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Abstract
We provide a simple method for obtaining new Liouville theorems for scaling invari-
ant superlinear parabolic problems with gradient structure. To illustrate the method
we prove Liouville theorems (guaranteeing nonexistence of positive classical solutions)
for the following model problems: the scalar nonlinear heat equation
ut −∆u = up in Rn × R,
its vector-valued generalization with a p-homogeneous nonlinearity and the linear heat
equation in Rn+ × R complemented by nonlinear boundary conditions of the form
∂u/∂ν = uq. Here ν denotes the outer unit normal on the boundary of the halfspace
R
n
+ and the exponents p, q > 1 satisfy p < n/(n − 2) and q < (n − 1)/(n − 2) if
n > 2 (or p < (n+ 2)/(n− 2) and q < n/(n− 2) if n > 2 and some symmetry of the
solutions is assumed). As a typical application of our nonexistence results we provide
optimal universal estimates for positive solutions of related problems in bounded and
unbounded domains.
1 Introduction
In this paper we consider several model scaling invariant parabolic problems with gradient
structure and prove that these problems — in a certain range of given parameters — do
not possess positive entire solutions, i.e. solutions defined for all times t ∈ (−∞,+∞).
Such a result will be called (parabolic) Liouville theorem.
Nonlinear heat equation. Let us first consider the scalar nonlinear heat equation
ut −∆u = up, x ∈ Rn, t ∈ R, (1)
∗Supported in part by the Slovak Research and Development Agency under the contract No. APVV-
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where p > 1, n ≥ 1 and u = u(x, t) > 0. Since problem (1) possesses positive stationary
solutions if n > 2 and p ≥ (n + 2)/(n − 2), the necessary condition for the Liouville
theorem for (1) is p < (n + 2)/(n − 2)+. This condition is also sufficient if we restrict
ourselves to radially symmetric solutions, see [22, 24]. In the general non-radial case, the
Liouville theorem for (1) was proved in [2] only under the assumption n = 1 or n > 1 and
p < n(n + 2)/(n − 1)2. In particular, if n = 2 then one has to assume p < 8. Our main
result for problem (1) guarantees that for n = 2 this assumption on p is superfluous. More
precisely, we prove the following Liouville theorem.
Theorem 1. Let p > 1, (n − 2)p < n. Then the equation (1) does not possess positive
classical solutions.
If n > 2 then n/(n − 2) < n(n + 2)/(n − 1)2 so that the assertion in Theorem 1
follows from [2] whenever n 6= 2. We formulate and prove our result for general n since
our method is very different from that in [2] and it can also be used for problems where
the arguments of [2] cannot be used or have not been used so far. In particular, in this
paper we also consider a vector-valued generalization of (1) and the linear heat equation
complemented by nonlinear boundary conditions and in these cases we obtain new results
for all n ≥ 1. It should be emphasized that we do not exploit the semilinear structure
of our problems: we consider these model problems just for simplicity. Our method is
based on scaling and energy estimates for the rescaled problems. This approach enables
us to show that any positive bounded entire solution of the parabolic problem has to
be time-independent so that the nonexistence result for bounded solutions follows from
the corresponding elliptic Liouville theorem (and then the nonexistence of unbounded
solutions is often an easy consequence of doubling and scaling arguments). Let us note
that if n > 2 and p > (n + 2)/(n − 2) then, in addition to positive bounded stationary
solutions, there also exist positive bounded entire solutions of (1) which do depend on
time; in particular there exist homoclinic solutions, see [9].
Liouville theorems have important consequences concerning universal a priori estimates
for positive solutions of related problems. To be more specific, let us formulate a typical
result of this type based on Theorem 1. Since our result in Theorem 1 is new only if n = 2,
we restrict ourselves to this case. Consider nonnegative solutions of the equation
ut −∆u = f(u) in Ω× (T1, T2), (2)
where f : [0,∞)→ R is a continuous function satisfying
lim
u→+∞u
−pf(u) = ℓ ∈ (0,∞), (3)
and
Ω is an arbitrary domain in R2, −∞ ≤ T1 < T2 ≤ ∞. (4)
The following theorem is a direct consequence of Theorem 1 and (the proof of) [24, The-
orems 3.1 and 4.1]; cf. also [24, Remark 3.4(e)].
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Theorem 2. Assume p > 1, (3), (4) and let u be a nonnegative classical solution of (2).
Then
u(x, t) ≤ C(C1 + (t− T1)−β + (T2 − t)−β + C2dist−2β(x, ∂Ω)) in Ω× (T1, T2), (5)
where β := 1/(p − 1), C = C(f) > 0 is independent of Ω, T1, T2 and u, C1 = 0 if
f(u) = up, C1 = 1 otherwise, C2 = 1, (t − T1)−β := 0 if T1 = −∞, (T2 − t)−β := 0 if
T2 =∞ and dist−2β(x, ∂Ω) := 0 if Ω = R2.
If, in addition, Ω is (uniformly C2) smooth and u satisfies the boundary condition
u = 0 on ∂Ω × (T1, T2) (6)
then (5) is true with C = C(f,Ω), C1 = 1 and C2 = 0.
In particular, if Ω ⊂ R2 is smooth and u is any positive solution of the problem (2),(6)
which blows up at t = T2 then Theorem 2 guarantees that the blow-up rate is of type I
and the corresponding estimate is universal (i.e. the constant C in (5) does not depend
on u).
Another application of Theorem 2 deals with so called ancient solutions. Assume T ∈
R, 1 < p and (n− 2)p < n+ 2. Then [19, Corollary 1.6] gives a complete characterization
of all (positive classical) solutions of the problem
ut −∆u = up, x ∈ Rn, t ∈ (−∞, T ), (7)
under the assumption
u(x, t) ≤ C(T − t)−β . (8)
Theorem 2 guarantees that (8) is always true if n = 2. In fact, the assertions in Theorem 2
(hence also (8)) are true for any n and p > 1 such that (1) does not possess positive classical
solutions.
Vector valued case. Our next model problem is a vector-valued generalization of (1):
we consider positive classical solutions U = (u1, u2, . . . , um) of the system
Ut −∆U = F (U), x ∈ Rn, t ∈ R, (9)
where
F = ∇G, with G ∈ C2+αloc (Rm,R) for some α > 0, (10)
G(0) = 0, G(U) > 0 for U 6= 0, (11)
F (λU) = λpF (U) for U ∈ Rm, λ > 0, (12)
there exists ξ ∈ (0,∞)m such that ξ · F (U) > 0 for U 6= 0. (13)
Using the same arguments as in the proof of Theorem 1 we prove the following theorem.
Theorem 3. Assume (10), (11), (12), (13) and p > 1, (n− 2)p < n. Then the system (9)
does not possess nontrivial nonnegative classical solutions.
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Notice that Theorem 1 is a special case of Theorem 3. We will first prove Theorem 1
(in order to explain the idea of our method by using the simplest possible model problem);
the proof of Theorem 3 will then follow the proof of Theorem 1.
Theorem 3 for n = 1 and the approach in [1, Proposition 2.4] (see also [26] and [21])
enable us to prove also the following theorem.
Theorem 4. Assume (10), (11), (12), (13) and p > 1, (n− 2)p < n+2. Then the system
(9) does not possess nontrivial nonnegative classical radially symmetric solutions.
Theorem 4 is a generalization of the scalar parabolic Liouville theorem for radially
symmetric solutions of (1) proved in [22, 24] by completely different arguments. Similarly
as in the scalar case, Theorems 3 and 4 can be used in order to prove universal a priori
estimates of positive solutions of many related problems.
As far as we know, if n,m > 1 then the only known nonexistence results for (9) in
the non-radial case are of Fujita-type and require the strong condition p ≤ (n + 2)/n. If
n = 1, m = 2 and
F (u1, u2) = (u
p
1 − λur1ur+12 , up2 − λur+11 ur2), p = 2r + 1 > 1, (14)
then by using the approach in [2], a Liouville theorem for (9) has very recently been
established in [21] under the assumption λ < r/(3r + 2). Notice that in this particular
case, Theorem 3 guarantees the nonexistence for any λ < 1 and this condition on λ is
optimal.
In the radial setting, assuming m = 2, (14) and either p = 3 ≥ n, λ < 1 or p(n− 2) <
n+ 2, λ < r/(3r + 2), nonexistence results for (9) have also been obtained in [26] or [21],
respectively.
Nonlinear boundary conditions. Next consider positive classical solutions of the
problem
ut −∆u = 0 in Rn+ × R,
uν = u
q on ∂Rn+ × R,
}
(15)
where Rn+ := {(x = (x1, x2, . . . , xn) ∈ Rn : x1 > 0}, ν = (−1, 0, 0, . . . , 0) is the outer unit
normal on the boundary ∂Rn+ = {x ∈ Rn : x1 = 0} and q > 1. In this case our method
yields the following result.
Theorem 5. Let q > 1, (n−2)q < n−1. Then the problem (15) does not possess positive
classical bounded solutions.
The result in Theorem 5 is new for any n ≥ 1. If n = 1 then this nonexistence
result was proved in [26] by other arguments, but only for solutions with bounded spatial
derivatives. For general n ≥ 1 the only known nonexistence results for (15) are of Fujita-
type and require q ≤ (n + 1)/n, see [10, 5].
Liouville theorem for stationary solutions of (15) is true for q < n/(n− 2)+ (see [15])
and this condition on q is optimal: if n > 2 and q = n/(n − 2) then there exists a
stationary solution of (15) of the form u(x) = c|x − x0|2−n, where the first component of
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x0 is negative (see [13] and the references therein for the analysis of stationary solutions
for q ≥ n/(n − 2)). Under the optimal assumption q < n/(n − 2)+ we can also prove
nonexistence of solutions of (15) exhibiting the following axial symmetry:
u(x1, x˜, t) = v(x1, |x˜|, t), where x˜ = (x2, x3, . . . , xn). (16)
Theorem 6. Let q > 1, (n − 2)q < n. Then the problem (15) does not possess positive
classical bounded solutions exhibiting the symmetry property (16).
Theorem 6 is an analogue to Theorem 4 and is proved by similar but technically more
advanced arguments.
Let us also mention that the boundedness assumptions in Theorems 5 and 6 still allow
applications based on doubling and scaling arguments and yielding a priori estimates for
positive solutions of related problems. In particular, Theorem 5 can be used to obtain
blow-up rate estimates for positive solutions of the problem
ut −∆u = 0 x ∈ Ω, t ∈ (0, T ),
uν = u
q x ∈ ∂Ω, t ∈ (0, T ),
}
(17)
where ν denotes the outer unit normal on the boundary ∂Ω. More precisely, we will prove
the following theorem.
Theorem 7. Assume that Ω ⊂ Rn is bounded and smooth, q > 1, (n − 2)q < n − 1.
Assume also that u is a positive classical solution of (17) which blows up at t = T . Then
there exists C = C(u) > 0 such that u satisfies the blow-up rate estimate
u(x, t)(T − t)1/2(q−1) + |∇u(x, t)|(T − t)q/2(q−1) ≤ C (18)
for all x ∈ Ω and t ∈ (T/2, T ).
If Ω is bounded and q > 1 then any positive solution of (17) blows up in finite time.
Theorem 7 guarantees that for 1 < q < (n − 1)/(n − 2)+, the blow-up of such solution is
of type I, i.e. u satisfies the estimate
‖u(·, t)‖∞ ≤ C(T − t)−1/2(q−1) for t ∈ (T/2, T ). (19)
This result for bounded domains was known only under the stronger assumption 1 < q ≤
1+ 1/n (see [16]). On the other hand, type I blow-up for both positive and sign-changing
solutions of (17) has been established in the full subcritical range 1 < q < n/(n − 2)+ if
Ω is a half-space (see [3] and [27]) and it has also been proved for bounded domains and
1 < q ≤ n/(n − 2)+ in the class of positive, time increasing solutions (see [16]). Let us
also mention that the blow-up rate estimate (19) is optimal (see the lower estimates in
[17, 18]) and that the blow-up need not be of type I for (some) supercritical q (see [14]).
2 Proof of Theorems 1, 3 and 4
In the proofs we will often need the following lemma.
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Doubling Lemma. (see [24, Lemma 5.1]). Let (X, d) be a complete metric space and
∅ 6= D ⊂ X. Let M : D → (0,∞) be bounded on compact subsets of D and fix a real
k > 0. If y ∈ D is such that
M(y) dist(y,X \D) > 2k, (20)
then there exists x ∈ D such that
M(x) dist(x,X \D) > 2k, M(x) ≥M(y), (21)
and
M(z) ≤ 2M(x) whenever dist(z, x) ≤ k
M(x)
. (22)
Notice that the inequalities in (21) and (22) guarantee
dist(z, x) ≤ k
M(x)
<
1
2
dist(x,X \D),
so that z ∈ D and the value M(z) is well defined. Notice also that if D = X then
dist(y,X \ D) = dist(y, ∅) = ∞ so that the assumption (20) is satisfied for any y ∈ D.
In most cases, we will use the Doubling Lemma with X being a closed subset of Rn × R
equipped with the parabolic distance
distP ((x, t), (x˜, t˜)) := |x− x˜|+
√
|t− t˜|.
Proof of Theorem 1. Assume on the contrary that there exists a positive solution u of
(1). Doubling and scaling arguments in [24] guarantee that we may assume that
u(x, t) ≤ 1 for all x ∈ Rn, t ∈ R. (23)
In fact, assume that u(x0, t0) > 1 for some (x0, t0) ∈ Rn × R. For any k = 1, 2, . . . , the
Doubling Lemma (with D = X = Rn × R, dist = distP , M = u(p−1)/2 and y = (x0, t0))
guarantees the existence of (xk, tk) such that
Mk := u
(p−1)/2(xk, tk) ≥ u(p−1)/2(x0, t0) and
u(p−1)/2(x, t) ≤ 2Mk whenever |x− xk|+
√
|t− tk| ≤ k
Mk
.
The rescaled functions
vk(y, s) := λ
2/(p−1)
k u(xk + λky, tk + λ
2
ks), where λk =
1
2Mk
,
are positive solutions of (1) and satisfy vk(0, 0) = 2
−2/(p−1), vk(y, s) ≤ 1 for |y|+
√|s| ≤ 2k.
The parabolic regularity guarantees that the sequence {vk} is relatively compact (in Cloc,
for example), so that a suitable subsequence of {vk} converges to a nonnegative solution
v of (1) satisfying v ≤ 1. Since v(0, 0) > 0, we have v > 0 by the maximum principle and
uniqueness. Consequently, replacing u by v we may assume that (23) is true.
Denote c0 := u(0, 0) and β := 1/(p − 1). For y ∈ Rn, s ∈ R and k = 1, 2, . . . set
wk(y, s) := (k − t)βu(y
√
k − t, t), where s = − log(k − t), t < k.
Set also sk := − log k and notice that w = wk solve the problem
ws = ∆w − 1
2
y · ∇w − βw +wp
=
1
ρ
∇ · (ρ∇w)− βw + wp in Rn × R,

 (24)
where ρ(y) := e−|y|
2/4. In addition,
wk(0, sk) = k
βc0
and
‖wk(·, s)‖∞ ≤ e2βkβ for s ∈ [sk − 2,∞). (25)
Set
Ek(s) :=
1
2
∫
Rn
(|∇wk(y, s)|2 + βw2k(y, s))ρ(y) dy −
1
p+ 1
∫
Rn
wp+1k (y, s)ρ(y) dy.
Then in the same way as in [12, (2.25) and Proposition 2.1] we obtain Ek(s) ≥ 0 and,
given σ < sk,
1
2
(∫
Rn
w2k(y, sk)ρ(y) dy −
∫
Rn
w2k(y, σ)ρ(y) dy
)
= −2
∫ sk
σ
Ek(s) ds+
p− 1
p+ 1
∫ sk
σ
∫
Rn
wp+1k (y, s)ρ(y) dy ds,

 (26)
∫ sk
σ
∫
Rn
∣∣∣∂wk
∂s
(y, s)
∣∣∣2ρ(y) dy ds = Ek(σ)− Ek(sk) ≤ Ek(σ). (27)
Multiplying equation (24) by ρ, integrating over y ∈ Rn and using Jensen’s inequality
yields
d
ds
∫
Rn
wk(y, s)ρ(y) dy + β
∫
Rn
wk(y, s)ρ(y) dy
=
∫
Rn
wpk(y, s)ρ(y) dy ≥ Cn,p
(∫
Rn
wk(y, s)ρ(y) dy
)p
,
where Cn,p := (4π)
−n(p−1)/2, which (as in the proof of [8, Theorem 1], for example) implies
the estimates ∫
Rn
wk(y, s)ρ(y) dy ≤ C˜n,p (28)
and ∫ sk
σ
∫
Rn
wpk(y, s)ρ(y) dy ds ≤ C˜n,p(1 + β(sk − σ)), (29)
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where C˜n,p = (β/Cn,p)
β . The monotonicity of Ek, (26), (25), (28) and (29) guarantee
2Ek(sk − 1) ≤ 2
∫ sk−1
sk−2
Ek(s) ds ≤ 2
∫ sk
sk−2
Ek(s) ds
≤ 1
2
∫
Rn
w2k(y, sk − 2)ρ(y) dy +
p− 1
p+ 1
∫ sk
sk−2
∫
Rn
wp+1k (y, s)ρ(y) dy ds
≤ e2βkβ
(∫
Rn
wk(y, sk − 2)ρ(y) dy +
∫ sk
sk−2
∫
Rn
wpk(y, s)ρ(y) dy ds
)
≤ 2C(n, p)kβ ,
where C(n, p) := e2βC˜n,p(1 + β), hence Ek(sk − 1) ≤ C(n, p)kβ . This estimate and (27)
guarantee ∫ sk
sk−1
∫
Rn
∣∣∣∂wk
∂s
(y, s)
∣∣∣2ρ(y) dy ds ≤ C(n, p)kβ . (30)
Denote λk := k
−1/2 and set
vk(z, τ) := λ
2/(p−1)
k wk(λkz, λ
2
kτ + sk), z ∈ Rn, −k ≤ τ ≤ 0.
Then 0 < vk ≤ e2β , vk(0, 0) = c0,
∂vk
∂τ
−∆vk − vpk = −λ2k
(1
2
z · ∇vk + βvk
)
and, denoting α := −n+ 2 + 4/(p − 1) and using (30) we also have∫ 0
−k
∫
|z|<
√
k
∣∣∣∂vk
∂τ
(z, τ)
∣∣∣2 dz dτ = λαk
∫ sk
sk−1
∫
|y|<1
∣∣∣∂wk
∂s
(y, s)
∣∣∣2 dy ds
≤ C(n, p)e1/4k−α/2+β → 0 as k →∞.
Now the same arguments as in [12] show that (up to a subsequence) the sequence {vk}
converges to a positive solution v = v(z) of the problem ∆v + vp = 0 in Rn, which
contradicts the elliptic Liouville theorem in [11].
Notice that the explicit formula
vk(z, τ) = e
−βτ/ku(e−τ/2kz, k(1 − e−τ/k))
guarantees vk → u. Notice also that if p = n/(n − 2) and if we rescaled the functions
wk on the intervals [sk − 1, sk + 1] instead of [sk − 1, sk] then the above arguments would
guarantee
∫∞
∞
∫
Rn
u2t dx dt ≤ C(n, p)e1/4.
Proof of Theorem 3. Assume on the contrary that there exists a nontrivial nonnegative
solution U of (9). As in the proof of Theorem 1, doubling and scaling arguments in [24]
guarantee that we may assume
|U(x, t)| ≤ 1 for all x ∈ Rn, t ∈ R.
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Denote C0 := U(0, 0) and β := 1/(p − 1). For y ∈ Rn, s ∈ R and k = 1, 2, . . . set
Wk(y, s) := (k − t)βU(y
√
k − t, t), where s = − log(k − t), t < k.
Set also sk := − log k and notice that W =Wk solve the problem
Ws = ∆W − 1
2
y · ∇W − βW + F (W )
=
1
ρ
∇ · (ρ∇W )− βW + F (W ) in Rn × R,

 (31)
where ρ(y) = e−|y|
2/4. In addition,
Wk(0, sk) = k
βC0 and ‖Wk(·, s)‖∞ ≤ e2βkβ for s ∈ [sk − 2,∞).
Set
Ek(s) :=
1
2
∫
Rn
(|∇W (y, s)|2 + βW 2(y, s))ρ(y) dy −
∫
Rn
G(W (y, s))ρ(y) dy.
Since assumptions (10), (11), (12) and (13) guarantee
CG|W |p+1 ≥ G(W ) = 1
p+ 1
F (W )W ≥ cG|W |p+1, ξ · F (W ) ≥ cF |W |p,
one can use the same arguments as in the proof of Theorem 1 to show that Ek(sk−1) ≤ Ckβ
for some C depending only on n, p,CG, cF and ξ. In fact, to prove the analogoues of (28)
and (29), for example, it is sufficient to multiply the i-th component in (31) by ξiρ,
integrate and sum over i. Consequently, as in the proof of Theorem 1 the functions
Vk(z, τ) := λ
2/(p−1)
k Wk(λkz, λ
2
kτ + sk), z ∈ Rn, −k ≤ τ ≤ 0
converge (up to a subsequence) to a positive solution V = V (z) of the problem ∆V +
F (W ) = 0 in Rn, which contradicts the elliptic Liouville theorem [28, Theorem 6(i)].
Proof of Theorem 4. The proof is based on the same arguments as the proof of [1,
Proposition 2.4] (cf. also [26, Theorem 4.1]). For the reader’s convenience (and since we
will also need a nontrivial modification of these arguments in the proof of Theorem 6) we
provide a detailed proof.
Let U be a nontrivial nonnegative radial solution of (9). Since U is radial, there exists
U˜ : [0,∞)× R→ Rm : (r, t) 7→ U˜(r, t) such that U(x, t) = U˜(|x|, t).
First we show that we can assume that U is bounded. In fact, assume that there
exist rk ∈ [0,∞) and tk ∈ R such that |U˜(rk, tk)| → ∞. The Doubling Lemma (with
D = X = [0,∞)× R, dist = distP and M = |U˜ |(p−1)/2) guarantees that we may assume
M(r, t) ≤ 2Mk whenever |r − rk|+
√
|t− tk| ≤ k
Mk
,
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whereMk := |U˜(rk, tk)|(p−1)/2. Set ρk := rkMk and λk := 1/Mk. Passing to a subsequence
we may assume ρk → ρ∞ ∈ [0,∞]. If ρ∞ =∞ then the functions
Vk(ρ, s) := λ
2/(p−1)
k U˜(rk + λkρ, tk + λ
2
ks), ρ ≥ −ρk, s ∈ R,
solve the equations
∂tVk − ∂ρρVk = n− 1
ρk + ρ
∂ρVk + F (Vk)
and a subsequence of {Vk} converges to nontrivial nonnegative solution of (9) with n = 1,
which contradicts Theorem 3. Hence ρ∞ <∞. The functions
Vk(ρ, s) := λ
2/(p−1)
k U˜(λkρ, tk + λ
2
ks), ρ ≥ 0, s ∈ R,
solve the equations
∂tVk − ∂ρρVk = n− 1
ρ
∂ρVk + F (Vk)
and satisfy |Vk(ρk, 0)| = 1, |Vk(ρ, s)| ≤ 22/(p−1) for |ρ − ρk| +
√|s| ≤ k. Passing to a
subsequence we may assume Vk → V , where V is a nontrivial nonnegative bounded radial
solution of of (9). Replacing U by V we may assume that U is bounded.
Since U is bounded, the parabolic regularity implies that ∇U is bounded as well, hence
|U |+ |∇U | ≤ C. (32)
Now we use similar doubling and scaling arguments as above to show the uniform decay
estimate
|U˜ (r, t)|r2/(p−1) + |∇U˜(r, t)|r(p+1)/(p−1) ≤ C (33)
(where the constant C is different from that in (32)). Assume on the contrary that there
exist rk > 0 and tk ∈ R such that
|U˜(rk, tk)|r2/(p−1)k + |∇U˜r(rk, tk)|r(p+1)/(p−1)k →∞.
Set
M(r, t) := |U˜ (r, t)|(p−1)/2 + |∇U˜r(r, t)|(p−1)/(p+1), r > 0, t ∈ R
and Mk := M(rk, tk). Then Mkrk → ∞ and passing to a subsequence we may assume
Mk > 2k/rk. The Doubling Lemma (with X = [0,∞) × R, D = (0,∞) × R and dist =
distP ) guarantees that we may assume
M(r, t) ≤ 2Mk whenever |r − rk|+
√
|t− tk| ≤ k
Mk
.
Set λk := 1/Mk and
Vk(ρ, s) := λ
2/(p−1)
k U˜(rk + λkρ, tk + λ
2
ks).
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Then
|Vk(0, 0)|(p−1)/2 + |∂ρVk(0, 0)|(p−1)/(p+1) = 1,
|Vk(ρ, s)|(p−1)/2 + |∂ρVk(ρ, s)|(p−1)/(p+1) ≤ 2 whenever |ρ|+
√
|s| ≤ k,
and Vk solves the equation
∂tVk − ∂ρρVk = n− 1
rk/λk + ρ
∂ρVk + F (Vk).
Since rk/λk = rkMk → ∞, it is easy to pass to the limit to get a nontrivial nonnegative
bounded solution V of (9) with n = 1. However, this contradicts Theorem 3. Conse-
quently, (33) is true.
Next we use the energy functional
E(U(·, t)) :=
∫
Rn
(1
2
|∇U(x, t)|2 −G(U(x, t))
)
dx.
The arguments in [25, Example 51.28, the case λ = 0]) guarantee that the system (9) is
well posed in the space
E := {W ∈ Lp+1(Rn,Rm) : ∇W ∈ L2(Rn,Rmn)},
‖W‖E := ‖W‖Lp+1 + ‖∇W‖L2
}
(34)
and the corresponding solution satisfies the energy identity
E(U(·, t2))− E(U(·, t1)) = −
∫ t2
t1
∫
Rn
|Ut|2(x, t) dx dt. (35)
Estimates (33) and (32) guarantee ‖U(·, t)‖E ≤ C and |E(u(·, t))| ≤ C with C independent
of t, hence ∫
R
∫
Rn
|Ut|2 dx dt <∞
and ∫
|t|>k
∫
Rn
|Ut|2 dx dt→ 0 as k →∞. (36)
Next we claim
sup
x∈Rn, |t|>2k
(|U(x, t)| + |∇U(x, t)|)→ 0 as k →∞. (37)
Assume on the contrary that there exist xk ∈ Rn and tk ∈ R, |tk| > 2k, such that
|U(xk, tk)|+ |∇U(xk, tk)| ≥ c0 > 0.
Estimate (33) shows that the sequence {xk} is bounded so that we may assume xk → x∞.
Set Vk(x, t) := U(x, t − tk). Then a subsequence of {Vk} converges (locally uniformly in
C1) to a nonnegative radial solution V of (9). Estimate |V (x∞, 0)| + |∇V (x∞, 0)| ≥ c0
shows that V is nontrivial and estimate (36) guarantees that V does not depend on t.
However, this contradicts the elliptic Liouville theorem [28, Proposition 5(i)].
Estimates (33) and (37) guarantee E(U(·, t)) → 0 as |t| → ∞, so that E(U(·, t)) ≡ 0
by the monotonicity of t 7→ E(U(·, t)). Consequently, Ut ≡ 0 which contradicts [28,
Proposition 5(i)].
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3 Proofs of Theorems 5, 6 and 7
Proof of Theorem 5. The proof will follow that of Theorem 1 but we will also need some
additional arguments.
Assume on the contrary that there exists a positive bounded solution u of (15). By
using doubling and scaling arguments we first show that we may assume
u(x, t) + |∇u(x, t)| ≤ C for all x ∈ Rn+, t ∈ R. (38)
Assume that (38) fails. Since u ≤ Cu for some Cu > 0, we can find (xk, tk) such that
|∇u(xk, tk)| → ∞. Set
M(x, t) := uq−1(x, t) + |∇u(x, t)|(q−1)/q ,
Mk := M(xk, tk) and λk := 1/Mk. The Doubling Lemma (with X = D = R
n
+ × R and
dist = distP ) guarantees that we may assume
M(x, t) ≤ 2Mk whenever |x− xk|+
√
|t− tk| ≤ k
Mk
.
Passing to a subsequence we may assume ck := xk,1Mk → c∞ ∈ [0,∞], where xk,1 denotes
the first component of xk. If c∞ =∞ then setting
vk(y, s) := λ
1/(q−1)
k u(xk + λky, tk + λ
2
ks), y ∈ Rn, y1 ≥ −ck, s ∈ R,
a suitable subsequence of {vk} converges to a nonnegative bounded solution v of the linear
heat equation in Rn×R satisfying |∇v(0, 0)| = 1, which contradicts the Liouville theorem
for the linear heat equation (see [7, Theorem 1] or [6, Theorem 4] and cf. also [20]).
Therefore we have c∞ <∞. Set x0k := (0, xk,2, . . . , xk,n), yk := (ck, 0, 0, . . . , 0) and
vk(y, s) := λ
1/(q−1)
k u(x
0
k + λky, tk + λ
2
ks), y ∈ Rn+, s ∈ R.
Then vq−1k (yk, 0)+ |∇vk(yk, 0)|(q−1)/q = 1 and a suitable subsequence of {vk} converges to
a nonnegative nontrivial (hence positive) bounded solution v of (15) with bounded spatial
derivatives. Replacing u by v we obtain (38).
If (38) is true then the function
v(y, s) = λ1/(q−1)u(λy, λ2s) where λ1/(q−1) = 1/C
is a positive solution of (15) satisfying (38) with C = 1. Hence, replacing u by v we may
assume
u(x, t) + |∇u(x, t)| ≤ 1 for all x ∈ Rn+, t ∈ R. (39)
Next we prove that
ux1(x, t) ≤ 0 for all x ∈ Rn+, t ∈ R. (40)
The function z := ux1 is bounded and satisfies
zt −∆z = 0 in Rn+ × R, z < 0 on ∂Rn+ × R.
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In order to prove (40) it is sufficient to show z(x, t) ≤ εx1 for any ε > 0. Fix ε > 0 and set
v(x, t) := z(x, t)− εx1. Since z is bounded, there exists λ = λ(ε) > 0 such that v(x, t) < 0
for x1 ≥ λ. To show v(x, t) ≤ 0 for x1 < λ we will proceed similarly as in the proof of [24,
Theorem 2.4].
Denoting Tλ := {x ∈ Rn : 0 < x1 < λ} the function v satisfies
vt −∆v = 0 in Tλ × R, v(x, t) < 0 on ∂Tλ × R.
Choosing q ∈ (0, π2/λ2), [4] guarantees the existence of a smooth positive function h on
Tλ such that
∆h+ qh = 0 in Tλ and h(x)→ +∞ as |x| → ∞, x ∈ Tλ.
In particular h(x) ≥ h0 > 0. Set w := eqtv/h. Then w satisfies
wt −∆w − 2∇h
h
· ∇w = 0 in Tλ × R, w ≤ 0 on ∂Tλ × R.
Fix t0 < t1 and consider (x, t) ∈ Tλ × [t0, t1]. Then w(x, t) → 0 as |x| → ∞ and the
maximum principle guarantees
sup
x∈Tλ
w−(x, t1) ≤ sup
x∈Tλ
w−(x, t0),
where w−(x, t) := −min(w(x, t), 0). For v the above inequality means
sup
x∈Tλ
v−(x, t1)
h(x)
≤ e−q(t1−t0) sup
x∈Tλ
v−(x, t0)
h(x)
.
In view of boundedness of v on Tλ×R, letting t0 → −∞ we obtain that v(x, t1) ≤ 0. This
concludes the proof of (40).
Denote c0 := u(0, 0) and β˜ := 1/2(q − 1). For y ∈ Rn+, s ∈ R and k = 1, 2, . . . set
wk(y, s) := (k − t)β˜u(y
√
k − t, t), where s = − log(k − t), t < k.
Set also sk := − log k and notice that w = wk solve the problem
ws = ∆w − 1
2
y · ∇w − β˜w = 1
ρ
∇ · (ρ∇w) − β˜w in Rn+ × R,
wν = w
q on ∂Rn+ × R,

 (41)
where ρ(y) = e−|y|2/4. In addition,
wk(0, sk) = k
β˜c0, ‖wk(·, s)‖∞ ≤ e2β˜kβ˜ for s ∈ [sk − 2,∞).
Set
Ek(s) :=
1
2
∫
R
n
+
(|∇wk(y, s)|2 + β˜w2k(y, s))ρ(y) dy −
1
q + 1
∫
∂Rn
+
wq+1k (ξ, s)ρ(ξ) dSξ .
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Then Ek(s) ≥ 0 (see [3]) and, given σ < sk, we also have
1
2
(∫
R
n
+
w2k(y, sk)ρ(y) dy −
∫
R
n
+
w2k(y, σ)ρ(y) dy
)
= −2
∫ sk
σ
Ek(s) ds +
q − 1
q + 1
∫ sk
σ
∫
∂Rn
+
wq+1k (ξ, s)ρ(ξ) dSξ ds,
∫ sk
σ
∫
R
n
+
∣∣∣∂wk
∂s
(y, s)
∣∣∣2ρ(y) dy ds = Ek(σ)− Ek(sk) ≤ Ek(σ).
Since (40) guarantees ∂wk/∂y1 ≤ 0, we have
√
π/2
∫
∂Rn
+
wk(ξ, s)ρ(ξ) dSξ =
∫
R
n
+
wk((0, y2, y3, . . . , yn), s)ρ(y) dy
≥
∫
R
n
+
wk(y, s)ρ(y) dy.
Consequently, multiplying the equation in (41) by ρ and integrating over y ∈ Rn+ yields
d
ds
∫
R
n
+
wk(y, s)ρ(y) dy + β˜
∫
R
n
+
wk(y, s)ρ(y) dy =
∫
∂Rn
+
wqk(ξ, s)ρ(ξ) dSξ
≥ Cn−1,q
(∫
∂Rn
+
wk(ξ, s)ρ(ξ) dSξ
)q
≥ Cˆn−1,q
(∫
R
n
+
wk(y, s)ρ(y) dy
)q
,
which again implies the estimates of the type∫
R
n
+
wk(y, s)ρ(y) dy ≤ C˜n−1,q,∫ sk
σ
∫
∂Rn
+
wqk(ξ, s)ρ(ξ) dSξ ds ≤ C˜n−1,q(1 + β˜(sk − σ)).
In the same way as in the proof of Theorem 1, the estimates above guarantee Ek(sk−1) ≤
C˜(n − 1, q)kβ˜ for suitable C˜(n− 1, q) and, consequently,∫ sk
sk−1
∫
R
n
+
∣∣∣∂wk
∂s
(y, s)
∣∣∣2ρ(y) dy ds ≤ C˜(n− 1, q)kβ˜ . (42)
Denote λk := k
−1/2 and set
vk(z, τ) := λ
1/(q−1)
k wk(λkz, λ
2
kτ + sk), z ∈ Rn+, −k ≤ τ ≤ 0.
Then 0 < vk ≤ e2β˜ , vk(0, 0) = c0,
∂vk
∂τ
−∆vk = −λ2k
(1
2
z · ∇vk + β˜vk
)
in Rn+ × (−k, 0),
vν = v
q on ∂Rn+ × (−k, 0),
14
and, denoting α˜ := −n+ 2 + 2/(q − 1) and using (42) we also have
∫ 0
−k
∫
|z|<
√
k
∣∣∣∂vk
∂τ
(z, τ)
∣∣∣2 dz dτ = λα˜k
∫ sk
sk−1
∫
|y|<1
∣∣∣∂wk
∂s
(y, s)
∣∣∣2 dy ds
≤ C(q)e1/4k−α˜/2+β˜ → 0 as k →∞.
As in the proof of Theorem 1 (cf. also [3]), a subsequence of {vk} converges to a positive
solution v = v(z) of the problem ∆v = 0 in Rn+, vν = v
q on ∂Rn+, which contradicts the
elliptic Liouville theorem in [15].
Proof of Theorem 6. Due to Theorem 5 we may assume n > 2 and n−1 ≤ q(n−2) < n.
Assume that u is a positive classical bounded solution of (15) satisfying (16). Similarly as
in the proof of Theorem 5 we will first show that we may assume
u+ |∇u| ≤ C (43)
and then (similarly as in the proof of Theorem 4) we will prove that u satisfies suitable
decay estimates which allow us to use the energy functional
E(ϕ) :=
1
2
∫
R
n
+
|∇ϕ(x)|2 dx− 1
q + 1
∫
Rn−1
ϕ(0, x˜)q+1 dx˜ (44)
to show that u is time independent.
Assume that (43) fails. Since u ≤ Cu for some Cu > 0, we can find (xk, tk) such that
|∇u(xk, tk)| → ∞. Set
M(x, t) := uq−1(x, t) + |∇u(x, t)|(q−1)/q ,
Mk := M(xk, tk) and λk := 1/Mk. In the same way as in the proof of Theorem 5, the
Doubling Lemma guarantees that we may assume
M(x, t) ≤ 2Mk whenever |x− xk|+
√
|t− tk| ≤ k
Mk
(45)
and then the Liouville theorem for the linear heat equation [7, Theorem 1] implies that
we may assume ck := xk,1Mk → c∞ ∈ [0,∞).
Assumption (16) guarantees u(x1, x˜, t) = v(x1, r, t), where r = |x˜|. Passing to a
subsequence we may assume ρk := rk/λk → ρ∞ ∈ [0,∞], where rk = |x˜k|. If ρ∞ = ∞
then we set
wk(y, ρ, s) := λ
1/(q−1)
k v(λky, rk + λkρ, tk + λ
2
ks), y ≥ 0, ρ ≥ −ρk, s ∈ R.
Then
wq−1k (ck, 0, 0) + |∇wk(ck, 0, 0)|(q−1)/q = 1,
wq−1k + |∇wk| ≤ 2, whenever
√
(y − ck)2 + ρ2 +
√
|s| ≤ k
15
and wk satisfy the equation
ws − wyy − wρρ = n− 2
ρk + ρ
wρ, y > 0, ρ > −ρk s ∈ R,
and the boundary condition wy = −wq for y = 0. Consequently, a subsequence of {wk}
converges to a nonnegative nontrivial solution of (15) with n = 2 which contradicts The-
orem 5. Hence ρ∞ <∞. Set
vk(y, s) := λ
1/(q−1)
k u(λky, tk + λ
2
ks), y ∈ Rn+, s ∈ R,
fix y˜ ∈ Rn−1 with |y˜| = 1 and set yk = (ck, ρky˜). Then vk are solutions of (15) satisfying
(16), v
(q−1)
k (yk, 0) + |∇vk(yk, 0)|(q−1)/q = 1 and the bound (45) guarantees that a suitable
subsequence of {vk} converges to a positive bounded solution v of (15) satisfying (16) and
having bounded spatial derivatives. Replacing u by v we obtain (43).
Next we use doubling and scaling arguments together with Theorem 5 in order to show
u(0, x˜, t) ≤ C|x˜|−1/(q−1) for all x˜ ∈ Rn−1. (46)
Notice that the monotonicity property (40) will then guarantee
u(x, t) ≤ C|x˜|−1/(q−1) for all x˜ ∈ Rn+. (47)
Assume on the contrary that (46) fails. Then there exist x˜k, tk such that
u(0, x˜k, tk)|x˜k|1/(q−1) →∞.
Due to (43) we have |x˜k| → ∞. Denote r = |x˜|, v(x1, r, t) = u(x1, x˜, t), rk = |x˜k| and
M(r, t) = v(0, r, t)q−1 for (r, t) ∈ (0,∞) × R. Then M(rk, tk)rk → ∞ so that we may
assume Mk := M(rk, tk) > 2k/rk. Now the Doubling Lemma (with X = [0,∞) × R,
D = (0,∞) × R and dist = distP ) guarantees that we may also assume
M(r, t) ≤ 2Mk whenever |r − rk|+
√
|t− tk| ≤ k
Mk
. (48)
Set λk = 1/Mk and
wk(y, ρ, s) := λ
1/(q−1)
k v(λky, rk + λkρ, tk + λ
2
ks), y ≥ 0, ρ ≥ −rk/λk, s ∈ R.
Then w(0, 0, 0) = 1 and (48), (40) guarantee wk ≤ 21/(q−1) whenever |ρ| +
√|s| ≤ k. In
addition w = wk is a positive solution of the equation
ws − wyy − wρρ = n− 2
rk/λk + ρ
wρ
complemented by the boundary condition wy = −wq for y = 0. Since rk/λk → ∞, it is
easy to pass to the limit (in the weak formulation of the problem) to obtain a positive
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bounded solution of the problem wt −∆w = 0 in R2+ × R, wν = wq on ∂R2+ × R, which
contradicts Theorem 5. Consequently, (46) and (47) are true.
To prove the decay of u with respect to x1 we use the representation formula
u(x,t) =
∫
R
n
+
G(x, y, t− T )u(y, T ) dy
+
∫ t
T
∫
Rn−1
∂y1G(x, (0, y˜), t− s)u((0, y˜), s) dy˜ ds =: A1 +A2,


(49)
for x1 > 0 and t > T , where
G(x, y, t) =
1
(4πt)n/2
(
e−|x−y|
2/4t − e−|x′−y|2/4t), x′ := (−x1, x˜).
Notice that
0 ≤ G(x, y, t) ≤ Ct−n/2e−|x−y|2/4t,
0 ≤ ∂y1G(x, (0, y˜), t) ≤ Cx1t−n/2−1e−|x−y|
2/4t.
Introducing the new variable z = (x− y)/2√t− T in A1 we have
A1 ≤ C
∫
{z:z1≤x1/2
√
t−T}
e−|z|
2
u(x− 2z√t− T , T ) dz → 0 as T → −∞,
due to the Lebesgue dominated convergence theorem and the pointwise convergence u(x−
2z
√
t− T , T )→ 0 for z˜ 6= 0 (which follows from (47)). Using estimate (47) we also have
A2 ≤ C
∫ t
T
x1(t− s)−3/2e−x21/4(t−s)I(x˜, t− s) ds,
where
I(x˜, t) :=
∫
Rn−1
(4t)−(n−1)/2e−|x˜−y˜|
2/4t|y˜|−1/(q−1) dy˜.
Introducing the variable z˜ = (x˜− y˜)/2√t we obtain
I(x˜, t) =
∫
Rn−1
e−|z˜|
2 |x˜− 2
√
tz˜|−1/(q−1) dz˜
≤
∫
|x˜−2√tz˜|>√t
e−|z˜|
2
t−1/2(q−1) dz˜ +
∫
|x˜−2√tz˜|<√t
|x˜− 2√tz˜|−1/(q−1) dz˜
≤ C1t−1/2(q−1) + C2
∫ 1/2
0
(r
√
t)−1/(q−1) · rn−2 dr
≤ C3t−1/2(q−1).
Consequently,
A2 ≤ C
∫ t
−∞
x1(t− s)−3/2(t− s)−1/2(q−1)e−x21/4(t−s) ds
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and introducing the new variable τ satisfying t− τ = (t− s)/x21 we obtain
A2 ≤ Cx−1/(q−1)1
∫ t
−∞
(t− τ)−3/2−1/2(q−1)e−1/4(t−τ) dτ = C(q)x−1/(q−1)1 .
Since the last estimate of A2 does not depend on T and A1 → 0 as T → −∞, (49) and
(47) imply
u(x, t) ≤ C|x|−1/(q−1) for all (x, t) ∈ Rn+ × R. (50)
Next we use doubling and scaling arguments again to prove the estimate
|∇u(x, t)| ≤ C|x|−q/(q−1) for all (x, t) ∈ Rn+ × R. (51)
Assume on the contrary that there exist xk, tk such that
|∇u(xk, tk)| · |xk|q/(q−1) →∞.
Due to (43) we have |xk| → ∞. Set
M(x, t) := u(x, t)q−1 + |∇u(x, t)|(q−1)/q .
Then without loss of generality we may assumeMk :=M(xk, tk) > 2k/|xk|. The Doubling
Lemma (with X = Rn+ × R, D = (Rn+ \ {0}) × R and dist = distP ) shows that we may
assume
M(x, t) ≤ 2Mk whenever |x− xk|+
√
|t− tk| ≤ k
Mk
.
Finally, we may also assume that ck := xk,1Mk → c∞ ∈ [0,∞], where xk,1 denotes the
first component of xk. Set λk = 1/Mk and
vk(y, s) := λ
1/(q−1)
k u(xk + λky, tk + λ
2
ks), y ∈ Rn, y1 ≥ −ck, s ∈ R.
Then vk solves the linear heat equation and satisfies the boundary condition vν = v
q. Since
(50) implies u(x, t)q−1 ≤ C/|x|, we have |∇u(xk, tk)|(q−1)/q > Mk/2 for k large enough,
hence |∇vk(0, 0)| > 2−q/(q−1). On the other hand,
vk(0, 0) ≤ C(Mk|xk|)−1/(q−1) → 0
and
vq−1k + |∇vk|(q−1)/q ≤ 2 for |y|+
√
|s| ≤ k, y1 ≥ −xk,1/λk.
If c∞ = ∞ then a suitable subsequence of vk converges to the nonnegative solution v of
the linear heat equation in Rn × R, v(0, 0) = 0 and ∇v(0, 0) 6= 0 which contradicts [7,
Theorem 1]. If c∞ <∞ then a subsequence of vk converges to the nonnegative solution v
of the linear heat equation in {y ∈ Rn : y1 > −c∞}×R satisfying the boundary condition
vν = v
q and v(0, 0) = 0, ∇v(0, 0) 6= 0, which yields a contradiction again. Consequently,
(51) is true.
Estimates (50) and (51) guarantee that the energy E(u(·, t)) is well defined and that
we can use the same arguments as in the proof of Theorem 4 to show E(u(·, t)) ≡ 0.
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Consequently, u is time-independent which contradicts the elliptic Liouville theorem in
[15].
Proof of Theorem 7. Set
M(t) := max
x∈Ω, τ∈[T/4,t]
(
u(x, τ)q−1 + |∇u(x, τ)|(q−1)/q), t ∈ [T/4, T ).
We will prove M(t)
√
(T − t) ≤ C = C(u) for t ∈ (T/2, T ).
Assume on the contrary that there exist tk ∈ (T/2, T ) such that
M(tk)
√
T − tk →∞.
We may assume M(tk)
√
T − tk > 2k and M(tk) > 2M(T/2). Using the Doubling Lemma
(with X = [T/4, T ], D = [T/4, T ) and dist(t, t˜) =
√
|t− t˜|) we find t˜k ∈ [T/4, T ) such
that
Mk :=M(t˜k) ≥M(tk), Mk
√
T − t˜k > 2k (52)
and
M(t) ≤ 2Mk for all t ∈ [T/4, T ),
√
|t− t˜k| ≤ k
Mk
. (53)
In fact, the monotonicity of M and (53) guarantee
M(t) ≤ 2Mk for all t ∈
[
T/4, t˜k +
k2
M2k
)
. (54)
Inequalities Mk ≥ M(tk) > 2M(T/2) guarantee t˜k > T/2. Fix xk ∈ Ω and τk ∈ [T/4, t˜k]
such that
Mk = u(xk, τk)
q−1 + |∇u(xk, τk)|(q−1)/q
and notice that M(τk) =Mk. Next we distinguish two cases:
(i) u(xk, τk)
q−1 >
1
2
Mk,
(ii) u(xk, τk)
q−1 ≤ 1
2
Mk.
Case (i): Since u(xk, τk)
q−1 > Mk/2 > M(T/2), we have u(xk, τk) > max{u(x, t) : x ∈
Ω, t ∈ [T/4, T/2]} and the maximum principle guarantees that there exist xˆk ∈ ∂Ω and
τˆk ∈ (T/2, τk ] ⊂ [T/4, t˜k ] such that
u(xˆk, τˆk) = max{u(x, t) : x ∈ Ω, t ∈ [T/4, τk ]} ≥ u(xk, τk).
Consequently, uq−1(xˆk, τˆk) > Mk/2. Set
λk := 1/Mk, Ωk := {y ∈ Rn : xˆk + λkRky ∈ Ω},
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where Rk is a rotation operator such that (−1, 0, 0, . . . , 0) is the exterior normal vector of
∂Ωk at 0. Given y ∈ Ωk and s ∈ Ik := {s : τˆk + λ2ks ∈ [T/4, T )}, set also
vk(y, s) := λ
1/(q−1)
k u(xˆk + λkRky, τˆk + λ
2
ks). (55)
Then vk solve the equation and the boundary condition in (17) in Ωk×Ik and on ∂Ωk×Ik,
respectively, vq−1k (0, 0) > 1/2, v
q−1(y, s) + |∇v(y, s)|(q−1)/q ≤ 2 for all (y, s) ∈ Ωk × Ik
satisfying |s| ≤ k2. The arguments in [16] guarantee that a subsequence of {vk} converges
in C1loc to a positive entire solution of (15) which contradicts Theorem 5.
Case (ii): Denote dk := dist(xk, ∂Ω) and choose x˜k ∈ ∂Ω such that |x˜k −xk| = dk. Set
also τˆk := τk and ck := dkMk. We may assume ck → c∞ ∈ [0,∞].
If c∞ < ∞ then we set xˆk := x˜k, yk := (ck, 0, 0, . . . , 0) and define λk,Ωk,Rk,Ik,vk
as in Case (i). Notice that Rkyk = x˜k − xˆk. Similarly as in Case (i), vk solve the
equation and the boundary condition in (17) in Ωk × Ik and on ∂Ωk × Ik, respectively,
vq−1k (yk, 0) + |∇vk(yk, 0)|(q−1)/q = 1, vq−1(y, s) + |∇v(y, s)|(q−1)/q ≤ 2 for all (y, s) ∈
Ωk× Ik satisfying |s| ≤ k2 and the arguments in [16] guarantee that a subsequence of {vk}
converges in C1loc to a positive entire solution of (15) which contradicts Theorem 5.
If c∞ =∞ then we set xˆk := xk, define Rk as the identity and λk,Ωk, Ik, vk as in Case
(i). Now a subsequence of {vk} converges in C1loc to a nonnegative bounded solution of
the linear heat equation in Rn × R. Since
|∇u(xˆk, τˆk)|(q−1)/q = |∇u(xk, τk)|(q−1)/q ≥Mk/2
we have |∇vk(0, 0)| ≥ 1/2, hence v is nonconstant which contradicts the Liouville theorem
for the linear heat equation [7, Theorem 1].
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