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The stress at which the first discrete plastic event occurs is investigated using extreme value
statistics. It is found that the average of this critical stress is related to the deforming volume via
an exponentially truncated power-law. The present work demonstrates this trend, and the expected
Weibull fluctuations around it, for the nano-indentation data of Morris et al, Phys. Rev. Lett. 106,
165502 (2011) and a dislocation dynamics simulation. When the underlying master distribution of
critical stresses is assumed to be a power-law, it becomes possible to extract the density of discrete
plastic events available to the crystal, and to understand the exponential truncation as a break-down
of the asymptotic Weibull limit.
PACS numbers: 62.20.-x,62.20.F-,61.72.Lk
I. INTRODUCTION
Intermittent plastic activity is of contemporary inter-
est since the phenomenon exhibits some degree of crit-
icality and thus the universal physics of avalanche phe-
nomenon1. First demonstrated via acoustic emission dur-
ing creep experiments on ice2,3, the obtained histograms
of energy release were found to exhibit a power law form
over a wide range of energies. In the work of ref.2,
two dimensional dislocation dynamics simulations gave
similar results. Subsequent dislocation dynamics sim-
ulation4–7 and theory work8–10 have repeatedly shown
this same behaviour in terms of the statistics of the plas-
tic strain magnitudes. Another experimental approach
to measuring intermittent plasticity is via the “smaller
is stronger” paradigm first discussed by Uchic and co-
workers11. Here, due to the micron sized samples, a
nominal flat-punch nano-indenter could resolve individ-
ual plastic events to demonstrate intermittent plasticity
and some aspects of scale free behaviour12,13.
The above works have mainly concentrated on the
statistics associated with the discrete plastic event, in-
volving either energy release, plastic strain magnitude
or the avalanche velocity6,14, but not that of the crit-
ical stress at which the event occurs. This focus has
partly arisen from the view that the plastic strain event
is the material “response” to the “stimulus” of an applied
stress, and that near criticality, this material response is
only weakly correlated to the stimulus. Despite this, the
stress variable has played an important role in recent
works investigating the theme of to what degree a mate-
rial is in a state of criticality. When the global yield of
material is viewed as a static depinning transition9,10,13,
criticality is only achieved at the depinning stress. Be-
low this stress, the statistics associated with the plastic
strain event are truncated from a pure power law distri-
bution by scaling functions depending on how far away
the applied stress is from the critical stress. The alter-
native view of yield as a dynamic unjamming event15,16
has the material in a critical state at all applied stresses7.
Here dislocation dynamics simulations show a stress and
system size dependent truncation of the plastic strain
statistics, but no indication of the critical stress associ-
ated with a depinning transition.
From an engineering perspective, the stresses at which
plasticity occurs are of crucial importance. If the onset of
plasticity is associated with the global failure of a mate-
rial, one very useful approach to understand the statistics
of the failure stress is via the weakest link principle asso-
ciated with extreme value theory — the so-called Weibull
approach17,18. Here, a realization of a particular material
is given by a sequence of M critical stresses, the small-
est (weakest) of which will correspond to the stress at
which the material globally fails. For a flaw-based failure
scenario, these critical stresses correspond and character-
ize M regions within the material containing the flaws.
Mathematically, such a characterization of the material
is given by a positive valued master probability density
function (PDF) of critical stresses and M = ρV where ρ
is the flaw density. Sampling this master distribution
M times, the statistics of the smallest value is found
to be well described by the Weibull distribution19. In-
deed, the Fisher-Tippett-Gnedenko (FTG) theorem20,21
states that for a very broad class of positive valued prob-
ability distributions and for sufficiently large values of
M , the statistics of the minimum (extreme) value is well
described by a Weibull distribution with corresponding
scale and shape parameters that do depend on the prob-
ability distribution and M .
For strongly heterogeneous ceramics and brittle met-
als, in which global failure is known to originate from a
single local flaw, Weibull statistics can well describe the
fluctuations in the corresponding failure stress. However,
for a general crystalline metal yield is an emergent phe-
nomenon associated with the collective behaviour of the
underlying dislocation network, and extreme value statis-
tics or the weakest link principle is not expected to be so
useful.
It has however long been recognized that the onset of
permanent deformation is very dependent on the instru-
2mental resolution of the deformation apparatus, and that
the transition to global yield is preceded by a plasticity
that Chalmers first termed micro-plasticity22. Indeed,
many years ago Tinder and co-workers23,24, using torsion
with an incredible strain resolution of ∼ 10−8, showed
such plasticity could occur in Cu and Zn crystals well
below their known yield stresses via discrete and inter-
mittent plastic events. Between such plastic events, per-
fectly elastic regions of deformation were observed with
corresponding moduli comparable to that determined by
ultrasound techniques. This latter aspect demonstrated
the high quality of these early torsion experiments.
Thus, with sufficient strain resolution, the transition
to bulk yield is a gradual but discrete process mediated
by intermittent plasticity — a viewpoint which is quite
consistent with the modern work of stochastic plasticity,
which indicates that at low enough stresses the strain dis-
placement distributions associated with the initial plas-
tic events are truncated power-laws resulting in a local,
less collective, plasticity7,9,10,13. This regime of plasticity
should therefore be amenable to the extreme value statis-
tics framework, where the material admits a density of
uncorrelated regions defined by critical stresses at which
local plasticity can be initiated. The corresponding mas-
ter distribution (along with M = ρV ) would therefore
characterize the underlying microstucture prior to load-
ing in terms of these critical stresses. This approach has
been taken in refs.25,26 to reveal a size effect in the onset
of plasticity. Here the larger the deforming volume is,
the greater M is, and therefore the lower the initial crit-
ical stresses are. For the case of bulk plasticity and its
associated stress-strain curve, ref.25 found such a size ef-
fect is negated by the opposing size effect in plastic strain
where all local plastic strain magnitudes scale inversely
with sample volume, a result emanating from Eshelby’s
classic plastic-inclusion work27.
The present work applies the extreme value statistics
approach to the critical stress associated with the first
plastic event of a generic intermittent plastic deforma-
tion sequence. Sec. II develops the needed procedure
to predict the Weibull distribution describing the statis-
tics of the first critical stress for sufficiently large sys-
tem sizes. Sec. III applies the developed framework to
rationalize recently published pop-in stress statistics of
nano-indentation data as a function of indenter size28,29,
as well as the first critical stresses obtained from dislo-
cation dynamics simulations in the presence of a fixed
internal stress field5. Secs. IV then discusses the conse-
quences of these findings, and how deviations away from
the asymptotic Weibull form can be used to obtain an
estimate of the density of available plastic events.
II. THE STATISTICS OF THE FIRST
CRITICAL STRESS
As discussed in sec. I, one approach to quantify the
statistics of the first critical stress is to assume that the
material can admit M plastic events and that the corre-
sponding critical stresses are derived from an underlying
master PDF, P [σ], which characterizes the initial plastic
response of the material. The stress statistics of intermit-
tent plasticity is then embodied in the order statistics30
of this sequence of M critical stresses. In practice, this is
done by sampling P [σ], M times, and arranging the re-
sulting stresses in ascending order: {σ1, . . . , σM}, where
σ1 is the first critical stress and the focus of the present
work.
For sufficiently large M the fluctuations of σ1 are well
described by a Weibull distribution defined by a scale
parameter and a shape parameter. Whilst, the Weibull
form is independent of P [σ] the actual values of the scale
and shape parameters do depend on P [σ]. In particular,
the scale parameter, σ∗1 , may be determined from the
definition25,30,31
1
M
=˙
∫ σ∗
1
0
dσP [σ] = P<[σ
∗
1 ]. (1)
Here P<[σ] is the cumulative distribution function (CDF)
of P [σ]. The identification of σ∗1 with the scale parameter
of the Weibull distribution is only valid in the asymptotic
limit of largeM , and therefore small σ∗1 . In this regime, it
is assumed that the master distribution is of a power-law
form:
P [σ] ∼ σ(1−γ)/γ , (2)
giving, via Eqn. 1,
σ∗1 ∼
(
1
M
)γ
. (3)
For asymptotically large M , appendix A demonstrates
that 1/γ is the Weibull shape parameter and σ∗1 is the
Weibull scale parameter.
Thus, via the scaling in Eqn. 3, the Weibull distribu-
tion describing the statistics of the first critical stress is
fully defined. One immediate result is the average first
critical stress, 〈σ1〉, is linearly related to σ∗1 via
〈σ1〉 [x] ≃ Γ [1 + γ]σ∗1 [x] , (4)
where x=˙1/M . This provides a direct method to deter-
mine σ∗1 via the average value of the first critical stress ob-
tained from either experiment or simulation. Indeed, via
the assumption M = ρV , Eqn. 3 can be tested through
a study of the average first critical stress versus plastic
volume.
It is emphasized that the approach entailed in Eqns. 1
to 4 is valid only for asymptotically large M . One goal
of the present work will be to investigate how well the
above holds for finite values of M . In fact, it will be
demonstrated in sec. III that the average first critical
stress seen in experiment and simulation is well described
by
〈σ1〉[x] = σ0e−lxxγ . (5)
3for 0 ≤ x < xc = γ/l. Here σ0, l, and γ are parameters
to be determined. Using M = ρV , this may be rewritten
as
〈σ1〉 [V ] = σ0
ργ
e−l/(ρV )
(
1
V
)γ
= σ0e
−l/V
(
1
V
)γ
. (6)
Eqn. 6 is fitted directly to 〈σ1〉 versus V with the param-
eters being σ0, l, and γ. For sufficiently large M , γ can
be identified with the Weibull shape parameter, and the
Weibull scale parameter, σ∗1 , can be obtained for each
considered plastic volume using Eqn. 4. The origin of
Eqn. 5 will be discussed in Sec. IV.
III. APPLICATION TO EXPERIMENT AND
SIMULATION
A. First pop-in stress from experimental
nano–indentation data
Nano-indentation provides a reliable and accurate
probe into the plastic properties of a material region
directly below the indenter tip. The initial elastic re-
sponse is well described by Hertzian contact theory32,
and non-negligible plasticity generally manifests itself as
an abrupt deviation from Hertzian behaviour. The crit-
ical stress at which this discrete plastic event occurs is
referred to as a pop-in stress. In a recent series of pa-
pers, Phaar and co-workers28,29, measured such pop-in
stresses of a (100) Mo single crystal for different inden-
ter radii ranging from 700 µm down to 0.56 µm. The
work is distinguished by the very large number of nano-
indentations per intender size, and the range of indenter
sizes. They found that with decreasing indenter radius,
the critical pop-in stress increased in a systematic way.
In Sudharshan Phani et al29 this trend was rationalized
via a stochastic deformation model involving two micro-
scopic deformation mechanisms — the general activation
of pre-existing dislocations and the nucleation of dislo-
cations in dislocation free environments for the smallest
indenter radii.
The present work considers such pop-in stresses as
the first critical stress of the formalism developed in
sec. II. For each indenter size, the critical stresses are
taken directly from Fig. 10 of ref.29, averaged and plot-
ted in Fig. 1a as a function of indenter size as a log-
log plot. Indeed, by taking M = ρr3, it is implic-
itly assumed that the relevant plastic volume depends
only on the length scale associated with the indenter
radius. Therefore, also included in Fig. 1a is a fit to
Eqn. 6. Comparison of this fit to the experimental
nanoindentation data is good apart from the largest and
two smallest indenter radii. The obtained parameters are
σ0 = 27.123 ± 0.979GPa(µm)−γ , l = 1.189 ± 0.105µm
and γ = 0.225± 0.006.
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FIG. 1. a) Logarithmic plot of measured pop-in stress as a
function of the cube of the indentation radius, and associ-
ated fit of Eqn. 6. b) Plot of the experimental indentation
CDF data for each indenter radius with the corresponding
predicted Weibull CDF. Experimental indentation data taken
from Fig. 10 of ref.29
The observation of such good agreement with respect
to a changing indenter volume might seem surprising
given the complex and changing stress state below the
indenter. In fact, the relevant plastic volume scales with
the cube of the contact area radius, a =
√
rh, where h
is the indenter depth. The stress within this plastic vol-
ume scales with the mean pressure which has the scaling
∼ h/r. See refs.32–34. This means, at the critical stress,
the indentation depth scales with r, and a ∼ r, giving a
scaling of the relevant plastic volume with the indenter
volume as ∼ r3.
With knowledge of the shape (1/γ) and scale (σ∗1 via
Eqn. 4 for each indenter radius) parameters the corre-
sponding Weibull distribution is completely defined for
each indenter radius. Fig. 1b plots the correspond-
ing Weibull CDFs along with the experimental nano-
indentation data (of Fig. 10 in ref.29) showing reasonable
4agreement with experiment down to an indenter radius
of 3.75 µm. It is emphasized that the shown Weibull cu-
mulative distribution functions are not fitted directly to
the data in Fig. 1b, but rather obtained (via their shape
and scale parameters) from a fit of Eqn. 6 to the data of
Fig. 1a.
For the larger indenter radii, Morris et al28 consider
a plastic model characterized by a density of defects
(ρdefect) and their mean critical stress. In their work,
the statistical size effect with respect to indenter radii is
seen to originate from the probability that there exists,
within the plastic zone beneath the indenter, at least
one defect which has this mean critical stress. If this is
the case, then a pop-in will occur with certainty. The
random aspect arises from the assumption that the de-
fects are uncorrelated in their spatial position and there-
fore the probability of encountering one such defect (and
therefore a pop-in event) follows a Poisson distribution
with a mean ρdefectV , with V being the relevant plastic
volume. Thus the fundamental stochastic construct is,
given a well defined critical stress, how likely is it that
a volume V is encountered beneath the indenter which
induces the pop-in with certainty? The present work
considers the reverse construct, given a volume V what
critical stress is encountered beneath the indenter that
induces the pop-in with certainty. Thus, instead of a
Poisson distribution of volumes, a master distribution of
critical stresses is assumed. From this perspective both
approaches are equally viable and compatible
B. The first critical stress in a dislocation
dynamics simulation
The dislocation dynamics simulation method offers one
way to model structural evolution at the resolution of
dislocations35–38. Such models, in up to three spatial
dimensions, take into account the far-field elastic inter-
action between dislocations and in many cases also the
near-field dislocation interactions such as annihilation,
nucleation and more general reactions leading to disloca-
tion multiplication.
The dislocation model used presently considers a sin-
gle plane of N infinitely straight edge dislocations under
periodic boundary conditions, with periodicity d. In ad-
dition to their mutual elastic interaction each dislocation
experiences a static sinusoidal stress field characterized
by a stress amplitude τ0 and wavelength λ0. Such an
internal field can be viewed as a static mean-field rep-
resentation of the immobile dislocation content, and the
N dislocations as the dynamic mobile dislocation con-
tent. Prior to loading, the explicit mobile dislocation
configuration is created by randomly placing the N dis-
location within the system length and relaxing to a local
minimum energy configuration. Although simple, such a
model is able to capture a number of features of more
complex two and three dimension dislocation dynamics
simulations, such as a well defined micro-plastic regime
that exhibits avalanche behaviour, and a transition to a
plastic flow regime. For more details, see Ref.5 which in-
vestigated a dipolar-mat geometry rather than the single
slip plane system mainly considered here.
For the present work, a deformation curve is obtained
via the application of a constant stress rate. During load-
ing the dislocation configuration evolves according to an
over-damped dynamics characterized by a friction coef-
ficient whose inverse is the systems mobility parameter.
The parameters presently used are those for Cu and the
same used as in ref.5.
Fig. 2a displays representative stress strain curves for
a number of different system sizes. For all deforma-
tion curves τ0, λ0 and the number of mobile dislocations
per unit λ0 are the same. In particular, τ0 = 10MPa,
λ0 = 2µm and the number of mobile dislocations per
unit λ0 is equal to one. The figure demonstrates that
with decreasing system size, d, the stress strain curves be-
come increasingly intermittent and more stochastic. The
stress-strain curves for the larger system sizes converge
to a loading response with a yield stress of approximately
half that of τ0. Ref.
5 has shown that this yield stress and
at what total strain it occurs, is a function of τ0, λ0 and
dislocation density.
To investigate the viability of the developed formal-
ism for this model system the first critical stress is mea-
sured for a range of system sizes spanning d = 20 µm
(10 mobile dislocations) to d = 1280 µm (640 mobile
dislocations) at a constant dislocation density using the
same parameters as in Fig. 2a. For each d two thou-
sand loading sequences up to the first plastic event are
simulated resulting in two thousand critical stress values.
Fig. 2b displays the average critical stress sequence plot-
ted as a function of 1/d as a log-log plot. The error bars
correspond to the associated variances and reflect the in-
creased stochasticity with decreasing system size. Also
shown in the figure is an optimal fit of Eqn. 6 which,
as for the case of the nanoindentation data, describes
the observed scaling very well. The optimal parame-
ters are γ = 0.775 ± 0.008, l = 5.852 ± 0.606µm and
σ0 = 42.362± 2.021MPa(µm)−γ .
Thus the shape parameter for the corresponding
Weibull distributions is equal to γ = 0.775. From Eqn. 4,
the obtained 〈σ1〉 must be divided by Γ[1 + γ] ≈ 0.925
to obtain σ∗1 , the scale parameter of the Weibull distri-
bution for system size. The predicted Weibull distribu-
tions are plotted (solid curves) in Figs. 3a and b along
with histograms (symbols) derived from the 2000 mea-
sured critical stresses for each system size. Inspection
of Fig. 3a demonstrates good agreement between theory
and simulation for the larger systems sizes. However as
the system size decreases, poorer agreement is gradually
observed in Fig. 3b, particularly for the case when the
periodicity length is less than 80 µm.
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FIG. 2. a) Stress versus total strain behaviour derived from
dislocation dynamics simulations for a range of periodicity
lengths at fixed mobile dislocation density. b) Average first
critical stress as a function of the inverse periodicity length
derived from 2000 loading curves for each system length and
the overall fit (show in red) to Eqn. 5. ).
IV. DISCUSSION
Insight into the origin of Eqn. 5 may be gained by as-
suming the master distribution of critical stresses is a
simple power-law (terminating at a stress cut-off defined
by the parameter σ0). This assumption is motivated by
the fact that many interacting systems are known to ex-
hibit such behaviour — see for example the recent re-
view on marginal stability where the master distribution
is referred to as the pseudo-gap function39. It is however
acknowledged that a true master distribution is expected
to peak and then converge smoothly to zero in the high
critical stress regime.
Under the assumption of a power law for the master
distribution of critical stresses, appendix B develops an
exact expression for the average first critical stress as a
function of M which approximately follows the form of
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FIG. 3. a) and b) Plot of the dislocation dynamics simu-
lation critical stress histogram data for a range of system
lengths with corresponding predicted Weibull probability dis-
tributions (solid lines of similar colour). In b), the dashed
lines represent the exact probability distribution for the first
critical stress (Eqn. A1)
Eqn. 5 forM & 10 with the parameter l now a function of
γ (see Eqn. B8 and Fig. 5a in appendix B). Appendix B
also demonstrates the Weibull limit to be valid for finite
values ofM down to ∼ 50. Whilst the procedure outlined
in sec. II can yield both the scale and shape parameter,
no insight into the material parameter ρ, and therefore
M , can be gained. Moreover, since l = l/ρ and σ0 =
σ0/ρ
γ , the fundamental parameters l and σ0 are also not
determined. However with the assumption of a power-
law for the master distribution, l and γ are no longer
independent variables with an approximate function l[γ]
emerging (Fig. 5b in appendix B). Because of this ρ, along
with σ0, may now be directly estimated.
For the case of simulation, l[γ = 0.775] ≈ 0.673 and
ρ ≈ 0.12 (µm)−1 giving, via M = ρd, M ≃ 147, 74,
36, 18, 9, 5 and 2 for respective system lengths of d =
1280, 640, 320, 160, 80, 40 and 20 µm. Thus for the
6smaller system lengths, M is comparable to or less than
ten, suggesting the asymptotic Weibull result should not
work — as is the case in Fig. 3b for d < 80 µm. Given
that P [σ] is assumed (Eqn. B1), the exact extreme-value
statistics distribution for a given M , Eqn. A1, may be
constructed. Fig. 3b plots these exact distributions for
the values ofM = 9, 5 and 2 for respective system lengths
of d = 80, 40 and 20 µm as dashed lines. With these exact
distributions, agreement is improved when compared to
the corresponding Weibull distributions. It is however
noted, for small values ofM the most probable part of the
distribution is increasingly probed (PM→1[σ] → P [σ]),
which for the assumed distribution is a power-law cut off
at σ0 ≈ 7.9 MPa = 0.79τ0 — a regime of critical stresses
for which a realistic master distribution is expected to
terminate more smoothly.
A value of ρ ≈ 0.12 corresponds to a mean distance be-
tween plastic events equal to approximately 9 µm. This
represents one plastic event per every four λ0 units. The
dislocation density used for the present simulations cor-
responds to one dislocation per λ0 unit. Inspection of
the explicit dislocation dynamics reveals, for the larger
system sizes, the first discrete plastic event is located in
regions containing either two or three dislocations within
one λ0 unit
40. Given that the dislocation configuration
prior to loading is randomly chosen, the average spac-
ing between configurations involving three dislocations
within one λ0 unit is approximately three λ0 units — a
number quite compatible with the obtained estimate of
ρ.
For the case of the experimental nanoindentation data,
l[γ = 0.225] = 0.136, giving ρ ≈ 0.11 (µm)−3 =
1.1 × 1017 (m3) and σ0 ≈ 16.7 GPa. Using, M = ρr3,
M ≃ 39247493, 1044616, 5339, 613, 33, 6, 0.4, and 0.02
for respective indenter radii of 700, 209, 36, 17.5, 6.62,
3.75, 1.5 and 0.58 µm. For the larger indenter radii, M
becomes quite a large number and thus it is justified to
employ an extreme value statistics framework to describe
the statistics of the pop-in stresses. However as the in-
denter radius reduces, M rapidly decreases, eventually to
below unity for the two smallest indenter sizes. This lat-
ter regime is clearly outside the present formalism based
on the statistics of the extreme — a regime of inden-
ter sizes which Sudharshan Phani et al29 have attributed
to a change in the underlying microscopic deformation
mechanism. Such a change in mechanism with decreas-
ing indenter size is well known41. The estimated density
of available plastic events, ρ, compares favourably to the
fitted ρdefect value of 2× 1016 (m3) in ref.28. Despite the
order of magnitude estimate expectation, the somewhat
larger value of ρ might be expected since ref.28 demon-
strates the plastic volume beneath the indenter can be
between one to two orders of magnitude larger than r3.
Alternatively, interpreting ρ directly in terms of indenter
volume, the length scale (1/ρ)1/2 ≃ 2 µm is precisely the
indenter radius below which a change of mechanism has
been proposed and for which the present analysis does
not work. Because of the rapid increase of M with in-
0.01 0.1
1/d (/µm)
0.01
0.1
<
σ
1>
 (τ
0)
single slip plane
dipolar mat
FIG. 4. Average first critical stress as a function of the inverse
periodicity length derived from 2000 loading curves for each
system length for both the single plane (blue data) and dipolar
mat (green data) system. Optimal fits to Eqn. 6 are also
shown as solid lines.
denter radius, no improvement on the predicted critical
stress statistics could be gained by using the exact ex-
pression for PM [σ] (Eqn. B5).
To investigate the role of a changing ρ as a function of
a fixed system length, the single slip plane dislocation dy-
namics simulations of sec. III are repeated for the dipolar
mat geometry (considered in ref.5) which adds a second
parallel slip plane to the one dimensional system. This
second slip plane has dislocations with a burgers vec-
tor whose direction is anti-parallel to those in the first
slip plane. Within each slip plane the dislocation density
and therefore dislocation number is the same, however
the total dislocation number for a given periodic length
now increases by a factor of two. In this geometry, dis-
locations interact within each slip plane and across the
two different slip planes. Following, ref.5, the distance
between the two slip planes is chosen to equal the mean
distance between dislocations within the sample plane.
Fig. 4 plots the first critical stress as a function of
inverse periodic length for both the dipolar mat and
single slip plane (already shown in Fig. 2b) simula-
tions. Inspection of this figure shows that, with the
addition of a second slip plane, the scale of the first
critical stresses reduces. Fitting Eqn. 6 to this data
gives γ = 0.818 ± 0.010, l = 2.834 ± 0.772µm and
σ0 = 31.148 ± 1.816MPa(µm)−γ . From appendix B,
l[γ = 0.818] ≈ 0.727 giving ρ ≈ 0.26 (µm)−1 and
σ0 ≈ 10.2 MPa = 1.02τ0. Hence, with the addition of a
second slip plane, the density of available plastic events
increases by a factor of ≈ 2.2 whilst the parameters γ
and σ0 change by much less. These numbers are not so
different to what one would expect when switching off
the inter-plane interactions, which would trivially give
no change in γ and σ0, and a factor of two change in
ρ. A doubling of ρ entails a doubling of M for a given
system length, and thus closer proximity to the Weibull
limit — a trend reflected in Fig. 4 which shows a reduced
7exponential truncation for the dipolar mat data.
Closer inspection of Fig. 1a reveals the mean first criti-
cal stress for the largest indenter radius deviates from the
power-law trend of the smaller indenter radii. Whilst this
could originate from an instrumental difficulty in mea-
suring small stresses with large indenters or the onset of
thermal effects due to the low critical stress regime, it
could also indicate a real plateauing of the mean stress
as the indenter size increases. This would reflect either a
hard gap or a change in power-law behaviour in the small
stress limit of the master distribution. A hard gap can
have its origins in a mean-field description of an inter-
acting system in which an average local environment (for
a dislocation involved in the first discrete plastic event)
converges with system size to a statistically meaningful
quantity. Inspection of the simulation data also demon-
strate statistically significant deviations away from the
Weibull limit for the system size d = 1024 µm (the blue
data in Fig. 3a) for the two lowest data points. Indeed,
the lowest critical stress bin has a value that is below the
Weibull prediction whereas the second critical stress bin
is higher. Improvement can be obtained, when using the
Weibull limit associated with a hard gap in the master
distribution occurring at a critical stress an order of mag-
nitude less than the smallest average critical stress seen
in Fig. 2b.
The quite different numerical values for the exponent
γ, between the experimental nano-indentation and one
dimensional dislocation simulations might arise from the
difference in dimensionality of the underlying dislocation
network, the fact that the simulations do not include dis-
location annihilation and creation processes, or that the
stress gradient under the indenter fundamentally modi-
fies the response of the probed dislocation network. For
the case of the one dimensional simulations, the value of
γ is expected to directly depend on the statistical prop-
erties of the initial dislocation distribution — prior to
loading — an aspect which will be investigated in future
work40.
Such dislocation simulations and corresponding analy-
sis should be performed for more detailed dislocation dy-
namics models in both two and three dimensions, where
dislocation reactions are included. Moreover, both peri-
odic (as done presently) and open boundary conditions
should be investigated, since the former boundary con-
dition does not allow for explicit surface effects to domi-
nate, once away from the bulk plastic regime underlying
the currently developed approach. This will confirm the
generality of the current findings and also, possibly, when
exceptions to the trend might occur. Whilst the simula-
tion of dislocation evolution up to the first discrete plas-
tic event is numerically tractable, the very large number
of loading simulations (here 2000) needed to obtain a
well converged first critical shear stress will make this a
non-negligible computational undertaking for the more
complex dislocation dynamics modelling methods.
V. CONCLUDING REMARKS
The current work has demonstrated for two quite dif-
ferent systems — one a nano-indentation experiment and
the other a dislocation dynamics simulation — that the
relationship between the average critical stress of the first
plastic event and the plastic volume, follows the same
generic form. It is found that the corresponding statistics
of the first critical stress event is described by extreme-
value-statistics, where for the larger systems asymptotic
Weibull statistics result. For smaller systems, deviations
away from this asymptotic limit are found to occur and
may be exploited to extract an estimate for the density
of plastic events. Whilst the formalism suggests some
type of very general behaviour for the statistics of stress
in intermittent plasticity, a broad range of experiments
and simulations will be needed to confirm this.
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Appendix A: Derivation of the Weibull distribution
The probability of choosing a lowest critical stress σ
when sampling the probability density function P [·], M
times, can be written as
PM [σ] = MP [σ](1− P<[σ])M−1, (A1)
where the factor (1− P<[σ]) gives the probability of not
sampling a critical stress less than or equal to σ. This
must occur M − 1 times with one additional sampling
of the probability density function yielding the required
lowest critical stress. This latter successful sampling can
occur anywhere between the first and Mth sample lead-
ing to the factor M in the above equation. For large
M :
(1− P<[σ])M−1 ≃ exp[−MP<[σ]] (A2)
giving
PM [σ] ≃MP [σ] exp[−MP<[σ]]. (A3)
Writing P<[σ] = f(σ
1
γ ) and Taylor expanding f [·]
around the value (σ∗1)
1
γ , gives
P<[σ] ≈ f [σ∗1 ] + f ′[σ∗1 ]
(
(σ)
1
γ − (σ∗1)
1
γ
)
. (A4)
Here, f ′[·], is the derivative with respect to the argument
of f [·] and not σ. From Eqn. A4, the probability density
function in the vicinity of σ∗1 is then approximated by
P [σ] ≈ 1
γ
f ′[σ∗1 ](σ)
1
γ
−1. (A5)
8With the above approximations, and since f [(σ∗1)
1
γ ] =
P<[σ
∗
1 ] = 1/M , Eqn. A3 becomes
PM [σ] ≃ 1
γσW
(
σ
σW
) 1
γ
−1
e−(σ/σW)
1
γ
exp
[(
σ∗1
σW
) 1
γ
− 1
]
(A6)
where
σW =
(
1
Mf ′[(σ∗1)
1
γ ]
)γ
=
(
f [(σ∗1)
1
γ ]
f ′[(σ∗1)
1
γ ]
)γ
(A7)
For a sufficiently large M , σ∗1 will be small enough to
probe the power-law part of the P [σ] and Eqn. A7 re-
duces to σW = σ
∗
1 . Thus Eqn. A6 reduces to the Weibull
distribution
PM [σ] =
1
γσW
(
σ
σW
) 1
γ
−1
e−(σ/σW)
1
γ
(A8)
with 1/γ being the Weibull shape parameter and σ∗1 being
the Weibull scale parameter, σW.
Appendix B: A power-law master distribution
Here it is assumed that the underlying master distri-
bution is a pure power-law up to a cut-off critical stress
σ0, beyond which it is zero:
P [σ] =
1
γσ
1/γ
0
σ
1
γ
−1 (B1)
for σ < σ0. This gives
P<[σ] =
(
σ
σ0
) 1
γ
, (B2)
and, via Eqn. 1,
σ∗1 = σ0
(
1
M
)γ
. (B3)
Eqns. B1 and B2, and Eqn. A1, can now be used to
construct the exact first critical stress distribution:
PM [σ] =
M
γσ
1/γ
0
σ
1
γ
−1
(
1−
(
σ
σ0
) 1
γ
)M−1
, (B4)
from which an exact expression for the average first crit-
ical stress is obtained:
〈σ1〉[M ] = Mσ0 Γ[1 + γ]Γ[M ]
Γ[M + 1 + γ]
(B5)
=˙ Γ[1 + γ]σ0
(
1
M
)γ
Π
[
γ,
1
M
]
. (B6)
Here Π[γ, 0] = 1 and Γ[·] is the gamma function.
Fig. 5a plots Π[γ, x] and exp(−l[γ]x) for the experi-
mental and simulation values of γ, using the respectively
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experiment - exponential fit
0 0.2 0.4 0.6 0.8 1
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FIG. 5. a) Solid lines are a plot of Π[γ, 1/M ] versus M for
the the simulation exponent γ = 0.775 and the experimen-
tal exponent γ = 0.225. The corresponding dashed lines
give the approximate representation via exp(−l[γ]/M) with
l[γ = 0.775] = 0.673 and l[γ = 0.225] = 0.136. b) Plots the
numerically determined l[γ] versus γ.
fitted values l[γ = 0.225] = 0.136 and l[γ = 0.775] =
0.673. Thus Π[γ, 1/M ] ≈ exp(−l[γ]/M) for M & 10, and
Eqn. B6 may be approximated as
〈σ1〉[M ] ≈ Γ[1 + γ]σ0
(
1
M
)γ
exp(−l[γ]/M), (B7)
which is of a similar form to Eqn. 5 with the parameter
l now depending on γ. Fig. 5b plots the optimal value of
l[γ] versus γ for 0 < γ ≤ 1.
Using Eqn. B4, Eqn. B7 may be written as
〈σ1〉[M ] ≈ Γ[1 + γ]σ∗1 Π
[
γ,
1
M
]
. (B8)
Inspection of Fig. 5a shows that Eqns. B7 and B8 tend
respectively to Eqns. 3 and 4 for M & 50, demonstrating
the asymptotic Weibull limit remains a good approxima-
tion for quite small values of M .
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