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Abstract 
Designing a control algorithm for multivariable systems remains one 
of the most-researched chemical engineering process control problems. 
There have been two major directions taken iowards solving this problem. 
One approach is to solve the problem by constructing mathematically 
comple1 model-reference solutions such as the Dynamic Matril Controller 
(DMC) (Cutler, 1983). The other orientation of this research is toward 
employing well understood single loop PID controllers in a manner which 
accounts for the interactive nature of the multivariable problem. This 
direction has led to a number of developments, including Biggest 
Log-modulus Tuning (BLT) (Luyben, l 98S). Four possible solutions to the 
multivariable control problem are explored in this work, each of which is an 
eitension of earlier work on this problem. Both perspectives on the solution 
to the multivariable control problem are represented. 
The first method explored attempts to simplify the comple1, 
model-reference approach, making the solution more understandable, while 
retaining the performance advantages of a full multivariable controller. In 
this study the key task of building a model-reference controller --
constructing an inverse of the process model -- is reduced to 1) inverting the 
steady-state gains of the process, and 2) computing a lead-lag representation 
of the process inverse dynamics. The resulting MIMO controller is not 
unique; a large but finite number of process inversions are possible. The 
particular form explored in this work proved inferior to both a more 
complex optimal MIMO solution (DMC), and a simpler SISO PID method 
(BLT-I). 
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The second, third and fourth methods in this work are a
ttempts to 
improve upon the performance or the slmpte BLT con
troller. First, an 
algorithm for application of derivative action to the PI B
LT controller is 
derived (BLT·2). Derivative action provides a 321 to 761 advantage in 
the 
total Integral Absolute Error (IAE) or the controlled variables ror the ca
ses 
studied. 
A further modification is explored, in which the projected Integral 
Total Error's OTB) or the controJied variables of the process are computed 
for 
load and setpoint disturbances. A function of the IT.Es is the
n used to adjust 
the e1tent or PI detuning (BLT-3). This is an attempt to account for 
the 
imbalance in interaction in multivariable processes, a
nd successfully 
improves the overall BLT system response for most or the
 cases studied. In 
one case, with the model Alatiqi 1, load response was no
t improved and 
setpoint response was significantly degraded. 
combining the integral-error tuning method with the PID v
ersion of 
BLT, results in a new methodology (BLT-4), which significantly improves B
LT 
performances in all cases e1plored in this work, includin
g the Alatiqi 1 
model. However, even with this improvement, Dynamic
 Matr.il Control 
provides usually equal and often superior performance, 
in all the cases 
e1plored. 
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1. Introduction 
The objective of any approach to the multivariable control problem is 
a robust, stable system with a minimum response to disturbances and 
setpoint changes. The unique difficulty of the multivariable problem is that 
each controlled variable is dependent upon the response of the other 
controlled variables, as well as upon the disturbances. Any solution to the 
problem must compensate for the interactions of the controlled variables. 
1.1 Background 
Muliivariable control has remained a unresolved area of research in 
chemical engineering for decades, extending in time and philosophy from 
Buckley's ( 196-4) work with material balance control to the recent 
developments of fully multivariable controllers by Brosilow (1983), Cutler 
( 1983), Morari ( 1983) and others. A continuing debate of this research --
one which usually separates the workers into academic and industrial camps 
-- concerns the trade-off of complexity versus performance. In short, the 
best performing controllers i11 simulalion have been the most complex. The 
supporting view is that these complex problems require a mathematically 
appealing, complex solution. The counter-argument is that too much 
engineering effort is needed to develop and maintain these abstruse MIMO 
control systems. 
State-space designs of multivariable chemical engineering control 
systems been attempted since the derivation of these techniques in the 
l 960's. However, due to the preponderance of unmeasurable states, chemical 
processes defied ready solution by these techniques for many years. 
3 
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Recently, the work towards applyina multivariable contr
ollers to chemical 
enalneeruia problems has rocused on restatlna the concep
ts in simpler 
frameworks. The body of trus work is based on incorporati
ng a model of the 
process In the controller. Smith ( 19~7) pioneered this approaeh with
 the 
derivation of the Smith-predictor for SISO systems. Thro
ughout the 1960s 
and 70s, workers such as Richalet, et al ( 1978) and 8rosilow ( 1
979) 
reformulated the MIMO control problem into the mode
l-based controller 
problem. Brosllow·s Inferential Model control lead direc
tly to Garcia and 
Morari's ( 1985) Internal Model Control Parallel research resulted in M
odel 
Algorithmic control (Mehra,et al 1982) and Dynamic Matrix Control (C
utler 
and Ramaker, 1980}. Morari has been particularly successful in presen
ting 
his pole-placement methodoloay as a concise and rtaorou
s approach. Cutler 
has approached the problem by designing a model-
reference optimal 
controller, Dynamic MatriI control. DMC requires a numer
ical step-response 
model of the process. A least-squares solution to the opti
mization problem 
provides a static, numerical, controller transfer functio
n. DMC has the 
distinction of being designed by an industrial group (Shell Oil Co.), and i
t has 
a history of some success with that aroup. Morari ( 1983) has shown that
 IMC 
is equivalent to DMC, as well as MAC and inferential cont
rol. Morari ( 1986) 
bas also demons.irated that IMC is equivalent to PID 
control for SISO 
systems. 
Ideally designed model reference controllers do perform b
etter in test 
simulations than single loops PI or PID controllers. How
ever, obtaining the 
ideal form of these systems is not trivial. Most of the cur
rent multivariable 
control solutions are encumbered by considerable mathem
atical compleiity. 
-
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For example, Morarrs IMC requires an analytical process model. and a 
reallZable inversion of that model. The model inversion required by IMC is 
difricult to design and implement, and has limited the appllcablllty of the 
technique. In addition, when these controllers are implemented their 
comple1ity precludes the usual monitoring by a low-level technical staff. 
Another common problem with the ideal digital model reference controller is 
that the ideal representation or the controller tends to ring. 
In response to the problems of applying model reference controllers, 
• 
·some authors have attempted to derive simplified versions or these designs. 
In particular, Desphande ( 1987) has suggested a model predictive controller 
that does not require computing a process inverse. Also, Harris ( 1985) has 
suggested a multivariable version of Dahlin's Algorithm, which consists of a 
simplified process inverse and intrinsically reduces ringing for the digital 
case. 
Several researchers have stated that the complexity of the current 
MIMO controllers is unwarranted by the needs of the process industries. 
These workers have restricted their view of the multivarlable control 
problem to multiloop SISO controllers. Many researchers of this group 
contend that proper variable pairing eliminates most cases of multivariable 
interaction, and thereby the need to consider a multivariable case. However, 
this is essentially a separate problem and will receive light treatment here. 
In this work we assume that the cases studied cannot be made less 
interactiVe through altered variable pairings. The approach of this research 
is generally the extension of classical control theory to the multivariable 
case. The methods all concern tuning criteria for these mostly diagonal 
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controllers. Pre-compensators, post-compensators. decouplers, and 
arr-diagonal gains are sometimes used within this framework to reduce the 
interaction or the loops. Rosenbrock's ( 1974) Inverse Nyquist Array (INA). 
MacFarlane·s (1977) Characteristic Loci (CL), and Luyben·s (1986) Blgaest 
Log-modulus Tuning (BLT) are all methods for designing and tuning what are 
essentially multlloop SISO systems. The Eltenslve Variable Controller 
(EV ACS) of Georgakis ( 1982) is an example of multiloop SISO compensation. 
Marino-Gatarraga, et al ( 1987) recently presented a method for computing 
the ultimate gains and ultimate frequencies or SISO PID loops in 
multlvariable system. 
1.2 Scope of Work 
The primary objective of this study is the development of 
multivariable controllers that are simple in design and function, yet perform 
well in comparison with the most complex MIMO controllers. A secondary 
goal is to create a new benchmark of uncompensated multiloop SISO control 
performance. The following approaches are taken: 
1. A model-reference controller is designed which is is easier to 
implement, due to a simplified method of creating the process 
inverse. This controller is essentially a multivariable form of Dahlin's 
Algorithm (Dahlin, 1968), as suggested by Harris ( 1985) (MMDA). 
2. Derivative action is incorporated into the BLT method (BLT-2) 
'i 
~. 
t ' 
, 
.. 
3. A method ls developed which weights BLT detuning or the 
multiloop SISO controllers, according to the predicted integral total 
error or each controlled variable (BLT-3). 
4. Derivative action BLT (BLT-2) and integral err9r weighted detuning 
BLT (BLT-3) are combined in a technique which allows weighting of 
important controlled variables. and significantly improves multlloop 
SISO performance (BLT-4). 
Four separate model cases from the distillation literature were tested with 
these developments. 
I 
.. 
'I 
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2. Multivariable Control Systems 
The controllers discussed are easily divided as; l.) full MIMO 
controllers, or; 2.) multlloop SISO controllers. The first category is the first 
considered. 
2.1 Multiple Input Multiple Output Controllers 
Two MIMO controllers are discussed. First Dahlin's algorithm is 
described, and then e1tended to the multivariable case as Multivariable 
Modified Dahlin's Algorithm {MMDA). The Dynamic Matrix Controller is 
described in detail, because it is used in this work as a standard for 
comparison. 
2.1.1 Multivariable Modified Dahlin ·s Algorithm (MMDA) 
In the ne1t section Dahlin's Algorithm, and it's modified form are 
described. Following that, our e1tension to the MIMO case, as suggested by 
Harris { 1985), is detailed. 
2.1.1.1 Modified Dahlin's Algorithm for SISO 
Dahlin's Algorithm belongs to a particular "class of Direct Digital 
Controllers (DOC), in which the closed-loop transfer function equation is 
solved directly to obtain the controller function. These controllers essentially 
employ an inverse of the process model as the control transfer function. In 
8 
• ; 
I 
,. 
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this sense, Dahlln's Algorithm is one realization of Internal Model Control for 
disaete systems (Harris, l 98~). Consider the closed loop servo response 
equation: 
:i(z) HGp(z)B(z) 
Xg.(Z) = l + HGp(z)B(z) 
2.1 
Which represents the sampled data process shown (Stephanopoulos, 1984); 
Ho 1 d & Process 
H Gp(z) 
d(z) 
x(z) 
Figure 2.1 Direct Digital Controller (DDC) Block Diagram. 
The pulse transfer function HGp(z) is assumed known. If we specify 
the form of the response of this closed loop to a step change in the setpoint, 
then we can solve equation 2.1 for the only unknown, B(z). 
l I(Z) /1SP(z) 
B(z)-------
- HGp(z) 1 -x(z) / xSP(z) 
2.2 
Since H,Gp, 1. and Isp are polynomials in the back shift operator z-•, B(z) can 
be represented as a ratio of polynomials. 
,' 
t 
I 
2.3 
Where m(z) is the discrete manipulated variable and e(z) is the discrete 
process error. Also, the coefficients n0, n 1, .. .nt and d 1, d2, ... d J are 
determined from the coefficients of HGp(z), 1(z) and 1SP(z). The realization of 
thjs uansrer runctjon results in control action at the itb sampUng instant of: 
m 1 = °oi + ~; -1 + ··· + 11i i -, -dim 1-1 - drD 1-1- ··· - dl m 1 - J 2·4 
Where mi is the control action and e1 is the error at the ilb sampling 
instance. Oearly trus controller is not reaUzable if it requires predjction; i.e .. 
if the highest order of z in the numerator of equation 2.3 is positive 
(Stephanopoulos, 198-4). 
Dahlin proposed that the closed-loop response of an SISO, direct digjtal 
control loop be forced to behave like the response of a nrst-order system 
with dead-time, to a unit step change in the setpoint. 
e-8 s 1 2.5 
x(s) = -
1u+1S 
where p. js the time constant of the desired response and 8 is the dead time 
of the response. If 8 is specified as 8 = KT, K integer multiplier, T the sample 
interval, then in discrete form equation 2.5 becomes: 
2.6 
Since for a unit step change in : 
,,,, 
'· 
•' 
' 
1 
x(z)=-
1 -1 -z 
The closed-loop transfer function is: 
x(z) . , (1 - e· T' I' ) z" 1 
--z 
xSP(z) 1 -r, " -1 -e z 
So B{z) is them 
l (l _ -T 111 ) - [ - 1 
B(z) = e z 
HGp(z) l -T / 11 - 1 (l -T 111) l - 1 
. -e z - -e z-· 
2.7 
2.8 
2.9 
Note that this controller is only realizable if the dead time in HGP(z) is less 
than {K+ 1 )T. However, we can select K when we specify the response. We can 
also select 11, according to the closed-loop response we desire, where smaller 
11, results in a faster response. 
In IMC, the system response is specified by the form· of the filter in 
the controller transfer function F{s), as in Figure 2.2 below. 
d 
--1 G(s) 
___ __, m 
F(s) G(s) 
x(s) 
G(s) 
Fiaure 2.2 Internal Model Coatro11er (IMC) Block Diaaram. 
., 
, 
,, 
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t' 
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The IMC controller is equivalent to the system in Figure 2.1 (Rivera, 
Morari, Stogestad, 1986) where: ., 
--1 
GP (1) F(1) 
B(•)=-----
- --1 
1 -Gp(s) GP (s) F(s) 
2.10 
Since for IMC, F(s) represents the desired response, 
2.11 
f(s) = 1(1) / 1Sl'(s) 
then equation 2.2 is equivalent to equation 2.1 O for: 
--1 
Op(s) OP (s) = 1 
2.12 
So where 2.12 is valid, Dahlin's Algorithm and IMC are equivalent 
pole-placement designs. 
The most discussed limitation of Dahlin's Algorithm is a tendency of 
the controller eihibit ringing. A complete description of ringing phenomena 
is beyond the scope of this work, but it is considered in brief because of its 
importance in model based controllers. Ringing results from the presence of 
negative poles in the discrete controller transfer function, and is 
characterized by severe oscillations in the manipulated variable action. In 
particular, the closer a pole is to the ringing node, z=-1, the more oscillatory 
the controller. Normally the controlled variable · will not reflect this 
oscillatory response. Ringing is very common with IMC strategies where the 
discrete model-inverse function is chosen as : 
'I 
' . ,, 
'! 
' 1' 
1 
f 
r 
t' 
r 
,.} 
D( -1 
a· l (z) m __:J_ 2.13 
P N(i 1) 
where; 
HO,(z) = 
N(z" 1) z·' 2.1~ 
D(z" ') 
with l= 1 +TIT o. where T is the control interval and TO is the process dead 
time. Dahlin (1968) proposed a modification to his algorithm that would 
reduce ringing (the elimination of ringing is not guaranteed). In effect, he 
proposed that the model-inverse be computed as: 
• 1 
er 1cz) = D(z ) 
P N(l) 
2.15 
This approach is known as the Modified DahJin's Algorithm (MDA). 
2.1.1.2 Extension to the MIMO case 
A Multivariable Modified Dahlin's Algorithm is obtained for the 
process: 
2.16 
by specifying the process inverse transform as: 
-· l · l o, (s) = D(s) N(O) f(s) 
2.17 
where: 
13 
.. 
i. 
f 
~ 
. 
,• 
.\ 
~. 
I 
Op(s) = N(s) D(sf 1 2.18 
The specification of N(O) and D(s) is non-unique ([ailath, 1980). In order to 
develop a simplified methodology, N(O) and D(s) are restricted to: 
N(O) = G~ 1 (0) 2.19 
and, L 
M 
D(s)= diag. [ L (T~i s + 1), k= 1, 2, ... , NJ 2.20 
i = 1 
where the Tauti are the lags of each element of the columns of GP. This 
representation of Gp(s)-1 is easily constructed, yet the system should retain 
much of the desired performance characteristics of an IMC design. The 
system performance is specified by setting the lag in F(s). 
M 
F(s) = disg. [ Icrauc s + 1)] 2.21 
i = 1 
A single lag can be used to tune any order multivariable system. The MMDA 
controller was tuned by the same criteria developed by Luyben ( 1986) for 
the BLT controller as described in section 2.2.1. The return-difference 
equation of the MMDA controller is: 
--1 - --1 
T(s) = Df1 [I+ Gp(s) GP (s) F(s) (I - Gp(s) GP (s) F(s))] 2.22 
Tauc was decreased until the mu:imum log-modulus of this function equaled 
', \ 
I, 
·' 
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Hiamole: The Wood and Berry Column Model 
For this system Gp( s) is: 
K11= 12.8 eip(-s) 
(16.79+ 1) 
K2 1·6.6 exp(-7s} 
(10.99+ 1) 
g 12=- l 8. 9 exp(-3s) 
(219+ 1) 
g22·- l 9.4 exp(-3s) 
(14.49+ 1) 
and the terms of equation 2.17 are, N(O }: 
n11 -.155 n12•-.151 
n2 1=.053 n 22=-.103 
and D(s); 
d11 = (16.7s+1)(10.9s+l) d12= O 
d22= ( 14.4S+ 1 )(21 S+ 1) 
The filter for this system, F(s), is: 
f 21 = O f 22= (Taucs+ 1)2 
The closed loop log-modulus tuning produced: 
Tauc = 10.0 
• 
Lcma1 = 4.07. 
This controller was tested on the WB model (Wood and Berry, 1973} and the 
OR model (Ogunnaike and Ray, 1983). The results are presented in section 3, 
and are generally unsatisfactory. 
' ' I 
I 
_....._\i --------
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2.1.2 Dynamic Malm Control (DMC) 
Many Multivariable controUers were developed in the past 10 years, 
such at Dynamic Matrix Control (Cutler, 1983) a linear quadratic regulator. 
The majority of these controllers are based on the use of a process model. As 
stated earlier, most of these controllers are equivalent, in their ideal 
implementation. We have chosen to compare the MMDA controUer and the 
various BLT controllers e1plored in this paper, with an implementation of 
DMC. 
The DIIC Alaorithm 
Dynamic Matrix Control utilizes step response coefficients as a process 
model, i.e. numerical transfer functions. Considering first the SISO case, the 
output at disaete sampling instance K+ 1 is: 
2.23 
where 10 is the initial condition 
ai is the ith step response coefficient 
AmI is (mi=-m1:-1) 
mi is the manipulation at the [th sampling instance 
LP is the number of past manipulations 
\ 
The output variable can be written in the prediction form: 
i 
:, 
l 
'I., 
:v' 
f. 
' 
.. 
' I 
' 
where, 
LP 
Xi+L•lc,~ ~ 1 l~+L·l 
l • L+ 1 
IK•L is the predicted I at the ([+L)th sampling instance (L steps 
ahead) 
dK•L is the load effect at the {[+L)th sampling instance 
2.z.1 
Cutler's DMC is based on this general formulation. Without any knowledge of 
future load effects, dK•L is assumed to bed[. 
LP 
d, + L = d, + L - 1 = ... = d, = 1M,[ - [ ~ + L Ii ~ - J 
i = l 
2.25 
where IM.I is the measured output variable. Therefore, the prediction 
equation becomes: 
LP L 
1t+L =~.,-1(•i-L-·i~+L-i + I·i~+L-i 
i=L+1 i=l 
2.26 
The second term of this equation represents the predicted future output 
based on past manipulations only. The third term is the effect of future 
manipulations on the future output variable. If we . subtract this equation 
from the set point xset, we obtain the predicted closed loop error as fallows: 
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2.27 
where, Ba_.x+L is the closed loop error at instance [+L based on past 
and ruture manipulations. 
HK•L is the actual error at sampling instance [+L. 
XoL.K•L is the predicted value or the controlled variable, 
assuming no further change in the manipulated 
variable. 
The implementation or DMC has the block form or figure 2.3 below. 
d 
x,m 
+ 
X OJ -I 
G pre 
Piaure 2.3 Dynamic Uatri1 Controller (DUC) Bloct Diagram. 
Gpre predicts the future output, 101., from the past manipulations and 
estimated future load effects. Ge is the solution to the objective function: 
!IP NM 
Jo = { L [ xSBI' • xa., s.: + i 1 l + r 2 L l ~ + ' • i1 2 } 
i=t i=1 
2.28 
subject to L\mK, ... , L\mK•NM-1 
And then the resulting DMC Ge has the form: "; 
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2.29 
where A ls a matrll or response coefficients. Bitenslon or DMC to the MIMO 
case ls simply a matter or obtaining the multivariable step response 
coefficient matrll A. I mplementatlon then requires selection of a prediction 
horizon NP, a manipulation horiZon NM, and the value or the r factor. Values 
of r were selected which gave load response manipulated variable action 
similar to the BLT controllers. 
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2.2 MUIWOOp SISO Controllers 
In th.is section several multiloop SISO controUers are derived, a
ll based 
on the BLT controller of Luyben ( 1986). 
In this work it is assumed that selections of controHed va
riables, 
manipulated variables and variable pairings have been made
, for example 
by the method of Yu and Luyben ( 1986 ). In that method, we start with a
 
matrix of system transfer functions, possibly of order greater 
than NxN. As 
stated in that work, we then: 
1. Select the controlled variables by engineering judgement. 
2. Select the set of manipulated variables which results in the l
argest 
Morari Resiliency Index (MRI). 
3. Reject those variable pairings with negative Relative Gain Arrays ' 
(RGA), negative Niederlinski Indices (NI), or negative Morari Index 
of Controllability (MIC). 
4. Choose the best remaining pairing by: tuning the loops by the
 BLT 
method or one of the other techniques detailed in following 
sections; checking stability by characteristic loci; checking 
robustness by the Doyle-Stein Criteria {DSC); and finally selecting 
the pairing with the lowest Tyreus Load Criteria (TLC). 
In this work it is assumed that some method has been applied, 
and we are 
working with the final NxN system, so the question of loop pai
ring is not 
approached. 
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2.2.1 Biggest. Log-modulus Tuning Control (BLT- I ) 
The BLT-1 Method was described by Luyben (1986). This relatively 
straighttorward procedure, desaibed below, was tested sucessfully in
 
simulations on ten multivariabte process models. 
1. Compute the Ziegler-Nichols tuning parameters of the diagonal 
elements or the process transrer function matril, Ku(,), as though 
the diagonal elements represented SISO systems. 
2. Choose an F> 1 or= 1 as a detuning factor, to detune all loops from 
Ziegler-Nichols ( If F< 1 then the loops are tuned faster than Ziegler-
Nichols.) 
3. Compute KcJ and T1J for each loop by: 
KcJ= 
Kc J-ZN 2.30 
F 
T1 J = TIJ _ ZN F 
2.31 
where KcJ-ZN and rlJ-ZN are the Ziegler-Nichols PI values 
4. Calculate the function W, where: 
W = -1 + I>«( I+ G(iw)B(iw) J 2.32 
S. Compute the function Lc(iw) where: 
1cc1w) = 20 Log f 1 : w I 2.33 
5. Adjust F until the maiimum Le ... 2N. 
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This method has been shown to produce stable multlloop SISO controllers 
with reasonable performance response. The determinant or equation 2.32 ls 
the return-difference, which is the characteristic equation of the 
multlvarlable closed loop system (Macfarlane, 19n). The return-difference 
rigorously determines closed loop stability; if it encircles the origin, the 
system has a pole in the right hand complex plane. The function W of 
equation 2.32 also rigorously indicates stability, on the basis of whether it 
encircles the critical point (-1, 00. 
It is important when applying this procedure to confirm the form of 
the Nyquist plot or the function W, as the log-modulus function merely 
denotes nearness to the critical point, and not encirclement. An unstable 
system could be tuned to a maximum log-modulus or 2N if the encirclement 
is not confirmed. 
2.2.2 Biggest Log-modulus Tuning Control with Derivative 
Action (BLT-2) 
We beam with a multlloop SISO system tuned by the BLT method as 
described above. After tuning by BLT, derivative action can be incorporated 
throuah the steps that follow. 
1. Choose an Fo> 1 or = 1, preferable F0 » 1. 
2. Compute TO J , where 
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2.34 
and TO J-ZN is the Ziegler-Nichols PID T 0. 
~- Repeat steps 3 and -1 or the BLT procedure. Reduce Po until Lcmu 
is minimized, maintaining Fo> l or = l. The trivial case may result 
where Lcmo is m.lrumiZed ror Fo=infinlty, i.e. no derivative action. 
S. Reduce F, and repeat steps 3 and 4 of the BLT procedure. Find F> 1 
or = 1 where Le ma1 = 2N. 
6. Repeat steps 4 and 5 until no further reduction in Fis possible. 
7. Optionally increase F0 until Le mu = 2N or no further increase in 
F0 is possible. Adding derivative action co
ntributes a useful phase 
advance, which increase stability. However, once Fis at its 
minimum for PID control, increasing the value of the derivative 
term merely decreases the damping coefficent and could noticeably 
increase oscillations. 
Example: The Wood and Berry Column Model 
For this system, 
F= 1.9, Fo= 1.9 
yields 
Lcmax = 4.07. 
This recursive procedure converges for all cases studied. Below is a simple 
plot of Le maximum vs. Fo on iso-F lines. 
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Figure 2. 4 The response or the \YB system to P and Po. 
aearly, by this process we are shifting the phase advance of the closed loop 
characteristic equation caused by the derivative terms so that it coincides 
with the modulus peaks near the aitical point. This method should converge 
since l) as Fo deaeases, the phase advance of the derivative terms 
dea-eases and, 2) as F deaeases the inaease in modulus is coupled with an 
increasing phase lag. There are clearly limitations on the final magnitudes of 
F and F
0
. However, since this is a multivariable system, the uniqueness of a 
set of F and Fo is never assured. 
This controller was tested on four models from the literature. The 
results are described in section 3. and in each case BLT-2 is somewhat better I 
than BLT-1 control. 
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2.2.3 The Integral Total Error Weight.Ing (BLT-3) 
In this section, a method is developed for weighting the detuning of 
the SISO loops in a BLT system. The objective of this method is to estimate 
the level of imbalance in the controller detuning and compensate for it. To do 
so we will compute the final ITH of each controlled variable in the system. 
This will provide an estimate of the response of each loop to setpoint and 
load disturbances. This measure only estimates the disturbance effect, as the 
components of the response trajectory above and below the setpoint will 
partially cancel in the ITH computation. We will use a sum of these estimates 
to weigh the detuning of each loop on the basis of its projected response. 
Note that this procedure is strictly dependent on the variable scaling. 
The dependency upon scaling is not a disadvantage. It will be demonstrated 
that the variables can be scaled such that the scaling factors directly convert 
the performance of the process variable into an economic value. 
For any NIN set of ideal diagonal PID controllers, the value of the 
manipulated variable of loop J is: 
t 
1 J del l1;i (t) = ~ (0) + Kc l ( el + T el dt + TO l dt ) 
IJ 0 
2.35 
Hereafter, we will assume mjl0)=0. 
For an asymptotically stable closed-loop system, as t approaches infinity, 
2.36 
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ror all J. Thus, 
2.37 
2.38 
So the final ITH of any controlled variable can be computed from (Shinsky, 
1986): 
2.39 
We can easily compute m J~) from the process steady-state gains as follows: 
2.40 
Obviously we can compute the ITEs of a setpoint response or a load 
disturbance response. To compute the ITEs for a step change in kset, where 
1tet.(0, ... ,0,1,0, ... ,0). the steady state value of m which drives x(oo) to x•et is 
determined by: 
where: 
1(00) = [ 0, 0, ... '0, 1, 0, ... '01 
So for a unit step in x,set, 
26 
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m(oo) = [ g;~ (0), a;~ (0), ... , I;! (0)] T 
where g I K-l(O) is the iKth element of Gp-1(0). 
m(oo) for a unit load disturbance, d=l, is computed as: 
Or, 
N 
mi (oo) = L [ ( ! (0) gL J (0) J 
l•t 
2.43 
2.44 
2.45 
To obtain the ITE for controlled variable J for either case, we employ 
equation 2.39 so; 
2.46 
At this point we can use the ITEs to generate a measure of the error in each 
controlled variable of the SISO system, based on either setpoint changes, load 
disturbances or any arbitrary combination thereof. We would lite to use this 
information to shift the detuning of the SISO loops, to compensate for the 
uneven response of the variables. It would be best if we could ratio the load 
disturbance ITEs to determine how to adjust the BLT detuning. However, 
besides requiring at least steady-state information about the form of the 
disturbance, it is easy to show that equation 2.45 can have a zero solution. If 
any ITH; is zero then a ratio based on this ITE will approach zero or infinity. 
:) 
' 
BiamoJe: The Qaunnaite and Ray Column Model 
For tllis model 
And, 
And, 
So, 
Or, 
Ka 1(0)=.66 K12(0)=-.61 
K21(0) 111 Ll l K22(0)=-2.36 
g3 l{o)=-34.68 g32(0)=46.2 
g11(of 1=3.04 g l 2(0f I=- .58 
821(0,- 1=1.18 822(of 1=-.77 
g 13(0)=-.0049 
i23(0)=-.012 
K33(0)=.87 
gl2(0f '=.01 
823(of 1 =-.0022 
g3l(of 1=58.45 g32(of I= 17.86 g33(of 1 = 1.68 
gL 1(0)=.14 
gL 2(0)=.53 
gL 3(0)=-11.54 
m(oo)=Gf l(O )•GL(O) 
ml(o0) = 3.04•.14 - .5s•.s3 - .o 1 • 11.54 =.0028 
m2'°°, = 1.1s•.14 - .11•.53 + .0022•11.54 = -.216 
M3(oc)= 58.45•.14 + 17.86•.53 - 1.68•11.54 = -1.74 
The ratio of Ml(oe) to m3(oo) is, 
Ratio 1 /3 = -.0016 
Its inverse is. 
Ratio 3/1 = 621.4 
28 
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If we attempt to detune loop 1 by this ratio with respect to loop 3, we will 
have a problem obtaining a desirable response, because loop one will be 
practically open-loop for all disturbances. 
What we want is to obtain is a measure or the response or the 
controlled variables to all possible disturbances. To do so we compute a 
runctlon or the absolute values or the ITEs ror a disturbance in each setpoint 
and ror a load disturbance as follows: 
N 
SJ= L [ ms ~-mri )/N] + abs ~-LOAD) 
i=1 
2.47 
where KJ;-1(0) are the elements of the matrix Gf 1(0). Note the division of the 
setpoint ITEs by order of the system, N. This forces the SJ function to depend 
equally on the three possible setpoint and the toad disturbance. Choosing to 
compute SJ in this way is obviously arbitrary, however it is empirically 
logical to weigh the toad and setpoint disturbances equally, if we cannot 
derive a purely load based function. 
Now, if we select the largest SJ as a normalization factor; 
2.48 
Then we can designate a vector of weighting factors, n. as: 
29 
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2.49 
Note that ror srsMAl• Prl and for SJ ISMAx, Pil. 
Now, in order to shift the effect or detuning by these factors, we wish to 
adjust the loop tuning so that the functions of the absolute ITBs of each loop 
SJ are equal.To do so we generate modified SJ°s, s· such that: 
2.50 
This should provide approximately equaJ performance response for each 
loop, according to how much approximation is built into S.. We can make 
these adjustments as follows: 
' SJ= SJ p J 
= P, lbs ( ; 11 ) { .. ttmailld« or tquioa 2.47 .. } 
CJ 
1/l 
= p
1 
alls [ (1'1 1 \ , ! ] { ... Ihe rrmaindtr or tqullian 2. 47 . . . } 2.51 
(Kc J PJ ) 
In essence we detune all but the worst performing loop. This is done prior to 
BLT tuning. 
In the BLT method, a single F factor is used to detune all the loops of 
the multiloop SISO system. 
KCJ-7.N 
KcJ= F 
Tu = Tu -ZN F 
2.52 
2.53 
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BLT-3 essentially generates an individual F for each loop. 
Fl= P Jsw.x ,s; 2.54 
Where FJ is a single factor which detunes loop J. The Pl loops are detuned by 
adjusting F until a measure of multiloop stability is obtained, as illustrated in 
section 2.21. The PI controller parameters are computed as: 
2.55 
2.56 
The results of applying BLT-3 to four process models are listed in 
section 3. The methodology improves both load and setpoint response for 
most of the systems e1plored. 
Example: The Wood and Berry Column Model 
For this model 
And, 
K11(0)=12.9 
K21(0)=6.6 
i1l(of 1=.155 
K2uor 1=.053 
g12(0)=-18.9 
g22(0)=- l 9.4 
g12(or 1=-.151 
g22(0f 1=-.l 03 
The Ziegler-Nichols Pl constants for this two loop system are determined 
from g1 a(iw) and K22(iw) as: 
Kca.z-N=.96 T11.z-N=3.25 
Kc:2.z-N=-.19 T12.z-N=9.20 
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The 1TB or the controlled variable9 for a unit 9tep change in 1 1 •et are: 
ITBa•.532 
IT~•-2.57 
The 1TB or the controlled variables for a unit step change in 1211t are: 
ITB1=-.519 
IT~=S.04 
The 1TB of the controlled variables for a unit load disturbance are: 
ITE1=-.519 
ITE2=14.96 
The S vector that results is: 
s_ .. [ 1.04, 18.77)1 
Therefore, 
SMAx=l8.77 
And, 
11 • (18.05, 1.Q)T 
Lastly, 
F1 = F (4.25) 
F2 = F ( 1.00} 
These detuning factors are used in the BLT procedure in place of the F factor. 
''-
This system yields, 
F • 1.47 
for, 
F1 = 6.25 
F2 = 1.47 
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The methodology or BLT -3 ls dependent upon variable scalilla. So it is 
important that the controlled variables be scaled such that the error in each 
variable reflects its economic value, aearly this provides a direct method ror 
weighting variables by their relative importance. To do so we must select a 
vector or weiahtlng factors, which we will call .a, Then s. can be computed as; 
S
1 
= 'l,i Iba ( ;II ) { ... lllett:IIIIUUltr of fl'luioll 247 .. } 
CJ 
2.57 
where qJ >0. 
In this work we do not demonstrate an e1ample of this simple method 
of scaling of the controlled variables. In addition we assume that the 
variables are correctly scaled in each case presented. 
2.2. 4 The Integral Shift Method with Derivative Control 
(BLT-4) 
As a last approach, a combination of BLT-2 and BLT-3 is e1plored. In 
order to combine BLT-2 and BLT-3 we must first generate a weighted 
detuning, manifested as a set of modified Ziegler-Nichols values. Once a 
satisfactory weighting of the controlled variables is established -- which 
could be the trival solution 11=1 -- the loops must be retuned using the BLT-2 
procedure. In order to maintain correspondence between the controller 
gains, integral time constants and the derivative time constants we generate 
a Fo J for each loop, where: 
I 
I 
\ 2.58 
Then the BLT-2 proce11 is applied II desa-ibed above, but with F0 J used in 
place of F0 in equation 2.3-1. 
B1amo1e: The Wood and Berry Column Model 
For this system, and the BLT-3 weighting values derived in the previous 
example, 
F = 1.18 
F1 = 5.02 
F2 • 1.18 
and, 
Po 111 1.55 
Pot= 6.59 
Fo2 • 1.55 
yielding, 
Lcmu 11 3.96 
The case studies in section 3 show that BLT-4 tuning is a noticeable 
improvement over BLT-1 tunlna. 
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3, Case Studies 
Four model systems were used to compare the performance or the 
MMDA, DMC, and BLT-1 to 4 controllers. All rour models were round in the 
distillation control literature, and were tested in prior studies or BLT control 
(Luyben, 1986). Bach or the models chosen for this study represents a real 
process that was modeled by the authors. In addition, in each case the 
authors suoce11ru11y demonstrated the validity or the model. 
Luyben (1986) tested BLT-1 on these processes and achieved fairly 
good time response for setpoint and load disturbances. In all of the time 
response plots in section 3, BLT-1 and DMC response curves are presented as 
a comparison to the new controllers. 
3.1 The Wardle and Wood Distillation Column Model 
The Wardle and Wood model was derived from a 30 tray, industrial, 
bubble cap column, separating a binary mixture of benzene and methyl ethyl 
ketone. The authors derived a theoretical model of this column and fit the 
model parameters to empirical data. The model was successfully used in 
applying dynamic feed forward control to the bubble cap column. 
3.1.1 BLT-2 Control 
The addition of derivative action significantly improves both the load 
and setpoint responses for this case. This is clearly indicated by both the 
BLT-2 IABs in table 3.3, and the BLT-2 curves in figures 3.1 and 3.3. Figures 
35 
1, 
' 
·.,: 
3.2 and 3. 4 do not indicate an excessive increase in manipulated variables 
action rrom BLT-1 to BLT-2. 
3.1.2 BLT-J Control 
Weighting of the controlled variables of WW forces a 7 to 2 detuning 
of 1 1. The shift this causes a deaease in the combined IAB of the sys
tem as 
shown by the BLT-3 IAEs in table 3.3, and figures 3.1 and 3.3. The 
manipulated variable plots show a reasonable response (Figures 3.2 and 3:4). 
3.1.3 BLT -4 Control 
Derivative action and weighted detunina significantly improve the 
response of both variables over BLT-1 and the DMC load response. The BLT ·4 
IAEs in table 3.3, and figures 3.1 through 3:4 contain the data on this 
controller. 
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Table 3,1: JJY Traal(er PuactiODI 
1f1f Proce11 Tru1rer Punctlon1 
a< 1, 1 )•0.126 eio<-6s) 
(60s+ l) 
g(2,l )=0,094 e1p(-8s) 
(38S+ l) 
1f1f Load Trusrer Punct1on1 
gL(l )· .9-19 e1p(-20s} 
(95s+1)(10s+l) 
gL(2) .. t.067 e1p(-8s} 
(659+ 1) 
g(l,2)=-0.101 e1p(-12s) 
(-18s+ l )( '45s+ l) 
g(2,2)=-0.12 e10C-8s) 
(35S+ l) 9 
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Table 3,2: YY CoatroUer P•c•••iec• 
Ue11tr-Nichot1 PI Parameters 
Kc1• 59. 
T11• 3.25 
Kc2= -28.~ 
T12= 9.20 
Ziegler-Nichols PID, D Parameters 
Toi• 2.895 To211 3.69 
BLT-1 
F=2.1S 
BLT-2 
F= 1.S Fo= 1.3 
BLT-3 
F=l.6 
F1= 2.99 
BLT-4 
F=l.17 
F1= 2.19 
Fo= 1.25 
Fo1 = 2.34 
DMC 
f= .l NP=40 NM= 15 
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Iabte 1.1: YY n111urb1nce 1e1oon1e 
WW: Load Dl11urb111ce Seipoinl Disturbance 
IAE{ 1} IAE{2} IAfil 1} 1Afil2) 
BLT-1 S.S4 14.30 20.50 34.10 
BLT-2 2.76 8.60 15.20 22.10 
BLT-3 7.97 10.60 35.30 20.90 
BLT-4 4.63 6.11 2S.30 14.00 
DMC S.2S 9.50 13.40 1.10 
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3.2 The Wood and Berry DlsUllaUon Column Model 
This model is a representation of an 8 tray, pilot plant column 
separating methanol and water. The column transfer functions were ob-
tained by pulse testing, and fit to first order plus delay models. The transfer 
functions were used by the authors to construct ideal decouplers for this 
system. The decoupling was successfully demonstrated using these transfer 
functions. 
3.2.1 BLT-2 Control 
Derivative action improves the BLT load response signHicantly. The 
lAEs in table 3.6 and BLT-2 curves in Figure 3.5 confirm this. The servo 
response is not very different from BLT-1. 
3.2.2 BLT-3 Control 
WeigbJing of the controlled variables of WB results in an l '4.38 factor 
decrease in the constants of loop 1. This improves the overall IAE by '4'4 , 
for the load response. Table 3.6 contains the lAEs and Figures 3.5 to 3.8 the 
response plots. 
" 
·,• 
t 
f 
' :· 
I 
; 
3.2.3 BLT-4 Control 
Weighting of the controlled variables, and derivative action improve 
the overall response dramatically. The overall load IAH in table 3.6 
decreased by 601. This is the best WB BLT controller reported in this study, 
but DMC for this system indicates a 301 better overall load response .. 
3.2. 4 MMDA Control 
The MMDA controller is better than BLT-I in terms of the overall IAE. 
However, the plots indicate that it does not return loop 1 to its set point after 
a load response. It is unclear why this controller performs so poorly. 
,\ 
,' .. , 
Tlbte 3,1: YB Traasrec Puacuoa1 
YB Proce11 Transfer Punctions 
g(l,l)· 12,s e10C-s) 
(l6.7s+ 1) 
g(2, 1 )=6.6 e10C-7s) 
(l 0.99+ 1) 
\VB Load Tran1rer Functions 
gL(l )=3.8 eip(-89) 
(14.99+ l) 
KL(2)=4.9 e10(-3s) 
(l 3.2S+ 1) 
46 
g(l,2)--18.9 e1p(-3s) 
(21S+ 1) 
g(2.2 )=-19.1 e10(-3sl 
(14.49+ 1) 
" 
., 
Table 3.5: YB Controller Parameter• 
Ziegler-Nichols Pl Parameters 
Kcai= .96 tc2= -.19 
Tu= 19.3 T12=24.6 
Ziegler-Nichols PID. D Parameters 
T01 2 .488 T02= 1.38 
BLT-1 
F=2.55 
BLT-2 
F= 1.9 Fo= 1.9 
BLT-3 
F=l.47 
F 1 = 6.25 F2= 1.47 
BLT-4 
F= 1.18 
F1= 5.02 F2= 1.18 
Fo= 1.55 
Fo 1= 6.59 Fo2= 1.55 
MMDA 
Tauc = 10. 
f= 10. NP= 40 NM=15 
r 
Table 3,6: YB D111urb1nce RelQOQIO 
\VB: Load Di1turb1nce 
BLT-I 
BLT-2 
BLT-3 
BLT-'4 
MMDA 
DMC 
IAE( l) 
4.67 
2.SS 
9.18 
7.22 
28.80 
19.90 
IAE(2} 
61.S 
42.3 
28.1 
19.0 
21.9 
32.6 
48 
Setpoint Di1turb1nce 
IAE( 1} 
4.13 
3.39 
16.70 
12..io 
12.60 
8.24 
IAE(2) 
12.20 
8.26 
'4.71 
3.-f2 
8.74 
.96 
I 
r 
I 
.; 
' 
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3.3 The Ogu.nnaWe and Ray DlsUllatlon Column Model 
These trantl'er functions represent a 19 tray pilot plant distillation 
column separating ethanol and water, with a single sidestream. The authors 
used the model in a multidelay compensator applied to the column, which 
proved superior to multiloop SISO PI controllers. 
3.3.1 BLT-2 Control 
BLT -2 doesn't significantly improve the main problem of OR; the poor 
response or 13 to disturbances. The plots and IAHs indicate the magnitude of 
this problem (Figures 3.9 to 3.16, Table 3.9 ). 
3.3.2 BLT-3 Control 
Weighting of the OR controlled variables causes a good deal of 
reduction in the 13 problem. The overall load IAH of that variable ls reduced 
by 44, from BLT-1, without having much effect on the other 2 loops . 
3.3.3 BLT-4 Control 
Weighted detuning and derivative action result in a BLT-4 load 
response which is better than DMC. Setpoint response is good but not 
competitive with DMC. 
I 
'J 
·, 
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3.3.4 MMDA Control 
MMDA control of OR is very poor, resulting in a response -1 times 
worse than BLT- I. Aaain. no cause or the problem is evident. 
Iabte 3,7: QI Ir101rer Puncuoo• 
01 Proce11 Traa1rer Puaction1 
aO,l)•0,66 e1p(-2.61) 
(6.71+ l) 
a( 1,2 )--0,61 eip(-3,Ss) a( 1,3 )--0.0042 e10(-al 
(8.6~1+ l) (9.061+ l) 
a(2,l)•l,ll e10(-6,5s) a(2,2)a-2,36e1D(-3s} 
(3.25s+ l) (5s+ l) 
g(3, l )•-31,68 e1p(-9.2s) g(3,2)a-i6,2 exo(-9,is} 
(8.1 Ss+ l) (l 0.9s+ l) 
g(3,3 )•0.87 (11.61 s+ l}e1p{- l.2sl 
(3.899+ l )( 18.89+ l) 
OK Load Transfer Functions 
gL( 1 )=O. 14 exp(-12sl 
(6.2s+l) 
gL(2)=0.53 exp(-1 O.Ssl 
(6.9s+l) 
11t(3 )=-11.~i e10(-0.6sl 
(7.019+ 1) 
55 
a(2.3)=-o.o 1 exo<-1.2sl 
(7.099+ l) 
f 
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Table 1.1: OR Controller Parameter, 
Uealer-Nichols Pl Parameters 
Kc1= 3.24 Kc2= -.63 
T11=7.62 T12= 8.36 
Ziegler-Nichols PID, D Parameters 
Toi= 1.14 To2= 1.25 
BLT-t 
F=2.1 S 
BLT-2 
F= 1.8 Fo= 1.4 
BLT-3 
F= 1.49 
F1= 3.43 F2= 1.70 F3= 1.49 
BLT-4 
F= 1.16 
F1=2.67 F2= 1.32 F3= 1.16 
F= 1.55 
F1= 3.57 F1= 1.77 F1= 1.55 
MMDA 
Tauc = 7.5 
DMC 
f= .1 NP= 40 NM=l5 
56 
tc3a 5.66 
T,3= 3.08 
·, 
i 
,' 
I 
• 
1 
• . Table 3,9: 01 011,urbance Re10001e ~ 
·j 
., 
1 
01: Load Di1turb111ce 
JAE( 1) IAEC2} IABC3) 
,. 
f 
BLT-1 .84 7.21 6SAO 
BLT-2 .63 6.11 51.00 
I' 
i 
BLT-3 1.00 6.33 36:40 
l BLT-4 .72 4.73 24.30 
MMDA 1.83 4.38 243.00 
DMC 1.73 3.23 28.20 
01: Setpoinl Disturbance 
IAE( 1} IAE(Zl IAE(3l 
BLT-1 21.80 28.20 1 S 1.00 
BLT-2 18.70 25.30 112.00 
BLT-3 34.80 15.10 SS.80 \ 
BLT-4 29.20 13.30 47.00 
J·· 
MMDA 19.10 28.90 ss 1.00 
DMC 12.00 4.33 4.90 
~; 
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3. 4 The AlaUql case 1 DlsllllaUon Column Model 
This model was derived as part of a doctoral di11ertation by I. M. 
Alatiqi (1985) at Lehigh University in 1985, and is or a sidestream 
column/stripper dlstiUation configuration. BLT-1 control was applied to the 
41'1 column model by Luyben ( 1986). 
3.4.1 BLT-2 Control 
BLT-2 control of Al greatly improves the overall !AB of the load and 
setpoint BLT response. (Figures 3.17 to 3.24) 
3.4.2 BLT-3 Control 
Weighting of the controlled variables of A 1 detunes loop 2 by nearly 
50 times the other loops. This seems to make this an open loop. The BLT-3 
response is stable, but not adequate, with sustained oscillations and a large 
increase in the setpoint response lAEs. This response could be caused by the 
magnitude of the loop 2 weighting factor. If loop 2 really is open loop, then 
we are tunina a 3 loop system to Lcmai = 8. 
3. 4.3 BLT-4 Control 
Weighting of the controlled variables and derivative action stabilizes 
the response, producing very good control for load disturbances. Setpoint 
r 
r 
,· 
' :i. 
chanae1 still cause some problems. Two ways or detunina were tested, one 
with Po tuned to the smallest value that gives Lcmu • 8 (BLT-'41), and 
another in which Po ls lna'eased after F ls minimized (BLT-.itb). Both 
approaches have the same P. The lnaease in Po results in poorer 
performance as Indicated by the IAEs. Figures 3.17 to 3.2'4 show the BLT-4a 
plots only. 
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Table 3. I 0: A I Tr101rer fUQCliOQI 
A I Proce11 Tranlf er Pun.ction.s 
g(l,1). 2.22 exo(-2.Ss) 
(36s+ l )(25s+ l) 
g(2,l )=-2.33 eio(-Ss) 
(35s+ l )2 
g(3, 0=-1.06 e10(-22s) 
(17s+l)2 
g(4,l)=-5.73 exp(-2.Ss) 
(89+ l )(509+ l) 
g(l ,2)•-2.9'4 (7.9s+ 1) exp(-0.0Ss) 
(23.7s+ l )2( l Os+ l) 
g(2,2)=3A6eip(-1.01 s) 
(329+ l) 
g(3,2 )=3.S 11 e10(- l 3sl 
(129+ 1)2 
g( 4,2)=4.32 (259+ l )exp(-0.0 ls) 
(509+ l )(3Ss+ l )( 49+ l) 
I 
--------------------------------------------------------------------
g(l ,3 )= 0,017 e10(-0.Zs) 
(31.6s+ 1 )(7s+ l) 
g(2,3}=-0.51 exp(-7.Ss) 
(32s+ 1 )2 
g(3,3)--4:41 e1p(-l.Ols) 
( l 6.2s+ 1) 
g(4,3)=-1.2S exp(-2.8s) 
( 43.6S+ 1 )(9s+ I) 
g( I,4)=-0.6:4 exo(-ZOs) 
(29s+ 1 )2 
g(2,4}= 1.68 exp(-2s) 
(289+ 1 )2 
g(3,4)--5.38 e1p(-O.Ss) 
(l 7s+ 1) 
g(4,4)=4.78 e1p(-1.15s) 
( 48S+ I )(5s+ 1) 
r ,. 
, 
~ 
,!_ 
t 
.. 
\ 
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A 1 Load Tran1rer Puncllons 
gL( l )=-.86 e1p(-6s) 
(19.2S+ l )2 
gL(Z)=-1.06 e1p(-Ss) 
(3Ss+ l) 
gL(3)• l .2e1p(-9s) 
(2"1s+ l) 
gL( "1)=-.86 e1p(-.25s) 
(1S+l)2 
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Iable 3, 11: A 1 Controller Parameter• 
Ziegler-Nichols PI Parameters 
Kc1= 5.13 Ke2= 6.62 Kc3= 2.66 Kc4= 4.~~ 
Tu= 32.1 T12= 3.33 T13= 3.29 T14= 12.3 
Ziegler-Nichols PIO. D Parameters 
To,=4.82 T 02= .50 To3= .494 To4= 1.845 
BLT-I 
F=2.2S 
BLT-2 
F= 1.24 Fo= 1.35 
BLT-3 
F= 1.38 
F1= 1.38 F2= 9.48 F3= 2.15 F4= 1.61 
BLT-4a 
F=l.O Fo= 1.90 
F 1 = 1.0 F2= 6.87 F3= 1.56 F4= 1.17 
Fo1= 1.90 Fo2= 13.05 Fo3= 2.96 Fo4= 2.22 
BLT-4b 
F=l.O F0= 4.98 
F1= 1.0 F2= 6.87 F3= 1.56 
F4= 1.17 
Fo1= 4.98 Fo2= 34.21 Fo3= 7.77 Fo4= 5.83 
DMC 
f=.1 NP= 40 NM=15 
:' 
. 
. . .. .. 
' f 
Table 3. 12: At Disturbance Re1oon1e 
A 1: Load Disturbance 
J. IAB(l) IAB{4) 
,. 
IAE{2} IAB{3) 
BLT-1 56.60 2.08 29.70 37.60 
~ 
BLT-2 20.50 .66 12.00 12.70 
! BLT-3 23.30 30.20 52.30 28.40 
BLT-aia 13.30 17.30 15.30 11.00 
BLT-4b 12.90 17.30 13.20 10.90 
DMC lS.60 11.10 '4.72 5.70 
A 1: Setpoint Disturbance 
IAE(l) IAE{2) IAE{3) IAE{ 4) 
BLT-1 43.30 2.23 -13.20 -11.20 
BLT-2 25.00 .83 29.90 26.60 
BLT-3 64.80 20.30 208.00 107.00 
,.. 
BLT-4a 19.70 9.20 60.30 26.10 
BLT-4b 29.70 7.13 77.50 17.50 
DMC 20.60 4.09 2.26 3.19 
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4. Conclusion and Future Work 
4. l Conduston 
The BLT-2 methodology improves the load and setpoint response of 
each case studied to varying degrees. In each case, the BLT-2 manipulated 
variable action was not excessive compared to BLT-1. These results are 
expected; the phase advance of derivative action should permit increased 
controller gains without degrading stability. DMC produced better regulatory 
and servo control than BLT-2 for every case studied. 
In each case where the weighted detuning of BLT-3 is applied, a 
shifting of the IAEs occurs, but the IAEs are never equalized. BLT-3 
improves all responses except ALA 1, which has one extremely detuned 
variable. The BLT-3 weighting is empirical, and not always successful as the 
results of ALA 1 show. 
BLT -4 improves all the cases tested. overall, BLT-4 is by far the best 
performing BLT controller. The addition of derivative action stabilizes ALA 1, 
but this is not a clear indicator that this method will work for all cases. In 
every case studied DMC e1hibited notably superior setpoint response than 
BLT-4. This result is not une1pected, since DMC incorporates a process model 
in its formulation. However, DMC contains no inherent load response 
information, and in all of the cases studied, DMC and BLT-4 provide 
comparable load disturbance response. 
The MMDA controller proved to be insufficient for the two cases 
studied. The cause of this deficiency is unknown. 
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4.2 Future Wort - Detuning shift based on TLC ratios 
The BLT-3 method, derived in section 2.23 is an empirical attempt to 
tune a multiloop SISO system and account for the variations in the 
magnitude of variable interaction. However, the projected ITE is not a 
rigorous measure of the interaction between the loops. The Tyreus 
Load-rejection Criteria (Tyreus, 1979) is a frequency domain measure of the 
load-rejection capability of any controller, and could be used to derive a 
more formal detuning method. 
Figures 4.1 and4.2 show the Tyreus Load-rejection Criteria (TLC) plots 
for 1 1 and 12 of WOBE under BLT-I and BLT-4 control. These plots graph the 
closed-loop load transfer function over the frequency range of interest: 
- 1 
!(s) = [I+ Op(s) B(s)] OL(s) d(s) 4.1 
The smaller the magnitude of 1/d, the better the load-rejection capability of 
the system. In a multivariable system, the individual xj/d quantify the 
regulatory capability of the individual controlled variables. The TLC plots 
indicate that BLT-3 improves the overall load-rejection capability of a 
system. This indicates that the loops that are detuned the most are those 
with the best load-rejection capabilities, and suggests that the TLC function 
could be applied directly as a measure of weighting the loop detuning in 
BLT-3. What is needed to apply this concept is _a scalar measure of the TLC 
function, perhaps based on a particular frequency, for each controlled 
variable in a system. Then the weighting vector n. can be computed on the 
basis of this measure, rather than on ITE projections. 
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Nomenc la tu re 
ai - ilh 9tep re9ponse coefficient 
A - matril of step response coefficients 
B(iw) - the controller transfer function or transfer function matrix 
B(s) - the controller transfer function or transfer function matrix 
B(z-1) - the controller transfer function or transfer function matrix 
Ci - the loci of the return-difference function 
d· I - a denominator polynomial coefficient 
dL· ,I - ilh sampled load disturbance 
d(s) - load disturbance 
D(s) - the process transfer function denominator or transfer function 
matril denominator 
D(z-t) - the process transfer function denominator or transfer function 
matrix denominator 
e(z-1) - the feedback error 
e· I - the feedback error in loop j 
E· I - the ith sampled process error 
Ea.· ,I - the ith sampled, predicted closed loop error 
f - the DMC tuning factor 
F - the BLT proportional and integral detuning constant 
FJ - the BLT detuning constant of loop J 
Fn - the BLT derivative detuning constant 
FnJ - the BLT derivative detuning constant of loop J 
F(s) - the filter transfer function or transfer function matriI 
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811(1) - the ijtb element or Gp(s) 
aLi(s) - the jtb element of GL(s) 
G(s) - the process transfer runction or transfer function matrix 
Gp(iw) - the process transfer function or transfer function matriJ 
Gp(s) - the process transfer function or transfer function matrix 
G(s) - the process model transfer function or transfer function matriI 
GL(s) - the load transrer function or transfer function matriI 
H(z-1) - the hold function 
w -frequency 
I - the identity matrix 
ITH; - the integral total error of the jlh controlled 
J - a sampling instance of the discrete process 
Jo - the DMC objective function 
K - an integer multiplier of the sample time 
Kc; - proportional gain of loop j 
Kc;_ ZN - PI Ziegler-Nichols 
L - the number of discrete predictive steps 
LP - the number of discrete past manipulations in the prediction 
Le - the closed loop log-modulus 
Lcmai - the maximum closed loop log-modulus 
m· I 
- the ilh discrete manipulated variable 
t\mt - the klh change in the discrete manipulated variable 
m;(t) - the jlh manipulated variable as a function of time 
.m.(t) - the manipulated variable vector as a function of time 
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.m.(z-1) - the manipulated variable vector a, a function or the backthiCt 
operator 
.m.(t) - the manipulated variable vector II a function oC the Laplace 
operator 
M - the order or the lags or the process transrer function 
n1 - a numerator polynomial coefficient 
N - the system order 
NP - the number of sample periods in the prediction horizon 
NM - the number of sample periods in the manipulation horizon 
N(s) - the process transfer function numerator or transfer function 
matrix denominator 
N(z-1) - the process transfer function numerator or transfer function 
matriI denominator 
Pt - the weighting factor of controHed variable j 
n. - the weighting factor matrix 
q1 - the scaling factor of controUed variable j 
~ - the scaling factor matrix 
s - the Laplace operator 
s1 - a function of the predicted ITBs of loop j 
SMAx - the muimum Si 
S - the Si vector 
t - time 
T - the sample time of a disaete process 
T(s) - the return-difference function, as a function of s 
T(iw) - the return-difference function as a function of iw 
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T 11 - the integral time constant of loop j 
Tit-ZN - the Ziegler-Nichols PI integral time constant or element a11(s) of Gp(s) 
T Di - the derivative time constant of loop j 
T DI-ZN - the Ziegler-Nichols PID derivative time constant or element a11(s) of 
Gp(s) 
Tauc - the lag of the MMDA F(s) 
Tauii - the lag(s) of the ijlb element of Gp(s) 
vi - the characteristic loci of the multivariable process 
W - a function of the return-difference 
Ii - the ilh sampled controlled variable 
IoL.i - the ilh sampled predicted open loop controlled variable 
!( t) - the controlled variable vector as a function of t 
x(s) - the controlled variable vector as a function of s 
x(z-1) - the controlled variable vector as a function of z- t 
15p(s) - the controlled variable setpoint vector as a function of s 
X5p(z-1 )- the controlled variable setpoint vector as a function of z-t 
z-1 - the backshift operator 
Greet 
8 - dead time of the specified 1st order response 
p. - time constant of the specified 1st order response 
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