Given a risk position X, a random addition Z is called a risk reducer for X if the new position X + Z is less risky than X + E[Z] in convex order. We utilize the concept of convex hull to give a structural description of risk reducers in the case of an atomless probability space. Then we study risk reducers that are fully dependent on X. Applications to multivariate stochastic ordering, index-linked hedging strategies, and optimal reinsurance are proposed.
Introduction
In this paper we study when a random addition can reduce the risk of a given risk position, where we mean to reduce the risk in convex order. Interests in stochastic ordering of risks have long been existing. Terminologies closely related to convex order such as secondorder stochastic dominance, the Rothschild-Stiglitz increase in risk, majorization, mean preserving spread, and stop-loss order are popular in mathematics, statistics, economics, and decision theory. Pioneering works on these and related concepts include Lehmann (1955) , Rothschild and Stiglitz (1970) , and Day (1972) . See the monographs Ross (1983) , Stoyan (1983) , Arnold (1987) , Mas-Colell et al. (1995) , Müller and Stoyan (2002) , and Marshall et al. (2011) for more extensive discussions. See also Denuit et al. (2005) and Dhaene et al. (2005) , among others, for discussions on convex order in the insurance context. will increase the overall level of risk. We remark that their problem reveals a similar flavor, but our problem is essentially a different one.
In Theorem 1 of Cheung et al. (2014) , a sufficient condition for Z to be a countermonotonic risk reducer for X was put forward. Recall that two random variables X 1 and X 2 are said to be almost surely comonotonic if the inequality (X 1 (ω) − X 1 (ω )) (X 2 (ω) − X 2 (ω )) ≥ 0 holds for every ω and ω belong to Ω but a null set N . Hereafter, whenever we quote almost sure comonotonicity we shall drop the words "almost sure" for brevity. Two random variables X 1 and X 2 are said to be counter-monotonic if X 1 and −X 2 are comonotonic. See Schmeidler (1986 Schmeidler ( , 1989 , Landsberger and Meilijson (1994) , and Dhaene et al. (2002a Dhaene et al. ( , 2002b Dhaene et al. ( , 2006 for the theory of comonotonicity and its applications to various areas of economics.
A counter-monotonic risk reducer has immediate relevance to insurance. Consider an individual who faces a potential monetary loss X. He purchases an insurance contract with indemnity payoff I(X), where I is a non-decreasing function over the range of X and satisfies 0 ≤ I(x) ≤ x, and he pays pure premium E[I(X)]. With Z = −I(X), which is countermonotonic with X, relation (1.3) implies that the insured's residual loss, X −I(X)+E[I(X)], becomes less risky than the original loss X. See Section 5 of Cheung et al. (2014) for a related discussion on universal marketability.
Apparently, in order for (1.3) to hold, it is not necessary to require Z to be countermonotonic with X. For example, restricted to the family of normal distributions, it is easy to see that (1.3) holds if X and Z jointly follow a bivariate normal distribution with correlation coefficient ρ satisfying
yielding a much broader range than with ρ = −1.
In this paper we aim at a structural description of the set R(X) of all risk reducers instead of counter-monotonic ones. The study of general risk reducers is meaningful particularly in view of the increasing complexity of products in nowadays insurance and financial markets.
Consider, for example, a bundle of home and auto insurance, which is a prevalent practice in insurance. Denote by X 1 and X 2 the potential monetary losses on the home and the auto, respectively. To decide the feasibility of the corresponding indemnity payoffs I 1 (X 1 ) and I 2 (X 2 ), we hope to establish inequality (1.3) with X = X 1 + X 2 and Z = − (I 1 (X 1 ) + I 2 (X 2 )). Then Z is not counter-monotonic with X anymore except for some artificial cases. In such a situation with multiple risks, the study of counter-monotonic risk reducers is of limited use.
Let us take variable annuities with guaranteed minimum accumulation benefits (GMAB) as another example. GMAB is a living benefit that guarantees a minimum contract value at maturity to protect the policyholder against decreases in value of the reference portfolio. For the insurer, the guarantee loss involves both financial risk and mortality risk. If, as usual, one uses a put option contract purely on the reference portfolio to hedge, it cannot be counter-monotonic with the guarantee loss because of the involved mortality risk. See Coleman et al. (2006 Coleman et al. ( , 2007 and Bauer et al. (2008) for discussions on hedging guarantee losses in various variable annuities.
We conclude this introduction with the following lemma, which collects some elementary properties of the set R(X) of risk reducers:
for an integrable random variable Y comonotonic with X.
Items (a)-(c) follow immediately from the definition of R(X), while item (d) can easily be verified by Corollary 1 of Dhaene et al. (2002a).
The rest of the paper is organized as follows: In Section 2, we utilize the concept of convex hull to give a structural description of risk reducers in the case of an atomless probability space and we propose an application of this result to bivariate convex ordering. In Section 3, we study risk reducers that are fully dependent on X and we propose applications to index-linked hedging strategies as well as optimal stop-loss reinsurance. Finally, all long proofs of those theorems, corollaries, and lemmas presented in the main body of the paper are collected in Section 4 as an Appendix.
2 Description of risk reducers using convex hull
Convex hull
The main purpose of this section is to give a structural description of R(X) for a given integrable random variable X defined on a probability space (Ω, F, P ). For this purpose, we need the concept of convex hull and some notation. The sets introduced below contain random variables all defined on the same probability space (Ω, F, P ) as X.
Denote by
the set of all positions that are less risky than X in convex order. Rewriting (1.3) as
and thus we need to focus on the description of C(X) only. By the way, in (2.1) we have used the following notation: for two sets A, B and an element x, we write A + B = {a + b : a ∈ A, b ∈ B} and A − x = {a − x : a ∈ A}. We shall use such notation throughout the paper without additional explanation. The classical Strassen's (1965) theorem states that, as restated in Theorem 1.5.20 of Müller and Stoyan (2002) , for random variables X and Y defined on the probability space (Ω, F, P ), the inequality Y ≤ cx X holds if and only if there are another probability space (Ω , F , P ) and random variables X and Y defined on (Ω , F , P ) identically distributed as X and Y , respectively, such that Y = E[X |Y ]. Thus, applying Strassen's theorem we may obtain a martingale characterization of the set C(X). However, the description of C(X) that we pursue in this paper will be essentially different from and more structural than such a martingale characterization.
The convex hull of a set A, denoted by Conv(A), is the set of all finite convex combinations of elements in A; that is
Denote by Conv(A) the closure of Conv(A) in L 1 space.
Moreover, denote by D(X) the set of all random variables that are identically distributed as X; that is, D(X) = {X : X = d X} .
A general discussion
In this subsection, we aim at a result about R(X) in which no restriction on the underlying probability space is imposed. For this purpose, we need the following:
Lemma 2.1 Let X be an integrable random variable defined on a general probability space (Ω, F, P ). Then the set C(X) is convex and closed in L 1 norm.
Proof. To establish the convexity of
To prove that C(X) is closed, choose a sequence of random variables {Y n , n ∈ N} from C(X) such that E [|Y n − Y |] → 0 as n → ∞ for a random variable Y . Then it holds for
Hence,
Lemma 2.1 leads to the desired result:
Corollary 2.1 Let X be an integrable random variable defined on a general probability space
It is noteworthy that E[X] is in general not a trivial addition in Corollary 2.1, though E[X] ∈ Conv(D(X)) is often true. We construct a simple example to illustrate this. Consider a probability space consisting of only two atoms and define random variables X and Y as follows:
Then D(X) is only a singleton {X}, and so is Conv(D(X)). Thus, E[X] = 0 / ∈ Conv(D(X)). This example also serves as an illustration for the possibility that
, meaning that the reverse inclusion in Corollary 2.1 does not hold in general.
In the next subsection, we restrict our consideration to an atomless probability space and we show that the reverse inclusion in Corollary 2.1 holds true then.
The case of an atomless probability space
For two random variables X and Y uniformly distributed on two real sets {x 1 , . . . , x n } and {y 1 , . . . , y n }, respectively, according to 1.A.3 of Marshall et al. (2011) , Y ≤ cx X if and only if the vector y = (y 1 , . . . , y n ) is in the convex hull of n! permutations of the vector x = (x 1 , . . . , x n ). A similar result about random variables defined on the interval [0, 1] was proved by Ryff (1965) . We shall extend Theorem 5 of Ryff (1965) to any atomless standard Borel space.
Let us first recall several concepts; see pages 13 and 74 of Kechris (1995) for more details. A topological space is called Polish if it is separable and completely metrizable. A measurable space (Ω, B Ω ) is called a standard Borel space if Ω is endowed with a Polish topology and B Ω is the generated Borel sigma field. A probability measure P is called atomless if for any set A ∈ B Ω with P (A) > 0 there is a measurable subset B of A such that 0 < P (B) < P (A). These regularity assumptions describe a nice probability space that is enough for most applications. For example, [ We postpone the proof of the following result to the Appendix:
Lemma 2.2 Let (Ω, B Ω , P ) be an atomless and standard Borel space and let X be an integrable random variable defined on it. Then C(X) = Conv(D(X)).
The reason that E[X] does not need to appear in Lemma 2.2 is as follows. The assumptions on the probability space imply the existence of a sequence of independent random variables identically distributed as (though not necessarily independent of) X such that the sample means converge to E[X] almost surely and, hence, in L 1 since the sample means are uniformly integrable. Lemma 2.2 justifies a common view in portfolio theory that diversification reduces risk in convex order.
Lemma 2.2 and relation (2.1) lead to our first main result:
be an atomless and standard Borel space and let X be an integrable random variable defined on it. Then
Application to multivariate stochastic ordering
In this subsection, we propose an application of Lemma 2.2 to bivariate convex ordering, and we remark that the extension to the multivariate case is straightforward. A bivariate function v : R 2 → R is said to be 2-increasing (also called supermodular or superadditive in the literature of stochastic ordering) if it holds for every rectangle
If further v is continuous from above, it defines a sigma-finite measure over R 2 , which we still denote by v for simplicity. ) , and Y (2) be integrable random variables defined on the same probability space such that 2) , and X (1) and X (2) are comonotonic, and let v : R 2 → R be 2-increasing and continuous from above. Then we have
as long as the two expectations exist. Lorentz (1953) . By this lemma we can establish the following result, which serves as an application of Lemma 2.2: Corollary 2.2 Let (Ω, B Ω , P ) be an atomless and standard Borel space, and let ) , and Y (2) be defined on this space such that 2) , and X (1) and X (2) are comonotonic. Furthermore, let v : R 2 → R be 2-increasing and componentwise convex (hence, continuous). Then under either of the following conditions the inequality
holds provided that the two expectations exist: (a) the first-order partial derivatives of v exist and are bounded over the range of (X (1) , X (2) );
(b) the random variables X (1) and X (2) are bounded. 
It is well known that if
) . By the monotone convergence theorem, letting n → ∞ on both sides yields that
Since d is arbitrary, this gives
Both proofs of Lemma 2.3 and Corollary 2.2 are postponed to the Appendix. Recent related discussions on multivariate stochastic ordering can be found in Denuit and Mesfioui (2010).
Fully dependent risk reducers
Deterministic transformation of risks with applications to comparative statics of risk has been studied by Meyer and Ormiston (1989) , Quiggin (1991) , and Levy and Wiener (1998), among others. Motivated by these works, we now restrict the discussion to risk reducers that are fully dependent on the given risk position.
Description of fully dependent risk reducers
Let (Ω, B Ω , P ) be an atomless and standard Borel space, and let the risk X defined on this space follow a continuous distribution F . We are dedicated to a structural description of the set of all risk reducers for X of the form Z = h(X) for some measurable but not necessarily monotone function h; that is, we study the set
Analogously to Subsection 2.1, introducẽ C(X) = Ỹ :Ỹ = g(X) for some measurable function g such thatỸ ≤ cx X to be the set of all positions that are less risky than X and fully dependent on X. Then, the same as before,R (X) =C(X) − X + R.
Thus, we only focus on the description ofC(X). A key idea is to restrict the consideration to the smaller sigma field generated by X, that is, X −1 (B R ). Recall a well-known result that a random variableỸ can be expressed as a measurable function of X, i.e.,Ỹ = g(X) for some measurable function g, if and only if (1995) . Thus,
Note that (Ω, X −1 (B R ), P ) is still an atomless and standard Borel space since X is continuous. By Lemma 2.2, we haveC
The setD(X) can also be understood in the following way. Introduce U = F (X), which is a uniform random variable on (Ω, X −1 (B R 
where F ← , defined by F ← (q) = inf {x ∈ R : F (x) ≥ q} for q ∈ (0, 1), is the well-known quantile function of F . We conclude this subsection with the following result:
Theorem 3.1 Let (Ω, B Ω , P ) be an atomless and standard Borel space and let the risk X follow a continuous distribution F . The setR(X) of all fully dependent risk reducers for X can be described asR
whereD(X) is defined by (3.1) and can alternatively be understood as (3.2).
Obviously, Theorem 3.1 gives a much larger set of risk reducers than the set of countermonotonic risk reducers studied by Cheung et al. (2014) .
Application to index-linked hedging strategies
As pointed out by Kellner and Gatzert (2013) , index-linked hedging strategies are of high relevance to the financial and insurance industry. Such strategies link the payoff of a contract to the development of an index. Despite benefits such as high transparency, low transaction costs, and reduction of moral hazard, the use of an index leads to basis risk as the insurer's exposure is usually not fully dependent on the index; see, for example, Gatzert and Kellner (2013) . Therefore, it is important to control the basis risk to an acceptable level. 
From the point of view of risk management, it is natural to require that the hedged loss L S 1 is less risky, or, more precisely, that Z = −h(L) is a risk reducer for L 1 in convex order.
Suppose that the vector L = (L 1 , . . . , L n ) follows a multivariate normal distribution N n (µ, Σ) with mean vector µ = (µ 1 , . . . , µ n ) ∈ R n and covariance matrix Σ = [σ ij ] ∈ R n×n .
To avoid triviality, assume that Σ is positive definite. Notice that
It is easy to see that there are some independent standard normal random variables ε 1 and
By the independence between ε 1 and ε 2 in the second equality in (3.4) and Lemma 1.1(a, b, c),
Then by the first equality in (3.4) and Lemma 1.1(a, b),
meaning that any element Z of the set on the left-hand side is fully dependent on L. By Theorem 3.1, such risk reducers form the set
When the original and reduced positions are comonotonic
Next we restrict the discussion to the case in which (X, X + Z) is comonotonic. The comonotonicity here is not just for technical convenience but of practical relevance. In the insurance context, if X is interpreted as a loss to the insured and −Z as the amount paid by the insurer, then X + Z is the amount retained to the insured. In this situation, the comonotonicity of (X, X + Z) is naturally interpreted as preclusion of over insurance.
Recall that a random variable Z is negatively expectation dependent on X if Theorem 3.2 Let X and Z be two integrable random variables defined on a general probability space (Ω, F, P ) such that Z = a.s. h(X) for some measurable (but not necessarily monotone) function h and (X, X + Z) is comonotonic. Then the following are equivalent: (a) Z ∈ R(X); (b) Z is negatively expectation dependent on X.
Cheung et al. (2014) studied the case of Z = −h(X)
, where h is non-decreasing and 1-Lipschitz over the range of X. Note that their condition implies the comonotonicity of (X, X + Z), as discussed there, but not vice versa. Moreover, a fully dependent risk reducer need not be a counter-monotonic one. We use two examples to demonstrate that our Theorem 3. 
which is obviously not counter-monotonic with X. It is easy to check that, for α > 0 small enough, (X, X + Z) is comonotonic and Z is negatively expectation dependent on X. Thus, Z ∈ R(X) by Theorem 3.2.
The following second example considers a hedging strategy using call options. Let X be the price of a stock at expiration. Let Z be a bear call ladder, which is constructed by buying a low strike call, selling an intermediate strike call and selling another high strike call; that is,
Obviously, Z is not counter-monotonic with X, but one can check that if the strike prices K 1 , K 2 and K 3 are chosen such that E[Z] = 0, then Z is always a risk reducer for X. For more information about bear call ladders, see Section 3.5 of Cohen (2005) . It can be seen that Theorem 1 of Meyer and Ormiston (1989) corresponds to one direction of Theorem 3.2 above for a special case with the random position X distributed on [0, 1] and the transformation h(x) + x non-decreasing, continuous, and piecewise differentiable. In essence, our result makes no regularity assumptions except for "preclusion of over insurance."
The condition that Z = a.s. h(X) for some measurable function h is redundant if X is continuous. Actually, since (X, X + Z) is comonotonic, by Corollary 6.11 of Kallenberg (2002) there is some random variable U uniformly distributed on [0, 1] such that X = F ← X (U ) and X + Z = F ← X+Z (U ) almost surely. Then by the continuity of F , it holds almost surely that
, which expresses Z into a measurable function of X almost surely.
Application to optimal stop-loss reinsurance
Consider an insurer who buys a stop-loss reinsurance with retention r for its insurance portfolio with aggregate loss of amount L. The reinsurer premium is equal to
where θ ≥ 0 is the safety loading coefficient. Suppose that the insurer has a budget constraint c, 0 < c ≤ p(0), on the reinsurance. For a given retention r, the insurer's retained loss is
Our goal is to identify an optimal retention level.
To avoid moral risk, the insurer is not allowed to buy more than one share of the stop-loss reinsurance; that is, r should be chosen such that p(r) ≥ c. Consider the equation
As r varies from 0 to the upper endpoint of L, the premium function p(r) is continuous and strictly decreasing from p(0) to 0. Thus, the solution to this equation, denoted by r * , exists and is unique. Equivalently, to avoid moral risk it is required that r ≤ r * .
The following result, which is a corollary of Theorem 3.2, shows that the optimal retention level is r * in the sense of convex order:
Corollary 3.1 Let r * solve equation (3.5) . Then X(r * ) ≤ cx X(r) for any r < r * .
The proof of this corollary is postponed to the Appendix.
Appendix

Proof of Lemma 2.2
To begin with, recall that a mapping f from one topological space to another topological space is called a Borel isomorphism if it is a bijection and both f and f −1 are Borel measurable. See page 71 of Kechris (1995) for details of this concept. By Theorem 17.41 of Kechris (1995) , there is a Borel isomorphism f : Ω → [0, 1] such that P (B) = λ (f (B)) for any B ∈ B Ω , where λ is the Lebesgue measure. Hence, f is a measure-preserving mapping from Ω to [0, 1] between the two spaces. Let ξ be a random variable defined on (Ω, B Ω , P ). As illustrated in the diagram below, through this mapping f we construct a random variable
For any B ∈ B R ,
This implies that ξ • f −1 = d ξ, although the random variables ξ • f −1 and ξ on both sides are defined on two different probability spaces. Similarly, we can prove that, for a random
Now we turn to the proof of Lemma 2.2. In view of Corollary 2.1, it suffices to show the inclusion C(X) ⊂ Conv(D(X)). Let Y ∈ C(X). By the preliminary discussions above,
For each Y * n , there are some positive integer k n , nonnegative numbers {a n1 , . . . , a nkn } with kn i=1 a ni = 1, and random variables {X * n1 , . . . , X *
where the first and last equalities in distribution are due to the preliminary discussion at the beginning of this proof. Thus, Y * n • f ∈ Conv (D(X)). Moreover, due to the same reasoning,
It follows that
Hence, Y ∈ Conv(D(X)).
Proof of Lemma 2.3
Denote the four quadrants of the space 
it is easy to verify the following:
Summing these up yields that
Applying this decomposition in (4.2) toṽ(Y (1) , Y (2) ) and taking expectation, we have
where in the first step we applied Fubini's theorem to interchange the order of integral and expectation, in the second step we applied the fact that for two vectors with the same marginal distributions the comonotonic one gives a larger joint survival probability, and in the last step we applied the decomposition in (4.2) again toṽ(X (1) , X (2) ).
) , as desired.
Proof of Corollary 2.2
According to Lemma 2.2,
Thus, there is a sequence of random variables {Y
Similarly, there is another sequence of random variables {Y
By the definition of convex hull, each Y
(1) n ∈ Conv(D(X (1) )) can be expressed as a certain convex combination of finitely many random variables, say, {ξ
n }, each identically distributed as X (1) , and each Y (2) n ∈ Conv(D(X (2) )) can also be expressed as a certain convex combination of finitely many random variables, say, {ξ
n }, each identically distributed as X (2) . Applying the componentwise convexity of v, we arrive at an upper bound for v Y
n , Y (2) n correspondingly expressed as a convex combination of k
terms each of the form v ξ
nj . By Lemma 2.3, E v ξ
We complete the rest of the proof according to the two cases: (a) By the mean-value theorem, there are a random variable θ
n between Y
(1) n and Y (1) and another random variable θ
By the condition on the two partial derivatives, both v 1 θ 
Thus, letting n → ∞ on the left-hand side of (4. 1) and X (2) are bounded, the random variables {Y (1) n , n ∈ N} and {Y (2) n , n ∈ N} are uniformly bounded. Then an application of the dominated convergence theorem on the left-hand side of (4.5) immediately yields the desired inequality.
Proof of Theorem 3.2
We need to prepare a lemma which plays a crucial role in proving Theorem 3.2. A similar result is Theorem 1 of Dhaene et al. (2002a) . For a non-decreasing function g : R → R, define its two generalized inverses as, for y ∈ R,
where we have followed the usual conventions inf ∅ = ∞ and sup ∅ = −∞. In particular, for a distribution function F , its inverse F ← (q) for 0 < q < 1 is the quantile function, as introduced in Subsection 3.1. As usual, we use f (x + 0) and f (x − 0) to mean the right and left limits of a function f at x, respectively. 
Proof. (a) Since g is non-decreasing, it is easy to see that, for every y ∈ g(R),
The first implication in (4.6) gives that P (g(X) ≤ y) ≥ P (X < g ← (y)). Hence,
Letting z = g ← (y) and noticing that this implies y ≤ g(z + 0), we have
where the last step is due to the fact that P (X ≤ F ← X (p)) ≥ p. Symmetrically, the second implication in (4.6) gives that
Letting z = g → (y) and noticing that this implies y ≥ g(z − 0), we have 11) where the third step is due to P (F ← X (p) < X ≤ d) = 0 and the last step due to the change of variables x = F ← X (t). This proves the implication. (b)=⇒(c): If p ∈ F X (R), which means that p = F X (d) for some d ∈ R, then the derivation of (4.11) is still valid and, hence, by (b), inequality (4.9) holds. Now let p ∈ (0, 1) − F X (R). Define d = F ← X (p), which is a discontinuity point of F , and define p 1 = P (X < d), p 2 = F X (d). Clearly, p 1 ≤ p < p 2 . In order to prove inequality (4.9) for this p, first look at p 1 and p 2 . Inequality (4.9) already holds for p 2 since p 2 ∈ F X (R). Choose a sequence d n ∈ F X (R), n ∈ N, approaching d = F ← X (p) from below and write q n = P (X ≤ d n ), n ∈ N, which approaches p 1 = P (X < d). By (4.11) and (b),
Clearly, F
