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When two inclusions get closer and their conductivities degenerate
to zero or inﬁnity, the gradient of the solution to the conductivity
equation blows up in general. In this paper, we show that the
solution to the conductivity equation can be decomposed into two
parts in an explicit form: one of them has a bounded gradient and
the gradient of the other part blows up. Using the decomposition,
we derive the best possible estimates for the blow-up of the
gradient. We then consider the case when the inclusions have
positive permittivities. We show quantitatively that in this case the
size of the blow-up is reduced.
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1. Introduction
The purpose of this paper is to establish optimal gradient estimates for solutions to the conductiv-
ity equation in the case where two adjacent conductivity inclusions are nearly touching. The problem
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the solution to the conductivity equation, when the inclusions are very close to each other.
The problem of estimating the gradient in the presence of closely located inclusions arises in
relation with the computation of electromagnetic ﬁelds in the presence of ﬁbers and estimates of the
stress in composite materials. In two dimensions, the conductivity model is the same as the anti-shear
modulus model of the ﬁber reinforced material.
Even though it is an early stage of investigation, some signiﬁcant progress has been made on the
problem. The blow-up of the gradient to the conductivity equation, or high stress concentration was
reported by Budiansky and Carrier [6] in stiff ﬁber-reinforced composites (see also [3,7,11]). How-
ever, if the conductivities of the inclusions stay away from 0 and ∞, it is shown by Bonnetier and
Vogelius [5] and Li and Vogelius [9] that the gradient is bounded. This result has been extended to el-
liptic systems by Li and Nirenberg [8]. Thus a remaining question is what happens if the conductivity
degenerates to 0 or ∞. Recently, Ammari et al. [1,2] considered the problem when the inclusions have
circular shapes and derived optimal pointwise estimates for the gradient. In particular, they showed
that the conductivity of the inclusions is either 0 or ∞, then the gradient blows up at the rate of
δ−1/2 where δ is the distance between inclusions. Yun [12,13] has extended this blow-up result when
inclusions are strictly convex in two dimensions and their conductivity is ∞. Bao et al. [4] recently
considered the problem in higher dimensions proving a surprising result that the optimal blow-up
rate is 1/(δ ln δ) in three dimensions. It should be noted that the inclusions considered in [4] are
perfect conductors (with inﬁnite conductivity) of convex shape. Lim and Yun [10] used a different
method to derive the same blow-up rate in three dimensions in the case when the inclusions are
perfectly conducting spheres. It is worth emphasizing that in all the above mentioned results the
conductivity of the inclusions is real, namely, the permittivity is zero.
In this paper, we reﬁne and extend the estimates in [1,2] to derive decompositions of the solution
to the conductivity equation which exhibits the blow-up phenomena more clearly. We also derive an
upper estimate of the gradient when the inclusions have non-vanishing permittivities. Our estimates
show that the presence of positive permittivities reduces the blow-up rate.
In order to explain the results of this paper better, it is necessary to review the results in [1,2]
in some detail. Even though these papers deal with circular inclusions with arbitrary radii, let us, for
the sake of clarity of the presentation, explain the results only restricted to inclusions with the same
radii. Let B1 and B2 be two disks of the same radius r, and let δ > 0 be the distance between them.
For a given harmonic function H in R2, we consider the following conductivity equation:
{
∇ · (σ∇u) = 0 in R2,
u(x) − H(x) = O (|x|−1) as |x| → ∞, (1.1)
where the conductivity distribution σ is given by
σ(x) =
⎧⎪⎨
⎪⎩
1, x ∈R2 \ B1 ∪ B2,
σ1, x ∈ B1,
σ2, x ∈ B2.
(1.2)
Here σ1 and σ2 are constants different from 1. When σ1 and σ2 are smaller than 1 and close to 0,
the following estimates were obtained in [1,2]. Let Ω be a domain containing B1 and B2. There are
constants C1 and C2 independent of δ, r, σ1 and σ2 such that
C1 infx∈I |∇H(x) · T |
σ1 + σ2 +
√
δ
r
 ‖∇u‖L∞(Ω\(B1∪B2)) 
C2‖∇H‖L∞(Ω)
σ1 + σ2 +
√
δ
r
, (1.3)
where I is the shortest line segment connecting B1 and B2 and T is a unit vector perpendicular to I .
The estimates (1.3) show that if infx∈I |∇H(x) · T | 	= 0 and σ1 = σ2 = 0 (the inclusions are insulated),
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∇u blows up. The upper bound shows that δ−1/2 is an optimal blow-up rate. It also shows that the
correct scale for this problem is δ/r and that if δ ≈ r, then ∇u does not blow up even if δ is small.
Even if (1.3) is optimal in some cases, there is a gap between the upper bound and the lower
bound in many other cases. For example, if H(x) = N · x where N is a unit vector orthogonal to T , or
more generally, if ∇H(x) · T = O (|x− P |) where P is the middle point of I , then left-hand side stays
bounded even if σ1, σ2 and δ tend to 0. But, the right-hand side of (1.3) tends to ∞ as σ1, σ2 and
δ tend to 0. One of the purposes of this paper is to remove the gap between the upper and lower
bounds.
In fact, we show that the solution u to (1.1) can be decomposed into
u = us + ur (1.4)
in an explicit way so that ∇ur is bounded while us satisﬁes
‖∇us‖L∞(Ω\(B1∪B2)) ≈
|∇H(P ) · T |
σ1 + σ2 +
√
δ
r
(1.5)
in the upper and lower bound sense. See the next section for precise statements of these results.
The reason why the electrical ﬁeld −∇u blows up when H(x) = T ·x is that while the current ﬂows
in the direction of T , it encounters two closely located insulated inclusions and hence it squeezes
into a narrow region whose smallest width is δ. Thus the total amount of the ﬂux in a small region
becomes very large. With this observation, one interesting physical situation comes under our investi-
gation. If the inclusions have positive permittivities, then some current ﬂows into the inclusions even
if they are insulated. In fact, this is a physical background of storage batteries. Therefore, one can
expect that if permittivities of the inclusions are positive, then the size of ∇u decreases. The sec-
ond purpose of this paper is to make quantitative estimates of ∇u when the permittivity is positive.
Roughly speaking, we show that u can be decomposed as (1.4) where ∇ur is bounded and
|∇us| C |∇H(P ) · T |
σ1 + σ2 +ω(1 + 2) +
√
δ
r
. (1.6)
Here ω is the frequency and 1, 2 are the permittivities of the inclusions. In view of (1.5), the esti-
mate (1.6) shows that the size of ∇u is reduced as much as ω(1 + 2).
This paper is organized as follows. In Section 2 we formulate the problems and present the results
of this paper in a more rigorous setting. In Section 3, we review some facts from [1,2] which will be
used to prove our results. The rest of the paper is devoted to the proofs.
2. Statements of the results
Let B1 and B2 be two circular inclusions embedded in R2, whose radii are r1 and r2, respectively.
The conductivity distribution is given by (1.2). Let us put
rmin :=min(r1, r2), rmax :=max(r1, r2), r∗ :=
√
(2r1r2)/(r1 + r2). (2.1)
We emphasize that if r1 = r2 = r, then r∗ = √r. Let X j , j = 1,2, be the point on ∂B j closest to the
other disk and let Xc be the middle point of X1 and X2. Put
δ := dist(B1, B2), (2.2)
as before.
The ﬁrst main result of this paper is the following decomposition of the solution to (1.1) which
yields optimal pointwise estimates of |∇u|.
2900 H. Ammari et al. / J. Differential Equations 247 (2009) 2897–2912Theorem 2.1. Suppose that σ1, σ2  1. Let u be the solution to (1.1), Ω a bounded set containing B1 and B2 ,
N a unit vector parallel to X1X2 , and T a unit vector perpendicular to N. Let us be the solution to (1.1) with
H replaced with Ht(x) = (∇H(Xc) · T )(x − Xc) · T and let ur be the solution to (1.1) with H replaced with
H − Ht so that u can be decomposed as
u = us + ur . (2.3)
Then the following estimates hold. There are constants C1 , C2 , C3 independent of σ1 , σ2 , r1 , r2 , δ such that
(i) |∇us|+(X j)| C1|∇H(Xc)·T |σ1+σ2+ r∗rmin
√
δ
, j = 1,2,
(ii) ‖∇us‖L∞(Ω)  C2|∇H(Xc)·T |σ1+σ2+ r∗rmax
√
δ
,
(iii) ‖∇ur‖L∞(Ω)  C3 .
In (i), the subscript + denotes the limit from outside B j .
When σ1, σ2  1, we have the following theorem.
Theorem 2.2. Suppose that σ1, σ2  1. Let us be the solution to (1.1) with H replaced with Hn(x) =
(∇H(Xc) · N)(x − Xc) · N and let ur be the solution to (1.1) with H replaced with H − Hn so that u can
be decomposed as
u = us + ur . (2.4)
Then the following estimates hold. There are constants C1 , C2 , C3 independent of σ1 , σ2 , r1 , r2 , δ such that
(i) |∇us|+(X j)| C1|∇H(Xc)·N|
σ−11 +σ−12 + r∗rmin
√
δ
, j = 1,2,
(ii) ‖∇us‖L∞(Ω)  C2|∇H(Xc)·N|
σ−11 +σ−12 + r∗rmax
√
δ
,
(iii) ‖∇ur‖L∞(Ω)  C3 .
We emphasize that (i) and (ii) of Theorem 2.1 and Theorem 2.2 are proved in [1,2], and (iii) is
new. In fact, it is proved in [1,2] that if σ1, σ2 > 1, then
C1 infX∈I |∇H(X) · N|
1− τ + (r∗/rmin)
√
δ

∣∣∇u|+(X j)∣∣, j = 1,2, (2.5)
and
‖∇u‖L∞(Ω)  C2‖∇H‖L∞(Ω)
1− |τ | + (r∗/rmax)
√
δ
, (2.6)
for some constants C1 and C2, where I is the line segment X1X2 and
λ j := σ j + 12(σ j − 1) , j = 1,2, and τ :=
1
4λ1λ2
. (2.7)
Since 1− τ ≈ σ−11 + σ−12 , we get (i) and (ii) of Theorem 2.2.
It is worth emphasizing that Theorems 2.1 and 2.2 have important implications in computing the
solution u to (1.1) when the conductivities of the inclusions degenerate. Because ∇u becomes very
large when δ tends to 0, we need to ﬁne meshes to compute u. However, Theorems 2.1 and 2.2 show
that we do not need to use ﬁne meshes in order to compute ur . On the other hand, we do need to
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analytically the solution us in a simple and closed form. For example, if B1 and B2 have the same
radii and conductivities, say B1 = ((−δ/2 − r,0), r) and B1 = ((δ/2 + r,0), r), then us , the solution
corresponding to H(x) = x2, is given by
us(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Im
∑∞
n=1
2a(1−σ )
(σ−1)+(σ+1)R2n [( z−az+a )n − ( z+az−a )n] + x2, x ∈R2 \ (B1 ∪ B2),
Im
∑∞
n=1 −4aR
2n
(σ−1)+(σ+1)R2n (
z+a
z−a )
n, x ∈ B1,
Im
∑∞
n=1 4aR
2n
(σ−1)+(σ+1)R2n (
z−a
z+a )
n, x ∈ B2,
where a := √δ(4r + δ)/2 and R := 2a+δ2a−δ .
The second main result of this paper concerns the case when the inclusions have positive permit-
tivities. Suppose that the permittivities of the inclusions B1 and B2 are given respectively by 1 and
2 while that of the background is 0, so that the permittivity proﬁle is given by
(x) =
⎧⎪⎨
⎪⎩
0, x ∈R2 \ (B1 ∪ B2),
1, x ∈ B1,
2, x ∈ B2,
(2.8)
where
0  j < ∞, j = 1,2.
For a harmonic function H := H1 + iH2 in R2, let u be the solution to the following complex
conductivity equation:
{∇ · ((σ + iω)∇u)= 0 in R2,
u(x) − H(x) = O (|x|−1), |x| → ∞, (2.9)
where ω is the frequency.
Using the same notation as in Theorem 2.1, we have the following theorem.
Theorem 2.3. Suppose that σ1, σ2  1. There are constants C1,C2 independent of σ1 , σ2 , 1 , 2 , r1 , r2 , δ,
such that
(i) ‖∇us‖L∞(Ω\(B1∪B2))  C2|∇H(X
c)·T |
σ1+σ2+ω(1+2)+ r∗rmax
√
δ
,
(ii) ‖∇ur‖L∞(Ω\(B1∪B2))  C3 .
Theorem 2.3 shows that when the conductivities are close to 0, the presence of a nonzero per-
mittivity helps to reduce the rate of the blow-up of the electrical ﬁeld. When σ1, σ2  1, namely the
conductivities are very high, the permittivity does not play much role and the result would be the
same as in Theorem 2.3.
3. Single layer representation of the solution
Estimates of this paper deeply depend on a representation formula of the solution to (1.1) in terms
of the single layer potentials, which were obtained in [2]. In this section we recall this formula and
the related notion.
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of B j is σ j for j = 1,2 as before, while that of the background is 1. The single layer potential SB j
on ∂B j , j = 1,2, is deﬁned as
SB j [ϕ](x) :=
1
2π
∫
∂B j
ln |x− y|ϕ(y)dσ(y), x ∈R2, ϕ ∈ L2(∂B j).
Let R j , j = 1,2, be the reﬂection with respect to ∂B j , i.e.,
R j(x) :=
r2j (x− c j)
|x− c j|2 + c j for x ∈R
2 \ B j.
We also deﬁne the reﬂection of a function f by
R j( f )(x) = f
(
R j(x)
)
, x ∈R2, j = 1,2.
The following lemma was obtained in [2].
Lemma 3.1. Suppose that B1 and B2 are disks. Then the solution to (1.1) is represented as
u(x) = H(x) + SB1 [ϕ1](x) + SB2 [ϕ2](x), x ∈R2, (3.1)
where ϕ j ∈ L20(∂B j), j = 1,2, are given by
ϕ1 = 1
λ1
∞∑
m=0
τm
∂
∂ν(1)
[
(R2R1)
m
(
I − 1
2λ2
R2
)
H
]∣∣∣
∂B1
,
ϕ2 = 1
λ2
∞∑
m=0
τm
∂
∂ν(2)
[
(R1R2)
m
(
I − 1
2λ1
R1
)
H
]∣∣∣
∂B2
. (3.2)
The series in (3.2) converge absolutely and uniformly.
Deﬁne g j , j = 1,2, by
g j(x) :=
r2j
|c j − x|2 . (3.3)
The following lemmas were obtained in [1] (see Eqs. (36) and (37), and Lemma 3.2 of [1]):
Lemma 3.2. For x ∈ ∂B1 , we have
∂
∂ν
[
(R2R1)
nH
]
(x) = ν(x) · (∇H)((R1R2)n(x)) n−1∏
i=0
g1
(
(R2R1)
i R2(x)
)
g2
(
(R1R2)
i(x)
)
,
∂
∂ν
[
(R2R1)
nR2H
]
(x) = ν˜(x) · (∇H)(R2(R1R2)n(x))g2(x) n∏ g2((R1R2)i(x))g1((R2R1)i−1R2(x)),i=1
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ν˜ := ν − 2 〈ν, c1 − c2〉|c1 − c2|2 (c1 − c2).
Lemma 3.3. For x ∈ ∂B2 , we have
∂
∂ν
[
(R1R2)
nH
]
(x) = ν(x) · (∇H)((R2R1)n(x)) n−1∏
i=0
g2
(
(R1R2)
i R1(x)
)
g1
(
(R2R1)
i(x)
)
,
∂
∂ν
[
(R1R2)
nR1H
]
(x) = ν˜(x) · (∇H)(R1(R2R1)n(x))g1(x) n∏
i=1
g1
(
(R2R1)
i(x)
)
g2
(
(R1R2)
i−1R1(x)
)
,
where ν is the unit vector, outward normal to ∂B2 and
ν˜ := ν − 2 〈ν, c1 − c2〉|c1 − c2|2 (c1 − c2).
We will also use the following lemma which was proved in [2].
Lemma 3.4. Let u be the solution of (1.1) and let H˜ be a harmonic conjugate to H. Let v be the solution to the
conductivity problem:
⎧⎪⎪⎨
⎪⎪⎩
∇ ·
(
1+
∑
j=1,2
(
1
σ j
− 1
)
χ(Bi)
)
∇v = 0 in R2,
v(x) − H˜(x) = O (|x|−1).
(3.4)
Then we have
∂u
∂T
= −∂v
∂ν
∣∣∣+ on ∂B j, j = 1,2.
4. Proof of Theorems 2.1 and 2.2
In this section, we prove Theorems 2.1 and 2.2. In fact, since Theorem 2.1 will follow from The-
orem 2.2 by a duality argument using Lemma 3.4 (see also [2]), we will concentrate on proving
Theorem 2.2.
4.1. Useful lemmas
Let g j , j = 1,2, be the function deﬁned by (3.3). It is proved in [1] that if δ is suﬃciently small,
then for all x ∈ B1, we have
g2
(
(R1R2)
n(x)
)

{
1, ∀n ∈N,
1
1+(r∗/rmax)
√
δ
, ∀n 8r∗√
δ
.
(4.1)
The following lemma reﬁnes (4.1).
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α1 := 2pr1
r1 + r2 , β :=
r2∗
q|r1 − z0| ,
where
p := 1+ (2κ)
−1
4+ κ−1 , q :=
4+ κ−1
1+ κ−1 .
Let x0 be a point in B1 other than X1 . Then there is a constant c0 independent of δ and x0 such that if
√
δ 
c0|X1 − x0|,
g2
(
(R1R2)
n(x0)
)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1 if n κr
2∗|X1−x0| ,
(1+ α1n+β )−2 if κr
2∗|X1−x0|  n
8r∗√
δ
,
1
1+(r∗/rmax)
√
δ
if n 8r∗√
δ
.
(4.2)
Proof. In view of (4.1) it suﬃces to prove the intermediate case in (4.2).
It is convenient to use complex variables so that we identify x with z = x1 + ix2. Without loss
of generality, let us assume c1 = 0 and c2 = r1 + r2 + δ so that X1 is identiﬁed with r1. Fix a point
z0(= x0) ∈ B1 with z0 	= r1, and let zn := (R1R2)n(z0) for n ∈N. Then we obtain the recurrence relation
zn+1 = r
2
1(zn − (r1 + r2 + δ))
(r1 + r2 + δ)(zn − (r1 + r2 + δ))+ r22
, n ∈N. (4.3)
Let ξ1 and ξ2 be the ﬁxed points of R1R2, i.e., the solutions of
z = r
2
1(z − (r1 + r2 + δ))
(r1 + r2 + δ)(z − (r1 + r2 + δ)) + r22
.
They can be calculated approximately as
ξ1 = r1 − r∗
√
δ + O (δ) and ξ2 = r1 + r∗
√
δ + O (δ). (4.4)
With these two ﬁxed points, (4.3) can be reformulated as
zn+1 − ξ1
zn+1 − ξ2 = γ
zn − ξ1
zn − ξ2 ,
where
γ := (r1 + r2 + δ)(r1 + r2 + δ − ξ2)− r
2
2
(r1 + r2 + δ)(r1 + r2 + δ − ξ1)− r22
. (4.5)
It then follows that
zn =
ξ1 − ξ2 z0−ξ1z0−ξ2 γ n
1− z0−ξ1 γ n . (4.6)z0−ξ2
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zn = r1(r1 − z0) + z0r∗
√
δ + (r1(z0 − r1) + z0r∗
√
δ)γ n + O (δ)
r1 − z0 + r∗
√
δ + (z0 − r1 + r∗
√
δ)γ n + O (δ)
= r1 − (r1 − z0)r∗
√
δ(1+ γ n)+ O (δ)
(r1 − z0)(1− γ n)+ r∗
√
δ(1+ γ n)
= r1 −
1+ O (
√
δ)
r1−z0
(1−γ n)
r∗
√
δ(1+γ n) +
1
r1−z0
. (4.7)
In view of (4.4) and (4.5), we have
γ = 1− 4
r∗
√
δ + O (δ).
Using the equality 1− γ n = (1− γ )(1+ γ + · · · + γ n−1), we obtain
(4− C√δ)n
r∗
γ n−1  (1− γ
n)√
δ
 (4+ C
√
δ)n
r∗
. (4.8)
If δ is suﬃciently small and n 8r∗√
δ
, then it follows that
γ n 
(
1− 5
r∗
√
δ
)n

(
1− 5
r∗
√
δ
) 8r∗√
δ
>
(
1
2e
)40
,
and hence
n
r2∗κ
<
(1− γ n)
r∗
√
δ(1+ γ n) 
(4+ κ−1)n
(1+ κ−1)r2∗
= qn
r2∗
.
Therefore, if κr
2∗|r1−z0|  n
8r∗√
δ
, we have
1
|r1 − z0| <
(1− γ n)
r∗
√
δ(1+ γ n) 
qn
(r∗)2
.
If
√
δ  c0|r1 − z0| for some small constant c0, it follows from (4.7) that
|r1 + r2 + δ − zn| =
∣∣∣∣r2 + 1−
O (
√
δ)
r1−z0
1
r1−z0 +
(1−γ n)
r∗
√
δ(1+γ n)
∣∣∣∣

∣∣∣∣r2 + 1−
O (
√
δ)
r1−z0
1
r1−z0 +
qn
(r∗)2
∣∣∣∣
 r2
∣∣∣∣1+
2pr1
r1+r2
r2∗ + n
∣∣∣∣.
q(r1−z0)
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g2(zn) = r
2
2
|r1 + r2 + δ − zn|2

∣∣∣∣1+
2pr1
r1+r2
r2∗
q(r1−z0) + n
∣∣∣∣
−2
.
Since r
2∗
q|r1−z0| <
κr2∗|r1−z0|  n, we get
g2(zn)
∣∣∣∣1+
2pr1
r1+r2
r2∗
q|r1−z0| + n
∣∣∣∣
−2
.
Thus the proof is complete. 
Changing the roles of B1 and B2, we obtain the next lemma.
Lemma 4.2. In addition to κ , β , p, q, put
α2 = 2pr2
(r1 + r2) .
Let x0 be a point in B2 other than X2 . If
√
δ  c0|X2 − x0|, then
g1
(
(R2R1)
n(x0)
)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1 if n κr
2∗|X2−x0| ,
(1+ α2n+β )−2 if κr
2∗|X2−x0|  n
8r∗√
δ
,
1
1+(r∗/rmax)
√
δ
if n 8r∗√
δ
.
(4.9)
Now we can obtain the following estimate.
Lemma 4.3. Let x0 ∈ B1 other than X1 . There are positive constants c0 and C independent of δ and x0 such
that if
√
δ  c0|X1 − x0|, then
∞∑
n=1
n∏
k=1
g2
(
(R1R2)
k(x0)
)
g1
(
(R2R1)
kR2(x0)
)
 C|X1 − x0| .
Proof. One can easily see that
|X1 − x0| < 2
(
1+ r1r−12
)∣∣R2(x0)− X2∣∣ (4.10)
for small δ > 0. Thus, if n 4κr1|X1−x0| , then
n > κr2∗ max
{|X1 − x0|−1, ∣∣R2(x0)− X2∣∣−1}.
It then follows from Lemmas 4.1 and 4.2 that if 4κr1|X −x |  n
8r∗√ ,1 0 δ
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(
(R1R2)
n(x0)
)
g1
(
(R2R1)
nR2(x0)
)

(
1+ α1
n+ β
)−2(
1+ α2
n+ β˜
)−2
,
where
β˜ := (r∗)
2
q|R2(x0) − X2| .
Put
βˆ := 4r1
q|X1 − x0| .
Then βˆ >max{β, β˜} by (4.10), and hence
g2
(
(R1R2)
n(x0)
)
g1
(
(R2R1)
nR2(x0)
)

(
1+ α1
n+ βˆ
)−2(
1+ α2
n+ βˆ
)−2

(
1+ 2p
n+ βˆ
)−2
=
(
n+ βˆ
n + βˆ + 2p
)2
.
Note that for any s with 12 < s < 2p, we have
n + βˆ  (n− 1+ βˆ + 2p)s(n + βˆ + 2p)1−s.
Therefore, for 4κr1|X1−x0|  n
8r∗√
δ
, we obtain
n∏
k=1
g2
(
(R1R2)
k(x0)
)
g1
(
(R2R1)
kR2(x0)
)

[
n∏
4κr1|X1−x0 |k
k − 1+ βˆ + 2p
k + βˆ + 2p
]2s

( 4κr1|X1−x0| + βˆ + 2p)2s
(n + βˆ + 2p)2s 
C βˆ2s
(n+ βˆ + 2p)2s .
Finally, using Lemma 4.1, we readily get
∞∑
n=1
n∏
k=1
g2
(
(R1R2)
k(x0)
)
g1
(
(R2R1)
kR2(x0)
)
=
( ∑
n<
4κr1|X1−x0 |
+
∑
4κr1|X1−x0 |n
8r∗√
δ
+
∑
n> 8r∗√
δ
) n∏
k=1
g2
(
(R1R2)
k(x0)
)
g1
(
(R2R1)
kR2(x0)
)
 C βˆ +
∞∑
n=1
C βˆ2s
|n+ βˆ + 2p|2s +
C βˆ2s
| 8r∗√
δ
− 1+ βˆ + 2p|2s
1
1− 1
(1+(r∗/rmax)
√
δ)2
 C1βˆ,
for some constant C1. Thus the proof of the lemma is completed. 
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Lemma 4.4. Let x0 ∈ B2 other than X2 . There are positive constants c0 and C independent of δ and x0 such
that if
√
δ  c0|X2 − x0|, then
∞∑
n=1
n∏
k=1
g1
(
(R2R1)
k(x0)
)
g2
(
(R1R2)
kR1(x0)
)
 C|X2 − x0| .
Using (4.10), we have, for all x ∈ B1,
∞∑
n=1
n∏
k=1
g1
(
(R2R1)
k(x)
)
g2
(
(R1R2)
kR1(x)
)
 8r∗√
δ
+ 1
1− 1
(1+(r∗/rmax)
√
δ)2
 C√
δ
,
and similarly, for all x ∈ B2,
∞∑
n=1
n∏
k=1
g2
(
(R1R2)
k(x)
)
g1
(
(R2R1)
kR2(x)
)
 C√
δ
.
Combining this estimate with Lemmas 4.3 and 4.4 we have the following lemma.
Lemma 4.5. For all x ∈ B1 , we have
∞∑
n=1
n∏
k=1
g1
(
(R2R1)
k(x)
)
g2
(
(R1R2)
kR1(x)
)
 C|x− Xc| + √δ ,
and for all x ∈ B2 , we have
∞∑
n=1
n∏
k=1
g2
(
(R1R2)
k(x)
)
g1
(
(R2R1)
kR2(x)
)
 C|x− Xc| + √δ .
4.2. Proof of Theorem 2.2(iii)
We still assume that c1 = 0 and c2 = r1 + r2 + δ.
Theorem 4.6. Suppose σ1, σ2 > 1. Let u be the solution to (1.1)with H(x) = x2 . Then there exists a constant C ,
independent of σ1 , σ2 , and δ, such that
‖∇u‖L∞(R2)  C .
Proof. Since the second component of normal vector at x ∈ ∂B1 ∪ ∂B2 satisﬁes
ν2(x) ≈
∣∣x− Xc∣∣,
we have
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λ1
∞∑
n=1
n∏
k=1
g2
(
(R1R2)
k(x)
)
g1
(
(R2R1)
kR2(x)
)
ν2 
C
λ1
,
|ϕ2| C
λ2
∞∑
n=1
n∏
k=1
g1
(
(R2R1)
k(x)
)
g2
(
(R1R2)
kR1(x)
)
ν2 
C
λ2
.
Therefore,
∥∥∥∥∂u∂ν
∣∣∣+
∥∥∥∥
L∞(∂B j)
=
∣∣∣∣λ j + 12
∣∣∣∣‖ϕ j‖L∞(∂B j)  C .
Let v be the solution to⎧⎪⎪⎨
⎪⎪⎩
∇ ·
(
1+
∑
j=1,2
(
σ−1j − 1
)
χ(Bi)
)
∇v = 0 in R2,
v(x) − x1 = O
(|x|−1).
(4.11)
Then there exist ϕ˜ j , j = 1,2, such that
v(x) = x1 + SB1 [ϕ˜1](x) + SB2 [ϕ˜2](x), x ∈R2. (4.12)
If σ1, σ2 > 1, we have, using Lemma 3.4,
∥∥∥∥ ∂u∂T
∥∥∥∥
L∞(∂B j)
=
∥∥∥∥∂v∂ν
∣∣∣+
∥∥∥∥
L∞(∂B j)
=
∣∣∣∣−λ j + 12
∣∣∣∣‖ϕ˜ j‖L∞(∂B j)

C |λ j − 12 |
1− 14λ1λ2 + r∗
√
δ
rmax
 C .
By the maximum principle, we get
‖∇u‖L∞(R2)  ‖∇u|+‖L∞(∂B1∪∂B2) + ‖∇u|−‖L∞(∂B1∪∂B2) + ‖∇H‖L∞(R2)
 2‖∇u|+‖L∞(∂B1∪∂B2) + ‖∇H‖L∞(R2)  C .
This completes the proof. 
Theorem 4.7. Suppose that H satisﬁes |∇H(x)| = O (|x− Xc|). Let u be the solution to (1.1). Then there exists
a constant C , independent of σ1 , σ2 , and δ, such that
‖∇u‖L∞(Ω)  C .
Proof. Using (4.7), we have
∣∣[∇H]((R1R2)n(x))∣∣ C ∣∣(R1R2)n(x) − Xc∣∣ C ∣∣x− Xc∣∣,
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∣∣[∇H](R2(R1R2)n(x))∣∣ C ∣∣R2(R1R2)n(x) − Xc∣∣ C ∣∣R2(x) − Xc∣∣ C ∣∣x− Xc∣∣.
Therefore,
∣∣ϕ1(x)∣∣ C|λ1|
∞∑
n=1
n∏
k=1
g2
(
(R1R2)
k(x)
)
g1
(
(R2R1)
kR2(x)
)∣∣x− Xc∣∣ C|λ1| , ∀x ∈ ∂B1,
∣∣ϕ2(x)∣∣ C|λ2|
∞∑
n=1
n∏
k=1
g1
(
(R2R1)
k(x)
)
g2
(
(R1R2)
kR1(x)
)∣∣x− Xc∣∣ C|λ2| , ∀x ∈ ∂B2,
and
∥∥∥∥∂u∂ν
∣∣∣±
∥∥∥∥
L∞(∂B j)
=
∣∣∣∣λ j ± 12
∣∣∣∣‖ϕ j‖L∞(∂B j)  C, j = 1,2.
If H˜ is a harmonic conjugate of H , then it also satisﬁes
∣∣∇ H˜(x)∣∣= ∣∣∇H(x)∣∣= O (∣∣x− Xc∣∣).
Lemma 3.4 yields
∥∥∥∥ ∂u∂T
∥∥∥∥
L∞(∂B1∪∂B2)
 C .
By the maximum principle, it follows that
‖∇u‖L∞(Ω)  ‖∇u|±‖L∞(∂B1∪∂B2) + ‖∇H‖L∞(Ω) +
∥∥∇(u − H)∥∥L∞(∂Ω)  C .
This completes the proof. 
5. Proof of Theorem 2.3
We ﬁrst note that the solution u to (2.9) also has a representation (3.1) with ϕ j deﬁned by (3.2)
and
λ j := σ j + iω j + 12(σ j + iω j − 1) , j = 1,2, and τ :=
1
4λ1λ2
. (5.1)
One can prove (ii) in Theorem 2.3 in the same way as (iii) in Theorem 2.2.
By the same method of derivation of (2.6) in [1], one can also show the same estimate for the case
with positive permittivities. Since 1− |τ | ≈ σ1 + σ2 −ω(1 + 2), we have
‖∇us‖L∞(Ω\(B1∪B2)) 
C |∇H(Xc) · T |
σ1 + σ2 −ω(1 + 2) + r∗rmax
√
δ
. (5.2)
We will prove the following lemma.
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‖∇us‖L∞(Ω\(B1∪B2)) 
C |∇H(Xc) · T |
ω(1 + 2) . (5.3)
One can easily see that (i) of Theorem 2.3 follows from (5.2) and (5.3).
In order to prove Lemma 5.1, we need the following result.
Lemma 5.2. Let {an} be a positive decreasing sequence and 0< θ < π2 . Then we have∣∣∣∣∣
m∑
n=1
ane
inθ
∣∣∣∣∣ 2πa1θ (5.4)
for all integers m > 0.
Proof. Using the fact that |∑mk=1 eikθ | 2πθ for all integers m > 0, we immediately obtain
∣∣∣∣∣
m∑
n=1
ane
inθ
∣∣∣∣∣=
∣∣∣∣∣
m−1∑
n=1
(an − an+1)
(
n∑
k=1
eikθ
)
+ am
(
m∑
k=1
eikθ
)∣∣∣∣∣
 2π
θ
(
m−1∑
n=1
(an − an+1) + am
)
 2πa1
θ
.
This completes the proof. 
Proof of Lemma 5.1. As in the proof of Theorem 4.6, one can see that
∥∥∥∥∂us∂ν
∣∣∣±
∥∥∥∥
L∞(∂B j)
=
∣∣∣∣λ j ± 12
∣∣∣∣‖ϕ j‖L∞(∂B j)  C ∣∣∇H(Xc) · T ∣∣, j = 1,2.
Let H˜(x) := (∇H(Xc) · T )(x · N). By Lemma 3.4, we have
∥∥∥∥∂us∂T
∥∥∥∥
L∞(∂B j)
=
∣∣∣∣λ j − 12
∣∣∣∣‖ϕ˜ j‖L∞(∂B j), j = 1,2,
where
ϕ˜1 = 1
λ1
∞∑
m=0
τm
∂
∂ν(1)
[
(R2R1)
m
(
I + 1
2λ2
R2
)
H˜
]∣∣∣
∂B1
,
ϕ˜2 = 1
λ2
∞∑
m=0
τm
∂
∂ν(2)
[
(R1R2)
m
(
I + 1
2λ1
R1
)
H˜
]∣∣∣
∂B2
.
Let us write τ = |τ |eiθ . Since
τ = 1− (σ1 + iω1) − (σ2 + iω2) + O
(
σ 21 + σ 22 + (ω1)2 + (ω2)2
)
,
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1
2λ2
R2)H˜]|∂B1 is a positive decreasing sequence. It then follows from Lemma 5.2 that
‖ϕ˜ j‖L∞(∂B j) 
C |∇H(Xc) · T |
|λ j|ω(1 + 2) , j = 1,2.
Therefore, we have
∥∥∥∥∂us∂T
∥∥∥∥
L∞(∂B j)
 C |∇H(X
c) · T |
ω(1 + 2) .
By the maximum principle, we arrive at (5.3), and the proof is complete. 
References
[1] H. Ammari, H. Kang, H. Lee, J. Lee, M. Lim, Optimal estimates for the electric ﬁeld in two dimensions, J. Math. Pures
Appl. 88 (2007) 307–324.
[2] H. Ammari, H. Kang, M. Lim, Gradient estimates for solutions to the conductivity problem, Math. Ann. 332 (2) (2005)
277–286.
[3] I. Babus˘ka, B. Andersson, P. Smith, K. Levin, Damage analysis of ﬁber composites. I. Statistical analysis on ﬁber scale,
Comput. Methods Appl. Mech. Engrg. 172 (1999) 27–77.
[4] E. Bao, Y.Y. Li, B. Yin, Gradient estimates for the perfect conductivity problem, Arch. Ration. Mech. Anal. 193 (2009) 195–
226.
[5] E. Bonnetier, M. Vogelius, An elliptic regularity result for a composite medium with touching ﬁbers of circular cross-section,
SIAM J. Math. Anal. 31 (2000) 651–677.
[6] B. Budiansky, G.F. Carrier, High shear stresses in stiff ﬁber composites, J. Appl. Mech. 51 (1984) 733–735.
[7] J.B. Keller, Stresses in narrow regions, Trans. ASME J. Appl. Mech. 60 (1993) 1054–1056.
[8] Y.Y. Li, L. Nirenberg, Estimates for elliptic systems from composite material, Comm. Pure Appl. Math. LVI (2003) 892–925.
[9] Y.Y. Li, M. Vogelius, Gradient estimates for solutions to divergence form elliptic equations with discontinuous coeﬃcients,
Arch. Ration. Mech. Anal. 153 (2000) 91–151.
[10] M. Lim, K. Yun, Blow-up of electric ﬁelds between closely spaced spherical perfect conductors, Comm. Partial Differential
Equations, in press.
[11] X. Markenscoff, Stress ampliﬁcation in vanishing small geometries, Comput. Mech. 19 (1996) 77–83.
[12] K. Yun, Estimates for electric ﬁelds blown up between closely adjacent conductors with arbitrary shape, SIAM J. Appl.
Math. 67 (3) (2007) 714–730.
[13] K. Yun, Optimal bound on high stresses occurring between stiff ﬁbers with arbitrary shaped cross sections, J. Math. Anal.
Appl. 350 (1) (2009) 306–312.
