In this paper, we investigate the problem of nonparametric monotone frontier estimation from the perspective of extreme value theory. This enables us to revisit the asymptotic theory of the popular free disposal hull estimator in a more general setting, to derive new and asymptotically Gaussian estimators and to provide useful asymptotic confidence bands for the monotone boundary function. The finite-sample behavior of the suggested estimators is explored via Monte Carlo experiments. We also apply our approach to a real data set based on the production activity of the French postal services.
Introduction
In production theory and efficiency analysis, there is sometimes the need to estimate the boundary of a production set (the set of feasible combinations of inputs and outputs). This boundary (the production frontier) represents the set of optimal production plans so that the efficiency of a production unit (a firm, for example) is obtained by measuring the distance from this unit to the estimated production frontier. Parametric approaches rely on parametric models for the frontier and the underlying stochastic process, whereas nonparametric approaches offer much more flexible models for the data-generating process (see, for example, [4] for recent surveys on this topic).
Formally, in this paper, we consider technologies where x ∈ R p + , a vector of production factors (inputs) is used to produce a single quantity (output) y ∈ R + . The attainable production set is then defined, in standard microeconomic theory, as T = {(x, y) ∈ R p + × R + | x can produce y}. Assumptions are usually made on this set, such as free disposability of inputs and outputs, meaning that if (x, y) ∈ T, then (x ′ , y ′ ) ∈ T for any (x ′ , y ′ ) such that x ′ ≥ x (this inequality must be understood componentwise) and y ′ ≤ y. To the extent that the efficiency of a firm is a concern, the boundary of T is of interest. The efficient boundary (or production frontier ) of T is the locus of optimal production plans (maximal achievable output for a given level of inputs). In our setup, the production frontier A. Daouia, J.-P. Florens and L. Simar is represented by the graph of the production function φ(x) = sup{y | (x, y) ∈ T}. The economic efficiency score of a firm operating at the level (x, y) is then given by the ratio φ(x)/y.
Cazals et al. [2] proposed a probabilistic interpretation of the production frontier. Let T be the support of the joint distribution of a random vector (X, Y ) ∈ R p + × R + and let (Ω, A, P) be the probability space on which the vector of inputs X and the output Y are defined. The distribution function of (X, Y ) can be denoted F (x, y) and F (·|x) = F (x, ·)/F X (x) will be used to denote the conditional distribution function of Y given X ≤ x, with F X (x) = F (x, ∞) > 0. It has been proven in [2] that ϕ(x) = sup{y ≥ 0 | F (y|x) < 1} is a monotone non-decreasing function with x. So, for all x ′ ≥ x with respect to the partial order, ϕ(x ′ ) ≥ ϕ(x). The graph of ϕ is the smallest non-decreasing surface which is greater than or equal to the upper boundary of T. Further, it has been shown that under the free disposability assumption, ϕ ≡ φ, that is, the graph of ϕ coincides with the production frontier.
Since T is unknown, it must be estimated from a sample of i.i.d. firms X n = {(X i , Y i ) | i = 1, . . . , n}. The free disposal hull (FDH) T FDH = {(x, y) ∈ R p+1 + | y ≤ Y i , x ≥ X i , i = 1, . . . , n} of X n was introduced by [7] . The resulting FDH estimator of ϕ(x) iŝ ϕ 1 (x) = sup{y ≥ 0 |F (y|x) < 1} = max i : Xi≤x Y i , whereF (y|x) =F n (x, y)/F X (x) withF n (x, y) = (1/n) n i=1 ½(X i ≤ x, Y i ≤ y) and F X (x) =F n (x, ∞). This estimator represents the lowest monotone step function covering all of the data points (X i , Y i ). The asymptotic behavior ofφ 1 (x) was first derived by [13] for the consistency and by [12, 14] for the asymptotic sampling distribution. To summarize, under regularity conditions, the FDH estimatorφ 1 (x) is consistent and converges to a Weibull distribution with some unknown parameters. In Park et al. [14] , the obtained convergence rate n −1/(p+1) requires that the joint density of (X, Y ) has a jump at its support boundary. In addition, the estimation of the parameters of the Weibull distribution requires the specification of smoothing parameters and the resulting procedure has very poor accuracy. In Hwang et al. [12] , the convergence ofφ 1 (x) to the Weibull distribution was established in a general case where the density of (X, Y ) may decrease to zero or increase toward infinity at a speed of power β (β > −1) of the distance from the frontier. They obtain the convergence rate n −1/(β+2) and extend the particular result of Park et al. [14] where β = 0, but their result is only derived in the simple case of one-dimensional inputs (p = 1), which may be of less interest in practice.
In this paper, we first analyze the properties of the FDH estimator from an extreme value theory perspective. In doing so, we generalize and extend the results of Park et al. [14] and Hwang et al. [12] in at least three directions. First, we provide the necessary and sufficient condition for the FDH estimator to converge in distribution and we specify the asymptotic distribution with the appropriate rate of convergence. We also provide a limit theorem for moments in a general framework. Second, we show how the unknown parameter ρ x > 0, involved in the necessary and sufficient extreme value conditions, is linked to the dimension p + 1 of the data and to the shape parameter β > −1 of the joint density: in the general setting where p ≥ 1 and β = β x may depend on x, we obtain, under a convenient regularity condition, the general convergence rate n −1/ρx = n −1/(βx+p+1) of the FDH estimatorφ 1 (x). Third, we suggest a strongly consistent and asymptotically normal estimator of the unknown parameter ρ x of the asymptotic Weibull distribution of ϕ 1 (x). This also answers the important question of how to estimate the shape parameter β x of the joint density of (X, Y ) when it approaches the frontier of the support T.
By construction, the FDH estimator is very non-robust to extremes. Recently, Aragon et al. [1] constructed an original estimator of ϕ(x), which is more robust thanφ 1 (x), but which keeps the same limiting Weibull distribution asφ 1 (x) under the restrictive condition β = 0. In this paper, we provide further insights and generalize their main result. We also suggest attractive estimators of ϕ(x) converging to a normal distribution, which appear to be robust to outliers. The paper is organized as follows. Section 2 presents the main results of the paper. Section 3 illustrates how the theoretical asymptotic results behave in finite-sample situations and gives an example with a real data set on the production activity of the French postal services. Section 4 concludes the paper, with proofs deferred for the Appendix.
The main results
From now on, we assume that x ∈ R p + such that F X (x) > 0 and will denote by ϕ α (x) and ϕ α (x), respectively, the α-quantiles of the distribution function F (·|x) and its empirical versionF (·|x),
with α ∈ ]0, 1]. When α ↑ 1, the conditional quantile ϕ α (x) tends to ϕ 1 (x), which coincides with the frontier function ϕ(x). Likewise,φ α (x) tends to the FDH estimatorφ 1 (x) of ϕ(x) as α ↑ 1.
Asymptotic Weibull distribution
We first derive the following interesting results on the problem of convergence in distribution of suitably normalized maxima b
). We will denote by Γ(·) the gamma function. 
then G x (y) coincides with Ψ ρx (y) = exp{−(−y) ρx } with support ]−∞, 0] for some ρ x > 0.
(ii) There exists b n > 0 such that b
In this case, the norming constants b n can be chosen as
x ) for all integers k ≥ 1 and
(L x being slowly varying) and so the extreme value condition (2.2) holds if and only if we have the following representation:
In the particular case where L x ({ϕ(x) − y} −1 ) = ℓ x is a strictly positive function in x, it is shown in the next corollary that b n ∼ (nℓ x ) −1/ρx . From now on, a random variable W is said to follow the distribution Weibull(1, ρ x ) if W ρx is exponential with parameter 1.
Remark 2.2. Park et al. [14] and Hwang et al. [12] have obtained similar results under more restrictive conditions. Indeed, a unified formulation of the assumptions used in [12, 14] can be expressed as
where f (x, y) is the joint density of (X, Y ), β is a constant satisfying β > −1 and c x is a strictly positive function in x. Under the restrictive condition that f is strictly positive on the frontier (that is, β = 0), Park et al. [14] , among others, have obtained the limiting Weibull distribution of the FDH estimator with the convergence rate n −1/(p+1) . When β may be non-null, Hwang et al. [12] have obtained the asymptotic Weibull distribution with the convergence rate n −1/(β+2) in the simple case p = 1 (here, it is also assumed that (2.4) holds uniformly in a neighborhood of the point at which we want to estimate ϕ(·), and that this frontier function is strictly increasing in that neighborhood and satisfies a Lipschitz condition of order 1). In the general setting where p ≥ 1 and β = β x > −1 may depend on x, we have the following, more general, result, which involves the link between the tail index ρ x , the data dimension p + 1 and the shape parameter β x of the joint density near the boundary.
Corollary 2.2. If the condition of Corollary 2.1 holds with F (x, y) being differentiable near the frontier (that is, ℓ x > 0, ρ x > p and ϕ(x) are differentiable in x with first partial derivatives of ϕ(x) being strictly positive), then (2.4) holds with β = β x = ρ x − (p + 1) and we have
Remark 2.3. We assume the differentiability of the functions ℓ x , ρ x with ρ x > p and ϕ(x) in order to ensure the existence of the joint density near its support boundary. We distinguish between three different behaviors of this density at the frontier point (x, ϕ(x)) ∈ R p+1 based on how the value of ρ x compares to the dimension (p + 1): when ρ x > p + 1, the joint density decays to zero at a speed of power ρ x − (p + 1) of the distance from the frontier; when ρ x = p + 1, the density has a sudden jump at the frontier; when ρ x < p + 1, the density increases toward infinity at a speed of power ρ x − (p + 1) of the distance from the frontier. The case ρ x ≤ p + 1 corresponds to sharp or fault-type frontiers.
Remark 2.4. As an immediate consequence of Corollary 2.2, when p = 1 and β x = β (or, equivalently, ρ x = ρ) does not depend on x, we obtain the convergence in distribution of the FDH estimator, as in Hwang et al. [12] (see Remark 2.2), with the same convergence rate n −1/(β+2) (in the notation of [12] , Theorem 1,
). In the other particular case where the joint density is strictly positive on the frontier, we achieve the best rate of convergence n −1/(p+1) , as in Park et al. [14] (in the notation of Theorem 3.1 in [14] 
Note, also, that the condition (2.4) with β = β x > −1 (as in Corollary 2.2) has been considered by [8, 10, 11] . In Section 2.3, we answer the important question of how to estimate the shape parameter β x in (2.4) or, equivalently, the regular variation exponent ρ x in (2.2).
As an immediate consequence of Theorem 2.1(iii) in conjunction with Corollary 2.2, we obtain
This extends the limit theorem of moments of Park et al. ([14] , Theorem 3.3) to the more general setting where β x may be non-null. Likewise, Hwang et al. ([12] , Remark 1) provide (2.5) only for k ∈ {1, 2}, p = 1 and β x = β. The result (2.5) also reflects the well-known curse of dimensionality from which the FDH estimatorφ 1 (x) suffers as the number p of inputs-usage increases, as pointed out earlier by Park et al. [14] in the particular case where β x = 0.
Robust frontier estimators
By an appropriate choice of α as a function of n, Aragon et al. [1] have shown thatφ α (x) estimates the full frontier ϕ(x) itself and converges to the same Weibull distribution as the FDHφ 1 (x) under the restrictive conditions of [14] . The next theorem provides further insights and generalizes their main result.
Theorem 2.2.
(ii) Suppose that the upper bound of the support of Y is finite. If b
Remark 2.5. Whenφ 1 (x) converges in distribution, the estimatorφ αn (x), for α n := 1 − k/nF X (x) < 1 (that is, k = 1, 2, . . . , in Theorem 2.2(i)), estimates ϕ(x) itself and also converges in distribution, with the same scaling, but a different limit distribution (here, nb
−→ ∞). To recover the same limit distribution as the FDH estimator, it suffices to require that α n → 1 rapidly so that nb under the restrictive assumption that the density of (X, Y ) is strictly positive on the frontier. Note, also, that the estimateφ αn does not envelop all of the data points providing a robust alternative to the FDH frontierφ 1 ; see [3] for an analysis of its quantitative and qualitative robustness properties.
Conditional tail index estimation
The important question of how to estimate ρ x from the multivariate random sample X n is very similar to the problem of estimating the so-called extreme value index, which is based on a sample of univariate random variables. An attractive estimation method has been proposed by [15] , which can be easily adapted to our conditional approach: let k = k n be a sequence of integers tending to infinity and let k/n → 0 as n → ∞. A Pickands-type estimate of ρ x can be derived aŝ
The following result is particularly important since it allows the hypothesis ρ x > 0 to be tested and will later be employed to derive asymptotic confidence intervals for ϕ(x).
, has a positive derivative and that there exists a positive function A(·) such that for
, for either choice of the sign (Π-variation, which will in the sequel be denoted by:
Remark 2.6. Note that the second order regular variation conditions (iii) and (iv) of Theorem 2.3 are difficult to check in practice, which makes the theoretical choice of the sequence {k n } a hard problem. In practice, in order to choose a reasonable estimatê ρ x (k n ) of ρ x , one can construct the plot ofρ x , consisting of the points
, and select a value of ρ x at which the obtained graph looks stable. This technique is known as the Pickands plot in the univariate extreme value literature (see, for example, [17] and the references therein, Section 4.5, pages 93-96). This is this kind of idea which guides the automatic data-driven rule we suggest in Section 3.
We can also easily adapt the well-known moment estimator for the index of a univariate extreme value distribution (Dekkers et al. [6] ) to our conditional setup. Define
We can then define the moment-type estimator for the conditional regular-variation exponent ρ x asρ
has, asymptotically, a normal distribution with mean zero and variance
Remark 2.7. Note that the Π-variation condition ±t
, and that this equivalent regular-variation condition implies that ±t 1/ρx {ϕ(x) − U (t)} ∈ Π, according to [16] , Proposition 0.11(a), with auxiliary function B(t) = ±t(t 1/ρx {ϕ(x) − U (t)}) ′ . Hence, the condition of Theorem 2.3(iii) implies that of Theorem 2.4(iii). Note, also, that a result similar to Theorem 2.4(iii) can be stated under the conditions of Theorem 2.3(iv).
Asymptotic confidence intervals
The next theorem enables the construction of confidence intervals for ϕ(x) and for high quantile-type frontiers ϕ 1−pn/FX (x) (x) when p n → 0 and np n → ∞.
(ii) Suppose that the conditions of Theorem 2.3(iii) or (iv) hold, and definê
(iii) Suppose that the conditions of Theorem 2.3(iii) or (iv) hold, and definẽ
Remark 2.8. Note that Theorem 2.5(ii) is still valid if the estimateρ x is replaced by the true value ρ x , up to a change of the asymptotic variance. It is easy to see that
and so the estimatorφ * 1 (x) of ϕ(x) is asymptotically more efficient than ϕ * 1 (x). We also conclude from (2.7) thatφ * 1 (x) andφ * 1 (x) have the same rate of convergence, namely nU
Note, also, that in this particular case, the condition of Theorem 2.5(i) holds, that is,
However, the conditions of Theorem 2.3(iii) and (iv) do not hold since both functions
Nevertheless, the conclusions of Theorem 2.3(iii) and (iv) hold in this case for all sequences k n → ∞ satisfying kn n → 0. The same is true for the conclusion of Theorem 2.5(ii). Theorem 2.6. If the condition of Corollary 2.1 holds, k n → ∞ and k n /n → 0 as n → ∞, then
Remark 2.9. The optimization of the asymptotic mean-squared error of ϕ 1−(kn−1)/(nFX (x)) (x) is not an appropriate criteria for selecting the optimal k n since the resulting value of k n does not depend on n.
We shall now construct asymptotic confidence intervals for both ϕ(x) and ϕ 1−pn/FX (x) (x), using the sums M
n and M
n .
Theorem 2.7.
(i) Under the conditions of Theorem 2.5(i),
where
(ii) Suppose that the conditions of Theorem 2.4(iii) hold and that U (·) has a regularly varying derivative U ′ ∈ RV −ρx . Define the moment estimatorφ(x) =
.
Examples
Example 2.1. We consider the case where the support frontier is linear. We choose (X, Y ) uniformly distributed over the region
In this case (see, for example, [3] ), it is easy to see that ϕ(x) = x and
. Thus, L x (·) = ℓ x = 1 and ρ x = 2 for all x. Therefore, the conclusions of all Theorems 2.1-2.6 hold (see Remark 2.8).
Example 2.2. We now choose a nonlinear monotone upper boundary given by the Cobb-Douglas model Y = X 1/2 exp(−U ), where X is uniform on [0, 1] and U , independent of X, is exponential with parameter λ = 3 (see, for example, [3] ). Here, the frontier function is ϕ(x) = x 1/2 and the conditional distribution function is F (y|x) = 3x −1 y 2 − 2x −3/2 y 3 for 0 < x ≤ 1 and 0 ≤ y ≤ ϕ(x). It is then easily seen that the extreme value condition (2.2) or, equivalently, (2.3) holds with ρ x = 2 and
3 for all x ∈ ]0, 1] and z > 0.
Finite-sample performance
The simulation experiments of this section illustrate how the convergence results work in practice. We also apply our approach to a real data set on the production activity of the French postal services.
Monte Carlo experiment
We will simulate 2000 samples of size n = 5000 according the scenario of Example 2.1 above. Here, ϕ(x) = x and ρ x = 2. Denote by N x = nF X (x) the number of observations (X i , Y i ) with X i ≤ x. By construction of the estimatorsρ x andφ * 1 (x), the threshold k n (x) can vary between 1 and N x /4. For the estimator with known ρ x andφ * 1 (x), k n (x) is bounded by N x /2 and, finally, for the moment estimatorsρ x andφ(x), the upper bound for k n (x) is given by N x − 1. So, in our Monte Carlo experiments for the Pickands estimator, k n (x) was selected on a grid of values determined by the observed value of N x .
We will first comment on the results obtained for the Pickands estimators and for the estimator of ϕ(x) obtained with the knowledge that ρ x = p + 1 = 2 (the jump of the joint density of (X, Y ) at the frontier); these results are displayed in Tables 1 and  2 . We observe that the Pickands estimatesρ x andφ * 1 (x) behave much better when the sample size N x increases, although the convergence is rather slow. In contrast, even with the smallest sample size N x (for x = 0.25), the estimatorφ * 1 (x) computed with the true value of ρ x = 2 provides remarkable estimates of ϕ(x) and is rather stable with respect to the choice of k n (x). We see the improvement ofφ * 1 (x) over the FDH in terms of the bias, without significantly increasing the MSE. The achieved coverages of the normal confidence intervals obtained fromφ * 1 (x) are also quite satisfactory and much easier to derive than those obtained from the FDH estimator. As soon as N x is greater than 1000, all of the estimators provide reasonably good confidence intervals of the corresponding unknown, with quite good achieved coverages. In these cases (N x ≥ 1000), we also observe some stability of the results with respect to the choice of k n (x).
We now turn to the performances of the moment estimatorsρ x andφ(x). The results are displayed in Table 3 . Note that we used the same seed in the Monte Carlo experiments as the one used for the preceding tables. Compared with the Pickands estimatorsρ x and ϕ * 1 (x), we observe here much more reasonable results in terms of the bias and MSE of the estimatorsρ x andφ(x). In addition, when N x increases, the results are much less sensitive to the choice of k n (x) than for the Pickands estimators. We also observe that the most favorable values of k n (x) for estimating ρ x and ϕ(x) are not necessarily in the same range of values. We note that the confidence intervals for ρ x achieve quite reasonable coverage as soon as N x is greater than, say, 1000. However, the results for the confidence intervals of ϕ(x) obtained from the moment estimatorφ(x) are very poor, even when N x is as large as 5000. A more detailed analysis of the Monte Carlo results allows us to conclude that this comes from an under-evaluation of the asymptotic variance ofφ(x) given in Theorem 2.7. Indeed, in most of the cases, the Monte Carlo standard deviation ofφ(x) was larger than the asymptotic theoretical expression by a factor of the order 2-5 when N x equalled 1250, and by a factor of the order 1.3-1.7 when it equalled 5000. So, the poor behavior seems to improve slightly when N x increases, but at a very slow rate.
We could say that using the Pickands estimatorsρ x andφ * 1 (x) is only reasonable in our setup when N x is larger than, say, 1000. These estimators are highly sensitive to the choice of k n (x). The moment estimatorsρ x andφ(x) have a much better behavior in terms of bias and MSE, and a greater stability with respect to the choice of k n (x), even for moderate sample sizes. When N x is very large (N x = 5000),ρ x andφ * 1 (x) become more accurate than the moment estimators. On the other hand, the confidence intervals of ρ x constructed from the asymptotic distribution ofρ x provide more satisfactory results than those derived from the limit distribution ofρ x for large values of N x , say, N x ≥ 1000. For inference purposes on the frontier function itself, the estimate of the asymptotic variance of the moment estimatorφ(x) does not provide reliable confidence intervals, even for relatively large values of N x . In the latter case, it would be better to use the confidence intervals obtained from the asymptotic distribution of the Pickands estimatorφ * So, in terms of bias and MSE computed over the 2000 random replications, as well as the average lengths and the achieved coverages of the 95% asymptotic confidence intervals, the moment estimators of ρ x and ϕ(x) are sometimes preferable to the Pickands estimators and sometimes not. It is difficult to imagine one procedure being preferable in all contexts. Hence, a sensible practice is not to restrict the frontier analysis to one procedure, but rather to check that both Pickands and moment estimators point toward similar conclusions. However, when ρ x is known, we have remarkable results forφ * 1 (x), even when N x is small, including remarkable properties of the resulting normal confidence intervals, with great stability with respect to the choice of k n (x). Recall that in most situations described thus far in the econometric literature on frontier analysis, this tail index ρ x is supposed to be known and equal to p + 1 (here, ρ x = 2): this corresponds to the common assumption that there is a jump of the joint density of (X, Y ) at the frontier.
This might suggest the following strategy with a real data set. If ρ x is known (typically equal to p + 1 if the assumption of a jump at the frontier is reasonable), then we can use the estimatorφ * 1 (x). If, on the other hand, ρ x is unknown, we could consider using the following two-step estimator: first, estimate ρ x (the moment estimator of ρ x seems the more appropriate, unless N x is large enough) and, second, use the estimatorφ * 1 (x), as if ρ x were known, by substituting the estimated valueρ x orρ x in place of ρ x . In a situation involving a real data set, the best approach is not to favor the moment or the Pickands estimator of ρ x in the first step, but to computeφ * 1 (x) by substituting in each of them, in the hope that the two resulting values ofφ * 1 (x) point toward similar conclusions. It should be clear that the two-step estimatorφ * 1 (x), obtained by substituting inρ x , does not necessarily coincide with the Pickands estimatorφ * 1 (x), which is, instead, obtained by a simultaneous estimation of ρ x and ϕ(x). Indeed, in our Monte Carlo exercise, we have observed that the most favorable values of k n (x) for estimating ρ x and ϕ(x) are not necessarily in the same range of values. Thus, nothing guarantees that the selected value k n (x) when computingρ x in the first step is the same as the one selected when computingφ * 1 (x). Of course, when N x is very large, the two values of k n (x) are expected to be similar, but the idea in the two-step procedure is to use the asymptotic results of the more efficient estimatorφ * 1 (x) and not those ofφ * 1 (x). In the next section, we suggest an ad hoc procedure for determining appropriate values of k n (x) with a real data set.
A data-driven method for selecting k n (x)
The question of selecting the optimal value of k n (x) is still an open issue and is not addressed here. We will simply suggest an empirical rule that turns out to give reasonable estimates of the frontier in the simulated samples above.
First, we have observed in our Monte Carlo exercise that the optimal value for selecting k n (x) when estimating the index ρ x is not necessarily the same as the value for estimating ϕ(x). The idea is thus to select first, for each x (in a chosen grid of values), a grid of values for k n (x) for estimating ρ x . For the Pickands estimatorρ x , we choose k n (x) = [N x /4] − k + 1, where k is an integer varying between 1 and [N x /4], and for the moment estimatorρ x , we choose k n (x) = N x − k, where k is an integer varying between 1 and N x . We then evaluate the estimatorρ x (k) (resp.,ρ x (k)) and select the k where the variation of the results is the smallest. We achieve this by computing the standard deviations of
) successive values of k. The value of k where this standard deviation is minimal defines the value of k n (x).
We follow the same procedure for selecting a value for k n (x) for estimating the frontier ϕ(x) itself. Here, in all of the cases, we choose a grid of values for k n (x) given by k = 1, . . . , [ √ N x ] and select the k where the variation of the results is the smallest. To achieve this here, we compute the standard deviations ofφ * 1 (x) (resp.,φ * 1 (x) andφ(x)) over a 'window' of size 2 × max(3, [ √ N x /20]) (this corresponds to having a window large enough to cover around 10% of the possible values of k in the selected range of values for k n (x)). From now on, we only present illustrations forφ * 1 (x) to save space. For a sample generated with n = 1000 in the uniform case, we get the results shown in Fig. 1 .
In Fig. 1 , the estimatorφ * 1 (x) is first computed with the true value ρ x = 2 (top panel of the figure), then with a plug-in value of ρ x estimated by the Pickands estimator (middle panel) and finally with a plug-in value ofρ x estimated by the moment estimator (bottom panel). The pointwise confidence intervals are also displayed. The three righthand panels correspond to the same data set plus one outlier. This allows us to see how our robust estimators behave in the presence of outlying points, in contrast with the FDH estimator. In particular, due to the remarkable behavior ofφ * 1 (x) in the Monte Carlo experiment, if we know that ρ x = 2, then we should use the top panel results and, according to our suggestion at the end of the preceding section, if ρ x is unknown, we should use, in this particular example, the bottom panel results, where we replace ρ x by its moment estimatorρ x (since here N x ≤ 1000) and continue as if ρ x were known. It is quite encouraging that the two panels are very similar.
An application
We use the same real data example as in [2] , which undertook the frontier analysis of 9521 French post offices observed in 1994, with X as the quantity of labor and Y as the volume of delivered mail. In this illustration, we only consider the n = 4000 observed post offices with the smallest levels x i . We used the empirical rules explained above for selecting reasonable values for k n (x). The cloud of points and the resulting estimates are provided in Fig. 2 .
To save space, we only representφ * 1 (x) when ρ x is supposed to be equal to 2 (lefthand panels) and when it is estimated by the moment estimator (right-hand panels). The FDH estimator is clearly determined by only a few very extreme points. If we delete four extreme points from the sample (represented by circles in the figure), then we obtain the pictures from the top panels: the FDH estimator changes drastically, whereas the extreme-value-based estimatorφ * 1 (x) is very robust to the presence of these four extreme points. We also note the considerable stability of the various forms of the estimatorφ * 1 (x). Resulting estimatorφ * 1 (x) for a uniform data set of size n = 1000 (plus one outlier for the right panels); from top to bottom, we have the cases ρx = 2, substituting inρx, substituting inρx.
Concluding remarks
In our approach, we provide the necessary and sufficient condition for the FDH estimator ϕ 1 (x) to converge in distribution, we specify its asymptotic distribution with the appropriate convergence rate and provide a limit theorem for moments in a general framework. We also provide further insights and generalize the main result of [1] on robust variants of the FDH estimator, and we provide strongly consistent and asymptotically normal estimatorsρ x andρ x of the unknown conditional tail index ρ x involved in the limit law ofφ 1 (x). Moreover, when the joint density of (X, Y ) decreases to zero or increases toward infinity at a speed of power β x > −1 of the distance from the boundary, as is often assumed in the literature, we answer the question of how ρ x is linked to the data dimension p + 1 and to the shape parameter β x . The quantity β x = 0 describes the rate at which the density tends to infinity (in the case β x < 0) or to 0 (in the case β x > 0) at the boundary. When β x = 0, the joint density is strictly positive on the frontier. We Figure 2 . The resulting estimatorφ * 1 (x) for the French post offices. We include four extreme data points (circles) for the bottom panels. From left to right, we have the cases ρx = 2, substituting inρx.
establish that ρ x = β x + (p + 1). As an immediate consequence, we extend the previous results of [12, 14] to the general setting where p ≥ 1 and β = β x may depend on x.
We propose new extreme-value-based frontier estimatorsφ * 1 (x),φ * 1 (x) andφ(x), which are asymptotically normally distributed and provide useful asymptotic confidence bands for the monotone frontier function ϕ(x). These estimators have the advantage of not being limited to a bi-dimensional support and benefit from their explicit and easy formulations, which is not the case for estimators defined by optimization problems, such as local polynomial estimators (see, for example, [10] ). Their asymptotic normality is derived under quite natural and general extreme value conditions, without Lipschitz conditions on the boundary and without recourse to assumptions either on the marginal distribution of X or on the conditional distribution of Y given X = x, as is often the case in both statistical and econometrics literature on frontier estimation. The study of the asymptotic properties of the different estimators considered in the present paper is easily carried out by relating them to a simple dimensionless random sample and then applying standard extreme value theory (for example, [5, 6] ).
Two closely related works in boundary estimation via extreme value theory are [9] , in which the estimation of the frontier function at a point x is based on an increasing number of higher order statistics generated by the Y i observations falling into a strip around x, and [8] , in which estimators are instead based on a fixed number of higher order statistics. The main difference with the present approach is that Hall et al. [9] only focus on estimation of the support curve of a bivariate density (that is, p = 1) in the case β x > 1 (that is, the decrease in density is no more than algebraically fast), where it is known that estimators based on an increasing number of higher order statistics give optimal convergence rates. In contrast, Gijbels and Peng [8] consider the maximum of all Y i observations falling into a strip around x and an end-point type of estimator based on three large order statistics of the Y i 's in the strip. This methodology is closely related and comparable to our estimation method using the Pickands-type estimator, but, like the procedure of [9] , it is only valid in the simple case p = 1 and involves, in addition to the sequence k n , an extra smoothing parameter (bandwidth of the strip) which also needs to be selected. Moreover, the asymptotic results in [8] are provided for densities of (X, Y ) decreasing as a power of the distance from the boundary, whereas the setup in our approach is a general one. Also, note that our transformed dimensionless data set (Z x 1 , . . . , Z x n ) is constructed in such a way as to take into account the monotonicity of the frontier (the end-point of the common distribution of the Z x i 's coincides with the frontier function ϕ(x)), the univariate random variables Z x i do not depend on the sample size and they allow the available results from standard extreme value theory to be easily employed, which is not the case for either of [8, 9] .
It should be clear that the monotonicity constraint on the frontier is the main difference with most of the existing approaches in the statistical literature. Indeed, the joint support of a random vector (X, Y ) is often described in the literature as the set {(x, y) | y ≤ φ(x)}, where the graph of φ is interpreted as its upper boundary. As a matter of fact, the function of interest, ϕ, in our approach is the smallest monotone non-decreasing function which is greater than or equal to the frontier function φ. To our knowledge, only the estimators FDH and DEA estimate the quantity ϕ. Of course, φ coincides with ϕ when the boundary curve is monotone, but the construction of estimators of the end-point φ(x) of the conditional distribution of Y given X = x requires a smoothing procedure, which is not the case when the distribution of Y is conditioned by X ≤ x.
We illustrate how the large-sample theory applies in practice by carrying out some Monte Carlo experiments. Good estimates of ϕ(x) and ρ x may require a large sample of the order of several thousand. Theoretically selecting the optimal extreme conditional quantilesφ α(kn(x)) for estimating ϕ(x) and/or ρ x is a difficult question that is worthy of future research. Here, we suggest a simple automatic data-driven method that provides a reasonable choice of the sequence {k n (x)} for large samples.
The empirical study reveals that the simultaneous estimation of the tail index and of the frontier function requires large sample sizes to provide sensible results. The moment estimators of ρ x and of ϕ(x) sometimes provide better estimations than the Pickands estimates and sometimes not. When considering bias and MSE,φ(x) andρ x provide more accurate estimations, but when the sample size is large enough,φ * 1 (x) andρ x significantly improve and even seem to outperform the moment estimators. As far as the inference on ρ x is concerned,ρ x also provides quite reliable confidence intervals, butρ x provides more satisfactory results for sufficiently large samples. However, when inference about the frontier function itself is concerned, the moment estimator provides very poor results compared with the Pickands estimator.
On the other hand, the performance of the estimatorφ * 1 (x), computed when ρ x is known, is quite remarkable, even compared with the popular FDH. The confidence intervals for ϕ(x) are very easy to compute and have quite good coverages. In addition, the results are quite stable with respect to the choice of the 'smoothing' parameter k n (x). As shown in our illustrations, the estimates also have the advantage of being robust to extreme values. This suggests, even if ρ x is unknown, the use of a plug-in version ofφ * 1 (x) for making inference on ϕ(x): here, in a first step, we estimate ρ x (using the moment estimator, unless N x is large enough), then we use the asymptotic results forφ * 1 (x), as if ρ x was known. A sensible practice is not to restrict the first step to one procedure, but rather to check that both Pickands and moment estimators point toward similar conclusions.
Appendix: Proofs
Proof of Theorem 2.1.
. . , n} is an i.i.d. sequence of random variables with common distribution function F x . Moreover, it is easy to see that the right end-point of F x coincides with ϕ(x) and that max i=1,...,n Z x i coincides withφ 1 (x). Thus, assertion (i) follows from the FisherTippett theorem. It is well known that the normalized maxima b 
This necessary and sufficient condition is equivalent to (2.2). In this case, the norming constant b n can be taken to be equal to ϕ(
nFX (x) }, which gives assertion (ii). For assertion (iii), since (A.1) holds and E[|Z
. Likewise, the last result follows from [16] , Corollary 2.3.
Proof of Corollary 2.1. Following the proof of Theorem 2.1, we can set b n = ϕ(x) − F −1
1/ρx as t ↑ 1 and so b n = (1/nℓ x ) 1/ρx for all n sufficiently large.
Proof of Corollary 2.2. Under the given conditions, it can be easily seen from (2.3) that
where the term o(1) depends on the partial derivatives of x → ℓ x , x → ρ x and x → ϕ(x).
For the next proofs, we need the following lemma whose proof is quite easy and is thus omitted.
(n) be the order statistics generated by the random variables Z
(ii) For any fixed integer k ≥ 0, we haveφ 1−k/(nFX (x)) (x) = Z x (n−k) as n → ∞, with probability 1. (iii) For any sequence of integers k n ≥ 0 such that k n /n → 0 as n → ∞, we havê ϕ 1−kn/(nFX (x)) (x) = Z x (n−kn)
as n → ∞, with probability 1. 
is asymptotically normal with mean zero and variance 2 2γx+1 γ 2 x /(2 γx − 1) 2 . We conclude by using the facts that F as n → ∞.
(ii) We haveφ *
(x)
a.s. is then asymptotically normal with mean zero and variance 3γ . Writing V (t) := U (e t ), we obtain 2k n 1
V ′ (log n/(2k n )) − 1 − γ x V (E (n−kn+1) ) − V (log n/(2k n )) V ′ (log n/(2k n )) × V ′ (log n/(2k n )) V (E (n−kn+1) ) − V (E (n−2kn+1) ) .
The first term on the right-hand side tends to zero as established by as n → ∞, with probability 1.
Proof of Theorem 2.6. WriteF x (y) := F X (x)[1 − F (y|x)] and F x (y) := 1 −F x (y) for all y ≥ 0. Let R x (y) := − log{F x (y)} for all y ∈ [0, ϕ(x)[ and let E (n−kn+1) be the statistic of order n − k n + 1 generated by n independent standard exponential random variables. Z x (n−kn+1) then has the same distribution as R −1
x [E (n−kn+1) ], where R −1
x (t) := inf{y ≥ 0 | R x (y) ≥ t} = inf{y ≥ 0 | F x (y) ≥ 1 − e −t } := F −1
x (1 − e −t ). Hence,
provided that E (n−kn+1) ∧ log(n/k n ) < δ n < E (n−kn+1) ∨ log(n/k n ). By the regularity condition (2.3), we have that R −1
x (t) = ϕ(x) − (e −t /ℓ x ) 1/γx for all t large enough. Therefore, for all n sufficiently large,
n [E (n−kn+1) − log(n/k n )]
− {k
1/2 n /2ρ x }[E (n−kn+1) − log(n/k n )] 2 exp{−[δ n − log(n/k n )]/ρ x }.
Since k
1/2
n [E (n−kn+1) − log(n/k n )] =φ 1−(kn−1)/(nFX (x)) (x) as n → ∞.
