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A COMBINATORIAL APPROACH TO DONKIN-KOPPINEN
FILTRATIONS OF GENERAL LINEAR SUPERGROUPS
F.MARKO
Abstract. For a general linear supergroup G = GL(m|n), we consider a
natural isomorphism φ : G→ U− × Gev × U+, where Gev is the even subsu-
pergroup of G, and U−, U+ are appropriate odd unipotent subsupergroups of
G. We compute the action of odd superderivations on the images φ∗(xij) of
the generators of K[G], extending results established in [8] and [7].
We describe a specific ordering of the dominant weights X(T )+ of GL(m|n)
for which there exists a Donkin-Koppinen filtration of the coordinate algebra
K[G]. Let Γ be a finitely generated ideal Γ of X(T )+ and OΓ(K[G]) be
the largest Γ-subsupermodule of K[G] having simple composition factors of
highest weights λ ∈ Γ. We apply combinatorial techniques, using general-
ized bideterminants, to determine a basis of G-superbimodules appearing in
Donkin-Koppinen filtration of OΓ(K[G]), considered initially in [9].
Introduction and Donkin-Koppinen filtrations
Algebraic group G. Let G be a (connected) reductive affine algebraic group over
an algebraically closed field K, and K[G] be its coordinate algebra. Let Φ+ be the
set of positive roots of G, and X(T )+ be the corresponding set of dominant weights
of G. The set X(T )+ is considered with respect to the Bruhat-Tits dominance
order ✂ such that µ ✂ λ if and only if λ − µ is a sum of positive roots from Φ.
Denote by w0 the longest element of the Weyl group of G, and for λ ∈ X(T )+,
denote λ∗ = −w0λ. Denote by H0G(λ) the induced module of the highest weight λ.
Then H0G(λ
∗) is isomorphic to the dual of the Weyl module VG(λ) of the highest
weight λ.
Regard K[G] as a left G×G-module via the action
(g1, g2)(f)(g) = f(g
−1
2 gg1)
for g1, g2, g ∈ G and f ∈ K[G].
Let Γ be a finite ideal of the set X(T )+ dominant weights of G. For a (left)
G-module V , denote by OΓ(V ) the maximal submodule of V such that all its
composition factors are of irreducible modules L(λ) with λ ∈ Γ.
List elements λ1, λ2, . . . , λi, . . . of X(T )
+ is such a way that λi✂λj implies i ≤ j,
and denote the ideal {λ1, . . . , λm} of X(T )+ by πm.
Donkin (see p. 472 of [3]) proved that K[G] has a good filtration by G × G-
submodules Vm = Oπm(K[G]) such that the quotients Vm/Vm−1 ≃ H
0
G(λm) ⊗
H0G(λ
∗
m) for each m ≥ 1. An analogous result about the filtration of OΓ(K[G]) for
every ideal Γ of X(T )+ is also valid. We will call the above filtration a Donkin-
Koppinen filtration.
Koppinen in [5] proved the existence of such filtrations using a slightly different
notation that will be more suitable for this paper.
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If V is a left G-module, then denote by V r the corresponding right G-module,
where the right action of G on the K-space V is given by v.g = g−1.v for g ∈ G
and v ∈ V . There is a bijective correspondence between the (left) G × G-module
structure on a K-space V and the (left-right) G-bimodule structure on V given by
(g1, g2)v = g1vg
−1
2 for g1, g2 ∈ G and v ∈ V . Following [5], if V = V1⊗V2 and V1, V2
are (left) G-modules, we write V1⊗V r2 for the corresponding (left-right)G-bimodule.
Thus, the terms in the good filtration of the G-bimodule K[G] are G-bimodules and
the consecutive quotients in this filtration are isomorphic to H0G(λm) ⊗ H
0
G(λ
∗
m)
r
as G-bimodules.
Both Donkin and Koppinen used methods of homological algebra.
Schur algebras and general linear groups. In the case when G = GL(m) is
the general linear group, the polynomial representations correspond to modules
over the Schur algebra S = S(m, r) of degree r ≥ 0. The Schur algebra S is a
dual of the bialgebra of polynomials A(m, r) of degree r. Denote by MS(λ) the left
Schur S-module of the highest weight λ, which is isomorphic to the left costandard
module ∇S(λ) of the highest weight λ. Also, denote by VS(λ) the left Weyl S-
module of the highest weight λ, which is isomorphic to the left standard module
∆S(λ) of the highest weight λ.
It is a standard result (see [11]) that A(m, r) has a filtration by (left and right)
S-bimodules A≤λ that are given as a K-span of bideterminants of shape µ✂λ. The
factorbimodules A≤λ/A<λ are isomorphic to MS(λ) ⊗ VS(λ)∗ ≃ ∇S(λ) ⊗ ∆S(λ)∗
as S-bimodules, where ∗ denotes the Hom(−,K) dual. Here VS(λ)
∗ is isomorphic
to the right Schur (costandard) S-module of the highest weight λ.
The algebra S is quasi-hereditary, and it has a filtration by heredity chains with
quotients MS(λ)
∗ ⊗ VS(λ) ≃ ∇S(λ)∗ ⊗ ∆S(λ). This heredity chain filtration of
S(m, r) is dual to the above-described filtration of A(m, r).
If µ is a dominant weight of G = GL(m), then up to a tensoring by a suitable
power of determinant D = Det of G, the left induced GL(m)-module H0G(µ) is
obtained from a Schur (costandard) module MS(λ) of a corresponding polynomial
weight λ. Again, up to a shift by the determinant D, the left induced GL(m)-
module H0G(µ
∗) is isomorphic to H0G(λ
∗) for a corresponding polynomial weight
λ. The module H0G(λ
∗) is isomorphic to the dual VG(λ)
∗ of the Weyl module
VG(λ) (see p.182 of [4] and p.67 of [11]). Note that VG(λ)
∗ is a left G-module, and
(VG(λ)
∗)r ≃ VS(λ)∗ is a right S-module. Thus, the G-bimodule H0G(µ)⊗H
0
G(µ
∗)r
is isomorphic, up to a shift by a power of D, to the S-bimodule MS(λ) ⊗ VS(λ)∗,
which is described combinatorially using bideterminants.
General linear supergroup GL(m|n). Let G = GL(m|n) be a general linear
supergroup, and X(T )− be a set of dominant weights of G corresponding to the set
of negative roots Φ− of G.
Let Λ be a finitely-generated ideal in X−×X(T )+, and OΛ(K[G]) be the largest
G×G-subsupermodule of K[G] such that all of its composition factors are simple
G×G-supermodules of a highest weight λ ∈ Λ.
Theorem 6.1 of [6] states that for every finitely generated ideal Λ ⊆ X−×X(T )+,
the G×G-supermodule OΛ(K[G]) has a decreasing good filtration
OΛ(K[G]) = V0 ⊇ V1 ⊇ V2 ⊇ . . .
such that
Vk/Vk+1 ≃ VG(λk)
∗ ⊗H0G(λk)
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as G×G-supermodules for k ≥ 0.
By Proposition 5.2 of [9], if Λ = (−Γ)× Γ, where Γ is a finitely generated ideal
of X(T )+ of G, then OΛ(K[G]) = OΓ(K[G]).
Let Gev ≃ GL(m)×GL(n) be the even subgroup of GL(m|n). For an ideal Γ of
X(T )+, denote byMΓ the Gev-module OΓ(K[Gev]), and by CΓ the G-supermodule
OΓ(K[G]).
If λ is a maximal element of Γ, then the factormoduleMΓ/MΓ\{λ} has a K-basis
consisting of generalized bideterminants in the terminology of [9]. Using this, an
explicit basis of the factorsupermodules CΓ/CΓ\{λ} was given in Theorem 7.3 of
[9].
Goals of the paper. It is natural to ask if the G = GL(m|n)-supermodules
CΓ can be described purely combinatorially using the actions of the left and right
superderivations. The affirmative answer to this question is the primary goal of this
paper. To accomplish this, we consider a natural isomorphism φ : G→ U−×Gev×
U+, where Gev is the even subsupergroup of G, and U
−, U+ are appropriate odd
unipotent subsupergroups of G. We describe an explicit ordering of the dominant
weights of GL(m|n) and completely describe the action of superderivations on the
images φ∗(xij) of the generators of K[G], which is of independent interest and
is an extension of the results from [7] and [8]. That way, we obtain a hands-
on description of the Donkin-Koppinen filtration for OΓ(K[G]) for G = GL(m|n)
considered initially in [9].
The structure of the paper is as follows.
In Section 1, we introduce additional notation specialized for G = GL(m|n). In
Section 2, we explicitly describe Donkin-Koppinen filtrations for G = GL(1|1). In
Section 3, we determine a basis of the modules MΓ = OΓ(K[Gev]) for GL(m|n). In
Section 4, we determine the action of superderivations on element φ∗(xij), find a
basis of CΓ = OΓ(K[G]) for GL(m|n) and Donkin-Koppinen filtration of OΓ(K[G]).
1. Additional notation
For general notation and basic setup involving supergroups and their represen-
tations, standard and costandard supermodules, please consult [1, 13, 12].
Let X denote the generic matrix (xij)1≤i,j≤m+n, represented by blocks as
X =
(
X11 X12
X21 X22
)
,
where X11 = (xij)1≤i,j≤m, X12 = (xij)1≤i≤m<j≤m+n, X21 = (xij)1≤j≤m<i≤m+n
and X22 = (xij)m<i,j≤m+n. The variables xij , where 1 ≤ i, j ≤ m or m + 1 ≤
i, j ≤ m+ n are designated as even (|xij = 0|), and the remaining variables xij are
designated as odd (|xij | = 1.) We denote D1 = det(X11) and D2 = det(X22).
Denote by K[GL(m|n)] the Hopf superalgebra
K[xij | 1 ≤ i, j ≤ m+ n]D1D2 ,
such that its comultiplication is defined by
∆GL(m|n)(xij) =
∑
1≤k≤m+n
xik ⊗ xkj
and its counit is defined as
ǫGL(m|n)(xij) = δij .
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The general linear supergroup GL(m|n) is a functor from the category of com-
mutative superalgebras SAlgK to the category of groups such that
GL(m|n)(A) = HomSAlgK (K[GL(m|n)], A)
for A ∈ SAlgK . From now, we write G in place of GL(m|n).
Denote ker ǫG = K[G]
+ by m. For every integer t ≥ 0, denote the space
(K[G]/mt+1)∗ by Distt(G). The distribution superalgebra Dist(G) of G is defined
as Dist(G) = ∪t≥0Distt(G) ⊆ K[G]∗.
The superspace Dist1(G)
+ = (m/m2)∗ is identified with the Lie superalgebra
g = gl(m|n) of G = GL(m|n). Denote by eij the basis element of g corresponding
to xij .
The superalgebra K[G] has a natural structure of a left G-supermodule via the
left representation ρl of G. Another G-supermodule structure on G is given by the
right regular representation ρr of G.
The left (and right, respectively) action of eij on the supermodule K[G] is given
by the right (and left, respectively) superderivation ijD (and Dij , respectively).
These actions are determined by (xkl)ijD = δjixkj and Dij(xkl) = δjkxil.
We consider K[G] as a left G-supermodule via ρl, and as a G×G-supermodule
via ρl × ρr.
Let Gev be the maximal even subsupersubgroup of G, and U
− and U+ be the
purely odd unipotent subsupergoups of G such that φ : G→ U−×Gev ×U+ is the
isomorphism from Section 6 of [9] given by(
A11 A12
A21 A22
)
φ
7→
(
Im 0
A21A
−1
11 Im
)
×
(
A11 0
0 A22 −A21A
−1
11 A12
)
×
(
Im A
−1
11 A12
0 In
)
.
The dual isomorphism of coordinate superalgebras
φ∗ : K[U−]⊗K[Gev]⊗K[U
+]→ K[G]
is defined by
X21 7→ X21X
−1
11 , X11 7→ X11, X22 7→ X22 −X21X
−1
11 X12, and X12 7→ X
−1
11 X12.
In what follows, we write yij = φ
∗(xij).
Every ideal Γ of X(T )+ decomposes as a direct sum Γ = ⊕r∈ZΓr, where Γr
consists of those elements λ ∈ Γ that have length |λ| = r. Corresponding to
this decomposition of Γ, we obtain the decomposition of MΓ = OΓ(K[Gev ]) =
⊕r∈ZOΓr (K[Gev]) and CΓ = OΓ(K[G]) = ⊕r∈ZOΓr (K[G]). Therefore, from now
on, we will assume that Γ = Γr for some integer r.
2. Donkin-Koppinen filtrations for G = GL(1|1)
Before we describe a basis of the supermodules in Donkin-Koppinen filtrations
for GL(m|n) in general, we discuss the simplest example when m = n = 1.
Every finitely generated ideal Γ = Γr is principal, and generated by λ = (k, r−k)
for some integer k. We will explicitly describe the filtration for CΓ = C(λ].
From the definition of the morphism φ∗ we get
y11 = φ
∗(x11) = x11, y12 = φ
∗(x12) = x
−1
11 x12, y21 = φ
∗(x21) = x
−1
11 x12
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and
y22 = φ
∗(x22) = x22 − x21x
−1
11 x12.
The next lemma describes the action of superderivations on elements yij as
above.
Lemma 2.1. We have the following formulae.
(y11)12D = y11y12, (y11)21D = 0, D21(y11) = y21y11, D12(y11) = 0;
(y12)12D = 0, (y12)21D = 1, D21(y12) = y
−1
11 y22, D12(y12) = 0;
(y21)12D = y
−1
11 y22, (y21)21D = 0, D21(y21) = 0, D12(y21) = 1;
(y22)12D = y22y12, (y22)21D = 0, D21(y22) = y21y22, D12(y22) = 0.
Proof. Straightforward from the definitions. 
Let π = (1| − 1), and fix µ = (i|j) such that i+ j = r. Denote
Aµ = y
i
11y
j
22, Bµ = y
i
11y
j
22y12, Cµ = y
i
11y
j
22y21, Dµ = y
i
11y
j
22y12y21.
Using the above lemma, we obtain the following.
Lemma 2.2.
(Aµ)12D =rBµ, (Aµ)21D = 0,
D21(Aµ) =rCµ, D12(Aµ) = 0;
(Bµ)12D =0, (Bµ)21D = Aµ,
D21(Bµ) =Aµ−π − rDµ, D12(Bµ) = 0;
(Cµ)12D =Aµ−π − rDµ, (Cµ)21D = 0,
D21(Cµ) =0, D12(Cµ) = Aµ;
(Dµ)12D =Bµ−π, (Dµ)21D = −Cµ,
D21(Dµ) =Cµ−π , D12(Dµ) = −Bµ.
Proof. The proof is left for the reader. 
Proposition 2.3. Let λ = (k, r − k), Γ = (λ] and Λ = (−Γ) × Γ. Then the
superbimodules Vi of the Donkin-Koppinen filtration of OΓ(K[G]) are given as the
K-span of monomials Aλ−uπ, Bλ−uπ, Cλ−uπ and Dλ−uπ for i ≤ u.
Proof. We will apply formulae from Lemma 2.2.
If p does not divide r, then µW = KAµ +KBµ and µ−πV = KCµ +K(Aµ−π −
rDµ) are left simple G-supermodules LG(µ) and LG(µ−π) of highest weight µ and
µ−π, respectively. The K-spacesWµ = KCµ+KAµ and Vµ−π = KBµ+K(Aµ−π−
rDµ) are right simple G-supermodules LG(µ)
r and LG(µ − π)
r of highest weight
µ and µ− π, respectively. Additionally, KAµ +KBµ +KCµ +K(Aµ−π − rDµ) is
a G-superbimodule, generated by Aµ, that is isomorphic to LG(µ)⊕ LG(µ− π) as
left G-supermodule, isomorphic to LG(µ)
r ⊕ LG(µ − π)r as right G-supermodule,
and isomorphic to H0G(µ)⊗ VG(µ)
∗ = LG(µ)⊗ LG(µ) as a G×G-supermodule.
It follows that the space Vi is a G × G-supermodule for every 0 ≤ i, and that
Vi/Vi+1 ≃ H0G(λ− iπ)⊗ VG(λ− iπ)
∗ as G×G-superbimodules.
If p divides r, then the left projective-injective supermodule IG(µ) has the socle
LG(µ) generated by Aµ = Aµ − rDµ+π and the top LG(µ) generated by Dµ+π. In
this case, µW is the costandard supersubmodule H
0
G(µ) of IG(µ), the factorsuper-
module IG(µ)/µW , represented by linear combinations of classes of elements Dµ+π
6 F.MARKO
and Cµ+π , is isomorphic to the costandard supermodule H
0
G(µ+π), and IG(µ) has
the left regular representation
LG(µ)
upslope 
LG(µ− π) LG(µ+ π)
 upslope
LG(µ)
.
The space Vi is a G-superbimodule for every 0 ≤ i. The quotient Vi/Vi+1,
generated by Dµ−iπ as a G-superbimodule, is a K-span of elements Aµ−iπ , Bµ−iπ
Cµ−iπ and Dµ−iπ. It is isomorphic to H
0
G(λ − iπ) ⊗ VG(λ − iπ)
∗ as a G × G-
supermodule. 
3. A basis of MΓ for GL(m|n)
In this section, we use the combinatorics of tableaux and bideterminants to
explicitly construct a basis of bimodules MΓ for a finitely generated ideal Γ of
X(T )+.
First, we consider that case when G = GL(m).
3.1. GL(m)-modules based on bideterminants. We start by recalling a few
classical facts about tableaux, bideterminants, and Schur algebras. The reader
is asked to consult [11] for more details and explanations. Denote by A(m) the
bialgebra that is a polynomial algebra freely generated in commuting variables cij
for 1 ≤ i, j ≤ m, with the comultiplication ∆(cij) =
∑m
k=1 cik ⊗ ckj and the counit
ǫ(cij) = δij . The dual A(m)
∗ is an algebra, and its degree r ≥ 0 component
A(m, r)∗ = S(m, r) is the Schur algebra of degree r.
We will denote partitions of r˜ consisting of no more than m parts by symbols
λ˜, to distinguish it from dominant weights λ of the group GL(m). Then r˜ = |λ˜| =∑m
i=1 λ˜i is the length of the partition λ˜.
Partitions λ˜ of r˜ are ordered by reverse lexicographic order on their conjugates.
This means λ˜ ≥ µ˜ if and only if λ˜′ ≤lex µ˜′, where ′ denotes the conjugate partition.
Lemma 3.1. The order ≤ refines the dominance order ✂. That is, λ˜ ✂ µ˜ implies
λ˜ ≤ µ˜.
Proof. It is well known (see p. 210 of [2]) that the lexicographic order refines the
dominance order. Also, for partitions, λ˜✂ µ˜ if and only if µ˜′✂ λ˜′. Therefore, λ˜✂ µ˜
implies µ˜′ ✂ λ˜′, which yields µ˜′ ≤lex λ˜′ and λ˜ ≤ µ˜. 
Let us list all partitions λ˜ of r˜ with respect to the order ≤ as
(1) λ˜1 = ([
r˜
m
] + 1, . . . , [
r˜
m
] + 1, [
r˜
m
], . . . , [
r˜
m
]) < . . . < λ˜tr˜−1 < λ˜tr˜ = (r˜).
The following algorithm describes how to write all partitions on the list (1): We
represent a partition λ˜ by a diagram [λ˜] of the shape λ˜. The diagram of [λ˜k] is
obtained from [λ˜k−1] by moving the rightmost box in the last row to the end of the
closest row above it so that the resulting diagram is a diagram of a partition.
Example 3.2. Take m = 3 and r˜ = 6. The listing (1) and the corresponding
diagrams are depicted below.
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(2, 2, 2) <(3, 2, 1) <(3, 3, 0) <(4, 2, 0) <(5, 1, 0) <(6, 0, 0)
Denote by T λ˜ a fixed basic tableau of shape λ˜ and by T λ˜ℓ
λ˜
the canonical tableau
of shape λ˜. Denote by A(≤ λ˜) the K-span of bideterminants T ζ˜(i : j) for ζ˜ ≤ λ˜,
where i, j are multi-indices of length r˜ with components from the set {1, . . . , r˜}.
A classical statement (see [11]) asserts that A(m, r˜) has a filtration by S(m, r˜)-
bimodules A(≤ λ˜k), where λ˜k is listed in (1), such that the quotient A(≤ λ˜k)/A(≤
λ˜k−1) has a K-basis consisting of bideterminants T
λ˜k(i : j), where T λ˜ki , T
λ˜k
j are
standard tableaux.
The K-span of bideterminants T λ˜k(i : ℓλ˜k) is isomorphic to the left costan-
dard S(m, r˜)-module ∇S(m,r˜)(λ˜k), the K-span of bideterminants T
λ˜k(ℓλ˜k : j) is
isomorphic to the right S(m, r˜)-module ∆S(m,r)(λ˜k)
∗ that is dual to the right stan-
dard module ∆S(m,r˜)(λ˜k), and the quotient A(≤ λ˜k)/A(≤ λ˜k−1), represented by
the K-span of bideterminants T λ˜k(i : j), is isomorphic to the S(m, r˜)-bimodule
∇S(m,r˜)(λ˜k)⊗∆S(m,r˜)(λ˜k)
∗ for each k = 1, . . . , tr˜.
Now we turn our attention to GL(m)-modules. A dominant GL(m)-weight λ =
(λ1, . . . , λm) ∈ X(T )+ is polynomial if λm ≥ 0. Denote ν = (1, . . . , 1). To each
λ = (λ1, . . . , λm) ∈ X(T )+ we assign the corresponding partition λ˜ = λ − λmν =
(λ1 − λm, . . . , λm − λm = 0). If |λ| =
∑m
i=1 λi = r, then |λ˜| = r − mλm = r˜.
Partition λ˜ corresponds to a weight of S(m, r˜), which is a polynomial weight of
GL(m).
Modules over Schur algebras S(m, r) correspond to polynomial GL(m)-modules.
If λ˜ is polynomial and |λ˜| = r˜, then the induced G-module H0G(λ˜) of the highest
weight λ˜ is isomorphic to ∇S(m,r˜)(λ˜).
The one-dimensional GL(m)-module Det of the weight ν plays a crucial role in
the representation theory of GL(m). If λ ∈ X(T )+, then there is
H0GL(m)(λ) ≃ ∇S(m,r˜)(λ˜)⊗K Det
λm ,
and we say that H0GL(m)(λ) is obtained from ∇S(m,r˜)(λ˜) using a shift by Det
λm .
Analogously,
(VGL(m)(λ)
∗)r ≃ ∆S(m,r˜)(λ˜)
∗ ⊗K Det
λm .
Thus, if λ is polynomial, then the GL(m)-bimodule H0GL(m)(λ)⊗ (VGL(m)(λ)
∗)r
is isomorphic to ∇S(m,r)(λ) ⊗∆S(m,r)(λ)
∗. If λ is not polynomial, then
H0GL(m)(λ) ⊗ (VGL(m)(λ)
∗)r ≃ (∇S(m,r˜)(λ˜)⊗Det
λm)⊗ (∆S(m,r˜)(λ˜)
∗ ⊗Detλm).
3.2. Building a specific Donkin-Koppinen order. Theorem 2 of [5] states that
Donkin-Koppinen filtrations are in one-to-one correspondence with linear orders of
all dominant weights {λ1, . . . , λn, . . .} of G that satisfies the following property:
(2)
If an irreducible G−module LG(λ) of the highest weight λ appears as a
composition factor of H0G(µ), then λ appears in the above list before µ.
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If a linear order of dominant weights satisfies (2), then it is called a Donkin-
Koppinen order. We will now construct a specific Donkin-Koppinen order.
Since all weights in the induced module H0G(λ) have the same length |λ| = r, the
order of weights of different lengths does not influence whether the property (2) is
satisfied. Therefore, it suffices to describe the order of dominant weights λ of fixed
length r.
If λ ∈ X(T )+, then the corresponding partition λ˜ appears in the listing (1) of
weights of length r˜. To build a listing of dominant weights of length r, we proceed
by sets corresponding to r˜ ≥ 0 such that r ≡ r˜ (mod m). We start with the
smallest such r˜ ≥ 0 and proceed to larger r˜, in each step adding m. For each r˜, we
order all partitions λ˜ of length r˜ such that λ˜m = 0 as in (1), and then shift them
to weights λ by subtracting r˜−r
m
ν. We list these weights λ in the corresponding
order by increasing value of r˜, and obtain an infinite order of all dominant weights
of length r. Note that a weight λ corresponding to a shift of λ˜ such that λ˜m > 0
appears in the previous part of the list corresponding to the value r˜ − λ˜mm.
This listing of dominant weights of length r behaves like ”a nested Russian doll
chain,” in which the list of the weights corresponding to values 0 ≤ r˜ ≤ r˜0 appears
at the beginning of the list of the weights corresponding to values 0 ≤ r˜ ≤ r˜1 for
r˜0 < r˜1 as seen on the following examples.
Example 3.3. Assume m = 3 and r = 0. Consider the listing of weights λ˜
(0, 0, 0) for r˜ = 0;
(1, 1, 1) < (2, 1, 0) < (3, 0, 0) for r˜ = 3;
(2, 2, 2) < (3, 2, 1) < (3, 3, 0) < (4, 2, 0) < (5, 1, 0) < (6, 0, 0) for r˜ = 6;
(3, 3, 3) < (4, 3, 2) < (4, 4, 1) < (5, 4, 0) < (6, 3, 0) < (7, 2, 0) < (8, 1, 0) < (9, 0, 0)
for r˜ = 9.
Corresponding to these, we obtain the beginning of the order of dominant weights
λ of length r = 0 as
(0, 0, 0);
< (1, 0,−1) < (2,−1,−1);
< (1, 1,−2) < (2, 0,−2) < (3,−1,−2) < (4,−2,−2);
< (2, 1,−3) < (3, 0,−3) < (4,−1,−3) < (5,−2,−3) < (6,−3,−3).
For m = 3 and r = −4, considering the listings for r˜ = 2, 5, 8, we get the listing of
λ as
(−1,−1,−2) < (0,−2,−2);
< (0,−1,−3) < (1,−2,−3) < (2,−3,−3);
< (0, 0,−4) < (1,−1,−4) < (2,−2,−4) < (3,−3,−4) < (4,−4,−4).
For m = 3 and r = 4, considering the listings for r˜ = 4, 7, we get the listing of λ as
(2, 1, 1) < (2, 2, 0) < (3, 1, 0) < (4, 0, 0);
< (3, 2,−1) < (4, 1,−1) < (5, 0,−1) < (6,−1,−1).
The specific Donkin-Koppinen order of dominant GL(m)-weights constructed
above will be denoted by≤. It follows from Lemma 3.1 that ≤ refines the dominance
order ✂ of dominant GL(m)-weights.
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3.3. Donkin-Koppinen filtration for GL(m). Let λ be a dominant GL(m)-
weight and λ˜ = λ − λmν be the corresponding polynomial weight as above. Fix a
basic tableau T λ˜ of the shape λ˜ and the length r˜ = |λ˜|. Let i, j be multi-indices
of length r˜ with entries from the set {1, . . . ,m} and T λ˜(i : j) be the bideterminant
built on i, j.
Denote by M≤λ˜ the K-span of all bideterminants of shapes µ˜ ≤ λ˜, and by
M
✂λ˜ the K-span of all bideterminants of shapes µ˜ ✂ λ˜. Also, denote by M<λ˜
the K-span of all bideterminants of shapes µ˜ < λ˜, and by M
✁λ˜ the K-span of
all bideterminants of shapes µ˜ ✁ λ˜. It is a well-known result (see [11]) that M
✂λ˜
is a GL(m)-bimodule that has a K-basis consisting of bideterminants T ζ˜(i : j),
where ζ˜ ✂ λ˜ and T ζ˜i , T
ζ˜
j are standard tableaux. Also, M✁λ˜ is a GL(m)-bimodule
that has a K-basis consisting of bideterminants T ζ˜(i : j), where ζ˜ ✁ λ˜ and T ζ˜i , T
ζ˜
j
are standard tableaux. Additionally, M
✂λ˜/M✁λ˜ ≃ H
0
GL(m)(λ) ⊗ (VGL(m)(λ)
∗)r as
GL(m)-bimodules.
Shifting by a power of Det, we defineM≤λ = Det
λm⊗M≤λ˜ andM✂λ = Det
λm⊗
M
✂λ˜. Then M✂λ is a GL(m)-bimodule that has a K-basis consisting of Det
λm ⊗
T ζ˜(i : j), where ζ˜ ✂ λ˜ and T ζ˜i , T
ζ˜
j are standard tableaux. The expressions Det
λm ⊗
T ζ˜(i : j) are called generalized bideterminants. Also, M✁λ is a GL(m)-bimodule
that has a basis consisting ofDetλm⊗T ζ˜(i : j), where ζ˜✁λ˜, and T ζ˜i , T
ζ˜
j are standard
tableaux. Finally,
M✂λ/M✁λ ≃ H
0
GL(m)(λ)⊗ (VGL(m)(λ)
∗)r
as GL(m)-bimodules.
If Γ is a finitely generated ideal of X(T )+, then the GL(m)-bimodules M≤λ for
λ ∈ Γ form a Donkin-Koppinen filtration of OΓ(K[GL(m)]) since
M≤λ/M<λ ≃ H
0
GL(m)(λ)⊗ (VGL(m)(λ)
∗)r
as GL(m)-bimodules.
3.4. A basis of MΓ. If G = GL(m|n) is a general linear supergroup, then its even
subgroup Gev is isomorphic to GL(m)×GL(n). We write a dominant weight λ of
G as λ = (λ+|λ−), where λ+ is a dominant weight of GL(m) of length r+ = |λ+|,
and λ− is a dominant weight of GL(n) of length r− = |λ−|. We define the strong
dominance order ✂s on dominant weights of GL(m|n) as µ ✂s λ if and only if
µ+ ✂ λ+ and µ− ✂ λ−.
If a simple Gev-module of highest weight µ is a composition factor of H
0
Gev
(λ),
then µ ✂s λ. We can combine the previously defined orders ≤ on the weights λ+
of length r+, and λ− of length r− of GL(m), and GL(n) respectively, to create a
lexicographic order ≤lex on weights of G by µ ≤lex λ if and only if µ+ < λ+, or
µ+ = λ+ and µ− ≤ λ−. Then ≤lex is a Donkin-Koppinen order for Gev.
We can use the specific listings of dominant weights {λ+1 , . . . , λ
+
i , . . .} of GL(m)
of length r+, and {λ−1 , . . . , λ
−
i , . . . , } of GL(n) of length r
− constructed earlier, and
combine them by induction on i to get a listing of dominant weights λ = (λ+|λ−)
of GL(m|n) of length (r+|r−) as follows. For i = 1, we list the minimal weight
(λ+1 |λ
−
1 ). For the inductive step, we assume that all weights (λ
+
j |λ
−
k ), where 1 ≤
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j, k ≤ i, were listed, and add the remaining weights of the type (λ+j |λ
−
k ), where
1 ≤ j, j ≤ i+ 1 in the order
(λ+i+1|λ
−
1 ), . . . (λ
+
i+1|λ
−
i ), (λ
+
1 |λ
−
i+1), . . . , (λ
+
i |λ
−
i+1), (λ
+
i+1|λ
−
i+1).
Denote the above listing of dominant weights λ of GL(m|n) of fixed length (r+|r−)
as {µ
r+|r−
1 , . . . , µ
r+|r−
i , . . .} and the corresponding order by ≤
r+|r− .
Since there are no extensions between simple Gev-modules of different lengths
(r+|r−), we can build Donkin-Koppinen order for Gev in many ways. One possi-
bility is to choose an arbitrary listing of the ordered pairs (r+|r−) ∈ Z2, and then
form the listing of all weights λ by splicing the listings corresponding to ≤r
+|r− in
the chosen order of ordered pairs (r+|r−).
We can construct yet another Donkin-Koppinen order ≤ev of dominant weights
λ of Gev as follows. First, we list the minimal weights µ
r+|r−
1 for all ordered pairs
(r+|r−) in an arbitrary order. Then we list the weights µ
r+|r−
2 for all ordered pairs
(r+|r−) in an arbitrary order, and so on, each time listing weights µ
r+|r−
i for a fixed
index i and all ordered pairs (r+|r−) in an arbitrary order.
Any of the orders ≤, constructed above, refines the order ✂s.
The K-spaceM≤λ =
∑
µ≤λM≤µ+M≤µ− is a Gev-bimodule and it has a K-basis
given by vectors v = v+v−, where
v+ = Det
λ+m
1 T
ζ˜+(i+ : j+) and v− = Det
λ−n
2 T
ζ˜−(i− : j−)
are generalized bideterminants such that (ζ˜+|ζ˜−) ≤ λ˜, and tableaux T ζ˜
+
i+
, T ζ˜
+
j+
and
T ζ˜
−
i−
, T ζ˜
−
j−
are standard. If µ is a predecessor of λ under ≤, then we define M<λ =
Mµ.
The advantage of using the order ≤ev is that each bimodule M≤evλ is a direct
sum of finite-dimensional bimodules M
r+|r−
≤evλ
consisting of all elements in M≤evλ of
the length (|λ+| = r+|r− = |λ−|).
If Γ is a finitely generated ideal of X(T )+, then we can describe the Donkin-
Koppinen filtration of MΓ as follows.
Proposition 3.4. Let Γ be a finitely generated ideal of X(T )+. Then the set of
Gev-bimodules M≤λ, listed by the restriction of the Donkin-Koppinen order ≤ on
Γ, form a Donkin-Koppinen filtration of MΓ = OΓ(K[G]).
Proof. Denote M✂sλ =M✂λ+M✂λ− and M✁sλ =M✂λ+M✁λ− +M✁λ+M✂λ− .
The isomorphisms
M≤λ/M<λ ≃ H
0
Gev
(λ)⊗ (VGev (λ)
∗)r ≃M✂sλ/M✁sλ
of Gev-bimodules proves the claim. 
4. Donkin-Koppinen filtration for GL(m|n)
4.1. The action of superderivations on generators. Corresponding to the
block decomposition (
C11 C12
C21 C22
)
of the generic (m + n) × (m + n) matrix C, we break the ordered pairs (i, j) of
indices from the set {1, . . . ,m+ n} into four blocks. We write
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(i, j) ∈ I11 if and only of 1 ≤ i, j ≤ m;
(i, j) ∈ I12 if and only if 1 ≤ i ≤ m and m+ 1 ≤ j ≤ m+ n;
(i, j) ∈ I21 if and only if m+ 1 ≤ i ≤ m+ n and 1 ≤ j ≤ m;
(i, j) ∈ I22 if and only if m+ 1 ≤ i, j ≤ m+ n.
We have the following formulae:
If (i, j) ∈ I11, then yij = cij .
If (i, j) ∈ I12, then
yij =
Ai1c1j + . . .+Aimcmj
D
.
If (i, j) ∈ I21, then
yij =
ci1A1j + . . .+ cimAmj
D
.
If (i, j) ∈ I22, then
yij = cij − ci1y1j − . . .− cimymj = cij −
∑m
u,v=1 ciuAuvcvj
D
.
Additionally, (D)klD = 0 for (kl) ∈ I11 ∪ I22, and (D)klD = Dykl for (kl) ∈
I12 ∪ I21.
Lemma 4.1. If (ij) ∈ I21 and (kl) ∈ I12, then (yij)klD =
Akjyil
D
.
Proof. We compute (yij)klD = (
ci1A1j+...+cimAmj
D
)klD =
D(ci1A1j + . . .+ cimAmj)klD − (ci1A1j + . . .+ cimAmj)(Ak1c1l + . . .+Akmcml)
D2
.
Using the Laplace expansion
Auj =
∑
v 6=j
(−1)u+k+v+jA(uk|vj)cvk,
we rewrite
(ci1A1j + . . .+ cimAmj)klD = cilAkj +
∑
u6=k
∑
v 6=j
(−1)u+k+v+jciuA(uk|vj)cvl.
Break the expression
D(ci1A1j + . . .+ cimAmj)klD − (ci1A1j + . . .+ cimAmj)(Ak1c1l + . . .+Akmcml)
into two parts. The first part consists of all terms
cilAkjD −
m∑
v=1
cikAkjAkvcvl −
m∑
u=1
ciuAujAkjcjl − cikA
2
kjcjl
= Akj(cilD −
m∑
v=1
cikAkvcvl −
m∑
u=1
ciuAujcjl − cikAkjcjl)
that are multiples of Akj .
The second part consists of terms that are multiples of ciucvl, where u 6= k and
v 6= j. The multiples of ciucvl, where u 6= k and v 6= j, are
− ciuAujAkvcvl +D(−1)
u+k+v+jciuA(uk|vj)cvl
= ciu(−AujAkv +D(−1)
u+k+v+jA(uk|vj))cvl
= −ciuAuvAkjcvl
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using the Jacobi theorem on minors of the adjoint matrix stating that
AujAkv −AuvAkj = D(−1)
u+j+k+vA(uk|vj).
Combining the expression for all terms we obtain
D(ci1A1j + . . .+ cimAmj)klD − (ci1A1jD + . . .+ cimAmj)(Ak1c1l + . . .+Akmcml)
= Akj(cilD −
m∑
u,v=1
ciuAuvcvl) = DAkjyil.
Thus (yij)klD =
Akjyil
D
. 
The action of all right superderivations klD on elements yij is described in the
following table. This table is of independent interest, and completes the formulae
established in [7] and [8].
Proposition 4.2. The values (yij)klD are given as follows.
(ij)\(kl) I11 I12 I21 I22
I11 δjkyil δjk
∑m
u=1 yiuyul 0 0
I12 −(1− δki)δilykj yilykj δjkδil δjkyil
I21 0
yilAkj
D
0 0
I22 0 yilykj 0 δjkyil
Proof. If (ij), (kl) ∈ I11, then (cij)klD = δjkcil from the definition of klD.
If (ij) ∈ I11 and (kl) ∈ I12, then (cij)klD = δjkcil. Since cil =
∑m
u=1 cujyul, the
formula follows.
The cases (ij) ∈ I11 and (kl) ∈ I21 ∪ I22 are trivial.
The case (ij) ∈ I12 and (kl) ∈ I11 follows from Lemma 6.1 of [7].
The case (ij), (k, l) ∈ I12 follows from Lemma 2.1 of [7].
If (i, j) ∈ I12, (kl) ∈ I21, then (yij)klD = δjk
Ai1cil+...+Aimcml
D
. Since Ai1cil +
. . .+Aimcml = δilD, the formula follows.
The case (ij) ∈ I12 and (kl) ∈ I22 follows from Lemma 6.1 of [7].
If (ij) ∈ I21 and (kl) ∈11, then using the arguments from the proof of Lemma
6.1 of [7] we compute (yij)klD = cilAkj − cilAkj = 0.
The case (ij) ∈ I21 and (kl) ∈ I12 follows from Lemma 4.1.
The cases (ij) ∈ I22 and (kl) ∈ I21 ∪ I22 are trivial.
If (ij) ∈ I22 and (kl) ∈ I11, then using Lemma 6.1 of [7] we compute (yij)klD =
−cilykj − (−cilykj) = 0.
If (ij) ∈ I22 and (kl) ∈ I12, then using Lemma 2.1 of [7] we compute (yij)klD =
cilykj − ci1y1lykj − . . .− cimymlykj = yilykj .
If (ij) ∈ I22, (kl) ∈ I21, then we use the formula from the case (ij) ∈ I12, (kl) ∈
I21 to derive (yij)klD = (1− δjk)(cil − cil) = 0.
If (ij) ∈ I22 and (kl) ∈ I22, then using Lemma 6.1 of [7] we compute (yij)klD =
δjk(cil − ci1y1l − . . .− cimyml) = δjkyil. 
Analogously, we obtain the following formulae.
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Proposition 4.3. The values Dkl(yij) are given as follows.
(ij)\(kl) I11 I21 I12 I22
I11 δilykj δil
∑m
u=1 ykuyuj 0 0
I21 −(1− δlj)δkjyil ykjyil δilδjk δilykj
I12 0
ykjAil
D
0 0
I22 0 ykjyil 0 δilykj
Proof. Interchange 2 ↔ 1, i ↔ j, l ↔ k and yuv → yvu in the table of Lemma
4.1. 
Remark 4.4. All divided powers klD
(e) and D
(e)
kl , where 1 ≤ k 6= l ≤ m or
m+1 ≤ k 6= l ≤ m+n and e > 1 vanish on all yij. This follows from (yij)klD2 = 0
unless k = l = j, and D2kl(yij) = 0 unless k = l = i.
4.2. G-bimodules C≤λ.
Lemma 4.5. φ∗(M≤λ) is a G-superbimodule of φ
∗(K[Y21]⊗M≤λ ⊗K[Y12]).
Proof. We have already mentioned thatM≤λ is a Gev-bimodule. It was observed in
[8] that φ∗ is aGev-morphism. Therefore φ
∗(M≤λ) is aGev-bimodule of φ
∗(K[Y21]⊗
M≤λ ⊗K[Y12]).
Next, consider the action of odd superderivation klD for (kl) ∈ I12. Let v+ =
Db
+
T ζ
+
(i+ : j+) be a generalized bideterminant. Denote by vu, for u = 1, . . . ,m,
the sum of generalized bideterminants obtained by replacing one of the entries i
in the tableau T ζ
+
j by the letter u. By Proposition 4.2, (φ
∗(v+))klD is a sum∑m
u=1 φ
∗(vu)yul. Using the straightening algorithm for bideterminants, we can
replace all appearing generalized bideterminants by linear combinations of basis
elements of M✂ζ+ . Applying φ
∗ to those elements, we infer that (φ∗(v+))klD ∈
φ∗(K[Y21]⊗M≤λ ⊗K[Y12]). Using Proposition 4.3, we obtain an analogous state-
ment for φ∗(v+) and Dkl, where (kl) ∈ I21.
Let v− = Db
−
T ζ
−
(i− : j−) be a generalized bideterminant. Denote by w the
sum of generalized bideterminants obtained by replacing one of the entries i in
T ζ
−
i−
by the letter l. By Proposition 4.2, (φ∗(v−))klD = φ
∗(w)ykj . Using the
straightening algorithm for bideterminants appearing in w, we can replace them by
linear combinations of basis elements in M✂ζ− . Applying φ
∗ to those elements, we
infer that (φ∗(v−))klD ∈ φ∗(K[Y21] ⊗M≤λ ⊗ K[Y12]). Using Proposition 4.3, we
obtain an analogous statement for φ∗(v−) and Dkl, where (kl) ∈ I12. 
We will denote M∗≤λ = φ
∗(M≤λ).
Assume that |λ+| = r+ and |λ−| = r−. Corresponding to the action of the odd
root α = ǫm − ǫm+1, together with the Gev-bimodule Mλ,0 = M≤λ, we consider
also Mλ,l = M≤λ−lα for l ≥ 0. The K-space Mλ,l is a finite-dimensional Gev-
bimodule, and the lengths (|µ+|||µ−|) of its weights µ range from (r+− l|r−+ l) to
(r+ − l −mn|r− + l +mn).
We define
C≤λ = φ
∗(⊕l≥0K[Y21]⊗ (⊕l≥0Mλ,l)⊗K[Y12]),
and
C<λ = φ
∗(K[Y21]⊗ (M<λ ⊕⊕l>0Mλ,l)⊗K[Y12]).
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Recall from Example 5.1 of [6], that every dominant weight λ of G has finitely
many predecessors with respect to the order ✂. One predecessor is λ − α, where
α = ǫm − ǫm+1; and the remaining predecessors are found among weights µ that
satisfy µ✁s λ.
In the terminology of Section 3 of [10], the set of all weights of G is interval-finite
and good. By Proposition 3.10 of [10], every finitely generated ideal Γ of the set of
all weights of G has a descending chain of finitely-generated subideals
. . . ⊆ Γk+1 ⊆ Γk ⊆ . . . ⊆ Γ1 ⊆ Γ0 = Γ
such that Γk \ Γk+1 is finite for every k ≥ 0 and ∩k≥0Γk = ∅. We choose a
unique such filtration for which the elements of Γk \Γk+1 are pairwise incomparable
generators of Γk for each k ≥ 0.
Assume an ideal Γ is generated by incomparable weights λ1, . . . , λs. Then Γ0 \
Γ1 = {λ1, . . . , λs}, and Γ1 \ Γ2 = {µ1, . . . , µt} is a subset of all predecessors of
weights λ1, . . . , λs, Γ2 \ Γ3 is a subset of all predecessors of weights µ1, . . . , µt, and
so on.
We denote by C≤Γk the sum of C≤µ, where µ ∈ Γk.
Theorem 4.6. Let Γ be a finitely generated ideal of X(T )+. Corresponding to the
descending chain of finitely-generated subideals of Γ
. . . ⊆ Γk+1 ⊆ Γk ⊆ . . . ⊆ Γ1 ⊆ Γ0 = Γ
as above, there is a descending filtration of CΓ = OΓ(K[G]) by locally finite-
dimensional G-superbimodules
. . . ⊆ C≤Γk+1 ⊆ C≤Γk ⊆ . . . ⊆ C≤Γ1 ⊆ C≤Γ0 = OΓ(K[G]) = CΓ,
where CΓk = OΓk(K[G]) and
C≤Γk/C≤Γk+1 ≃ ⊕µ∈Γk\Γk+1H
0
G(µ)⊗ (VG(µ)
∗)r
as G-superbimodules. If the chain of ideals
. . . ⊆ Γk+1 ⊆ Γk ⊆ . . . ⊆ Γ1 ⊆ Γ0 = Γ
is refined to a chain
. . . ⊆ Γ′l+1 ⊆ Γ
′
l ⊆ . . . ⊆ Γ
′
1 ⊆ Γ
′
0 = Γ,
such that each Γ′l \ Γ
′
l+1 consists of a single weight µ
′
l, then
C≤Γ′
l
/C≤Γ′
l+1
≃ H0G(µ
′
l)⊗ (VG(µ
′
l)
∗)r
as G-superbimodules, and the chain
. . . ⊆ C≤Γ′
l+1
⊆ C≤Γ′
l
⊆ . . . ⊆ C≤Γ′
1
⊆ C≤Γ′
0
= OΓ(K[G])
is a Donkin-Koppinen filtration of OΓ(K[G]) = OΛ(K[G]).
Proof. We prove the statement for the refined chain of ideals {Γ′l}. The statement
for the chain {Γk} then follows from it.
Assume λ = µ′l ∈ Γ
′
l \ Γ
′
l+1. Then (λ] ∩ Γ
′
l+1 = (λ) ⊆ CΓ′l+1 . It is enough to
show that C≤Γ′
l
is a G-superbimodule and C≤Γ′
l
/C≤Γ′
l+1
≃ H0G(λ) ⊗ (VG(λ)
∗)r as
G-superbimodules.
We will show that C≤λ is a left G-supermodule. Analogously, we can prove
that it is a right G-supermodule. It follows from Lemma 4.5 that φ∗(M≤λ) ⊂
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φ∗(K[Y21] ⊗ Mλ,l ⊗ K[Y12]) ⊂ C≤λ. Then Propositions 4.2 and 4.3 imply that
φ∗(K[Y21]⊗Mλ,l⊗K[Y12]) is invariant under the left and right actions of Dist(Gev).
For v ∈ Mλ,l, denote v∗ = φ∗(v). Propositions 4.2 and 4.3 imply that if (kl) ∈
I12, v ∈Mλ,l and y =
∏s
t=1 yit,jt is such that each (it, jt) ∈ I12, then
(v∗y)klD,Dkl(v
∗y) ∈ φ∗(K[Y21]⊗Mλ,l ⊗K[Y12]) ⊂ C≤λ.
Analogously, if (kl) ∈ I21, v ∈ Mλ,l and y =
∏s
t=1 yit,jt is such that each (it, jt) ∈
I21, then
(v∗y)klD,Dkl(v
∗y) ∈ φ∗(K[Y21]⊗Mλ,l ⊗K[Y12]) ⊂ C≤λ.
It remains to investigate the expressions (v∗yij)klD = −(v∗)klDyij + v∗
yilAkj
D
for v ∈ Mλ,l, (ij) ∈ I21 and (kl) ∈ I12; and Dkl(v∗yij) = Dkl(v∗)yij + v∗
ykjAil
D
for
v ∈Mλ,l, (ij) ∈ I12 and (kl) ∈ I21.
A closer look at the product v
cilAkj
D
for (ij) ∈ I21 and (kl) ∈ I12, where v ∈Mλ,l
is a generalized bideterminant of the shape ζ − lα, and ζ ✂ev λ reveals that it
can be obtained in the following way. Write v in the form v = Detb1T
η+(i+ :
j+)Det2T
η−(i− : j−), where η+m = 1. In this case, the first column of T
η+
i+
and T η
+
j+
consists of entries 1, . . . ,m written in the increasing order down the first column.
We change the ordered pair of partitions (η+, η−) into (κ+, κ−) by removing the
last square from the diagram [η+] and adding a new square at the end of the first
row of [η−]. That means κ+i = η
+
i for i = 1, . . . ,m − 1, κm = 0; κ
−
1 = η
−
1 + 1
and κ−j = η
−
j . Define T
κ+
i
+ by the restriction of T
η+
i+
, T κ
+
j
+ by the restriction of
T η
+
j+
, T κ
−
i
− by extending T
η−
i−
by adding an entry k at the end of the first row, and
T κ
−
j
− by extending T
η−
j−
by adding an entry j at the end of the first row. Denote
w = Detb
+
1 T
κ+(i
+
: j
+
)Det2T
κ−(i
−
: j
−
). Then w∗ = v∗
yilAkj
D
is a generalized
bideterminant of shape ζ−(l+1)α, which belongs to φ∗(K[Y21]⊗Mλ,l+1⊗K[Y12]) ⊂
C≤λ.
The situation is analogous for v∗
ykjAil
D
for v ∈ Mλ,l, (ij) ∈ I12, and (kl) ∈ I21.
This proves that C≤λ is a G-superbimodule. Therefore, CΓ′
l
is a superbimodule for
every l ≥ 0. Analogously, C<λ is a G-superbimodule as well.
For a dominant G-weight λ, denote
γ = (γ+|γ−) = (λ1 − λm, . . . , λm − λm = 0|λm+1 − λm+n, . . . , λm+n − λm+n = 0)
and by T γ
+
ℓ
γ+
and T γ
−
ℓ
γ−
the canonical tableau of shape γ+ and γ−, respectively.
Further, denote by v the vector
v = Detλm1 Det
λm+n
2 T
γ+(ℓγ+ : ℓγ+)T
γ−(ℓγ− : ℓγ−).
Then the congruence class of v∗ = φ∗(v) generates C≤λ/C<λ as a G-superbimodule,
and C≤λ/C<λ is given by congruence classes of vectors∏
1≤i≤m<j≤m+n
y
ǫij
ij φ
∗(Detλm1 Det
λm+n
2 T
γ+(i+ : j+)T γ
−
(i− : j−))
∏
1≤j≤m<i≤m+n
y
ǫij
ij ,
each each ǫij ∈ {0, 1}. Using the straightening algorithm, it follows that theK-basis
of C≤λ/C<λ consists of congruence classes of vectors∏
1≤i≤m<j≤m+n
y
ǫij
ij φ
∗(Detλm1 Det
λm+n
2 T
γ+(i+ : j+)T γ
−
(i− : j−))
∏
1≤j≤m<i≤m+n
y
ǫij
ij ,
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where each ǫij ∈ {0, 1} and T
γ+
i+,
T γ
+
j+
, T γ
−
i−
, T γ
−
j−
are semistandard tableaux.
Finally, C≤λ/C<λ ≃ H0G(λ) ⊗ (VG(λ)
∗)r as G-superbimodules.
Since CΓ′
l
/CΓ′
l+1
≃ C≤λ/C<λ as G-superbimodules, the claim follows. 
Remark 4.7. The above proof also shows that a Gev-bimodule φ
∗(K[Y21]⊗Mλ,l⊗
K[Y12]) is not invariant under the action of superderivations klD for (kl) ∈ I12 and
Dkl for (kl) ∈ I21.
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