Abstract-This paper discusses a general approach to qualitative modeling based on fuzzy logic. The method of qualitative modeling is divided into two parts: fuzzy modeling and linguistic approximation. It proposes to use a fuzzy clustering method (fuzzy c-means method) to identify the structure of a fuzzy model. To clarify the advantages of the proposed method, it also shows some examples of modeling, among them a model of a dynamical process and a model of a human operator's control action.
I. INTRODUCTION
N this paper we discuss a method of qualitative modeling I based on fuzzy logic. Related terminologies for qualitative modeling in fuzzy theory are known as fuzzy modeling and linguistic modeling. Qualitative modeling is not so popular in general but this concept is indirectly implied by fuzzy modeling or linguistic modeling. Here we deal with a qualitative model as a system model based on linguistic descriptions just as we use them in sociology or psychology.
Though the terminology of "linguistic modeling" may be straightforward and more appropriate, we use "qualitative modeling" partly because we like to discuss certain problems in comparison with the "qualitative reasoning" approach in artificial intelligence and also because "qualitative modeling" has been one of the most important issues since the very beginning of fuzzy theory. Here artificial intelligence will be abbreviated to AI as usual and the terminology "fuzzy modeling" will be used in a narrow sense.
Before entering the main subject we give an overview of fuzzy modeling in fuzzy theory and qualitative reasoning in AI; then we state the problems concerning qualitative modeling based on fuzzy logic from a systems theory point of view.
After these discussions, we propose a method of qualitative modeling in a general framework known as the black box approach in systems theory. That is, we build a qualitative model of a system without LI priori knowledge about a system provided that we are given numerical input-output data.
A. F i i p Modeling
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the seminal ideas of fuzzy modeling in the early papers of Zadeh. Thus the research concerned with fuzzy niodeling has a history of more than 20 years. There are many interpretations of fuzzy modeling. For instance, we can consider a fuzzy set as a fuzzy model of a human concept. In this study, we simply understand the fuzzy modeling to be an approach to form a system model using a description language based on fuzzy logic with fuzzy predicates. In a broader sense we can interpret the fuzzy modeling as a qualitative modeling scheme by which we qualitatively describe system behavior using a natural language. The fuzzy modeling in a narrow sense is a system description with fuzzy quantities. Fuzzy quantities are expressed in terms of fuzzy numbers or fuzzy sets associated with linguistic labels where a fuzzy set usually does not have a tight relation with a linguistic label; either a fuzzy number does not need to have a linguistic interpretation or a linguistic label is expressed as if it were a frill of a membership function.
On the other hand, what we mean by a qualitative model is a generalized fuzzy model consisting of linguistic explanations about system behavior. Linguistic terms in linguistic explanations are found such that they linguistically approximate the fuzzy sets in an underlying fuzzy model. Furthermore, when a relation of state variables in a system is to be expressed linguistically in a qualitative model, we can use a method of linguistic approximation to accomplish this aim.
In this paper, we focus our attention on qualitative modeling since we want to stress that one of the final targets of fuzzy modeling is "qualitative modeling." We could even say that fuzzy sets and/or fuzzy logic were suggested with qualitative modeling in mind.
Let us go back to Zadeh's early ideas. In his paper in 1968 [ I ] following the first paper, "Fuzzy Sets." in 1965, he suggested using an idea of fuzzy algorithm such as a) set y approximately equal to I O if .I' is approximately b) if .I' is large. increase l/J by several units. Those fuzzy algorithms are nothing but qualitative descriptions of a human action, or decision making. As examples, he shows cooking recipes, directions for repairing a TV set, instructions on how to treat a disease, and instructions for parking a car. As for the necessity of fuzzy algorithms, he notes that "most realistic problems tend to be complex, and many complex problems are either algorithmically unsolvable or, if solvable in principle, are computationally infeasible."
The most remarkable paper related to qualitative modeling is his paper of 1973 [21 on linguistic analysis, where he states "the principle of incompatibility," according to which "as the equal to 5;
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Condition Action to be taken complexity of a system increases, our ability to make precise and yet significant statements about its behavior diminishes until a threshold is reached beyond which precision and significance (or relevance) become almost mutually exclusive
BZ low

When BZ is drasticall low:
Ox low (b) ing, it is seen to be precisely qualitative modeling. As the main characteristics of this approach, he suggests "1) use of so-called linguistic variables in place of or in addition to numerical variables; 2 ) characterization of simple relations between variables by conditional fuzzy statements; and 3) characterization of complex relations by fuzzy algorithms."
It is well-known that, motivated by these ideas of "fuzzy algorithm" and "linguistic analysis," Mamdani first applied fuzzy logic to control [3] . This topic has come to be known as fuzzy algorithmic control or linguistic control. Fuzzy control can be viewed in a certain sense as the result of the qualitative modeling of a human operator working at plant control. For example, fuzzy control rules may be as follows:
1) if the error is positive big and the change of error is positive medium, then the change of control is positive big; 2 ) if the error is positive small and the change of error is positive small, then the change of control is zero, where the error is the difference between the reference input and the plant output, the change of error is the derivative of the error, and the change of control is the derivative of the control input.
As seen in the above example, we use, to describe control rules, linguistic variables which take linguistic values such as "positive big," "positive medium," "zero," and "negative small." These are not merely symbols but rather the linguistic labels with quantitative semantics given by underlying fuzzy sets which are associated with membership functions. So we may call a label "positive big" a fuzzy quantity. In fact we use sometimes the term "fuzzy number" or "fuzzy interval."
The main problem of fuzzy control is to design a fuzzy controller where we usually take an expert-system-like approach. That is, we derive fuzzy control rules from a human operator's experience and/or engineer's knowledge, which are mostly based on their qualitative knowledge of an objective system.
The design procedure is thus something like the following: first, we build linguistic control rules; second, we adjust the parameters of fuzzy sets by which the linguistic terms in the control rules are quantitatively interpreted. For example, let us look at the linguistic rules for controlling a cement kiln [4] , as shown in Fig. 1 . From these, we can easily derive fuzzy control rules. In this sense, we may say that a set of fuzzy control rules is a linguistic model of human control actions which is not based on a mathematical description of BZ low a reduce kiln speed Ox low [b] human control actions but is directly based on a human way of thinking about plant operation.
Apart from fuzzy control, we have many studies on fuzzy modeling. Those are divided in two groups. The studies of the first group deal with fuzzy modeling of a system itself or a fuzzy modeling for simulation . Just as with the modem control theory, we can design a fuzzy controller based on a fuzzy model of a plant if a fuzzy model can be identified. Fuzzy modeling in the latter sense is not necessarily viewed as qualitative modeling unless the derivation of a qualitative model from the identified fuzzy model is discussed. It is, of course, quite interesting to derive qualitative control rules based on the qualitative model of a plant.
For example [14] , assume that we have a dynamical plant model such as 1) if u ,~ is positive and yn-l is positive, then y , is positive big; 2 ) if U,, is negative and yn-l is positive, then yn is positive small; 3) if U , is positive and yn-l is negative, then yn is negative small; 4) if U , is negative and yn-l is negative, then yn is negative big. Then given a reference input 7' = 0, we can derive the following control rules based on the above model: 1) if y,,-1 is positive and y, , is positive big, then U,, is
2 ) if yla-1 is positive and y, , is negative, then U,, is positive; 3) if yTa-l is negative and yn is positive, then 'uTL is negative; 4) if y,,-1 is negative and yT2 is negative big, then U,, is positive big. Here the error e,, is equal to -yn since the reference input (the set point) is zxo.
In the fuzzy modeling, the most important problem is the identification method of a system. The identification for the negative big; fuzzy modeling has two aspects as usual: structure identification and parameter identification. This problem will be discussed in subsection D.
E. Qualitative Reasoning
Outside the research area of fuzzy logic, the concept of qualitative reasoning has been suggested in AI. Earlier studies of qualitative reasoning were found on mechanical systems in 1975 [15] , and also on naive physics in 1979 [16] . We can identify as typical studies of qualitative reasoning the following: 1) qualitative physics or naive physics [ 171, 2 ) qualitative process theory [ 181, 3) qualitative simulation [ 191.
Here we call these ideas qualitative reasoning. The aims and characteristics of qualitative reasoning may be summarized as follows. According to de Kleer [17] , "the behavior of a physical system can be discussed by the exact values of its variables (forces, velocities, positions, pressures, etc.) at each time instant. Such a description, although complete, fails to provide much insight into how the system functions. Our longtemi goal is to develop an alternate physics in which these same concepts are derived from a far simpler, but never the less formal qualitative basis . . . our proposal is to reduce the quantitative precision of the behavioral descriptions but retain the crucial distinctions."
Also if we refer to Kuipers [ 191, we find "an expert system is often a shallow model of its application domain, in the sense that conclusions are drawn directly from observable features of the presented situation. One major line of research toward the representation of deep models is the study of qualitative causal models. Research on qualitative causal models differs from more general work on deep models in focusing on qualitative descriptions of the deep mechanism, capable of representing incomplete knowledge of the structure and behavior of the mechanism."
As we find in the above statements, there are small distinctions and big similarities between fuzzy modeling and qualitative reasoning. One distinction is that fuzzy modeling starts from the fact that a precise mathematical model of a complex system cannot be obtained, whereas qualitative reasoning starts from the fact that, although a complete model may be available, it cannot provide insight into the system; a description based on deep knowledge is needed. On the other hand, similarities are found in the confidence of the advantage of qualitative expressions, in the goals, and in some parts of description languages for modeling. The common idea of qualitative system theory should be emphasized.
Qualitative reasoning makes use of a quantity space on which "landmarks" are defined. Usually one landmark "0" We must point out that, in fuzzy theory, the arithmetic of fuzzy numbers is in a much more general setting. For example we have where n, is a fuzzy number, "approximately U,'' associated with a membership function, e.g.,
The arithmetic in (4) and ( 5 ) is a generalization of the ordinary arithmetic, which of course precisely includes ( 1 ) and ( 2 ) .
In fuzzy modeling, the fuzzy arithmetic is used for computation and "if-then rules" are used for inference together with fuzzy reasoning based on fuzzy logic. Fuzzy reasoning is interpreted as approximate reasoning based on vague or incomplete knowledge.
As far as the tools for model description are concerned, those in qualitative reasoning seem to be very simple compared with those in fuzzy modeling. We can recall a dentist's way of description: a dentist uses the symbols {++. +. i. -. --}, and a control engineer uses in the bang-bang control the symbols {+l. -l}, where the symbol zero can be added as an ideal case in the middle of + I and -I from a theoretical point of view. The dentist's symbols are fuzzy in nature, much more similar-to fuzzy values, while the control symbols are crisp and look similar to qualitative reasoning. Now let us look at the basic approach of qualitative modeling. As far as the authors can determine, this approach suggests I ) to make a model by observations of phenomena based on, for instance, empirical and/or physical knowledge or 2) to derive a qualitative model based on a differential equation of a system. This approach is effective if a system is simple, for example a mechanical system with a small number of state variables and simple interactions among state variables. But, of course, even if a system is composed of many state variables, this approach is useful provided that the system is a lumpedparameter system such as an electric circuit. As a conclusion it seems that qualitative modeling is concerned with wellstructured systems; in most studies on qualitative modeling, they deal with toy systems, if we look at those from a systems 2) If z1 is small and z 2 is more or less small or medium small, then y is big, dy/dzl is very negative, and dy/dxz is very negative. There is another reason for a black box approach. It is often the case that we cannot measure the states of a dynamical system. We can observe only the inputs and the outputs of a system in many cases.
Summing up the above the discussions on qualitative reasoning and fuzzy modeling, we may conclude: l ) motivations are different, 2) goals look similar, 3) tools are much more powerful in fuzzy modeling, and 4) methods of approach to modeling are different and those in fuzzy modeling are more varied and applicable. In any case, however, we see similarities between qualitative reasoning and fuzzy modeling rather than differences.
The research domain of fuzzy logic started adopting a qualitative approach to systems analysis in the late 1960's. We are quite sure that fuzzy modeling can be directly applied to problems considered by a qualitative reasoning method. Despite these facts, it is a great pity that we can hardly find any reference to fuzzy logic in the papers related to qualitative reasoning.
C. Qualitative Modeling
What we imply here by a qualitative model [20] -[23] is a linguistic model. A linguistic model is a model that is described or expressed using linguistic terms in the framework of fuzzy logic instead of mathematical equations with numerical values or conventional logical formula with logical symbols. For example as we shall see later, a linguistic model of a two input-single output system is something like the following: 1 ) if .r1 is more than medium and .1'2 is more than medium.
then is small, ag/13.r1 is sort of negative, and tl,y/tl,rz is sort of negative.
the terms "positive small," "negative small," etc., are the labels conventionally attached to fuzzy sets, where the fuzzy sets play an important role, not the labels. We go beyond this stage by utilizing of the concept of "linguistic approximation." That is, given a conventional fuzzy model with fuzzy sets, we improve its qualitative nature by using linguistic approximation techniques in fuzzy logic. In other words, we deal with a model in which we focus our attention on how to linguistically or qualitatively explain a system behavior as we shall see in what follows. Now let us discuss available sources, i.e., information or data, for qualitative modeling. We find the following classification of the sources: 1) conventional mathematical models 2) observation based on knowledge and/or experience 3) numerical data 4) image data 5 ) linguistic data. In qualitative reasoning as we have seen, a model is built based on 1) and 2). A conventional mathematical model is usually identified based on 2) and 3). A fuzzy model is also based on 2) and 3), as in the case of a mathematical model. Sources 4) and 5 ) are also useful to build a qualitative model. A qualitative model based on 4) , image data, can be interpreted as image understanding, that is, a linguistic explanation of an image. As for the examples concerned with 5), we can consider translation of one language into another or making a summary of a story.
In this paper we deal with qualitative modeling based partly on 2) and mainly on 3) , as usual; a black box approach. The reason for this is that system identification is a key issue in the black box approach and all the basic matters in model building appear in the context of system identification. Indeed we think that any method of modeling should be able to solve the problems discussed from now on. Let us first consider the problems in modeling. Modeling is classified from the viewpoint of a description language. However, there are some common problems to be solved in modeling independently of both the description language and the data type. Thus we refer to the systems theory. The most complicated problems arise when we take a black box approach to modeling. In the black box approach, we have to build a dynamical model using only input-output data. This stage of modeling is usually referred as identification. It is worth noting that the concept of system identification and its formal definition were introduced by Zadeh in the early 1960's. We may suppose that Zadeh suggested the idea of fuzzy sets since he found difficulties in the identification of a complex system based on differential equations with numerical parameters.
According to Zadeh's definition [26] , given a class of models, system identification involves finding a model which may be regarded as equivalent to the objective system with respect to input-output data.
D. Identification in Fuzzy Modeling
Now let us look at the problems in the identification of a fuzzy model. The identification is divided into two kinds: structure identifications and parameter identification.
Structure identification can be divided into two types, called, in this paper, type I and type 11, where each type is also divided into two subtypes. Before going into details, we show a classification of identification in Table I . Later we shall consider a multi-input and single-output system. I ) Structure Identijkation: Generally speaking, the structure identification of a system has to solve two problems: in type I, one is to find input variables and in type 11, one is to find input-output relations. Type I consists of Ia and Ib. In Ia, we find possible input candidates for the inputs to a system. There are of course an infinite number of possible candidates, which should be restricted to a certain number. This type of identification, like induction, i.e., selection of a finite number out of an infinite number, cannot be solved in general. Let us just recall Newton's law of kinetic motion. There is no systematic way to find the exact causes of an unknown phenomenon. We have to take a heuristic method based on experience andlor common sense knowledge; we do not discuss the identification of type Ia in this study.
In the structure identification of type Ib, given the possible input candidates, we find a set of input variables to a system which affect the output. In this case we select a finite number out of a finite number and so there are some systematic ways to solve this problem. For example, we are familiar with this problem in multivariate analysis. In a conventional black box approach in systems theory, this type of identification is, however, not explicitly discussed, and models are based on preassigned input-output variables. Generally speaking, we need some criterion for identification to evaluate the performance of a model. For instance, we can use the output error, i.e., the difference between the model output and the real output. However as far as the structure identification is concerned, it is well known that we cannot use the output error. We need a special criterion for the type Ib.
The structure identification of type 11, which is concerned with input-output relations, is further divided into the subtypes IIa and IIb. Let us first consider IIa. In this type we have to determine the number of fuzzy rules in a fuzzy model. By structure identification in ordinary systems theory, what we mean is to find the relations between the inputs and the outputs. Given a description language for modeling, it simply means the determination of the order of a model. Let us consider an input-output model of a static system:
and also consider an input-output model of a dynamical system: where f is a discrete time. In both cases, the order, it,, must be identified.
We know that AIC [27], Akaike's information criterion, can be used to this aim in particular when a system is linear. The idea of the identification of the order, 71, can be explained as follows.
We consider the model in (7) . Given a set of the input-output data indicated by 0, Fig, 2 (a) shows an identified model with a high order which has a good fitting for the data. This model minimizes the output error. However since the data are contaminated by noise, we might also observe another set of data indicated by A in the figure for which the model has no fitting. What is a model which fits both sets of data, independently of noise? Fig. 2 (b) shows a model with a lower order which has a better fitting on the average than the model in Fig. 2 (a): this model does not minimize the output error. So the identification of the order, i i , is very important in modeling: usually 'rt is determined so as to minimize the value of AIC, which, roughly speaking, means minimizing both the output error and the order.
In a fuzzy model, the structure identification of this kind is stated in a different way. A fuzzy model consists of a number of if-then rules. The number, 71, of rules in a fuzzy model corresponds to the order, n, in a conventional model. This identification of 71 is called type IIa.
There are two parts of an if-then rule: the premise part and the consequent part. So the rules have two structures in principle: the premise structure and the consequent structure. If we use a fuzzy model (see Appendix II), the consequent of which is of a functional type [ 121 as in (8), we have the same structure problem as in a conventional model. We will not use Fig. 2 . Input+utput data and model this sort of a fuzzy model in this paper. Below we shall discuss only the premise structure, which is concerned with IIb.
Supposz we obtain the following fuzzy model with three rules by the identification of IIa: 1) if 5 1 is small, then y is small; 2 ) if 5 1 is big and z 2 is small, then y is medium; 3) if x:1 is big and 2 2 is big, then y is big. The premise space of the above model, which is twodimensional space of the inputs 2 1 and 5 2 , is partitioned into three fuzzy subspaces as we see; the number of rules corresponds to the number of subspaces. This partition is called the premise structure in a fuzzy model. So the identification IIb implies determining how the input space should be partitioned. Fig. 3 (a) shows the partition of the input space in the above model. As we find in Fig. 3 (b) and (c), there are a number of different partitions. The problem is combinatorial: we need a heuristic method to find an optimal partition together with a criterion [ 121. However in our approach, this problem is automatically solved in the process of the structure identification of IIa, where we use a fuzzy clustering method.
As we discussed in the above, we deal with the problems of selecting the input variables (Ib) and finding the number of rules (Ha).
2) Parameter Identijication: In ordinary system identification, parameters are the coefficients in a functional system model. In a fuzzy model, the parameters are those in the membership functions of the fuzzy sets. There is not a big difference between the two except in the number of the parameters, there being many more in a fuzzy model. We can use a conventional criterion, i.e., the output error, for parameter identification also in a fuzzy model. We have to notice that the structure identification and the parameter identification cannot xl xl (b) be separately performed in principle. This fact makes the identification very complicated. In our approach, the parameter identification can, however, be separately performed after the structure identification.
By summing up the above-mentioned tasks to be done for modeling, we could say that the ratio of importance of the structure identification of type I to that of I1 and the parameter identification would be, moderately speaking, 100 : 10 : 1. In any event, if we know the input candidates to a system, our problem is almost solved. After this, we can certainly find an algorithm of the identification depending on a description language. Unfortunately we do not have a systematic approach to structure identification of type Ia: it is a problem of induction. Structure identification of type Ib is a combinatorial problem. Type IIa is similar to the identification of the model order in ordinary identification. Type IIb is also a combinatorial problem which appears only in the case of if-then rules. The parameter identification is merely an optimization problem with an objective function.
In this paper we will mainly deal with structure identification since parameter identification is neither valuable for discussions nor theoretically important.
FUZZY MODEL
In this paper we use the following type of a fuzzy model R' : if :c1 is Ai and :1:2 is Ai . . . and xTt is Ai, then y is B i . (9) where R' is the %th rule (1 5 i 5 vi), x:j( 1 5 j 5 71) are input variables, :I/ is the output, and Ai and B' are fuzzy variables.
for a multi-input and single-output system:
We can simply rewrite the form (9) as
where z = (XI.. . . . : r T l ) and A = ( A I , .
.
. . A 7 , ) .
For simplicity, the membership function of AS is denoted Ai ( e ) . In this section we regard the fuzzy variables A and B as those taking as values fuzzy numbers which are not necessarily associated with linguistic labels. Our method of qualitative modeling consists of two steps. In the first step we deal with a fuzzy model in terms of fuzzy numbers. In the second step we give linguistic interpretations to this fuzzy model. That is, we deal with a fuzzy model with linguistic terms which we call a qualitative model. Occasionally we let B Z take singletons, i.e., real numbers, instead of fuzzy numbers. As far as fuzzy control is concerned, it is well known that we can use fuzzy rules with singletons in the consequents without losing the performance of the control. However in order to derive a qualitative model from the fuzzy model in (9) , it is better to use fuzzy numbers in the consequents.
As for reasoning, we modify partly the ordinary method as seen in the following steps 2) and 3): 1) Given the inputs xy. x!, . . . , and x:, calculate the degree of match, wi, in the premises for the ith rule, 1 5 i 5 m
2) Then defuzzify Bz in the consequents by taking the center of gravity:
( 1 1) 3) Calculate the inferred value, ij, by taking the weighted average of ba with repsect to uf
...
i = l i=l
where m is the number of rules. As we find in the process of reasoning, the rule Ra translate (13) In what follows we shall call a fuzzy model in the form (9) a position type model.
Next we propose occasionally to use a position-gradient type model. It is often the case that we cannot build a fuzzy model over the whole input space because we lack data. In this case we need to take an extrapolation for estimating the output using local fuzzy rules. Note that in conventional fuzzy reasoning we take an interpolation using some number of rules.
to the form
A position-gradient model is of the following form:
where ay/dz = (ay/a.rl.. .
. . t l !~/ t l . r ,~) .
C' = (Ci. . . .
. C;L).
and a y / a~~ is the partial derivative of y with respect to ,rJ.
Using the rules shown in (14), we can infer the output for a given input for which no rule of the position type is available; 2) Calculate the distance di between the input and the core region of the ith rule as shown in Fig. 4 . As we see, the core region, in a two-dimensional case, of the ith rule:
"if 5 1 is Ai and z 2 is Ai then y is BZ," is the crisp region determined by the fuzzy sets Ai and A i , where membership grades Ai and Ai are 1.
3) Calcualte the inferred output, y, by
where 71 is the number of inputs, m the number of rules, d i the component of di on the x j coordinate axis, and rw(d2) = e x p ( -d i ) is the weight of the ith rule dependeing on the distance d'.
As is seen in (16), the term bz + x,"=,(dj x e:) is the extrapolated value of the output using the value of its partial derivatives a y / d z j . We shall see below that the membership functions in this study are almost always of a trapezoidal type as shown in Fig. 4 .
A. Structure Identification
Let us now discuss the method of structure identification. As stated in the Introduction we have to deal with structures of type Ib: to find a set of input variables among the possible candidates, and with structures of type 11: to find the number of rules and a fuzzy partition of the input space (see Table  I ). We shall use an ordinary method for Ib but propose a new method based on fuzzy clustering for 11. In general, it seems that we can neither separate the identification of type Ib from that of type I1 nor separate the structure identification from the parameter identification; these are mutually related. However we can separate these by using our method. This is a great advantage of the new method.
In principle, the algorithm for the identification is of the iterative type. We present the algorithm through numerical examples. Let us consider the following nonlinear static system with two inputs, x1 and 2 2 , and a single output, y:
We show a three-dimensional input-output graph of this system in Fig. 5 . From this system equation, 50 input-output data are obtained ( Table 11 ). The data of 2 3 and x4 are put as dummy inputs to check the appropriateness of the identification method. 1 ) Structure IdentGcation of Type I: In the proposed algorithm, the identification of type Ib is done between the identification of type I1 and the parameter identification. Let us, however, first consider the identification Ib.
We have four candidates, 2 1 -~4 , for the inputs to the system and have to find among them the actual inputs affecting the output, y. This is a combinatorial problem. For instance we can count 15 cases in this example: four cases if the system has only one input, six cases if it has two inputs, and so on. In general, let X be a set of possible input candidates 5 1 , 2 2 . . . . . xTL; then the total number of cases is the number of subsets except an empty subset of X , i.e., 2" -1. Here we take a heuristic method to select some inputs from among the candidates; we increase the number of inputs one by one, watching a criterion. First we divide the data into two groups, A and B, as in Table 11 . As a criterion to this purpose, we use the so-called regularity criterion, RC [28] , in GMDH (group method of data handling), which is defined as follows: As we can guess from the form of RC, we build two models for two data groups at each stage of the identification. Notice that we have to make the structure identification of type I1 and the parameter identification in order to calculate RC. We can easily find the meaning of RC in Fig. 2 . Now we show the outline of a heuristic algorithm for Ib. First, we begin with a fuzzy model with one input. We make four models: one model for one particular input. After the identification of the structure I1 and parameter identification, which will be described later, we calculate RC of each model and select one model to minimize RC from among the oneinput models. Next we fix the one input selected above and add another input to our fuzzy model from among the remaining three candidates. Our fuzzy model has two inputs at this stage. We select the second input as we do at the first step, according to the value of RC.
We continue the above process until the value of RC increases. The result is shown in Table 111 . As is shown, .c1 is selected at the first step, .r2 at the second step. At the third step, however, both the values of RC for the third inputs, . r~ and .rA are bigger than the minimal RC at the second step. So the search is terminated at this stage. As a result we have evaluated nine of the 15 case5 and succeeded in finding the true inputs, . r 1 and .r2.
Let us look at Fig. 6 to understand the algorithm. This figure shows a tree structure of this combinatorial problem. As we level level level level 4 -xl x2 x3 x Fig. 6 . Search tree in identification of type Ib see, the tree in this case consists of four levels. Each node of the tree corresponds to a subset of the set of input candidates: the node at the level 0 corresponds to an empty set. Thus the total number of meaningful nodes in 2" -1 for a case of n, input candidates. The nodes 2 1 and ~1 . 2 2 with double circles are selected in searching the tree as shown in Table 111 . Only one node at each level is selected and so those nodes connected by dotted lines are not evaluated. Since the values of RC at level 3 become bigger than that of :c1 0 2 2 at level 2, the search is terminated at level 2. If not, the search is continued until the final level. As a result of this algorithm, we evaluate at most n(n + l ) / 2 nodes in this algorithm out of 21L -1.
We can further reduce the number of evaluations. For example, suppose the RC of the node z1 0 2 4 at level 2 is not improved compared with that of the best node, 1c1, at level 1. Then we consider that the input xq should be eliminated and thus we stop evaluating the node 5 1 0 x2 0 5 4 at level 3. This case will be shown later in the example of modeling a gas furnace (see Table VII ).
2) Structure ldenrijcation of Dpe II: Usually in the design of a fuzzy controller we first pay attention to rule premises and find an optimal partition based on a certain criterion. Here we propose a different method; that is, we first pay attention to the consequents of the rules and then find a partition concerning the premises. Also in our method, we do not take an ordinary fuzzy partition of the input space, as is shown in Fig. 7 , for if we take this kind of partition, the number of rules increases exponentially with the number of inputs. For this reason, we introduce the fuzzy c-means method, abbreviated FCM, for the structure identification of type IIb. The algorithm of FCM will be shown in Appendix I. Using FCM, we make fuzzy clustering of the output data; we use all the data. As a result, every output y is associated with the grade of membership belonging to a fuzzy cluster B. Notice that we now have the following data associated with the grade of the membership of y i ,in BJ(l 5 :j 5 c ) :
We can induce a fuzzy cluster A in the input space as in shown in Fig. 8 . By making the projection of the cluster A onto the axes of the coordinates .rl and .r2, we obtain the Fig. 9 . Projection of a fuzzy cluster. fuzzy sets A I and A2 as shown in Fig. 9 . As is easily seen, we have at this stage the following relation:
Output space
where B is the output cluster. Now this cluster gives a fuzzy rule: if : c 1 is A I and 1c2 is A2, then : y is B.
Remark I : Although the output cluster B is convex, the input cluster A corresponding to B might not be convex: for instance we might obtain A l , as is shown in Fig. 10(a) . In this case we approximate the input cluster in Fig. 10(a) with a convex fuzzy set as in Fig. 10(b) . Finally we approximate this convex fuzzy set and B as well, with a fuzzy set of trapezoidal type as shown in Fig. 10(c) , which is used in the fuzzy model. Remark 2: the next problem is that we might have more than two fuzzy clusters, A' and A2 in the input space which corresponds to the same fuzzy cluster B in the output space.
In this case we carefully form two convex fuzzy clusters as illustrated in Fig. 11 . We obtain the following two rules with the same consequent: R1 : if : c 1 is A: and z 2 is Ai then ;y is B R 2 : if :rl is A: and L I :~ is Ai then y is B.
As we can easily understand, a fuzzy partition of the input space is obtained as a direct result of fuzzy clustering; we do not have to consider the structure identification of type IIb. Let us discuss a method to determine the number of rules which is related to the number of fuzzy clusters in fuzzy clustering. Note that, because of Remark 2 the number of fuzzy rules is not exactly the same as that of fuzzy clusters in the output space, as we have just discussed above. grade of kth data belonging to ith cluster; adjustable weight (usually 171 = 1.5 N 3).
The number of clusters, c, is determined so that S( e ) reaches a minimum as c increases: it is supposed to be a local minimum as usual. As in seen in (21), the first term of the right-hand side is the variance of the data in a cluster and the second term is that of the clusters themselves. Therefore the optimal clustering is considered to minimize the variance in each cluster and to maximize the variance between the clusters. Fig. 12 shows the change of S ( c ) in fuzzy modeling of the system (17). In this case, the optimal number of fuzzy clusters is found to be 6. From this, the number of rules is identified by taking account of the case where a fuzzy cluster in the input space is divided into two fuzzy clusters. As it is easily seen, in the process of fuzzy clustering, we refer neither to the input nor to the parameters in premises. Therefore we can separate the identification of type I1 from that of Ib and the parameter identification. Futher as we find in the above discussion, a fuzzy partition of the input space IIb as well as the parameters After identifying the structure of type Ib (input variables), we combine the two groups of the data and induce fuzzy clusters in the input space from the output clusters to find the parameters A. We use those parameters obtained in the process of fuzzy clustering as an initial guess in the parameter identification. Fig. 13 shows the fuzzy model of (17). Below we shall use the mean square error of output as a performance index of a fuzzy model:
where m is the number of data, yz is the ith actual output, and is the ith model ouput. In this example, we have P I = 0.318.
3) Identi'cation of a Position-Gradient Model: Finally let us discuss the identification of a position-gradient type model of the form (14): the determination of the term "dyldz, is Cj". Since the partial derivative dy/dzi is not given as data, we have to estimate it from the given input-output data.
We assume an equation around the input-output data (z?. . . ' . x;L, yo):
:). (23)
We estimate the coefficients dy/dzj in (23) by using the method of weighted least squares using the other input-output data. As weights, we use where .c;(l 5 ,j 5 n ) is the kth data. Then we can obtain a fuzzy set Ci in the form of (14) from the output cluster Bz just as we do to obtain the fuzzy sets A i . We should notice as pointed out in the preceding section that the parameter identification can be done separately from the structure identification in our method since the parameters obtained as by-products in fuzzy clustering are available to calculate RC in the process of the structure identification Ib. In ordinary algorithms of identification, the parameter identification must be performed in the process of the structure identification, which makes an algorithm complicated. Our method also enables us to omit the identification IIb of the partition of the input space.
B. Parameter Ident$cation
As discussed in the preceding sections, we determine at the stage of parameter identification the values of parameters in a system model. In the case of a fuzzy model, the parameters are those concerned with membership functions.
In this paper, we approximate a convex fuzzy set with a trapezoidal fuzzy set. A trapezoidal fuzzy set has four parameters, as shown in Fig. 15 , where p l 5 p 2 5 p3 5 p4.
As mentioned, we have already found the parameters by making the projection of the clusters onto the axes of coordinates. We can derive a qualitative model from a fuzzy model with these parameters. However it is better to improve the parameters in order to use a fuzzy model for simulation. So we adjust the parameters as we do in the ordinary parameter identification.
Since parameter identification is a problem of nonlinear optimization, there are studies on fuzzy modeling using the nonlinear optimization method for parameter identification, e.g., the complex method [12].
In the method we propose, we have a great advantage in that we can find, as we did in our example, the approximate values of the parameters; we can use these values as an initial guess in the parameter identification. Now we show an algorithm for the identification process.
Set the value f of adjustment. Assume that the lcth parameter of the jth fuzzy set is pj".
Calculate pj" + f and p: -f . If lc = 2,3,4, and pj" -f is smaller than p$-', then 6; = $'; else 6: = pj" -f .
Also if lc = 1 , 2 , 3 and p: + f is bigger than pS+l, then p j = p;+l; else fij = pj" + f . f is a constraint for adjusting parameters, as shown in Fig. 16 . Choose the parameter which shows the best performance PI in (21) among {fi:,p;,fij} and replace pj" with it. Go to step 2 while unadjusted parameters exist.
Repeat step 2 until we are satisfied with the result.
-IC -IC
We use 5% of the width of the universe of discourse as the value of f and we repeat 20 times steps 1 to 6. Note that we do not adjust the parameters in the consequents of the rules.
QUALITATIVE MODEL
A. Linguistic Approximation
In this section we discuss a way to derive a qualitative model from a fuzzy model. To this aim we use a method of linguistic approximation [32], [33] of fuzzy sets. We can state our problem as follows: Given a proposition with fuzzy predicates, find a word or a phrase out of a given set of words to linguistically approximate it, with hedges and connectives. After this procedure, we can obtain a qualitative model with linguistic rules from the identified fuzzy model.
We use the following two indices to measure the matching degree of two fuzzy sets [34] :
Degree of similarity:
where (1 . 11 is the cardinality of the fuzzy set, and N and L are fuzzy sets.
Degree of inclusion:
the above setting, N is a fuzzy set considered as a fuzzy number and L is a fuzzy set associated with a linguistic label.
In order to choose the closest L to a given N , we may refer only S ( N , L ) . In some cases, however, it is better to refer also I ( N , L ) . In Fig. 17 , for two fuzzy sets P and Q, we have
S ( N , P ) = S ( N , Q) W , p ) < I ( N , Q ) .
As Q is included in N , we can say that Q approximates more appropriately N than P. We suggest leaving the exact use of these to the user's preference.
In this paper we consider linguistic approximation on three levels. We shall use the following hedges [35] : very, more or less, slightly, sort o j not, more than, less than, as shown in Fig. 18 . We apply certain constraints in the use of hedges. For instance we may say "very big," or "more than middle," but we do not say "more than big."
As an example, let us approximate two fuzzy numbers, A and B , concerning the strength of wind in Fig. 19(a) with the linguistic terms in Fig. 19(b) . The top and bottom parts of 
B. Control of Number of Linguistic Rules
It is often the case that we are asked to explain phenomena "more precisely" or "more simply." We have a limitation in responding to this sort of request if we merely try to refine or simplify the linguistic approximation. We can manage this problem by increasing or decreasing the number of linguistic rules. Two features contribute to this flexibility: hedges and connectives. As we adopt a fuzzy clustering method for the identification of IIa i.e., the number of rules, we can simply control the number of linguistic rules by adjusting the number of fuzzy clusters. This is also a great advantage of the proposed method.
IV. ILLUSTRATIVE EXAMPLES
We deal with six illustrative examples in this section. The first example involves qualitative modeling of a nonlinear system, which has been partly discussed in the previous section. The second is also a numerical example in which we discuss the performance of our fuzzy modeling method. In the third example we make a qualitative model of a dynamical process. The fourth and fifth examples are concerned with qualitative modeling of human operation at process control. In the final example we make a qualitative model to explain the trend in the time series data of the price of a stock.
In order to understand the examples in connection with the preceding discussions, let us list the key points: a) fuzzy model of position type, b) fuzzy model of position-gradient type, c) qualitative model, d) structure of type Ib: input variables, e) control of the number of linguistic rules, f) structure of type IIa: number of rules, g) parameter identification.
In what follows, we shall attach symbols (a)-(e) to each example. Throughout the examples, (f), the structure identification of type IIa, and (g), the parameter identification, are performed.
A. Nonlinear System (a, b, c, d )
This example deals with the explanation of the proposed method of identification. Let us recall a static and nonlinear two input-single output system of the type shown in (17): This system shows the nonlinear characteristic illustrated in Fig. 5 and we use the data in Table 11 . The process of the identification of type IIa has been shown in rules has been found to be 6. In this example, the number of rules is found to be equal to the number of clusters. After the parameter identification, we obtain a fuzzy model as in Fig.   20 , where the performance index of the model is P I = 0.079.
Before the parameter identification, we have obtained the fuzzy model with unadjusted parameters as we see in Fig. 13 , where P I = 0.318. We can certainly improve the model by adjusting its parameters.
In this example, we also obtain a fuzzy model of positiongradient type as illustrated in Fig. 21 . In the case of the latter model, the performance is greatly improved. We have P I = 0.010. Finally we show a qualitative model of the position-gradient type.
I ) If z 1 is more than MEDIUM and 2 2 is more than MEDIUM, then y is SMALL, .3y/dzl is sort of NEG-ATIVE, and dy/da2 is sort of NEGATIVE.
2 ) If 2 1 is not SMALL but less than MEDIUM BIG and 2 2 is not SMALL but less than MEDIUM BIG, then y is MEDIUM SMALL, dy/dzl is sort of NEGATIVE, and dy/dz2 is sort of NEGATIVE. 3) If 2 1 is not SMALL but less than MEDIUM BIG and :cp is more or less MEDIUM BIG, then y is more or less MEDIUM SMALL and MEDIUM, dy/d:1;1 is sort of NEGATIVE, and i)y/d:~2 is sort of NEGATIVE. 4) If 21 is less than MEDIUM and 1c2 is less than MEDIUM BIG, then y is MEDIUM and more or less MEDIUM BIG, i)y/d:cl is sort of NEGATIVE, and i)y/dzp is sort of NEGATIVE. 5) If :~' 1 is more or less MEDIUM SMALL or MEDIUM and 2 2 is more or less SMALL, then y is MEDIUM BIG, i)y/i)zl is sort of NEGATIVE, and dy/i):c2 NEG-ATIVE. 6) If :c1 is SMALL and x 2 is more or less SMALL or MEDIUM SMALL, then y is BIG, dy/i)zl is very NEGATIVE, and dy/d:1;2 is very NEGATIVE. We can understand the performance of the model by referring to the characteristics of the system shown in Fig.  5 .
B. Fuzzy System Model (a, d )
In this example we investigate the reproductivity of the proposed method of system identification. That is, we obtain input4utput data from a fuzzy system consisting of fuzzy rules and make its fuzzy model using the data. Fig. 22 shows a fuzzy system with nine rules in the form of (13) which has singletons in the consequents.
We use 100 data points of X I . 2 2 . : X S , :CA, and y taken from the system where 2 3 and :CA are dummy input variables; some data are shown in Table V. After the fuzzy clustering, we find the optimal number of clusters to be 8. From this we derive nine rules; one of eight clusters is divided into two rules because of the nonconvexity of an input cluster.
The structure identification of type Ib proceeds as is shown in Table VI. In step 2 of this table, the two inputs, :1:1 and 2 2 , with the minimal RC are correctly selected.
After parameter identification, we obtain a fuzzy model of the type shown in Fig. 23 . We can see a good reproductivity by comparing the identified model with the original system. Step 2 .r1 -.r3 (b, c, d ) We discuss the qualitative modeling of a dynamical process using a famous example of the system identification given by Box and Jenkins [36] . The process is a gas furnace with single input u ( t ) and single output y(t): gas flow rate and CO2 concentration, re5pectively. We omit to show data which are found in [36] .
C. Box and Jenkins's Gas Furnace
Since the process is dynamical, we consider as candidates the ten variables y ( t -1). . . . , g ( t -4). u(t -1). . . . . u(t -6) to affect the present output y(t). Using 296 data points, we make fuzzy clustering and find six clusters. Step 1
Step 2 step 3 In Table VII , some sets of input candidates, e.g., {y(tin step 2 are associated with the mark x. The mark x shows that the values of RC for those input sets are bigger than the minimal RC at the previous step, i.e., RC for y(t -1). As discussed in subsection 11-A-1, we eliminate the input candidates y(t -2), y(t -3), and y(t -4) after step 2 since we may not have good prospects by considering those as candidates at proceeding steps. So we evaluate only five sets of input candidates at step 3 as seen in Table   VII .
y ( t -l ) --( t -4 ) -u ( t -3 ) y(t -1 ) -u ( f -4 ) -u ( t
After the parameter identification, we obtain a fuzzy model of the position-gradient type as shown in Fig. 24. Fig. 25 shows the model behavior in comparison with the actual process. In Table VIII , we compare our fuzzy model with other fuzzy models where we see a high performance of our model; the number of rules are remarkably reduced, and P I also. Now let us derive a qualitative model from a fuzzy model of position type using linguistic approximation at level 3. We obtain the following model. 
11, Y(t -211, {Y(t
0.190
5) If y(t -1) is not BIG but more or less MEDIUM BIG, U ( t -4) is MEDIUM SMALL or MEDIUM, and U ( t -3 )
is not SMALL but more or less MEDIUM SMALL, then y ( t ) is MEDIUM BIG and sort of BIG. 6) If y(t-1) is MEDIUM BIG or more or less BIG, is more or less MEDIUM SMALL or MEDIUM, and u(t -3 ) is less than MEDIUM, then y(t) is very BIG.
As is well known, we can make a linear model of this process. The performance index of the identified linear model is P I = 0.193. The P170.190 , of our fuzzy model is almost the same as that of the linear model. We should remark that we do not aim at a good numerical model by fuzzy modeling in this study. If we want to do it by fuzzy modeling, we can use Takagi-Sugeno's fuzzy model and we can improve the performance quite a bit more such that P I = 0.068 Wl.
We will show this fuzzy model as well as a linear model in Appendix 11.
D. Human Operation ut a Chemical Plant ( U , c, d, e )
We deal with a model of an operator's control of a chemical plant. The plant is for producing a polymer by the polymerization of some monomers. Since the start-up of the plant is very complicated, a man has to make the manual operation at the plant.
The structure of the human operation is shown in Fig. 26 . There are five input candidates which a human operator might refer to for his control, and one output, i.e., his control. These are the following: where an operator determines the set point for the monomer flow rate and the actual value of the monomer flow rate to be put into the plant is controlled by a PID controller. We obtain 70 data points of the above six variables from the actual plant operation as shown in Appendix 111. First we find six clusters by fuzzy clustering; we obtain six rules in this case. Fig. 27 shows the change of S ( c ) in the process of IIa. The identification process of type Ib is as shown in Table IX . As a result, we conclude that the operator must refer to the three informations u l (monomer concentration), u2 (change of u l ) and 213 (monomer flow rate) to decide his control action.
We show the obtained fuzzy model in Fig. 28 . Fig. 29 shows the excellent performance of the fuzzy model. l GOTj GI
0
Step I
Step 2
Step 3 From the fuzzy model, we can derive the following qual-1) If ul is more or less BIG, and u2 is not INCREASED, and u3 is SMALL, then y is SMALL or MEDIUM SMALL. 2 ) If u1 is more or less MEDIUM, and u2 is DECREASED, and u3 is SMALL or MEDIUM SMALL, then y is MEDIUM SMALL.
)
If ul is MEDIUM, and u2 shows NO CHANGE, and u3
is MEDIUM SMALL or MEDIUM, then y is MEDIUM. 4) If u1 is more or less MEDIUM, and u2 is ANY VALUE, and u3 is MEDIUM, then y is MEDIUM or MEDIUM BIG.
itative model. 
If ul is more or less SMALL, and u2 is very IN-CREASED, and u3 is MEDIUM BIG, then y is BIG. 6) If ul is more or less SMALL, and u2 is sort of INCREASED, and u3 is BIG, then y is very BIG. We have shown this qualitative model to some operators and obtained their agreements with the model. It is worth noticing that we can make a fuzzy controller using the obtained fuzzy model to automate the operator's control.
In general it is difficult to evaluate this sort of a qualitative model since a model error in an ordinary sense is not available. One method is taken here is to ask an expert about the performance of a model. Also in such a case as subsection IV-A, we can qualitatively evaluate a model by comparing a model with the original shape in Fig. 5 .
If we are asked to explain the operator's action in a simple form, we can present a qualitative model, for instance, with three linguistic rules by adjusting the number of clusters. Those are the following.
M I )
If u l is MEDIUM SMALL, and rr2 is less than NO CHANGE, and (13 is sort of SMALL, then y is sort of SMALL or more or less MEDIUM SMALL. If ul is more or less MEDIUM, and u2 is ANY, and i t 3 is more or less MEDIUM, then y is more or less MEDIUM. If u l is sort of SMALL or more or less MEDIUM SMALL, and tr2 is more or less NO CHANGE, and I13 is more than MEDIUM BIG, then y is more then MEDIUM BIG.
M2)
M3)
By comparing those MlLM3 with the above 1-6, we can find that M 1 is a summary of 1, 2, and 3, M2 is that of 3 and 4, and M3 is that of 4, 5, and 6. That is, the original six rules are fuzzily summarized in three rough rules. (a, e, d ) A water purification process is a process to produce clean water for civil use. Turbid water, called raw water, flows into the process from rivers or lakes and then a chemical product, called a floccul ting agent, is put into the process so that the turbid part of the water form flocks by cohesion which settle out in the settling basin. After sterilization by chlorine, we get clean water. The chemical reactions in this process are very complicated and so a human operator has to decide the amount of the flocculating agent by referring to some state variables. In principle, his control is of a feedforward type; it is generally difficult to automate such a human operator behavior. The referred variables are: We use 624 data points. Making the identification of the operator's control action, we obtain a fuzzy model with seven rules as is shown in Fig. 30 . Fig. 31 shows the performance of the model. From this fuzzy model, we derive a qualitative model as is shown in Table X . 
E. Human Operation ut Water Purification Process
X I :
F. Trend of Stock Prices ( U , c)
Finally we deal with the trend data of stock prices. We use the daily data of two different stocks: 100 data points of the first stock, A, and 150 data points of the second stock, B. The data of stock A are shown in Appendix IV. Both data consists of ten inputs and one output. These are past change of moving average ( I ) over a middle period; present change of moving average ( I ) over a middle period; past separation ratio ( I ) with respect to moving average over a middle period; present separation ratio ( I ) with respect to moving average over a middle period; present change of moving average (2) over a short period; past change of price (I) , for instance, change on one day before; present change of price ( I ) : past separation ratio (2) with respect to moving average over a short period; present change of moving average (3) over a long period; present separation ratio (3) with respect to moving average over a short period; prediction of stock price.
Here the separation ratio is a value concerning the difference between a moving average of a stock price and price of a stock. Making fuzzy clustering, we obtain five rules in both cases. Here we omit fuzzy models. Figs. 32 and 33 show a comparison of the price with the actual price; we can see the good performance of the models. Output of stock price model B. Fig. 33 .
The qualitative models of the trend data of the two stock prices are shown in Tables XI and XII. This sort of study is quite interesting. It implies that we induce "qualitative laws," by observing data, to which economic phenomena are subject.
V. CONCLUSIONS
We have discussed an approach to qualitative modeling based on fuzzy logic. A qualitative model is derived from a fuzzy model using the linguistic approximation method. We have proposed the use of a fuzzy clustering method for the structure identification of a fuzzy model. The proposed method has been examined in several case studies. What we have to do further in qualitative modeling is to improve the linguistic approximation method.
APPENDIX I ALGORITHM OF FUZZY C-MEANS METHODS [30]
Given a set of vector data Z k , 1 5 k 5 ri, we classify those into a certain number of fuzzy clusters. A fuzzy cluster is characterized by p,k. which shows the grade of membership 
where yz is the outut from the ith rule, A; is a fuzzy set, and c; is a consequent parameter.
Given an input (xy , Using the above type of modeling method, we obtain a fuzzy model of Box and Jenkins's gas furnace with two rules as follows [37] :
48.8
59.0
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APPENDIX IV
