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Re´sume´
Depuis plusieurs anne´es, des projets d’inte´gration de donne´es omiques se sont de´veloppe´s, notamment avec objectif
de participer a` la description fine de caracte`res complexes d’inte´reˆt socio-e´conomique. Dans ce contexte, l’objectif
de cette the`se est de combiner diffe´rentes donne´es omiques he´te´roge`nes afin de mieux de´crire et comprendre le
dernier tiers de gestation chez le porc, pe´riode influenc¸ant la mortinatalite´ porcine. Durant cette the`se, nous avons
identifie´ les bases mole´culaires et cellulaires sous-jacentes de la fin de gestation, en particulier au niveau du muscle
squelettique. Ce tissu est en effet de´terminant a` la naissance car implique´ dans l’efficacite´ de plusieurs fonctions
physiologiques comme la thermore´gulation et la capacite´ a` se de´placer. Au niveau du plan expe´rimental, les tissus
analyse´s proviennent de fœtus pre´leve´s a` 90 et 110 jours de gestation (naissance a` 114 jours), issus de deux ligne´es
extreˆmes pour la mortalite´ a` la naissance, Large White et Meishan, et des deux croisements re´ciproques.
Au travers l’application de plusieurs e´tudes statistiques et computationnelles (analyses multidimensionnelles,
infe´rence de re´seaux, clustering et inte´gration de donne´es), nous avons montre´ l’existence de me´canismes biologiques
re´gulant la maturite´ musculaire chez les porcelets, mais e´galement chez d’autres espe`ces d’inte´reˆt agronomique
(bovin et mouton). Quelques ge`nes et prote´ines ont e´te´ identifie´es comme e´tant fortement lie´es a` la mise en place
du me´tabolisme e´nerge´tique musculaire durant le dernier tiers de gestation. Les porcelets ayant une immaturite´ du
me´tabolisme musculaire seraient sujets a` un plus fort risque de mortalite´ a` la naissance.
Un second volet de cette the`se concerne l’imputation de donne´es manquantes (tout un groupe de variables pour
un individu) dans les me´thodes d’analyses multidimensionnelles, comme l’analyse factorielle multiple (AFM) (ou
multiple factor analysis (MFA)). Dans notre contexte, l’AFM fut particulie`rement inte´ressante pour l’inte´gration de
donne´es d’un ensemble d’individus sur diffe´rents tissus (deux ou plus). Afin de conserver ces individus manquants
pour tout un groupe de variables, nous avons de´veloppe´ une me´thode, appele´e MI-MFA (multiple imputation -
MFA), permettant l’estimation des composantes de l’AFM pour ces individus manquants.
Mots-cle´s : inte´gration de donne´es omiques, re´seaux biologiques, analyses multidimensionnelles, porc, maturite´,
mortalite´ ne´onatale
Abstract
Over the last decades, some omics data integration studies have been developed to participate in the detailed
description of complex traits with socio-economic interests. In this context, the aim of the thesis is to combine
different heterogeneous omics data to better describe and understand the last third of gestation in pigs, period
influencing the piglet mortality at birth. In the thesis, we better defined the molecular and cellular basis underlying
the end of gestation, with a focus on the skeletal muscle. This tissue is specially involved in the efficiency of several
physiological functions, such as thermoregulation and motor functions. According to the experimental design, tissues
were collected at two days of gestation (90 or 110 days of gestation) from four fetal genotypes. These genotypes
consisted in two extreme breeds for mortality at birth (Meishan and Large White) and two reciprocal crosses.
Through statistical and computational analyses (descriptive analyses, network inference, clustering and biological
data integration), we highlighted some biological mechanisms regulating the maturation process in pigs, but also in
other livestock species (cattle and sheep). Some genes and proteins were identified as being highly involved in the
muscle energy metabolism. Piglets with a muscular metabolism immaturity would be associated with a higher risk
of mortality at birth.
A second aspect of the thesis was the imputation of missing individual row values in the multidimensional statistical
method framework, such as the multiple factor analysis (MFA). In our context, MFA was particularly interesting in
integrating data coming from the same individuals on different tissues (two or more). To avoid missing individual
row values, we developed a method, called MI-MFA (multiple imputation - MFA), allowing the estimation of the
MFA components for these missing individuals.
Keywords: omics data integration, biological networks, multidimensional analysis, pigs, maturity, neonatal mor-
tality
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Depuis plusieurs anne´es, le de´veloppement des biotechnologies a permis d’e´voluer
d’e´tudes tre`s cible´es vers des recherches prenant en compte l’inte´gralite´ d’un syste`me
biologique. Il est possible de mesurer l’information contenue dans des dizaines de
milliers de variables biologiques (omiques), allant du ge`ne au phe´notype. Dans ce
contexte de biologie syste´mique, des perspectives biologiques (compre´hension du
syste`me) et de nouveaux de´fis statistiques et computationnels (de´luge de donne´es
he´te´roge`nes) s’offrent a` la communaute´ scientifique. Des projets d’inte´gration de
donne´es omiques sont de´veloppe´s avec notamment pour objectif de participer a`
la description fine de caracte`res complexes d’inte´reˆts socio-e´conomiques dans le
domaine agronomique. Re´cemment, un programme ANR PORCINET (ANR-09-
GENM005) a e´te´ finance´. Ce projet s’inte´resse a` la combinaison de donne´es bio-
logiques he´te´roge`nes afin de mieux comprendre et de de´crire le dernier tiers de gesta-
tion chez le porc, pe´riode influenc¸ant la mortalite´ porcine a` la naissance. Cette mor-
talite´ repre´sente une perte tre`s importante pour le secteur porcin. Au cours de cette
the`se, je vais de´tailler et pre´ciser les bases mole´culaires et cellulaires sous-jacentes
de la fin de gestation a` l’aide des donne´es he´te´roge`nes issues de ce programme ANR.
Ma the`se a e´te´ effectue´e au sein de l’e´quipe GenoRobust, de l’UMR1388 GenPhySE
(Ge´ne´tique, Physiologie et Syste`mes d’Elevage) a` l’INRA de Toulouse, en collabo-
ration avec l’UMR1348 PEGASE (Physiologie, Environnement et Ge´ne´tique pour
l’Animal et les Syste`mes d’Elevage) de l’INRA de Rennes. L’introduction de cette
the`se sera divise´e en deux parties : la premie`re partie consistera en la description
du contexte biologique e´tudie´, ici le processus de maturite´ en lien avec la survie
ne´onatale chez le porc, alors que la seconde partie sera de´die´e a` l’e´tat de l’art des
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me´thodes et strate´gies existantes pour l’inte´gration des donne´es omiques.
1.1 Description de la fin du de´veloppement fœtal
chez le porc
1.1.1 Un taux de mortalite´ e´leve´ a` la naissance
Durant les dernie`res de´cennies, pour re´pondre aux demandes croissantes en produc-
tion porcine, les objectifs de la se´lection ont e´te´ d’augmenter la prolificite´ et/ou
le contenu en viande maigre. Malheureusement, cette se´lection s’est accompagne´e
d’une augmentation substantielle de la mortalite´ pe´rinatale des porcelets chez le porc
domestique (Sus scrofa (Canario, 2006)). Tuchscherer et al. (2000) ont ainsi constate´
que 80% de la mortalite´ des porcelets intervenaient durant la pe´riode pe´rinatale ;
pe´riode allant de la mise bas jusqu’a` 48-72h apre`s la naissance selon les e´tudes. En
France, au cours des dernie`res de´cennies, l’augmentation de plus de trois porcelets
par truie et par an fut accompagne´e d’une augmentation de la mortalite´ de 10 a`
20% (Figure 1.1). En 2014, l’Institut Franc¸ais du Porc (IFIP, donne´es de la Ges-
tion Technique des Troupeaux de Truies GTTT) indiquait que la mortalite´ des
porcelets s’e´levait a` 20%. Cette tendance s’observe e´galement a` travers le monde
ou` la mortalite´ pre´-sevrage des porcelets dans les troupeaux commerciaux de porcs
varie entre 10 a` 20% (Kirkden et al., 2013), comme au Royaume-Uni avec 11,8%
de de´ce`s de porcelets durant les premie`res 72h (Baxter et al., 2008) ou encore au
Japon avec 10.7% en moyenne de de´ce`s pre´-sevrages (Koketsu et al., 2006). La
mortalite´ pe´rinatale n’affecte pas uniquement l’industrie porcine, mais e´galement
d’autres mammife`res. Chez l’homme, le risque de de´ce`s juste apre`s la naissance
reste relativement e´leve´. En 2013, 44% des 6 millions de de´ce`s d’enfants au cours
de leurs 5 premie`res anne´es de vie ont e´te´ dus a` des proble`mes durant la pe´riode
ne´onatale (jusqu’a` 1 mois apre`s la naissance, UNICEF (2014)). Les proble`mes
de pre´maturite´ sont d’ailleurs la deuxie`me cate´gorie majeure de causes de de´ce`s
ne´onatal des nouveau-ne´s, apre`s les infections (Lawn et al., 2005). Trois-quarts
des morts ne´onatales se produisent durant la premie`re semaine de vie (Lawn et al.,
2005). Par ailleurs, chez le mouton, Miller et al. (2010) soulignent que 20 a` 30%
des agneaux meurent a` la naissance. Ce fait est d’ailleurs reconnu comme e´tant l’un
des proble`mes cle´s au niveau de l’efficacite´ de reproduction de cette espe`ce. Ces
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constatations invitent donc a` penser que l’adaptation a` la vie extra-ute´rine est un
enjeu majeur pour la survie des mammife`res.




















































Figure 1.1 – Evaluation du nombre de porcelets ne´s totaux et morts par porte´e
au cours de la dernie`re de´cennie. En bleu, le nombre de ne´s totaux selon l’axe des
ordonne´es de gauche. En orange et rouge, respectivement le nombre de morts pre´-sevrage
et le nombre de mort-ne´s selon l’axe des ordonne´es de droite (source : IFIP).
Il a donc de´ja` e´te´ de´montre´ que la mortalite´ des porcelets survient principalement au
cours des premie`res heures apre`s la naissance (Strange et al., 2013). Cette mortalite´
des porcelets affecte fortement l’e´conomie de l’industrie porcine, car le porc est l’une
des plus importantes espe`ces productrices de viande dans le monde. Elle est aussi
une pre´occupation e´thique, notamment sur le plan du bien-eˆtre animal, les consom-
mateurs se sentant aujourd’hui de plus en plus concerne´s par la qualite´ de vie des
animaux (Tuchscherer et al., 2000; Serenius & Stalder, 2007; Edwards, 2011). Par
exemple, au Danemark, le ministe`re de l’Agriculture a de´clare´ inadmissible une mor-
talite´ de pre`s de 25% des porcelets avant sevrage. En outre, la le´gislation europe´enne
conside`re inacceptables les proble`mes lie´s au bien-eˆtre des animaux en e´levage et la
commission europe´enne impose notamment aux proprie´taires d’animaux de prendre
«toutes les mesures approprie´es en vue de garantir le bien-eˆtre de leurs animaux,
ainsi que de veiller a` ce que les animaux ne soient pas soumis a` des douleurs, souf-
frances ou dommages inutiles, y compris au cours des processus de reproduction».
Par conse´quent, la mortalite´ des porcelets a` la naissance alte´rant l’image du secteur
porcin, l’attente des producteurs est grande autour de la description des me´canismes
implique´s dans la ne´omortalite´ des porcelets et des mammife`res en ge´ne´ral.
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1.1.2 La maturite´ : un des facteurs implique´s dans la mor-
talite´ a` la naissance
Divers facteurs contribuant a` la survie des porcelets a` la naissance ont de´ja` e´te´
identifie´s. Ils de´pendent des aptitudes maternelles de la truie (dure´e de mise bas,
sante´ ou comportement de la truie), des caracte´ristiques inhe´rentes au porcelet lui-
meˆme (poids et taille a` la naissance, ge´notype ou vitalite´), ou encore des interactions
exte´rieures (nourriture, tempe´rature, etc.) (van der Lende et al., 2001; Baxter et al.,
2008; Panzardi et al., 2013). La maturite´ est l’un de ces facteurs. Le processus de
maturation me`ne a` l’e´tat de plein de´veloppement du porcelet, permettant ainsi sa
survie a` la naissance. Il se de´roule durant le dernier tiers de la gestation, entre
90 jours et 110 jours (Figure 1.2), la mise bas se situant a` 114 jours (Leenhouwers
et al., 2002; Canario, 2006; Foxcroft et al., 2006). Leenhouwers et al. (2002) ont
souligne´ que les diffe´rences biologiques entre diffe´rents ge´notypes pour la survie a` la
naissance pourraient eˆtre de´termine´es par des diffe´rences entre ces ge´notypes lors de
la fin du de´veloppement fœtal, ces diffe´rences e´tant relie´es a` la capacite´ du porcelet
a` s’adapter a` de nombreuses variations environnementales associe´es a` la transition
entre la vie intra-ute´rine et extra-ute´rine. Les situations, plus ou moins avance´es de
la fin du de´veloppement fœtal et de la maturite´, sont donc des facteurs importants
pour la mortalite´ pe´rinatale.
La fin du de´veloppement fœtal est caracte´rise´e par diffe´rents crite`res tels que la taille,
le poids a` la naissance, les caracte´ristiques des organes et les re´serves e´nerge´tiques
comme le glycoge`ne et les lipides (Leenhouwers et al., 2001, 2002; van der Lende
et al., 2001). La maturite´ est e´galement couple´e a` l’efficacite´ de plusieurs fonctions
physiologiques comme la thermore´gulation, la capacite´ a` se nourrir et se de´placer
(van der Lende et al., 2001). Actuellement, le poids a` la naissance est tre`s utilise´
pour caracte´riser la survie ne´onatale. Il peut notamment varier conside´rablement
entre les porcelets d’une meˆme porte´e ; la se´lection ge´ne´tique a probablement in-
duit une he´te´roge´ne´ite´ des poids au sein de la porte´e a` la naissance (Quesnel et al.,
2008). Il est suspecte´ que cette he´te´roge´ne´ite´ serait lie´e a` une augmentation de la
mortinatalite´ (Milligan et al., 2002). Les porcelets de faible poids ont de moins
bonnes chances de survie, alors que les porcelets de poids e´leve´ sont moins sus-
ceptibles de mourir lors de la mise bas. Par ailleurs, les porcelets naissant avec
une faible vitalite´ sont aussi plus susceptibles de souffrir du froid et de proble`mes
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de thermore´gulation (Herpin et al., 2002a). La vitalite´, de´finie comme e´tant la
vigueur ou la force physique, est directement lie´e a` la capacite´ du porcelet a` entrer
en compe´tition pour un mamelon et inge´rer le colostrum.
maturation processFetal development




Increase of plasma cortisol
Glycogen accumulation in Muscle and Liver
Maturation of tissues
Figure 1.2 – Description de la fin de gestation chez le porc. Le processus de ma-
turation a e´te´ de´crit comme ayant lieu durant la fin de la gestation, entre 90 jours et
la naissance (environ 114 jours). Certains me´canismes ont e´te´ identifie´s durant la fin de
gestation, tels qu’une augmentation du cortisol plasmatique, l’accumulation du glycoge`ne
dans le muscle et le foie, ainsi que la maturation des diffe´rents tissus. Des re´sultats
expe´rimentaux ont e´galement de´montre´ que le ge´nome fœtal semblerait avoir une influence
en fin de de´veloppement (Leenhouwers et al., 2002; Canario, 2006; Foxcroft et al., 2006).
Bien que le poids a` la naissance ait une influence sur la survie pe´rinatale et sur
les performances de croissance du porcelet par la suite, certaines e´tudes sugge`rent
qu’il n’est pas le seul indicateur de la maturite´ (van der Lende et al., 2001). Par
exemple, van der Lende et al. (2001) ont souligne´ que le maintien de l’home´ostasie
du glucose au sein de l’organisme, via la re´gulation de la glyce´mie par plusieurs
hormones (comme l’adre´naline et le cortisol) ainsi que plusieurs organes (comme le
foie et le muscle), et les re´serves de glycoge`ne sont e´galement e´troitement lie´es a` la
survie du porcelet.
Le glycoge`ne est la principale forme de stockage des polysaccharides dans les cellules
animales ; son stockage permet d’emmagasiner de l’e´nergie et de libe´rer rapidement
du glucose. Chez le porc, le glycoge`ne est principalement stocke´ en grande quan-
tite´ dans le foie et le muscle squelettique en fin de gestation. Durant la dernie`re
pe´riode de gestation (entre 90 et 110 jours), une augmentation du taux de corti-
sol plasmatique est observe´e, celle-ci entraˆınant l’accumulation du glycoge`ne dans
le muscle et le foie. Il a e´te´ observe´ que le cortisol, glucocortico¨ıde se´cre´te´ par
les glandes surre´nales, est corre´le´ avec la re´gulation du glycoge`ne (Fowden et al.,
1985). Les re´serves de glycoge`ne dans le muscle sont tre`s importantes chez les
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mammife`res a` la naissance. Le roˆle du glycoge`ne est celui de re´serve e´nerge´tique,
re´serve imme´diatement utilisable afin d’assurer le bon fonctionnement de la ther-
more´gulation durant les premie`res heures de vie (Mellor & Cockburn, 1986). Apre`s
la naissance, la teneur en glycoge`ne va rapidement diminuer au niveau des deux tis-
sus (muscle et foie), cette diminution allant jusqu’a` 82% de la re´serve en glycoge`ne
au niveau musculaire (Herpin et al., 2002b). Le glycoge`ne du foie est de´crit comme
e´tant de´terminant pour le maintien de l’home´ostasie du glucose durant la partu-
rition, la pe´riode post-partum imme´diate et les situations d’ingestions faibles ou
tardives de colostrum, tandis que les re´serves de glycoge`ne du muscle ont plutoˆt
pour fonction post-natale d’assurer la thermore´gulation. Le glycoge`ne au niveau du
coeur favorise quant a` lui la re´sistance a` l’anoxie pendant la mise-bas.
La thermore´gulation, permettant le maintien du corps a` la bonne tempe´rature,
implique une compensation entre production et perte de chaleur (Herpin et al.,
2002a). A la naissance, inde´pendamment des challenges immunologique, digestif,
respiratoire et nutritionnel, le porcelet doit imme´diatement pouvoir re´guler sa pro-
pre tempe´rature corporelle suite a` une chute de 15 a` 20◦C de la tempe´rature ambiante
alors que pre´ce´demment, sa tempe´rature de´pendait uniquement de l’environnement
intra-ute´rin. La capacite´ a` conserver la chaleur est d’autant plus limite´e que le
porcelet est sans poils et encore relativement maigre (Herpin et al., 2002a). Deux
me´canismes de thermore´gulation sont conside´re´s : le frissonnement, impliquant une
contraction musculaire, et le non-frissonnement, celui-ci regroupant les me´canismes
de production de chaleur n’engageant pas de contractions musculaires. Il est connu
depuis des anne´es que les porcelets frissonnent fortement a` la naissance afin de
fournir de la chaleur, contrairement aux autres mammife`res posse´dant du tissu
adipeux brun (Herpin et al., 2002a). Lors d’une acclimation au froid, chez les espe`ces
de´pourvues de tissu adipeux brun, la thermore´gulation par non-frissonnement per-
met e´galement d’augmenter la production de chaleur. Contrairement a` de nombreux
autres mammife`res (ayant un tissu adipeux plus abondant), le porcelet a` la naissance
est de´crit comme en ayant tre`s peu (Herpin et al., 2002a). De petites quantite´s de
tissu adipeux brun sont observe´es a` partir de 3 mois. Celui-ci permet, graˆce a` la
lipolyse, la thermogene`se chez les nouveau-ne´s (par exemple, chez l’homme). Ainsi,
chez le porcelet a` la naissance, c’est le muscle squelettique, implique´ dans des fonc-
tions de maintien de la posture, de motricite´ et de stockage d’e´nergie, qui joue un
roˆle central et essentiel dans le maintien de la thermore´gulation (Lefaucheur et al.,
6
Introduction
2001). La contraction des muscles entraˆıne e´galement la production de chaleur et
de´pend du volume des fibres, celui-ci e´tant relativement faible a` la naissance (Herpin
et al., 2002a). Ainsi, la maturite´ est couple´e a` l’efficacite´ de fonctions physiologiques
comme la thermore´gulation via le stockage de glycoge`ne.
Par ailleurs, durant la dernie`re phase de gestation, la demande en nutriments du
fœtus ne cesse de s’accroˆıtre, et le fœtus peut lui-meˆme eˆtre responsable d’une
augmentation des e´changes nutritionnels me`re-fœtus (Leenhouwers et al., 2002).
Ces besoins vont donc activer des me´canismes spe´cifiques a` la ligne´e, permettant
d’augmenter ces e´changes nutritionnels (Biensen et al., 1998). Par exemple, le pla-
centa (sa taille, son poids et sa longueur) et des facteurs d’angioge´ne`se sont connus
pour eˆtre module´s par des facteurs maternels et fœtaux (Biensen et al., 1998, 1999).
Ainsi, pour augmenter les e´changes me`re-fœtus, il existe plusieurs strate´gies selon
les races porcines (Wilson et al., 1998). Les Yorkshire (YS) ou les Large White (LW)
augmentent la taille de leur placenta pour pouvoir augmenter la capacite´ d’e´change
me`re-fœtus. Les Meishan (MS) quant a` eux augmentent la vascularisation du pla-
centa sans augmenter sa taille. Ces e´changes nutritionnels sont primordiaux pour
la survie du porcelet a` la naissance.
Les donne´es de Leenhouwers et al. (2001, 2002) et Canario (2006) indiquent aussi
que les porcelets ayant une valeur ge´ne´tique e´leve´e pour la survie sont plus matures
a` la naissance et par la suite mieux pre´pare´s pour l’adaptation a` la vie extra-ute´rine.
Par exemple, les fœtus MS, pourtant de plus faible poids, sont dits plus matures que
les fœtus LW de poids plus e´leve´. En effet, il a notamment e´te´ de´montre´ que les MS
sont plus robustes au froid et a` la faim (Herpin et al., 1993). Il semblerait que les
MS aient une meilleure capacite´ des me´tabolismes e´nerge´tiques, en particulier lie´s
aux glucocortico¨ıdes, que les LW a` la naissance (Herpin et al., 1993). La se´lection
pour plus de tissu musculaire, comme chez les LW, aurait pu affecter les facteurs
structuraux et me´taboliques qui permettent une meilleure survie a` la naissance. Par
conse´quent, l’environnement pre´natal ute´rin, les e´changes me`re-fœtus, le poids a` la
naissance et la fin du de´veloppement fœtal (maturite´) sont des facteurs vitaux pour
la survie du porcelet et peuvent entraˆıner des retards de croissance.
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1.1.3 Le roˆle du muscle a` la naissance
La maturite´ me´tabolique du muscle squelettique est donc indispensable pour une
bonne survie a` la naissance. En effet, comme nous l’avons souligne´ pre´ce´demment,
le muscle joue un roˆle pre´ponde´rant dans la thermore´gulation via le frissonnement
ou non, la motricite´ et le poids a` la naissance. La myosine est l’une des composantes
principales du muscle et son interaction avec l’actine convertit l’e´nergie chimique en
e´nergie me´canique, libe´rant ainsi de la chaleur par hydrolyse de l’ATP (Lefaucheur
et al., 2001). Chez de nombreux mammife`res, l’ontogene`se des myofibres est un
phe´nome`ne biphasique. Chez le porc, une premie`re ge´ne´ration de fibres, situe´e en-
tre 35 et 55 jours de gestation, est suivie d’une seconde ge´ne´ration situe´e entre 55
et 90 jours de gestation (Figure 1.3) (Picard et al., 2002). Le nombre total de fibres
est e´tabli a` environ 90 jours de gestation. A 90 - 95 jours, la maturation par hy-
pertrophie des fibres musculaires (augmentation du diame`tre et de la longueur des
fibres) commence dans le but d’eˆtre en e´tat de plein de´veloppement a` la naissance.
A la naissance (apre`s 114 jours de gestation), le porcelet doit donc avoir un muscle
fonctionnel pour marcher et acce´der seul a` la mamelle afin de s’alimenter. Durant la
premie`re semaine de vie, ses muscles subiront quelques changements : (i) une diminu-
tion du taux des chaˆınes lourdes de myosine (MyHC) embryonnaire et pe´rinatale ;
(ii) une augmentation des MyHC de type I et II ; (iii) une expression transitoire des
MyHC α-cardiaque ; et (iv) un remaniement du me´tabolisme e´nerge´tique (Picard
et al., 2002). Les MyHC de type I sont des fibres lentes rouges oxidatives, alors que
les MyHC de type II (IIa, IIx et IIb) sont des fibres plus ou moins rapides (IIb e´tant
des fibres plus rapides que IIx et IIa), blanches et plutoˆt glycolytiques (IIb e´tant des
fibres plus glycolytiques que IIx et IIa). La composition en fibres du muscle de´pend
de son type et de son activite´.
Le muscle squelettique joue ainsi un roˆle de´terminant a` la naissance du porcelet et
constitue un pourcentage conside´rable du poids apre`s la naissance (jusqu’a` 60% du
poids de la carcasse a` l’abattage (Lebret et al., 1999)). De´crire les me´canismes
mole´culaires de la mise en place de la maturite´ des porcelets a` la naissance
pour le muscle paraˆıt donc important. Il s’agit e´galement d’identifier des leviers
ge´ne´tiques et mieux comprendre le processus de maturation chez les ligne´es haute-
ment se´lectionne´es pour plus de croissance musculaire. La compre´hension des proces-
sus de mise en place de la maturite´ pourrait e´galement avoir un impact plus ge´ne´ral
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pour d’autres mammife`res (d’inte´reˆt agronomique comme pour le mouton ou de
sante´ publique pour l’Homme). Ainsi, dans cette the`se, une approche syste´mique
est propose´e avec ge´ne´ration de plusieurs donne´es omiques a` divers stades du proces-
sus de maturation. Des approches statistiques spe´cifiques a` l’inte´gration de donne´es










Total fiber number 
established
Figure 1.3 – Sche´ma du de´veloppement du muscle squelettique chez le porc
(inspire´ de Foxcroft et al. (2006)).
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1.2 Biologie des syste`mes et inte´gration de
donne´es omiques
1.2.1 Les diffe´rents types de donne´es omiques
Les re´centes avance´es biotechnologiques permettent de mesurer une grande
varie´te´ de donne´es provenant de diffe´rentes sources cellulaires, telles que l’ADN
(ge´nomique) (Metzker, 2010), ses modifications e´pige´ne´tiques comme la me´thylation
(e´pige´nomique) (Bonneta, 2008; Flintoft, 2010), l’ARN (transcriptomique) (Yauk &
Berndt, 2007; Wang et al., 2009), les prote´ines (prote´omique) (Blackstock & Weir,
1999; Breker & Schuldiner, 2014) ou encore les mole´cules de faible poids mole´culaire
(me´tabolomique) (Griffiths & Wang, 2008; Rubakhin et al., 2011; Zenobi, 2013). Le
nombre d’e´tudes utilisant ces technologies a constamment augmente´ au cours des
dernie`res de´cennies. Ces e´tudes tout ge´nome offrent aux scientifiques une vision
globale de tous les me´canismes biologiques des diffe´rents types cellulaires pour de
nombreux syste`mes biologiques. Ces donne´es biologiques sont souvent he´te´roge`nes
et complexes (Figure 1.4). L’inte´gration de ces donne´es a pour objectif de fournir
une vision plus large, de´taille´e et comple`te des syste`mes mole´culaires et cellulaires,
il s’agit donc d’un ve´ritable challenge d’un point de vue de l’analyse statistique et
computationelle, autant que biologique.
Chaque type de donne´es omiques est un domaine a` part entie`re avec sa propre
me´thodologie et ses propres caracte´ristiques. La ge´nomique est de´finie comme e´tant
l’e´tude du fonctionnement d’un organisme a` l’e´chelle du ge´nome au lieu de se limiter
a` l’e´chelle d’un seul ge`ne. La ge´nomique se divise en deux branches principales : la
ge´nomique structurale, qui s’occupe du se´quenc¸age du ge´nome entier, et pour laquel-
le le se´quenc¸age des ge´nomes (bacte´ries, arche´es, eucaryotes, etc.) s’est de´veloppe´
ces dernie`res anne´es (Liolios et al., 2006) ; et la ge´nomique fonctionnelle, qui vise a`
e´tudier la fonction et l’expression des ge`nes, notamment en caracte´risant le trans-
criptome et le prote´ome.
L’e´pige´nomique caracte´rise l’e´tude des facteurs e´pige´ne´tiques influenc¸ant
l’expression de certains ge`nes. La me´thylation de l’ADN ou les modifications
des histones sont deux processus resultant de modifications e´pige´ne´tiques au niveau
du ge´nome. Ces me´canismes e´pige´ne´tiques interviennent, par exemple, dans la
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re´gulation de l’expression des ge`nes, notamment ceux responsables de la division, de
la diffe´rentiation cellulaire et du developpement, et peuvent aussi eˆtre directement
implique´s dans le de´veloppement de maladies, comme le cancer ou le diabe`te. Le
de´veloppement du se´quenc¸age a` haut-de´bit a fourni de nombreuses applications,
notamment pour l’analyse de marqueurs e´pige´ne´tiques et l’analyse de la structure















































Figure 1.4 – Vue globale des syste`mes biologiques : du ge´nome, e´pige´nome,
transcriptome, prote´ome et me´tabolome au phe´nome (de Ritchie et al. (2015)).
Des me´thodes et strate´gies d’obtention de donne´es pour chaque domaine me`nent a` un
grand nombre de donne´es he´te´roge`nes. L’inte´gration de ces donne´es permet d’ame´liorer
la compre´hension globale du syste`me biologique et de de´crire les attributs ge´ne´tiques,
mole´culaires ou cellulaires influenc¸ant un phe´notype.
L’analyse de l’expression de tous les transcripts, notamment les ARN messagers
(ARNm), les ARN non-codants et les petits ARN, de´limite le domaine de la
transcriptomique. Ces transcrits peuvent eˆtre conside´re´s comme des phe´notypes
interme´diaires. En effet, les variations au niveau de l’ADN contribuent, par
la perturbation de l’expression des ge`nes, des prote´ines ou des me´tabolites, au
phe´notype/caracte`re final. Les puces a` ADN (ou biopuce, microarray en anglais)
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sont utilise´es pour l’analyse des donne´es d’expression de milliers de ge`nes. Le
de´veloppement des me´thodes de se´quenc¸age a` haut-de´bit (RNA-seq) a e´galement
permis l’e´tude du transcriptome aux niveaux cellulaire, tissulaire et de l’organisme
(Wang et al., 2009).
La prote´omique est l’e´tude de l’ensemble des prote´ines d’une cellule, d’un orga-
nite, d’un tissu, d’un organe ou d’un organisme a` un moment donne´ et pour des
conditions donne´es, alors que la me´tabolomique est l’e´tude de l’ensemble des pe-
tites mole´cules (appele´es me´tabolites - comme les sucres, les acides amine´s, les
acides gras, etc.). Bien qu’il existe des strate´gies plus anciennes (par exemple,
l’analyse par gel-2D pour l’e´tude de l’expression prote´ique), des me´thodes re´centes
a` haut-de´bit couple´es avec de la spectrome´trie de masse ont aussi e´te´ de´veloppe´es en
prote´omique ou en me´tabolomique afin d’identifier les prote´ines ou les me´tabolites,
mais aussi d’identifier des interactions entre prote´ines (Altelaar et al., 2013) ou entre
me´tabolites (Shulaev, 2006). Ainsi, tous ces domaines -omiques ont donc leur propre
me´thode de ge´ne´ration de donne´es et d’analyse, mais sont e´galement intimement lie´s
entre eux (Figure 1.4). Ils permettent une vision de l’expression de tout le ge´nome
a` diffe´rents niveaux.
1.2.2 Pourquoi inte´grer des donne´es omiques ?
Le terme d’inte´gration de donne´es se re´fe`re a` une situation ou`, pour un syste`me
donne´, de multiples sources et types de donne´es (ici, des donne´es omiques) sont
disponibles, le but e´tant de les e´tudier en les inte´grant ensemble afin d’ame´liorer
la compre´hension globale du syste`me (ici, des syste`mes biologiques) par rapport a`
l’analyse d’un seul niveau d’information. De nos jours, les strate´gies d’inte´gration
de donne´es biologiques sont prometteuses pour identifier les attributs ge´ne´tiques,
mole´culaires ou cellulaires influenc¸ant un phe´notype (Figure 1.4). De nombreuses
e´tudes ont e´te´ publie´es au cours des dernie`res anne´es. Par exemple, des donne´es
d’expression ge´nique ont e´te´ combine´es, en utilisant des re´seaux biologiques, avec des
donne´es physiologiques comme des profils d’acide gras et d’autres donne´es cliniques
afin d’analyser le roˆle du tissu adipeux dans le controˆle du poids chez l’homme
(Montastier et al., 2015). L’objectif de cette e´tude e´tait de lier des ge`nes avec
des facteurs biologiques associe´s a` la re´gulation du poids pour trouver de nouvelles
caracte´ristiques du tissu adipeux qui permettraient d’ame´liorer la compre´hension
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du controˆle du poids en particulier chez les obe`ses. Comme autre illustration, des
donne´es transcriptomique et prote´omique ont e´te´ inte´gre´es afin d’observer l’effet
de la faim sur une pe´riode de 72 heures chez les souris (van Iersel et al., 2014).
Les corre´lations entre ces deux niveaux d’expression se sont re´ve´le´es relativement
faibles. Les auteurs ont e´galement de´veloppe´ et utilise´ un logiciel pour analyser
l’enrichissement des voies me´taboliques avec la pre´sence de ge`nes et/ou de prote´ines.
Cette e´tude inte´grative a permis de souligner l’importance de combiner des donne´es
entre elles plutoˆt que d’analyser un seul niveau d’information. En effet, des effets
de re´gulation majeurs de re´ponse a` un me´canisme de privation alimentaire dans
l’intestin chez les souris n’auraient pas e´te´ identifie´s en utilisant uniquement les
donne´es prote´iques.
Des projets de ge´nomique fonctionnelle et d’inte´gration de donne´es omiques ont
e´te´ de´veloppe´s pour envisager une meilleure compre´hension et peut-eˆtre permet-
tre un meilleur controˆle des phe´notypes ou caracte`res complexes d’inte´reˆts socio-
e´conomiques ou me´dicaux. Ces caracte`res sont ge´ne´ralement controˆle´s par de
multiples facteurs : ge´ne´tiques, environnementaux, etc. Ainsi, l’inte´gration de
donne´es permet de mieux comprendre les e´tapes se de´roulant entre l’expression des
ge`nes jusqu’au phe´notype d’inte´reˆt. Une large gamme de me´thodes expe´rimentales
et statistiques a e´te´ de´veloppe´e pour quantifier et inte´grer les phe´notypes in-
terme´diaires, tels que les transcripts, les prote´ines ou les me´tabolites, dans les pop-
ulations variant pour un caracte`re d’inte´reˆt (Civelek & Lusis, 2014). En fonction du
dispositif expe´rimental, une approche de biologie syste´mique consiste donc a` iden-
tifier des liens entre les multiples niveaux d’information pouvant eˆtre, par exemple,
l’e´tude de la corre´lation entre diffe´rents types de donne´es a` diffe´rents niveaux, ou
alors l’e´tude des informations ge´nomiques par le calcul de QTL (Quantitative Trait
Loci) ou d’association ge´ne´tique. Ainsi la ge´ne´tique des syste`mes a pour objet
de comprendre les flux d’informations biologiques qui sous-tendent les traits com-
plexes. Ce terme (ge´ne´tique des syste`mes) a e´te´ propose´ pour la premie`re fois dans
le contexte agronomique par Kadarmideen et al. (2006). Cependant, l’inte´gration
de donne´es ne fait pas toujours re´fe´rence a` de la ge´ne´tique. Durant cette the`se, la
composante ge´ne´tique n’est que peu pre´sente. Nous ne nous sommes pas inte´resse´s
a` l’analyse de donne´es ge´nomiques, mais plutoˆt a` la comparaison entre ge´notypes
extreˆmes et croise´s re´ciproques pour la mortalite´ a` la naissance.
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1.2.3 Quelle strate´gie statistique choisir ? Un cadre con-
ceptuel pour l’inte´gration des donne´es omiques
L’inte´gration des donne´es omiques est un outil essentiel. Un nombre important de
revues scientifiques couvrant ce sujet a e´te´ e´crit au cours des dix dernie`res anne´es
(Reif et al., 2004; Sieberts & Schadt, 2007; Hamid et al., 2009; Hawkins et al., 2010;
Holzinger & Ritchie, 2012; Ritchie et al., 2015). Bien que l’inte´gration de donne´es
omiques soit un terme bien de´fini dans la litte´rature, on associe a` cette de´nomination
de nombreuses acceptions, statistiques et/ou computationnelles, voire meˆme bio-
logiques. Ici, nous de´finissons l’inte´gration de donne´es omiques comme e´tant
la combinaison statistique et/ou computationelle de donne´es permettant
une mode´lisation plus compre´hensible d’un syste`me biologique, d’un ca-
racte`re complexe ou d’un phe´notype, mais e´galement permettant une
identification de me´canismes, ge`nes, prote´ines, me´tabolites qui joueraient
des roˆles cle´s dans le syste`me e´tudie´.
En premier lieu, afin d’e´viter des proble`mes en amont de l’inte´gration, il est impor-
tant de controˆler et analyser chaque donne´e omique de fac¸on inde´pendante. De nom-
breux efforts sont effectue´s sur le nettoyage des donne´es pour qu’elles soient preˆtes a`
eˆtre analyse´es, comme la manipulation des donne´es brutes, le controˆle qualite´, la nor-
malisation ou encore le filtrage des donne´es (Wickham, 2014). A chaque e´tape, beau-
coup de me´thodes ont e´te´ de´veloppe´es, comme la normalisation de donne´es biopuces
afin de corriger d’e´ventuels effets techniques non-souhaite´s (Bolstad et al., 2003),
ou encore ve´rifier la bonne qualite´ de l’alignement lors d’analyses RNA-seq (Wang
et al., 2009). Bien que ce soit discutable sur certains points (perte d’information),
Ritchie et al. (2015) conseillent e´galement de proce´der a` une re´duction de taille des
donne´es avant d’effectuer l’inte´gration. En effet, certaines donne´es omiques (comme
les analyses de type RNA-seq) fournissent des donne´es avec un tre`s grand nombre de
variables. Avoir des donne´es pre´-filtre´es, c’est-a`-dire e´viter qu’il y ait un trop grand
nombre de variables, permet notamment de re´duire le temps de calcul des analyses
statistiques et computationnelles. La re´duction du nombre de variables peut se faire
par un filtrage associe´ a` la question biologique pose´e : il peut eˆtre intrinse`que ou
extrinse`que aux donne´es. En revanche, il est important de noter que la re´duction de
donne´es peut engendrer une perte d’information biologique. Bien que ge´ne´ralement
un filtrage approprie´ permet de garder un grand nombre de variables, il est pos-
14
Introduction
sible que le filtrage supprime aussi des variables potentiellement inte´ressantes. Il
semble donc important que le scientifique re´fle´chisse a` des me´thodes approprie´es
de pre´-filtrage et sur les conse´quences possibles de sa re´duction de donne´es sur sa
conclusion biologique.
Une fois ces controˆles effectue´s, deux strate´gies principales peuvent eˆtre utilise´es lors
de l’inte´gration de diffe´rentes donne´es omiques (Ritchie et al., 2015) :
• Strate´gie hie´rarchique divise´e en plusieurs e´tapes permettant de trouver des
associations entre les diffe´rentes donne´es omiques et le caracte`re ou phe´notype
d’inte´reˆt ;
• Strate´gie me´ta-dimensionnelle combinant toutes les donne´es simul-
tane´ment.
Ces deux strate´gies sont de´crites dans les deux parties suivantes (section 1.2.3.1 et
1.2.3.2).
1.2.3.1 Inte´gration de type hie´rarchique
L’objectif de la strate´gie d’inte´gration hie´rarchique est de diviser l’analyse en
plusieurs e´tapes qui se suivent de fac¸on a` de´terminer les diffe´rents liens entre
les donne´es omiques, et entre les donne´es omiques et le phe´notype d’inte´reˆt.
Cette strate´gie de´bute ge´ne´ralement des donne´es ge´nomiques jusqu’aux donne´es
phe´notypiques, elle est souvent utilise´e dans un contexte ge´ne´tique ou` le scientifique























































Figure 1.5 – Vue sche´matique de l’inte´gration de type hie´rarchique.
Une des strate´gies hie´rarchiques utilise´e pour l’analyse des variations ge´nomiques
est compose´e de trois e´tapes. Tout d’abord, des SNPs (Single Nucleotide Poly-
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morphism) sont associe´s a` un phe´notype donne´ et sont filtre´s selon un seuil de
significativite´. Ces SNPs sont ensuite associe´s avec un niveau d’expression de
donne´es omiques. Par exemple, les SNPs peuvent eˆtre combine´s avec des donne´es
d’expression ge´nique (eQTLs), des donne´es de me´thylation (metQTLs) ou encore
des donne´es d’abondance prote´ique (pQTLs). Pour finir, les corre´lations entre le
phe´notype d’inte´reˆt et les donne´es omiques choisies sont analyse´es afin d’observer
les liens entre ces niveaux d’expression.
Dans un organisme diplo¨ıde, pour certains ge`nes, un des deux alle`les sera
pre´fe´rentiellement exprime´. Ces expressions alle`les spe´cifiques sont associe´es a` des
modifications e´pige´ne´tiques. Une autre approche de type hie´rarchique pour relier les
variations ge´nomiques avec le niveau des transcripts est l’analyse d’expression alle`le
spe´cifique. En premier lieu, des donne´es ge´nomiques sont filtre´es en fonction de leurs
expressions alle`les parentales (paternelle ou maternelle), puis elles sont associe´es
avec d’autre types de donne´es omiques, comme des donne´es transcriptomiques ou
de me´thylation, afin de comparer l’expression des deux alle`les. Enfin, les alle`les
re´sultantes peuvent eˆtre teste´es pour la corre´lation avec le phe´notype d’inte´reˆt.
Cependant, les me´thodes de strate´gie hie´rarchise´e rencontrent quelques limites. En
effet, cette fac¸on d’inte´grer les donne´es ne permet pas de retour d’information
d’une couche a` l’autre, ce qui n’est pas toujours le cas biologiquement. Dans un
syste`me biologique, les diffe´rentes strates d’expression (transcriptome, prote´ome,
me´tabolome, etc.) interagissent toutes entre-elles (Figure 1.4). Par exemple, les
donne´es transcriptomiques et prote´omiques sont rarement corre´le´es entre elles, car
des e´ve´nements post-traductionnels peuvent eˆtre implique´s (Haider & Pal, 2013).
A titre d’illustration, Gygi et al. (1999) ont trouve´ que la corre´lation entre les ex-
pressions ge´nique et prote´ique e´tait insuffisante et ne permettait pas de pre´dire les
niveaux d’expression prote´ique a` partir des niveaux d’expression ge´nique chez la le-
vure. Il est toutefois important de noter que la corre´lation entre ces donne´es de´pend
e´galement de la qualite´ des donne´es accessibles et des me´thodes statistiques utilise´es.
Dans cette the`se, nous avons par exemple trouve´ une corre´lation relativement forte
entre les donne´es transcriptomique et prote´omique (voir section 3.3).
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1.2.3.2 Inte´gration de type me´ta-dimensionnelle
Les analyses d’inte´gration de donne´es omiques me´ta-dimensionnelles combinent
tous les diffe´rents types de donne´es dans une analyse simultane´e. Trois niveaux
d’inte´gration existent : (i) l’inte´gration par la concate´nation des donne´es, (ii)
l’inte´gration par la transformation des donne´es et (iii) l’inte´gration de mode`les
provenant des donne´es (Hamid et al., 2009; Ritchie et al., 2015). La Figure 1.6
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A - Concatenation-based integration B - Transformation-based integration C - Model-based integration
Figure 1.6 – Me´thodes d’inte´gration multi-dimensionnelles (de Ritchie et al.
(2015)). L’analyse d’inte´gration multi-dimensionnelle peut eˆtre divise´e en trois
cate´gories : (A) Inte´gration par la concate´nation des donne´es. (B) Inte´gration par la
transformation des donne´es. (C) Inte´gration de mode`les provenant des donne´es.
Comme son nom l’indique, l’inte´gration par concate´nation est la simple con-
cate´nation des diffe´rentes donne´es, afin d’effectuer des analyses statistiques et com-
putationnelles sur les donne´es concate´ne´es (Figure 1.6A). Pour fusionner les donne´es,
il est primordial d’avoir les meˆmes individus parmi toutes les tables de donne´es.
C’est d’ailleurs l’une des limites de cette strate´gie, car il est possible que le plan
expe´rimental ne permette pas d’avoir toutes les informations sur exactement les
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meˆmes individus parmi toutes les tables de donne´es. Par ailleurs, comme souligne´
pre´ce´demment, une se´lection de variables par filtrage est souvent conseille´e avant la
concate´nation, afin d’eˆtre en capacite´ d’effectuer tout type d’analyses statistiques et
computationnelles par la suite. Cette strate´gie de concate´nation des donne´es est en
principe assez simple et permet une observation aise´e de toutes les interactions entre
les diffe´rents jeux de donne´es omiques. Cependant, une des limites importantes de
cette me´thode est la difficulte´ de combinaison de tables de donne´es entre elles a` cause
de proble`mes d’e´chelle. En effet, il peut eˆtre difficile, voire impossible, d’inte´grer des
donne´es par concate´nation si le type de donne´es n’est pas e´quivalent ou proches (des
donne´es pouvant eˆtre qualitatives ou quantitatives). Il est e´galement possible que,
lors d’inte´gration de donne´es multi-omiques par concate´nation, d’eˆtre confronte´ a`
une sur-repre´sentation des variables ayant un signal tre`s fort (comme les transcrits
(Singh et al., 2016)).
La transformation des donne´es en un interme´diaire avant l’inte´gration est pro-
bablement l’une des me´thodes les plus utilise´es pour associer les donne´es omiques
entre elles. Chaque donne´e est d’abord transforme´e en un interme´diaire, puis ces
interme´diaires sont ensuite combine´s afin de construire le mode`le (Figure 1.6B). Ces
interme´diaires peuvent eˆtre des re´seaux biologiques (Montastier et al., 2015), ou
encore des matrices de noyaux (Lanckriet et al., 2004; Ben Hur & Noble, 2005).
Cette transformation en un interme´diaire approprie´ permet la conservation des
spe´cificite´s de chaque donne´e omique. Contrairement a` la concate´nation des donne´es,
cette strate´gie pre´sente l’avantage de ne pre´senter aucun proble`me d’e´chelle entre
les donne´es, et ainsi d’inte´grer des types de donne´es diffe´rents. En revanche, le
de´savantage de cette me´thode est qu’il peut eˆtre difficile d’identifier ces interactions
entre les diffe´rents types de donne´es omiques (comme les interactions entre SNP
et expression ge´nique), surtout si elles sont he´te´roge`nes de nature (quantitatives,
qualitatives), car la transformation se´pare´e des donne´es peut modifier la capacite´
a` bien de´tecter les interactions, chaque donne´e e´tant transforme´e inde´pendamment
des autres. L’objectif de la transformation est donc de conserver au maximum les
proprie´te´s spe´cifiques des donne´es afin de pouvoir observer ces interactions. Le choix
du type d’interme´diaire (re´seaux, etc.) pour l’inte´gration est donc de´terminant et
doit eˆtre pertinent selon les donne´es a` analyser.
Enfin, il est aussi possible d’inte´grer des mode`les statistiques provenant des donne´es
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analyse´es inde´pendamment (Figure 1.6C). Pour ce faire, un mode`le statistique
sera de´veloppe´ pour chaque type de donne´e a` combiner, puis un mode`le, dit fi-
nal, provenant de l’inte´gration des multiples sous-mode`les, sera obtenu, pre´servant
ainsi les caracte´ristiques individuelles et spe´cifiques. Pour utiliser cette strate´gie, il
est important d’avoir une hypothe`se biologique pertinente et une bonne strate´gie
pour combiner les diffe´rents mode`les entre eux. Cette strate´gie peut eˆtre utilise´e
lorsque les donne´es omiques sont tre`s diffe´rentes (par exemple, des donne´es ne por-
tant pas sur les meˆmes individus) et quand les deux strate´gies pre´ce´dentes sont non
re´alisables (par exemple, pour des raisons computationnelles ou statistiques).
1.2.4 Limites et conside´rations
Dans cette the`se, nous allons discuter et de´crire diffe´rentes strate´gies pour inte´grer
des donne´es multi-omiques afin d’e´lucider et comprendre les syste`mes biologiques
sous-jacents a` un caracte`re d’inte´reˆt (ici, la maturite´). Cependant, quelle que soit
la strate´gie choisie, certaines conside´rations sont importantes a` prendre en compte
avant d’effectuer l’inte´gration. Tout d’abord, il est indispensable d’avoir des re´plicats
biologiques quand l’e´tude porte sur des individus non consanguins, afin de prendre en
compte la variabilite´ inter-individuelle, et permette une infe´rence statistique valide
pour l’espe`ce ou la population, et non sur quelques individus particuliers.
Par ailleurs, de fre´quents cas de multi-coline´arite´ surviennent, qui posent des
proble`mes d’instabilite´ de l’infe´rence statistique (Johnstone & Titterington, 2009;
Verzelen, 2010). Ces cas peuvent eˆtre dus a` des variables biologiques tre`s corre´le´es
entre elles, suite a` des me´canismes biologiques intrinse`ques, ou bien sont inhe´rents
a` la grande dimension, quand le nombre de variables est tre`s supe´rieur au nom-
bre d’e´chantillon. Quelques me´thodes existent afin de pre´-traiter les donne´es, par
exemple en de´corre´lant au pre´alable les variables. Il est aussi fre´quent de rencon-
trer des proble`mes de sur-apprentissage, correspondant au fait que la mode´lisation
obtenue fonctionne bien uniquement sur les donne´es utilise´es, et non sur d’autres
donne´es inde´pendantes. Cela est particulie`rement commun avec des donne´es de
grande dimension comme les donne´es omiques ou` le nombre de variables est beau-
coup plus grand que le nombre d’individus. Pour contourner ces proble`mes de
sur-apprentissage, il existe quelques strate´gies comme des me´thodes de validation
croise´e ou bootstrap. Toutefois, meˆme en utilisant ces strate´gies, les re´sultats restent
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souvent biaise´s. L’utilisation de jeux de donne´es tests inde´pendants a` l’e´tude permet
une e´valuation objective des re´sultats, bien qu’il est toujours possible de se heurter
a` des proble`mes de batch effect (diffe´rence au niveau des plateformes, des protocoles,
des lots, etc.). Il peut d’ailleurs e´galement eˆtre inte´ressant de valider les re´sultats
par l’utilisation d’outils de validation fonctionnelle, comme la fouille bibliographique
ou la mode´lisation in silico avec l’utilisation des mathe´matiques afin de mode´liser et
pre´dire les aboutissants d’un syste`me biologique. Par exemple, Villa-Vialaneix et al.
(2013) se sont appuye´s sur des me´thodes de fouille bibliographique afin de valider
ou non des me´thodes de clustering.
Une autre limite importante est l’immaturite´ des outils statistiques et computa-
tionnels disponibles, notamment en regard de la production de donne´es. A l’heure
actuelle, les donne´es sont ge´ne´re´es par des techniques toujours plus performantes,
mais les me´thodes d’analyse statistique sont souvent encore en de´veloppement
et s’ave`rent non-optimales. Il faut ensuite e´galement optimiser les strate´gies
d’inte´gration de donne´es. Dans cette the`se, nous allons donc nous inte´resser a`
l’inte´gration de donne´es omiques afin de de´crire le processus de maturation chez
le porc en fin de gestation.
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1.3 Inte´gration de donne´es omiques pour mieux
de´crire le dernier tiers de gestation : contri-
bution de la the`se
L’objectif de ma the`se est d’inte´grer des donne´es multi-omiques afin de de´crire les
bases mole´culaires et cellulaires intervenant lors du dernier tiers de gestation et de
de´finir de possibles marqueurs de maturite´ (Figure 1.7). Les donne´es proviennent
du projet ANR Porcinet qui a produit un grand nombre de donne´es he´te´roge`nes
(transcriptome, prote´ome, me´tabolome et phe´notypes) sur diffe´rents tissus (muscle,
foie, glandes surre´nales, tissu adipeux, intestin, urine et sang) associe´es a` quelques
phe´notypes.
Au niveau du design expe´rimental, les tissus utilise´s pour les analyses proviennent
de fœtus pre´leve´s a` 90 et 110 jours de gestation, issus de deux ligne´es extreˆmes pour
la mortalite´ a` la naissance, Large White (LW) et Meishan (MS), les fœtus MS sur-
vivant mieux a` la naissance que les fœtus LW. Les truies ayant e´te´ inse´mine´es avec
un me´lange de semence LW et MS, les ge´notypes des fœtus sont soit des ge´notypes
purs (LW, MS), soit des ge´notypes croise´s (MSLW, LWMS). Il y a donc plusieurs
types ge´ne´tiques pour les fœtus d’une meˆme porte´e. La comparaison des fœtus
des deux ge´notypes extreˆmes (LW et MS) est inte´ressante pour mieux compren-
dre et de´crire les me´canismes mole´culaires et cellulaires de la mise en place de la
maturite´ entre ligne´es, mais aussi pour identifier des marqueurs biologiques de la
maturite´ pe´rinatale. L’influence des ge´nomes parentaux LW et MS, selon qu’ils sont
apporte´s par le pe`re ou la me`re, est possible graˆce a` la pre´sence de fœtus dits croise´s
re´ciproques MSLW (une me`re LW et un pe`re MS) et LWMS (une me`re MS et un
pe`re LW). Ceci permet de fournir des informations importantes concernant les effets
maternels et paternels sur le de´veloppement du porcelet.
Le premier objectif de cette the`se est d’analyser les donne´es musculaires (trans-
criptome, prote´ome et phe´notype) afin de de´crire et comprendre les bases
mole´culaires de la mise en place de la maturite´ chez les MS et LW. Le muscle
squelettique joue un roˆle de´terminant a` la naissance pour le stockage d’e´nergie
(surtout sous forme de glycoge`ne et un peu de lipides) et pour assurer la locomo-
tion. En premier lieu, le transcriptome musculaire a e´te´ analyse´ seul, l’e´tude ayant
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donne´ lieu a` la publication d’un article, mentionne´ dans le chapitre 2. Ensuite,
ces donne´es d’expression ge´nique ont e´te´ combine´es avec des donne´es prote´omiques
et phe´notypiques afin d’obtenir une vision plus inte´gre´e du syste`me de maturation
musculaire et de mieux de´tailler les me´canismes biologiques intervenant dans la mise
en place de la maturite´ a` la naissance. Ce travail est pre´sente´ dans le chapitre 3,
avec un article qui sera prochainement soumis.
Part 1 Part 2
Muscle biological data 
integration
(A) Transcriptome analysis
(B) Biological data integration
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Figure 1.7 – Les diffe´rents niveaux d’inte´gration aborde´s dans cette the`se.
Le second objectif de cette the`se est l’inte´gration de donne´es omiques provenant de
diffe´rentes espe`ces sur un meˆme tissu, et l’inte´gration de donne´es omiques provenant
de diffe´rents tissus d’une seule et meˆme espe`ce. Lors d’une mobilite´ de 4 mois
au CSIRO a` Brisbane en Australie, des donne´es de transcriptomes musculaires
provenant de diffe´rentes espe`ces (cochon, mouton et bovin) ont e´te´ combine´es afin
d’observer des processus biologiques communs et diffe´rents entre ces trois espe`ces.
Un article est en pre´paration et est pre´sente´ dans la premie`re partie du chapitre 4.
Par ailleurs, des me´thodes statistiques multivarie´es ont e´te´ utilise´es pour inte´grer
des donne´es issues de diffe´rents tissus d’une meˆme espe`ce. Des proble`mes dus a` la
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pre´sence de valeurs manquantes ont e´te´ rencontre´s. Pour outrepasser ces proble`mes,
une me´thode d’imputation de valeurs manquantes dans le cadre de l’analyse fac-
torielle multiple (AFM) (ou multiple factor analysis (MFA)) a e´te´ de´veloppe´e et
publie´e, puis illustre´e avec nos donne´es transcriptomiques. Cette me´thode est








Dans ce chapitre, une analyse transcriptomique (via une biopuce 60K) du tissu
musculaire a e´te´ propose´e afin d’identifier des processus biologiques et des ge`nes
intervenant dans la mise en place de la maturite´ durant la fin de gestation chez le
porc. Comme de´crit au niveau de l’introduction (section 1.3), les fœtus provenant de
deux races extreˆmes pour la mortalite´ a` la naissance, Large White (LW) et Meishan
(MS), ont e´te´ utilise´s. L’impact des ge´nomes parentaux sur l’expression des ge`nes
a pu eˆtre analyse´ graˆce a` la pre´sence de fœtus croise´s et purs au sein d’une meˆme
porte´e. Tous ces fœtus ont e´te´ pre´leve´s a` deux aˆges de gestation (90 et 110 jours
de gestation) correspondant a` la fin de gestation (naissance a` environ 114 jours de
gestation).
L’utilisation d’un mode`le line´aire suivi d’un crite`re de se´lection de mode`le a e´te´ pro-
pose´e, et 12 326 sondes ont e´te´ identifie´es comme e´tant diffe´rentiellement exprime´es
selon le ge´notype fœtal et/ou l’aˆge gestationnel (Bonferroni a` 1%). Ce nombre
tre`s important semble refle´ter un changement de´terminant («switch») d’expression
des ge`nes entre le de´but et la fin du processus de maturation. Parmi ces sondes
diffe´rentielles, 2 000 sondes correspondant a` 1 120 ge`nes annote´s uniques (annota-
tion de Mai 2014) e´taient diffe´rentielles pour l’interaction entre l’aˆge gestationnel
et le ge´notype fœtal. Afin de de´crire le processus de maturation de fac¸on globale,
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des analyses d’enrichissement fonctionnel et d’infe´rence de graphe ont e´te´ effectue´es
et ont de´montre´ que les ge`nes sur-exprime´s a` 90 jours de gestation e´taient prin-
cipalement implique´s dans le de´veloppement musculaire, alors que les ge`nes sur-
exprime´s a` 110 jours de gestation e´taient, quant a` eux, implique´s dans des fonctions
me´taboliques comme la glucone´oge´ne`se, le me´tabolisme du glucose, le me´tabolisme
lipidique ou des prote´ines. Des ge`nes cle´s, implique´s dans ces me´tabolismes, comme
PCK2, LDHA ou PGK1, ont e´te´ de´tecte´s comme ayant une expression diffe´rente a`
la naissance chez les MS par rapport aux LW. Graˆce au dispositif de l’e´tude, nous
avons e´galement pu identifier 472 ge`nes ayant une expression pre´fe´rentiellement
re´gule´e par l’un des deux ge´nomes parentaux. Parmi ces ge`nes, 366 ge`nes e´taient
pre´fe´rentiellement re´gule´s par le ge´nome paternel, notamment des ge`nes de´ja` de´crits
comme e´tant soumis a` une empreinte paternelle, par exemple MAGEL2 ou IGF2.
Tous ces re´sultats ont e´te´ publie´s dans BMC Genomics en 2014 et sont pre´sente´s
dans la premie`re partie de ce chapitre. Ils montrent l’existence de me´canismes
biologiques re´gulant la maturite´ musculaire chez les porcelets. Les porcelets ayant
une immaturite´ au niveau du me´tabolisme musculaire seraient donc sujets a` un
plus fort risque de mortalite´ a` la naissance. La maturite´ semble aussi eˆtre sous la
re´gulation conflictuelle des ge´nomes parentaux. Des ge`nes, pouvant expliquer les
diffe´rences de maturite´ entre les LW et les MS car e´tant diffe´rentiellement exprime´s
entre ces deux ge´notypes, ont e´te´ identifie´s dans des me´tabolismes de´terminants pour
la survie a` la naissance. Ces ge`nes pourraient donc eˆtre de possibles marqueurs de
la maturite´ musculaire.
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2.2 Article 1 : Voillet et al., BMC Genomics,
2014
Cette section correspond a` l’article suivant publie´ en septembre 2014 dans le journal
BMC Genomics :
• V. Voillet, M. San Cristobal, Y. Lippi, P.G.P Martin, N. Iannuccelli, C.
Lascor, F. Vignoles, Y. Billon, L. Canario and L. Liaubet. Muscle trans-
criptomic investigation of late fetal development identifies candidate genes for
piglet maturity. BMC Genomics 15, 797 (2014).
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Muscle transcriptomic investigation of late
fetal development identifies candidate genes
for piglet maturity
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Abstract
Background: In pigs, the perinatal period is the most critical time for survival. Piglet maturation, which occurs at the
end of gestation, leads to a state of full development after birth. Therefore, maturity is an important determinant of
early survival. Skeletal muscle plays a key role in adaptation to extra-uterine life, e.g. glycogen storage and
thermoregulation. In this study, we performed microarray analysis to identify the genes and biological processes
involved in piglet muscle maturity. Progeny from two breeds with extreme muscle maturity phenotypes were
analyzed at two time points during gestation (gestational days 90 and 110). The Large White (LW) breed is a selected
breed with an increased rate of mortality at birth, whereas the Meishan (MS) breed produces piglets with extremely
low mortality at birth. The impact of the parental genome was analyzed with reciprocal crossed fetuses.
Results: Microarray analysis identified 12,326 differentially expressed probes for gestational age and genotype. Such
a high number reflects an important transcriptomic change that occurs between 90 and 110 days of gestation. 2,000
probes, corresponding to 1,120 unique annotated genes, involved more particularly in the maturation process were
further studied. Functional enrichment and graph inference studies underlined genes involved in muscular
development around 90 days of gestation, and genes involved in metabolic functions, such as gluconeogenesis,
around 110 days of gestation. Moreover, a difference in the expression of key genes, e.g. PCK2, LDHA or PGK1, was
detected between MS and LW just before birth. Reciprocal crossing analysis resulted in the identification of 472 genes
with an expression preferentially regulated by one parental genome. Most of these genes (366) were regulated by the
paternal genome. Among these paternally regulated genes, some known imprinted genes, such asMAGEL2 or IGF2,
were identified and could have a key role in the maturation process.
Conclusion: These results reveal the biological mechanisms that regulate muscle maturity in piglets. Maturity is also
under the conflicting regulation of the parental genomes. Crucial genes, which could explain the biological
differences in maturity observed between LW and MS breeds, were identified. These genes could be excellent
candidates for a key role in the maturity.
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Background
Over the last decades, genetic progress has been asso-
ciated with a rise in perinatal mortality in the domestic
pig (Sus scrofa) [1]. In 2013, Strange et al. [2] noted that
piglet mortality mostly occurs in the first 96 hours after
birth. Because the pig is one of the most important meat-
producing livestock species world-wide, this high piglet
mortality at birth is a source of both economic [3] and
ethical problems (public perception of the pig industry is
affected by this young mortality [4]). Postnatal mortality
is not an issue in pigs alone but also affects other mam-
mals like sheep or humans [5,6]. In humans, for example,
out of 4 million cases of infant death during the first four
weeks of life, 28% are due to prematurity issues [6]. Adap-
tation to extra-uterine life is therefore a major factor for
survival.
In pigs, various factors contributing to survival at birth
have already been identified. They depend on maternal
traits (e.g. farrowing duration, sow health), piglet charac-
teristics (e.g. body weight at birth, genotypes) or environ-
ment [7,8]. As suggested by van der Lende [8], one of these
factors is maturity. Maturation process was described to
occur at the end of gestation, from 90 days of gestation to
birth (114 days) [9]. Leenhouwers et al. [9,10] showed that
a greater physiological maturity at birth is responsible for
a higher survival. Thus, a successful maturation process
leads to a state of full development and promotes early
survival after birth [9,10].
Piglet maturity involves characteristics such as body
size, body weight, organ characteristics and availabil-
ity of body energy reserves such as glycogen or lipids
[8,9]. Maturity is also coupled with the efficiency of
physiological functions like thermoregulation, which is
the balance between heat loss and heat production
[8,11]. Although body weight has an influence on sur-
vival at birth, several studies suggest that it is not the
only indicator of maturity [7-9,12]. The biological back-
ground imputable to the piglet’s genetics has also been
shown to impact survival [9,10], for example, Meishan
piglets have a better survival rate than Large White
piglets although they are lighter at birth. Moreover,
Herpin et al. [11,13] highlighted that glucose homeosta-
sis and body energy-glycogen storage are essential for
survival.
Glycogen is the main source of polysaccharide stored
in cells [11]. Glycogen storage is used to promote piglet
thermoregulation at birth which takes place mainly in
skeletal muscle (89% of the total glycogen) because of
the absence of functional brown adipose tissue in piglets
[8,11]. After birth, glycogen levels decrease by as much as
82% in muscle to provide the energy required [14]. Pro-
ficient thermoregulation, via glycogen storage in muscle,
is thus an essential prerequisite for survival after birth.
Thereby, the maturation of skeletal muscle metabolism
is indicative of metabolic maturity of piglet at the time
of birth [11]. The muscle maturity could be defined by
an immediate efficient motor function but also by an
effective thermogenesis.
Some transcriptomic studies have already been per-
formed to compare different stages of fetal muscle devel-
opment in the pig. Cagnazzo et al. [15] compared seven
prenatal stages (14, 21, 35, 49, 63, 77, and 91 days of
gestation) in two breeds (Duroc and Pietrain) to high-
light the differences in muscle development in these two
breeds, while Xu et al. [16] compared a prenatal stage
(65 days of gestation) with postnatal stages (3, 60 and
120 days after birth) to bring to light the mechanisms
underlying muscle growth inMeishan pigs. To our knowl-
edge, no transcriptomic studies have yet been carried out
on the last phases of fetal development in connection
with maturity. Here, we performed microarray analysis
to describe the biological processes underlying muscle
piglet maturity and identify candidate genes. The objec-
tive was to identify the genes and biological processes
that are specifically involved in the differences in mus-
cle development observed between two extreme breeds:
Large White and Meishan. The Large White (LW) breed
is a highly selected breed with a high rate of mortality
at birth, whereas the Chinese Meishan (MS) breed pro-
duces piglets with extremely low mortality [12,17]. The
high selection in LW has led to a lower maturity of these
piglets at birth [12]. MS and LW sows were inseminated
with mixed semen (LW and MS). Hence each litter was
composed of purebred fetuses (LW or MS) and cross-
bred fetuses (LWMS from MS sows and MSLW from LW
sows). In the present study, we highlight key genes and
biological functions involved in piglet maturity. This anal-
ysis will help to improve our knowledge of maturity in
the pig.
Results
Power of experimental design
Microarray analysis was performed to study the last step
of fetal development in the pig. Muscle samples (Longis-
simus dorsi) were collected from 61 fetuses in 8 different
conditions (four genotypes (LW, MS, LWMS, MSLW)
at two gestational ages (90 and 110 days)). After nor-
malization, the signal intensity was found to be above
background noise for 44,368 spots. Principal component
analysis (PCA) was carried out to evaluate microarray
quality and observe fetus dispersion (Figure 1). Principal
component (PC) 1 (56% of the total dispersion) segre-
gated fetuses according to gestational age (day 90 and
day 110) while PC 2 (7%) separated fetuses according
to genotype. The two groups of crossbred fetuses were
mixed even with PC 3 (4%). The results of this initial
descriptive study, performed without preselecting spots,
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Figure 1 PCA using all expressed probes.
showing a clear separation between gestational ages and
purebreds, demonstrate that the experimental design was
very powerful.
Identification of differentially expressed genes
A mixed linear model was applied to each spot. This
model involved two factors, gestational age and fetal
genotype (fixed effects) as well as their interaction, and
the sow as a random effect. The number of differen-
tially expressed probes (DEP) was high even with a
stringent correction for multiple tests (Bonferroni or
False Discovery Rate (FDR)). Indeed, a total of 12,326
DEPs (corresponding to 5,634 unique annotated genes)
were identified with a significance threshold of 1%
with Bonferroni correction. This large number could be
explained by a large effect of fetal gestational age and the
high power of the experimental design.
The list of 12,326 DEPs was then partitioned into 4 sub-
models using the Bayesian Information Criterion (BIC).
Sub-model 2 (additivemodel for age and genotype effects)
including 41% of the DEPs accounted for the largest pro-
portion of DEPs, followed by sub-model 3 (age effect only)
with 40% of the DEPs. Sub-model 4, which included the
genotype effect only, contained only 3% of the DEPs. Sub-
model 1 contained 2,000 DEPs (16%) (Additional file 1)
and was particularly interesting because it combined the
two factors of interest (gestational age and fetal geno-
type) and their interaction. This suggests that the last
phase of the developmental process between 90 and 110
days of gestation is different across genotypes. It was
therefore deemed that further analysis of this probe list
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would help to identify the biological processes involved in
maturity.
Ontological and functional biological analysis of
differentially expressed genes
Biological processes enriched during thematuration process
Gene Ontology (GO) is a standard system of classi-
fication of gene product attributes in terms of their
associated biological processes, cellular components and
molecular functions. Sub-model 1 identified 2,000 DEPs
corresponding to 1,120 unique annotated genes. GO func-
tional enrichment analysis was performed on two lists
of genes from sub-model 1 using an absolute log2-fold
change > 12 (corresponding to an absolute fold change
1.4) between fetal gestational ages averaged over all geno-
types. The first list contained 394 unique up-regulated
genes at gestational day 110, and the second list contained
441 unique up-regulated genes at day 90 (Additional
file 1). The top significant GO annotations indicated that
the enriched biological processes at 90 days of gesta-
tion were related to muscle development (Figure 2A).
Cell adhesion or signal transduction as biological pro-
cesses, extracellular matrix as cellular component and
extracellular matrix structural constituent as molecular
function were enriched at 90 days of gestation (Figure 2A).
At 110 days of gestation, the top significant enriched
biological processes and molecular functions were gen-
erally involved in energy metabolism, e.g. gluconeogen-
esis, glucose metabolic process, cellular lipid metabolic
process or oxidoreductase activity (Figure 2B). Enriched
cellular components were linked, inter alia, to mito-
chondrion (Figure 2B). All enriched GO terms (125 GO
terms at 90 days of gestation and 75 GO terms at 110
days of gestation) are presented in Additional files 2 and
3 (with unadjusted and adjusted p-values, descriptions
and genes).
Differences of gene expression between gestational ages for
each extreme fetal genotype (LW andMS)
The aim of this part of the study was to highlight the
differences of maturation process observed between pure-
breds (LW and MS) and more particularly to identify
genes that may explain the impaired maturity of LW
piglets at birth. As above, GO functional enrichment anal-
ysis was performed on the lists of genes from sub-model 1
using an absolute log2-fold change> 12 between fetal ges-
tational ages separately for fetuses of each breed (LW and
MS). These genes were differentially expressed between
the both gestational ages but not necessarily for every
genotype. Interestingly, more up-regulated genes were
identified in MS than in LW for several enriched biologi-
cal processes, e.g various metabolic processes at 110 days
of gestation or muscle development at 90 days of gesta-
tion (Table 1, Additional file 4). Another example was the
glycolysis and gluconeogenesis KEGG pathway (Figure 3).
Among seven enriched genes in this KEGG pathway,
PGK1 (Phosphoglycerate Kinase 1), PCK2 (Phospho-
enolpyruvate Carboxykinase 2, mitochondrial also known
as PEPCK ) or LDHA (Lactate dehydrogenase A) were only
up-regulated in MS at day 110 (see box-plots on Figure 3).
These genes may illustrate the differences in the muscle
maturation process between purebredMS and LWpiglets.
Differences between extreme fetal genotypes (LW andMS)
with a relevance network approach
In contrast with bibliometric networks (e.g. with Inge-
nuity), a relevance network approach can use the
transcriptomic information of both annotated and unan-
notated genes. Influencial genes can be found by looking
at degrees and betweeness centrality. The degree is the
number of edges a gene, as a node, has to other genes.
A gene with the highest degree is usually considered as
a hub. Betweenness centrality quantifies the number of
times a gene acts as a bridge along the shortest path
between two other genes. A relevance network between
the 1,516 unique genes (annotated or not) from sub-model
1 was built on Pearson correlation r using a threshold of
|r| > 0.98. It should be noted that with a lower threshold
the resulting graph was too large and too highly connected
to be interpreted (Additional file 5). The largest con-
nected component obtained was composed of 96 nodes
and 381 edges (Figure 4, Additional file 6). NUSAP1
(Nucleolar and spindle associated protein 1) was the gene
with the highest degree, while CDK6 (Cyclin-dependent
kinase 6) was the gene with the highest betweenness
centrality (Additional file 6). By maximizing the modu-
larity criterion, four communities were identified in this
graph (Figure 4). According to functional enrichment
analysis, each community was related to a particular bio-
logical function: (i) community 1 was involved in cell
division and nucleus, (ii) community 2 in cell adhesion
and extracellular matrix, (iii) community 3 in collagen,
while (iv) community 4 was involved in regulation of
the fatty acid metabolism and oxidation-reduction pro-
cess. Detailed results (unadjusted and adjusted p-values,
descriptions and genes) of enriched GO analysis are pre-
sented in Additional file 7. Genes belonging to commu-
nities 1, 2 and 3, e.g. NUSAP1, STMN1 (Stathmin 1)
and COL5A2 (Collagen alpha-2(V) chain), were mainly
up-regulated at day 90, with a higher expression in LW
than in MS at day 110 (Figure 5). On the contrary, the
genes of community 4, e.g. DCI (or ECI1) (Enoyl-CoA
Delta Isomerase 1), were mainly up-regulated at day 110
with a higher expression in MS (Figure 5). The expression
profiles of the relevance network highlighted a delay of
gene expression in LW fetuses at 110 days of gestation.
From a methodological point of view, it should be noted
that a bias could have been introduced by the choice
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Figure 2 GO analysis of annotated differentially expressed genes with a significant interaction between age and genotype. Bar charts of
the three categories of enriched GO at fetal gestational age 90 (A) or age 110 (B): (i) the 10 first Biological Process in red, (ii) the 5 first Cellular
Component in green and (iii) the 5 first Molecular Function in orange. The y axis shows the percentage of enriched genes in each category.
of the Pearson correlation to represent the relationships
between genes [18]. Partial correlation, which discrimi-
nates between direct and indirect relationships, may have
led to more relevant measurements of the direct depen-
dence between variables [18,19]. However, in our study,
the genes of interest were too numerous (1,516 unique
genes) and too highly correlated to compute partial corre-
lations correctly.
Taken together, the up- or down-regulation of the genes
involved in these four communities was delayed at 110
days of gestation in LW fetuses compared withMS fetuses.
These results are consistent with a lower maturity (and a
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Table 1 Table of six enriched GOBP at day 90 or 110 in the two extreme breeds
Day Items GOBP Terms Genes
90 GO:0007275 Multicellular organismal development TCF12 MGP KLF3 FRZB DIAPH2 IGF2 SEMA4D GPSM1 MESP1
CCBE1 VEGFC CREM RYBP JAG1 KDR CSPG4 CECR1
GO:0030154 Cell differentiation TCF12 MGP FRZB DIAPH2 SEMA4D GPSM1 VEGFC CREM CSPG4
SH2B3
GO:0001501 Skeletal system development FRZB IGF2 GDF11 IGF1
110 GO:0006094 Gluconeogenesis PCK2 GPD1 PGK1
GO:0006006 Glucose metabolic process PCK2 UPG2 PGK1 PYGL SORD
GO:0044255 Cellular lipid metabolic process GPD1 OXCT1 SLC25A20
In italic, genes are up-regulated in MS only, and in bold, genes are up-regulated in LW only. Genes up-regulated in MS and LW are not represented. The complete list
of genes up-regulated in MS and/or LW is given in Additional file 4.
higher mortality) of LW piglets at birth compared to MS
piglets.
Influence of the paternal or maternal genome on gene
expression
This experiment used a reciprocal design to indepen-
dently evaluate the effect of each parental genome on the
maturation process (MS and LW). In other words, if both
genomes contributed to the same extent, as expected in
theMendelian context, gene expressionwould be identical
in the two sets of crossbred fetuses. However, the reality
is that some genes are not regulated in the same manner
depending on the origin of the allele. Eight hundred and
five probes were identified to be impacted by the parental
genotype in interaction with gestational age (FDR < 1%).
One hundred and six unique annotated genes (164 probes
identified) were influenced by the maternal genotype and
366 unique annotated genes (641 probes identified) were
influenced by the paternal genotype (Additional files 8
and 9). It should be noted that 19 probes (12% of the
164) influenced by the maternal genome were located on
chromosome X versus 19 probes (3% of the 641) influ-
enced by the paternal genome. Because only male fetuses
were studied, all genes from the X chromosome were
of maternal origin. Moreover, 4 probes out of the 164
probes influenced by the maternal genome were located
on mitochondrial chromosome.
Several previously identified genes (of sub-model 1)
were also influenced by a parental effect (602 probes). For
example, PCK2 and LDHA were impacted by the pater-
nal genome as can be seen in the box-plots (Figure 3).
Other identified genes, such as SORD (sorbitol dehydro-
genase) and CREM (cAMP responsive element modu-
lator), showed both a parental effect and a difference
between purebred fetuses (Table 1, Figure 6). CREM
expression was influenced by the maternal genotype,
whereas SORD expression was influenced by the pater-
nal genotype (Figure 6). These genes illustrate the possible
impact of the parental genotype on gene expression, and
its effect on maturity.
Validation of differential expression by quantitative real
time PCR
To validate the microarray results, the expression profiles
of 10 genes of interest were monitored using qRT-PCR.
The 10 selected genes showed differential expression for
the two fixed effects and their interaction in the microar-
ray (sub-model 1). The similarity between the results
obtained with the microarray and qRT-PCR confirmed
the accuracy of gene expressionmeasurements (illustrated
in Additional file 10). Indeed, the Pearson correlation
between the differences in expression measured by qRT-
PCR and microarray was greater than 0.70 for all genes,
except IL1RAPL2 and SPG7 (Table 2). The high variability
obtained by qPCR suggests that all genes were not highly
correlated, especially in the LW sample at 110 days of
gestation. Nevertheless, the correlation obtained confirms
our previous results and all the expression profiles are
similar.
Discussion
Important transcriptomic changes between 90 and 110
days of gestation
The statistics chosen here to detect DEPs made no use of
a minimum fold change filter. This choice was based on
the complexity of the experimental design (8 conditions
in a 2 by 4 factorial design) making a fold change cal-
culation difficult. Moreover, no associated values indicate
the level of confidence in the designation of genes as
differentially expressed or not differentially expressed
with such a fold change filter. A fold change filter was
applied only at the point of gene function enrichment. The
counterpart of this choice may be a potential for over-
interpretation of data, by extracting genes with very small
changes in expression. With a commonly-used thresh-
old in FDR of 1%, as high as 28,833 probes were found
DE, corresponding to 65% of expressed probes of the
microarray. We chose instead a conservative cutoff of
1% with a Bonferroni correction for multiple testing. A
high number of DEPs (12,326 probes corresponding to
28% of the expressed probes) was obtained even with
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Figure 3 Example of difference between LW andMS at fetal gestational age 110: pathway of Gluconeogenesis. This figure represents the
metabolic pathway of glycolysis and gluconeogenesis. Genes circled in orange (GPI, GBP2, PDHA1, DLD) are up-regulated at day 110 in KEGG
pathway gluconeogenesis in both extreme breeds. Genes circled in red (PGK1, PCK2, LDHA) are up-regulated at day 110 in KEGG pathway
gluconeogenesis in MS only. Box-plots of PCK2, PGK1 and LDHA are added and allow to observe up-regulated genes at day 110 in MS only. The gene
expression were log2 transformed. The red-circled genes illustrate the difference of maturity between MS and LW.
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Figure 4 Largest connected component of the relevance network. Each node in the graph represents a gene and each edge corresponds to a
Pearson correlation between two genes above the defined threshold (|r| > 0.98). The size of each node is proportional to its degree. The graph
included 96 nodes and 381 edges. Modularity was maximized to find communities in the graph. Four communities were found and labelled with
color (red for community 1, yellow for community 2, green for community 3 and blue for community 4). The percentages represent the number of
genes in each community. For each community, we studied biological processes with GO functional enrichment analysis. Communities 1, 2 and 3
were mainly involved in muscle development, such as cell division, cell adhesion and collagen. Community 4 was mainly involved in metabolism
like the fatty acid one. All enriched GO Terms are detailed in the Results section and Additional file 7. UNK stands for ‘unknown’.
this stringent correction. This high number demonstrates,
as does PCA (Figure 1), that the choice of breeds and
the two gestational ages were highly relevant in order to
study contrasted situations linked to the maturation pro-
cess. The important impact of genotype was expected
in agreement with Hazard et al. [20], where 82% of
the differentially expressed genes were impacted by the
genotype, comparing LW andMS in another experimental
context.
Among these DEPs, 11,952 probes (97%) were influ-
enced by the gestational age of fetus (genes in sub-models
1, 2 and 3). PCA of all expressed genes also showed the
prime importance of fetal gestational age (see the first
axis on Figure 1). This high number of DEPs related to
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Figure 5 Box-plot representation of gene expression with high degree in each community. The gene expression were log2 transformed. (A)
NUSAP1 in community 1. (B) STMN1 in community 2. (C) COL5A2 in community 3. (D) DCI in community 4.
gestational age, about 27% of the probes in the microarray,
could be explained by a switch of gene expression between
90 days and 110 days of gestation. Muscle development
is described to end around 90 days of gestation [21], and
gives way to thematuration process in order for the organs
and tissues to be functional at birth. In other words, for the
fetus to be able to adapt to the extra-uterine environment,
fetal tissues must have acquired complete functionality at
birth.
Using embryo transfers between two breeds (MS and
Yorkshire), of the results published by Wilson et al. [22]
and Biensen et al. [23,24] suggested that fetal development
is determined by the uterine environment until 90 days of
gestation, regardless of the fetal genotype. After 90 days of
gestation, the last phase of fetal development is preferen-
tially modulated by the fetal genotype with mechanisms
specific to each genotype [23]. Our experiment explored
this final step of development in utero. We revealed the
importance of the transition between fetal development
and metabolism in muscle tissue for survival (i.e. energy
storage and function: gluconeogenesis, glycolysis and fatty
acid metabolisms).
Main biological mechanisms of maturity in pigs
To identify the biological processes underlying muscular
maturity, functional enrichment analysis was performed
on two gene lists from sub-model 1 (model which com-
bined two factors, gestational age and fetal genotype (fixed
effects), as well as their interaction, and the sow as random
effect). The first list consisted of 441 up-regulated genes
at day 90, and the second consisted of 394 up-regulated
genes at day 110. These genes were chosen because of
35



































































































































Figure 6 Box-plot representation of gene expression of SORD and CREM. The gene expression were log2 transformed. (A) SORD with an
impact of the paternal genotype at day 110. (B) CREM with an impact of the maternal genotype at day 110.
their interaction between the gestational age and the fetal
genotype. We wanted to observe differences in the muscle
maturation process between the both extreme breeds.
Enriched biological functions at 90 days of gestation
were involved in muscle development and reflected pro-
cesses such as cell adhesion, signal transduction or skeletal
muscle development (Figure 2A). These results are con-
sistent with the second phase of muscular development
known to occur in pigs between 55 and 90 days of ges-
tation [21,25]. In the pig, ontogenesis of muscle fibers
is a biphasic phenomenon [21,25,26]. A first generation
of myofibers develops between 35 and 55 days of gesta-
tion, followed by a second generation between 55 and 90
days of gestation. The second generation develops around
each primary myotube using it as a scaffold and deter-
mines the number of myofibers [21,25]. The total number
Table 2 Correlation between qPCR expressionwith
microarray expression for selectedgenes (n = 43)
Genes Pearson’s correlation P-value
ARG2 0.95 < 0.001
PHKA1 0.86 < 0.001
SLC38A4 0.84 < 0.001
DLK1 0.83 < 0.001
RASGRP3 0.81 < 0.001
GPD1 0.76 < 0.001
DUT 0.74 < 0.001
GBP1 0.71 < 0.001
IL1RAPL2 0.65 < 0.001
SPG7 0.40 0.008
of myofibers is definitively fixed at approximately 90 days
of gestation [27]. Moreover, it has been reported that
the number of myofibers is lower in MS than LW which
may explain the small postnatal muscle growth capacity
of MS pigs, in particular of large glycolytic muscle, e.g.
longissimus muscle [27].
Among genes of sub-model 1 (Additional file 1,
Figure 7A), the embryonic heavy chain isoform of myosin
(corresponding to MYH3 gene) is described to be only
expressed between 50 days of gestation and birth [28]. In
this study, while MYH3 expression decreased in MS just
before birth, its expression in LW stayed at a high level
even at 110 days of gestation. It may correspond to the
delay of variation of expression mainly observed between
LW and MS at 110 days of gestation, suggesting a pos-
sible state of immaturity at birth as expected in LW. In
another way, a variation of copy number of MYH3 has
been recently identified in cattle, that was positively corre-
lated with its transcript expression and body traits (body
height, body weight and body size) [29]. It would be pos-
sible to imagine that selection on growth traits impacted
polymorphisms in this gene, such as CNV (Copy number
variations). In our study, MYH3 expression is eight fold
higher in LW than in MS just before birth. Further stud-
ies would be needed to explore the relationship between
this possible delay of maturity in LW with the differential
proportion of glycolitic myofiber observed between LW
and MS (larger proportion in LW [27]). It was observed
that comparison between LW and MS may suggest that
intensive selection for lean muscle growth induced a shift
in muscle metabolism toward a more glycolytic and less
oxidative myofiber type [27]. However, it is not clear if a
functional link may be proposed to explain an effect of the
genetic difference of a higher expression ofMYH3 at birth
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Figure 7 Box-plot representation of gene expression of (A)MYH3 and (B) PYGM. The gene expression were log2 transformed.
with the metabolic status in longissimus dorsi muscle.
In another way, the expression of PYGM gene (glycogen
phosphorylase) was up-regulated at 110 days of gestation
with a higher expression in MS (Figure 7B) meaning a
delayed expression in LW.A higher activity of the glycogen
phosphorylase at protein level would illustrate a higher
capacity to degrade the glycogen store at birth to produce
energy.
The pattern of muscle development was confirmed by
the results of our relevance network in which the genes
involved in development were up-regulated at 90 days of
gestation. For example, NUSAP1, the gene with the high-
est number of connections to other nodes (or degree) in
our network, is a key gene for spindle microtubule organi-
zation and has been identified as playing a central role in
regulating mitosis depending on its phosphorylation state
[30,31]. The gene with the highest degree of relevance
in community 2, STMN1, is also involved in the regula-
tion of the microtubule filament system [32]. Moreover,
part of the collagen family was present and connected
in community 3 (Figure 4). CDK6 is an important gene
for two reasons: it has the highest betweeness centrality,
indicative of its prime role in the structure of the net-
work, and it links community 4 (muscle metabolism, with
genes up-regulated at 110 days) with the remaining three
communities (involved in muscle development, genes up-
regulated at 90 days). Interestingly, CDK6 is up-regulated
at 90 days, unlike genes of community 4. This member
of the cyclin-dependent protein kinase family regulates
cell cycle progression and is involved in the regulation of
skeletal muscle regeneration [33,34]. Because these genes
are down-regulated between 90 and 110 days of gestation,
our results are in accordance with the previous hypothesis
that muscle development “switches off” at around 90 days.
At 110 days of gestation, the enriched biological func-
tions detected were involved in energy metabolism, espe-
cially in gluconeogenesis and cellular lipid processes
(Figure 2B). In contrast with intra-uterine life where fetal
body temperature depends on the sow, autonomous ther-
moregulation must occur immediately upon birth for the
piglet to survive [11]. Energy reserves, i.e. glycogen and
fat, must therefore be maximal in the neonatal period
because the piglet cannot oxidize protein efficiently before
5-7 days of life [11]. In pig fetuses, glycogen is stored
in skeletal muscle (89% of all glycogen reserves [11])
and liver, because pigs lack brown adipose tissue [8,35].
The initial role of muscle glycogen, in addition to motor
function, is postnatal thermogenesis, especially prior to
colostrum intake. Later, if energy intake is insufficient, the
piglet draws down on its muscle glycogen reserves [11].
Large amounts of glycogen are therefore stored in mus-
cle before birth (around 114 days of gestation) [11]. The
genes of community 4 that were up-regulated at 110 days
of gestation were involved in fatty acid metabolism which
is also important for forming the body energy reserves
required at birth [11]. DCI, which was the gene with the
highest degree of relevance in this community and the
second betweenness centrality in our network, encodes a
key mitochondrial enzyme involved in beta-oxidation of
unsaturated fatty acids [36].
Globally, the process of muscle maturation was the same
in each studied genotype: muscle fiber proliferation is
switched off at around day 90, and the enzymes coding
genes for glycogen and lipid metabolism are up-regulated
at around day 110 to ensure regulation of mechanisms
essential for survival at birth. This is also in line with the
changes in gene expression that have been reported at the
end of gestation.
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Contrastedmaturation process between extreme breeds
Even if the overall muscle maturation process is the same
for each genotype, some important differences were found
between the extreme breeds that affected crucial biologi-
cal processes (Table 1 and Additional file 4). Genes such
as PGK1, PCK2 or LDHA, encoding key enzymes involved
in gluconeogenesis and glycolysis KEGG pathway, were
up-regulated at day 110 in MS only (Figure 3). It should
be noted that PCK2 and LDHA were down-regulated
at day 110 compared to day 90 in LW (see box-plots
on Figure 3). Of special interest is PCK2 that encodes
an enzyme that catalyzes the irreversible conversion of
oxaloacetate (OAA) to phosphoenolpyruvate (PEP), the
rate-limiting step in the metabolic pathway that produces
glucose from lactate and other precursors derived from
the citric acid cycle [37]. This result may be surprising
as gluconeogenesis is more often described to be a liver
function than a property of muscle [38].
Body energy reserves, i.e. glycogen and fat, are impor-
tant predisposing factors involved in the maturation pro-
cess [8,9]. The fact that a piglet is unable to produce
heat, may be the result of an immature metabolic capac-
ity. A weaker expression of the genes (e.g. PCK2, PGK1
or LDHA) involved in these metabolic pathways between
the two gestational ages may cause the lower maturity
observed in LW, and therefore be responsible for the larger
proportion of deaths at birth in this breed. Moreover,
muscle glycogen content has been already studied just
before birth [9,10]. The animal’s requirement for energy is
maximum in the neonatal period to promote thermoreg-
ulation and growth [11]. It strongly suggested that piglets
with high value for survival, like MS, have a higher abil-
ity to maintain glucose levels during and after farrowing
and are better able to maintain body temperature. For a
long time, the storage and mobilization of the glycogen in
muscle was known to be essential for survival at birth [39].
Genetic selection has been shown to alter genes which
may be associated with marked differences in maturity
between MS and LW [40]. Canario et al. [12] have already
shown that selection for leanness in LW resulted in a
lower maturity of piglets at birth, for example, with an
effect on the body protein content and liver glycogen
stores. Genetic polymorphisms could affect the genes
involved in these processes. For example, PGK1 showed a
greater variability of expression in LW suggesting a possi-
ble underlying polymorphism in purebred LW fetuses (see
box-plot on Figure 3). PCK2 and LDHA showed distinct
expression profiles in MS and LW (down-regulated at day
110 compared to day 90 in LW) (see box-plot on Figure 3).
In addition to the genes up-regulated at 110 days of ges-
tation in MS pigs only, the lesser maturity of LW piglets
could also be explained by a delay in gene expression
at the end of the intra-uterine developmental period. As
found with the relevance network approach (Figure 4),
most genes in the communities involved in development
were down-regulated just before birth, such as NUSAP1,
STMN1 or COL5A2. These genes had a higher expression
in LW than in MS (Figure 5). Most genes of community 4
(metabolic processes), such as DCI, were up-regulated at
110 days of gestation and the related genes were mainly
expressed at a higher level in MS than in LW. Our rele-
vance network approach is therefore in accordance with
the assumption that MS piglets are more mature than LW
piglets. Furthermore, the network may also provide infor-
mation on unannotated genes by guilt-by-association.
These results suggest that the genetic selection may affect
genes involved in the muscle metabolic capacity confirm-
ing the initial assumption that MS newborns are more
mature than the LW ones [17] and enables us to suggest
candidate genes for piglet maturity.
Impact of the parental genotypes
We identified a great number of annotated genes (472)
that were impacted by one of the two parental genotypes
during maturation process: 106 genes were influenced
by the maternal genotype and 366 genes by the pater-
nal genotype (Figure 6 and Additional files 8 and 9). The
influence of the parental genotype was found for sev-
eral genes, such as CREM and SORD (Figure 6), which
also showed difference between extreme breeds (Table 1).
Some of these genes are known to be related to imprint-
ing in pigs. Many studies of genome scanning for QTL
(Quantitative Trait Loci) in pigs revealed that many of
them are maternally or paternally imprinted, which sig-
nificantly affect growth, backfat thickness, carcass com-
position and reproduction [41]. Among these genes, we
identified IGF2 (Insulin-like growth factor 2) [42] and
MAGEL2 (MAGE-like 2) [43]. The selection pressure
for enhancing lean meat content was described to be
related to increase IGF2 transcript expression in muscle
[44]. The imprinting of the MAGEL2 gene is highly con-
served among species [43]. These results are consistent
with the theory explaining parental conflict during ges-
tation [45]. The parental genomes have a direct impact
on fetal gene expression (2.8% of expressed genes in our
microarray). The genetic component of piglet survival
consists of a maternal genetic component (genotype of
the mother) and a direct genetic component (genotype
of the piglet) [9]. In this context, at the end of gesta-
tion, the paternal expression genes are up-regulated to
allow the fetus to express its growth potential [23]. It
has already been shown that paternally expressed genes
are not essential for the initiation of fetal development
[46], but their role becomes more critical at the end of
gestation.
Moreover, these genes could play a key role in the mat-
uration process. A large number of imprinted genes in
humans are known to affect metabolic parameters such as
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glycogen metabolism [47]. For example, the expression of
MAGEL2, known to have an effect on metabolic param-
eters and fetal growth [47], is impacted by the pater-
nal genotype in our study (Additional file 9). This gene
was up-regulated at 90 days of gestation and further up-
regulated in paternal genotype MS. The MS paternal
genotype therefore represents a strong genetic component
for this gene’s expression. Thus, the delay in the matu-
rity of LW piglets may also be explained by differential
impacts of the parental imprinting of some genes involved
in metabolic processes. However, in our study, the relative
involvement of each parental genome was studied only by
comparison between the reciprocal crossed fetuses then
no affirmation could be done on the imprinting status of
the identified genes. Allele specific expression could be
investigated in the future.
Conclusions
Our experimental design was very powerful in order
to unravel the biological processes underlying the last
phase of muscle development, and identify key muscle
differences between LW and MS pigs that could explain
lesser maturity of LW piglets at birth. Biological func-
tions and genes involved in maturity have been identified
in each breed. This study shows that a considerable tran-
scriptomic change occurs between 90 and 110 days of
gestation, and corresponds to a switch between mus-
cle development and muscle metabolism. This study also
highlighted genes with differences of expression between
extreme breeds LW and MS, such as PCK2, PGK1 and
LDHA. These genes play roles in the implementation
of the muscle metabolic processes necessary for ther-
moregulation at birth. These processes are also under the
conflicting regulation of the two parental genomes with
a predominance of the paternal genotype which affects
genes such as MAGEL2 and IGF2. These results are a
first step in understanding the global system biology of
piglet maturity. Some genes described in this report could
be candidates to explore the genetic control of maturity.
Futher functional and genetical studies may be focused
on the LW breed with its increased mortality at birth,
and then be continued to identify the genetic mechanisms
underlying the differences in maturity.
Methods
Ethical statement
All animal use was performed under European Union
legislation (directive 86/609/EEC) and French legislation
of région Midi-Pyrénées in France (Décret n◦:2001-464
29/05/01; http://ethique.ipbs.fr/sdv/charteexpeanimale.
pdf; accreditation for animal housing number C-35-
275-32). The technical and scientific staff obtained
individual accreditation (Ref: MP/01/01/01/11) from
the ethics committee (région Midi-Pyrénées - France;
http://comethmp.ipbs.fr/) to experiment on living ani-
mals. All pigs used in this study were males and were
obtained by caesarean.
Experimental design and RNA preparation
To assay for changes in gene expression during piglet
maturity, mRNA was isolated from 64 fetal muscle sam-
ples (longissimus dorsi) in 8 different conditions: two fetal
gestational ages (day 90 and day 110) associated with
four fetal genotypes. The four fetal genotypes consisted of
two extreme breeds for mortality at birth (LW and MS)
and two crosses (MSLW and LWMS). MS and LW sows
were inseminated with mixed semen (LW and MS) so
that each litter was composed of purebred fetuses (LW
or MS) and crossbred fetuses (LWMS from MS sows and
MSLW from LW sows). Total RNA was isolated from
each of the 64 muscle samples. Briefly, muscle samples
were disrupted, homogenized and ground to a fine pow-
der by rapid agitation for 1 min in a liquid-nitrogen
cooled grinder with stainless steel beads. An aliquot
of 100 mg of the fine powder was then processed for
total RNA isolation and purification using Trizol (Invitro-
gen, France) and the Nucleospin RNA II kit (Macherey-
Nagel, France) according to the manufacturer’s instruc-
tions. The method included a DNase digestion step to
remove contaminating DNA. The extracted total RNA
was eluted in 300 µl of RNase-free water and stored at -
80◦C. RNA quality and concentration were verified using
an Agilent 2100 bioanalyzer (RNA solutions and RNA
6000 Nano Lab- Chip Kit, Agilent Technologies France,
Massy, France).
Microarray description
The microarray GPL16524 (Agilent technology, 8 × 60K)
used in this experiment consisted in 43,603 spots derived
from the 44K (V2:026440 design) Agilent porcine spe-
cific microarray, 9,532 genes from adipose tissue, 3,776
genes from the immune system and 3,768 genes from
skeletal muscle (Liaubet et al. (personal communication),
unpublished data).
After quality control and a quantile normalization step
as described in [48], the data of fluorescence signal from
61 microarrays containing 44,368 spots were kept for
further analysis and log2 transformed. These spots cor-
respond to 34,945 annotated genes, i.e. 16,712 unique
annotated genes. It is important to consider that the
annotations are constantly being improved due to annota-
tion issues in pig. However, all cited genes were checked.
Raw data and information are available in NCBI (GEO
accession number GSE56301).
Statistical analysis
Statistical analyzes were performed with R 3.0.2 software
[49]. To analyze jointly differences between breeds and
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gestational ages, the following mixed linear model was fit-
ted to each probe (R nlme package, lme function [50]):
yijk = µ+ Ai + FGj + A.FGij + Sk + ǫijk (1)
with i ∈ {d90, d110}, j ∈ {LW ,MS, LWMS,MSLW }, k =
1, . . .18, Sk ∼ N(0, σ
2
S ) independent and identically dis-
tributed (iid) and ǫijk ∼ N(0, σ
2
e ) iid. Sk and ǫijk are
mutually independent. yijk is the expression of the probe
(gene) being studied, µ a general mean of the considered
gene expression and ǫijk is a residual. This model includes
two fixed effects and their interaction: Ai is the effect of
fetal gestational age i, FGj the effect of fetal genotype j and
A.FGij the interaction effect between gestational age i and
genotype j. Sk represents the random sow effect.
To identify differentially expressed probes (DEPs) for
gestational age and/or genotype, the mixed linear model
(1) was fitted to the microarray data. A F-type test was
performed by comparing the complete model (1) and the
reduced model yijk = µ+ Sk + ǫijk . A correction for mul-
tiple testing was then implemented using Bonferroni [51]
or False Discovery Rate (FDR) [51,52] using the multtest R
package [53].
The list of DEPswas then partitioned into 4 sub-models.
Sub-model 1 combined the two fixed effects and their
interaction. Sub-model 2 involved the two fixed effects in
an additive manner. Sub-model 3 included only the fetal
gestational age effect whereas sub-model 4 included only
the fetal genotype effect. All models included the random
sow effect. In summary:


Sub −model1 : yijk = µ+ Ai + FGj + A.FGij + Sk + ǫijk
Sub −model2 : yijk = µ+ Ai + FGj + Sk + ǫijk
Sub −model3 : yijk = µ+ Ai + Sk + ǫijk
Sub −model4 : yijk = µ+ FGj + Sk + ǫijk
(2)
The Bayesian Information Criterion (BIC) was used to
associate each DEP with one of these four sub-models.
To analyze the parental impact, the following mixed
linear models involving the two parental genotypes were
fitted to each probe:
yijkl =µ+ Ai +MGj + PGk + A.MGij + A.PGik
+MG.PGjk + Sl + ǫijkl
(3)
with i ∈ {d90, d110}, j and k ∈ {LW ,MS, LWMS,MSLW },
l = 1, . . . 18, Sl ∼ N(0, σ
2
S ) independent and identically
distributed (iid) and ǫijkl ∼ N(0, σ
2
e ) iid. Sl and ǫijkl are
mutually independent. yijkl is the expression of the probe
(gene) being studied, µ a general mean of the consid-
ered gene expression and ǫijkl is a residual. This model
includes two fixed effects and their interaction: Ai is the
effect of fetal gestational age i.MGj is the effect of mater-
nal genotype j and A.MGij the interaction effect between
gestational age i and maternal genotype j. PGk is the
effect of paternal genotype k and A.PGik the interaction
effect between gestational age i and paternal genotype k.
MG.PGjk is the interaction between parental genotypes.
To identify DEPs, these mixed linear models were fit-
ted to themicroarray data. F-type tests were performed by
comparing the complete model (3) and two reduced mod-
els: one without the interaction between gestational ages
and maternal genotype to identify genes influenced by the
maternal genotype and the other without the interaction
between gestational ages and paternal genotype to identify
genes influenced by the paternal genotype. A correction
for multiple tests was then implemented using Bonferroni
[51] or FDR [51,52] using the multtest R package [53] as
previously.
Gene Ontology functional enrichment analysis
Functional annotation of genes from sub-model 1 based
on Gene Ontology (GO) was provided by GeneCoDis 3.0
software [54]. Enrichment analysis was applied to lists of
genes selected for an absolute log2-fold change greater
than 12 between both gestational ages. This threshold of
a 12 -log2-fold change was used to obtain two values: up-
regulated genes at day 90 or up-regulated genes at day
110. This threshold was applied to ensure that only the
genes with a minimal change between gestational ages
were retained for the GO functional enrichment analysis.
The two lists contained up-regulated genes at 90 days and
up-regulated at 110 days respectively. To set the statistical
enrichment of a particular biological function, a hyperge-
ometric test was used. Resulting p-values were adjusted
for multiple tests using the FDR approach (FDR< 1%).
Relevance network
A relevance network is a graphical model displaying genes
as edges and relationships (correlations here) between
genes as vertexes [55]. In our study, a network building
pipeline, using the igraph R package [56], was decom-
posed into three steps. In a first step, a similarity matrix
S was calculated using the Pearson correlation coeffi-
cient between pairs of genes. In a second step, S was
transformed into a binary adjacency matrix A using hard
thresholding. This matrix A was composed of 0 and 1
depending on whether the correlation coefficient was
lower or greater than 0.98 (in absolute value), respectively.
The final step consisted in a graph representation of A. An
edge was present between two nodes (genes) i and j if the
value aij in A was 1.
To determine communities in the graph, a fast-greedy
algorithm was used to optimize the modularity of a par-
tition of the network [57]. The modularity is a measure
of the quality of communities in the network: highly
connected genes within each community, and lowly con-
nected genes between communities. Finally, GO func-
tional enrichment analysis was performed to determine
enriched biological processes in each community. In
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addition to dividing the network structure into sub-
networks, influential genes were highlighted as described
in Villa et al. [19] based on other criteria, i.e. degree and
betweenness centrality.
Quantitative real time RT-PCR analysis for gene expression
Gene primers were designed from pig genes taking into
account intron-exon organization using Primer3 software
(http://frodo.wi.mit.edu/primer3/). Sequences are avail-
able in Additional file 11. RNA samples were reverse
transcribed from 1 µg as previously described in [58].
The resulting cDNA samples were completed to 50 µl.
The assay for each gene consisted of four replicates per
genotype and development stage (from the 61 used in the
microarray experiment) and negative controls.
The expression of 10 genes was analyzed using 48.48
Dynamic Array™ IFCs and the BioMark™ HD System
from Fluidigm. Two specific target amplifications (STA)
were performed on cDNA muscle samples according
to the manufacturer’s recommendations. As previously
described [59], a 14 cycle STA treated with Exonuclease I
was performed, diluted and transferred to the BioMark™
HD for final STA. The efficiency of PCR amplification was
determined specifically for each gene, by serially diluting
(1, 1:2; 1:2; 1:2) the muscle cDNA pool.
Data was then analyzed using Fluidigm Digital PCR
Analysis software with the Linear (Derivative) Baseline
Correction Method.
After determination of the threshold cycle (Ct), the
Pfaffl method [60] was applied as described in [59] to cal-
culate the relative expression of each gene. HPRT, which
was not regulated during the maturation process, was
used as the reference gene. Pearson’s correlations were cal-
culated between microarray expression and qPCR values.
Availability of supporting data
Microarray data are MIAME compliant and available in
Gene Expression Omnibus (GEO, http://www.ncbi.nlm.
nih.gov/geo/) through the accession number GSE56301.
Additional files
Additional file 1: Complete list of differentially expressed probes of
sub-model 1 ‘.xlsx’ file. Features of 2000 genes of sub-model 1 (Gene
symbol, gene name, probe name, p-value and log2-fold change
(d110/d90)). P-value, Bonferroni and FDR were obtained by a F-type test
comparing the complete model (1) and the reduced model y = µ+ S+ ǫ.
Additional file 2: Complete list of enriched GO (Biological Process
(BP), Molecular Function (MF) and Cellular Component (CC)) at day 90
‘.xlsx’ file. The file gives the GO items, the corresponding functions, the
classes of ontology, the lists of genes, the numbers of genes in the input
lists and the reference lists and p-values (unadjusted and FDR).
Additional file 3: Complete list of enriched GO (BP, MF and CC) at day
110 ‘.xlsx’ file. The file gives the GO items, the corresponding functions,
the class of ontology, the list of genes, the number of genes in the input list
and the reference list and p-values (unadjusted and FDR).
Additional file 4: Complete list of the first twelve enriched GOBP at
day 90 or at day 110 in LW or MS ‘.xlsx’ file. The first twelve enriched
GOBP in LW and MS at day 90 and day 110 (Items, functions, gene lists and
p-value (unadjusted and FDR)). In red, genes are up-regulated in MS only
and in blue, genes are up-regulated in LW only. In black, genes are
up-regulated in LW and MS.
Additional file 5: Frequency distribution of Pearson’s correlation
network ‘.pdf’ file. Frequency distribution of Pearson’s correlation
between the entire set of 1516 genes (annotated or not) used to build our
network.
Additional file 6: Features of genes in the relevance network ‘.xlsx’
file. Gene names, probe name, degree, betweenness centrality and
community of genes in the relevance network.
Additional file 7: Complete list of enriched GO (BP, MF and CC) in the
four communities of the relevance network ‘.xlsx’ file. The file gives the
GO items, the corresponding functions, the classes of ontology, the lists of
genes, the numbers of genes in the input lists and the reference lists and
p-values (unadjusted or FDR).
Additional file 8: Complete list of differentially expressed probes
impacted bymaternal genome ‘.xlsx’ file. Features of 164 DEPs using
model (3) (Gene symbol, gene name, probe name, p-value and Sus scrofa
chromosome localization). P-value, Bonferroni and FDR were obtained by a
F-type test comparing the complete model (3) and the reduced model
without interaction between gestational age and maternal genotype.
Additional file 9: Complete list of differentially expressed probes
impacted by paternal genome ‘.xlsx’ file. Features of 641 DEPs using
model (3) (Gene symbol, gene name, probe name, p-value and Sus scrofa
chromosome localization). P-value, Bonferroni and FDR were obtained by a
F-type test comparing the complete model (3) and the reduced model
without interaction between gestational age and paternal genotype.
Additional file 10: Box-plot representation of the 10 tested genes in
qPCR compared to their microarray expression ‘.pdf’ file. (A) ARG2.
(B) PHKA1. (C) SLC38A4. (D) DLK1. (E) RASGRP3. (F) GPD1. (G) DUT. (H) GBP1.
(I) IL1RAPL2. (J) SPG7. All box-plots are normalized in log2.
Additional file 11: Features of genes tested by real time RT-PCR ‘.xlsx’
file. Gene names, description and primer (up and down) of the 10 genes
tested by real time RT-PCR.
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2.2.1 Quelques mises a` jour et commentaires
En premier lieu, dans cet article, nous avons souligne´ la puissance du dispositif
expe´rimental, notamment l’aˆge gestationnel e´tant une des sources majeures de va-
riation (Figure 1 de l’Article 1). Afin de fournir plus de pre´cisions concernant le
dispositif du projet, la Table 2.1 ci-dessous de´taille le nombre d’e´chantillons utilise´s
par condition pour le transcriptome musculaire. Par ailleurs, le nombre de truies
(comme indique´ dans l’article) est de 18, avec 2 a` 5 fœtus par truie.
MS LW MSLW LWMS
d90 7 8 8 8
d110 8 9 5 8
Table 2.1 – Nombre d’e´chantillons par conditions du transcriptome musculaire.
Concernant l’analyse biologique des sondes de´clare´es diffe´rentielles, bien que tous
les sous-mode`les propose´s soient inte´ressants, nous avions choisi de nous limiter
uniquement a` l’e´tude des sondes obtenues a` partir du sous-mode`le 1 (correspondant
aux sondes diffe´rentielles pour l’interaction entre l’aˆge gestationnel et le ge´notype
fœtal). Ces sondes sont a` priori celles qui concernent plus les me´canismes de maturite´
comme e´tant diffe´rentielles a` la fin du de´veloppement fœtal (effet stade) mais aussi
influence´es par l’effet ge´notype et donc pre´sentant des expressions diffe´rentes entre
LW et MS. Nous aurions pu aussi nous inte´resser au mode`le additif comme pouvant
apporter des informations comple´mentaires sur le phe´notype d’inte´reˆt. Les sondes
obtenues a` partir des autres sous-mode`les ont ne´anmoins e´te´ conserve´es pour de
possibles futures analyses.
Au cours de l’e´criture de cet article, nous avions aussi choisi d’infe´rer un re´seau
de co-expression utilisant la corre´lation de Pearson. Il existe d’autres me´thodes
d’infe´rence, et elles seront de´crites plus en de´tails dans la section 3.2.2.2 du chapitre
suivant. Brie`vement, il existe notamment des me´thodes d’infe´rence de type mode`le
graphique gaussien (GGM), utilisant la corre´lation partielle (de´termine´e a` par-
tir de la matrice variance-covariance). Une premie`re approche de´veloppe´e par
Scha¨fer & Strimmer (2005a) consiste en l’utilisation d’une me´thode «d’estimateur
a` retre´cisseur» (ou shrinkage) afin d’estimer la matrice de variance-covariance. En
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outre, une approche alternative a e´galement e´te´ propose´e avec l’utilisation de la
re´gression re´gularise´e ou` l’estimation et la se´lection sont effectue´es simultane´ment
en utilisant la pe´nalite´ sparse. Toutefois, comme souligne´ dans l’article (page 5), ces
me´thodes sont difficilement applicables lorsque (i) le nombre de variables p est beau-
coup plus grand que le nombre d’individus n, ou lorsque (ii) les variables sont forte-
ment corre´le´es entre elles, ce qui e´tait le cas dans l’Article 1. De plus, les me´thodes
GGM sont ge´ne´ralement adapte´es aux variables gaussiennes (Y ∼ Np(µ,Σ)), ce qui
n’e´tait pas le cas dans cet article (tre`s fort effet de l’aˆge gestationnel, distribution
bimodale). D’autre part, le nombre de variables (environ 1 500 ge`nes) e´tait rela-
tivement grand pour utiliser ces strate´gies d’un point de vue temps de calcul, en
particulier pour les strate´gies de pe´nalisation.
Par ailleurs, comme discute´ dans l’introduction, un pre´-filtrage est souvent ne´cessaire
avant de pouvoir effectuer les analyses. Ici, avant l’infe´rence de re´seau, nous avions
choisi d’utiliser uniquement les ge`nes annote´s uniques et les ge`nes non-annote´s du
sous-mode`le 1. Ce pre´-filtrage nous semblait correct afin d’obtenir un nombre
ade´quat de ge`nes. Cependant, il est possible que ce filtrage nous ait limite´. En
effet, nous avons mis en relation uniquement les ge`nes module´s selon l’interaction
entre l’aˆge gestationnel et le ge´notype fœtal. Nous aurions pu utiliser un autre
type de filtrage (comme l’utilisation d’un autre mode`le) afin d’obtenir une autre
liste de ge`nes, ces ge`nes n’auraient probablement pas tous e´te´ diffe´rentiels selon le
sous-mode`le 1. Toutefois, dans l’article, comme souligne´ pre´ce´demment, nous avions
choisi de nous focaliser uniquement sur les sondes du sous-mode`le 1 qui nous semble
plus proche de la question de la maturite´.
Pour finir, je souhaite e´galement apporter quelques de´tails sur la validation des
re´sultats par qPCR. Les p-valeurs pre´sente´es dans la Table 2 de l’article correspon-
dent a` la significativite´ de la corre´lation entre les valeurs issues de la biopuce et
les valeurs issues de la qPCR pour un ge`ne. Une p-valeur significative ne veut
pas automatiquement souligner une forte corre´lation (bien que ce soit le cas dans
notre e´tude), mais une corre´lation significativement diffe´rente de 0. La qPCR et
les biopuces sont deux techniques diffe´rentes. Des corre´lations significatives comme
pre´sente´es dans l’article peuvent quelquefois eˆtre biaise´es. Par exemple, au niveau
de la qPCR, le design des amorces est une e´tape tre`s limitante et fastidieuse. Il est
possible, entre autres, de tomber sur des re´gions contenant un polymorphisme ou un
site d’e´pissage alternatif, ce qui peut affecter la corre´lation. Une faible correlation
45
Analyse du transcriptome musculaire
peut eˆtre observe´e due a` la diffe´rence entre ces techniques, meme si ces dernie`res
mesurent le meˆme type de variables (les ge`nes).
Il existe d’autres strate´gies permettant de comparer des donne´es issues de deux
plateformes diffe´rentes. Par exemple, le sous-mode`le 1 aurait pu eˆtre de´veloppe´ sur
les 10 ge`nes d’inte´reˆt de la biopuce, puis un autre sous-mode`le 1 sur les ge`nes de
la qPCR, afin d’observer et de comparer si les meˆmes conclusions sont obtenues a`
partir de ces deux techniques.
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Chapitre 3
Inte´gration de donne´es omiques
musculaires
3.1 Introduction
Dans la premie`re partie ce chapitre, diffe´rentes me´thodes existantes pour l’infe´rence
de re´seaux en biologie seront introduites. Une strate´gie d’inte´gration, utilisant des
re´seaux, est ensuite de´crite dans la deuxie`me partie, correspondant a` un article
en pre´paration. L’objectif fut de combiner des donne´es prote´omiques, transcrip-
tomiques et phe´notypiques afin de de´crire le processus de maturation musculaire
chez le porc. Les meˆmes individus sont pre´sents dans ces trois jeux de donne´es, ou`,
comme de´crit pre´ce´demment, les fœtus (purs et croise´s) provenant de deux races
extreˆmes pour la mortalite´ a` la naissance, Large White (LW) et Meishan (MS), ont
e´te´ utilise´s.
Un me´thode d’inte´gration originale a e´te´ propose´e. Cette strate´gie correspond
a` une analyse de re´seaux inte´gre´s afin d’explorer les relations entre des re´seaux
de co-expressions prote´iques, construits a` partir des donne´es prote´iques, et des
phe´notypes d’inte´reˆts (glycoge`ne et myosines). La corre´lation entre le prote´ome
et le transcriptome, par l’utilisation de tests de corre´lation, a ensuite e´te´ exa-
mine´e pour observer de possibles re´gulations transcriptionnelles. Une p-valeur sig-
nificative pour une variable indiquait une corre´lation non-nulle entre les donne´es
prote´iques et transcriptomiques. Avec l’utilisation de donne´es d’abondance de 113
spots prote´iques (dont 89 prote´ines uniques), l’infe´rence de re´seau, les corre´lations
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avec les phe´notypes et l’enrichissement fonctionnel ont souligne´ que le me´tabolisme
e´nerge´tique oxydatif semble eˆtre un de´terminant cle´ de la maturite´ musculaire
ne´onatale. Quelques prote´ines, comme ATP5A1 et CKMT2, ont e´te´ identifie´es
comme e´tant des nœuds importants dans les re´seaux et e´tant fortement lie´es a` la
mise en place du me´tabolisme e´nerge´tique musculaire. En outre, 31 prote´ines avaient
une corre´lation positive et significative entre leurs expressions prote´iques et leurs
expressions ge´niques, sugge´rant une possible re´gulation transcriptionnelle dans les
deux ge´notypes extreˆmes. Paralle`lement, graˆce a` une e´tude d’enrichissement biblio-
graphique avec le logiciel Ingenuity (upstream regulators), des facteurs de transcrip-
tion, comme PPARGC1A et ESR1, ont e´galement e´te´ propose´s, avec de possibles
effets sur la fin de de´veloppement musculaire fœtal.
Tous ces re´sultats ont e´te´ de´crits dans un article (en pre´paration, il sera soumis tre`s
prochainement) et sont pre´sente´s dans la seconde partie de ce chapitre.
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3.2 Les re´seaux en biologie
3.2.1 Introduction
Au cours des dernie`res anne´es, l’inte´reˆt pour la construction de re´seaux en biologie
s’est intensifie´ avec l’arrive´e massive des donne´es de grande dimension, au point
de devenir l’un des domaines de recherche tre`s actif de la biologie des syste`mes.
L’utilisation des re´seaux (ou graphes en termes mathe´matiques) en biologie est
tre`s utilise´, notamment en transcriptomique (Stuart et al., 2003), en prote´omique
(Sabido´ et al., 2012) et en me´tabolique (Thiele & Palsson, 2010). Un graphe est
de´fini comme e´tant un ensemble d’objets repre´sente´s par des nœuds et des areˆtes
mode´lisant les relations entre ceux-ci (Figure 3.1). Les nœuds de´pendent des donne´es
analyse´es ; ils peuvent eˆtre des ge`nes, des prote´ines ou des me´tabolites. En outre,
en fonction des donne´es utilise´es pour la construction du graphe, la nature des
areˆtes peut repre´senter diffe´rents types de relations entre variables (nœuds). On
trouve par exemple des liens de co-expression, d’interaction physique ou encore de
co-localisation. Les re´seaux permettent ainsi d’e´tudier et d’e´lucider les diffe´rentes
interactions possibles entre variables, l’e´tude de ces relations permettant de faciliter
l’interpre´tation des donne´es (Aittokallio & Schwikowski, 2006). Des analyses utili-
sant des re´seaux biologiques ont, par exemple, permis de de´crire et de´tailler les
bases mole´culaires et cellulaires de certaines maladies complexes (Baraba´si et al.,
2011). La comparaison des interactions mole´culaires et cellulaires d’un individu sain
a` celles d’un individu malade peut quelques fois mener a` l’identification de ge`nes
(prote´ines ou me´tabolites) fortement implique´s dans l’e´tablissement de la maladie,
offrant ainsi de possibles meilleures cibles the´rapeutiques pour le de´veloppement
de drogues me´dicinales. Suite a` l’infe´rence, des modules (aussi appele´s clusters ou
communaute´s) peuvent eˆtre mis en e´vidence et attirer l’attention sur des groupes de
variables partageant des proprie´te´s communes et/ou possiblement implique´es dans
une meˆme action ou processus biologique (Figure 3.1).
De manie`re globale, inde´pendamment de la nature des interactions, deux principaux
types de re´seaux existent : oriente´ ou non-oriente´. Les re´seaux dits non-oriente´s
sont compose´s d’areˆtes n’ayant aucune direction entre variables (Figure 3.2A). Par
exemple, un re´seau d’interactions prote´iques est de type non-oriente´ : un lien y
repre´sente une relation physique entre deux prote´ines. Les re´seaux oriente´s sont,
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quant a` eux, constitue´s d’areˆtes (appele´s arcs) ayant une direction entre les variables
(Figure 3.2B). Ainsi, une areˆte allant du nœud vi au nœud vj est diffe´rente d’une
areˆte allant du nœud vj au nœud vi. Comme illustration, sachant que de nombreuses
re´actions me´taboliques sont irre´versibles, les re´seaux me´taboliques peuvent eˆtre des
re´seaux de type oriente´. Les donne´es disponibles et utilise´es dans cette the`se ne
permettant pas d’obtenir des re´seaux de type oriente´ ; dans ce chapitre, nous nous
limiterons a` la description de l’infe´rence des re´seaux de type non-oriente´.
Figure 3.1 – Exemple d’un re´seau compose´ de trois communaute´s (entoure´es

















A Undirected network B Directed network
Figure 3.2 – Exemple de re´seaux, (A) non-oriente´ et (B) oriente´ (inspire´ de
Baraba´si & Oltvai (2004)).
3.2.2 Me´thodes d’infe´rence des re´seaux biologiques
Le principe de la construction d’un re´seau est d’infe´rer les interactions entre variables
en utilisant directement les donne´es biologiques (par exemple des donne´es omiques
d’expression de ge`nes), avec ou sans informations extrinse`ques aux donne´es (comme
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des fonctions biologiques partage´es entre groupes de variables). Par ailleurs, l’une
des limites rencontre´es lors de l’infe´rence de re´seaux a` partir de donne´es de grande
dimension, comme les donne´es omiques, est le trop grand nombre de variables p par
rapport au nombre d’individus n (p >> n). Des difficulte´s peuvent alors survenir
lors d’inversion de matrices (utilise´es dans certaines me´thodes d’infe´rences), d’ou`
de´coulent notamment des proble`mes d’estimation. Pour l’infe´rence de re´seaux de
type non-oriente´, deux approches sont souvent utilise´es : les relevance networks et
les mode`les graphiques gaussiens (ou Gaussian Graphical Models (GGM)).
• Relevance network (Butte et al., 2000) : la de´pendance entre deux variables
est de´termine´e par une simple corre´lation (comme la corre´lation de Pearson).
Si la corre´lation entre les deux variables est supe´rieure a` un seuil donne´ ou
significative selon un test statistique donne´, une areˆte sera infe´re´e entre ces
deux variables. Cette approche est de´taille´e dans la partie 3.2.2.1.
• Mode`le graphique gaussien (Scha¨fer & Strimmer, 2005a,b; Meinshausen &
Bu¨hlmann, 2006; Friedman et al., 2008; Peng et al., 2009) : cette approche fait
l’hypothe`se de la distribution normale multivarie´e des donne´es. La de´pendance
entre deux variables est de´termine´e graˆce a` l’utilisation de la corre´lation par-
tielle, ou` la corre´lation entre deux variables est conditionne´e a` l’expression de
toutes les autres variables. Plusieurs strate´gies existent afin de de´terminer la
significativite´ (ou non) des areˆtes entre deux variables. Cette approche est
de´taille´e dans la partie 3.2.2.2.
La totalite´ des me´thodes d’infe´rence de re´seaux n’est pas exhaustivement pre´sente´e
ici. Nous n’avons par exemple pas de´taille´ les re´seaux de type baye´sien (Friedman
et al., 2000; Scutari, 2010), exprimant les de´pendances entre variables selon des a
priori, ou encore les re´seaux de type bipartite, exprimant des relations entre deux
types diffe´rents de variables a` partir de me´thodes statistiques multivarie´es comme la
sCCA (sparse Canonical Correspondence Analysis) ou la sPLS (sparse Partial Least
Square) (Gonza´lez et al., 2012).
3.2.2.1 Re´seaux de type relevance network
Cette approche d’infe´rence de re´seaux est conside´re´e comme e´tant l’une des plus
simples. Trois e´tapes sont pre´sentes (Figure 3.3) :
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• De´termination d’une matrice de similarite´ S. Un choix de mesure de
de´pendance entre variables est a` effectuer, comme la corre´lation de Pearson
(Figure 3.3A) ;
• De´termination d’une matrice d’adjacence A. La matrice de similarite´ S est
transforme´e en matrice d’adjacence A par l’utilisation d’un seuil ou d’un test
statistique afin de conserver ou non les relations entre variables (Figure 3.3B) ;
• Construction du re´seau a` partir de la matrice d’adjacence A. Les variables sont
connecte´es par une areˆte si l’e´le´ment correspondant de la matrice d’adjacence
est non nul (Figure 3.3C).
1 network / developmental time 
A B
C
Figure 3.3 – Etapes pour la construction d’un re´seau de type relevance network.
(A) Calcul d’une matrice de similarite´ S. (B) Transformation de la matrice de similarite´
S en une matrice d’adjacence A. (C) Infe´rence du re´seau a` partir de la matrice d’adjacence
A. Cette figure est inspire´e du document An introduction to network inference and mining
de Villa-Vialaneix (2013).
La corre´lation de Pearson peut eˆtre utilise´e afin de de´terminer les liens de de´pendance




La matrice d’adjacence A est compose´e des valeurs 0 ou 1. Deux types de seuillage
existent afin de de´terminer cette matrice d’adjacence A : le seuillage dur (hard-
thresholding) ou le seuillage doux (soft-thresholding). Pour transformer la matrice
de similarite´ S en matrice d’adjacence A, un seuil dur est ge´ne´ralement utilise´. Le
seuillage de type dur (Butte et al., 2000) correspond au choix d’un seuil τ selon :
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0 si sij < τ
1 si sij ≥ τ
Le principal proble`me du seuillage de type dur est la perte d’information, due a`
l’obtention d’un re´seau trop parcimonieux a` cause d’un choix de seuil τ non ade´quat.
Le choix du seuil τ est assez arbitraire. Plusieurs auteurs ont ainsi propose´ des
me´thodes de seuillage de type doux afin de de´terminer les corre´lations significa-
tives ou non. Par exemple, la transformation Z de Fisher des donne´es (Davidson
et al., 2001) et l’utilisation de tests de permutation (Carter et al., 2004) ont e´te´
de´veloppe´es. Zhang & Horvath (2005) ont e´galement propose´ l’utilisation de re`gles
de de´cision base´es sur la loi de puissance de la matrice d’adjacence pour de´terminer
les areˆtes significatives. Ils ont de´nomme´ leur strate´gie WGCNA (pour Weighted
Gene Co-expression Network Analysis) et ont imple´mente´ un package R WGCNA
(Langfelder & Horvath, 2008). In fine, une areˆte est construite (ou non) entre deux
variables i et j lorsque que la valeur Aij est e´gale a` 1 (ou a` 0).
3.2.2.2 Re´seaux de type mode`le graphique gaussien
Bien que l’interpre´tation d’un re´seau de type relevance network soit relativement
simple, cette approche ne permet pas de distinguer les relations directes des relations
indirectes entre variables. Par exemple, lorsque nous avons un triplet de variables (yi,
yj et yk), il est possible qu’une areˆte entre deux variables yj et yk soit pre´sente a` cause
d’une trop forte corre´lation de yj et yk avec une autre variable yi (Figure 3.4). Ainsi,
meˆme s’il n’y a pas de lien biologique direct entre yj et yk, ces deux variables seront
tre`s corre´le´es entre elles (car peut-eˆtre re´gule´es par yi, l’exemple le plus simple, mais
pas unique, e´tant la re´gulation de deux ge`nes par un meˆme facteur de transcription)
et une areˆte sera donc pre´sente. Si l’on souhaite uniquement la repre´sentation des
liens directs, la corre´lation partielle sera pre´fe´re´e lors de l’infe´rence de re´seaux en
biologie, notamment avec des donne´es d’expression ge´nique.
Introduit par Dempster (1972), les re´seaux de type mode`le graphique gaussien se
basent sur la normalite´ multivarie´e des donne´es. En premier lieu, de´finissons une
matrice Y compose´e de p colonnes (correspondant au nombre de variables) et de
n lignes (correspondant au nombre d’individus). Cette matrice d’expression Y est
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suppose´e suivre une distribution normale : Y ∼ Np(µ,Σ) avec µ = (µ1, ..., µp) e´tant
un vecteur des moyennes des variables, et Σ = (σij) la matrice de variance-covariance







True network Relevance network Gaussian Graphical Model
Figure 3.4 – Illustration des diffe´rents types de de´pendance entre variables. Les
mode`les graphiques gaussiens permettent de distinguer les liens directs des liens indirects.
La corre´lation partielle πij entre yi et yj est de´termine´e par :
πij = corr(yi, yj|y\ij)
Ainsi, la corre´lation partielle est la corre´lation entre deux variables avec prise en
compte de l’expression de toutes les autres variables. Elle permet donc de diffe´rencier
les liens directs des liens indirects (Figure 3.4), ce qui peut eˆtre tre`s inte´ressant lors
de l’e´tude de re´seaux de co-expression ge´nique ou prote´ique. Afin de de´terminer
cette matrice de corre´lation partielle, la matrice de variance-covariance doit eˆtre




Cependant, avec des donne´es de grande dimension (p >> n), la matrice de co-
variance n’est pas de´finie positive et sera donc impossible a` inverser (Dykstra, 1970).
Pour contourner ce proble`me, plusieurs me´thodes ont e´te´ propose´es afin d’estimer
cette matrice Σ−1.
Une premie`re approche, de´veloppe´e par Scha¨fer & Strimmer (2005a), consiste
en l’utilisation d’une me´thode «d’estimateur a` retre´cisseur» (ou shrinkage) afin
d’estimer la matrice de variance-covariance Σ :
Σshrink = λT + (1− λ)S
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avec λ ∈ [0, 1] le coefficient de shrinkage, S la matrice empirique de variance-
covariance et T un estimateur sous-dimensionne´. Il existe plusieurs fac¸ons de
choisir T , par exemple la matrice diagonale constitue´e des variances empiriques.
L’estimation peut aussi eˆtre combine´e avec une approche de type bootstrap. Cette
strate´gie nous permet d’obtenir la matrice Σshrink, matrice inversible, et donc
d’estimer une matrice de corre´lation partielle dans laquelle nous devons, ensuite,
de´terminer les areˆtes significatives ou non. Alors qu’un simple seuil, comme
pre´ce´demment, peut eˆtre utilise´, Scha¨fer & Strimmer (2005a) ont propose´ un test
statistique, base´ sur un mode`le bayesien, ou` la distribution de la corre´lation partielle
observe´e est suppose´e suivre un mode`le de me´lange (ou mixture) :
n0f0 + (1− n0)fA
ou` n0 est la proportion (non-connue) de «vraies areˆtes» (π Ó= 0), f0 la distribution
sous l’hypothe`se nulle (π = 0) et fA la distribution observe´e des corre´lations par-
tielles pour les vraies areˆtes. n0 est estime´ par un algorithme espe´rance-maximisation
(EM) (Scha¨fer & Strimmer, 2005a). Cette approche est imple´mente´e dans le package
R GeneNet (Scha¨fer & Strimmer, 2005a).
Une approche alternative est expose´e par l’utilisation de la re´gression re´gularise´e.
La strate´gie pre´ce´dente proposait en premier lieu d’estimer la corre´lation partielle,
puis de se´lectionner les areˆtes significatives. Ici, l’estimation et la se´lection sont
effectue´es simultane´ment en utilisant une pe´nalite´ sparse, connue sous le nom de
glasso (pour Graphical Least Absolute Shrinkage and Selection Operator). Dans le
cadre des proprie´te´s gaussiennes, yi peut eˆtre exprime´ comme e´tant une combinaison





Les corre´lations partielles sont directement lie´es au coefficient de re´gression
πi,j = sign(βi,j)
√
βi,jβj,i. Plusieurs auteurs (Meinshausen & Bu¨hlmann, 2006;
Friedman et al., 2008; Peng et al., 2009) ont propose´ d’inte´grer une pe´nalisation P
sparse de type LASSO (L1) dans l’estimation, afin de re´duire certaines valeurs a` 0
(et donc le nombre d’areˆtes) :
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ou` α > 0 est le parame`tre de re´gularisation controˆlant la parcimonie de βi. Plus
α est grand, plus le nombre de non-entre´es dans βi est grand. Cette valeur α peut
varier au cours de l’estimation et de´pend du nombre d’areˆtes souhaite´. Plusieurs
strate´gies existent pour le choix du parame`tre α. Il est, par exemple, possible de
se´lectionner ce parame`tre en fonction du nombre d’areˆtes souhaite´es afin d’obtenir
un re´seau de densite´ voulue et donc facilement analysable. Toutefois, les risques de
sur-apprentissage ou de sous-apprentissage sont possibles, il faut donc eˆtre prudent.
Il est e´galement possible d’effectuer une validation croise´e (comme souligne´ dans
l’introduction, section 1.2.4) afin d’obtenir une meilleure estimation de la valeur α.
Par ailleurs, Peng et al. (2009) ont aussi propose´ l’utilisation du crite`re BIC-type
(Bayesian Information Criterion) de par sa simplicite´ computationnelle et de calcul.
Ces me´thodes ont e´te´ imple´mente´es dans les packages R glasso (Meinshausen &
Bu¨hlmann, 2006) ou space (Peng et al., 2009).
3.2.3 L’algorithme PCIT (Partial Correlation with Informa-
tion Theory)
J’ai choisi d’utiliser l’algorithme PCIT (pour Partial Correlation with Information
Theory), pre´sente´ par Reverter & Chan (2008), pour infe´rer des re´seaux de co-
expression. Bien que cette me´thode soit en premier lieu utilise´e pour infe´rer des
re´seaux de co-expression ge´nique (Hudson et al., 2009; Pe´rez-Montarelo et al., 2012),
elle est utilise´e ici afin d’obtenir des re´seaux de co-expression prote´ique. Ainsi, un
lien entre deux prote´ines indique que ces deux prote´ines ont un profil d’expression
corre´le´/similaire.
L’algorithme PCIT combine le concept de la corre´lation partielle avec la the´orie
de l’information afin d’identifier les areˆtes significatives lors de la construction de
re´seaux biologiques. Cet algorithme est compose´ de deux e´tapes distinctes :
• Calcul de la corre´lation partielle de premier ordre pour chaque trio de va-
riables ;
• Utilisation du the´ore`me de l’information afin d’obtenir un niveau de tole´rance
utilise´ pour la de´termination des areˆtes significatives.
Ainsi, en premier lieu, pour chaque trio de variables x, y et z, la corre´lation partielle
est estime´e selon :
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ou`, comme explique´ en amont, la corre´lation partielle (rxy.z) entre x et y indique la
corre´lation line´aire entre x et y en prenant en compte l’expression de la troisie`me
variable z. Il en est de meˆme pour rxz.y et ryz.x. Si les donne´es ne sont pas nor-
males (ce qui est souvent le cas lorsqu’il y a plusieurs conditions expe´rimentales) ou
de distribution asyme´trique (ce qui est fre´quent avec les donne´es prote´omiques),
des corre´lations partielles e´gales a` 0 ne sous-entendent pas ne´cessairement une
inde´pendance, mais plutoˆt une de´-corre´lation conditionnelle. L’inde´pendance con-
ditionnelle est une notion cle´ dans la mode´lisation de re´seaux, dans lesquels deux
nœuds sont connecte´s par une areˆte si et seulement si ces variables ne sont pas
conditionnellement inde´pendantes. Par exemple, dans le contexte des re´seaux de
re´gulation ge´nique, Zampieri et al. (2008) ont de´montre´ l’importance des corre´lations
conditionnelles et leur capacite´ a` de´terminer des interactions de re´gulation. Ils ont
compare´ diffe´rentes me´triques de similarite´ et ont mis en avant que les informations
concernant certains modules et autres re´gulations sont plus facilement capture´es par
l’utilisation de la corre´lation partielle que par les mesures de similarite´ directe.
Ensuite, la the´orie de l’information est utilise´e afin de de´terminer les areˆtes signi-
ficatives. Cette the´orie est inspire´e par le the´ore`me de Data Processing Inequality
(DPI) supprimant la majorite´ des interactions indirectes. D’apre`s ce the´ore`me, si
deux variables v1 et v2 interagissent seulement via une troisie`me variable v3 (si le
re´seau d’interaction est v1 − v3 − v2 et qu’il n’existe pas de chemin alternatif possi-
ble entre v1 et v2), alors r(v1, v2) ≤ min[r(v1, v3); r(v2, v3)] (r(v1, v2) ≤ r(v1, v3) et
r(v1, v2) ≤ r(v2, v3)). Ainsi, dans le but de de´terminer un niveau de tole´rance ǫ qui
sera utilise´ comme seuil local pour la de´termination des areˆtes significatives ou non,
pour chaque trio de variables x, y et z, le ratio moyen entre la corre´lation partielle











Ce seuil de tole´rance est utilise´ pour tenir compte des estimations inexactes des
diffe´rences entre les deux valeurs de corre´lations proches. Ainsi, une relation entre
deux variables x et y est supprime´e si :
|rxy| ≤ |ǫrxz| et |rxy| ≤ |ǫryz|.
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Dans le cas contraire, la relation est conserve´e et une areˆte entre ces deux variables
x et y sera e´tablie lors de la construction du re´seau de co-expression. En outre, afin
de de´terminer l’importance de l’association entre les variables x et y, les deux e´tapes
mentionne´es ci-dessus seront re´pe´te´es pour chacune des p− 2 autres variables (cor-
respondant a` la variable z dans notre cas). Un package R PCIT a e´te´ imple´mente´
(Watson-Haigh et al., 2010). Cette me´thode a e´te´ utilise´e dans la construction des
re´seaux propose´s dans la partie suivante 3.3.
3.2.4 De´finitions et proprie´te´s des re´seaux biologiques
En amont de la description de notre strate´gie d’inte´gration des donne´es
prote´omiques, transcriptomiques et phe´notypiques, nous allons de´finir les principaux
termes qu’il est possible de rencontrer lors de l’utilisation de re´seaux en biologie.
Spe´cifions un graphe G = (V,E) ou` :
• V = {v1, ..., vp} est un ensemble de nœuds (ou sommets) repre´sentant les
variables biologiques (ge`nes, prote´ines, etc.) ;
• E est un ensemble d’areˆtes repre´sentant les relations entre les diffe´rents nœuds.
Tout d’abord, un re´seau est de´fini comme e´tant connecte´ (ou connexe) si, pour les
nœuds vi et vj de G, il existe une chaˆıne de vi vers vj, c’est-a`-dire une suite d’areˆtes
permettant d’atteindre vj a` partir de vi, comme repre´sente´ dans la Figure 3.1.
La densite´ d est de´finie comme e´tant le nombre d’areˆtes dans le re´seau divise´ par
le nombre de paires de nœuds dans le re´seaux : d = |E|
V (V −1)/2
. Elle est utilise´e afin
de de´terminer le taux de connexions (areˆtes) pre´sentes dans le re´seau. Un re´seau dit
dense pre´sente un nombre d’areˆtes proche du nombre maximal, alors qu’un re´seau
dit parcimonieux posse`de au contraire tre`s peu d’areˆtes.
La transitivite´ d’un re´seau est indique´e par le nombre de triangles (entre variables)
pre´sents dans le re´seau divise´ par le nombre de triplets de variables connecte´es par
au moins deux areˆtes. De fac¸on simplifie´e, dans un re´seau social, la transitivite´
mesurerait la probabilite´ que deux de mes amis soient e´galement amis. Lorsque la
transitivite´ est plus grande que la densite´, cela indique que les nœuds ne sont pas
connecte´s entre eux par hasard.
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L’une des caracte´ristiques e´le´mentaires d’un nœud est son degre´ (ou connectivite´).
Celui-ci informe sur le nombre de relations que ce nœud posse`de avec les autres
nœuds du re´seau : di = |{(vi, vj) ∈ E}|. Les nœuds ayant les plus forts degre´s
sont ge´ne´ralement appele´s hubs. La distribution des degre´s, {P (k)}k, correspond a`
l’ensemble des probabilite´s qu’un nœud ait exactement le nombre d’areˆtes k. En
ge´ne´ral, de nombreux re´seaux rencontre´s en biologie suivent une scale-free topology,
dans laquelle la distribution des degre´s suit une loi de puissance P (k) ∝ k−γ avec
γ > 0, ou` des nœuds avec de faibles degre´s (fre´quents) coexistent avec des nœuds
ayant de forts degre´s (rares).
En paralle`le au degre´, la centralite´ (ou betweenness en anglais) d’un nœud est
de´finie comme e´tant le nombre de plus courts chemins passant par ce nœud. Typi-
quement, la suppression d’un nœud avec une tre`s forte centralite´ me`ne a` une possible
de´connexion du re´seau, c’est-a`-dire que ce nœud est important pour la structure du
re´seau.
La de´tection de modules, aussi appele´s clusters ou communaute´s, est l’un
des aspects importants lors de l’analyse de re´seaux, c’est-a`-dire la de´tection de
groupes de nœuds (variables) e´tant fortement inter-connecte´s entre eux (Fortu-
nato, 2010). La Figure 3.1 repre´sente un exemple sche´matique de modules dans
un graphe. Il est possible d’observer tre`s facilement trois modules de nœuds dans
le graphe. Les modules sont des groupes de variables pouvant partager des pro-
prie´te´s communes et/ou jouant des roˆles biologiques similaires. La de´tection de
modules dans un graphe posse`de des applications concre`tes. Par exemple, dans les
re´seaux d’interaction prote´ine-prote´ine, les communaute´s regroupent souvent des
prote´ines ayant les meˆmes fonctions dans la cellule (Spirin & Mirny, 2003; Chen
& Yuan, 2006), ou encore dans les re´seaux me´taboliques, les communaute´s peu-
vent eˆtre relie´es a` des voies me´taboliques spe´cifiques (Guimera` & Amaral, 2005).
Fortunato (2010) a re´cemment propose´ une revue discutant de toutes les me´thodes
existantes afin de de´terminer la structure en clusters d’un graphe : il existe des
me´thodes dites traditionnelles, comme le clustering hie´rarchique ou les k-means, des
me´thodes d’algorithmes diviseurs ou` l’objectif est plutoˆt de supprimer les areˆtes
inter-clusters que les areˆtes entre les paires de nœuds ayant une faible similarite´,
mais e´galement des me´thodes base´es sur l’optimisation de la modularite´ Q. La
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modularite´ est de´finie comme e´tant une mesure de la qualite´ d’un partitionnement
des nœuds d’un graphe en communaute´s (Newman & Girvan, 2004). Elle comprend
des valeurs entre -1 et 1, et elle augmente si la taille du graphe et/ou le nombre de
communaute´s bien se´pare´es augmente. La modularite´ n’est pas comparable entre
graphes, mais est uniquement utilise´e afin de de´terminer et quantifier la structure
en communaute´s d’un graphe, car elle est de´pendante de la taille du graphe. Dans
les diffe´rents articles propose´s au cours de cette the`se, nous avons choisi de mettre
en œuvre des algorithmes utilisant la modularite´. Les algorithmes de type greedy
techniques ont particulie`rement e´te´ utilise´s. Ils se basent sur des me´thodes proches
de la classification hie´rarchique ascendante. Ils de´butent par une partition triviale
associant une classe a` chaque sommet du graphe, puis les classes sont fusionne´es
de fac¸on gloutonne (e´tape par e´tape afin d’obtenir une solution optimale globale
au proble`me) en choisissant la meilleure fusion au sens d’un crite`re adapte´ (ici, la
modularite´). La proce´dure s’arreˆte quand plus aucune fusion n’est possible sans
de´grader la modularite´. Pour finir, ces algorithmes vont changer des sommets de
classe de fac¸on opportuniste en cherchant a` augmenter la modularite´. C’est ce type
d’approche qui semblait donne´ les re´sultats statistiques les plus proches de la re´alite´
biologique dans Villa-Vialaneix et al. (2013)
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3.3 Article 2 : Voillet et al., En pre´paration, 2016
Cette section correspond a` l’article suivant qui va eˆtre prochainement soumis :
• V. Voillet, M. San Cristobal, M.C. Pe`re, Y. Billon, L. Canario, L. Liaubet and
L. Lefaucheur. Integrated network analysis of proteomic and transcriptomic
data highlights late fetal muscle maturation process. In preparation (2016).
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2Abbreviations
ACADVL: Acyl-CoA dehydrogenase very long chain, mitochondrial
AMPK: AMP-activated protein kinase
ANXA2: Annexin A2
ATP5A1: ATP synthase subunit alpha, mitochondrial
BP: Biological process
CC: Cellular component
CKM: Creatine kinase, muscle, cytoplasm
CKMT2: Creatine kinase, mitochondrial 2
DDAH1: Dimethylarginine dimethylaminohydrolase
ESR1: Estrogen receptor alpha
FDR: False discovery rate
FETUB: Fetuin-B, cystein protease inhibitor family
GO: Gene ontology
GPD1: Glycerol-3-phosphate dehydrogenase 1, cytoplasmic
GSN: Gelsolin
HPRT1: Hypoxanthine phosphoribosyltransferase 1
KCNJ11: Potassium Channel, Inwardly Rectifying Subfamily J, Member 11
LDB3: LIM domain binding 3
LM: Longissimus muscle
LW: Large White
MACROD1: MACRO domain-containing protein 1
MF: Molecular function
MS: Meishan
MyHC: Myosin heavy chain
OXCT1: Succinyl-CoA:3-ketoacid-coenzyme A transferase 1, mitochondrial
PCIT: Partial correlation information theory
PCK2: Phosphoenolpyruvate carboxykinase 2, mitochondrial
PDIA3: Protein disulfide-isomerase A3
PPARGC1A: Peroxisome proliferator-activated receptor gamma coactivator 1-alpha
PSMC5: Proteasome 26S regulatory subunit
RF: Random forest
sCCA: Sparse canonical correspondance analysis
SEPT2: Septin 2
SIRT1: Sirtuin 1
sPLS: Sparse partial least square
sPLS-DA: Sparse partial least square - discriminant analysis
TNNT3: Troponin T type 3
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3Summary
Background. In pigs, the perinatal period is the most critical time for survival. Piglet maturation,
which occurs at the end of gestation, leads to a state of full development after birth. Maturity is thus an
important determinant of early survival. Skeletal muscle plays a key role in adaptation to extra-uterine
life, e.g. motor function and thermoregulation. Progeny from two breeds with extreme neonatal mortality
rates were analyzed at 90 and 110 days of gestation. The Large White breed is a highly selected breed for
lean growth with a high rate of mortality at birth, whereas the Chinese Meishan breed is a fatter and
more robust and has a low mortality rate. The aim of our study was to identify important molecular
signatures underlying late fetal muscle development.
Method. A strategy combining state-of-the-art statistical and computational methods was developed
to integrate multi-omics datasets. First, integrated analysis was used to explore relationships between
co-expression network models built from a proteomic dataset, and biological phenotypes of interest.
Second, possible correlations with a transcriptomic dataset were investigated to combine different layers
of expression with a focus on transcriptional regulation.
Results. Muscle glycogen content and myosin heavy chain polymorphisms were found to be good
descriptors of muscle maturity and were used for further data integration analysis. Using 113 protein spots
(89 identified unique proteins), network inference, correlation with biological phenotypes and functional
enrichment revealed that mitochondrial oxidative metabolism were a key determinant of neonatal muscle
maturity. Some proteins, including ATP5A1 and CKMT2, were identified as important nodes in the
network related to muscle metabolism. GPD1, an enzyme involved in the mitochondrial oxidation of
cytosolic NADH, was also over-expressed in the Meishan breed. Thirty-one proteins exhibited a positive
correlation between their mRNA and protein levels, suggesting transcriptional regulation in both extreme
fetal genotypes. Gene ontology enrichment analysis and Ingenuity analysis identified PPARGC1A and




One objective of systems biology is to investigate the regulation and interaction of various components
of the cell including DNA (genomics) [1], mRNA (transcriptomics) [2], proteins (proteomics) [3] or
metabolites (metabolomics) [4]. Even though transcriptomic analysis provides deep insights into cellular
processes, possible conclusions are limited [5]. Indeed, mRNA expression is not always a good predictor of
protein level because of low correlations between mRNA and protein expression levels are often observed.
For example, a relatively small change in mRNA expression can result in a major change in the total
abundance of the corresponding protein, enabling potentially different conclusions to be drawn from
transcriptomic and proteomic analyses.
Biological integration of transcriptome and proteome remains challenging in omics studies due to the marked
differences between the two approaches, e.g. the dynamic range of regulation, incomplete annotation or
isoform differences [6]. The expression of genes may not be correlated with the abundance of proteins and
provide no information on post-transcriptional events, e.g. translational efficiency, alternative splicing,
folding or assembly into complexes [5, 7, 8]. An integrated multi-omics approach, with gene expression
experiments and large-scale protein identification experiments, should provide a deeper understanding of
the functional interactions between mRNA and protein layers as a complex biological system. Several
biological data integration strategies have already been suggested, see review by Ritchie et al. (2015) [9].
In this review, the authors suggested three meta-dimensional analyses combining multiple data types in
the same analysis: concatenation, transformation and model-based integration. Here we chose to develop
an innovative integration strategy combining state-of-the-art statistical and computational methods using
proteomic and phenotypic data, with the incorporation of transcriptomic information, to observe and
identify some important proteins with possible transcriptional regulation. One of the advantages of our
strategy is to avoid the scale issues that may arise when different types of data are combined.
Networks are increasingly used as tools for analysis and for the visualization of data in biology and
genetics [10–13]. A complex network architecture into clusters of functionally related genes/proteins can be
explored and genes/proteins with high connectivity (called hubs) can be identified. In our study, integrated
network analysis was first performed to explore relationships between co-expression network models,
built from a proteomic dataset, and phenotypes of interest that would enable identification of important
molecular signatures underlying late fetal muscle development. Correlations with a transcriptomic dataset
were then investigated to complete and combine different layers of expression.
Here we report the results of multi-omics analyses of muscle during the last three weeks of gestation in
pigs. The objective was to identify proteins, with possible transcriptional regulation, and related biological
mechanisms, specially those involved in differences in the muscle maturation process in late gestation
between two extreme pig breeds: Large White and Meishan, and reciprocal crosses. The Large White (LW)
breed is a highly selected breed for lean growth with a high rate of mortality at birth, whereas the Chinese
Meishan (MS) is a fatter and more robust breed that produces piglets with an extremely low mortality
rate [14, 15]. Physiological muscle maturity, which occurs at the end of gestation, has already been shown
to improve early survival after birth [16–18]. Successful maturation in late gestation thus likely leads to a
state of full development and promotes early survival after birth. Postnatal mortality due to immaturity is
not only an issue in pigs but affects other mammals including sheep [19] and humans [20, 21]. Adaptation
to extra-uterine life is therefore a major factor in the survival of all mammal species. In the present study,
using network data integration analysis, we identified key proteins involved in piglet maturity during late
gestation and provided an overview of the muscle maturation process in late gestation of which many





Use of animals and procedures performed in this study was approved by the European Union legislation
(directive 86/609/EEC) and French legislation in the Midi-Pyre´ne´es Region of France (Decree 2001-464
29/05/01; accreditation for animal housing C-35-275-32). The technical and scientific staff obtained
individual accreditation (MP/01/01/01/11) from the ethics committee (region Midi-Pyre´ne´es, France)
to experiment on living animals. All the fetuses used in this study were males and were obtained by
caesarean.
Study design
Details regarding animal resources and experimental designs can be found in [18]. Briefly, longissimus
skeletal muscle mRNA, protein and phenotypic data were acquired at two developmental time points (90
and 110 days of gestation (dg)) from four fetal genotypes. These genotypes consisted in two extreme
breeds concerning mortality at birth (Meishan (MS) and Large White (LW)) and two crosses (MSLW
from LW sows and LWMS from MS sows). MS and LW sows were inseminated with mixed semen so
that each litter was composed of purebred and crossbred fetuses. The two developmental time points
correspond to the end of gestation when intense maturation of muscle fibers occurs from 90 dg to birth
(around 114 dg) [16,17,22]. Therefore, eight conditions were considered according to the two development
time points and the four fetal genotypes (n = 64 fetuses exhibiting birth weight close to the average birth
weight within litter and genotype, nd90.MS = 8, nd90.LW = 8, nd90.MSLW = 8, nd90.LWMS = 8, nd110.MS =
8, nd110.LW = 10, nd110.MSLW = 6 and nd110.LWMS = 8).
Muscle sampling and biochemical analysis
The longissimus muscle (LM) was collected at the last rib level within 30 min after death, cut into small
pieces, snap frozen in liquid nitrogen, and stored at -75◦C until further analyses. Glycogen content was
determined in LM according to the method described by Good et al. [23] with minor adaptations [24], and
is expressed in g/100 g tissue wet weight. Myosin heavy chain (MyHC) polymorphism was characterized
both at the mRNA level by quantitative real-time PCR amplification using the TaqMan technology and
at the protein level using one dimensional sodium dodecyl sulfate-polyacrylamide gel electrophoresis (1D
SDS-PAGE) as previously described in [25]. At the mRNA level, the expression of each MyHC (MYH7 =
type I MyHC, MYH2 = type IIa MyHC, MYH1 = type IIx MyHC, MYH4 = type IIb MyHC, MYH3 =
embryonic MyHC, MYH8 = perinatal MyHC, MYH6 = α-cardiac MyHC and MYH13 = extraocular
MyHC) was calculated based on the PCR efficiencies and a calibrator, and expressed in comparison to an
invariant endogenous reference gene (hypoxanthine phosphoribosyltransferase 1, HPRT1 ) as described by
Pfaffl [26]. HPRT1 expression was not affected by the fixed factors used in the statistical analysis. Types
I, IIa, IIx and IIb MyHC are the four MyHC that define muscle fiber types in adult skeletal muscle [27],
whereas embryonic, perinatal, and α-cardiac MyHC are expressed transitorily during the fetal and early
postnatal periods in pigs [28, 29]. At the protein level, four bands were separated by 1D SDS-PAGE and
corresponded to the embryonic, perinatal, fast-type II (IIa + IIx + IIb) and slow-type (I + α-cardiac)
MyHC, respectively [30]. Each band is expressed as a percentage of all four bands within a lane.
Proteome analysis
Muscle total protein extraction and bi-dimensional electrophoresis were performed on the 64 muscle
samples as previously described in [31]. Briefly, for the first dimension, 300 µg protein were loaded onto
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6immobilized pH gradient strips (pH 3-11 NL, GE Healthcare, Uppsala, Sweden) and isoelectric focusing
(IEF) was performed using an Ettan IPGphorII system (GE Healthcare) at 20◦C up to a total of 88,600
Vh. At the completion of IEF, equilibrated strips were transferred onto the top of a 12.5% uniform
SDS-PAGE gel using a vertical Ettan DALTsix system (GE Healthcare). After migration, gels were stained
with Coomassie Brilliant Blue G-250 (Bio-Rad). The gels were scanned using an UMAX ImageScanner
(GE Healthcare) and spot detection and quantification were performed by image analysis (Melanie 2D
gene analysis software V7.0; Swiss Institute of Bioinformatics, Lausanne, Switzerland). Artefacts and
saturated spots were removed from the analysis. Spots were matched across all 64 samples and 1,025
valid spots were successfully matched between gels. For each gel, each spot volume was expressed as a
percentage of the volume of all matched spots on a given gel. Data were further log2 transformed to get
approximately normally distributed data before detection of differentially expressed and discriminating
spots. A representative 2D electrophoresis gel is included in Additional file 1.
Protein identification is a really a posteriori time-consuming work. Statistics were done in a complete
blind manner and about 200 spots were expected for mass spectrometry identification. So that different
statistical methods were chosen to obtain a wide spectrum of protein expression including differential
analyse for depicting biological processes and discriminant analyse to identify possible markers. These
methods included analyses of variance to detect spots significantly affected by gestational time points
and fetal genotypes, in an additive or non-additive manner, as described in [18]. Secondly, random forest
(RF) [32] and sparse partial least square discriminant analysis (sPLS-DA) [33]) were performed to find
supplementary spots with a predictive power for gestational stages and/or fetal genotypes. Several RFs
analyses were conducted. We computed a classification RF according to the experimental design. And,
we also performed some regression RFs using phenotypes of interest (such as embryonic or adult fast
myosins). In each case, we selected spots with a high stability. To do that, we performed 20 RFs and kept
the first twenty spots according to the importance criteria. In sPLS-DA, we chose to keep 25 spots by
axis. The first axis discriminated the fetuses according to the gestational age, whereas the second one
discriminated fetuses according to the fetal genotype. Finally, several statistical multivariate methods
(sparse partial least square (sPLS) [34] and sparse canonical correlation analysis (sCCA) [35]) were also
performed to find additional spots correlated with phenotypic biological characters of interest such as
MyHC profiles and muscle glycogen content. In sPLS analysis, 20 and 30 spots were kept according to
axis 1 and 2, respectively. Like in sPLS-DA, the first axis discriminated the fetuses according to the
gestational age and the second one according to the fetal genotype. In total, 179 spots were selected and
manually excised from preparative gels loaded with 600 µg of proteins from pooled samples for further
identification by nano-LC-MS/MS, as described in [36].
In-gel tryptic digestion and protein identification by mass spectrometry were performed at the proteomic
facilities in Clermont-Ferrand (PFEMcp, INRA, Clermont-Ferrand Theix, France). Tryptic peptides
were analyzed by nano LC-MS/MS using nano-LC system Ultimate 3000TM RSLC (Dionex, Voisins le
Bretonneux, France) coupled on-line to an LTQ VELOS mass spectrometer (ThermoFisher Scientific,
Courtaboeuf, France) operated in a CID top 5 mode (i.e. one full scan MS and the five major peaks in the
full scan were selected for MS/MS). For database searches and protein identification, Thermo Proteome
Discoverer 1.4 software was used with Mascot (Mascot server v2.2, http://www.matrixscience.com) to
submit MS/MS data to the SwissProt sequence database restricted to Sus scrofa (UniP Sus scrofa, 26127
sequences). The following parameters were chosen for the searches: the mass tolerance for parent and
fragment ions was set to 1.5 Da and 0.5 Da, respectively, and a maximum of two missed cleavages was
allowed. Variable modifications were methionine oxidation (M) and carbamidomethylation (C) of cysteine.
Results were scored using the probability-based Mowse algorithm, where the protein score is -10*log(P)
and P is the probability that the observed match is a random event. Protein identifications were considered
valid if at least two peptides with a statistically significant Mascot score > 36 were assigned, and at least
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720% sequence coverage was required. The accuracy of the experimental to theoretical isoelectric point
and molecular weight were also considered. Among the 179 selected spots, 120 spots, corresponding to 89
unique proteins, were successfully identified (Additional Files 2 and 3).
RNA preparation and gene expression data set
Total RNA was isolated from each of the 64 muscle samples as previously described in Voillet et al. [18].
After quality control and quantile normalization steps, 61 microarrays containing 44,368 probes were kept.
The raw and normalized data are available in the Gene Expression Omnibus under the accession number
GSE56301.
Integration of proteome network data
Network analysis was performed using a three step approach as illustrated in Figure 1 and at the two
developmental time points separately (90 and 110 dg (32 individuals per condition)), resulting in two
global networks. We chose to infer two networks to avoid the high gestational age effect already observed
in a previous study analyzing a transcriptomic dataset with the same individuals [18]. All analyses were
performed using the R computing environment [37].
Figure 1 about here.
Inference of the proteome co-expression network
The first step consisted in inferring a proteome co-expression network using the PCIT (partial correlation
and information theory) algorithm [38] (Figure 1A). PCIT has already been successfully used in tran-
scriptomic analyses [39, 40]. In the present study, we performed PCIT on a proteomic data set. PCIT
belongs to the family of weighted network algorithms and is based on the combination of the concept of
partial correlation coefficient and the information theory to identify meaningful associations. Briefly, the
co-expression arrangements for all triplets are compared, with all triplets being exhaustively explored.
PCIT estimates the correlation for each pair of proteins taking the presence of a third protein into account.
Significant correlations establish an edge in the reconstruction of the network. Even though PCIT is a
soft-thresholding method, the number of selected edges was also adjusted according to the network density
(around 5% for each network) to obtain readable networks. This first step of the analysis was performed
with the R package PCIT [41].
Proteome network clustering
The second step consisted in finding communities within networks (Figure 1B). For each network, a spin-
glass model was performed to optimize the modularity Q [42] and to cluster nodes [43]. The modularity
Q is a measure of the quality of communities (or clusters) in a network: highly connected genes within
each community and weakly connected genes between communities [42]. As already described in [44], a
permutation test (100 permutations of edges corresponding to 100 random networks with the same degree
distribution) was used to declare whether or not the clustering was significant.
Proteome network community analysis and relationship with a phenotype of interest
The third step consisted in the biological analysis of each community (or sub-network). GeneMANIA
networks [45] were used to explore and confirm the relevance of the proposed communities. Gene ontology
(GO) enrichment analysis using the GeneCodis webservice [46] was used to identify the biological functions
represented by each community (Figure 1C). For the significance of GO enrichment, multiple testing was
controlled using the false discovery rate (FDR) approach [47].
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studies [18,44], the betweenness of nodes within each community was analyzed (Figure 1C). A permutation
test with 1,000 permutations was performed to check if the betweenness centrality was significant with
respect to the node’s degree. A significant result (FDR < 0.05) indicated a node was more central in the
network than expected. Therefore, betweenness centrality is a good measure of the importance of the
node in the network. A node with a high betweenness (or centrality) value has a marked influence on the
structure of the network. All these analyses were performed using the R package igraph [48]. If no node
with significant betweenness was found, the nodes with the highest betweenness were highlighted.
In an integrative strategy, phenotypic information was also added to the co-expression network. Links
between sub-networks and biological phenotypes of interest were investigated (Figure 1C). To this end,
methods coming from spatial statistics were used as described in [13,49]. First, the correlation between
each protein expression community and the phenotype of interest was calculated. Second, a Moran’s I
was calculated to measure the spatial correlation between the sub-network structure and the phenotype
of interest. Then, to check if the correlation between the biological phenotype and the sub-network was
significant (p < 0.05), a permutation test with 1,000 node permutations was computed.
Network layout
All the graphs were laid out using the Force Atlas layout [50]. The degree (the number of adjacent edges)
is indicated by the size of the node, and betweenness is indicated by the color of the node. The colors of
the edges show whether the correlation between nodes is positive (in red) or negative (in blue). All these
analyses were performed using Gephi software [51].
Gene-protein integration
Among the 89 unique proteins identified, 81 corresponding genes were available in the muscle transcriptome
dataset [18]. When multiple probes mapped to the same gene, the highest differentially expressed
probe according to the interaction between gestational time points and fetal genotypes was retained.
Transcriptomic and proteomic analyses were carried out using the same 64 muscle samples, but 60 fetuses
were available in both proteomic and transcriptomic datasets.
To identify proteins with possible transcriptional regulation, for each protein within each fetal genotype, a
Pearson’s correlation was computed between mRNA (from the gene expression dataset [18]) and protein
expression levels. A test was also run to assess if the correlation was significantly non-null (p < 0.01).
Multiple testing was controlled using the FDR approach [47].
From a biological point of view, the Ingenuity Pathway Analysis (IPA, QIAGEN Redwood City,
www.qiagen.com/ingenuity) software was used to check enrichment analysis (biological functions and
canonical pathways), to construct bibliographic networks and regulation networks based on the iden-
tification of potential upstream regulators. A focus was on sub-network 2 at 110 dg, because of its
relevant spatial correlation with two biological phenotypes of interest and a high number of proteins with
a possible transcriptional regulation. Briefly, IPA constructed two separated networks. The first was
based on bibliographic data in which the edges were obtained from biological links such as receptor-ligand
interactions, enzyme activity on another protein, or a transcriptional factor activating the expression of
targeted genes. IPA proposed the most probable network with an associated score. IPA also identified
upstream regulators with a statistical likelihood of targeting some of the genes or proteins in the network.
Finally, IPA generated a regulated network with the latest information. The proposed network (described
in the Results section) was reconstructed from both IPA networks by integrating direct and regulated
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9links. The PathDesigner function of IPA was used to draw a final graph with all previous information
plus the information related to the correlation between transcripts and proteins when the information was
available from the transcriptomic data.
Results
Analysis of MyHC polymorphism and muscle glycogen content
MyHC mRNA and protein levels and muscle glycogen content are listed in Table 1. All these biological
phenotypes were differentially expressed according to the interaction between the two developmental time
points (90 and 110 dg) and the four fetal genotypes (MS, LW, MSLW and LWMS), except slow (I +
α-cardiac) MyHC at the protein level. The expression of IIb and extra-ocular MyHC were undetectable
at 90 and 110 dg. In all four genotypes, embryonic and perinatal MyHC (mRNA and protein levels)
decreased at the end of gestation, whereas fast (IIa + IIx) and slow (I + α-cardiac) MyHC increased
during the maturation process. Embryonic MyHC was more highly expressed in LW than in MS fetuses
at 90 dg, whereas a higher value of fast (IIa and IIx) MyHC was observed in MS than in LW at 110 dg. A
high correlation between mRNA and protein levels was found for both embryonic and adult fast MyHC
(Pearson’s correlation between mRNA and protein levels equal to 0.95 and 0.93, respectively) (Figure 2).
Table 1 about here.
The profile of muscle glycogen content resembled that of adult fast MyHC between 90 and 110 dg with
a 2.6 fold increase during the maturation process (Table 1). At 90 dg, MS and LWMS fetuses already
exhibited higher muscle glycogen content than LW and MSLW fetuses. At 110 dg, levels reached 12.2%
in MS and LWMS vs 10.5% and 9.5% in MSLW and LW, respectively (p < 0.001). Figure 2 shows the
corresponding changes in muscle glycogen content and both embryonic and adult fast MyHC. Muscle
glycogen content was particularly well correlated with embryonic MyHC at 90 dg and with adult fast (IIa
+ IIx) MyHC at 110 dg.
Figure 2 about here.
Because MS piglets are known to be more mature than LW piglets at birth [15], embryonic MyHC, fast (IIa
and IIx) MyHC and muscle glycogen content are likely good descriptors of muscle physiological maturity
in pig neonates. These biological phenotypes were consequently used in the proteomic and transcriptomic
analyses to help identify proteins and genes potentially involved in the muscle maturation process in late
fetal stages.
Proteomic analysis
Multiple statistical analyses to select potentially relevant protein spots
As described in Materials and Methods, several statistical methods were conducted to obtain a large
spectrum of proteins related to the experimental design. One hundred seventy nine spots were selected
among the 1,025 spots matched between gels. After protein identification, 120 spots, corresponding to 89
unique proteins, were successfully identified by LC-MS/MS and 18 proteins exhibited different isoforms.
To facilitate data interpretation and computation, protein isoforms were filtered to exclude redundant
isoforms (i.e. highly positively correlated isoforms). When multiple highly positively correlated isoforms
(Pearson’s correlation > 0.9) mapped to the same protein, only the most differentially expressed isoform
for the interaction between developmental time points and fetal genotypes was retained. Isoforms without
a high positive correlation were kept (Pearson’s correlation < 0.9). Finally, a total of 113 proteins were
retained and used for further analyses (Additional File 3).
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The distribution of the 113 identified spots among the different statistical analyses is shown as a Venn
diagram in Figure 3. Seventy-one spots were significantly differentially expressed of which 13 were affected
by the interaction and 58 by the additive model between gestational time points and fetal genotypes. Using
RF and sPLS-DA analyses to obtain spots that distinguished gestational stages and/or fetal genotypes,
55 spots were selected. Then, 62 spots were also selected using several multivariate methods to obtain
spots correlated with the biological phenotypes of interest (MyHC polymorphism and glycogen content).
Altogether, a large number of spots overlapped between the multivariate and discriminant analyses, so
that 179 spots were finally selected.After spot identification by mass spectrometry and some isoform
removing, 113 proteins were identified.
Figure 3 about here.
The classification of the 113 identified proteins according to the biological axes is presented as a level plot in
Figure 4. Proteins involved in energy metabolism processes, such as glucose metabolism, gluconeogenesis,
oxidation-reduction activity and mitochondrion, were mostly over-expressed at 110 dg in all genotypes.
The figure also shows that oxidation-reduction related to mitochondria at 110 dg increased in the order LW
< MSLW < LWMS < MS. On the other hand, proteins involved in muscle development, such as system
development, actin skeleton, muscle filament sliding, cytoskeleton and mRNA metabolic process, were
mostly over-expressed at 90 dg in all genotypes. All enriched biological functions and cellular components
are not shown in this figure, as we chose to highlight only important GO terms with a high number of
proteins. For that reason, some proteins do not belong to any of the biological processes shown.
Figure 4 about here.
Proteome sub-network analysis
Network inference was performed at each developmental time point according to the three-step inference
method presented in Figure 1. The largest connected component of the d90 and d110-proteome networks
are presented in Additional File 4 and characteristics of these networks (degree, betweenness and clustering)
are summarized in Additional Files 5 and 6, respectively.
d90-proteome network analysis
The largest connected component of the d90-proteome network was composed of 94 nodes and 314
edges (density of 7.2%) and followed a scale-free topology denoting a non-random organization of the
network [10]. After node clustering, five sub-networks were obtained (Table 2 and Figure 5A). All
five sub-networks displayed between 16-21 nodes and 26-55 edges. Additional File 7 displays all five
sub-networks, and Additional File 8 shows the enriched Gene Ontology (GO) terms for each sub-network.
In several sub-networks, some isoforms for the same protein were linked because only one developmental
time point was used for the network inference. Figure 5A shows that sub-networks 1, 2 and 4 had a
high number of edges in common, and shared a GO term corresponding to muscle filaments. Notably,
these three sub-networks were also those that were significantly and spatially correlated with the three
biological phenotypes of interest (Table 2). Figure 6 shows the three sub-networks (sub-networks 1, 2 and
4) were significantly and spatially correlated with the biological phenotypes of interest. Sub-network 1
was correlated with glycogen and embryonic MyHC, sub-network 2 to glycogen and adult fast (IIa + IIb
+ IIx) MyHC, whereas sub-network 4 was only correlated with embryonic MyHC.
Table 2 about here.
Figure 5 about here.
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Figure 6 about here.
According to GO functional enrichment analysis, each sub-network was related to several biological
functions (Table 2): sub-network 1 was mainly involved in the myofibril (GO cellular component (CC)),
glycolysis (GO biological process (BP)) and mitochondrion (CC), sub-network 2 in actin filament (CC),
gluconeogenesis (BP) and mitochondrion (CC), and sub-network 4 in muscle filament sliding (BP),
gluconeogenesis (BP) and cell cycle checkpoint (BP). Sub-network 3 was mainly related to the respiratory
electron transport chain (BP), cell redox homeostasis (BP) and mitochondrion (CC), whereas sub-network
5 was related to the creatine metabolic process (BP) and sarcolemma (CC). It is important to note that
some identical GO terms were enriched in several sub-networks because a large number of the proteins
identified exhibited different isoforms and these isoforms could be present in different sub-networks. In
addition, the proteins we identified could also be involved in several metabolic functions.
To go deeper into the biological interpretation of the clusters, we chose to highlight the three sub-networks
correlated with the biological phenotypes of interest (Figure 6 and Table 2). Sub-network 1 showed a
significant correlation with muscle glycogen content and embryonic MyHC. The enriched GO biological
processes, such as glycolysis, glucose metabolic process and gluconeogenesis, were in agreement with the
glycogen correlation. FETUB (Fetuin-B, a member of the cysteine protease inhibitor family - involved
in the negative regulation of endopeptidase activity) and OXCT1 (Succinyl-CoA:3-ketoacid-coenzyme A
transferase 1, mitochondrial - involved in ketone body catabolic process) exhibited the highest degree of
this sub-network. In addition, FETUB exhibited the highest betweenness and was more highly expressed
in LW than in MS fetuses. Muscle filament sliding was also one of the enriched GO terms describing
this sub-network. In sub-network 2, one isoform (isoform 2) of PSMC5 (Proteasome 26S Regulatory
Subunit, ATP-dependent degradation of ubiquitinated proteins, 5) had significantly high betweenness
and the highest degree of this sub-network. This isoform of PSMC5 was more highly expressed in MS
than in LW fetuses (Figure 7). Three isoforms (isoforms 1, 2 and 4) of GPD1 (Glycerol-3-phosphate
dehydrogenase 1, cytoplasmic, involved in the glycerol phosphate shuttle) were also identified in this
sub-network. Interestingly, these three isoforms were more highly expressed in MS than in LW fetuses,
whereas GPD1 isoform 3 was less expressed in MS than in other genotypes (Figure 7). Muscle filament
sliding was also identified as a significant GO term to characterize sub-network 2. Sub-network 4 was
correlated with the embryonic MyHC. One isoform (isoform 2) of TNNT3 (Troponin T type 3) had
significantly high betweenness and the highest degree of this sub-network. The enriched GO biological
processes, e.g. muscle filament sliding and development and cell cycle checkpoint, were in agreement with
the values of the phenotypic correlation. Two other TNNT3 isoforms (isoform 1 and 3) were also present
in this sub-network. It is noteworthy that a common GO term applied to sub-clusters 1, 2 and 4 related
to muscle filaments, which could denote a strong involvement of muscle filaments in the maturational
process at 90 dg, as previously highlighted on the level plot in Figure 4.
Figure 7 about here.
d110-proteome network analysis
The largest connected component of the d110-proteome network was composed of 86 nodes and 313 edges
(density of 8.6%) and had scale-free topology denoting a non-random organization as observed at 90
dg. We obtained six clusters (Table 3 and Figure 5B). Additional File 9 shows all six sub-networks and
Additional File 10 shows the enriched GO terms for each sub-network. Among these six sub-networks, five
sub-networks displayed more than 10 nodes and 19 edges. Four sub-networks were spatially correlated
with muscle glycogen content (sub-networks 3, 4, 5 and 6), whereas three sub-networks were spatially




Table 3 about here.
GO term enrichment analysis was performed for each sub-network (Table 3): (i) sub-network 1 (only
five nodes) was involved in the tricarboxylic acid cycle (BP) and mitochondrion (CC), (ii) sub-network
2 consisted in 24 nodes and 65 edges and was primarily involved in the tricarboxylic acid cycle (BP),
respiratory electron transport chain (BP), glucose metabolic process (BP) and muscle filament sliding
(BP), (iii) sub-network 3 was involved in gluconeogenesis (BP) and glycolysis (BP), (iv) sub-network
4 in the mRNA metabolic process (BP) and in the proteasome complex (CC), (v) sub-network 5 in
muscle development (BP) and also lipid metabolism (BP), and (vi) sub-network 6 was mainly involved in
gluconeogenesis (BP), ATP catabolic/anabolic process activity (BP) and mitochondrion (CC).
As previously, we chose to highlight the five sub-networks correlated with a biological phenotype of
interest (Figure 8). Sub-network 2 was correlated with both adult fast and embryonic MyHC and had
the highest number of nodes (24) and edges (65). This sub-network was primarily characterized by
GO terms corresponding to mitochondrial oxidative metabolism (Additional File 10). ATP5A1 (ATP
synthase subunit alpha, mitochondrial) showed significant high betweenness and CKMT2 (Creatine kinase,
mitochondrial 2) exhibited the highest degree of the sub-network. Both CKMT2 and ATP5A1 were more
highly expressed in MS than in LW fetuses (Figure 7). Sub-network 3 was significantly correlated with
all three phenotypes of interest and was mainly involved in glucose metabolic process, gluconeogenesis
and glycolysis occurring in the cytoplasmic compartment. GSN (Gelsolin - involved in actin filament
reorganization) was the protein with the highest betweenness, but also the highest degree of this sub-
network with PDIA3 also known as GRP58 (protein disulfide-isomerase A3 - involved in protein folding).
Sub-network 4 was correlated with the embryonic MyHC and muscle glycogen content and mostly involved
in the proteasome complex and the mRNA metabolic process. An isoform (isoform 1) of PSMC5 had the
highest betweenness. This protein and DDAH1 (Dimethylarginine dimethylaminohydrolase - involved in
arginine metabolic process) had the highest degree of this sub-network. Muscle glycogen content and adult
fast MyHC were the two biological phenotypes correlated with sub-network 5. PGAM1 (Phosphoglycerate
Mutase 1 - involved in the glycolytic process) was the protein with the highest degree, whereas one
isoform (isoform 2) of LDB3 (LIM domain binding 3 - involved in sarcomere organization) had the highest
betweenness. Sub-network 6 was significantly correlated with muscle glycogen content, which is consistent
with the enriched GO terms (e.g. gluconeogenesis and ATP catabolic/anabolic process). An isoform
(isoform 2) of PSCM5 had the highest betweenness and the highest degree of this sub-network. Thus,
PSMC5 isoform 2 had a major influence on the structure of sub-network 6 at 110 dg and sub-network 2
at 90 dg, whereas PSCM5 isoform 1 played a key role in sub-network 4 at 110 dg. Two isoforms (isoform
2 and 4) of GPD1 were also present in sub-network 6 and under-expressed in LW fetuses (Figure 7).
Figure 8 about here.
Identification of mRNAs correlated with proteome networks
For each protein (with a corresponding gene in the transcriptomic dataset) within each extreme fetal
genotype, a Pearson’s correlation was computed between mRNA and protein expression levels in order
to identify proteins with possible transcriptional regulation. The transcriptomic dataset was previously
used in [18] and 60 fetuses were represented in both the transcriptomic and proteomic datasets. Figure 9
shows the correlation between transcriptome and proteome in MS (x axis) and LW (y axis) genotypes.
Among the 81 proteins available in the transcriptomic dataset, 31 proteins exhibited a significant positive
correlation between mRNA and protein expression levels in both extreme fetal genotypes, 8 proteins
in LW only (mostly involved in muscle filament sliding and located in cytosol) and 13 proteins in MS
only (with no specific biological enrichment) (Figure 9 and Additional File 11). On the other hand,
one protein and its associated isoform (TNNT3 isoform 6) was also found to have a significant negative
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correlation between mRNA and protein expression levels in both extreme genotypes, two proteins in LW
only (TNNT3 isoform 1 and LDB3 isoform 1) and two proteins (TNNT3 isoform 7 and GSN isoform 1) in
MS only (Additional File 11).
Figure 9 about here.
For a more detailed biological interpretation, we chose to highlight the 31 proteins with a significant
positive correlation between mRNA and protein expression in both MS and LW pure fetuses. Sub-network
2 at 110 dg, already highlighted because of its relevant spatial correlation with two biological phenotypes of
interest (adult fast and embryonic MyHC), was particularly interesting. Thanks to the correlation analysis,
we showed that 10 nodes (seven belonging to the mitochondrion cellular component) among the 24 nodes
that comprised this sub-network exhibited a positive correlation between mRNA and protein expression
and were likely transcriptionally regulated (Additional File 11), especially CKMT2 and ATP5A1. An
IPA analysis of this sub-network (using all nodes) identified possible transcription factors (TFs) affecting
these proteins, in particular PPARGC1A (peroxisome proliferator-activated receptor gamma coactivator
1-alpha) with an effect on CKM (creatine kinase, muscle, cytoplasm), ATP5A1, CKMT2 and ACADVL
(very long-chain specific acyl-CoA dehydrogenase, mitochondrial - involved in fatty acid beta-oxidation)
(Figure 10). The PPARGC1A gene (available in the transcriptomic dataset) was over-expressed at 110 dg
compared to 90 dg. It is interesting to note that at 90 dg, the expression of PPARGC1A was lower in LW
than in MS. This difference between genotypes, which was only visible at 90 dg, suggests that the increase
in PPARGC1A expression was delayed at 90 dg in LW, which could have subsequently reduced protein
expression of CKM, ATP5A1, CKMT2 and ACADVL at 110 dg in LW vs. MS fetuses. ESR1 (Estrogen
receptor alpha) was also seen to affect targets mostly involved in proliferation and differentiation of muscle
cells such as MACROD1 (MACRO Domain Containing 1), PDIA3 (isoform 2), SEPT2 (Septin 2), ANXA2
(Annexin A2) and GSN (Figure 10). The ESR1 gene (also available in the transcriptomic dataset) was
over-expressed at 110 dg with a higher expression in MS than in LW at both 90 and 110 dg. IPA identified
KCNJ11, a subunit of the ATP-sensitive K+ channel (KATP), as a regulator of many proteins involved in
energy metabolism that were up-regulated between 90 and 110 dg and over-expressed in MS compared to
LW at 110 dg. Expression of KCNJ11 at the mRNA level increased between 90 and 110 dg but did not
differ between genotypes. However, KCNJ11 is not a transcription factor but is involved in the regulation
of K+ ions in response to the ATP/ADP ratio [52] and cannot be considered as a potential upstream
transcriptional regulator of muscle maturity. Finally, IPA analysis identified several myogenic factors
whose expression decreased between 90 and 110 dg, and was lower in MS than in LW at 110 dg (see insert
in Figure 10), in accordance with better maturity of MS at birth.
Figure 10 about here.
Discussion
Embryonic MyHC, adult fast (IIa + IIx) MyHC and muscle glycogen content
are good descriptors of neonatal muscle maturity
In the present experiment, the adult fast IIa and IIx MyHC were already expressed before birth, whereas
no IIb was detected, which is in accordance with results obtained by [53]. In a previous study, we also
found that α-cardiac MyHC was transitorily expressed in pig skeletal muscle shortly after birth [29], and
the present results show that the α-cardiac MyHC is already expressed in late gestation. In all genotypes,
embryonic and perinatal MyHC (mRNA and protein levels) decreased at the end of gestation, whereas fast
(IIa + IIx) and slow (I + α-cardiac) MyHC increased during the maturation process. These results are in
agreement with those of a previous review [54] which exhaustively describes the ontogenesis of skeletal
muscle in farm species. In addition, because of a high correlation between mRNA and protein expression
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(Figure 2), our results suggest transcriptional regulation of MyHC expression during the maturation
process. Lefaucheur et al. [55] already showed that expression of adult MyHC is very similar at the mRNA
and the protein levels in pig skeletal muscle at 60 kg body weight. This transcriptional regulation has
also been observed for other MyHC isoforms and in accordance with previous results in skeletal muscle in
other species [56].
The maturation of skeletal muscle contractile and metabolic properties has been reported to influence
piglet maturity at birth [57, 58]. Among the MyHC phenotypes, embryonic and adult fast (IIa + IIx)
MyHC appear to be good markers of muscle maturity at 90 and 110 dg, respectively (Table 1). Indeed,
because embryonic MyHC was highly expressed at 90 dg but decreased drastically in late gestation, it is
likely a good marker of muscle immaturity at 90 dg (easily measurable because highly expressed) and its
higher expression in LW than MS points to a lower maturity of LW than MS fetuses at 90 dg. Conversely,
fast (IIa + IIx) MyHC was highly expressed at 110 dg and increased dramatically in late gestation, making
it a potentially good descriptor of muscle maturity around birth, and its higher expression in MS than
in LW fetuses points to higher maturity of MS than in LW fetuses at 110 dg. Interestingly, the hybrid
fetuses were mostly intermediate between pure genotypes. In pigs, the adult fast IIa, IIx and IIb MyHC
progressively replace the developmental MyHC (embryonic and perinatal MyHC) in late gestation and
early after birth [54]. Because MS neonates are known to be more mature than LW, with a lower rate of
mortality at birth [15], the lower expression of embryonic MyHC at 90 dg and the higher expression of
adult fast (IIa and IIx) MyHC at 110 dg are representative of a better muscle maturity in MS than in LW
fetuses in late gestation, the hybrid fetuses being in an intermediate position.
In addition, good correspondence was found between the increased expression of adult fast (IIa + IIx)
MyHC and muscle glycogen content between 90 and 110 dg (Figure 2). Energy reserves, e.g. glycogen and
lipids, must be maximal in the neonatal period because piglets are not able to oxidize protein efficiently
before 5-7 days of life [57]. In pig neonates, muscle glycogen content is very high (about 9% of fresh muscle
vs. 1% in growing pigs [57]) and plays a key role in whole body glycogen storage (89% of total body
glycogen at birth [57]) and thermoregulation because neonatal pigs are devoid of brown adipose tissue and
only have a small amount of adipose tissue (about 1.5% of body weight). The animal’s energy requirement
is maximum in the neonatal period to promote locomotion, thermoregulation and growth. Therefore, a
high level of muscle glycogen at birth is likely involved in better neonatal maturity and piglet survival.
The higher muscle glycogen content found in MS fetuses in the present study is in agreement with the
better maturity previously reported in MS vs. LW neonates [15]. Interestingly, a difference between the
two extreme breeds in expression of genes involved in glycogen metabolic processes was already observed
during the same fetal period in the same individuals [18]. Thus, some genes were over-expressed at 110 dg
in MS only, such as PCK2 (phosphoenolpyruvate carboxykinase 2, mitochondrial also known as PEPCK
2) likely involved in gluconeogenesis from precursors derived from the citric acid cycle [18]. Therefore,
the significant difference we observed in muscle glycogen content between MS and LW can be, at least
partly, explained by these differences in the transcriptome. We hypothesize that piglets with high value
for survival, like MS, have a higher ability to maintain glucose levels during and after farrowing, and are
more able to maintain body temperature. Moreover, oxidative metabolism tends to increase during late
gestation in all farm species making it an increasingly important source of energy during fetal life [54].
Skeletal muscle appears to play a key role in glycogen storage and oxidative metabolism around birth.
Therefore, the muscle metabolic maturity or immaturity is indicative of the whole body metabolic maturity
at the time of birth.
All three biological phenotypes were chosen for further data integration analysis. Taken together, the
present data showed that embryonic MyHC, adult fast (IIa + IIx) MyHC and muscle glycogen content are
good descriptors of muscle maturity in pig fetuses during late gestation, demonstrate that MS fetuses are
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more mature than LW fetuses, and that hybrid fetuses are intermediate between pure MS and LW breeds.
All these three biological phenotypes were used in the further data integration analysis to help find new
biological markers of neonatal maturity and to advance our understanding of the underlying mechanisms.
Mitochondrial oxidative metabolism is a key determinant of neonatal muscle
maturity
To identify the biological processes underlying muscular maturity, the GO terms classification was
performed on the 89 unique identified proteins. A large number of proteins associated with metabolic
processes were identified. However, 2D gel electrophoresis is known to reveal a limited collection of
highly abundant and soluble proteins [59] covering a limited number of cell functions, mainly dealing with
cell structure and metabolism, which is why proteomic and transcriptomic approaches are not always
comparable [60].
Network analysis was performed and computed at the two developmental time points to identify proteins
with a relevant role in the network and to identify the biological processes. It is important to note that, at
both 90 and 110 dg, a large number of biological processes and cellular components overlapped between
sub-networks and, within each sub-network, the enriched biological analysis often highlighted a mixture
of GO terms. Indeed, it is sometimes difficult to assign a single biological function to a protein because
they often play several roles in interdependent metabolic pathways. Several isoforms were found in the
proteomic dataset, and were diversely intercorrelated meaning two isoforms of the same protein could be
found in two different sub-networks.
The GO terms over-expressed at 90 dg were mostly involved in the actin cytoskeleton, muscle development
and mRNA processing (Figure 4). As already highlighted in a previous transcriptomic study using the
same individuals [18], these results are consistent with the second phase of myofiber genesis known to occur
between 55 and 90 dg in pigs [54]. The total number of muscle fibers increases up to approximately 90 dg
and further muscle development mostly occurs through hypertrophy and maturation of existing muscle
fibers [54]. In addition, it has already been reported that the total number of myofibers is lower in MS
than LW [55] which helps explain the lower postnatal muscle growth capacity of MS than LW pigs. Among
the proteome sub-networks that were correlated with the biological phenotypes of interest (sub-networks
1, 2 and 4), all were characterized by GO terms involved in muscle filament development and sliding,
underlining the importance of filamentous proteins and likely of the cytoskeleton at this stage. Notably,
sub-network 2 also contained three isoforms of GPD1 (isoforms 1, 2 and 4) that were over-expressed in
MS fetuses (Figure 7). GPD1 is a cytoplasmic enzyme involved in the glycerol phosphate shuttle that
can transfer cytoplasmic glycolytic reducing NADH equivalents to mitochondrial FADH at complex 2,
thus providing ATP to the cell through the respiratory chain [61]. The higher expression of these three
GPD1 isoforms in MS at 90 dg could suggest increased mitochondrial oxidation of cytosolic NADH in MS,
which already contributes to the advanced maturity of MS fetuses. Surprisingly, sub-networks 3 and 5,
which were mostly involved in energy metabolism, had no significant correlation with MyHC and muscle
glycogen content at 90 dg. On the whole, our data suggest that muscle immaturity at 90 dg is primarily
related to the high proportion of cytoskeletal proteins and proteins involved in myofibril assembly, even
though some metabolic enzymes such as GPD1 could also be positively correlated with the maturation
process.
At 110 days of gestation, the most striking differences between genotypes concerned the mitochondria
cellular component, in particular the mitochondrial oxidation/reduction molecular function (Figure 4).
Moreover, the proteome sub-network analysis identified gluconeogenesis and glycolysis as important
co-expressed pathways that could explain the higher muscle glycogen content in MS than in LW at
76
16
110 dg. Analysis of the proteome sub-network identified five sub-networks that were correlated with
biological phenotypes of interest (sub-networks 2, 3, 4, 5 and 6). Most were characterized by GO terms
primarily involved in energy metabolism (sub-networks 2, 3, 5 and 6), whereas GO terms dealt mostly
with the proteasome complex and mRNA processing in sub-network 4 with PSMC5 (isoform 1) as the
most important node in the cluster. The most relevant sub-network was sub-network 2 with 24 nodes
and 65 edges. This sub-network was highly correlated with adult fast and embryonic MyHC, and its GO
terms primarily concerned mitochondrial energy metabolism. Interestingly, CKMT2 and ATP5A1 were
identified as important nodes in this cluster which could be physiologically relevant for the production
of energy such as ATP. Indeed, CKMT2 is a creatine kinase and is responsible for the transfer of high
energy phosphate from the mitochondria to the cytosolic compartment, and at the same time for returning
ADP to the respiratory system, thereby stimulating oxidative phosphorylation. Moreover, cytoplasmic
muscle CKM was also over-expressed in MS at 110 dg, suggesting that the energy metabolism of muscle
contraction was higher in MS than LW. ATP5A1 encodes a subunit of the mitochondrial ATP synthase
that converts the mitochondrial electrochemical H+ gradient to ATP production, thereby supplying ATP
to the muscle. CKMT2 and ATP5A1 are likely good biological markers of muscle maturity at 110 dg
(Figure 7). The greater expression of CKMT2 and ATP5A1 in MS at 110 dg indicates that MS fetuses
possess greater oxidative capacity, in accordance with previous results showing greater enzyme activities of
citrate synthase and hydroxy acyl-CoA deshydrogenase in MS than LW muscle at birth [62]. Sub-network 3
was the second most important cluster with 19 nodes and 46 edges. It was highly correlated with glycogen
content as well as embryonic and adult fast MyHC, and its GO terms mostly concerned glycolytic energy
metabolism and gluconeogenesis. Sub-network 6 was highly correlated with muscle glycogen content and
logically, one of its GO terms corresponded to gluconeogenesis. Moreover, two GPD1 isoforms (isoforms 2
and 4) were also present in sub-network 6 and under-expressed in LW fetuses, as already observed at 90
dg (Figure 7). Notably, expression of the four GPD1 isoforms was strongly influenced by the genotype
with no effect of age, and no interaction between genotype and development time points was observed
(Additional File 3). This suggests that GPD1 is genetically determined but not related to maturity as
influenced by age. At the mRNA level, as already demonstrated in [18], GPD1 gene expression was lower
in LW than MS at 90 dg and did not increase in LW during the maturation process, whereas it did
increase in MS. Therefore, the gestational time point only had an effect on GPD1 at the mRNA level in
MS. Altogether, the present data show that muscle energy metabolism, in particular mitochondrial energy
metabolism and muscle glycogen storage, increased dramatically between 90 and 110 dg and were higher
in MS than in LW fetuses at 110 dg, meaning the mitochondrial oxidation/reduction process and glycogen
storage play a crucial role in the late fetal muscle maturation process.
Biological data integration identified PPARGC1A as potential upstream tran-
scriptional regulator of muscle maturity at birth
To gain further insight into the molecular machinery underlying the muscle maturation process in pigs, we
undertook a guided and integrated analysis of the transcriptomic and proteomic datasets. Among the 89
unique proteins identified, 81 were available in the transcriptomic dataset. Using Pearson’s correlations,
mRNA and protein expression levels were analyzed to find proteins with possible transcriptional regulation.
Thirty-one proteins were identified with a significant positive correlation between mRNA and protein
expression levels in both extreme fetal genotypes (Pearson’s correlation |r| > 0.7) (Figure 9). The
correlation between mRNA and protein abundances in the cell has been reported to be notoriously poor.
A number of transcriptome and proteome data integration studies have already been reported e.g. in cell
lines [63–65], plants [66], and mammal models [6, 67–70]. At 110 dg, sub-network 2 was composed of 10
nodes (out of 24) with possible transcriptional regulation in both MS and LW. Proteins belonging to this
sub-network generally exhibited similar expression profiles at 110 dg, were mostly located in the same
cellular component and may possibly be regulated by common transcription factors (TFs). Based on a
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bibliographic network computed using IPA software (using the upstream regulator function), we were
able to find possible upstream TFs. PPARGC1A was one of the TFs identified. It was a regulator of
CKMT2, ACADVL and ATP5A1 (Figure 10). CKMT2 has already been identified as an important node
(the highest betweenness for CKMT2 at 110 dg) and as a likely good biological marker of muscle maturity
at 110 dg.
PPARGC1A (also known as PGC1-alpha) is a transcriptional coactivator that controls the expression
of many genes through a whole range of nuclear hormone receptors and other TFs [71]. Moreover, the
activity of PPARGC1A is regulated by phosphorylation and deacetylation through the coaction of two
upstream metabolic sensors of energy deficiency: AMPK and SIRT1, respectively [72]. PPARGC1A is
abundant in muscle [73] where it is involved in several biological functions such as mitochondrial biogenesis,
and oxidative metabolism, which play a key role in ATP production and the adaptation of muscle to
exercise and exposure to cold [74]. It has been shown to drive the formation of slow twitch fibers [75]
and to be more highly expressed in oxidative myofibers [72]. Therefore, together with AMPK and SIRT1,
PPARGC1A is involved in carbohydrate and lipid metabolisms to maintain energy homeostasis. In
post-natal growing pigs, PPARGC1A is more highly expressed in LM of Erhualian than LW pigs, in
accordance with a higher proportion of oxidative fibers in Erhualian pigs [76], as well as in MS pigs [55].
Voillet et al. [18] showed that PPARGC1A gene expression was differentially expressed depending on
the interaction between fetal genotypes and gestational time points, with higher expression in MS than
LW at 90 dg. Therefore, our results suggest that PPARGC1A could have a precocious effect on the
subsequent increase in expression of genes such as CKMT2, ATP5A1, ACADVL and CKM in MS than
LW at 110 dg. Mitochondrial CKMT2 and cytoplasmic CKM are both involved in the creatine metabolic
process and are known to play a key role in the transfer of energy within the muscle fiber for muscle
contraction and thermogenesis. Interestingly, over-expression of PPARGC1A in the skeletal muscle of
transgenic mice has been shown to increase glycogen synthesis and storage [77], which could also explain
the greater glycogen content observed in MS compared to LW fetuses at 110 dg in the present experiment.
In addition, greater variability of PPARGC1A expression in LW than in MS was also observed at 110
dg. Therefore, PPARGC1A could be a relevant upstream regulator involved in the accelerated muscle
maturation observed in MS compared to LW in late gestation.
Cell culture experiments have shown that PPARGC1A is a coactivator of ESR1 [78]. In our transcriptomic
study, ESR1 expression increased dramatically between 90 and 110 dg and was greater in MS than
LW fetuses at both stages (Figure 10). In sub-network 2 at 110 dg, ESR1 was found to be a regulator
of several proteins mostly involved in protein folding (PDIA) and in cytoskeleton (SEPT2 and GSN).
This estrogen receptor has been reported to be involved in estrogen-mediated regulation of substrate
metabolism [79] and lower mRNA expression has been observed in the adipose tissue of obese compared
to lean women [80]. In ESR1 knock out mice, body weight was about 30% higher than in wild-type mice:
mice were obese and their oxidative metabolism was impaired [81]. In our study, under-expression of
ESR1 in LW was accompanied by reduced oxidative metabolism but not by increased fatness (LW leaner
than MS). Altogether, ESR1 increased between 90 and 110 dg, and its over-expression in MS compared to
LW could be involved, in interaction with PPARGC1A, in the improved maturity of MS compared to LW
animals at birth.
Conclusion
In this study, we developed an innovative strategy combining state-of-the-art statistical and computational
methods to integrate multi-omics datasets to gain a deeper insight into the late fetal maturation process.
Three biological phenotypes of interest (i.e. adult fast and embryonic MyHC and muscle glycogen content)
were identified as good descriptors of maturity. Some proteins, involved in oxidative metabolism and
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with a possible transcriptional regulation, were also emphasized as possible biomarkers of the maturation
process. As one of the main sources of energy during late fetal life, muscle oxidative metabolism is very
important at birth [54]. In pigs, a higher rate of death at birth has already been observed in genotypes
with a lower percentage of oxidative fibers [15, 55]. In recent decades, the pig industry has been focusing
on selection for rapid production of lean meat, low back-fat thickness and a rapid growth rate, thus
influencing muscle fiber properties [82]. More precisely, a selection for lean tissue is more associated
with muscles containing a low percentage of oxidative myofibers and a high percentage of large glycolytic
myofibers [83]. This kind of the selection could have an effect on important genes, such as PPARGC1A,
with lower expression in skeletal muscle, which could contribute to an alteration or delay of mitochondrial
gene/protein expression in late gestation and lead to muscle metabolic immaturity at birth.
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Figure 1. Overview of the network data integration analysis. (A) Proteome networks were first
inferred using the PCIT (partial correlation and information theory) algorithm for each developmental
time point: 90 days of gestation and 110 days of gestation. PCIT, which belongs to the family of weighted
network algorithms, is based on the combination of the concept of partial correlation coefficient and
the information theory to identify meaningful associations. (B) Network clustering was then performed
using a spin-glass algorithm. A permutation test was performed to assess the significance of clustering.
(C) Sub-networks (clusters) were analyzed. (i) GeneMANIA was used to assess the relevance of the
proposed sub-networks and GO enrichment analysis was performed to analyze the biological functions of
the sub-networks. (ii) Centrality (or betweenness) of nodes was analyzed using a permutation test. (iii)
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Figure 2. Co-variation of muscle glycogen and expression profiles (mRNA and proteins) of
myosin heavy chain (MyHC) genes (adult fast (IIa + IIb + IIx) and embryonic MyHC).
Lowess curves and confidence intervals are in blue and grey, respectively. Box-plots of mRNA or protein
expression and glycogen content are also shown. (A) mRNA embryonic MyHC. (B) Protein embryonic











Figure 3. Global analysis of the 113 identified proteins. Venn diagram of the statistical methods
chosen to select spots for identification. 13 proteins (in blue) were differentially expressed according to the
interaction between developmental time points and fetal genotypes. 58 proteins (in red) were differentially
expressed in an additive manner between development time points and fetal genotypes. 62 proteins (in
green) were selected using sparse multivariate methods (both sCCA and sPLS). 55 proteins (in yellow)
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Figure 4. Level plot of the 113 identified spots. All spots were ranged according to the biological
function. Muscle development functions and components, e.g. system development, actin skeleton, muscle
filament sliding, cytoskeleton and mRNA metabolic process, were mostly over-expressed at 90 dg. Energy
metabolism functions and components, e.g. glucose and gluconeogenesis metabolism, oxidation-reduction
activity and mitochondrion, were mostly over-expressed at the end of gestation (110 dg). All the biological





































Figure 5. Decomposition of the proteome networks. (A) Each sub-network represents a cluster
in the d90-proteome network. (B) Each sub-network represents a cluster in the d110-proteome network.
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MyHC Embryonic
Figure 6. Three sub-networks obtained at 90 days of gestation. A PCIT model was used to
infer a co-expression network. Nodes were clustered using a spin-glass model. The figure shows three (out
of five) sub-networks (1, 2 and 4) obtained by clustering. The color of the nodes indicates betweenness
centrality. The red nodes have the highest betweenness. The size of the nodes indicates degree. The color
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Figure 7. Box plots of protein level expression. PSMC5 with two isoforms, GPD1 with four
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Glycogen & MyHC Adult Fast
Figure 8. Five sub-networks obtained at 110 days of gestation. A PCIT model was used to infer
a co-expression network. Nodes were clustered using a spin-glass model. This figure shows five (out of
six) sub-networks (2, 3, 4, 5 and 6) obtained by clustering. The color of the nodes indicates betweenness
centrality. The red nodes have the highest betweenness. The size of the nodes indicates degree. The color
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Figure 9. Correlation between transcriptome and proteome in both extreme fetal genotypes
(LW and MS). Scatter plot of correlations between mRNA and protein expression levels in MS (x-axis)
and LW (y-axis). Each dot represents the correlation in MS and LW of a pair of gene-protein. Red dots
show a significant positive correlation in LW and MS, the green dots show a significant positive correlation
only in MS, and blue dots show a significant positive correlation only in LW. It is important to note that
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Figure 10. Bibliographic network obtained with the d110-sub-network 2. This network is
composed of 30 nodes. Ten nodes out of the 24 composing sub-network 2 were found to be possibly
transcriptionally regulated. Box plots of PPARGC1A, KCNJ11, MYOG and ESR1 mRNA expression






90 days of gestation 110 days of gestation P-values2
LW MSLW LWMS MS LW MSLW LWMS MS RSD1 A G AxG
MyHC Protein level, % total MyHC
Embryonic 16.20a 12.71b 10.31c 9.25c 4.10d 2.62e 2.10e 1.53e 0.94 <.001 <.001 <.001
Perinatal 65.81a 68.32b 71.51c 71.56c 47.52d 45.38d 43.88d 39.31e 2.57 <.001 0.120 <.001
Fast (IIa + IIx + IIb) 9.06a 10.07a 9.99a 9.90a 32.28b 37.10c 39.91c 43.77d 2.82 <.001 <.001 0.003
I + α-cardiac 8.93a 8.89a 8.20a 9.30a 16.14b 14.92b 14.10b 15.41b 1.17 <.001 0.013 0.448
MyHC RNA level
Embryonic 4.66a 3.58b 2.23c 2.21c 1.18d 0.39d 0.36d 0.19d 0.54 <.001 <.001 0.008
Perinatal 1.49a 1.73a 1.66a 1.76a 0.82b 0.62b 0.68b 0.59b 0.21 <.001 0.987 0.010
Fast (IIa + IIx + IIb) 0.11a 0.17a 016a 0.18a 0.84b 1.05c 1.21c 1.80d 0.17 <.001 <.001 <.001
IIa 0.12a 0.16a 0.14a 0.17a 0.76b 1.09c 1.27c 1.87d 0.22 <.001 <.001 <.001
IIx 0.12a 0.18a 0.18a 0.19a 0.92b 0.95b 1.14b 1.73c 0.27 <.001 0.002 0.006
I 0.53a 0.60a 0.47a 0.61a 1.02b 0.99b 0.98b 1.60c 0.20 <.001 <.001 <.001
α-cardiac 0.09a 0.13a 0.14a 0.14a 1.85b 2.72b 3.48b 6.46c 1.46 <.001 <.001 <.001
Glycogen, % wet muscle 3.38a 4.03a 4.68b 4.99b 9.55c 10.52d 12.36e 12.11e 0.58 <.001 <.001 0.033
Table 1. Biological phenotype characteristics of the 64 fetuses according to the eight experimental conditions.
The 64 fetuses used for this analysis were the same fetuses as those used in the proteome and transcriptome analyses. We considered eight conditions
according to two developmental time points (d90 and d110) and four fetal genotypes (MS, LW, MSLW and LWMS). 1Residual Standard Deviation (or




90 days of gestation
Community Nb. of nodes Nb. of edges Important node1 Phenotype link2 Gene Ontology3
1 18 26 FETUB Glycogen & Emb. MyHC glycolysis, myofibril, mitochondrion
2 19 55 PSMC5 (Iso 2)∗ Glycogen & Fast MyHC gluconeogenesis, actin filaments, mito-
chondrion
3 21 47 PDIA3 (Iso 1) - respiratory electron transport chain, cell
redox homeostasis, mitochondrion
4 20 49 TNNT3 (Iso 2)∗ Emb. MyHC gluconeogenesis, muscle filament sliding
and development, cell cycle checkpoint
5 16 33 ANXA2 (Iso 2) - creatine metabolic process, sarcolemma
Table 2. Network characteristics at 90 days of gestation.
Five sub-networks (communities) were obtained at 90 days of gestation. 1Nodes with high betweenness. 2The phenotype correlations, with MyHC
embryonic, adult fast and muscle glycogen content, were analyzed using spatial statistics tools. 3Additional File 6 shows all significantly enriched GO
terms for each sub-network. ∗Using a permutation test, betweenness significantly high (P < 0.05).
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110 days of gestation
Community Nb. of nodes Nb. of edges Important nodes1 Phenotype correlation2 Gene Ontology3
1 5 5 TUFM, DLD - tricarboxylic acid cycle, mitochondrion
2 24 65 ATP5A1∗ Fast & Emb. MyHC tricarboxylic acid cycle, glucose
metabolic process, muscle filament
sliding
3 19 46 GSN (Iso 1) Glycogen, Fast & Emb. MyHC gluconeogenesis, glycolysis, muscle fila-
ment sliding
4 13 19 PSMC5 (Iso 1) Glycogen & Emb. MyHC mRNA metabolic process, proteasome
complex
5 15 39 LDB3 (Iso 2) Glycogen & Fast MyHC muscle development, lipid metabolism
6 10 22 PSMC5 (Iso 2) Glycogen gluconeogenesis, ATP
catabolic/anabolic process, mito-
chondrion
Table 3. Network characteristics at 110 days of gestation.
Six sub-networks (communities) were obtained at 110 days of gestation. 1Nodes with a high betweenness. 2The phenotype correlations, with MyHC
embryonic, adult fast and muscle glycogen content, were analyzed using spatial statistics tools. 3Additional File 8 shows all significantly enriched GO




All the additional files are available at the url:
https://www.dropbox.com/sh/zbscxnom8dyzkl9/AABW9MTiXhYTTy2V1qpsHZGPa?dl=0
Additional File 1. An example of gel 2D electrophoresis .pdf file.
Additional File 2. Characteristics of the 120 spots identified by LS-MS/MS .xlsx file.
Additional File 3. Complete list of protein spots .xlsx file. Features of 113 spots (Protein name,
Spot name, P-value, Discriminant analysis and Multivariate analysis). P-values were obtained by a F-type
test testing the effect of gestational time point and/or fetal genotype.
Additional File 4. The largest extracted connected components at 90 and 110 days of
gestation .pdf file. The d90-proteome network was composed of 94 nodes and 314 edges (density of
7.2%). The d110-proteome network was composed of 86 nodes and 313 edges (density of 8.6%).
Additional File 5. Features of the largest proteomic connected component at 90 days of
gestation .xlsx file.
Additional File 6. Features of the largest proteomic connected component at 110 days of
gestation .xlsx file. .
Additional File 7. Cluster description at 90 days of gestation .pdf file. Description of the five
sub-networks obtained using spin-glass algorithm.
Additional File 8. Complete list of enriched Gene Ontology in the five sub-networks of the
d90-proteome network .xlsx file.
Additional File 9. Cluster description at 110 days of gestation .pdf file. Description of the six
sub-networks obtained using spin-glass algorithm.
Additional File 10. Complete list of enriched Gene Ontology in the five sub-networks of
the d110-proteome network .xlsx file.






4.1 Inte´gration de donne´es musculaires pour
diffe´rentes espe`ces
4.1.1 Introduction
Dans cette partie, nous allons de´crire les travaux effectue´s durant ma mobilite´ (aouˆt
a` de´cembre 2015) au CSIRO a` Brisbane en Australie, dans le laboratoire de Brian
Dalrymple. Cette e´quipe travaille notamment sur l’analyse de l’expression ge´nique
du muscle squelettique chez le bovin durant et apre`s la pe´riode de gestation (Hudson
et al., 2009; Gu et al., 2011; Guo et al., 2015). L’objectif de cette mobilite´ fut
d’analyser et d’inte´grer des transcriptomes musculaires provenant de trois espe`ces
d’inte´reˆt agronomique diffe´rentes (porc, mouton et bovin), afin de de´celer l’existence
de me´canismes et fonctions biologiques communes ou diffe´rentes entre ces espe`ces
durant le dernier tiers de gestation.
Les trois transcriptomes musculaires utilise´s ont des conditions plus ou moins simi-
laires : deux ge´notypes extreˆmes pour le de´veloppement musculaire et plusieurs
jours de gestation, notamment des points correspondant au dernier tiers de gesta-
tion. Diffe´rents ensembles de ge`nes implique´s dans des meˆmes processus biologiques
importants pour la maturite´ a` la naissance ont e´te´ compare´s entre ces trois espe`ces.
Des ensembles de cinq a` sept ge`nes implique´s dans le cycle cellulaire, la matrice extra-
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cellulaire, les fibres musculaires rapides, le transport mitochondrial, le me´tabolisme
lipidique et le me´tabolisme du glycoge`ne ont e´te´ identifie´s dans les trois tables de
donne´es. Globalement, les profils d’expression sont relativement similaires au cours
de la gestation pour toutes les espe`ces et ge´notypes. En revanche, par des com-
paraisons entre ge´notypes pour chaque espe`ce, quelques diffe´rences significatives ont
e´te´ observe´es. Des me´canismes implique´s dans le de´veloppement musculaire ou le
me´tabolisme musculaire semblent avoir des effets diffe´rents en fonction du ge´notype
et de l’espe`ce e´tudie´e, et donc sur la maturite´ musculaire. Le de´veloppement pour
une forte musculature et l’immaturite´ me´tabolique semblent eˆtre des caracte´ristiques
relativement se´parables, la maturite´ me´tabolique ne semblant pas eˆtre e´troitement
lie´e a` des diffe´rences dans la division cellulaire. La se´lection pour la maturite´
me´tabolique du muscle a` la naissance est donc recommande´e pour augmenter la
survie des animaux.
Tous ces re´sultats sont de´crits dans l’Article 3, pre´sente´ dans la partie suivante. Cet
article est en pre´paration et sera soumis au journal BMC Genomics tre`s bientoˆt.
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4.1.2 Article 3 : Voillet et al., En pre´paration, 2016
Cette section correspond au manuscrit suivant :
• V. Voillet, M. San Cristobal, L. Liaubet, B.P. Dalrymple. Comparative
transcriptomic analysis of fetal muscle development in cattle, sheep and pigs.
In preparation (2016).
102
1Comparative transcriptomic analysis of fetal muscle
development in cattle, sheep and pigs
Valentin Voillet1, Magali San Cristobal1,2, Laurence Liaubet1, Brian P. Dalrymple3
1 Universite´ de Toulouse, INRA, INPT, INP-ENVT, UMR1388, GenPhySE, F-31326
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Abstract
Background Selection of animals for high production efficiency can have negative impacts on the survival
rates of neonates. Maturity of the muscles at birth has been identified as a potential contributor to poor
survival. Here we compare and contrast the expression of potential markers of muscle maturity during late
stage gestation in high and low muscling breeds from cattle, sheep and pigs using a number of previously
described datasets.
Results Gene sets of five to seven genes for estimation of cell cycle, extracellular matrix (ECM), fast
twitch muscle fibre structural proteins, mitochondrial transport, lipid metabolism and glycogen metabolism
applicable in all three datasets were identified. Overall the expression profiles of all sets of genes was very
similar across gestation in all species and breeds examined. In a pairwise comparison of a cattle cross
heterozygous for a myostatin mutation (Piedmontese-derived) and a high marbling (Wagyu-based) cattle
cross some significant differences in the gene sets were observed such as cell cycle (p < 0.01), ECM (p
< 0.05) and lipid metabolism at birth (p < 0.05). In contrast, in a comparison of a sheep breed (Texel)
with a different mutation in myostatin and a relatively unselected sheep breed (Ujumqin) a difference in
expression of the cell cycle genes (p < 0.01) and muscle structure fast subunits (p < 0.05) were observed
in the latter stages of gestation. Although also exhibiting a big difference in muscling potential the
two breeds of pigs, Large White and Meishan, did not show a significant difference in cell cycle gene
expression. However, significant differences in expression of the ECM (p < 0.01), the fast twitch muscle
fibre structural proteins (p < 0.01), mitochondrial (p < 0.01), lipid (p < 0.01) and glycogen metabolism
(p < 0.05) gene sets was observed between the two pig breeds at birth.
Conclusions Different mechanisms for increased muscling appear to have different effects on muscle gene
expression and thus different effects on the maturity of muscle at birth. High muscling and metabolic
immaturity are separable characteristics and metabolic maturity does not appear to be tightly linked
to differences in cell division. Selection for metabolic maturity of muscle at birth is recommended for
increased survival of neonatal production animals.
Background
The efficient production of meat, with minimal impact on animal welfare and the environment, is a
significant goal of most large scale production systems across all farm species. Welfare includes not only
the conditions of growing and transporting animals and conditions at slaughter, but also the reduction of
premature death of animals [1, 2]. The latter is of particular importance around birth when the major
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2losses occur. Faster growing animals are generally more efficient as proportionally less energy is required
for maintenance. However, the strong selection of farm animals, such as cattle, sheep and pigs, for
increased progeny per pregnancy, increased muscle mass and reduced fat has been reported to affect
neonatal survival to a greater or lesser extent in all three species [3–5].
Many breeds of cattle and some sheep breeds have been selected for high muscling due to mutations in
the myostatin gene (MSTN ). MSTN is a TGF-beta family member and a negative regulator of muscle
mass [6]. Mutations in the MSTN gene cause a hypertrophic muscle phenotype via inhibition of both
myoblast proliferation [7] and differentiation [8]. It has been reported in many species including cattle [9],
sheep [10], mice [11] and human [12]. In cattle, mutations in MSTN, which lead to significantly increased
muscle mass and less fat, tend to increase the weight of calves at birth leading to calving difficulties
(dystocia) and to increase mortality of young animals [13–16]. In mice, it has also been shown that the
pre-weaning mortality of a MSTN mutant was increased [17]. However, the reasons of a direct MSTN
effect for increased neonatal mortality are still unclear.
Lamb survival is known to be a significant contributor to reproductive inefficiencies [18]. However there
is no study analyzing the link between MSTN mutation and mortality at birth in sheep. Birth weight
differences, which can be due to MSTN gene mutations such as in the Texel breed, are known to explain
differences in the variation of lamb survival and is suggested as one of the main causes of death in sheep.
Birth weight would have an effect on survival although it is likely to have a nonlinear effect [5]. Moreover,
lambs exhibiting a greater metabolic maturity at birth seem to have a better rate of survival [19].
In pigs, increased muscle mass production is also associated with a higher rate of postnatal deaths [3].
Birth weight and maturity (amongst other factors), have been shown to be associated with variations in
postnatal survival [3]. Unlike sheep and cattle, there is no production of pig breed with a MSTN mutation,
but there are extreme breeds for muscle mass and intramuscular fat. For example, Large White (LW)
is a European pig breed highly selected for muscular content and with a low intramuscular fat content,
whereas the Chinese Meishan breed (MS) produces less muscular pigs with a higher intramuscular fat
content than LW [20, 21]. These two breeds are also known to be extremely divergent for maturity at
birth. MS piglets have a better survival rate than LW piglets although they are lighter at birth [3]. The
high selection for growth in LW has led to a lower maturity of these piglets at birth, and a higher rate of
death [22].
The objective of this study was to identify transcriptomic similarities for potential markers of maturity of
muscular development in these three major mammalian meat producing livestock species and between
genotypes within each species. Three gene expression datasets with sampling time points from mid to late
fetal gestation to birth from three species were analyzed in the longissimus dorsi (LD) muscle.
Results and Discussion
Muscular development datasets from farm animal species
The cattle dataset comprised samples from a high muscling genotype (Piedmontese x Hereford (PH)),
and a high marbling genotype (Wagyu x Hereford (WH)) [23] (Table 1). The Piedmontese breed has a
MSTN inactivating mutation [9,24]. The Wagyu breed, without a known mutation in MSTN affecting its
expression or function, is less muscular and has a high intramuscular fat content [25].
Table 1 about here.
The sheep dataset also included samples from a high muscling genotype due to a MSTN mutation present
in the Texel (TX) breed [10,26], and a less muscular indigenous genotype (Ujumqin (UJ)) [27]. UJ has
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3also a higher intramuscular fat content than TX (Table 1). These two breeds, like the two cattle breeds,
provide a natural model for studying muscle and fat development in sheep.
Two purebred pig breeds, Large White (LW) and Meishan (MS), were also studied (Table 1). Unlike the
cattle and sheep, the high muscling in LW is not due to a MSTN mutation, but due to strong selection
for high muscle content and low intramuscular fat content [20,21]. LW has a higher birth weight than MS
but also a lower survival rate. Indeed, MS piglets are known to be more mature at birth even if they are
lighter at birth than LW [3].
Time of gestation across species
Data from three gestational time points (60, 135 and 195 days) and birth (around 280 days of gestation)
were available in the cattle muscle transcriptome dataset (Figure 1). In cattle, primary myogenesis occurs
around 60 days post conception, followed by the secondary myogenesis around 90 days [28]. A third
generation of fibres has been observed at about 40% of the gestation period [28]. The onset of functional
differentiation of myofibres starts at around 195 days post-gestation. Preparation of the musculature for
birth, the implications for locomotor and the metabolic independence occurs at the end of gestation during
the maturation process [29]. Moreover, a study of Sudre et al. [30] showed that crucial development changes
occur during the maturation process (the final trimester of gestation - around 210 days of gestation).
Figure 1 about here.
Five gestational time points (70, 85, 100, 120 and 135 days) were investigated for sheep (Figure 1). As also
reviewed in [28], the skeletal muscle development in sheep is characterized by the formation of primary,
secondary and tertiary myofibres beginning approximately 32, 38 and 62-76 days of gestation respectively.
Birth is around 147 days of gestation. During the maturation process (from around 120 days of gestation),
a major change (affecting oxidative metabolic processes) has also been demonstrated in sheep [31].
In the pig muscle dataset, only two time points, corresponding to the end of gestation (90 and 110 days of
gestation), were available (birth is around 114 days of gestation) (Figure 1). Primary myogenesis occurs
at 35 days of fetal life and the secondary myogenesis starts at 55 days. Unlike ruminants, the third
generation of myogenesis does not take place during gestation, but just after birth [28]. Otherwise, like in
the other species, a major change in the gene expression program has been shown during the maturation
process [32].
To compare muscle development across species, the sampling points in the different datasets need to
be standardized to a common scale. To achieve this sampling time points for each species were scaled
between 0 and 1, with 1 corresponding to 100% gestation completed (i.e. birth) (Figure 1). The three
datasets had some equivalent time points, but most were not exactly equivalent on this scale. However,
primary, secondary (in all three species) and tertiary (in sheep and cattle) myogenesis and maturation
(in all three species) occurred at equivalent times on this scale (Figure 1). In all species, the number of
fibres is fixed before birth (around 80% of gestation) [28] and later increase of muscle mass occurs by
hypertrophy of the existing fibres (Figure 1).
Refining the selection of genes and combining multiple genes
Co-expressed genes are more likely to be involved in the same or very closely related biological processes [33]
and increasing sensitivity of detection of differential expression in muscle transcriptomic data. To estimate
the impact of genotype during the maturation process on muscle mass and metabolic processes, a number
of small and robust sets of genes was extracted. The chosen genes were annotated with the same biological
process GO-term (except for genes for fast twitch muscle fibre structural protein genes chosen according
to [29]), were expressed in all three datasets, and were co-expressed throughout development within each
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4genotype within each species, but they were not necessarily co-expressed between genotypes of the same
species, or between species. As a result seven genes were identified for the cell cycle process gene set, six
genes were identified for the extracellular matrix (ECM) gene set, and five genes were identified for the
fast twitch muscle fibre structural subunits, the mitochondrial transport gene set, the lipid metabolism
gene set and the glycogen metabolism gene set (Table 2). As already noted, combining data from multiple
genes can reduce the impact of gene expression noise [34]. Previous analyses have shown that five genes is
a good compromise between the number of genes and stability of the profile [34]. However, in our study,
when it was possible, we chose to increase the number of genes to increase the power of the analysis.
Table 2 about here.
For all datasets, the individual gene expression values were standardized using z-scores to provide zero
mean and unit variance across all values of each species and to enable combination of different genes.
Therefore, for each genotype in each species, we averaged the gene expression values of the genes in each
gene set.
The general development process during gestation is conserved across species
The expression patterns of each of the six gene sets was plotted across gestation for each breed of each
species (Figure 2). All three species had very similar expression profiles across muscle development for
each gene set, but the different gene sets had different expression profiles (Figure 2).
Figure 2 about here.
Expression of the cell cycle and ECM gene sets decreased during gestation, in particular during muscle
maturation, whereas expression of the fast twitch muscle fibre structural proteins, mitochondrial transport,
lipid metabolism and glycogen metabolism gene sets increased markedly towards the end of gestation
(Figure 2). Figure 3 summarizes the fetal development in all farm species.
Figure 3 about here.
These changes in gene expression reflect a decrease in cell division as the number of muscle fibers is
set by the end of the second trimester [28] and the muscle preparing itself metabolically to ensure the
establishment of essential mechanisms for survival at birth and the postnatal environment where the
muscle is important for locomotion and at least in pigs for thermogenesis [30–32]. It has already been
shown in all three species that a major change in the gene expression program of skeletal muscle occurs
during the last trimester of gestation. One of the most basic roles of the extracellular matrix is to provide
a supportive scaffold for cells and tissue [35]. The relative contributions of the division of muscle or ECM
stem cells to the cell cycle gene activity is unknown, but is likely to vary across fetal development. A
recent analysis of the cattle dataset used here suggests that the cell division and proliferation of fibroblasts
is a significant contributor to the cell cycle signal [34]. The decline in expression is consistent with a
decrease in cell division with age as the rate of growth declines and the muscle program switches from
hyperplasia (more cells) to hypertrophy (larger cells) [28].
The increase in expression of the fast twitch fibre muscle structural protein genes is consistent with the
succession from embryonic and fetal myosins, through slow twitch to fast twitch fibre structural protein
genes during prenatal development. The common increase in mitochondrial transport, and lipid and
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5glycogen metabolism is in agreement with contractile and metabolic maturation cattle [30], sheep [31]
and pigs [32]. Oxidative metabolism tends to increase during gestation in all the three farm species and
represents the principal source of energy during fetal life and probably reflects new functional demands
postnatally [28].
Differences between breeds of different species
The design of the analysis also allowed us to compare expression between the high and low muscling
breeds within species, especially during the last stages of gestation (Figure 2). In pigs, no significant
differences for the cell cycle gene set were found between MS and LW at the end of gestation (90 days and
110 days of gestation), whereas significant differences between breeds were observed in sheep (p < 0.01 at
d120 and d135) and in cattle (p < 0.01 at d280) (Figure 2A and Table 3). The major determinants of
skeletal muscle mass are the number and the size of muscle fibers [28]. These two factors are controlled
during the gestation by many events such as myoblast proliferation, myotube formation and myofiber
maturation. Cattle and sheep are evolutionarily closely related [36] and hypertrophic animals with MSTN
gene mutations were used in this study. Previous analysis of the sheep data set [27] showed that the
myostatin mutation in TX appeared to disrupt the gene expression profile in prenatal skeletal muscle, in
particular changing pivotal singling pathways governing muscle development, explaining this difference
in myofiber phenotypes between TX and UJ sheep. They demonstrated that before the mid-fetal stage
the proliferation of muscle fibers was faster in TX than in UJ, but that the reverse was true in late-fetal
stages [27]. In a network analysis, these results were also confirmed by a higher connection of genes
involved in cell cycle in UJ than in TX at the late-stage in gene co-expression network [37]. Our analysis of
the dataset seems to be consistent with these results. However, corresponding differences in the ECM genes
were not observed in sheep and cattle (Figure 2B), raising the question of the source of the differences in
the cell cycle signal, especially in sheep; muscle stem cells or fibroblasts, or another cell type again?
Table 3 about here.
On the other hand, significant differences between breeds for the ECM gene set were found in pigs (p <
0.01 at d90 and d110) and in cattle (p < 0.05 at birth) (Figure 2B and Table 3). The development and
growth of skeletal muscle is a complex process, including not only the muscle contractile cells, but also
the expansion of the ECM [38]. ECM genes are involved in the regulation of many cellular events during
myogenesis. ECM is a dynamic mixture of structural and functional macromolecules and plays a crucial
role in tissue and organ morphogenesis and the maintenance of tissue structure and function [38]. In pigs,
the effects of ECM genes on muscle development remain poorly understood, in particular toward the end
of gestation. Ma et al. [39] have compared three genotypes including an obese- (Tongcheng) and a lean-
type (Landrace) to observe the role of ECM genes in muscle development and the formation of phenotypic
variation in pigs. They observed that the expression of many ECM genes was significantly higher in the
prenatal than postnatal periods and that expression of ECM genes was higher during gestation in the
lean-type breed than the obese-type breed, as we observed here in LW. In our data set, several ECM
genes more highly expressed in Landrace than Tongcheng, were also more highly expressed in LW than in
MS. In pigs, the higher expression of ECM gene set in LW than in MS may reflect an extended muscle
development period leading to a possible state of immaturity of muscle at birth as expected in LW. In
contrast the MSTN sheep have evidence for an accelerated myogenesis compared to non-MSTN sheep.
Perhaps due to milder effect of the genotypes little difference in either cell cycle or ECM gene expression
was observed between the two cattle crosses.
We only observed significant differences in expression of the mitochondrial transport (p < 0.01 at d90
and d110), lipid metabolism (p < 0.05 at d90 and p < 0.01 at d110) and glycogen metabolism (p < 0.05
at d110) gene sets between pig breeds (Figure 2D, 2E, 2F and Table 3)). It appears that the extended
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6muscle development late in gestation, which leads to more muscular animals by a different mechanism
from MSTN mutant (increased myogenesis early in gestation), results in delayed metabolic maturity of the
muscle. If we assume that all species evolve at the same time, the differences in timing may also have a
larger impact on muscle maturity at birth in pigs due to the generally less mature muscle at birth of pigs
than in cattle and sheep, perhaps as a consequence of the much later tertiary myogenesis in pigs. In pigs,
a greater physiological maturity at birth is responsible for higher survival [40, 41]. As already highlighted
in [32], the selection on growth traits in LW generated a high divergence during the maturation process
between MS and LW. In large mammals, the major events of contractile and metabolic differentiation
occur during the last third of gestation and are fully achieved just after birth [28]. In these species,
foetal life represents a primordial step for muscle maturation and could explain why there is no difference
between breeds in sheep and cattle. Moreover, brown adipose tissue is absent in pigs at birth [42], but
present in sheep and cattle [43]. Therefore, in pigs, muscle plays also a key role in thermoregulation via
muscle glycogen accumulation [44]. In other species, there is a high contribution of the brown adipose
tissue to the energy balance changes at birth and is in relationship with the stage of maturity at birth [43].
In sheep, we observed a significant difference in expression of the lipid metabolism gene set between the
two breed (p < 0.05 at d135), and it is in agreement with a study which has already shown that lipid
related genes in muscle were highly connected during the mid-stage in TX but more highly connected in
UJ in later stages [37]. In cattle, we also observed a significant difference in expression of lipid metabolism
gene set at birth between the two breed (p < 0.05). In our study, it seems that there is minor effect
of MSTN gene mutation on leanness during the maturation process in cattle and sheep. Moreover, as
already highlighted, ECM genes play important roles in the regulation of muscle cell proliferation and
differentiation [45]. The extracellular environment regulate the differentiation of stem cells and satellites
cells [46], providing, via cellular signalling, myogenic differentiation which increases muscle mass, but also
an increase of intramuscular adipocytes. Our results were totally in accordance with these assumption
with a significant differences between breeds in expression of the lipid metabolism and ECM gene sets in
pigs and cattle. The function of ECM has an important influence in muscle development but also in future
meat quality by affecting the intramuscular fat deposition during the end of gestation. The maturation of
skeletal muscle metabolic and contractile properties are indicative of piglet maturity at the time of birth.
Conclusion
Selection for increased muscle mass and muscle maturity seem to be separable processes in at least some
circumstances. Cattle and sheep containing at least one mutant myostatin allele do not differ from the
myostatin wild type animals for gene expression profiles for muscle structure fast subunits, mitochondrial
transport and glycogen metabolism. A long term metabolic difference between the pig lines exists, but is
not really evident in sheep and cattle (despite the fact that the cattle and sheep examples are contrasting
normal and myostatin mutations). The relative timing of increased activity prenatally leading to increased
muscling postnatally and of the different stages of muscle development may have a profound impact
on the maturity of muscle at birth. Post natal mortality is a complex process potentially involving a
number of different processes. Whilst muscle metabolic maturity appears to be more important in pigs
this may reflect the datasets analyzed as well as developmental differences between the species. However,
there is no evidence for a large effect of the MSTN mutation on metabolic maturity of cattle and sheep
muscle. Rather the impact of mutant alleles of MSTN on post-natal mortality may be due to the size of
the fetus or other impacts of MSTN on the physiological state of the new born. These results provide
valuable information about possible mechanisms determining the phenotypic differences on growth and
meat quality between the genetic types studied, mainly related to the development and function of the
extracellular matrix and also to some metabolic processes as glycogen and lipid metabolism. In addition,





All animal use (pig, sheep and cattle) were respectively approved by European Union legislation (directive
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Care and Use Committee, Shanxi Province, Peoples Republic of China and by the Industry & Investment
New South Wales (NSW), Orange Agriculture Institute Animal Ethics Committee, Commonwealth
Scientific and Industrial Organisation (CSIRO) Rockhampton Animal Experimentation Ethics Committee,
and the Department of Agriculture and Food, Western Australia (WA) Animal Ethics Committee.
Pig gene expression dataset
The generation of gene expression data from the Sus scrofa Large White (LW) and Meishan (MS) genotypes
have been previously described in [32]. Briefly, LD mRNA were acquired at two development stages (90
and 110 days of gestation) from four fetal genotypes. Theses genotypes consisted in two extreme breeds
for mortality at birth (MS and LW) and two crosses (MSLW from MS sows and LWMS from LW sows).
MS and LW sows were inseminated with mixed semen so that each litter was composed of purebred and
crossbred fetuses. For each genotype, gene expression value were collected for to five and nine individuals
(with nd90MS = 8, nd90LW = 8, nd110MS = 7 and nd110LW = 9). The Agilent microarray GPL16524 (Agilent
Technologies) was used in this experiment. The raw data were normalized using the quantile method [47],
and the data were transformed to a base-2 logarithm for further statistical analysis [32]. Only purebreds
MS and LW were analyzed during this analysis.
The gene expression data is available in the Gene Expression Omnibus (GEO) NCBI platform through
the accession number GSE56301.
Cattle gene expression dataset
The generation of gene expression data from the Bos taurus Wagyu x Hereford (WH) and Piedmontese
x Hereford (PH) genotypes have already been described in [48, 49]. In brief, LD biopsy samples were
collected from nine developmental stages (pre and postnatal) and a post slaughter sample: 60, 135 and
195 days post conception, at birth (around 280 days) and 3, 7, 12, 20, 25 and 30 months of age. Only
prenatal (d60, d135, d195 and d280) and birth samples were analyzed during this analysis. From 60 days
to birth, samples of each cross were recovered by cesarian from different fetuses, afterward samples were
obtained by biopsy from the same individuals. For each stage, gene expression values were acquired for
three or four individuals on the Agilent Bovine microarray platform (Agilent Technologies) [50] (with
nd195WH = 3, nd195PH = 3, nd280WH = 3 and nd280PH = 3). The data were normalized using a linear
mixed model as previously described in [34,50].
The gene expression data is available through the GEO accession number GSE44030.
Sheep gene expression dataset
The generation of gene expression data from the Ovis aries Ujumquin (UJ) and Texel (TX) genotypes
have been previously described in detail [27]. Fetuses were collected by caesarean from three pregnant
ewes at five developmental stages: 70, 85, 100, 120 and 135 days post conception (birth around 150
days). Each development stage for each breed contained three individuals except the d100 group in Texel
breed with four individuals. Gene expression values of the LD were acquired on the Agilent Sheep Gene
Expression Microarray (Agilent Technologies). The data were normalized using the quantile method [47],
and transformed to a base-2 logarithm [27].
The gene expression data is available through the GEO accession number GSE23563.
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8Statistical analysis
All analyses were performed using R computing environment [51]. As previously described in [34], z-scores
were performed to minimize the impact of differences in levels of expression and dynamic range of
expression of genes on combining the expression data from two or more genes. Z-score corresponds to
the difference from the mean of each measurement divides by the relevant standard deviation. Therefore,
pig gene expression dataset were rescaled to a mean of 0 across the whole set including all four fetal
genotypes (MS, LW, MSLW and LWMS) for all developmental stages, and cattle gene expression dataset
were rescaled to 0 across the whole set including both WH and PH genotypes for only prenatal time
points. Sheep gene expression dataset were rescaled to 0 throughout development and including both UJ
and TX genotypes for all only prenatal development stages.
Instead of using a linear model as already shown in [32], we chose to perform Student’s t-test to compare the
differences in the expression of a combination of genes (average of genes that belong to the same biological
function) between genotypes at the same time points in each species separately. We only analyzed time
points included in the maturation process at a time. Indeed, we did not included all time points because
we were focused only on the end of gestation. The threshold for significance was p < 0.05. Regarding the
gene selection, as explained in the Results and Discussion section, we chose genes which were annotated
with the same biological process GO-term (except for genes for fast twitch muscle fibre structural protein
genes chosen according to [29]), expressed in all three datasets, and co-expressed throughout development
within each genotype within each species, but they were not necessarily co-expressed between genotypes
of the same species, or between species.
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Figure 1. Overview of gestation for each species. A scale between 0 and 1 with 1 corresponding
to birth was used. Time points with gene expression data used in the datasets analysed are shown for
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Figure 2. The expression profiles of six gene sets through development in cattle, sheep and
pig. The expression levels of gene sets are the average z-scores of the genes in each gene set: after a
z-transformation, genes were averaged across GO-ontology for each genotype. The maturation process is
represented according to red lines. (A) Cell cycle gene set. (B) ECM gene set. (C) Fast twitch muscle
fibre structural protein gene set. (D) Mitochondrial transport gene set. (E) Lipid metabolism gene set.








Glycogen, lipid and oxidative metabolisms
Figure 3. Global fetal development in all three farm species. A scale between 0 and 1 with 1
corresponding to birth was used. The maturation process occurs during the last trimester of gestation. A
change of gene expression is observed with a decrease in cell division as the number of muscle fibers is set
by the end of the second trimester and a increase of metabolic process to ensure the establishment of













Large White +++ + +++ +
Meishan + +++ + +++
Cattle
Piedmontese x Hereford +++ + +++ +
Wagyu x Hereford + +++ + +++
Sheep
Texel +++ + +++ +
Ujumqin + +++ + +++
Table 1. Muscle genotype characteristics for each specie (pigs, cattle and sheep)
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Gene Set Biological process Genes
Cell cycle1 Cell cycle process CDC6, CDC20, CDCA3,
CCNB1, CCNB2, KIF20A,
CKAP2




















Glycogen metabolic process GAA, PYGM, PPP1R1A,
PPP1R3A, GSK3A
Table 2. Gene sets identified to compare species and breeds 1GO term were the source of these

















d90 No diff.∗ < 0.01 < 0.01 < 0.01 < 0.05 No diff.
d110 No diff. < 0.01 < 0.01 < 0.01 < 0.01 < 0.05
Sheep
d120 < 0.01 No diff. < 0.05 No diff. No diff. No diff.
d135 < 0.01 No diff. No diff. No diff. < 0.05 No diff.
Cattle d280 < 0.01 < 0.05 No diff. No diff. < 0.05 No diff.
Table 3. P-values obtained between breeds for each gene sets in each specie (pigs, cattle and sheep) ∗corresponding to no
significant differences between breeds.
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4.2 Inte´gration de donne´es issues de diffe´rents tis-
sus pour une espe`ce
4.2.1 Introduction
Dans cette partie, nous allons de´crire l’inte´gration de donne´es de meˆme type, c’est-
a`-dire plusieurs transcriptomes (provenant de plusieurs tissus) pre´leve´s a` partir des
meˆmes individus. Dans le projet Porcinet, nous disposons de donne´es transcrip-
tomiques musculaires, mais e´galement de donne´es transcriptomiques issues d’autres
tissus comme les surre´nales, le foie et le sang du cordon. Toutes ces informations ont
e´te´ obtenues sur un meˆme groupe d’individus. Cependant, il est important de noter
que quelques donne´es omiques manquent pour certains individus, engendrant ainsi
des proble`mes de lignes manquantes lors de l’inte´gration de donne´es, notamment
pour l’utilisation de strate´gies de statistiques multidimensionnelles. Les me´thodes
statistiques multidimensionnelles sont utilise´es pour inte´grer diffe´rents tableaux de
donne´es obtenues a` partir des meˆmes individus. Je vais, dans un premier temps,
brie`vement de´crire quelques me´thodes statistiques multidimensionnelles qui ont e´te´
utilise´es durant la the`se, et notamment la me´thode d’analyse factorielle multiple
(AFM), permettant d’inte´grer plus de deux tableaux de donne´es (section 4.2.2).
Nous avons propose´ une extension a` l’AFM visant a` contourner les lignes man-
quantes lors de l’estimation des composantes de l’AFM. Notre strate´gie, appele´e
MI-MFA (pour multiple imputation - MFA), consiste en l’application du principe de
l’imputation multiple dans le cadre de l’AFM. Brie`vement, les lignes manquantes
pour un groupe de variables donne´ sont impute´es par des valeurs plausibles de fac¸on
ale´atoire et une AFM est effectue´e sur ces donne´es impute´es. Cette ope´ration est
re´alise´e m fois afin d’obtenir m configurations AFM. Par la suite, l’utilisation de
la me´thode STATIS (Structuration des Tableaux A Trois Indices de la Statistique)
permet de de´terminer un ensemble consensus entre ces m configurations. Un arti-
cle de´crivant cette extension a e´te´ accepte´ dans le journal BMC Bioinformatics en
septembre 2016 et est pre´sente´ dans la section 4.2.3. Pour finir, la MI-MFA sera
illustre´e avec les donne´es Porcinet.
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4.2.2 Aperc¸u de quelques me´thodes d’analyse multidimen-
sionnelle
Afin d’analyser conjointement plusieurs tableaux de donne´es, les me´thodes statis-
tiques de projections multidimensionnelles peuvent eˆtre utilise´es. Ces strate´gies,
ge´ne´ralement choisies comme premie`re analyse statistique exploratoire, ont des ob-
jectifs plus ou moins diffe´rents en fonction de la question biologique pose´e, comme
structurer et re´sumer les donne´es ou encore comparer et extraire des groupes de
variables. L’objectif peut eˆtre de de´gager les caracte´ristiques principales issues des
donne´es comme des effets biologiques ou des effets techniques non-de´sire´s. Plusieurs
me´thodes ont e´te´ de´veloppe´es et propose´es dans la litte´rature, dont l’analyse cano-
nique des corre´lations (ACC) (ou canonical correlation analysis (CCA)) (Hotelling,
1936), la re´gression des moindres carre´s partiels (ou partial least square (PLS))
(Wold, 1966; Wold et al., 2001) ou encore l’analyse factorielle multiple (AFM) (ou
multiple factor analysis (MFA)) (Escofier & Page`s, 1988-1998; Page`s, 2002).
Dans cette partie, j’ai choisi de de´crire les me´thodes ACC et PLS car elles ont e´te´
applique´es (dans leurs versions sparse) a` nos donne´es lors de la se´lection de spots
prote´iques a` identifier (voir Voillet et al. (2016b), section 3.3). Ces me´thodes ont
pour objectif d’explorer les relations entre deux groupes de variables quantitatives
observe´es sur un meˆme groupe d’individus. La description de ces deux strate´gies est
largement inspire´e du document Multivariate projection methodologies for the explo-
ration of large biological data sets e´crit par Leˆ Cao (2014). La me´thode AFM sera
e´galement pre´sente´e ; c’est une me´thode factorielle adapte´e a` l’e´tude de tableaux
(deux ou plus) dans lesquels un ensemble d’individus est de´crit par plusieurs en-
sembles de variables. Son objectif, proche de celui de l’analyse en composantes
principales, est donc de repre´senter un ensemble de groupes de variables observe´es
sur un ensemble d’individus, avec l’aide de variables latentes (non observe´es), afin de
re´duire le nombre de dimensions (et donc le nombre de variables). Une ame´lioration
de cette me´thode a e´galement e´te´ propose´e afin de contourner les proble`mes des in-
dividus manquants lors de l’estimation des composantes de l’AFM (voir Voillet et al.
(2016a), section 4.2.3.2). Toutes les strate´gies d’analyse multidimensionnelle ne sont
pas exhaustivement pre´sente´es ici. Par exemple, l’analyse de co-inertie (ACO), de´ja`
utilise´e dans le cadre de donne´es omiques (Culhane et al., 2003; Fagan et al., 2007),
et son extension (analyse de co-inertie multiple (ACOM)) capable d’inte´grer plus
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de deux tables de donne´es simultane´ment (Meng et al., 2014), ne sont pas de´crites
dans cette partie. L’ACO est une me´thode ite´rative dans laquelle, a` chaque e´tape,
on cherche un couple de vecteurs (correspondant a` chacun des ensembles de donne´es)
ve´rifiant certaines contraintes d’orthogonalite´s et en maximisant un crite`re de co-
variance (c’est une me´thode assez proche de la PLS). L’ACOM ge´ne´ralise a` plus
de deux tableaux l’ACO. Contrairement a` l’ACC et la PLS, ces deux me´thodes ne
proposent pas de version sparse permettant la se´lection de variables. C’est pour
cette raison que nous ne les avons pas retenues dans notre e´tude.
4.2.2.1 Rappels sur l’analyse en composantes principales (ACP)
En amont de la description de l’ACC, de la PLS et de l’AFM, les bases de l’analyse
en composante principale (ACP) vont eˆtre succinctement pre´sente´es. L’ACP est une
me´thode exploratoire tre`s souvent utilise´e comme premie`re analyse des donne´es. Son
objectif est de re´duire le nombre de variables et d’identifier les sources majeures de
variation dans la table de donne´es. L’ide´e principale est donc de trouver des variables
latentes, appele´es composantes principales, combinant de fac¸on line´aire les variables
initiales afin de rechercher le sous-espace le plus repre´sentatif des donne´es.
Nous de´signerons par X la matrice de dimension n individus et p variables. La
re´duction de dimension est obtenue par la projection des individus dans un sous-
espace de plus petite dimension, espace de´termine´ par les composantes principales.
La de´termination de l’axe principal correspond a` la combinaison line´aire des va-
riables ou` un coefficient est applique´, tel que la variance du nuage de points (des
n individus) autour de cet axe soit maximale. Ces coefficients sont appele´s les
facteurs principaux (ou loading vectors en anglais), et sont associe´s a` une composante
principale (Figure 4.1). Une image est bonne lorsque l’on observe un maximum de
la variabilite´ des donne´es. Ainsi, pour une matrice de donne´es X, l’objectif est de
de´terminer la composante principale expliquant le maximum de variance :
arg max||ah||=1 var(Xa
h)
avec ah le facteur principal associe´ a` la composante principale th avec h = 1, ..., H ;
et sous la contrainte que ah ait une norme de 1. La composante principale est de´finie
comme th = Xah. En outre, les composantes principales sont orthogonales entre
elles.
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Figure 4.1 – Vue sche´matique de la de´composition de la matrice X pour l’ACP.
La de´composition de la matrice X pour l’ACP consiste en un ensemble de composantes
principales, chacune e´tant associe´e a` des vecteurs de coefficients appele´s facteurs princi-
paux (ou loading vectors).
Les composantes principales sont calcule´es en maximisant l’inertie du nuage projete´.
Cela passe par la de´termination des valeurs et vecteurs propres de la matrice de
variance-covariance XTX, ou alors par la de´composition en valeurs singulie`res de X
lorsque le nombre de variables est plus grand que le nombre d’individus. La premie`re
composante principale est de´finie comme e´tant la combinaison line´aire des variables
expliquant la plus grande quantite´ de variation. Ce sous-espace, passant par le
centre de gravite´, a comme direction le vecteur propre associe´ a` la plus grande valeur
propre de la matrice de variance-covariance. La deuxie`me composante principale est
conside´re´e comme e´tant la combinaison line´aire expliquant la plus grande quantite´
de variations re´siduelles, et e´tant orthogonale a` la premie`re composante principale.
Les composantes peuvent e´galement eˆtre calcule´es par l’utilisation de l’algorithme
NIPALS (Non-Linear Iterative Partial Least Square). Le principe de cet algorithme
(proce´dure de re´gression locale de fac¸on ite´rative) peut eˆtre utilise´ afin de re´aliser une
ACP avec des donne´es manquantes sans a` avoir supprimer les individus a` donne´es
manquantes, ni a` estimer les donne´es manquantes. Cet algorithme permet d’estimer
les parame`tres d’un mode`le (ici, ah et th) a` l’aide d’une suite de re´gressions simples
entre les donne´es et une partie des parame`tres.
4.2.2.2 Analyse canonique des corre´lations (ACC)
L’ACC pre´sente des analogies avec l’ACP pour la construction et l’interpre´tation
des graphiques. Cependant, contrairement a` l’ACP, l’ACC permet aussi, de fac¸on
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syme´trique, d’e´tudier les relations entre deux groupes de variables. Son objectif est
donc d’explorer les relations entre deux groupes de variables quantitatives observe´es
sur un meˆme ensemble d’individus. Nous de´signerons par X la matrice de dimension
n x p contenant les donne´es relatives au premier ensemble de variables et par Y
































X-canonical factors Y-canonical factors
Figure 4.2 – Vue sche´matique de la de´composition des matrices X et Y pour
l’ACC. La de´composition des matrices X et Y consiste en un ensemble de variables
canoniques (th et uh) et de facteurs canoniques associe´s (ah et bh) a` ces vecteurs.
L’ACC cherche a` maximiser la corre´lation entre une combinaison line´aire des va-
riables de X et une combinaison line´aire des variables de Y :
arg maxah,bh cor(Xa
h, Y bh)
ou` var(Xah) = var(Y bh) = 1 avec h = 1, ..., H, les vecteurs (th = Xah, uh = Y bh)
sont les variables canoniques et ah, bh sont les facteurs canoniques associe´s a` ces
vecteurs.
Il est important de noter que, contrairement a` l’ACP et la PLS pre´sente´e plus loin
(section 4.2.2.3), les facteurs canoniques ne sont pas directement interpre´tables pour
identifier l’importance des variables dans la mise en relation de X et Y . Cependant,
on peut repre´senter les variables sur un cercle de corre´lation, en projetant X et Y
sur les espaces engendre´s par les variables canoniques th et uh avec h = 1, ..., H.
Les coordonne´es obtenues sont les corre´lations entre les variables initiales et les
variables canoniques. Ainsi, il est possible de de´terminer des clusters de variables
125
Inte´gration de donne´es he´te´roge`nes
fortement corre´le´es entre les deux tables de donne´es. En revanche, lorsque le nombre
de variables est tre`s grand, l’ACC tend a` donner plusieurs corre´lations canoniques
proches de 1, indiquant ainsi que le sous-espace canonique ne semble pas couvrir
toutes les observations pertinentes. En outre, la mise en œuvre de l’ACC ne´cessite





). Or, lorsque le nombre de variables (p et q) est plus grand que le
nombre d’individus n, ou lorsque les variables sont fortement corre´le´es entre elles,
ces matrices ont tendance a` eˆtre singulie`res et donc non-inversibles, ou mal condi-
tionne´es (avec des matrices inverses instables). Une version re´gularise´e de l’ACC
(rACC) a e´te´ de´veloppe´e pour traiter ces proble`mes de haute dimension (Gonza´lez
et al., 2008). Cette me´thode calcule des parame`tres de pe´nalite´s par validation
croise´e afin d’obtenir des vecteurs canoniques stables. Cette strate´gie est disponible
dans le package R mixOmics et utilise´e lors d’analyses de donne´es de type omique
(Gonza´lez et al., 2012).
4.2.2.3 Re´gression des moindres carre´s partiels (PLS)
Comme l’ACC, la PLS est une approche permettant d’observer, par l’utilisation
d’un mode`le multivarie´, les relations entre deux matrices de donne´es X et Y ayant
les meˆmes individus. Cette approche posse`de l’avantage de ne pas eˆtre limite´e par
le nombre et la coline´arite´ des variables. Plusieurs modes de PLS existent :
• mode re´gression (ou classique) permettant d’expliquer les relations entre
X et Y par la pre´diction de Y selon X (Leˆ Cao et al., 2008). L’algorithme
NIPALS est a` la base de la re´gression PLS ;
• mode canonique permettant d’expliquer les relations entre X et Y de fac¸on
syme´trique (Leˆ Cao et al., 2009).
Le principe est base´ sur la de´composition des matrices X et Y en variables latentes
et vecteurs de poids associe´s (Figure 4.3). Comme pour l’ACC, les variables latentes
sont des combinaisons line´aires de variables, mais ici l’objectif est de maximiser la
covariance et non la corre´lation entre ces variables latentes :
arg max||ah||=1,||bh||=1 cov(Xa
h, Y bh)
avec h = 1, ..., H et ou` les vecteurs (th = Xah, uh = Y bh) sont les variables latentes et
les vecteurs ah, bh sont les poids (ou loading vectors) associe´s a` ces variables. L’ide´e
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principale de la PLS est d’effectuer successivement des re´gressions en utilisant des
projections sur les variables latentes. Les composantes de la PLS (th et uh) sont
des combinaisons line´aires des variables initiales. Les coefficients de´finissant ces
variables latentes sont de´termine´s par des re´gressions locales. Comme avec l’ACP,
les variables latentes sont directement interpre´tables, indiquant comment certaines
variables de X et Y peuvent expliquer les relations entre X et Y . Ces variables





























X-loading vectors Y-loading vectors
Figure 4.3 – Vue sche´matique de la de´composition des matrices X et Y pour la
PLS. La de´composition des matrices X et Y consiste en un ensemble de variables latentes
(th et uh) et de vecteurs de poids des variables (ou loading vectors) (ah et bh).
Comme souligne´ pre´ce´demment, il existe une version en mode re´gression ou` la PLS
mode´lise une relation asyme´trique entre X et Y , Y e´tant pre´dit par X ; et une
version en mode canonique ou`, comme pour l’ACC, les relations entre X et Y sont
bi-directionnelles (ou syme´triques).
Afin d’ame´liorer l’interpre´tation de cette me´thode, une version parcimonieuse
(sparse) a e´galement e´te´ de´veloppe´e (Leˆ Cao et al., 2008, 2009). L’objectif est de
permettre la se´lection de variables pour la mode´lisation entre X et Y . La se´lection
de variables est effectue´e via l’utilisation d’une pe´nalisation de type LASSO (least
absolute shrinkage and selection operator) sur les vecteurs loadings simultane´ment.
La version sparse de la PLS existe pour les deux modes, canonique et re´gression.
Comme pour l’ACC, la PLS est disponible dans le package R mixOmics.
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4.2.2.4 Analyse factorielle multiple (AFM)
Les me´thodes capables de traiter plus de deux tableaux de donne´es sont dites de type
k-tableaux, comme l’AFM (Escofier & Page`s, 1988-1998; Page`s, 2002). L’objectif
de l’AFM est l’exploration simultane´e de groupes de variables ayant les meˆmes
individus. Le coeur de l’AFM est une ACP sur le jeu de donne´es global (con-
cate´ne´), ou` les diffe´rents groupes de variables ont pre´alablement e´te´ ponde´re´s. Cette
ponde´ration rend possible l’analyse des diffe´rents groupes de variables en s’assurant
qu’aucun de ces groupes n’influencera l’analyse plus qu’un autre. La Figure 4.4
illustre de fac¸on sche´matique les e´tapes de l’AFM.
Conside´rons un jeu de donne´es K = [K1, K2, ..., KJ ] ou` Kj correspond a` un groupe
de variables j. Lors d’une AFM, trois e´tapes se succe`dent :
• (i) plusieurs analyses se´pare´es sont effectue´es par la re´alisation d’ACP sur
chaque groupe de variables Kj ;





a` la premie`re valeur propre de la matrice de variance-covariance associe´e au
groupe de variables Kj ;
• (iii) une analyse globale est effectue´e. Cette analyse est une ACP sur le jeu de
donne´es global K avec les poids 1/
√
λj1 pour chaque table Kj. Les graphiques
(projections des individus et variables) de l’AFM sont ceux d’une ACP.
L’AFM permet de chercher des facteurs communs en fournissant une repre´sentation
graphique de chaque groupe de variables (Figure 4.5). Cette me´thode donne la
visualisation de la structure commune et spe´cifique, e´mergeant des diffe´rents groupes
de variables Kj. Ainsi, elle permet de comparer les principaux facteurs de variabilite´
en reliant les repre´sentations des groupes et des variables. La superposition des
repre´sentations des J nuages d’individus dans un meˆme sous-espace engendre´ par
l’AFM est possible par la proprie´te´ :









ou` s est le nume´ro de la composante (axe) de l’AFM e´tudie´, Fs(i
j) est le vecteur
des coordonne´es de l’individu i de Kj le long de l’axe us, λ
j
1 est la premie`re valeur
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propre de l’ACP de Kj, λs est la s
ieme valeur propre de l’AFM (ACP globale) et
Gs(k) les coordonne´es de la variable k de Kj pour l’axe us.
L’AFM est disponible dans le package R FactoMineR. Cette me´thode est
ge´ne´ralement applique´e a` des donne´es de type sensoriel, comme des donne´es trai-
tant de la qualite´ des aliments, mais elle a de´ja` e´te´ utilise´e pour des donne´es
de me´tabonomique (Dumas et al., 2005) ou des donne´es de ge´nomique et trans-
criptomique (de Tayrac et al., 2009).
Au niveau des diffe´rences concernant les me´thodes ACC/PLS et AFM, l’AFM est
principalement une analyse descriptive globale de donne´es concate´ne´es et ponde´re´es,
ou` plusieurs jeux de variables sont e´tudie´es simultane´ment. Cette me´thode peut
notamment eˆtre utilise´e afin d’analyser les structures conjointes entre plusieurs jeux
de donne´es. Les structures communes sont mises en avant, et des sorties graphiques
facilement analysables sont fournies afin d’identifier une signification biologique (s’il
y en a une). La CCA et la PLS sont, quant a` elles, des me´thodes de maximisation
de corre´lation ou covariance (respectivement), ou` l’objectif principal est d’observer
les relations entre variables des diffe´rents jeux de donne´es. En outre, les versions
sparse de ces me´thodes permettent e´galement la se´lection des variables qui sont les
plus importantes pour la mode´lisation.
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Figure 4.4 – Vue sche´matique de l’AFM. (i) J groupes de variables mesure´es sur les
meˆmes individus. (ii) Des ACPs sont re´alise´es pour chaque groupe de variables Kj , suivi




1 est la premie`re valeur propre de l’ACP de Kj . (iii)
Re´alisation d’une ACP globale sur le jeu de donne´es K.
Figure 4.5 – Principe de la superposition des repre´sentations fournie par l’AFM
(de Page`s (2002)). Chaque nuage de points partiel N jI est projete´ sur les axes obtenus
par le nuage de points moyen NI .
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4.2.3 Contribution de la the`se : les valeurs manquantes
dans le cadre de l’AFM
4.2.3.1 Les valeurs manquantes en biologie
Quels que soient les types de donne´es, les valeurs manquantes sont souvent pre´sentes
pour diverses raisons. En outre, les risques d’eˆtre confronte´ a` des valeurs manquantes
augmentent de fac¸on concomitante avec le nombre de sources d’informations. Tre`s
souvent les valeurs manquantes sont suppose´es eˆtre manquantes au hasard. Dans
cette the`se, nous allons traiter des cas spe´cifiques pour lesquels nous avons toute une
ligne de valeurs manquantes dans un ou plusieurs tableaux, typiquement des valeurs
manquantes d’un individu pour tout un groupe de variables. Avec les donne´es
omiques, ge´ne´ralement pre´leve´es sur un meˆme groupe d’individus, il est fre´quent
que des individus soient manquants pour tout un groupe de variables. A l’heure
actuelle, il existe encore tre`s peu d’articles scientifiques dans la litte´rature abordant
cette the´matique.
L’inte´gration de donne´es he´te´roge`nes e´tant un challenge dans le domaine de la
biologie des syste`mes, notamment avec les donne´es de type omique, le proble`me
des lignes manquantes pour tout un groupe de variables peut entraˆıner des pertes
d’informations et donc des modifications au niveau des conclusions biologiques. Les
me´thodes de statistique multidimensionnelle, comme l’ACC, la PLS ou l’AFM,
ne peuvent pas eˆtre applique´es directement sur des jeux de donne´es ayant des
valeurs manquantes. Lorsque des lignes manquantes sont pre´sentes, deux options
s’offrent aux scientifiques : soit supprimer l’individu, ceci entraˆınant une perte
d’information ; soit les remplacer par des valeurs plausibles (comme la moyenne
des observations). Dans la litte´rature, peu de strate´gies ont e´te´ de´veloppe´es dans
le cadre d’analyses multidimensionnelles (Van de Velden & Bijmolt, 2006; Van de
Velden & Takane, 2011). L’ide´e principale de ces me´thodes est d’essayer d’estimer
des parame`tres (comme les dimensions ou les axes) en imputant les valeurs man-
quantes par l’utilisation d’algorithmes ite´ratifs.
Dans le cadre de l’AFM, une strate´gie a e´te´ de´veloppe´e par Husson & Josse (2013),
appele´e la regularized iterative MFA (RI-MFA). Cette me´thode, inspire´e de la regu-
larized PCA (Josse & Husson, 2012), consiste en une alternance entre l’estimation
des axes et composantes de l’AFM, et l’estimation des valeurs manquantes. Dans
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cette the`se, nous avons souhaite´ proposer une me´thode alternative, appele´e multi-
ple imputation - MFA (MI-MFA), dans laquelle nous avons imple´mente´ l’algorithme
d’imputation multiple dans le cadre de l’AFM. Notre objectif est d’imputer les lignes
manquantes dans une analyse AFM afin d’estimer les composantes de cette dernie`re.
Notre me´thode est pre´sente´e dans la partie suivante 4.2.3.2 et est applique´e a` nos
donne´es dans la partie 4.2.3.3.
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4.2.3.2 Article 4 : Voillet et al., BMC Bioinformatics, 2016
Cette section correspond a` l’article suivant accepte´ en septembre 2016 dans le journal
BMC Bioinformatics:
• V. Voillet, P. Besse, L. Liaubet, M. San Cristobal and I. Gonza´lez. Handling
missing rows in multi-omics data integration: multiple imputation in multiple
factor analysis framework. BMC Bioinformatics 17, 402 (2016).
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METHODOLOGY ARTICLE Open Access
Handling missing rows in multi-omics
data integration: multiple imputation in
multiple factor analysis framework
Valentin Voillet1†, Philippe Besse2, Laurence Liaubet1, Magali San Cristobal1,2
and Ignacio González3*†
Abstract
Background: In omics data integration studies, it is common, for a variety of reasons, for some individuals to not be
present in all data tables. Missing row values are challenging to deal with because most statistical methods cannot be
directly applied to incomplete datasets. To overcome this issue, we propose a multiple imputation (MI) approach in a
multivariate framework. In this study, we focus on multiple factor analysis (MFA) as a tool to compare and integrate
multiple layers of information. MI involves filling the missing rows with plausible values, resulting inM completed
datasets. MFA is then applied to each completed dataset to produceM different configurations (the matrices of
coordinates of individuals). Finally, theM configurations are combined to yield a single consensus solution.
Results: We assessed the performance of our method, named MI-MFA, on two real omics datasets. Incomplete
artificial datasets with different patterns of missingness were created from these data. The MI-MFA results were
compared with two other approaches i.e., regularized iterative MFA (RI-MFA) andmean variable imputation (MVI-MFA).
For each configuration resulting from these three strategies, the suitability of the solution was determined against the
true MFA configuration obtained from the original data and a comprehensive graphical comparison showing how the
MI-, RI- or MVI-MFA configurations diverge from the true configuration was produced. Two approaches i.e., confidence
ellipses and convex hulls, to visualize and assess the uncertainty due to missing values were also described. We
showed how the areas of ellipses and convex hulls increased with the number of missing individuals. A free and
easy-to-use code was proposed to implement the MI-MFA method in the R statistical environment.
Conclusions: We believe that MI-MFA provides a useful and attractive method for estimating the coordinates of
individuals on the first MFA components despite missing rows. MI-MFA configurations were close to the true
configuration even when many individuals were missing in several data tables. This method takes into account the
uncertainty of MI-MFA configurations induced by the missing rows, thereby allowing the reliability of the results to be
evaluated.
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Background
Due to the increase in available data information [1], inte-
grating large amounts of heterogeneous data is currently
one of the major challenges in systems biology. Biological
data integration provides scientists with a deeper insight
into complex biological processes. However, when dealing
with multiple data tables, the presence of missing values is
a common situation for a variety of reasons. In omics data
integration studies, it is common for some individuals to
not be present in all data tables, resulting in a specific
missing data pattern for multiple tables, as shown in Fig. 1.
For instance, in clinical studies, this can occur when a
patient forgets to fill out a form. It also can be attributable
to the study design if individual data are expensive or
difficult to measure.
Missing row values for a table of variables are challeng-
ing to handle because most statistical methods cannot be
directly applied to incomplete datasets. In the multiple
multivariate framework, several approaches have already
been proposed to deal with missing row values [2]. The
only methods widely available for analyzing incomplete
data focus on removal of themissing rows, either by ignor-
ing subjects with incomplete information or by replacing
the missing items with plausible values (e.g., means of
the observed cases). In multivariate statistical analysis,
case deletion procedures can be very inefficient, discard-
ing an unacceptably high proportion of subjects because
even if the per-table rates of missing rows are low, only
a few subjects may have complete data for all tables. In
addition, case-deletion procedures may bias the results
if the remaining subjects providing the complete data
are unrepresentative of the entire sample [3, 4]. On the
other hand, simple mean substitution can seriously dis-
tort the marginal and joint distribution of the variables [5]
and be an issue because many statistical methods rely on
estimation of the variance-covariance matrix.
Recently, two approaches have been proposed to deal
with missing row values in multiple multivariate analy-
sis. The first method, introduced by Van de Velden and
Bijmolt (2006) [6], was developed in the context of gener-
alized canonical correlation analysis. Its application in the
omics framework is often limited by the size, noise and
multicollinearity of the data [7, 8]. The second method,
described in Husson and Josse (2013) [9], was devel-
oped in the context of multiple factor analysis (MFA).
This method, designated regularized iterative MFA (RI-
MFA), was derived from a method available in principal
component analysis (PCA) and consists of alternating the
estimation of axes and components, and the estimation
of missing values [10, 11]. Here we consider an alterna-
tive method, involving a multiple imputation approach
adapted to the MFA framework, and called MI-MFA.
Multiple imputation (MI) was proposed by Rubin (1987)
[3] in order to estimate both the parameters of interest
and their variability in a data missingness framework. It
relies on the principle that a single value cannot reflect
the uncertainty of the estimation of a missing value. First,
MI is used to generate plausible synthetic data values,
called imputations, for missing values in the data. This
step results in a number (M) of imputed datasets in which
the missing data are replaced by random draws of plau-
sible values according to a specific statistical model. The
second step consists of analyzing each imputed dataset
using a statistical method that estimates the parameters
of interest. This step results in M analyses (instead of
just one) which differ only because the imputations dif-
fer. Finally, MI combines all the results together to obtain
a single consensus estimate, thereby combining variation
within and across the M imputed datasets. Under fairly
liberal conditions, this last step results in statistically valid
estimates that properly reflect sampling variability.
The major challenge in MI involves generating pos-
sible values for each missing observation. Statistically
advanced imputation procedures can therefore be used
for this. Two general approaches are often used for
imputing multivariate data: joint modeling (JM) [12]
and fully conditional specification (FCS), also known as
multivariate imputation by chained equations (MICE)
[13, 14]. JM involves specifying a multivariate distribu-
tion for the missing data and drawing imputations from
their conditional distributions by Markov chain Monte
Carlo (MCMC) techniques. FCS specifies the multivari-
ate imputationmodel on a variable-by-variable basis using
a set of conditional models, one for each incomplete
variable.
The key issue in JM is appropriate specification of
the multivariate distribution. A multivariate normal
model has often been used as it is computationally
tractable (because only the mean vector and the variance-
covariance matrix need to be estimated). This model
has even been used when some of the variables are not
Gaussian. However, the main weakness of JM is that it
can only be applied when the imputation involves a small
number of variables. This is not very common in omics
datasets that are often composed of tens of thousands
of variables, or more. FCS allows greater flexibility than
JM in creating multivariate models. Indeed, FCS can use
specialized imputation models by separately defining the
conditional densities for each variable, even if this can
require a considerable amount of work. When the num-
ber of variables is large, it is often impractical and too
computer-intensive to test and develop the best models
for each variable. As an alternative to the JM and FCS
approaches, we propose using the hot-deck imputation
approach [5]. This approach is a nonparametric imputa-
tion method that resolves the most important limitation
of the JM and FCS approaches as it can be applied to data
tables containing more than just a few variables.
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Fig. 1 Pattern of missingness. Pattern of missing values specific to multiple data tables with missing rows for some tables of variables. The colored
parts represent strata of the observed data, whereas the empty parts indicate missing data
When using the MI method, special attention must be
given to the process that gave rise to the missing data,
referred to as the missing data mechanism. Most meth-
ods for generating multiple imputations, fully-, semi- and
non-parametric methods, assume that the mechanism
responsible for missing data is ignorable [5, 15]. Briefly, if
the missing data mechanism is ignorable, then the anal-
ysis can focus on the observed values rather that also
having to model the process that resulted in certain val-
ues being observed and certain values being missing. If
the assumption of an ignorable missing-data mechanism
is valid, then statistical methods that rely on that assump-
tion can be expected to produce results with minimal bias.
One way that the missing-data mechanism can be viewed
as ignorable is if the missing data are missing completely
at random (MCAR). For data to be MCAR, there must
not be any systematic differences between the cases that
have missing items and the cases that are fully observed.
In microarray experiments, technical failure, low signal-
to-noise ratio and measurement errors can for instance
be considered as sources of MCAR patterns. The missing-
data mechanism can also be viewed as ignorable under the
less restrictive missing at random (MAR) scenario, which
allows missingness to depend on observed variables but
not on unobserved variables. Late-stage cancer patients,
as compared to early-stage cancer patients, unfortunately
have more chance of dropping out of follow-up studies,
which may result in a MAR pattern in a clinical data
table. When the ignorability assumption does not hold,
the imputation needs to be drawn from the posterior
distribution of the missing data given the complete data
and the missingness mechanism. Non-ignorable miss-
ing data occurs frequently in mass-spectrometry-based
experiments. Measures too close to the limit of detection
of the instrument are censored, resulting in a higher rate
of missing values. The probability of being missing is, in
this particular case, directly dependent on the intensity
value. In this paper, we decided to focus on models with
ignorable missing-data mechanisms.
Methods
Mathematical basis of multiple factor analysis (MFA)
MFA [16] is devoted to the simultaneous exploration
of multiple data tables where the same individuals are
described by several tables of variables. In MFA, the num-
ber and the type of variables (quantitative or categorical)
may vary from one table to another, but within each table
the nature of the variables is the same. Here we focus
on quantitative variables. The aims of MFA are similar to
those of PCA, namely to study the similarities between
individuals from a multidimensional point of view, to ana-
lyze the relationships between variables and characterize
individuals based on these relationships. However, beyond
these conventional uses, MFA can also be used to study
the links between tables of variables and to compare the
information contributed by each table.
MFA analyzes a set of J data tables K1, . . . ,KJ , where
each Kj corresponds to a table of quantitative variables
measured on the same I individuals (for a schematic
overview of MFA see Additional file 1: Figure S1). The
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core of MFA is a PCA in which weights are assigned
to variables. More formally, the matrix of variance-
covariance associated with each data table Kj is decom-
posed by PCA and its largest eigenvalue λ
j
1 is derived.





Finally, a global PCA is performed on the merged and
weighted data table K =[K1, . . . ,KJ ] to obtain the con-
figuration F (the scores matrix or principal components).
The main reason for the weighting step is to remove from
each table all information related to its own dimension-
ality or variance. Therefore, no single table can dominate
the first dimension of the global analysis.
MFA provides the same graphical representations as
PCA (i.e., representation of individuals and variables) but
also, due to the table structure, specific representations
such as the table representation and the superimposed
representation are available [16].
Themultiple imputation multiple factor analysis approach
(MI-MFA)
To deal with multiple tables with missing rows, we pro-
pose the MI-MFA approach, a multiple imputation (MI)
adapted to the framework ofMFA. The aim of ourmethod
is not to get the best possible estimations of the missing
values, but to replace them with plausible values in order
to provide estimates of the MFA configurations. Accord-
ing to MI methodology, the MI-MFA approach is carried
out by performing the following three steps:
1. Imputation: generateM different imputed datasets
K
(1), . . . ,K (m), . . . ,K (M) of K .
2. MFA analysis: perform an MFA on each K (m)
imputed dataset leading toM different
configurations F1, . . . ,Fm, . . . ,FM .
3. Combination: find a consensus configuration
between all F1, . . . ,FM configurations.
These steps are outlined in Fig. 2 and described in detail
in the following sections.
Generating imputed data: multiple hot-deck imputation
Hot-deck imputation involves replacing missing values of
one or more variables with available values from a simi-
lar unit [17]. The observation from which these available
values are taken for imputation is called the donor and
the observation with the missing value, which receives
the donor’s value, is the recipient. The donor can be ran-
domly selected from a set of potential donors, called the
donor pool. Selection of a suitable donor pool is not an
easy task and is beyond the scope of this article [18, 19].
The general principle is to choose donor units that are
as close as possible to the recipient with respect to some
affinity score. Affinity is defined in terms of the degree to
which each potential donor matches the recipient’s val-
ues across all variables other than the one being imputed.
Intuitively, in the framework of stratified multiple omics
tables, the donor pool can be formed of available individu-
als belonging to the same stratum (e.g. cancerous cell line,
treatment, etc.) and the same omics table as the recipient.
Multiple hot decking differs from other forms of hot
decking by using several donors for a single recipient
[20]. Multiple hot-deck imputation proceeds as follows.
Let K =[K1, . . . ,KJ ] be the merged data table containing
missing rows with strata s = 1, . . . , S, then carry out the
following steps (see Fig. 2, hot-deck imputation step):
Step 1. Create donor pools by taking donors belonging
to the same stratum s and the same table Kj as the
recipient. Recipients within the same stratum have
the same donor pool. Suppose always that there is a
large enough number of donors for recipients in each
stratum.
Step 2. For each recipient in Kj, impute the missing indi-
vidual by drawing randomly with replacement a
donor from the corresponding donor pool. Repeat
this procedure until all missing individuals in the J
tables have been imputed.
Step 3. Repeat Step 2 until M different imputed datasets
K
(1), . . . ,K (M) of K are obtained.
By conducting the imputations in this way, it is rea-
sonable to assume that the within-unit between-variables
multivariate relationships are preserved.
The combination procedure: the STATISmethod
The question that arises after using MI in an MFA
framework is how should all the configurations result-
ing from the analyses be combined to obtain a sin-
gle unique estimate of the consensus configuration?
While averaging is an appropriate combination proce-
dure in many other statistical techniques, it is not rec-
ommended for MFA due to possible reflection, dilation
or rotation of the different configurations with respect
to each other [21]. Here we consider an alterna-
tive approach by implementing the STATIS method
which provides a compromise configuration balancing all
configurations.
The STATIS method [22] (which stands for Struc-
turation des Tableaux à Trois Indices de la Statistique
in French) is a generalization of PCA used to simul-
taneously study several tables of variables collected on
the same individuals. The goal of this method is to
analyze the structure of the individual tables (i.e., the
relation between the individual tables) and to derive
from this structure an optimal set of weights for com-
puting a common configuration of the observations.
The solution obtained, called the compromise, is the
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Fig. 2 Overview of our MI-MFA approach to handling missing rows in multi-omics data integration. The top part of the graphic indicates that analysis
starts with observed, incomplete data tables K . In a second step, multiple imputation is performed using the hot-deck imputation approach:M
imputed versions K (1) , . . . ,K (M) of K are obtained by replacing the missing values by plausible data values. These plausible values are drawn from
donor pools. The imputed sets are identical for the non-missing data entries, but differ in the imputed values. The third step is to estimate the
configuration matrix Fm for each imputed dataset K
(m) using MFA. The estimated configurations differ from each other because their input data
differ. The last step is to combine theM estimated configurations F1 , . . . ,FM into a compromise configuration Fc using the STATIS method
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configuration agrees the most with all other configura-
tions. An overview of the STATIS method is presented in
Additional file 1: Figure S2.
STATIS analyzes a set of N tables X1, . . . ,XN , where
each Xn is a table of quantitative variables measured on
the same individuals. The first stage of STATIS consists of
calculating a matrix of cross-products between individu-
als for each tableWn = XnX
T
n (A
T means the transpose of
a vector or a matrix A) reflecting the similarities between
individuals within this table. The use of matrices Wn
instead of Xn simplifies the computation because it obvi-
ates the determination of rotations when matching the
Xn. The basic idea in STATIS is then to find a compro-
mise spaceWc =
∑N
n=1 αnWn that globally balances these
cross-product matrices by choosing a suitable optimal set
of weights α1, . . . ,αN . These weights are obtained from
the PCA of the matrix R whose generic term Rjk gives the








where the trace is the sum of the main diagonal elements
of a square matrix. The first eigenvector obtained from
the PCA of R represents the “agreement between tables”.
Its elements are normalized in such a way that their sum
is equal to 1 and used as weights αn in order to define
Wc. Tables with larger values of αn are more similar to the
other tables and therefore will have a larger weight, while
the weight of the “outlier tables” will be closer to zero with
respect to the other weights. The principal components
from the PCA ofWc then gives the coordinates of the indi-
viduals in the compromise space, called the compromise
configuration.
Implementation of MI-MFA
The MI-MFA algorithm can be summarized as follows
(see Fig. 2):
Step 0. Start with an observed, incomplete dataset K .
Define the number of imputationsM and the dimen-
sionality d of the compromise configuration.
Step 1. Perform multiple hot-deck imputation. For m =
1, . . . ,M:
• Obtain an imputed version K (m) of K , such
that, K (m) = K (m
′) form = m′. The imputed
datasets are identical for the non-missing data
entries, but differ for the imputed values. The
imputed version of the data is obtained by using
the hot-deck imputation approach.
• Perform an MFA using d components on the
imputed dataset K (m) to obtain the
configuration Fm.
Step 2. Perform a STATIS on the set of configurations
F1, . . . ,FM to obtain Fc, the compromise configura-
tion.
Note that the number of dimensions d used in the algo-
rithm has to be chosen a priori. However, the number of
dimensions does not affect the estimation of the imputed
values and the estimation of the compromise configura-
tion.Moreover, for givenK (1), . . . ,K (M) imputed datasets,
solutions provided by the algorithms are nested (the solu-
tion with d dimensions is included in the solution with
d+1 dimensions). Since the core ofMI-MFA is a weighted
PCA, the strategies suggested to choose the number of
components in PCA can be adapted to MI-MFA, but
work needs to be done to validate the quality of these
extensions.
Howmany imputations?
When using MI, one of the uncertainties concerns the
number M of imputed datasets needed to obtain satis-
factory results. The number of imputed datasets in MI
depends to a large extent on the proportion of missing
data. The greater the missingness, the larger the number
of imputations needed to obtain stable results. However,
in multiple hot-deck imputation, the number of imputed
datasets is limited by the size of the donor pools. In any
case, the total number of possible imputations Mtotal can
be calculated before applying the imputation approach
(see Additional file 2). IfMtotal is small (Mtotal ≤ 50), then
M = Mtotal can be used in MI-MFA. The appropriate
number of imputations can be informally determined by
carrying out MI-MFA on N replicate sets of Ml imputa-
tions for l = 0, 1, 2, . . . , with M0 < M1 < M2 < · · · <
Mtotal, until the estimate compromise configurations are
stabilized. More precisely, this approach can be carried
out by applying the following steps:
Step 0. Start with an observed, incomplete dataset K .
Define the number of imputations Ml with M0 <
M1 < M2 < · · · < Mtotal and the number N of
replicate sets ofMl imputations.
Step 1. Create collections I
Ml
n , n = 1, . . . ,N , each one











M0 < M1 < M2 < · · · < Mtotal.
Step 2. For n = 1, . . . ,N , perform anMI-MFA using I
M0
n ,
to obtain N different compromise configurations
Fc
M0
1 , . . . ,Fc
M0
N .
Step 3. Let l = 1.
For n = 1, . . . ,N ,
• perform an MI-MFA using the collection I
Ml
n ,
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n ), a measure of the
distance or correlation between configurations
(for example the RV coefficient [23]).






error of r l).
Step 5. Repeat steps 3 to 4 for l = 2, 3, . . . until the differ-
ences between two subsequent r l (or σ(r l)) become
smaller than a certain convergence criterion.
Uncertainty of MI-MFA solutions
In anMI-MFA framework, after estimating the configura-
tions from the imputed datasets, a new source of variabil-
ity due to missing values can be taken into account. Here
we describe two approaches to visualize the uncertainty
of the estimated MFA configurations attributable to miss-
ing row values. First, an individual plot for all estimated
MFA configurations is constructed. The individual plot is
obtained by projecting each estimatedMFA configuration
onto the compromise configuration (named the trajecto-
ries by Lavit [22]). Each individual is represented by M
points, each corresponding to one of theMMFA configu-
rations. Confidence ellipses and convex hulls can then be
constructed for the M configurations for each individual.
The computed convex hull results in a polygon contain-
ing all M solutions. All individuals have confidence areas,
even those without missing values. Indeed, even if only
the estimation of missing values is the only change, this
will have a possible impact on all MFA parameters. There-
fore, the area of such an ellipse (or convex hull) provides
an insight into the uncertainty of the estimated configu-
ration. The larger the area of an ellipse (convex hull), the
more uncertain the exact location of the individual. Thus,
when the area of an ellipse is large, the scientist should
remain really careful regarding its interpretation.
Performance of the method
We conducted two case studies to assess the performance
of our method. Instead of using theoretical distributions
to generate simulated data, our studies were based on
two real datasets, denoted as the original datasets. Subse-
quently, specific patterns of missingness were created in
these datasets as illustrated in Fig. 1, resulting in what we
called the incomplete datasets. This approach was used
in order to more closely mirror situations that may occur
in the omics context. Next, missing row values were esti-
mated and the resulting complete datasets were referred
to the imputed datasets.
We then compared our MI-MFA method to the RI-
MFA approach [9] and themean variable imputationMFA
(MVI-MFA) method, in which the missing values are sim-
ply replaced by the mean of each variable after which
an MFA is performed on the imputed dataset. This lat-
ter approach was considered as the common base for
comparing the MI-MFA and RI-MFA methods. For each
configuration obtained using MI-, RI- and MVI-MFA,
the similarity between the configuration solution and the
true configuration (based on an MFA using the original
dataset) was assessed from the RV coefficient [23]. The
RV coefficient, which ranges from zero to one, can be
interpreted as a correlation coefficient between twomatri-
ces, which allows the relative positions of objects to be
compared from one configuration to another.
We also provide comprehensive graphical comparisons
of the true vs. the MI-, RI- or MVI- MFA configurations.
The individuals from both configurations are drawn in a
same plot and connected by an arrow, the length of which
indicates the divergence between the two configurations.
Implementation of the analyses
All analyses were performed using the R computing
environment [24]. MFA was performed using the MFA
function of the FactoMineR R package [25]. The statis
function of the ade4 R package [26] was used to determine
the compromise configuration. The RI-MFA method is
implemented in the imputeMFA function available in
the missMDA R package [27]. Note that the number
of components ncp used to predict the missing entries
in the imputeMFA function has to be chosen a pri-
ori. This choice is crucial and difficult [9]. As the
true configuration was known in our case, the num-
ber of components ncp was chosen to minimize the
RV coefficient between the true and the imputeMFA
configurations.
The appropriateness of the results from MI-, RI- and
MVI- MFA was then determined by comparing the con-
figurations resulting from these three strategies with the
true MFA configuration. Due to a possible lack of align-
ment (order change, sign reversal of the components and
rotation) between two configurations (the true vs. theMI-,
RI- or MVI- MFA configuration), it was necessary to align
them before being compared. Ordinary Procrustes Anal-




The datasets originated from a liver toxicity study [29] in
which 64male rats of the inbred Fisher F344/N strain were
exposed to toxic doses of acetaminophen (paracetamol)
in a controlled experiment. Necropsies were performed 6,
18, 24 and 48 h after exposure and mRNA was extracted.
The data consisted of the expression of 3,116 genes and 10
clinical variables considered to be markers of liver injury.
The 64 subjects (rats) were cross-classified in eight strata
(or treatments) according to two factors:
• exposure time: 6, 18, 24 and 48 h;
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• toxic doses of acetaminophen: high (1500 mg/kg or
2000 mg/kg) or low (50 mg/kg or 150 mg/kg).
Eight subjects per stratum were included. These datasets
were downloaded from themixOmics R package [30].
NCI-60 data
The NCI-60 dataset contained transcriptomic [31] and
proteomic [32] tables for a collection of 60 cell lines
from the National Cancer Institute (NCI-60). The NCI-
60 panel included cell lines derived from various cancer
types: colon (7 cell lines), renal (8), ovarian (6), breast (8),
prostate (2), lung (9) and central nervous system (6), as
well as leukemia (6) and melanoma (8). The gene expres-
sion profiles used here were generated using an Agilent
platform [31] and downloaded from Cellminer [33]. Data
were log2-transformed. To facilitate data interpretation
and computation, the transcriptomic data were filtered
to exclude probes that did not map to an official HUGO
gene symbol and to retain only the probe with the high-
est average value when multiple probes mapped to the
same gene, as previously described in [34]. Gene invari-
ants across all 60 cell lines, corresponding to genes with-
out any effect between cancer types, were also removed.
Filtering produced a dataset of 1,433 genes. The NCI-
60 proteome table was also downloaded from Cellminer
[33]. Proteomic data were obtained using high-density
reverse-phase lysate microarrays [32]. Data were log2-
transformed and protein abundance levels were available
for 162 proteins [32].
Results
Liver toxicity data analysis
A specific pattern of missing values was created as illus-
trated in Fig. 1. To obtain an incomplete dataset, three
individuals per stratum were randomly removed from the
transcriptomic table. For this specific pattern, there were
3 × 8 = 24 missing individuals. MI-MFA was then per-
formed on the incomplete dataset using M = 30 imputed
datasets. RI-MFA, and MVI-MFA were also performed.
Figure 3 shows the divergence of the MI-, RI- and MVI-
MFA configurations from the true configuration. As can
be seen, the configuration obtained with MI-MFA was
very close to the true configuration (Fig. 3, top right).
This result was confirmed by the high RV coefficient (0.96
for the first two dimensions). The configurations obtained
with RI-MFA andMVI-MFAwere more distorted and less
close to the true configuration with RV coefficients of 0.77
and 0.84 respectively (Fig. 3, bottom).
The number M of imputed datasets in MI-MFA for
the above incomplete liver toxicity data was determined
as described in the How many imputations section. Col-
lections of size N = 30 were generated for each of
the following numbers of imputations: Ml = 10 l, for
l = 1, . . . , 10. The stability of the estimated MI-MFA
configurations was then determined by calculating the
RV coefficient between the configurations obtained using
Ml and Ml+1 imputations (see Fig. 4, left). As the true
configuration was known, we also described the stability
of the estimated MI-MFA configurations by calculating
the RV coefficients between the true configuration and
those obtained using Ml imputations (see Fig. 4, right).
Although the missing information is substantial, Fig. 4
shows that only a slight increase in precision was obtained
by using more than 30 imputations.
MI-MFA was also applied to different scenarios of miss-
ingness. First, MFA was performed on the original dataset
to obtain the true configuration. Secondly, individuals
were randomly removed from each stratum in the original
transcriptomic table. For this, three scenarios were con-
sidered for the number of missing rows (i.e. low, medium
and high), in which there were respectively one, two and
three missing rows per stratum. The total number of
missing rows per scenario was therefore 8, 16 and 24
respectively. Thirdly, for each missingness scenario, 50
incomplete datasets were randomly chosen for analysis.
As previously, MI-MFA was performed on each incom-
plete dataset using M = 30 imputed datasets. RI-MFA,
as well as MVI-MFA, were also computed. The RV
coefficients between the true configuration and the con-
figurations obtained using each method (for the first two
dimensions) were then calculated. Figure 5 shows the
mean of the RV coefficients for the 50 two-dimensional
configurations as a function of the missingness scenario
for each method. Note that the average results using MI-
MFA were always better than with RI-MFA or MVI-MFA,
whatever the scenario. The RV coefficients between the
true configuration and the MI-MFA configuration were
close to one and remained satisfactory even when the
number of missing row values was high, and the results
obtained with the RI-MFA and MVI-MFA decreased
significantly.
The performance of the MI-MFA procedure was then
further investigated for more complex scenarios of miss-
ingness. More precisely, missing row values were inserted
into each stratum (e.g. high-6h treatment) of the original
dataset (including both transcriptomic and clinical tables)
according to the scenarios illustrated in Table 1.
Twenty incomplete datasets were then selected at ran-
dom from each stratum (treatment) and each scenario. All
analyses (MI-MFA, RI-MFA and MVI-MFA) and the cal-
culation of the RV coefficient were performed in the same
way as previously described. Figure 6 (and Additional
file 1: Figure S3) shows the means of RV coefficients for
the two-dimensional configurations as a function of the
scenarios for each method.
For almost all the scenarios, the average results obtained
with MI-MFA were better than with the other methods.
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Fig. 3 Comparison of MFA configurations for the liver toxicity data analysis. Representation of the individuals on the two-dimensional configuration
obtained by performing MFA on the complete dataset (top left) and, MI-MFA (top right), RI-MFA (bottom left) and MVI-MFA (bottom right) versus the
true configuration. Dots and arrows represent the projected coordinates from the true configuration and the imputation MFA method, respectively.
The length of the line joining dots and arrows is proportional to the divergence between the projected coordinates. The color of each individual
(dot-arrow) reflects the treatment (see legend). Imputed individuals from the transcriptomic dataset are represented by empty circles
Fig. 4 Stability of the estimated MI-MFA configurations using different numbers of imputations. MI-MFA configurations were obtained for the
following numbers of imputations:Ml = 10 l, for l = 1, . . . , 10. Left: RV coefficient between configurations obtained by MI-MFA withMl andMl+1
imputations. Right: RV coefficient between the configuration obtained by MFA on the complete dataset and MI-MFA on the incomplete dataset
withMl imputations. The values shown are the mean RV coefficients for the N = 30 two-dimensional configurations as a function of the number of
imputations. Error bars represent the standard deviation of the RV coefficients
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Fig. 5 Performance on liver toxicity data according to the number of missing rows. RV coefficients between the configuration obtained by MFA on
the complete dataset and either MI-MFA (red line), RI-MFA (green line) or MVI-MFA (blue line) on the incomplete dataset. The values shown are the
mean RV coefficients for the 50 two-dimensional configurations for each missingness scenario: low, medium and high (see text for more details).
Error bars represent the standard deviation of the RV coefficients
As the number of missing row values increased (Fig. 6
and Additional file 1: Figure S3), the results obtained with
the RI-MFA and MVI-MFA algorithms worsened rapidly,
especially when the dimension increased, whereas the
results with the MI-MFA approach were still satisfactory.
NCI-60 data analysis
To confirm the performance of our method, MI-MFA
was also performed on the NCI-60 dataset. A pattern of
Table 1 Scenarios of missingness for the liver toxicity data
analysis
Number of missing rows
Scenario Transcriptome Clinical # cases
1 1 1 56
2 2 1 168
3 1 2 168
4 3 1 280
5 2 2 420
6 3 2 560
7 4 1 280
Number of missing rows inserted in each stratum of the original dataset, including
both transcriptomic and clinical data, for incomplete data creation. The # cases
indicate the number of possibilities of incomplete cases per stratum
missing values was created as illustrated in Table 2. One
or two individuals were removed per table for all types
of cancer cell lines, except for the prostate cancer line
(which only had two individuals). This specific pattern
would reflect a study in which a lot of rows were missing.
To compare the MFA configurations, one incomplete
dataset was chosen from a large range of possibilities of
incomplete datasets (6 × 1014) according to the scenario
of missingness illustrated in Table 2. We then computed
our MI-MFA method on this incomplete dataset by using
M = 50 imputed datasets. As with the liver toxicity
data, RI-MFA and MVI-MFA were also performed. We
chose M = 50 in order to achieve stable results. Figure 7
shows the divergence of the MI-, RI- and MVI-MFA con-
figurations from the true configuration. For this specific
example, the MI-MFA configuration was closest to the
true configuration (Fig. 7, top-right) with a RV coefficient
of 0.97, whereas the configurations obtained with RI-MFA
and MVI-MFA were more distorted with RV coefficients
of 0.94 and 0.87 respectively (Fig. 7, bottom).
To broaden the scope of assessment to more than a sin-
gle case, 100 possible cases of incomplete datasets were
chosen at random among the 6×1014 possibilities accord-
ing to the specific missingness scenario shown in Table 2.
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Fig. 6 Performance on liver toxicity data with missing individuals in the high-dose treatment. Average RV coefficient between the configuration
obtained by MFA on the complete dataset and either MI-MFA (red line), RI-MFA (green line) or MVI-MFA (blue line) on the incomplete dataset. Results
are given for all of the first three two-dimensional possible configurations as a function of the scenarios presented in Table 1. The discrete RV values
are joined by lines for ease of understanding. The performance of the different methods on the liver toxicity data with missing individuals in the
low-dose treatment are presented in Additional file 1: Figure S3
Table 2 Scenarios of missingness for the NCI-60 data analysis
Number of missing rows
Cell line Transcriptome Proteome # cases
Breast 1 0 5
CNS 1 1 60
Colon 2 0 42
Lung 2 2 3024
Leukemia 1 1 60
Melanoma 2 2 5040
Ovarian 1 1 84
Prostate 0 0 //
Renal 2 1 504
Number of missing rows inserted in each stratum (cell line type) of the original
dataset, including both transcriptomic and proteomic data, for incomplete data
creation. The # cases indicate the number of possibilities of incomplete cases per
stratum
For each incomplete dataset, MI-MFA was performed
using M = 50 imputed datasets. RI-MFA and MVI-MFA
were also computed. Figure 8 shows the RV coefficient
for the two-dimensional configurations as a function of
each case. The results obtained with MI-MFA and RI-
MFA were similar, with RV coefficients of approx. 0.97,
whereas the results obtained with MVI-MFA were much
further from the true configuration. Thus, even with com-
plex patterns of missingness, the MI-MFA approach still
provided satisfactory results, as did RI-MFA in this case.
However, unlike RI-MFA, MI-MFA took into account the
variability of missing row values, as demonstrated in the
following section.
Why is it essential to evaluate uncertainty?
This question was addressed through an example using
the NCI-60 dataset. A specific pattern of missing values
was created. The missing rows were randomly introduced
for four melanoma and two leukemia cancer lines in
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Fig. 7 Comparison of MFA configurations for NCI-60 data analysis. Representation of the individuals on the two-dimensional configuration obtained
by MFA on the complete dataset (top left) and, MI-MFA (top right), RI-MFA (bottom left) and MVI-MFA (bottom right) versus the true configuration. Dots
and arrows represent the projected coordinates from the true configuration and the imputation MFA method respectively. The length of the line
joining dots and arrows is proportional to the divergence between the projected coordinates. Each individual (dot-arrow) is colored according to the
cancer type (see legend). Imputed individuals from transcriptomic and proteomic data are represented by empty circles and diamonds, respectively
the transcriptomic table. The six inserted missing rows
represented 10 % of the total number of individuals. The
missing rows were inserted for specific groups of indi-
viduals that contributed substantially to the construction
of the first two dimensions of the MFA on the original
dataset (see Fig. 7, top left). MI-MFA was performed on
the incomplete dataset using M = 50 imputed datasets.
Confidence ellipses and convex hulls were then computed
from the 50 configurations projected on the compromise
configuration. Figure 9 (top) shows the uncertainty due
to missing rows around individuals on the compromise
configuration. The use of different imputed individuals
in each dataset implied slightly different configurations.
Consequently, since the configurations changed, the posi-
tions of all the individuals also changed and thus all
the individuals had confidence areas, even individuals
not being imputed (Fig. 9, individuals represented by
filled circles). However, the greatest uncertainty occurred
around the imputed individuals (Fig. 9, empty circles).
In order to highlight the importance of the uncer-
tainty of MI-MFA configurations induced by missing
rows, additional rows were removed from the transcrip-
tomic table resulting in 30 % missing rows. We then
carried out MI-MFA on the incomplete dataset using
M = 50 imputed datasets. Figure 9 (bottom) shows
the impact of the missing rows around individuals on
the compromise configuration. As expected, the size of
the ellipses (and convex hulls) of the additional miss-
ing individuals was increased. However, the size of the
ellipses and convex hulls was not excessive even when
30 % of the rows were missing from the transcriptomic
table.
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Fig. 8 Performance on NCI-60 data. RV coefficient between the configuration obtained by MFA on the complete dataset and either MI-MFA
(red line), RI-MFA (green line) or MVI-MFA (blue line) on the incomplete dataset. The results shown are the mean RV coefficients for the 50
two-dimensional configurations as a function of the cases according to the scenario represented in Table 2. The discrete RV values are joined by
lines for ease of understanding
Discussion
In the present paper, we propose a MI approach to handle
missing row values in an MFA framework and therefore
resolve one of the major issues associated with multiple
omics data tables. The proposed method, which we called
MI-MFA, provides point estimates of MFA configurations
with a notion of uncertainty due to themissing values. The
aim of ourmethod was not to obtain the best possible esti-
mates for the missing values, but to replace them so as to
be able to estimate MFA configurations.
The MI-MFA method generates M imputed datasets
from an MFA model, where multiple hot-deck imputa-
tion is used to fill in the missing values. The hot-deck
approach resolves the most important limitation of other
model-based techniques (such as JM and FCS) in that
it can be applied to large datasets. Furthermore, other
major advantages of this method are that: (1) it is not
necessary to define an explicit model for the distribu-
tion of the missing values, (2) imputations tend to be
realistic since they are based on observed values, and
(3) it is flexible in the sense that it can preserve com-
plex within-unit and between-variable associations. How-
ever, a weakness is that it requires good donor-recipient
matches that reflect the available covariate information.
Finding such good matches is not an easy task and is
beyond the scope of this article [18, 19]. In an ideal
framework of stratified multiple omics data tables, donor
pools would consist of the available individuals belonging
to the same stratum and the same omics table as the
recipient. A potential shortcoming of the method is that
the donor pools might contain too few donor obser-
vations and thus introduce a risk of bias on the MFA
results. Likewise, if the overall sample size is very small,
then typically there are also too few potential donors.
However, all imputation techniques are challenged by
small sample sizes since these reduce the availability
of information required to create suitable conditional
statements [19].
An important aspect of our strategy is the choice of the
numberM of imputed datasets. As shown in the two case
studies, we think that this number should be a good com-
promise between the need to obtain stable estimates and
to avoid computation bottlenecks.
The STATIS method was proposed to combine the
results of MI-MFA. As the core of MFA is a PCA,
combining the results from MFA is the same as com-
bining the results from PCA. Several procedures have
previously been proposed to combine results from PCA
such as the Mean Varimax Method (MVM) or Mean
Correlation Matrix (MCM) approaches (as discussed in
[35]). However, Van Ginkel and Kroonenberg [10, 35]
demonstrated that Generalized Procrustes Analysis
(GPA) was more suited to this purpose. GPA fits the
PCA configurations obtained from the imputed datasets
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Fig. 9 Visualization of the uncertainty induced by the missing individuals. Projection of the 50 obtained configurations on the compromise
configuration from MI-MFA on the incomplete data with 10 % missing rows (top) and 30 %missing rows (bottom). The 95 % confidence ellipses (left)
and convex hulls (right) show the uncertainty for each individual (dots). Empty circles represent imputed individuals from the transcriptomic data.
For ease of understanding, not all individuals for the 50 configurations obtained were plotted
to a single fixed reference configuration to produce the
final solution, the centroid configuration (the mean of
all transformed solutions). One advantage of STATIS, as
compared to MVM and MCM, is that it automatically
corrects for possible reflection, dilation or rotation of
the different configurations. Additionally, and contrary
to the GPA procedure, the STATIS algorithm is very
computer-time efficient since it is a non-iterative process.
Another appealing feature of STATIS is its robust prop-
erties. As this algorithm includes weights proportional
to the agreement between configurations, the results
do not seem to be affected by the presence of large
outliers.
Two approaches have been proposed to visualize the
uncertainty of the estimated MFA configurations due
to missing row values: confidence ellipses and convex
hulls. These graphical representations provide scientists
with considerable guidance when interpreting the sig-
nificance of MFA results in a missing data framework.
Indeed, ellipses and convex hull areas offer great assis-
tance by either supporting the MFA results if they are
small or suggesting that caution be exercised other-
wise. It should be noted that RI-MFA (or MVI-MFA)
also provides a configuration of individuals whatever
the missingness pattern; however, there is no way of
knowing if the results obtained are plausible and if
the user can interpret the results without making any
mistakes.
We have illustrated our approach by applying it to
two real case studies using the liver toxicity and NCI-
60 datasets. Incomplete artificial datasets with differ-
ent patterns of missingness were created within these
datasets. The configurations resulting from MI-, RI- and
MVI-MFA were compared with the MFA configurations
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of the corresponding original population (the true
configuration). Performance of the methods was assessed
by considering the RV coefficient with respect to the true
configuration.
In the liver toxicity study, the performances of the meth-
ods were compared in two different missingness settings.
First the number of missing rows in each stratum of
the transcriptomic table was chosen to be low (1 row),
medium (2) or high (3). Secondly, seven scenarios were
created by inserting missing rows in the original dataset
which included both transcriptomic and clinical tables.
The overall results showed that MI-MFA clearly outper-
formed the RI-MFA and MVI-MFA approaches in nearly
all settings.
In the NCI-60 study, we illustrated the performance of
our method on complex patterns of missingness where
substantial numbers of rows were missing from both
tables of the NCI-60 dataset. As previously, this study
showed that MI-MFA clearly performed better thanMVI-
MFA. We also demonstrated that RI-MFA performed
better than MVI-MFA. The differences between MI-MFA
and RI-MFA were small, but on average slightly in favor
of our method. As the purpose of this study was also
to illustrate the uncertainty of MI-MFA configurations
induced by missing rows, we demonstrated how the areas
of the confidence ellipses and convex hulls got larger as
the number of missing rows increased.
Conclusion
We propose here a newmethod, MI-MFA, an extension of
MFA, designed to deal with multiple tables with missing
row values. MI-MFA is a useful and attractive method to
estimate the coordinates of individuals for MFA configu-
rations despite the missing rows. The study cases showed
that the other proposed methods either encountered seri-
ous problems or were unable to adequately assess the
accuracy due tomissing data. The configurations obtained
with our method were closer to the true configuration
even when a significant number of individuals were miss-
ing, and thus provided better results. Moreover, the uncer-
tainty due to the missing rows could be visualized on
the compromise configuration. The software for our MI-
MFA method is available in an easy-to-use code for the R
statistical environment.
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Inte´gration de donne´es he´te´roge`nes
4.2.3.3 Illustration de la me´thode MI-MFA
Dans cette partie, la me´thode MI-MFA va eˆtre utilise´e avec nos donne´es provenant
du projet ANR Porcinet. J’ai choisi d’inte´grer quatre transcriptomes issus de quatre
tissus diffe´rents : muscle, foie, surre´nales et sang du cordon. Toutes ces donne´es
transcriptomiques sont issues de la biopuce Agilent 60K (voir Voillet et al. (2014)).
Les tissus muscle et foie ont e´te´ se´lectionne´s pour leur roˆle dans l’accumulation
de re´serves e´nerge´tiques comme le glycoge`ne ou les lipides (Herpin et al., 2002a;
Voillet et al., 2014). Ces deux tissus sont sous l’influence d’hormones se´cre´te´es par
les surre´nales. Le sang du cordon a quant a` lui e´te´ choisi car c’est un tissu plus
facilement accessible et donc inte´ressant pour l’obtention de possibles biomarqueurs
de maturite´ a` la naissance. Ainsi, l’objectif de cette partie est d’observer sur un
meˆme plan ces quatre transcriptomes. Pour ce faire, nous avons choisi l’AFM,
capable d’analyser plus de deux groupes de variables simultane´ment, et en particulier
notre extension, la MI-MFA, afin d’illustrer son utilite´ avec des donne´es re´elles et
de l’associer a` notre the`me de recherche.
En premier lieu, comme le montre la Figure 4.6A, comparativement aux 64 ini-
tiaux, seulement 50 individus e´taient pre´sents dans les quatre transcriptomes. Les
64 individus initiaux e´taient les meˆmes dans tous les transcriptomes ; cependant,
suite a` des proble`mes (d’e´chantillonnage ou de technique), quelques individus ont
e´te´ perdus. J’ai choisi d’imputer les individus qui e´taient pre´sents dans au moins
deux transcriptomes afin d’apporter le moins de variabilite´ non-souhaite´e lors de
l’estimation des composantes de l’AFM. Apre`s normalisation des quatre tissus, les
variables utilise´es pour l’analyse ont e´te´ se´lectionne´es. Dans les quatre tissus, le
nombre de variables est diffe´rent. Ceci est notamment duˆ au controˆle qualite´ des
donne´es, a` la normalisation des donne´es et a` la diffe´rence d’expression entre tis-
sus. Il est en effet possible que des variables soient exprime´es dans un tissu mais
pas dans un autre. Globalement, le nombre de variables pre´sentes dans les quatre
transcriptomes e´tant grand (Figure 4.6B), nous avons choisi de se´lectionner les vari-
ables diffe´rentielles pour l’interaction entre l’aˆge gestationnel et le ge´notype fœtal
afin d’e´viter des proble`mes computationnels lors de l’utilisation de la MI-MFA. De
plus, l’e´tude de l’interaction entre l’aˆge gestationnel et le ge´notype fœtal est par-
ticulie`rement inte´ressant pour e´tudier les diffe´rences d’expression ge´nique entre les
ge´notypes au cours du processus de maturation. Pour ce faire, nous avons ajuste´ le
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mode`le suivant (de´ja` pre´sente´ dans Voillet et al. (2014)) :
yijk = µ + Ai + FGj + A.FGij + Sk + ǫijk (1)
ou` i ∈ {d90, d110}, j ∈ {LW,MS,LWMS,MSLW}, k = 1, ..., 18, Sk ∼ N(0, σ2S)
est inde´pendamment et identiquement distribue´e (iid). Sk et ǫijk sont mutuellement
inde´pendants. yijk est l’expression d’une sonde e´tudie´e, µ est la moyenne et ǫijk est
le re´sidu. Ce mode`le contient deux effets fixes et leur interaction : Ai est l’effet
de l’aˆge gestationnel, FGj est l’effet du ge´notype fœtal et A.FGij est l’interaction


































Figure 4.6 – Diagrammes de Venn des individus (A) et des variables (B) entre
les quatre transcriptomes e´tudie´s. Le transcriptome musculaire est compose´ de 61
individus et 44 368 sondes. Le transcriptome des surre´nales est compose´ de 62 individus
et 35 922 sondes. Le transcriptome du foie est compose´ de 60 individus et 39 788 sondes.
Le transcriptome du sang est compose´ de 63 individus et 30 624 sondes.
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Afin d’identifier les variables diffe´rentielles pour l’interaction entre l’aˆge gestationnel
et le ge´notype fœtal, nous avons effectue´ un test de Fisher entre le mode`le (1) et
le mode`le additif sans interaction yijk = µ + Ai + FGj + Sk + ǫijk. Une correction
pour tests multiples a e´galement e´te´ applique´e. Le tableau 4.1 montre les re´sultats
obtenus selon les corrections utilise´es. Nous observons clairement que le transcrip-
tome musculaire comporte plus de sondes diffe´rentielles pour l’interaction entre l’aˆge
gestationnel et le ge´notype fœtal que les autres tissus. Par ailleurs, les corrections
de Bonferroni e´taient, comme attendu, tre`s stringentes. Dans les transcriptomes
du foie et du sang, tre`s peu de sondes ont e´te´ de´clare´es diffe´rentielles avec cette
correction.
Ainsi, pour l’inte´gration avec la me´thode MI-MFA, nous avons se´lectionne´ les va-
riables e´tant diffe´rentielles pour un BH a` 5%. Ainsi, nous obtenons finalement 4845
variables pour le transcriptome du muscle, 258 variables pour le transcriptome du
foie, 801 variables pour le transcriptome des surre´nales et 47 variables pour le trans-
criptome du sang du cordon. Parmi les sondes se´lectionne´es, aucune n’est pre´sente
dans les quatre transcriptomes (Figure 4.7).
Muscle Foie Surre´nales Sang
Bonferroni - 1% 173 9 32 4
Bonferroni - 5% 269 13 51 5
Benjamini-Hochberg - 1% 1890 42 178 5
Benjamini-Hochberg - 5% 4845 258 801 47
Table 4.1 – Nombre de sondes de´clare´es diffe´rentielles par tissu apre`s correction
pour la multiplicite´ des tests.
Nous avons donc utilise´ notre me´thode MI-MFA avec ces donne´es utilisant le code
R disponible en fichier additionnel de l’Article 4. Pour ce faire, nous avons choisi
d’effectuer m = 50 imputations, nombre raisonnable pour obtenir une bonne estima-
tion et e´viter tout risque de goulot d’e´tranglement computationnel (voir Article 4).
Les re´sultats obtenus sont repre´sente´s dans la Figure 4.8. Nous retrouvons sur l’axe
1 la se´paration des fœtus selon l’aˆge gestationnel (90 et 110 jours de gestation), alors
que nous observons la se´paration des ge´notypes fœtaux a` 90 jours et la se´paration
des ge´notypes fœtaux a` 110 jours de gestation selon les axes 2 et 3 respectivement.
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Nous pouvons e´galement facilement observer que l’incertitude autour des individus
impute´s ne semble pas trop importante, ce qui est rassurant et se´curisant concernant
l’analyse et l’interpre´tation des re´sultats.
Les sorties de l’AFM permettent e´galement d’observer les projections des diffe´rents
jeux de donne´es sur la projection globale finale. Les figures 4.9 et 4.10 montrent
ces projections des quatre transcriptomes (muscle, foie, surre´nales et sang respec-
tivement) par rapport a` la projection finale de la MI-MFA. Nous pouvons constater
que l’axe 1 se´pare les deux aˆges gestationnels pour les quatre tables de donne´es,
alors que les axes 2 et 3 se´parent les ge´notypes a` 90 jours et 110 jours de gestation
respectivement. Les transcriptomes ont plus ou moins d’influence sur la projection
de ces axes. Par exemple, on peut observer que le transcriptome du sang semble
participer principalement a` la discrimination des fœtus purs et croise´s a` 90 jours de
gestation (les MS sont tre`s diffe´rents des LW a` 90 jours du point de vue de ce trans-
criptome, Figure 4.10B), alors que le transcriptome du foie semble se´parer les fœtus
purs et croise´s a` 110 jours de gestation (les MS sont diffe´rents des LW a` 110 jours
du point de vue de ce transcriptome, Figure 4.9B). L’AFM permet donc d’observer
les structures communes entre les diffe´rents jeux de donne´es, en particulier le fort

















Figure 4.7 – Diagrammes de Venn des variables se´lectionne´es entre les quatre
transcriptomes. Les variables sont diffe´rentielles pour l’interaction entre l’aˆge gesta-
tionnel et le ge´notype fœtal avec une correction pour tests multiples (Benjamini-Hochberg
5%).
Ainsi, notre me´thode permet l’imputation d’individus sans pour autant de´former les
re´sultats, comme nous l’avons illustre´ dans cette partie avec les donne´es Porcinet.
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De plus, les ellipses et convex hulls de´montrent que l’imputation des individus man-
quants est plutoˆt stable. Cette strate´gie d’imputation est prometteuse car elle
permet d’avoir, dans certains cas, des plans d’expe´riences plus e´quilibre´s graˆce a`
l’imputation d’individus manquants a` partir des donne´es. Une fois l’imputation
de donne´es effectue´e, il serait inte´ressant d’effectuer des analyses d’inte´gration plus
pousse´es sur ces donne´es impute´es. Par ailleurs, une des suites logiques de cette
analyse pourrait eˆtre d’ame´liorer la se´lection de variables graˆce a` l’imputation
d’individus. Nous discuterons plus en de´tails les perspectives de cette me´thode
dans la partie discussion et perspectives.
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Figure 4.8 – Visualisation de l’incertitude des individus manquants. Projection
des 50 configurations obtenues sur l’espace compromis de la MI-MFA. Les ellipses a` 95%
(haut) et convex hulls (ou aire d’incertitude) (bas) repre´sentent l’incertitude autour de
chaque individu. Les projections des individus selon l’axe 1 et 2 ou selon l’axe 1 et
3 sont respectivement repre´sente´s a` gauche et a` droite. Les cercles ou triangles blancs
repre´sentent les individus absents et impute´s dans au moins un des quatre transcriptomes.
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Figure 4.9 – Visualisation de la projection globale MI-MFA avec la projection
partielle des donne´es musculaire (A) ou he´patique (B). Projection globale de la
MI-MFA selon l’axe 1 et 2 ou selon l’axe 1 et 3. Les projections partielles des donne´es
musculaires (A) ou he´patiques (B) sont e´galement repre´sente´es (petites points ; relie´es aux
valeurs compromises). Les cercles ou triangles blancs repre´sentent les individus absents et
impute´s dans au moins un des quatre transcriptomes.
156















































Figure 4.10 – Visualisation de la projection globale MI-MFA avec la projection
partielle des donne´es des surre´nales (A) ou du sang (B). Projection globale de la
MI-MFA selon l’axe 1 et 2 ou selon l’axe 1 et 3. Les projections partielles des donne´es
des surre´nales (A) ou du sang (B) sont e´galement repre´sente´es (petites points ; relie´es aux
valeurs compromises). Les cercles ou triangles blancs repre´sentent les individus absents et




Les objectifs de cette the`se e´tait de combiner diffe´rents types de donne´es omiques
afin d’identifier les bases mole´culaires et cellulaires intervenant dans la mise en place
du processus de maturation au cours du dernier tiers de gestation chez le porc, et
d’identifier de possibles leviers ge´ne´tiques pouvant eˆtre propose´s afin d’augmenter
les chances de survie des porcelets a` la naissance. Les chapitres 2, 3 et 4 ont fait
l’objet de ce travail et la discussion biologique a pour but d’en dresser le bilan.
Nous discuterons des re´sultats obtenus pour aller au-dela` des discussions spe´cifiques
pre´sente´es dans les publications pre´ce´dentes des chapitres 2, 3 et 4. Cette the`se a
e´galement contribue´ a` des aspects me´thodologiques avec l’utilisation de diffe´rentes
me´thodes statistiques et le de´veloppement d’une strate´gie permettant l’imputation
de lignes manquantes dans le cadre de l’analyse factorielle multiple (AFM). La
deuxie`me partie du chapitre 4 fut l’objet de ce travail. Nous allons discuter, dans la
partie discussion me´thodologique, des statistiques utilise´es afin de re´pondre a` notre
question scientifique, mais aussi de notre me´thode MI-MFA de´veloppe´e. Enfin, nous




Au cours des dernie`res de´cennies, le secteur porcin s’est principalement focalise´ sur
une se´lection menant a` plus de prolificite´ et de viande maigre. Cette forte se´lection
s’est malheureusement accompagne´e d’un accroissement de la mortinatalite´, associe´
a` des proble`mes e´conomiques et e´thiques. L’augmentation de la prolificite´ s’est
adjoint d’une augmentation de l’he´te´roge´ne´ite´ des poids des porcelets de la porte´e
(Tribout et al., 2003) et d’une diminution du poids moyen a` la naissance. Cette
augmentation de la variabilite´ semble eˆtre lie´e a` l’ame´lioration de la prolificite´.
L’he´te´roge´ne´ite´ de poids semble s’accentuer durant le dernier tiers de gestation ou`
les trois quarts du gain de poids de la porte´e in utero s’effectue (McPherson et al.,
2004), engendrant aussi une hausse de la consommation de la truie durant cette
pe´riode (Samuel et al., 2012). Or, le risque de mortalite´ d’un porcelet avant sevrage
semble de´pendre notamment de son poids a` la naissance, mais e´galement de la va-
riabilite´ de poids dans la porte´e (Milligan et al., 2002). Le poids est donc encore
tre`s souvent utilise´ comme un crite`re de survie a` la naissance, les porcelets de faible
poids ayant peu de re´serves corporelles a` la naissance et e´tant plus sensibles au froid
(Herpin et al., 2002a) et au risque d’hypoxie (Herpin et al., 1996). Cependant le
poids a` la naissance ne peut pas eˆtre conside´re´ comme le seul crite`re pouvant expli-
quer la mortinatalite´ (Canario, 2006). Par exemple, les fœtus MS qui pre´sentent tre`s
peu de mortalite´ a` la naissance ont pourtant de plus faibles poids et sont de´crits
comme e´tant plus matures a` la naissance que les fœtus LW de poids plus e´leve´.
La bonne mise en place de plusieurs fonctions physiologiques musculaires, comme
la thermore´gulation ou la capacite´ a` se de´placer, sont ne´cessaires pour assurer une
meilleure survie du porcelet a` la naissance (van der Lende et al., 2001). Nous nous
sommes donc inte´resse´s a` l’e´tude du muscle en fin de gestation (a` partir de 90
jours de gestation jusqu’a` la naissance) afin de comprendre et proposer de nouveaux
crite`res de maturite´. Nos travaux ont de´montre´ que des me´canismes importants
se de´roulaient en fin de gestation, notamment la mise en place de me´tabolismes
re´gulant les apports d’e´nergie pour une bonne survie a` la naissance.
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5.1.1 Remaniement de l’expression durant la fin de gesta-
tion
Comme cela a de´ja` e´te´ de´crit dans la litte´rature (Picard et al., 2002), chez le porc,
le de´veloppement musculaire est clairement un phe´nome`ne biphasique dans lequel
la mise en place des deux ge´ne´rations successives de fibres se termine vers 90 jours
de gestation. Le nombre total de fibres est donc de´finitivement fixe´ vers 90 jours
de gestation. Entre 90 jours de gestation et la naissance, nous avons montre´ que
diffe´rents me´canismes me´taboliques se mettaient en place. En effet, un nombre
important de ge`nes (environ 12 000 ge`nes) sont impacte´s par l’effet de l’aˆge gesta-
tionnel. Nous observons ainsi un remaniement impressionnant de l’expression d’un
quart des ge`nes exprime´s dans le muscle en fin de gestation (Figure 5.1). Au travers
de l’analyse plus pre´cise des 1 120 ge`nes uniques impacte´s par l’interaction entre le
stade gestationnel et le ge´notype, nous mettons en e´vidence un «switch» entre la
fin du de´veloppement musculaire et la mise en place de me´canismes me´taboliques,
notamment le me´tabolisme oxydatif, ou encore le me´tabolisme du glycoge`ne. Il est
inte´ressant de noter que ce switch d’expression a e´te´ observe´ au niveau des donne´es
prote´omiques e´galement. Par ailleurs, nous avons aussi mis en avant que ce re-
maniement d’expression entre la fin de de´veloppement (cycle cellulaire et matrice
extracellulaire) et la mise en place des me´tabolismes (oxydatif (mitochondrie), lipi-
des et glycoge`ne) e´tait pre´sent chez d’autres espe`ces d’inte´reˆt agronomique (bovin
et mouton), ce qui est en accord avec la litte´rature (Sudre et al., 2003; Byrne
et al., 2010). En comparaison avec la vie intra-ute´rine, ou` la tempe´rature du fœ-
tus de´pend entie`rement de la truie, le porcelet doit eˆtre autonome pour assurer sa
thermore´gulation apre`s la naissance et permettre sa survie (Herpin et al., 2002a).
Ainsi, les re´serves e´nerge´tiques, comme le glycoge`ne, sont a` leur maximum avant
la naissance (environ 10% du poids du muscle, contre 1% chez l’adulte). Chez le
porc, le glycoge`ne est stocke´ dans le muscle et dans le foie, ce stockage est d’autant
plus important physiologiquement que le tissu adipeux brun est de´crit comme e´tant
absent chez le porcelet a` la naissance, contrairement a` l’homme (Trayhurn et al.,
1989).
En outre, il a e´te´ de´montre´, graˆce a` des expe´riences impliquant des transferts
d’embryons, que le ge´notype fœtal aurait une forte importance durant le dernier
tiers de gestation (Wilson et al., 1998; Biensen et al., 1998, 1999). En effet, il a e´te´
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observe´ que le poids et la surface placentaire de´pendent du ge´notype fœtal a` partir
de 90 jours de gestation. Ces deux mesures e´taient plus grandes lorsque les fœtus MS
ou YS (Yorkshire - une ligne´e europe´enne) e´taient dans un environnement ute´rin YS
plutoˆt qu’un environnement ute´rin MS jusqu’a` 90 jours de gestation. A 110 jours de
gestation, la surface placentaire des fœtus YS e´tait plus grande que celle des fœtus
MS quel que soit l’environnement ute´rin. Il a e´galement e´te´ de´montre´ que la vascu-
larisation placentaire durant la fin de gestation augmentait chez les MS, mais restait
constante chez les YS. Typiquement, ces donne´es semblent indiquer que la taille et
la vascularisation du placenta sont largement de´termine´s par l’environnement ute´rin
jusqu’a` environ 90 jours de gestation. Apre`s 90 jours, c’est plutoˆt le ge´notype fœtal
qui influencerait le de´veloppement placentaire afin d’optimiser sa propre croissance.
Ainsi, le fœtus posse`derait son propre programme ge´ne´tique qui de´terminerait son
de´veloppement, alors que l’environnement ute´rin empeˆcherait les exce`s de poids.
Figure 5.1 – Remaniement de l’expression des 12 326 sondes (Bonferroni 1%) a`
90 et 110 jours de gestation. Les donne´es d’expression des variables ont e´te´ centre´es-
re´duites afin de pouvoir les comparer. Pour chaque sondes diffe´rentielles, les moyennes
pour les quatre ge´notypes (MS, LW, MSLW et LWMS) ont e´te´ calcule´es a` 90 et 110 jours
de gestation.
Toutes ces constatations font e´galement e´cho a` la notion de conflit parental (Haig,
2000). Graˆce au design expe´rimental de notre e´tude (compose´ de fœtus de ge´notype
croise´), nous avons mis en e´vidence des ge`nes possiblement impacte´s par les ge´nomes
parentaux durant le processus de maturation : 106 ge`nes ont e´te´ identifie´s comme
e´tant influence´s par le ge´nome maternel, contre 366 ge`nes par le ge´nome paternel
(Voillet et al., 2014). De Koning et al. (2000) ont de´ja` souligne´ que des QTLs
(affectant la croissance, la composition de carcasse, la reproduction ou l’e´paisseur
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de lard dorsal) e´taient soumis a` empreinte chez le porc. Les ge´nomes parentaux ont
ainsi un impact direct sur l’expression des ge`nes au niveau fœtal. La composante
ge´ne´tique pour la survie du porcelet a` la naissance est une association entre la
composante ge´ne´tique maternelle (ge´notype de la me`re) et la composante ge´ne´tique
paternelle (ge´notype du pe`re). Dans notre contexte, les ge`nes a` expression paternel
sont sur-exprime´s durant la fin de gestation afin de permettre au fœtus d’exprimer
son propre potentiel de croissance. Par ailleurs, Bischoff et al. (2009) ont note´,
avec l’utilisation de mode`les uni-parentaux, que les ge`nes sous influence du ge´nome
paternel ne semblaient pas essentiels a` l’initiation du de´veloppement fœtal, mais que
leurs roˆles devenaient plus importants en fin de gestation.
5.1.2 Influence de la se´lection ge´ne´tique sur le me´tabolisme
e´nerge´tique musculaire
Notre e´tude inte`gre des facteurs tels que le type ge´ne´tique des embryons. Ainsi,
il nous a e´te´ possible d’observer les diffe´rences entre ge´notypes extreˆmes et croise´s
durant le processus de maturation.
Il existe deux grands types de me´tabolismes e´nerge´tiques musculaires : oxydatif
et glycolytique. Ils sont ge´ne´ralement caracte´rise´s par la mesure d’activite´s enzy-
matiques spe´cifiques : (i) le me´tabolisme glycolytique e´tant mesure´ par l’activite´
enzymatique de la lactate de´shydroge´nase (LDH) et (ii) le me´tabolisme oxydatif
par l’activite´ enzymatique de la citrate synthase (CS, une enzyme du cycle de
Krebs) ou de la be´ta-hydroxy-acyl-CoA de´shydroge´nase (Acyl-CoA, un marqueur
de la be´ta-oxydation des acides gras) (Figure 5.2). Ces deux me´tabolismes permet-
tent de classer les diffe´rents types de muscles et de fibres les composant en plusieurs
cate´gories : les muscles de type glycolytique, les muscle de type oxydatif et les mus-
cles de type oxydo-glycolytique (Hocquette et al., 2000; Picard et al., 2002). Par
ailleurs, les fibres musculaires se distinguent e´galement par leurs caracte´ristiques
contractiles avec les fibres lentes-oxydatives (de type I), les fibres rapides oxydo-
glycolytiques (de type IIa et IIx) et les fibres rapides glycolytiques (de type IIb)
(Figure 5.3). Dans le contexte de cette e´tude, il a e´te´ observe´ que pour tous les
ge´notypes, les myosines embryonnaires et pe´rinatales diminuaient en fin de gestation,
alors que les myosines rapides (IIa + IIx) et lentes (I et α-cardiaque) augmentaient.
De plus, comme pre´ce´demment souligne´ (Lefaucheur et al., 2004), nous observons
162
Discussion - Perspectives
aussi une possible re´gulation transcriptionnelle des chaines lourdes de myosine. Il
est particulie`rement inte´ressant d’observer que les myosines rapides sont significa-
tivement plus fortement exprime´s chez les MS que chez les LW en fin de gestation, ce
qui en font des marqueurs de maturite´ a priori pertinents. En outre, nos re´sultats
ont clairement montre´ que des ge`nes et prote´ines, implique´s dans le me´tabolisme
e´nerge´tique oxydatif, sont aussi plus fortement exprime´s chez les MS juste avant la
naissance. Ces re´sultats semblent donc eˆtre en accord avec ceux, plus anciens, de
Bonneau et al. (1990), qui ont souligne´ des diffe´rences significatives entre les LW
et MS au niveau des voies enzymatiques oxidatives, avec des valeurs plus e´leve´es
chez les MS a` la naissance. Nous pouvons donc faire l’hypothe`se que la se´lection
a un effet direct sur la mise en place des types de fibres. En effet, la comparaison
entre les MS et les LW sugge`re que la se´lection intensive pour plus de viande maigre
induit un me´tabolisme musculaire plus glycolytique et moins oxydatif. Il est pos-
sible d’imaginer que la se´lection pour plus de fibres glycolytiques ait influence´ des
facteurs limitants au niveau de la voie oxydative, voire de´terminants pour la bonne
survie a` la naissance.
Dans un second temps, nous pensons e´galement que la se´lection pourrait affecter
aussi la capacite´ musculaire a` accumuler du glycoge`ne avant la naissance. En effet,
nous avons clairement observe´ que le glycoge`ne e´tait significativement plus e´leve´
chez les MS par rapport aux LW a` 110 jours de gestation. Ces re´sultats sont en
accord avec des re´sultats pre´ce´dents de Leenhouwers et al. (2002), qui ont compare´
des ge´notypes ayant des valeurs ge´ne´tiques diffe´rentes pour la survie a` la naissance
et observe´ que le taux de glycoge`ne avant la naissance e´tait plus e´leve´ chez les fœtus
ayant des valeurs ge´ne´tiques e´leve´es pour la survie. En cohe´rence avec ces re´sultats,
nous avons observe´ une plus forte expression de PCK2 chez les MS par rapport aux
LW. Sachant que le glycoge`ne est un facteur de´terminant pour la bonne survie a` la
naissance via la thermore´gulation sans frisson, nous pouvons donc faire l’hypothe`se
que la se´lection ait aussi affecte´ des ge`nes importants pour le bon fonctionnement
des me´tabolismes implique´s dans l’accumulation et/ou la mobilisation du glycoge`ne
musculaire afin de produire de l’ATP. L’objectif de la se´lection e´tant d’augmenter la
quantite´ de muscle (et donc plus de fibres glycolytiques), nous aurions pu imaginer
que le taux de glycoge`ne soit plus e´leve´ chez les LW par rapport aux MS a` la nais-
sance, les fibres glycolytiques e´tant plus riches en glycoge`ne que les fibres oxydatives.
En ce sens, il a d’ailleurs e´te´ observe´ qu’a` l’abattage, le taux de glycoge`ne est signi-
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ficativement plus e´leve´ chez les Pie´train (race hautement se´lectionne´e comme les LW)
que les MS (Mu¨ller et al., 2002). Le nombre total de fibres musculaires a` 90 jours
de gestation est plus faible chez les MS par rapport aux LW (Bonneau et al., 1990),
ceci contribue a` expliquer la capacite´ de croissance musculaire postnatale supe´rieure
chez les porcs LW par rapport aux porcs MS, en particulier pour les muscles de
type glycolytique (plus riches en glycoge`ne). En outre, il est important de noter
que les taux de glycoge`ne musculaire avant et apre`s la naissance sont difficilement
comparables, le taux de glycoge`ne musculaire e´tant d’environ 10% a` la naissance
contre 1% a` l’abattage. De plus, nous avons observe´ des diffe´rences significatives
entre les LW et MS pour des ge`nes et prote´ines implique´s dans le me´tabolisme oxy-
datif mitochondrial comme ATP5A1, CKMT2 ou la navette du glyce´rol phosphate
GPD1 (voir Figure 5.4), avec une plus forte expression chez les MS par rapport aux
LW. Ainsi, une plus forte capacite´ a` oxyder le glycoge`ne musculaire et produire de
l’ATP serait donc pre´sente a` la naissance chez les MS en comparaison aux LW.
L’oxydation des lipides produit e´galement de l’e´nergie. Les acides gras a` chaˆınes
longues (sous forme de triglyce´rides ou sous forme libre (ou non este´rifie´e)) sont
este´rifie´s pour donner des triglyce´rides de re´serve dans le cytosol ou sont trans-
porte´s vers les sites d’oxydation (mitochondries) afin d’y eˆtre catabolise´s par la
be´ta-oxidation, le cycle de Krebs et la chaˆıne respiratoire (Figure 5.2). L’entre´e des
acides gras dans les mitochondries est sous le controˆle d’une enzyme spe´cifique : la
carnitine palmitoyl-transfe´rase 1 (CPT1 ). Dans le re´seau de l’Article 1 (Voillet
et al., 2014), nous avons mis en avant toute une communaute´ de ge`nes implique´s
dans le me´tabolisme des lipides (notamment la be´ta-oxidation des acides gras). Il est
inte´ressant d’observer que ces ge`nes e´taient significativement plus exprime´s chez les
MS par rapport aux LW a` 110 jours de gestation. La se´lection pourrait e´galement
avoir eu un effet sur ces ge`nes, avec une plus faible expression chez les LW que
chez les MS. Une se´lection en faveur du de´veloppement musculaire, et donc d’une
diminution des lipides intramusculaires, aurait eu pour conse´quence d’affecter les
ge`nes implique´s dans le me´tabolisme lipidique. Il semblerait donc que les MS aient
un me´tabolisme musculaire plus oxydatif de`s la fin de gestation, avec une plus forte
capacite´ a` oxyder les lipides, en comple´ment du glycoge`ne musculaire pour la pro-
duction d’e´nergie ne´cessaire a` la survie ne´onatale.
Cette the`se a donc permis de mieux caracte´riser la fin de gestation durant laquelle des
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me´tabolismes fondamentaux se mettent en place afin de permettre une bonne survie
a` la naissance. Le me´tabolisme e´nerge´tique musculaire peut eˆtre propose´ comme
marqueur de maturite´ a` la naissance. En effet, la se´lection, la composante ge´ne´tique
et l’environnement semblent avoir des effets directs sur l’e´tat physiologique du mus-
cle squelettique a` la naissance. Comme principale perspective, il serait inte´ressant
d’e´tudier la plus forte he´te´roge´ne´ite´ des LW pour ces me´tabolismes afin de proposer
de nouvelles strate´gies de se´lection au sein de ce ge´notype. Il serait e´galement op-
portun d’inte´grer les donne´es musculaires avec les donne´es sanguines afin de mettre
en e´vidence les liens possibles entre ces deux compartiments et proposer des mar-
queurs de maturite´ plus facilement mesurables (dans le sang). Typiquement, les
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Figure 5.2 – Repre´sentation sche´matique des voies des me´tabolismes
e´nerge´tiques musculaires (inspire´ de Hocquette et al. (2000)). Il est possible
de distinguer deux voies me´taboliques principales : le me´tabolisme glycolytique (voies A)
et le me´tabolisme oxydatif (voies B et C). GLUT4 : Glucose transporter type 4 ; GS :
Glycoge`ne synthase ; Phos. : Phosphorylase ; PFK : Phosphofructokinase ; LDH : Lac-
tacte de´shydroge´nase ; PDH : Pyruvate de´shydroge´nase ; COX : cytochrome c oxydase ;
CS : Citrate synthase.
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Figure 5.3 – Caracte´risation des fibres musculaires. Deux types de fibres musculaires
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Figure 5.4 – Expression (A, niveau ge´nique ; B-E, niveau prote´ique) de GPD1.
A) Expression ge´nique de GPD1. B) Expression prote´ique de l’isoforme 1 de GPD1. C)
Expression prote´ique de l’isoforme 2 de GPD1. D) Expression prote´ique de l’isoforme 3




5.2.1 Le choix de la me´thode d’infe´rence des re´seaux
prote´iques
Lors de nos travaux d’inte´gration des donne´es prote´iques, transcriptomiques et
phe´notypiques, l’infe´rence des re´seaux prote´iques fut une e´tape de´terminante en vue
des analyses qui ont suivi. En effet, le choix de la me´thode d’infe´rence de´pendait
totalement de ce que nous souhaitions observer pour mode´liser les interactions
prote´iques. Dans ce travail, nous avons finalement choisi d’infe´rer uniquement les
liens directs conditionnels entre prote´ines, avec l’utilisation de l’algorithme PCIT
(Reverter & Chan, 2008), afin d’explorer les possibles liens de re´gulations entre
prote´ines. Comme de´crit dans la section 3.2.3, le principe de cette me´thode est
d’appliquer a` une matrice de corre´lation un coefficient de corre´lation partielle com-
bine´ a` la the´orie de l’information afin d’identifier les areˆtes significatives. Cette
strate´gie PCIT a de´ja` e´te´ utilise´e pour des donne´es transcriptomiques (Hudson
et al., 2009; Pe´rez-Montarelo et al., 2012). Ici, nous avons choisi de l’utiliser pour
nos donne´es prote´iques.
Les me´thodes de type Gaussian Graphical Models (GGM), de´crites dans la section
3.2.2.2, auraient e´galement pu eˆtre utilise´es dans le but d’observer uniquement les
liens directs. Cependant, ces strate´gies sont difficilement re´alisables lorsque (i) le
nombre de variables p est beaucoup plus grand que le nombre d’individus n, ou
(ii) lorsque les variables sont tre`s corre´le´es entre elles. Dans nos donne´es, de forts
effets de l’aˆge gestationnel et du ge´notype fœtal ont e´te´ observe´s, donnant ainsi
des variables fortement corre´le´es entre elles. Typiquement, comme le montre la
Figure 5.5, nous pouvons facilement constater des corre´lations relativement e´leve´es
(positives ou ne´gatives - distribution bimodale) entre les spots prote´iques (113 spots
conserve´s) a` 110 jours de gestation. Les me´thodes GGM sont adapte´es aux cas ou`
il y a une seule distribution normale (yi ∼ N(µ,Σ)), contrairement au cas, comme
notre e´tude, ou` il y a plusieurs conditions expe´rimentales (yi ∼ N(µi,Σi) ou` i est
une condition expe´rimentale). Dans cette e´tude, nous avons observe´ un tre`s fort
effet de l’aˆge gestationnel, mais aussi un assez fort effet du ge´notype fœtal. En
utilisant les GGM, nous avions donc plus de risques de capter le diffe´rentiel entre
ces deux stades (Figure 5.6). Ainsi, pour e´viter ces forts effets, nous avons choisi
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d’infe´rer des re´seaux dans les deux aˆges gestationnels respectivement. Nous aurions
e´galement pu comparer des re´seaux infe´re´s pour chaque ge´notype dans chaque stade
gestationnel, mais le nombre d’observations e´tait trop faible (environ 8 individus
par conditions). Nous avons d’ailleurs essaye´ d’utiliser ces me´thodes GGM sur
nos donne´es prote´iques, mais il e´tait difficile d’obtenir une bonne estimation des
corre´lations partielles, en particulier lorsque l’on e´tudiait les corre´lations avec les
phe´notypes d’inte´reˆt. L’algorithme PCIT est, quant a` lui, probablement moins
sensible au fait que les donne´es ne soient pas normales mais bimodales. En revanche,
si les donne´es ne sont pas normales, l’absence de lien entre deux variables sous-entend

















Figure 5.5 – Distribution des corre´lations entre variables prote´iques a` 110 jours
de gestation. 113 spots prote´iques ont e´te´ conserve´s (voir Voillet et al. (2016b)).
Les outils de statistique spatiale ont de´ja` e´te´ utilise´s pour analyser les relations
entre des re´seaux et des phe´notypes (Villa-Vialaneix et al., 2013). Cependant,
de ce cas, les donne´es e´taient compose´es d’individus appartenant a` une seule et
meˆme condition. L’estimation de la corre´lation par GGM e´tait donc adapte´e a` ces
donne´es. Dans notre cas, comme pre´ce´demment souligne´, l’estimation de la ma-
trice de corre´lation partielle n’e´tait pas bonne, ceci entraˆınant des soucis lors de
l’analyse spatiale. En effet, les outils de statistique spatiale ne´cessitent l’utilisation
d’une matrice de corre´lation ou de corre´lation partielle en fonction du re´seau. C’est
donc aussi pour cette raison que nous avions choisi d’utiliser l’algorithme PCIT afin
d’infe´rer nos re´seaux prote´iques.
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En outre, l’un des autres principaux avantages de la me´thode PCIT est l’utilisation
de seuils locaux, et non d’un seuil global unique, pour de´terminer les areˆtes signi-
ficatives (voir section 3.2.3). Le choix d’un seuil approprie´, au-dessus duquel les
interactions entre variables sont conside´re´es comme pertinentes, demeure un de´fi
majeur pour la plupart des me´thodes d’infe´rence de re´seaux. La qualification d’une
areˆte en areˆte significative peut eˆtre arbitraire (par exemple, avec un seuil choisi sur
la matrice de similarite´), ou de´pendre d’une statistique associe´e (Davidson et al.,
2001; Carter et al., 2004; Zhang & Horvath, 2005). Ici, avec la me´thode PCIT,
nous avons choisi d’utiliser des seuils locaux plutoˆt qu’un seuil global, comme nous
l’avions fait dans l’Article 1 (Voillet et al., 2014). En effet, le re´seau de´crit dans
cet article a e´te´ obtenu par utilisation d’un seuil global tre`s e´leve´ sur la matrice
de corre´lation (|r| ≥ 0.97 - l’effet de l’aˆge gestationnel e´tant tre`s fort), afin d’avoir
un re´seau final facilement analysable. L’algorithme PCIT fournit donc des seuils
locaux pour chaque triplet de variables via le calcul de la moyenne des ratios en-
tre les corre´lations conditionnelles (partielles) et les corre´lations directes entre ces
variables. Ces seuils locaux sont utilise´s afin de de´terminer la significativite´ des
arreˆtes (pour prendre en compte les estimations inexactes des diffe´rences entre les
deux valeurs de corre´lations proches). L’utilisation de ces seuils locaux a plusieurs
avantages : (i) ces seuils sont impute´s directement et intrinse`quement a` partir des
donne´es (et donc sans interventions exte´rieures) et (ii) ces seuils prennent en compte
les diffe´rences de corre´lations entre toutes les paires de variables, plutoˆt que d’eˆtre






















Figure 5.6 – Exemple de corre´lation entre deux variables prote´iques. Les spots




5.2.2 Inte´gration des donne´es prote´omiques et transcrip-
tomiques : autres strate´gies
A l’heure actuelle, l’inte´gration des donne´es prote´omiques et transcriptomiques
reste un ve´ritable challenge a` cause de caracte´ristiques diffe´rentes entre ces deux
types de donne´es, telles que les annotations incomple`tes ou encore les diffe´rences
entre isoformes (Haider & Pal, 2013). En outre, l’expression des ge`nes est tre`s
rarement corre´le´e avec l’abondance en prote´ines. En effet, des modifications post-
transcriptionnelles, comme l’efficacite´ de la traduction en prote´ine, l’e´pissage al-
ternatif ou le repliement des prote´ines, peuvent se de´rouler. Dans notre e´tude,
nous avons choisi d’inte´grer les donne´es en plusieurs e´tapes : (i) infe´rence et clus-
tering de re´seaux prote´iques, (ii) association de phe´notypes d’inte´reˆts avec ces sous-
re´seaux (clusters) prote´iques et (iii) e´tude de la corre´lation entre expression ge´nique
et expression prote´ique. Ainsi, les re´seaux prote´iques sont conside´re´s comme le
centre de notre analyse auxquels nous avons inte´gre´ d’autres types d’information
(phe´notype et transcriptome). L’utilisation des re´seaux est assez courante en biolo-
gie et ge´ne´tique ; elle permet d’observer les liens d’interactions entre les variables
et de mettre en avant des clusters (ou variables) importants. L’e´tude des liens
entre les sous-re´seaux prote´iques et les phe´notypes d’inte´reˆts a e´te´ effectue´e graˆce
a` l’utilisation d’outils de la statistique spatiale. Il existe d’autres strate´gies pour
de´terminer le lien entre une communaute´ et un phe´notype d’inte´reˆts, comme la
corre´lation entre la premie`re composante principale de la matrice d’expression du
cluster (conside´re´e comme une repre´sentation moyenne de l’expression du cluster)
avec le phe´notype (Langfelder & Horvath, 2008). Cependant, les outils de statis-
tiques spatiales ont l’avantage de prendre en compte la structure du re´seau (et donc
l’importance de certaines prote´ines (hubs)) pour l’e´tude de la corre´lation avec un
phe´notype.
L’inte´gration avec les donne´es transcriptomiques a e´te´ plus complexe. En effet, le
choix de la liste de ge`nes a` utiliser pour l’analyse (a` partir des 44 368 sondes) fut
fastidieux. Quelques me´thodes comme la sPLS ou la sCCA ont e´te´ utilise´es afin
d’obtenir une liste de de´part de 100 a` 200 ge`nes, mais ceux-ci e´taient trop corre´le´s
entre eux. Nous avons donc choisi de nous limiter a` l’e´tude des ge`nes codant pour
les prote´ines identifie´es. Par ailleurs, une autre approche re´seau a e´te´ de´veloppe´e au
cours de cette the`se (non-pre´sente´e dans ce manuscrit) correspondant a` la strate´gie
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de´veloppe´e par Montastier et al. (2015). L’ide´e de cette me´thode est d’inte´grer des
re´seaux infe´re´s a` partir des diffe´rents types de donne´es (ici, prote´ome, transcriptome
et phe´notypes), et des re´seaux bipartites obtenus a` partir de me´thodes multivarie´es
(comme l’ACC). Cette me´thode a l’avantage de repre´senter tous les liens possibles
entre les diffe´rentes strates d’expression. Les re´sultats obtenus e´taient cependant
difficilement interpre´tables : le clustering ne permettant pas d’identifier des fonc-
tions biologiques particulie`res associe´es aux communaute´s. Par exemple, la Fig-
ure 5.7 montre le re´seau obtenu a` 110 jours de gestation. Nous pouvons observer
que les prote´ines et les ge`nes partageaient peu de liens (quelques nœuds englobaient
la majorite´ des liens), le clustering ne permettait donc pas toujours d’obtenir des
clusters avec des prote´ines, des ge`nes et des phe´notypes, ce qui e´tait l’objectif de
cette me´thode. Nous pouvons e´galement discuter de l’e´tude de la corre´lation par-
tielle entre les diffe´rentes types de variables (ge`nes et prote´ines). Cette strate´gie
a e´te´ essaye´e (non repre´sente´e), mais tre`s peu de liens entre les diffe´rents types de
donne´es e´taient pre´sents. Ceci peut eˆtre duˆ a` une plus grande similitude des profils
transcriptomiques entre eux qu’avec les profils prote´iques.
5.2.3 Perspectives de la MI-MFA
L’e´mergence des biotechnologies a notamment permis d’obtenir des donne´es mul-
tiples pour un meˆme ensemble d’individus, offrant la possibilite´ d’effectuer des
e´tudes tout ge´nome. Aujourd’hui, le proble`me de lignes manquantes (typiquement,
l’absence d’un individu pour tout un groupe de variables) dans les me´thodes mul-
tidimensionnelles est encore tre`s peu e´tudie´. Nous avons pu observer que notre
me´thode, appele´e MI-MFA, e´tait tre`s prometteuse, avec une bonne estimation des
composantes de l’AFM pour les individus ayant des donne´es manquantes pour des
groupes de variables (voir section 4.2.3.3). En premier lieu, notre strate´gie ge´ne`re m
jeux de donne´es impute´s graˆce a` la proce´dure d’imputation multiple de type hot-deck
(les valeurs manquantes sont impute´es par des valeurs dites «semblables» choisies au
hasard a` partir d’un pool) (Andridge & Little, 2010). L’avantage de cette me´thode
d’imputation est sa capacite´ a` eˆtre applique´e a` des donne´es de grandes dimen-
sions. Cependant, elle ne´cessite de fortes similitudes entre les valeurs manquantes
et les valeurs remplac¸antes. Dans le cadre de donne´es ayant plusieurs conditions
expe´rimentales (comme Porcinet avec 8 conditions : deux aˆges gestationnels as-
socie´s a` quatre ge´notypes), le substitut peut logiquement faire partie de la meˆme
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condition que l’individu manquant. Toutefois, une des limitations de l’algorithme est
le nombre d’e´chantillons disponibles par condition. En effet, un nombre trop faible
de valeurs de substitution pour l’imputation peut engendrer des biais au niveau des
re´sultats de l’AFM. En outre, si le nombre global d’e´chantillons est faible, alors il
a potentiellement peu de valeurs remplac¸antes. Toutes les me´thodes d’imputation
font face au de´fi des donne´es ayant peu d’e´chantillons, ceci re´duisant la quantite´
d’information ne´cessaire afin de construire un pool de valeurs remplac¸antes con-
venables. Ainsi, dans notre fonction R fournie a` l’utilisation, nous avons choisi
d’avoir toujours au maximum le meˆme nombre de valeurs pre´sentes et de valeurs
absentes pour chaque condition. Ensuite, m AFM sont effectue´es sur ces m jeux de
donne´es impute´es diffe´rents. Pour finir, notre strate´gie utilise la me´thode STATIS
(Structuration des tableaux a` trois indices de la statistique) afin de combiner les
m composantes des m AFM obtenues (Lavit et al., 1994). En outre, nous avons
e´galement propose´ une fac¸on d’observer l’incertitude autour des individus impute´s
par des repre´sentations graphiques fournissant aux utilisateurs de la me´thode des
orientations conside´rables lors de l’interpre´tation des re´sultats de l’AFM dans le
cadre de donne´es manquantes. En effet, ces ellipses ou convex hulls sont d’une
grande aide, soit en confirmant les re´sultats de l’AFM si elles sont petites, soit en
pre´conisant la prudence si elles sont grandes. Dans les analyses effectue´es (avec les
donne´es Porcinet, liver toxicity et NCI-60), quelques secondes e´taient ne´cessaires
afin d’obtenir nos re´sultats. Toutefois, les performances computationnelles (temps
de calcul) de notre algorithme n’ont pas encore e´te´ teste´es. La fonction R va eˆtre par-
alle´lise´e afin d’ame´liorer ses performances (paralle´lisation des AFM sur les donne´es
impute´es).
Pour le moment, notre strate´gie impute uniquement les composantes de l’AFM. Il
serait donc pertinent d’imputer les valeurs manquantes et de les fournir aux utili-
sateurs, l’imputation e´tant une e´tape pre´liminaire importante avant l’analyse et
l’inte´gration des donne´es. En partant des valeurs de projection impute´es, une ap-
proche ite´rative, comme de´veloppe´e dans la RI-MFA de Husson & Josse (2013),
pourrait eˆtre propose´e. Une autre perspective serait d’exploiter notre me´thodologie
(imputation multiple et combinaison des re´sultats avec STATIS) a` d’autres me´thodes
d’analyses multidimensionnelles comme la rGCCA. La rGCCA est une version
ge´ne´ralise´e de l’ACC permettant l’analyse de plus de deux jeux de donne´es (Tenen-
haus et al., 2014). Cette strate´gie permet d’e´tudier les relations entre diffe´rents jeux
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de donne´es, mais aussi d’identifier des sous-groupes de variables pour chaque jeu de
donne´es ayant des relations avec d’autres sous-groupes de variables. Comme pour
l’ACC et la PLS, une version sparse a aussi e´te´ de´veloppe´e afin de permettre la
se´lection de variables (Tenenhaus et al., 2014). Nous avions choisi de ne pas de´crire
cette me´thode dans la section 4.2.2 car elle n’a pas e´te´ employe´e au cours cette
the`se. Toutefois, elle constitue une perspective inte´ressante a` notre travail. Cette
me´thode est pre´sente´e dans le document de Leˆ Cao (2014). Une fois cette strate´gie
adapte´e, comme e´voque´e dans la section 4.2.3.3, il serait important d’observer l’effet
de l’imputation des lignes manquantes sur la se´lection de variables, par exemple sur
la sPLS. Nous pourrions imaginer que l’imputation ame´liorerait la se´lection de vari-




























































































































































Figure 5.7 – Exemple de re´seau global (prote´ome, transcriptome et phe´notypes)
a` 110 jours de gestation. La strate´gie publie´e par Montastier et al. (2015) a e´te´ utilise´e
avec nos donne´es. Tous les liens entre les diffe´rentes strates d’expression sont pre´sents. Des
re´seaux sont infe´re´s a` partir des diffe´rents types de donne´es (ici, prote´ome, transcriptome et
phe´notypes), et des re´seaux bipartites sont aussi infe´re´s a` partir de me´thodes multivarie´es
(comme l’ACC). Tous ces re´seaux sont ensuite fusionne´s en un seul global.
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