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Chapter 1
Introduction
The Standard Model (SM) of particle physics is an extraordinarily successful theory of nature,
providing accurate predictions for almost all phenomena in high-energy physics. Among the
particles which it contains [1], the Higgs boson [2] plays a singular role, being the sole physical
manifestation of its scalar sector which through the Brout-Englert-Higgs (BEH) mechanism [3,
2, 4] is responsible for the breaking of electroweak (EW) symmetry.
The discovery of the Higgs boson was one of the main design goals of the LHC accelerator [5],
together with the search for new physics at the energy frontier [6]. These twin goals were made
possible by the design of the LHC as a machine with both a high nominal collision center-of-mass
(CM) energy of
√
s = 14 TeV, more than 7 times that of its predecessor the TeVatron [7], and
a very high nominal instantaneous luminosity of L = 10 nb−1s−1 (L = 1034 cm−2s−1). LHC
physics prospects could thus beneﬁt from a "no-lose theorem" [8]: either an SM-like Higgs boson
is present and would be discovered with about one year's worth of data; or another mechanism
for EW symmetry breaking is at work, which would likely lead to the discovery of new physics
at the TeV scale on a similar timescale1
The ATLAS [10] and CMS [11] detectors were designed as multipurpose experiments to
study LHC collisions. The twin aims of Higgs and new physics discoveries require excellent
performance both at very high momentum for the new physics and at the relatively low energies
of Higgs boson decay products. The problem is especially acute for electromagnetic calorimetry,
facing the double requirement of providing excellent mass resolution for the diphoton system of
H → γγ decays, as well as excellent performance for multi-TeV electrons from processes such
as Z ′ → ee. In ATLAS, this was resolved thanks to the use of a liquid-argon calorimeter. My
contribution to the operation and commissioning of this detector is presented in Chapter 3.
In 2012, the no-lose alternative was resolved with the discovery of a light, SM-like Higgs
boson with mH ≈ 125 GeV [12, 13] by ATLAS and CMS, using about 10 fb−1 of data collected
at collision CM energies of 7 and 8 TeV during Run 1 of the LHC. This marked the triumphal
completion of the Standard Model, which led to the attribution of the 2012 Nobel Prize to
F. Englert and P. Higgs. Further studies using the full LHC Run-1 dataset showed excellent
compatibility of the coupling properties of the new boson with those expected for the SM Higgs
boson [14].
The H → γγ mode was long considered as one of the main Higgs discovery modes, thanks
1the no-lose theorem was initially stated for the SSC, operating at
√
s = 40 TeV and with L = 1033 cm−2s−1.
The lower energy reach of the LHC is largely oﬀset by its higher luminosity, but this would not apply if the onset
of new physics was deferred to masses beyond ∼ 3 TeV [9]. The "theorem" is therefore not strictly valid at LHC.
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to its clean signature and simple backgrounds. The Higgs mass value mH ≈ 125 GeV was a
fortunate occurrence, as it corresponds to a SM branching ratio close to its maximum value.
This led to H → γγ providing the highest discovery potential [15], and the leading role in the
discovery of the Higgs boson. My contribution on this mode, which constitutes the central part
of my work on ATLAS, is presented in Chapter 6.
The Higgs discovery paradoxically complicates the prospects for the second aim of the LHC
physics program, to search for new physics beyond the SM: withmH ≈ 125 GeV, the SM could be
valid as an eﬀective theory up to the vicinity of the Planck mass [16]. No new physics accessible
at LHC is thus required, and even if it is present there are few indications as to where to look.
For this reason, new physics searches are increasingly focused on model-independent results over
the widest possible range of ﬁnal states.
In this context, a natural direction of inquiry is the extension of Higgs boson searches to
wider mass ranges. These are well-adapted to the search for new bosons, in particular heavy
partners of the Higgs boson which constitute a relatively generic feature of many models of new
physics. In this context, I contributed to the extension of the H → γγ search to a wide mass
range ranging from 65 GeV to about 2 TeV, using data from LHC Runs 1 and 2. This search
recently provided hints of a possible excess of events at a mass of about 750 GeV [17], which
will be either conﬁrmed or excluded using data collected in 2016. This work is presented in
Chapter 8.
Due to the as-yet-unconﬁrmed nature of the excess at 750 GeV, prospects for 2016 and beyond
can be envisaged along two possible alternative paths. If the excess yields a discovery, it will
be a more momentous one than that of the Higgs boson itself, and will lead to the opening of a
new ﬁeld of inquiry. Studying the properties of the new resonance, and searching for its possible
partners, will then be one of the main physics goals of Run 2 in which the γγ mode will play an
essential role.
If however the resonance is not conﬁrmed, the study of the Higgs boson will remain on the
forefront of the LHC physics program. The search for new physics will continue, both through
direct searches, and indirectly through the study of the coupling properties of the Higgs boson.
The γγ channel will remain one of the strongest contributors to these studies. These prospects
are reviewed in Section 9.
Chapter 2
The Standard Model Higgs Boson
2.1 Electroweak symmetry breaking in the Standard Model
The Standard Model (SM) of particle physics describes the ordinary matter content of the uni-
verse using fermion ﬁelds, and their interactions using gauge interactions. The gauge group is
SU(3)C ⊗ SU(2)L ⊗U(1)Y , with the simple factors associated respectively to color, left-handed
isospin and hypercharge. With only these ingredients, all particles are however massless: fermion
mass terms are forbidden by the chiral SU(2)L invariance, while gauge invariance ensures that
all the gauge bosons are massless.
The solution to this mass problem is realized through the Brout-Englert-Higgs (BEH) mech-
anism, put forward in 1964 [2, 3, 4]. This introduces a scalar sector consisting of a single complex
SU(2)L-doublet scalar ﬁeld φ. The most general renormalizable additions to the SM Lagrangian
are
LHiggs = LKinematic + LPotential + LYukawa
= |Dµφ|2 +
[
µ2φ2 + λφ4
]
+
[∑
i
yif¯i,Lφ
(c)fi,R
]
+ h.c.
(2.1)
where D is an SU(2)L ⊗U(1)Y covariant derivative, and the sum in the Yukawa term runs over
all fermions 1.
When µ2 < 0, the true vacuum of the theory occurs for 〈φ〉 = (0, v), with v = √−µ2/λ,
which breaks SU(2)L ⊗ U(1)Y invariance down to the electromagnetic U(1)EM . The breaking
is propagated to the gauge sector via the covariant derivative term, leading to mass terms for
the W and Z gauge bosons. These gauge bosons absorb the three components of φ associated
with the broken degrees of freedom to constitute massive gauge boson ﬁelds. The remaining
component of φ is a massive scalar H, the Higgs boson [2]. The couplings gV associated with
the HV V vertex (V = W,Z) are related to the gauge boson masses mV through the relation
gV = 2
m2V
v
. (2.2)
Fermions mass terms are also generated from the Yukawa terms after the symmetry breaking,
and the equivalent relation between the coupling associated to the Hf¯ifi vertex and the masses
1we neglect Yukawa mixing eﬀects here
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mfi is
gfi =
√
2
mfi
v
(2.3)
In both cases, the couplings of the Higgs bosons to the other SM ﬁelds can thus be directly
derived from their masses. Among the parameters in Eq. 2.1, the only unknown is the Higgs
boson mass mH =
√
−µ2. For this reason, the properties of the SM Higgs boson  production
rates, decay branching ratios etc.  are completely determined for a given value of mH , which
was an important input in the design of the LHC search eﬀort.
2.2 Pre-LHC Searches
The Higgs boson has been one of the main search targets of high-energy physics experiments since
circa 1980 [18, 19] in spite of the notorious diﬃculty of such a search [20]. The most stringent
pre-LHC direct bound was set by a combination of searches by the four LEP experiments [21, 22,
23, 24], leading to the exclusion of the region mH < 114.4 GeV at 95% CL [25]. Measurements
from the TeVatron experiments [26, 27] also led to the exclusion of the mass range 147 < mH <
180 GeV [28].
The Higgs mass can also be probed indirectly through quantum corrections to SM observables
that involve Higgs boson loops. While the eﬀects are small and the sensitivity to the Higgs mass
is weak (typically going as logmH), they are accessible through the precise measurements of
EW observables [29, 30] performed by the SLD experiment [31] and the four LEP experiments,
together with measurements of theW boson mass [32] and width [33] performed at the TeVatron.
Combined with the bounds from direct searches, this let to the bound 90 < mH < 300 GeV at
95% CL [34], illustrated on Fig. 2.1a. Having eliminated most of the parameter space for mH ,
these constraints proved critical for the LHC search. Within the small remaining region of mH ,
searches could be targeted towards only a few promising signatures, the properties of which were
completely determined at a given value of mH as noted above. This led to a guaranteed result:
either the discovery of an SM-like Higgs boson or, more radically, the exclusion of the entire
mechanism of EW symmetry breaking described above.
2.2.1 Higgs Production at the LHC
Higgs production at colliders is severely limited by the relation between Higgs couplings and
particle masses: while couplings to heavy SM states such as third-generation quarks and W and
Z bosons are sizable, direct couplings to ordinary beam particles  ﬁrst-generation quarks, gluons
and electrons  are either extremely small or zero.
The production of Higgs bosons at colliders therefore mainly follows a two-step process: ﬁrst
the creation of heavy states such as W and Z bosons or top quarks; secondly, the emission of a
Higgs boson from these states. The simplest process of this type is ff¯ →WH and ZH, in which
the Higgs boson is produced through "Higgsstrahlung" oﬀ a W or Z boson. A representative
diagram2 is shown in Fig. 2.2c. This process will be referred to as WH and ZH associated
production, and collectively as V H. It was the most relevant production process at LEP [25]
(as e+e− → V H) and TeVatron [28] (as qq¯ → V H). The process is however suppressed by
electroweak-strength couplings and at LHC by the smaller parton luminosity in the qq¯ initial
state.
2The Feynman diagrams in this document were drawn with the JaxoDraw package [37]
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Figure 2.1: (a) χ2 scan of mH from the global ﬁt of SM parameters presented in Ref. [35], using
the Gﬁtter [34] program. (b) Expected discovery signiﬁcances with 30fb−1 of ATLAS data at√
s = 14 TeV, as estimated in the ATLAS TDR [36] (1999).
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Figure 2.2: Representative leading-order diagrams for the main SM Higgs production modes at
LHC: (a) gluon-fusion, (b) Weak-boson fusion, (c) Associated production with aW and Z boson
and (d) Associated production with a tt¯ pair
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Following a similar strategy, the tt¯H production mode proceeds through the creation of a
tt¯ pair from which a Higgs boson is radiated, as shown in Fig 2.2d. The process beneﬁts from
the large partonic luminosity in the gluon-gluon initial state, and the strong couplings at all
interaction vertices. It suﬀers however from the large phase space required to accommodate
two on-shell top quarks as well as the Higgs boson, and its total rate is the smallest of the
main production modes. The similar bb¯H mode [38, 39], although initially overlooked in the
Higgs search, has a larger cross-section than tt¯H, thanks to a larger available phase space and
logarithmic enhancements due to the small b-quark mass which more than compensate the smaller
Yukawa coupling. It is interesting both for its sensitivity to the bottom-quark Yukawa and as one
of the backgrounds to the double-Higgs production pp→ HH → γγbb¯. The b-jets accompanying
the Higgs boson are however typically too soft to be reconstructed. In Run-1 analyses, bb¯H
was therefore treated as an "untagged" production mode, together with the gluon-fusion mode
described below.
The gluon-fusion (ggF) mode, shown in Fig. 2.2a, also proceeds through the creation of heavy
quarks, but within a loop. This provides the same strong couplings as for tt¯H, but without
the phase-space suppression. It suﬀers from a loop suppression, but is nevertheless the largest
production mode at LHC by more than an order of magnitude. The loop is also potentially
sensitive to the presence of new heavy particles that cannot be produced directly.
Finally, the t-channel process shown in Fig. 2.2b, referred to as Weak Boson Fusion or
VBF 3 [40] is also signiﬁcant at LHC energies. It is mainly mediated by longitudinally-polarized
gauge bosons, with an emission probability that rises with
√
s [41]: while its contribution was
relatively small at the TeVatron, it is sizable at LHC, where it is the second most abundant
production mode after gluon-fusion [42]. Furthermore, it is characterized by the presence of
forward jets initiated by the radiating quarks. The jets are separated by a large rapidity gap
(∆y & 4) featuring little hadronic activity, due to the lack of color exchange between the quarks.
This distinctive signature can be used to achieve much larger signal-over-background ratios after
selection.
Fig. 2.3a shows the production cross-sections for the various modes as a function of mH .
2.3 Higgs decay modes
The branching fractions for the main Higgs boson decay modes are shown in Fig. 2.3b. For
mH ≈ 125 GeV, the main decay modes are into pairs of heavy SM particles: H → bb¯, H →WW ,
H → ZZ and H → ττ , with branching fractions ranging from 58% to 6.3%. These abundant
modes are however diﬃcult to access inclusively at hadron collider due to large backgrounds from
QCD processes.
The H → WW and H → ZZ can be identiﬁed using leptonic decays4, but this reduces the
event rate by factors of about 20 and 200 respectively for the fully leptonic case. In the case
of H → WW , the presence of neutrinos in the ﬁnal state also leads to poor resolution on the
mass of the WW system, which makes the extraction of the signal challenging. The H → bb¯
and H → ττ ﬁnal states can be accessed in particular conﬁgurations: using the presence of
an associated W or Z boson decaying to leptons or a tt¯ pair, a V BF-like conﬁguration, or a
3The acronym originates from the ambiguous denomination of "Vector Boson Fusion", which has unfortunately
become the standard usage
4Here leptonic refers to e and µ only, since hadronic τ decays are more diﬃcult to separate from QCD processes
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Figure 2.3: (a) Higgs production cross-sections as a function ofmHand (b) Higgs decay branching
ratios as a function of mH
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Figure 2.4: Representative leading-order diagrams for H → γγ: (a) through a W-boson loop,
(b) through a t-quark triangle.
"boosted" conﬁguration with a large Higgs transverse momentum. The dominant gluon-fusion
production yield is however largely inaccessible.
By comparison, the H → γγ mode is a rather rare decay, proceeding through the loop dia-
grams shown in Fig. 2.4. Its highest branching ratio is only about 0.23% for mH ∼ 125 GeV [42],
and furthermore it drops rapidly as one moves away from this value: the partial decay width
scales approximately as m3H , and thus decreases rapidly for lower mH ; and for mH & 130 GeV,
the total width is dominated by the rapidly-rising H → WW and H → ZZ partial widths,
leading to the drop in the γγ branching ratio seen in Fig. 2.3b.
The H → γγ mode however oﬀers two main advantages. First, most of the event yield is
accessible: photons do not suﬀer branching fraction losses, so that the accessible event yield is
about 20 times larger than H → ZZ → 4l and only about 4 times smaller than H → WW →
lνlν. The clean diphoton ﬁnal state allows the use of the full gluon-fusion production yield,
in addition to less-abundant production processes. This possibility to access all of the main
production modes was important not just for discovery, but also for the later measurement of
Higgs boson couplings. Secondly, the signal can be clearly identiﬁed as a narrow peak in the
diphoton invariant mass (mγγ) distribution. For mH ≈ 125 GeV, the total width of the Higgs
boson is ΓH = 4 MeV, so that the width of the mass peak is dominated by the experimental mass
resolution of about 1%. Minimizing this resolution was therefore an important design parameter
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of the LHC experiments. This is particularly important due to the large irreducible backgrounds
in this channel (see Section 4), which can however be cleanly separated from the signal due to
the smoothness of their mγγ distributions.
2.4 Search Strategy
At LHC, the very large yield from gluon-fusion production led to a discovery strategy focused
on this production mode, relying on clean signatures from the Higgs decay itself to suppress
background. The most promising discovery channels were thus H → ZZ → 4l or H → WW →
lνlν decays, and of course the H → γγ mode which will be the focus in the rest of this document.
The V H → bb¯ mode, while extremely interesting to probe the b-quark Yukawa coupling, had
a sensitivity that is restricted to Higgs masses very close to the LEP bound. This picture of
the main discovery modes, as envisaged at the time of the design of the ATLAS experiment, is
shown in Fig. 2.1b.
As noted above, the coupling properties of the SM Higgs boson are completely deﬁned once
its mass mH is known. If an excess is observed at a given mass mH , one can compute the Higgs
signal strength as the ratio
µ = Nobsevts/N
SM
evts (2.4)
of the observed event yield in a given process to the one predicted by the SM. Values close to
unity then serve as evidence of the Higgs-like nature of the excess. Higgs discovery and exclusion
results are generally presented in terms of µ: the exclusion of the SM is evidenced by upper
limits on µ below unity, while exclusion of µ = 0 at the 5σ level constitutes a discovery.
Chapter 3
The ATLAS detector
3.1 Overview
The ATLAS detector is a multi-purpose particle detector with a cylindrical geometry and approx-
imate forward-backward symmetry, providing almost 4pi solid angle converge around the interac-
tion point. It consists in an inner tracking detector, electromagnetic and hadronic calorimeters,
and a muon spectrometer. The tracker is composed of a silicon pixel detector, a silicon-strip
tracker (SCT) and a transition radiation tracker (TRT) consisting of straw drift tubes ﬁlled with
xenon gas. It is surrounded by a solenoid magnet generating a 2T axial magnetic ﬁeld and
provides track reconstruction within the region |η| < 2.51. During the shutdown period between
LHC Run 1 and Run 2, a new innermost layer, the insertable b-layer (IBL) was added to the
Pixel detector [43]. Electromagnetic calorimetry in the region |η| < 3.2 is provided by a sam-
pling calorimeter with an accordion geometry, using liquid-argon (LAr) as the sensitive medium
and lead as the absorber. It consists of a barrel section covering the range |η| < 1.475 and
two endcaps covering 1.375 < |η| < 3.2. A scintillating tile/iron calorimeter provides hadronic
calorimetry over the range |η| < 1.7. LAr calorimeters with copper and tungsten absorbers
provide electromagnetic and hadronic calorimetry in the forward region. Both hadronic and
electromagnetic calorimeters cover the range |η| < 4.9. The muon spectrometer consists of an
array of precision tracking chambers within a magnetic ﬁeld provided by a set of air-core toroidal
magnets arranged in an octagonal geometry. It provides muon tracking over the range |η| < 2.7.
A detailed description of the ATLAS detector can be found in Ref. [10].
3.2 The ATLAS Liquid-Argon Calorimeter
3.2.1 Overview
The main design goal of the ATLAS electromagnetic calorimeter was to provide good identiﬁ-
cation and measurement of photons and electrons over a wide range of energies running from a
few GeV to a few TeV [44]. One of the main physics targets for this design was H → γγ. These
1The ATLAS experiment uses a right-handed coordinate system with its origin at the nominal interaction
point (IP) in the center of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the
center of the LHC ring, and the y-axis points upward. Cylindrical coordinates (r, φ) are used in the transverse
plane, φ being the azimuthal angle around the beam pipe. The pseudorapidity is deﬁned in terms of the polar
angle θ as η = − ln tan(θ/2).
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Figure 3.1: (a) Schematic view of a section of the barrel EM calorimeter, illustrating its longitu-
dinal and transverse segmentation. (b) An example pulse shape collected in the second layer of
the EM barrel. The red points show the samples and the blue line the pulse shape prediction.
objectives are achieved using a lead/liquid-argon (LAr) sampling calorimeter covering the pseu-
dorapidity range |η| < 4.9. The LAr technology was chosen since it provides a stable and uniform
detector response, allowing precise calibration of the energy of electromagnetic objects. It also
provides excellent radiation hardness, which is critical in the demanding environment of the LHC.
The calorimeter is separated into a barrel covering |η| < 1.475, and endcap sections consisting
of an outer wheel covering 1.375 < |η| < 2.5 and an inner wheel covering 2.5 < |η| < 3.2. In
the region |η| < 2.5, designed for precision electromagnetic calorimetry, the LAr calorimeter is
segmented into three longitudinal layers, as shown in Fig. 3.1a. The second layer has a thick-
ness of approximately 24X0 and collects most of the electromagnetic shower energy. It is ﬁnely
segmented into cells of 0.025 × 0.025 along η and φ, allowing the separation of electromagnetic
and hadronic showers through their shapes. The ﬁrst layer has a thickness of about 4X0 and is
very ﬁnely segmented into cells of size 0.003125 along η. These ﬁne strips provide discrimination
between the single showers created by prompt photons from the two overlapping showers created
by pi0 → γγ decays. The third layer is used to collect the tail of the EM shower and correct
for leakage beyond the EM calorimeter. A presampler detector covering the range η < 1.8 is
also used to account for energy losses upstream of the calorimeter. The ﬁne segmentation of the
ﬁrst layer is present only in the region |η| < 2.37. Performance is degraded in the region near
the barrel-endcap transition at η = 1.4 − 1.5 due to larger amounts of material in front of the
calorimeter, as shown in Fig. 4.4a, and the region 1.37 < |η| < 1.52 is generally not used in
analysis.
3.2.2 Measurement of Cell Energy and Time
In each of the 182, 458 cells in the LAr calorimeter, the ionization signal created by the passage of
charged particles through the LAr is processed by an electronics chain consisting of a preampliﬁer
and a bipolar ﬁlter, as shown in Fig. 3.2. The linearly decreasing shape of the ionization signal as
a function of time is then shaped into the form shown in Fig. 3.1b. The shape is then sampled at
25 ns intervals in one of three possible gains (low, medium or high). After pedestal subtraction,
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Figure 3.2: Schematic view of the LAr front-end electronics
the digitized sample values can be expressed as
si = Ag(ti + τ) + ni ≈ Agi +Aτg′i + ni (3.1)
where g(t) is the pulse shape; ti are the sampling times; gi = g(ti) and g′i = g′(ti) are the values
of the pulse shape and its time derivative at the sampling points; A and τ are the amplitude
and the time of the pulse; and ni is the random noise at sampling i. The pulse shapes g(t) are
obtained for each cell and gain value using a calibration procedure [45]. If the linearized form of
Eq. 3.1 is valid (i.e. for |τ | small compared to the scale of the variations of g(t)), the amplitude
and time can be computed using the optimal ﬁltering (OF) expressions [46]
A = ais
i (3.2)
Aτ = bis
i (3.3)
where the implicit sums run over N samples (N = 5 in Run 1 and N = 4 in Run 2). The ai and bi
are optimal ﬁltering coeﬃcients (OFCs) chosen to minimize the noise contribution to A and Aτ .
Their expressions can be obtained from the linear least squares technique in a non-orthonormal
basis as [47] (
ai
bi
)
= Γ−1
(
gi
g′i
)
, (3.4)
where
Γ =
(
gkg
k gkg
′k
gkg
′k g′kg
′k
)
. (3.5)
The metric used to raise and lower indices is the inverse of the noise correlation matrix Cij =
n¯−2〈ninj〉, where n¯2 = 〈n2i 〉 the noise RMS at each sampling.
3.2.3 Quality Factor Calibration
The Q-factor [48] of the pulse is deﬁned as
Q =
1
n¯2
rir
i, ri = si −Agi −Aτg′i. (3.6)
or alternatively in an un-normalized form without the n¯2 denominator. It is a measure of the
goodness-of-ﬁt of the measured samples to the expression given by Eq. 3.1, and allows to reject
pulses originating from noise, rather than true ionization signals. If the true values of gi and
g′i are used throughout the computations above, then the estimators given by Eqs. 3.2 and 3.3
are unbiased. In this case, Q only gets contributions from noise terms and is distributed as a χ2
with N − 2 degrees of freedom if the noise is assumed to be Gaussian.
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Figure 3.3: Un-normalized Q-factor values as a function of measured energies for pulses collected
in cells from well-identiﬁed electron clusters in 300pb−1 of 2011 data (a) before the corrections
of Section 3.2.3 and (b) with the corrections applied. The correlations between Q values and
energy visible in (a) are due to biases in the pulse shapes used in the reconstruction, as described
in the text; the two lobes correspond to high gain (top) and medium gain (bottom).
The distribution of the un-normalized Q in data was measured in a sample of about 300 pb−1
of data collected in 2011, in cells taken from the electromagnetic clusters of well-identiﬁed elec-
trons (see Ref. [47]). The result is shown in Fig. 3.3a: large values of Q are observed, correlated
with large pulse amplitudes. Due to this behavior, even good pulses can be associated with large
Q factor values. A cut at Q > 4000 was initially set on pulse Q-values to reject noise, but as
seen in Fig. 3.3a this led to signiﬁcant ineﬃciencies for good pulses with large amplitudes.
This behavior is incompatible with a χ2 distribution for Q, but expected if the shape coeﬃ-
cients gi and g′i used in the computation diﬀer from the true values gˆi and gˆ′i ; in this case Q also
receives contributions quadratic in A(gi− gˆi), as well as other similar contributions involving g′.
In order to recover an appropriately distributed Q-factor, one can simply measure these
deviations using the pseudo-residual [48] expression
ρi =
si −Agi −Aτg′i
A
. (3.7)
Pulse corrections can then be derived from the averages of the pseudo-residuals as
ξ′i = −
〈[
ρi − 〈ρi〉] [τ − 〈τ〉]〉〈
[τ − 〈τ〉]2
〉 (3.8)
ξi = 〈ρi〉+ 〈τ〉ξ′i. (3.9)
and one can show [47] that using the corrected pulse shape coeﬃcients g˜i = gi+ξi and g˜′i = g′i+ξ′i
instead of the original gi and g′i, one recovers a χ2 behavior forQ. This represents a generalization
to two dimensions of the method of Ref. [48] for the case of the measurement of the amplitude
only.
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These corrections must be separately computed for each sampling of each LAr cell and for
each gain value, since diﬀerent gains follow diﬀerent electronics channels (see Fig. 3.2) which
may lead to slightly diﬀerent pulse shapes, leading to a potential total of 6M correction values.
Corrections were computed using a subset of 2011 data [47] collected using a dedicated trigger
stream. The partial event building readout mode was used in which only the part of the event
close to the region of interest ﬂagged by the trigger is read out. Thanks to the small resulting
event size, this technique allows the collection of LAr pulses to occur at trigger rate of about 40
Hz, which would not be possible for standard triggering techniques.
For the method outlined above to work reliably, about 20 pulses must be collected in a given
cell. Even with the use of the dedicated trigger stream described above, a suﬃcient number of
pulses could not be collected for the method to be applied reliably in all LAr cells, particularly
in low gain and in the third layer of the calorimeter. For these cases, a separate set of corrections
was derived from all pulses in cells at a given φ positions, for which shapes are expected to be
quite similar. While these corrections are less precise than the per-cell values, excellent agreement
is found between the two, for the cells in which both values are available [47].
The Q factor computed after applying these corrections is shown in Fig. 3.3b, on the same
electron sample as described above. The amplitude-dependent behavior was largely removed by
the correction, leading to an ineﬃciency of less than 1% when applying the Q > 4000 selection
on good physics pulses.
3.3 Photon Reconstruction and Identiﬁcation
3.3.1 Photon Reconstruction
Photons are reconstructed as clusters of cells in the EM calorimeter using a sliding-window tech-
nique within the region |η| < 2.5. Tracks are associated to the cluster if their extrapolated
intersection point with the second layer of the calorimeter is consistent with the position of the
cluster. Clusters associated with a single track with no hit in the innermost tracking layer are
classiﬁed as single-track conversion candidates. Clusters associated with a pair of tracks consis-
tent with originating from a photon conversion in the inner tracker are classiﬁed as double-track
conversions. Other photons are classiﬁed as unconverted. A ﬁnal algorithm resolves the ambi-
guity for candidates reconstructed both as electrons and as photons, and recovers unconverted
photons that were wrongly reconstructed as electrons due to the presence of a spurious track.
From MC simulations 96% of photons with ET > 25 GeV are expected to be reconstructed as
photon candidates, while the remaining 4% are incorrectly reconstructed as electrons [49].
The probability for a real electron with ET > 25 GeV to be reconstructed as a photon
candidate fulﬁlling the tight identiﬁcation criteria is measured in data to vary between 2% and
15%, depending on its pseudorapidity and whether the photon candidate is reconstructed as
converted or unconverted.
3.3.2 Photon Identiﬁcation
Photons identiﬁcation is a set of selections designed to separate prompt photons from back-
ground sources, in particular photons from hadronic decays (e.g. pi0 → γγ and η → γγ). The
selections are based on the shape of the shower developments within the calorimeters in both
the longitudinal and transverse directions, making use of the segmentation of the calorimeter
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along both directions. As described in Section 3.2.1, only photons in the pseudorapidity range
|η| < 2.37, excluding the barrel-endcap transition region 1.37 < |η| < 1.52 are considered. The
shape is characterized by 9 shape variables that fall into three broad categories:
• Hadronic leakage: fraction of photon energy reconstructed in the hadronic calorimeter
• Width of the shower in the second layer of the EM calorimeter along the η and φ directions.
• Shape of the shower in the ﬁrst layer of the EM calorimeter. This includes measures of
both the width of the shower and of the presence of two local energy maxima. The latter
may be used to identify pi0 → γγ decays.
For Run 1 data collected in 2012 and Run 2 data, the selection is applied through rectangular
cuts on the shower shape variables.
In early Run 1 data, the eﬃciency of these selections was determined from simulation. The
corresponding uncertainties were determined based on the agreement between data and simula-
tion in the distributions of the shower shape variables, as measured in photon samples. Typical
values of 5% were obtained. The same method is used for the Run 2 data.
For the ﬁnal 2012 dataset, eﬃciencies were determined from three data-driven methods:
using a clean sample of photons from Z → llγ decays; extrapolating photon shower shape
properties from that of Z → ee electrons; and a method using an inclusive photon sample in which
the relatively low photon purity is measured from data using photon isolation properties [49].
Scale factors determined from these methods are then applied to the simulation to match the
measurements in data. The methods cover a range of photon energies ranging from 15 GeV up
to 1 TeV, with typical uncertainties of about 1%. For the H → γγ analysis of 2011 data, the
identiﬁcation was based on a combination of shower shape variables within a neural network [49].
Further separation of prompt photons from background is provided by estimating the amount
of activity in a wide cone around the photon candidate position. Two methods are used for this
purpose:
• Calorimeter-based isolation criterion: the isolation transverse energy ET,iso is computed
as the scalar sum of the transverse energies of clusters within a cone of radius ∆R = 0.4
around the position of the photon candidate, removing the energy from the photon cluster
itself. A correction for photon cluster leakage into the isolation cone is applied, as well as
an event-by-event correction of the event ambient energy based on the method of Refs. [50,
51]. In Run 1 data, the selection ET,iso < 6 GeV is applied. In Run 2, the selection
is ET,iso < 2.45 GeV + 0.022ET , where ET is the transverse momentum of the photon
candidate.
• Track-based isolation criterion: the isolation transverse momentum pT,iso is computed as
the scalar sum of the pT of all tracks within a cone of radius ∆R = 0.2 which originate
from the selected primary vertex (see Section 3.3.3) and have pT > 1 GeV. In Run 1 data,
the selection pT,iso < 2.6 GeV is applied. In Run 2, the selection is pT,iso < 0.05ET , where
ET is the transverse momentum of the photon candidate.
3.3.3 Diphoton Mass Reconstruction and Calibration
The energy of the photon candidate is computed from the energies of the cells within the cluster,
applying a calibration procedure accounting for upstream material and lateral and longitudinal
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leakage. Slightly diﬀerent procedures were used for diﬀerent phases of the γγ analyses: the early
Run 1 results used what will be referred to as the initial Run 1 calibration [52], while later Run
1 analyses used the more precise ﬁnal Run 1 calibration [53]. In the latter scheme, both the
photon energy resolution and its uncertainty were reduced, in particular thanks to more precise
estimations of the amount of upstream material and of the relative energy calibration of the
ﬁrst and second layers of the EM calorimeter. These estimations also formed the basis of the
preliminary calibration available for the Run 2 data.
The invariant mass of the two photons is computed as m =
√
2ET,1ET,2 (cosh∆η − cos∆φ)
where ET,1 and ET,2 are the transverse momenta of the two photons, and ∆η and ∆φ the
respective diﬀerences in their pseudorapidities and azimuthal angles.
The invariant mass depends on the position of the primary vertex, through the value of ∆η.
This can be obtained by an extrapolation from the positions of the barycenters of the photon
clusters in the ﬁrst and second layers of the EM calorimeter. This pointing information for
both photons is combined through a multivariate discriminant, together with information from
the primary vertices reconstructed in the inner tracker and their associated tracks, and photon
conversion tracks when they are present. The position of the selected vertex is within 0.3mm of
the true vertex 95% of the time, as determined from Z → ee events. This resolution is suﬃcient
to ensure that the eﬀect of the choice of diphoton vertex has a negligible impact on the mass
resolution.
In the initial Run 1 calibration, the uncertainty on the mass scale for the inclusive H →
γγ analysis was 0.55% [54]. For the ﬁnal Run 1 calibration, the corresponding number was
0.2% [55]. The uncertainty on the mass resolution similarly decreased from 21% for the initial
calibration [56] to 11% for the ﬁnal calibration [55].
3.3.4 Photon Trigger
Events used in the analyses described in this document are selected using diphoton triggers with
energy thresholds of either 20 GeV both both photons, or 35 GeV and 25 GeV for the leading
and subleading photon respectively2. These triggers are fully eﬃcient for oine energies a few
GeV above the trigger thresholds. Looser versions of the photon identiﬁcation criteria presented
in Section 3.3.2 are also applied. In all cases, the trigger eﬃciency on selected analysis events is
about 99% or higher.
3.3.5 Personal Contributions
I developed the method presented in Section 3.2.3 to compute the pulse shape corrections to
both gi and g′i, extending the technique of Ref. [48] for the correction of gi. I developed a
software package, LArSamplesMon [57] to implement the calculation. I also implemented the
trigger stream through which the pulses are collected, helping to commission the partial event
building technique which it uses. I also developed software, implemented in the LArCafJobs [58]
package, to automatically process the collected data. This processed data was used not only in
the computation of pulse residuals, but also to perform the timing alignment of the LAr cells for
the Run 1 data-taking [59].
2Here and in the rest of this document, leading and subleading refers to an ordering with respect to transverse
momentum.
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I contributed to the development of the High-level trigger (HLT) steering code, the framework
which schedules the execution of the HLT algorithms. The development occurred in 2006-2007,
and this code is still in use today in the trigger. Since October 2015 I am supervising the work
of a student working on the photon trigger algorithms.
Finally, I have been co-convener of the ATLAS photon identiﬁcation group since April 2015,
overseeing in particular the development of the data-driven determinations of the photon iden-
tiﬁcation eﬃciencies in Run 2 data.
Chapter 4
Strategy for the H → γγ Search
4.1 Introduction
In the mass range near mH = 125 GeV where the H → γγ branching ratio is maximal, the SM
Higgs boson manifests itself as a narrow resonance, with a rather large event yield of about 19
identiﬁed events per fb−1 [12], providing an ideal setting for discovery.
These advantages are however oﬀset by large backgrounds: after applying the photon selection
criteria described in Section 3.3.2, the total background yield at mγγ = 125 GeV is about 170
events per fb−1 and per GeV of mγγ [12], resulting in a signal-over-background ratio (S/B) of
only about 3% at the peak. This background is partially due to reducible contributions from
single-photon production (referred to as γjet in the following) and multijet events (henceforth
denoted as jetjet). In these cases a jet is misidentiﬁed as a photon, most often due the presence
of a high-momentum pi0 → γγ decay which is not rejected by the photon identiﬁcation cuts.
However this reducible background only makes up about 20−25% of the total [55], as illustrated
in Fig 4.2. The remainder originates from qq¯ → γγ and gg → γγ processes, denoted as γγ
in the following. The gluon-initiated process contributes about 15% of the total γγ yield at
mγγ = 125 GeV [60]. Representative diagrams for the leading background processes are shown
in Fig. 4.1.
The γγ background can be reduced by targeting non-ggF production, for instance requiring
V BF-like jet conﬁgurations or the presence of gauge bosons or heavy qq¯ pairs in the event. This
can achieve sizable increases in the S/B to about 0.30. However such requirements lead to a
much reduced discovery potential, due to the dominance of ggF production at LHC. The γγ
background is thus largely irreducible, although one can still make use of regions with higher
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Figure 4.1: Representative leading-order diagrams for the main backgrounds to H → γγ at LHC
(a) direct γγ production, (b) box diagram for γγ production (c) γγ production through internal
bremsstrahlung (d) γjet production
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Figure 4.2: Decomposition of the background to the H → γγ search into γγ, γjet and jetjet
components, for the selection of the ﬁnal Run 1 analysis described in Section 7.
S/B using categorization techniques as described in Section 4.4 below.
The mγγ spectrum of the background is however smooth, due to the absence of production
thresholds between the low-energy QCD region and the tt¯ threshold1 The signal can therefore
be extracted by making use of the wide sidebands available in the mγγ spectrum to estimate the
background below the narrow signal peak.
The full-scale implementation of these techniques in ATLAS was ﬁrst performed in the H →
γγ analysis published in 2008 as part of the "CSC document" [15], a full review of ATLAS physics
performance. This iteration of the H → γγ analysis will be referred to as the CSC analysis.
The techniques used in modeling the background are further described in Section 4.2 below,
while Section 4.3 presents the modeling of the signal. The use of categorization to improve the
analysis sensitivity is presented in Section 4.4.
4.2 Background Modeling
4.2.1 Modeling Using Analytical Shapes
The sideband regions used to estimate the background in the Higgs discovery analysis covers the
range 100 < mγγ < 160 GeV. The lower edge was chosen as the point where the small background
contribution from misidentiﬁed Z → ee events (∼1% of the total [12]) can be considered together
with the other background components, without special treatment of the Z resonance. The
upper edge was chosen so that a signal peak in the expected region 120 < mH < 140 GeV
lies approximately in the center of the mass range. The value is also close to the optimum
value obtained when accounting for two competing eﬀects: on the one hand, the increase in
statistical uncertainty when the mass range is reduced; and on the other hand, the increase in
the background modeling uncertainty when the mass range is widened.
1the tt¯ threshold has a small impact on the γγ shape, for instance through higher-order corrections to the
gg → γγ "box" process [61].
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In many ATLAS analyses, the shapes used to model the background components are described
using "templates", histograms obtained from MC simulation. The shape of these templates is
usually ﬁxed in the ﬁt to the data, modulo some ﬂexibility accounting for shape uncertainties.
This technique is however ill-suited to the case of H → γγ: ﬁrstly, theory systematic uncertain-
ties on the shape of the mγγ spectrum are typically of the order of a few percent for the latest
computations at next-to-next-to-leading order (NNLO) [62]. For S/B ≈ 3%, these uncertainties
are of the same order as the signal itself. Secondly, achieving suﬃciently small statistical uncer-
tainties on the background requires large simulated samples, given the small S/B. Achieving a
statistical precision of δ relative to the signal yield, requires a sample size that can be estimated
as B ≈ ∆σ
[
δ
(
S
B
)]2
, where σ is the width of the signal peak and ∆ the width of the sideband. For
δ of the order of a few percent, samples of O(107) events are required. This is achievable for γγ
production, for which the selection eﬃciency is high. For γjet and jetjet production however, the
selection eﬃciency is suppressed by the small probability to misidentify a jet as a photon, which
is O(10−3), and the required samples would be unreasonably large. Templates for the reducible
backgrounds also cannot be easily obtained from data control regions, since even relaxing the
photon selections to the ones used at the trigger level still leads to statistical ﬂuctuations in the
template that are not small compared to the expected signal (again due to the small S/B).
Since the background follows a simple smooth shape, one can instead rely on an ad-hoc de-
scription using a smooth function of mγγ , in practice an analytical2 function. The wide and
well-populated sidebands can be used to ﬁt the parameters of the function, which are left free in
the ﬁt. The shape of the background is thus almost entirely data-driven: the systematic uncer-
tainties associated with the template method above are replaced with statistical uncertainties,
typically very small given the large event yields available in the sideband regions.
4.2.2 Choice of Function
The background shape is not fully ﬂexible due to the speciﬁc choice of analytical form. This lim-
ited ﬂexibility is unavoidable, since the interpolation of the background from the sideband region
into the signal region necessarily relies on assumptions on the smoothness of the distribution3.
However this can also induce a bias in the estimation of the background below the peak, whose
eﬀect on the signal is magniﬁed by the small S/B ratio. This bias can be made smaller with
more complex (and therefore more ﬂexible) functional forms but at the price of lower statistical
power.
The bias can be estimated using large samples of simulated background. These are ﬁtted to
a model consisting of the sum of a background component deﬁned by the functional form under
study, and a signal component deﬁned as described in Section 4.3 below. The ﬁtted number
of signal events is a measure of the bias induced by the diﬀerence between the simulated mγγ
shape and that provided by the functional form. Since the result depends on the mγγ shape
predicted by the simulation, the method should in principle be applied using various generator
choices. One should also consider variations in the renormalization and factorization scales, to
account for missing higher-order terms in perturbative expansions, and appropriate variations of
the parton distribution functions. Each of these conﬁgurations yields a diﬀerent mγγ shape, but
due to the freedom provided in the background parameterization, a suitably low value of the bias
2In this context analytical will here denote a function that is not only analytical in the usual sense, but also
expressible in closed form using usual functions.
3In the extreme case of a fully ﬂexible function, any signal peak would be absorbed in the background shape.
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(exponential of a second-order polynomial) is chosen since as the form with the least number of
degrees of freedom passing the criteria, following the procedure described in Section 4.2.2. (From
Refs [55])
may be obtained in each case. The maximum value of the bias over all possible conﬁgurations,
the spurious signal, is then used as an uncertainty on the background modeling. This value is a
conservative estimate of the uncertainty, assuming that the true shape of the data lies somewhere
within the range of conﬁgurations considered.
However due to the diﬃculties associated with the generation of high-statistics samples for
each possible MC variation, the scan of various simulation conﬁgurations was replaced in the
H → γγ analyses by a scan over mH . The spurious signal is then deﬁned as the maximum bias
over the range 110 < mH < 150 GeV. Due to the somewhat ad-hoc nature of this deﬁnition, a
strict limit is set on the allowed spurious signal: functions are considered only if the spurious
signal Sspur value veriﬁes the two conditions
Sspur < 20% δSexp (4.1)
Sspur < 10%Sexp (4.2)
were Sexp and δSexp are respectively the expected signal yield and the expected signal statistical
uncertainty. The condition 4.1 ensures that the uncertainty from the background modeling
provides a contribution of no more than ∼2%, when added in quadrature to the statistical
uncertainty. Condition 4.2 ensures that a potential residual bias does not signiﬁcantly aﬀect the
measured signal yield. If several functions are found to satisfy these conditions, the function with
the least number of free parameters is selected so as to maximize the sensitivity. The procedure
is illustrated in Fig. 4.3.
Some arbitrariness remains in the way conditions 4.1 and 4.2 are deﬁned. In fact the form
given above is a compromise between the two competing constraints that on the one hand, the
criteria are tight enough to lead to small modeling uncertainties, in order for the analysis not
to be strongly dependent on their exact description; and on the other hand, that they are loose
enough to allow reasonably simple functions with high statistical power to be used. While the
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deﬁnitions above were used for all the Run 1 H → γγ analyses from the Higgs boson discovery
onward, other choices can be made. In the high-mass search described in Section 8.4, condition 4.1
was loosened from 20% to 30%; and the future high-precision measurements of Higgs couplings
described in Section 9.2 will require smaller background modeling uncertainties and thus tighter
versions of condition 4.2.
This method of choosing the background description also has the disadvantage of requiring
extremely large simulated background samples, to avoid large spurious signal values due to
statistical ﬂuctuations. For instance a MC sample with 25 times the data statistics will lead to
an uncertainty on the bias equal to 20% of the uncertainty in data: in this case even a function
with no true bias would typically not fulﬁll the spurious signal criteria, due to the contribution
from statistical ﬂuctuations. Obtaining a relative statistical uncertainty of 10% on the measured
bias, i.e. less than 2% of the statistical uncertainty in data, requires a MC sample about 2500
times larger than the data.
For a few fb−1 of ATLAS data, this is the same order of magnitude as the O(107) events
computed in Section 4.2.1 above in the context of a template analysis. The requirements on
the precision of the simulated samples are however less stringent in the present case, since the
simulation is used only to select the functional form used to describe the background, not to
predict its exact shape. The samples are therefore obtained without resorting to full detector
simulation; instead, a reweighting procedure is applied to samples generated at truth level only.
The reweighting accounts for photon eﬃciency and energy smearing eﬀects, as well as jet fake
rates for the case of reducible background. It is determined in wide bins of ET and η using
smaller samples produced with full detector simulation. It is then applied to a high-statistics
sample of about 107 γγ events produced with the Sherpa generator [63], as well as samples of
γjet and jetjet processes produced with Pythia [64, 65], all produced with truth-level information
only. Such a procedure, referred to as smeared MC had already been implemented for the CSC
analysis [15], and subsequently reﬁned and applied to the much larger samples described above.
4.3 Signal Modeling
Precise knowledge of the signal mγγ shape is needed to extract the signal yield from data. Due to
the small Higgs natural width, this shape is almost entirely driven by detector eﬀects and can be
precisely modeled using simulation. Two important systematic uncertainties need to be included
in the modeling: the uncertainty on the diphoton mass scale, which induces a global mass shift
in the distribution, and the uncertainty on the mass resolution, which modiﬁes the width of the
signal peak (see Section 3.3.3). The latter is particularly important for the measurement of the
signal yield, since a change in the width of the peak induces a proportional change in the number
of ﬁtted signal events. In the ﬁnal H → γγ analysis of Run-1 data, presented in Chapter 7, an
uncertainty of 11% on the mass resolution was found to induce a 7% uncertainty on the signal
yield [55], making it the largest single source of experimental uncertainty on the signal yield.
We again chose to instead model the signal shape using an analytical form, this time with
ﬁxed parameters, due to practical considerations:
• the signal description is typically simpler, with ∼5 parameters used to describe the full
shape;
• the functional form can be easily adjusted: in particular the eﬀect of photon energy scale
and resolution variations can be implemented as variations of the peak position and width
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parameters, instead of more complex interpolations between the templates obtained in the
diﬀerent cases;
• having both signal and background described by analytical shapes allows the use of un-
binned shape ﬁts, which do not rely on a particular binning of the data4.
In practice, functions derived from the Crystal Ball shape [66, 67, 68] are used. The Crystal
Ball distribution has a long history of use in ﬂavor physics to describe the diphoton invariant
mass distribution of pi0 → γγ decays, dating back to a 1979 publication by the Crystal Ball
collaboration [69]. Its form consists of a Gaussian core stitched to a power-law distribution on
the low-mass side so that both the function and its derivative are continuous at the junction. This
form was introduced in the CSC analysis following previous experience on the BaBar experiment,
and similar forms were retained for all H → γγ Run 1 analyses.
4.4 Categorization
4.4.1 Sensitivity Improvements Through Categorization
Principle The sensitivity of the H → γγ analysis described above depends almost completely
on the amount of background under the signal peak. This in turn depends on two factors: the
width of the peak and the S/B at the signal peak. Since the Higgs natural width is about
4 MeV [42], the former is almost completely dominated by the contribution from the mass res-
olution discussed in Section 3.3.3. The latter can be improved using the photon identiﬁcation
algorithms described in Section 3.3.2, but as noted above the S/B is about 3% even when ac-
counting for the irreducible backgrounds alone.
It is possible to further improve the overall sensitivity of the analysis by making use of regions
of phase space with better local conditions, either in the form of higher S/B or of lower mass
resolution uncertainties. Since these regions typically contain only a small fraction of the total
signal yield, it is usually not advantageous to exclude the rest of the dataset. Instead, the "good"
regions and the "rest" are treated as separate analyses (called categories in the following), from
which a single combined result is obtained.
The observed yield Sobs,i in each category i can be expressed as Sobs,i = µSexp,i, where Sexp,i
is the expected yield and µ the signal strength. This provides a combined measurement of µ
that is more sensitive than the inclusive analysis performed without such separation, with larger
gains for larger performance diﬀerences between the categories.
Counting Analysis As an illustration, one can consider the case where the shape analysis
is reduced to a simple counting analysis in the region of the peak, with a Gaussian-distributed
event yield. The signal yields in each category are denoted and Si; the uncertainties on these
yields are σi =
√
Bi , where Bi is the background yield in the signal region; and the per-category
signiﬁcances are Zi = Si/σi. The combined signiﬁcance for ncats categories can then be written
as
Zcomb =
ncats∑
i=1
zcombi , z
comb
i = Zi
Zi,exp√
ncats∑
i=1
Z2i,exp
(4.3)
4Although in practice binned ﬁts are often performed in any case for since they are usually faster
4.4. CATEGORIZATION 27
where Zi,exp = Si,exp/σi are the expected signiﬁcances in each category, under some signal
hypothesis.5 The inclusive signiﬁcance can be cast in the same form,
Zincl =
ncats∑
i=1
zincli , z
incl
i = Zi
σi√
ncats∑
i=1
σ2i
. (4.4)
In both cases, the signiﬁcance for the entire dataset is obtained as a linear combination of the
per-category signiﬁcances, with a diﬀerent set of coeﬃcients for the two cases. One can also note
from Eqs. 4.3 and 4.4 that zcombi /z
incl
i ∼ Zi,exp/σi = Si/Bi, modulo a factor that is the same
for all categories. The category result is therefore equivalent to applying an S/B-weight to the
data.
Performance When considering expected signiﬁcances, then Zcomb,exp ≥ Zincl,exp, since
Z2incl,exp =
(
ncats∑
i=1
f2i Z
−2
i,exp
)−1
≤
ncats∑
i=1
f2i Z
2
i,exp ≤
ncats∑
i=1
Z2i,exp = Z
2
comb,exp (4.5)
where fi = Sexp,i/Sexp are the per-category signal fractions. The ﬁrst inequality derives from the
well-known inequality between (weighted) arithmetic and harmonic means6, and the second is
due to fi ≤ 1. Thus in this case, the categorization always leads to a gain of expected sensitivity,
with equality occuring only if all the Zi,exp are equal, so that the categorization is pointless. This
of course does not prevent Zcomb < Zincl when observed signiﬁcances are considered, for instance
if a large negative ﬂuctuation occurs in a category which has a large coeﬃcient for Zcomb but a
small one for Zincl).
Even in the case of expected signiﬁcances, ﬁner categorization can in general lead to a small
sensitivity penalty due to the fact that more categories usually require more nuisance parameters
in realistic cases, unlike the simple example described above. This is the case in the H → γγ
search, where extra background normalization and shape parameters are introduced in each
category. However it can be shown that this uncertainty should be typically small by considering
a simpliﬁed version of the H → γγ search: only 3 counting bins are considered, a signal region
yield NSR and two sidebands with yields N1 and N2, and the background shape is taken to be
linear. The uncertainty on the signal yield can be expressed as
σS =
√
NSR + k1N1 + k2N2 (4.6)
where the ﬁrst term accounts for the statistical uncertainty in the signal region, and the other two
the uncertainty from the subtraction of the background. Without background NPs, one would
have σS =
√
NSR. Splitting the data into identical categories, one thens obtain a combined
expected signiﬁcance Zcomb,exp =
⊕ncats
i=1 (S/ncats)/
√
NSR/ncats = Zincl,exp with neither a gain
nor a loss as expected from Eq. 4.5 above. If onw now considers the eﬀect of background NPs,
5The formula illustrates the well-known fact that combined expected signiﬁcances can be obtained by adding
in quadrature per-category expected signiﬁcances, but that the same is not true of observed signiﬁcances.
6Deﬁning the generalized mean of data {xi} with order p and weights {wi} as Mp({xi}; {wi}), one can
show that Mp({xi}; {wi}) is a decreasing function of p for ﬁxed {xi} and {wi}. In particular one has there-
fore M−1({xi}; {wi}) ≤ M1({xi}; {wi}), which gives the required inequality. Equality occurs if all the {xi} are
identical.
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one could expect instead Zcomb,exp < Zincl,exp due to the extra NPs and the absence of statistical
gains when using identical categories. However one can see that again,
Zcomb,exp =
ncats⊕
i=1
S/ncats√
NSR/ncats + k1N1/ncats + k2N2/ncats
= Zincl,exp (4.7)
so that no penalty is present. This result is expected to be speciﬁc to the case of a linear
background shape, rather than hold generally, since in this case the sum of the per-category
background shapes is again a linear shape, so that the additional per-category NPs do not bring
new freedom to the background description. One could thus still expect a penalty to be present for
nonlinear background shapes (e.g. exponentials). However for the case of the H → γγ analysis,
the linear shape is at least locally a good approximation to the background shapes actually used
(see Section 6.1), and one can thus expect the penalty to remain negligible compared to the
gains obtained in reslistic categorizations. This conclusion is conﬁrmed by pseudodata studies
in simple H → γγinspired conﬁgurations.
Inclusion in the Likelihood Model As detailed in Section 5, the maximum-likelihood (ML)
technique provides an appropriate setting to implement categorizations, by expressing the overall
likelihood of the dataset as the product of the likelihoods of the individual categories. Since the
signal parameterization and the data-driven background parameterization can be obtained in the
same way in each category as in the inclusive analysis, the addition of new categories in H → γγ
represents a relatively small increase in analysis complexity overall. For the Higgs discovery, 17
categories were used in the H → γγ analysis [12].
The use of categories to increase the sensitivity of the H → γγ analysis is presented in
Section 4.4.2 below. The same technique can also be used to provide sensitivity to Higgs cou-
plings properties, by isolating categories enriched in speciﬁc production modes, as presented in
Section 4.4.3, or to measure diﬀerential distributions of event variables as shown in Fig. 4.4.4.
4.4.2 Sensitivity Optimization Through Additional Information from the γγ
system
The γγ mass resolution performance in ATLAS is strongly correlated with the amount of ma-
terial traversed by the photons upstream of the calorimeter, shown in Fig. 4.4a, as discussed in
Section 3.3.3. The resolution therefore varies strongly as a function of photon η, with higher
resolution in the central barrel regions and lower resolution particularly in the barrel/endcap
transition region. For this reason, the categories shown in Fig. 4.4b in the pseudorapidities η1
and η2 of the two photons were introduced as part of the CSC analysis [15].
The central region also collects a larger fraction of the signal than of the background, since
the harder pT spectrum of the former leads to more central events. This eﬀect improves S/B
independently of the resolution, and by a similar amount. The total sensitivity gain from these
categories measured in the CSC analysis was estimated to be 8% [15].
Separating out converted and unconverted photons also improves the sensitivity due to diﬀer-
ences in energy resolution values and in the conversion rates of prompt photons vs. background
pi0 → γγ processes. The gains were however found to be small, ∼2% [15]. The categorization was
nevertheless maintained for the Higgs mass measurement [70] in order to provide a ﬁner-grained
description of photon energy scale systematics, which are diﬀerent for the two classes of photons.
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Figure 4.4: (a) Amount of material upstream of the calorimeter as a function of pseudorapidity;
(b) mass resolution for regions of the (η1, η2) plane of the pseudorapidities of the leading and
subleading photons, for unconverted photons. The percentage values indicate the fraction of
signal events in each region. (From Refs. [53] and [15] respectively)
The rest of the kinematic information of the diphoton system can be described in terms of
the transverse momentum pT of the γγ system and of cos θ∗, the absolute value of the cosine of
the polar angle of the leading photon in the Collins-Soper frame [71], which can be expressed
as [72]
cos θ∗ =
|2 sinh ∆η|√
1 + (pT /mγγ)
2
(
ET,1
mγγ
)(
ET,2
mγγ
)
. (4.8)
The pT information is particularly useful, since higher pT values are associated with processes
such as VBF, V H, tt¯H and jet-associated ggF production, which are all associated with lower
background levels than the inclusive selection. For low values of pT, better sensitivity can also
be achieved by using instead a closely related variable, pTt [73, 74], deﬁned as the component of
the vector ~pT which is transverse to the thrust axis tˆ of the diphoton system:
pTt =
∥∥~pT × tˆ∥∥ , tˆ = ~pT,1 − ~pT,2‖~pT,1 − ~pT,2‖ (4.9)
In the conﬁguration where the diphoton pT is small compared to the photon pT values, both pTt
and the longitudinal component pT l are small. However pT l is small due to the the cancellation
of the two large photon energies, while for pTt this is due to the small angle between the photon
momenta [74]. The pTt component is therefore less aﬀected by photon energy resolution eﬀects,
and beneﬁts from higher resolution in particular at low pT. Since this is the regime most relevant
for the separation of signal and background, using pTt instead of pT yields better sensitivity. In
addition, pTt is less correlated with mγγ than pT, so that mγγ shapes after pTt cuts are less
distorted and easier to ﬁt. For events with mH = 125 GeV, one has 7 typically pTt ≈ 0.65pT.
7From Eq. 4.9, one can derive
(
pT
pTt
)2
= 1 +
(
p2T,1−p2T,2
2pT,1pT,2 sin ∆φγγ
)2
, where ∆φγγ is the diﬀerence in azimuthal
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Figure 4.5 shows the distributions of the pTt variable for various signal and background samples.
Making full use of this information is however technically diﬃcult. The optimal treatment
would make use of multidimensional PDFs in mγγ , pTt and cos θ∗, but this presents several dif-
ﬁculties: for the background, determining an appropriate analytical shape is a complex problem
already in one dimension, and more so when considering two or more variables. For the signal,
one has the added diﬃculty of implementing multidimensional deformations of this shape to
account for e.g. systematic uncertainties on their theory predictions.
One can simply assume that the multidimensional PDFs factorize into a product of one-
dimensional terms. Under this assumption, gains of 8% and 10% were estimated respectively for
the inclusion of pT and cos θ∗ in the CSC analysis [15]. However the assumption was later found to
be invalid due to signiﬁcant correlations between the variables in the background component [76].
A simpler way to make use of the extra kinematic information while avoiding these diﬃculties
is to retain only mγγ as a continuous observable, but to introduce categories corresponding to
discrete ranges of the other observables. This is equivalent to describing the extra observables
by a binned distribution, albeit with a very coarse binning.
This procedure was used for pTt for the discovery analysis and later iterations (see Chapters 6
and 7). The use of cos θ∗ was included in the same way for the measurement of the Higgs boson
spin using the H → γγ decay [76], but the correlation with mγγ in background processes made
even this procedure diﬃcult to implement.
angle between the photons, so that
(
pTt
pT
)2
= 1− (p
2
T,1−p2T,2)
2
2p2
T
(p2
T,1
+p2
T,2
)−p4
T
.
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4.4.3 Measurement of Production Modes through Categorization
V BF production represents only 7−8% of total Higgs production at LHC, but presents a distinc-
tive signature: a pair of energetic "tag" jets separated by a wide rapidity gap with little QCD
activity (see Section 2.2.1). Due to the lack of an equivalent process for non-resonant diphoton
production, background levels in this conﬁguration are much lower than in the inclusive sample
and S/B values much higher than the inclusive 3% value can be obtained.
A category tailored to VBF production was therefore designed as part of the CSC analysis,
yielding S/B ∼ 0.5 and the increase in sensitivity from this additional category was ∼25%.
Based on these results, a category aiming at VBF was included in the Higgs discovery analysis,
providing a signiﬁcant increase in sensitivity as described in Section 6.5.
One can also use the information provided by the V BF category to perform separate measure-
ments of production cross-sections in the V BF and ggF modes. This measurement, illustrated
in Fig. 6.3b, was performed as part of the Higgs discovery analysis. In spite of the limited
statistics available at the time, it provided important information on the compatibility of the
newly-discovered state with the SM Higgs boson. The measurement also provided one of the
ﬁrst windows into Higgs coupling measurements, since the V BF production mainly involves the
coupling of the Higgs boson to vector bosons, while the ggF mode mainly depends on its coupling
to the top quark.
These measurements were further extended to include categories sensitive to other modes
such as WH, ZH and tt¯H production, as described in Section 7, and constituted one of the
main avenues of investigation of Higgs coupling properties in Run 1.
4.4.4 Measurement of Diﬀerential Cross-sections through Categorization
Finally, the same technique can be applied to the case of of categories corresponding to the bins of
a given event variable (e.g. Njets = 0, 1, 2 etc.). The event yields in each category then represent
a binned diﬀerential distribution of the variable for signal events. The use of a combined ﬁt
to all categories simultaneously allows the deﬁnition of common systematic uncertainties. The
technique was pioneered in H → γγ, since the signal and background modeling can be performed
semi-automatically using the techniques described in Section 4.3 and 4.2 in each of the large
number individual categories needed for such measurements [77]. Examples of the distributions
obtained using this method are shown in Fig. 4.6.
4.5 Blind Analysis
All the analyses described in this document were performed using the blind analysis technique:
all the event selections, background modeling and signal extraction techniques were determined
based solely on either simulation or data samples that are insensitive to the signal. After the
data was unblinded, the only allowed changes to the analysis were limited to the determination of
subleading systematic uncertainties, minor technical ﬁxes, or changes following a procedure that
was precisely determined before unblinding. This method avoids the occurrence of experimenter's
bias [78] whose eﬀect on the result, though probably rather small, is hard to quantify.
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Figure 4.6: Distribution of (a) Higgs boson pT and (b) number of jets with pT > 30 GeV in
H → γγ signal events obtained using the analysis of Ref. [77].
4.6 Personal Contributions
When I joined ATLAS in 2006, CMS had published a study making use of photon shower
shape categories to enhance discovery sensitivity [79]. In collaboration with Andreas Höcker
and others, we introduced the use of photon η and conversion categories and the pT and cos θ∗
variable, as documented in the CSC document [15]. We also introduced the use of unbinned ML
ﬁts based on analytical shapes for signal and background to ﬁt the data, an eﬀort which led to
the development of the Hfitter tool described in Chapter 5. I also implemented an early version
of the method described in Section 6.2 to produce large background samples, and used them to
select the background parametrizations used in the CSC analysis [15].
Chapter 5
Statistical Framework for H → γγ
As described in Section 4, the ATLAS H → γγ analysis relies on two main features: the descrip-
tion of the mγγ shape of both the signal and background components using analytical functions,
and the splitting of the dataset into categories, i.e. subsets which are described separately but
from which combined results are obtained. This description of the data can be naturally im-
plemented within the framework of unbinned maximum-likelihood (ML) estimation, presented
in Section 5.1. The usual classes of physics results  discovery p-values and signiﬁcances, upper
limits and two-sided conﬁdence intervals on model parameters  can then be deﬁned within this
setting as frequentist hypothesis tests, as brieﬂy explained in Section 5.2.
When the H → γγ analysis was initiated, tools implementing this description within the
ROOT framework were already available as part of the roofit package. These tools were however
designed as a very general implementation of ML ﬁtting, and their use for the particular class
of models relevant for H → γγ was rather cumbersome. The Hfitter package was therefore
introduced as an additional software layer to simplify both the deﬁnition of the statistical models
used in the H → γγ analysis, and their use in the computation of analysis results. A brief
description of its features is provided in Section 5.3. A more complete overview is provided in
Ref [80].
5.1 Likelihood Modeling
The H → γγ analysis relies on a description of the data based on the probability P (data;x)
to obtain a given observed dataset in terms of some model parameters x. These parameters
include the parameters of interest, the quantities whose measurement is the goal of the analysis;
and nuisance parameters which are necessary to deﬁne the model but are not themselves of
immediate interest (e.g. the parameters describing the shape of the background to H → γγ).
Since the goal is to estimate the parameters of interest, the model is given in terms of the
likelihood function L(x; data), which is identical to the probability P (data;x), but considered
as a function of the parameters x. It encapsulates all the information contained in the data, as
described by the model. Standard statistical techniques can be applied to it to extract the usual
physics results as described in Section 5.2.
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5.1.1 Unbinned Likelihood Modeling
The H → γγ analysis uses a single continuous observable, the diphoton invariant mass mγγ . The
data is described in terms of an extended unbinned likelihood model, in which the shape of the
per-event mγγ distribution is described using an analytical function. The likelihood of the full
dataset can then be expressed as
L(n; {mγγ,i}) = e−NN
n
n!
n∏
i=1
P (mγγ,i). (5.1)
The term in front of the product is a Poisson probability distribution, describing the ﬂuctuations
in the number of observed events n in terms of its true value N . The mγγ,i are the observed
values of mγγ for each event, and P (mγγ) is the per-event probability distribution (PDF) for
mγγ . The product represents the total probability to obtain the n values mγγ,i in a random
process described by the probability law P (mγγ).
The term P (mγγ) can be separated into distinct contributions from signal and background
processes,
P (mγγ) = fSPS(mγγ) + fBPB(mγγ) (5.2)
where fS and fB − 1− fS are the relative fractions of the signal and background contributions,
respectively, and PS(mγγ) and PB(mγγ) are the respective PDFs of the signal and background
components. The full likelihood can therefore be expressed in the form
L(NS , NB, θ;n, {mγγ,i}) = e
−(NS+NB)
n!
n∏
i=1
[NSPS(mγγ,i; θ) +NBPB(mγγ,i, θ)] (5.3)
whereNS = NfS andNB = NfB are respectively the expected numbers of signal and background
events and θ represents the nuisance parameters of the model.
An alternative description of the data would be a binned likelihood, in which the mγγ spec-
trum is split into discrete bins of an appropriate size. The likelihood can then be expressed as
the product of Poisson distributions for the numbers of events in each bin. This binned formu-
lation tends towards the unbinned one as the size of the bins becomes small with respect to the
experimental resolution in mγγ .
The binned method has the disadvantage of being dependent on the arbitrary choice of the
binning used (smaller bins lead to reduced biases but larger statistical uncertainties on the ref-
erence shapes). It has however the advantage of relying only on the assumption of Poisson
distributions for the event counts in each bin, with Poisson parameters obtained from simula-
tion. This is generally better-motivated than the smooth parameterizations of the signal and
background shapes that have to be assumed for the unbinned method.
There are however strong practical arguments for favoring the unbinned method over the
binned one in the case of H → γγ, as discussed in Section 4, and the binned technique will
therefore not be discussed further.
5.1.2 Categories
As already presented in Section 4.4, additional sensitivity can be gained by splitting the full
datasets into categories. These are assumed to be non-overlapping, so that each event in the
dataset belongs to exactly one category. The categories are therefore statistically independent
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and the total likelihood can simply be written as the product of the likelihoods in each category,
L({NS,c}c, {NB,c}c, θ; {nc}c, {mγγ,i,c}i,c) =
ncats∏
c=1
Li(NS,c, NB,c, θ; {mγγ,i,c}i) (5.4)
where ncats is the number of categories, and the quantities NS,c, NB,c and nc now refer respec-
tively to the number of expected signal and background events and the number of observed data
events in the category with index c. The notation {Xc}c denotes the set of all the quantities Xc,
running over all values of the index c.
While this expression is similar to that of a set of ncats independent measurements, the per-
category likelihoods may be correlated through the use of common parameters. In particular
a single parameter of interest can be extracted from all the categories simultaneously. The
canonical example is the case of a global factor µ scaling all of the NS,c, describing the strength
of a Higgs signal that contributes known relative amounts to each category (see Section 4.4.2).
This is similar to an a posteriori combination of the measurements performed in each individual
category, but correctly accounts for inter-category correlations.
5.1.3 Systematic Uncertainties
The description presented so far includes only statistical uncertainties,i.e. uncertainties related to
the random ﬂuctuations of the event counts and their observed mγγ values. Other uncertainties
also arise from the the underlying assumptions used to build the model: for instance on the
detector response, theory expectations, etc.
The strategy adopted for the H → γγ analysis is to introduce new degrees of freedom
providing additional ﬂexibility to the model to account for these uncertainties. An example is
the width of the peak used to describe the signal component: its value is not precisely known
due to the uncertainty on diphoton mass resolution (see Section 4.3) and a nuisance parameter
is therefore introduced to adjust its value.
These parameters cannot be left free lest this spoil the measurement (for instance by allow-
ing a mass peak with arbitrary width). In some case such as the mass resolution uncertainty
mentioned above, the parameter can be obtained from a separate measurement. One can then
include the likelihood of this auxiliary measurement into the model to act as a constraint on the
nuisance parameter. For simplicity, this term is usually parameterized as a Gaussian distribution
or similar, with a width corresponding to the uncertainty on the parameter.
Some uncertainties may arise in contexts that cannot be related to a realistic auxiliary mea-
surement. A typical case is that of theory uncertainties obtained by ad-hoc techniques such
as scale variations. In this case, one can still introduce a constraint term by analogy with the
previous case, using the variations on the parameter to deﬁne the width of the constraint term.
The full likelihood is thus ﬁnally given in the form
L({NS,c}c, {NB,c}c, θ, {δs}s; {nc}c, {mγγ,i,c}i,c, {αs}s) =
ncats∏
c=1
Li(NS,c, NB,c, θ, δs; {mγγ,i,c}i)
nsyst∏
s=1
Cs(δs;αs)
(5.5)
which is similar to that of Eq. 5.4 but includes additional parameters δs implementing systematic
uncertainties, as well as the auxiliary measurements αs used to constrain them using the form
Cs.
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Concerning the expressions of Cs, the following rules will be observed, based more on technical
convenience than principle:
• For parameters which can take positive or negative values, a Gaussian constraint is used.
This is achieved by expressing the model parameter as Q = Q0(1 + σQδ), where Q0 and
σQ are respectively the central value and relative uncertainty on the parameter, and δ is a
normalized NP constrained by the normal form Cs(δs;αs) = exp
[−(δs − αs)2/2].
• For parameters which must take positive values only (e.g. PDF normalization parameters),
the constraint is taken to be a Log-normal distribution, for which the parameter can be
taken to be always positive. This is implemented by expressing the parameter as Q =
Q0 exp [log(Q
±/Q0)δ], where Q± are the ±1σ variations of Q, and again constraining δ
using a normal distribution. The expression ensures that the values Q± are recovered for
δ = ±1.
The values of the αs are set to 0 when ﬁtting data, since the Q0 are already by deﬁnition the
nominal values. They are however set to non-zero values randomly generated from the expressions
of Cs when generating pseudo-datasets in the unconditional ensemble, as described in more detail
in Ref. [81].
5.2 Discovery, Limit-setting, and Conﬁdence Intervals
5.2.1 Frequentist Setting
Statistical techniques based on frequentist methods [82] were used to produce the results of all
ATLAS Higgs searches. These results fall into two main categories:
• Discovery: the computation of the probability to obtain a signal at least as large as the
observed one, under the assumption that no signal is present. This probability will be
referred to as the discovery p-value in the following.
• Parameter estimation: the derivation of a conﬁdence interval of the form [θˆ− δθ−, θˆ+ δθ+]
such that the true value of θ is contained within the interval at a given conﬁdence level
(usually 68%).
A possible alternative to this framework is the use of Bayesian techniques. These oﬀer
several advantages, in particular the beneﬁt of oﬀering more direct interpretations of the data.
For instance, in the case of an observed excess of events, Bayesian methods allow to compute
probabilities such as p(Higgs|data) for the presence of a Higgs boson in the data.
By contrast, frequentist techniques only provide a p-value, i.e. the probability p(data|bkg)
for the occurrence of such an excess under the hypothesis that only background is present. The
latter statement is clearly relevant to the question of the existence of the Higgs boson, since
a disagreement with the background-only hypothesis is a necessary condition for discovery. It
does not however directly answer the question of whether a Higgs boson is indeed present 1.
1an example of the statement that "Bayesians address the question everyone is interested in by using assump-
tions no-one believes, while frequentists use impeccable logic to deal with an issue of no interest to anyone." [83]
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Small p-values can also be misleading, in particular if the alternatives to the background-only
hypothesis are also very unlikely.2
However, this beneﬁt of Bayesian techniques is critically dependent on the input of a prior
probability for the hypothesis under test: for instance the probability distribution function for
mH . This treats the value of physical parameters such as mH as random variables, whose value
results from a random process occurring each time an experiment is performed. By contrast,
in the frequentist scheme such parameters are considered to have a well-deﬁned, if unknown,
value, an ansatz more in line with the usual underpinnings of science [84]. In more practical
terms, there is no fully objective way to provide prior probabilities [85], so that Bayesian results
are intrinsically dependent on the experimenter's prior assumptions. In practice this is not
problematic as long as the priors are speciﬁed; the dependence on a particular choice of prior is
also typically weak in usual cases. For these reasons, and the fact that some Bayesian methods
are less computationally intensive than equivalent frequentist ones, some ATLAS results have
made use of Bayesian techniques. Higgs measurements were however performed exclusively in a
frequentist context.
5.2.2 Likelihood Ratio Tests
The results listed in the previous section are obtained by testing particular hypotheses, usually
based on a signal strength value µ = µ0 and denoted as Hµ0 . The test is performed by comparing
the result of a ﬁt to the data assuming this hypothesis to that of a ﬁt under an alternate hypothesis
Hµˆ, corresponding to the best-ﬁt signal-strength µˆ, using the proﬁle likelihood ratio (PLR) test
statistic
λ(µ0) = −2 log L(µ0, θˆµ0)L(µˆ, θˆ) . (5.6)
The values θˆ and θˆµ0 denote respectively the unconditional best-ﬁt values of the nuisance pa-
rameters θ, and their best-ﬁt values under the hypothesis µ = µ0. In the absence of nuisance
parameters, the Neyman-Pearson lemma [86] would ensure that the likelihood ratio provides the
optimal test. The choice of nuisance parameter values used to evaluate the likelihoods in Eq. 5.6
above, denoted as proﬁling however ensures near-optimal behavior even in their presence [87].
The p-value of the test is computed from the distribution f(λ(µ0);µ = µ0) of the PLR
under the tested hypothesis, as the integral of f over a range going from the observed value of
λ(µ0) to inﬁnity (see Fig. 5.1). Under rather general assumptions, f(λ(µ0);µ = µ0) follows a
χ2 distribution [88, 89]. This will be denoted as the asymptotic approximation in the following.
Due to their rather general applicability, asymptotic distributions are used to derive most of the
results presented in this document.
2We can take as an example a multiverse-type setting where Higgs boson masses in each universe are drawn at
random from a ﬂat distribution in the range 0 < mH < Mpl ≈ 1019 GeV, and that Higgs boson searches are only
sensitive in the region mH < 1 TeV. The probability that the Higgs boson in our particular universe is accessible
to these searches is therefore ≈ 10−16. Even in the case of a 5σ "discovery", it would thus be far more likely
that the Higgs boson is inaccessible and the discovery is in fact spurious (p ≈ 10−7), rather than the case of the
true discovery of a Higgs boson that fortuitously happens to be accessible (p ≈ 10−16). This conclusion would be
however reversed for the > 9σ signiﬁcance achieved by ATLAS with the full Run 1 dataset [14]
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Figure 5.1: Illustration of the computation of a p-value using a test statistic qµ. f(qµ;µ′) denotes
the distribution of qµ under the µ′ hypothesis, and qµ,obs the value of qµ observed in the data
5.2.3 Discovery P-value Computations
To test for discovery, one attempts to exclude the background-only hypothesis corresponding to
µ = 0. Since furthermore only µ > 0 is usually considered as a valid signature for signal, one
uses the one-sided test statistic
tuncap0 =
{
+λ(0) µˆ ≥ 0
−λ(0) µˆ < 0. (5.7)
where the µ > 0 and µ < 0 cases are separated. The discovery p-value is usually expressed as a
signiﬁcance, corresponding to the value of the parameter of a normal distribution for which the
tail integral is equal to the p-value. In the asymptotic approximation, this is given as
Z = Φ−1
(
1− ptuncap0 (t
uncap
0 )
)
=
{
+
√
tuncap0 µˆ ≥ 0
−√−tuncap0 µˆ < 0. (5.8)
with µ < 0 corresponding to negative signiﬁcances.
In searches, p-values are often computed at several values of a parameter, and the minimum
value is reported. This was the case in particular for the Higgs search: since mH was unknown,
the search was performed over the range 110 < mH < 150 GeV, and an excess found at mH =
126.5 GeV. In this setting, the p-value as computed above only accounts for the probability for
a background ﬂuctuation to create an excess at the mH value where such an excess was seen in
the data. This is denoted as a local p-value. It does not account for the look-elsewhere eﬀect
(LEE), the possibility that an excess could also occur at a diﬀerent mH position. Since such an
excess would also have been interpreted as a signal, given that mH was unknown, this must be
accounted for when computing the p-value.
This global p-value can be naively obtained by multiplying the local p-value by a trials factor
corresponding to the number of independent experiments in the mass range above. Since the
FWHM of the peak is about 4 GeV [12] and the range spans 40 GeV, this factor can be estimated
to be about 10 for the Higgs search.
The more rigorous method to compute global p-values was employed for both the Higgs search
described in Section 6 and the search for new scalar resonances in Section 8. In this method,
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pseudo-experiments are generated and the number of excesses with a signiﬁcance exceeding a
predeﬁned level is counted in each case, which provides a measure of the global signiﬁcance. The
key point is that this level need not be the value of the observed signiﬁcance, but can be set to
a rather low value (typically around 1σ). An analytical formula is then used to extrapolate the
result to the higher observed signiﬁcance. This allows the use of only a relatively small number
of pseudo-experiments, even for testing large observed signiﬁcances. The method can be applied
in one [90] or multiple [91] dimensions.
Alternatively, a brute-force approach can be used, where the global signiﬁcance is obtained
from pseudo-experiments by directly counting the number of pseudo-experiments that reach or
exceed the observed signiﬁcance level. This approach requires the generation of large numbers
of pseudo-experiments, but allows to forgo the use of asymptotic formulas.
5.2.4 Conﬁdence Intervals and Upper Limits
Conﬁdence intervals on a model parameter are computed using the PLR of Eq. 5.6 using the
likelihood interval prescription:
• the central value of the interval is deﬁned as µ = µˆ, for which the minimum value λ(µˆ) = 0
is reached
• the endpoints of a 68% CL interval are deﬁned as the values µ± such that λ(µ±) = 1
The method is exact in the asymptotic approximation, and remains approximately correct when
the approximation is mildly broken [92].
Upper-limits on µ are computed using the one-sided test statistic
q˜µ0 =

λ(µ0) 0 ≤ µˆ ≤ µ0
−2 log L(µ=µ0,θˆµ=µ0 )
L(µ=0,θˆµ=0)
µˆ < 0
0 µˆ > µ0
(5.9)
deﬁned in Ref. [81]. The one-sided prescription removes the region µ0 < µˆ, since the point of an
upper limit is to determine which hypotheses above µˆ can safely be excluded (excluding small
hypothesis values below µˆ would be relevant for lower limits). The region µˆ < 0 is also treated
in a special way: the likelihood value at µˆ < 0 is replaced by the value at µ = 0. This avoids
potential problems with µˆ < 0 leading to negative PDF normalization.
The limit is to be reported as the hypothesis µup for which the p-value pµup reaches a prede-
ﬁned level (usually 5% for a 95% CL exclusion). This requires to solve the equation pµ95 = 5%
for µ95; the practical implementation is presented in Section 5.3.2.
Finally, the CLs method [93] is usually used to avoid unphysically small limits. The issue
can be understood by noting that by deﬁnition, a 95% CL upper limit accidentally excludes the
true parameter value 5% of the time. This means that in experiments with zero true signal, the
upper limit is negative 5% of the time, by construction. While this is simply a manifestation of
the natural randomness of an observed limit, it is sometimes perceived as disturbing. To avoid
this, the p-value calculation can be modiﬁed to use
pCLsµ0 =
pµ0
p0
(5.10)
40 CHAPTER 5. STATISTICAL FRAMEWORK FOR H → γγ
where p0 is the p-value for the µ = 0 hypothesis. The value of p0 is usually quite large, since
µ = 0 is not typically excluded, in which case the modiﬁed p-value is close to the original.
However p0 is small in the case where the limit is negative in the standard calculation, and the
1/p0 factor leads to a higher p-value that avoids negative limits in the modiﬁed calculation. This
comes however at the expense of coverage properties: due to the modiﬁcation, CLs upper limits
are weaker than purely frequentist limits based on pµ0 and therefore overcover. In particular,
coverage approaches 100% at small values of µ.
Asymptotic formulas are available for this procedure in the Gaussian limit [81], and are used
for most H → γγ results.
5.2.5 Pseudo-datasets and Asimov Datasets
Analysis results usually include not only the observed result in data, but also expected results,
which correspond to the typical outcome in a predeﬁned scenario. These results may be used to
gauge the sensitivity of a measurement, independently of possible statistical ﬂuctuations which
may aﬀect the observed result in a positive or negative way. They can also be used to check the
consistency of the observed result with a particular scenario. For the latter case, one requires
not only the expected central value of the result, but also the expected range of its variations,
to which the observed value can be compared.
The baseline method to produce expected results is the generation of pseudo-experiments,
artiﬁcial datasets which are randomly drawn from the PDF of the model for some value of the
parameters (typically the values obtained either from simulation or from a ﬁt to data). By
deﬁnition these pseudo-datasets are distributed according to the model PDF, and correspond
to the outcome that would be obtained by performing multiple repetitions of the measurement,
under the assumption that the model exactly describes the measurement process. By repeating
the computation of a statistical computation on many pseudo-datasets, a distribution of results
is obtained. The median expected result and its variations can be obtained from the median and
width of this distribution.
Since the pseudo-experiment method is typically computer-intensive, ATLAS results usually
utilize the Asimov dataset method [81] instead. This involves the generation of a single carefully-
chosen dataset, deﬁned to be such that ﬁtting the model to it yields exactly the parameter values
used for its generation. In practice, this corresponds to a dataset where the distribution of events
reproduces exactly the PDF of the mγγ observable for a given set of parameter values, without
statistical ﬂuctuations. It can be shown [81] that in the asymptotic regime, the result obtained
from the Asimov dataset exactly matches the median of the pseudo-experiment results described
above. The expected variations of the result can also be obtained using asymptotic formulas.
In the asymptotic regime, this method therefore provides a lighter alternative to the pseudo-
experiment method, and is used for the results presented in this document unless otherwise
speciﬁed.
Pseudo-datasets can also be obtained to generate the distributions of the test statistics de-
scribed in Section 5.2. These distributions can then be used to compute p-values without relying
on the asymptotic approximation.
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5.3 The Hﬁtter Program
The techniques described in the previous program are mathematically straightforward but tech-
nically challenging to implement. A particular issue is the complexity of the models used to
describe the data with the required degree of precision: as will be shown in Chapter 6, the mod-
els used for H → γγ analyses employ ∼1000 real parameters and ∼500 functions. The reliable
implementation of such complex descriptions and their use for the computation of statistical
results represent a signiﬁcant challenge.
A crucial ingredient for this eﬀort is the roofit toolkit distributed as part of the ROOT [94]
framework. It was developed to perform unbinned maximum likelihood ﬁts, initially for the
BaBar experiment [95]. It provides a powerful and computationally eﬃcient framework to deﬁne
PDFs and perform binned and unbinned ﬁts to the data.
However, when the H → γγ eﬀort was started in ATLAS in 2006, the usage of roofit for
the H → γγ analysis was technically non-trivial since deﬁning large models using basic rooﬁt
syntax was time-consuming and error-prone. No standard tools were available to compute the
statistical results described in the previous section from the mode.
The Hfitter program was initially developed to address these issues. Development conse-
quently followed two main directions:
• the development of model-building tools, producing roofit PDFs speciﬁed using a simple
modeling language;
• the development of statistical tools implementing the algorithms described in the previous
section.
These two aspects are described in Sections 5.3.1 and 5.3.2 below.
5.3.1 Model Building
The roofit toolkit provides a very elegant and general description of PDFs and their building
blocks, implemented as C++ classes. The main ingredients are
• RooRealVar: a class describing a simple parameter, holding a real value and associated
uncertainties
• RooFormulaVar: an implementation of a real function, built from a formula and objects
describing its parameters (usually RooRealVars or other RooFormulaVars)
• RooAbsPdf: the PDF base class, supporting ﬁt operations, integration and normalization.
The roofit toolkit provides implementations for most of the standard PDF forms as classes
derived from this base. Both the PDF observables and parameters are provided in the form
of eitherRooRealVars, RooFormulaVars or other real values.
• RooCategory: a class describing a variable with discrete values, used to implement the cate-
gories of Section 5.1.2.
This framework is extremely ﬂexible and well-designed, but building complex models from
these building blocks circa 2006 required signiﬁcant eﬀort. The typical strategy was a pyramidal
scheme, deﬁning ﬁrst the basic real parameters, then building up formulas, then the PDFs and
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ﬁnally the full model, with each item requiring the instantiation of new objects. The possibilities
oﬀered by roofit are also wider than what is required for the class of models used in the H → γγ
analysis, described in Section 5.1 above, and the deﬁnition of such models could be done in a
simpler setting.
The description of the model in Hfitter is provided in a datacard, a text ﬁle that is processed
by a parser. The information is then used to generate a C++ object containing the model.
The form of the model is restricted to that of Eq. 5.5, and is deﬁned using the following
declarations:
• Observables: the observable variables used in the PDFs, instantiated by Hfitter as objects
of type RooRealVar
• Categories: the categories into which to split the data and its model description, instanti-
ated by Hfitter as objects of type RooCategory or similar.
• Components: this deﬁnes each signal or background component, specifying the PDF to be
used for each (if necessary with diﬀerent choices for each category). For each component,
Hfitter instantiates the corresponding PDF object and the real parameter holding the
number of events.
• Parameters: deﬁnes the initial values of real variables, and the formulas of more complex
expressions. Formulas are used in the deﬁnition of the PDFs above, while initial values are
assigned to the corresponding parameters.
• Constraints: deﬁnes the form of the constraints applied on model parameters. These are
instantiated by Hfitter and included in the likelihood.
An example datacard for a simpliﬁed form of the H → γγ measurements is shown below:
observable mgg = 125 min=100 max=160 bins=120 unit=GeV
category cat = (cat1, cat2, catX)
component Signal = RooGaussian ("mgg", "mHiggs", "sigmaG") for cat = ( cat1, cat2 ),
RooBifurGauss("mgg", "mHiggs", "sigmaL", "sigmaR") for cat = ( catX )
component Background = PDF("mgg", "exp(xi*mgg)", "xi") for cat = ( cat1, cat2, catX )
split nSignal, nBackground along cat
formula nSignal_i (i in cat) = (mu * nSM_i)
nSM_cat1 = 150
nSM_cat2 = 50
nSM_catX = 200
mu = 1 L(-1 - 100)
nBackground_cat1 = 20000 L(0 - 1000000)
nBackground_cat2 = 10000 L(0 - 1000000)
nBackground_catX = 70000 L(0 - 1000000)
mHiggs = 125 C L(110 - 140) // unit=GeV
sigmaG = 1.5 // unit=GeV
sigmaL = 2 // unit=GeV
sigmaR = 1.5 // unit=GeV
split xi along cat
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Figure 5.2: Graphical view of the simple model given in the text. The blue boxes represent real
numbers, while red boxes are expressions - formulas or PDFs
.
xi_cat1 = -0.02 L(-0.1 - 0) // unit=GeV^{-1}
xi_cat2 = -0.02 L(-0.1 - 0) // unit=GeV^{-1}
xi_catX = -0.01 L(-0.1 - 0) // unit=GeV^{-1}
This deﬁnes a combined µmeasurement in 3 categories. The signal shape the same Gaussian form
in categories 1 and 2, while category 3 is described by a bifurcated Gaussian. The background is
exponential in all 3 categories. A graphical view of the resulting model is shown in Fig. 5.2. The
structure is already quite complex: the PDFs follow a tree structure (full model → categories
→ signal and background) but the leaves are cross-linked by variables such as mγγ , µ and mH
which enter at multiple points.
A more complete description of the datacard syntax is given in Ref. [80].
5.3.2 Statistical Calculators
The use of models to produce statistical results is implemented in Hfitter using specialized
classes called calculators. They follow a modular approach, allowing the result on one computa-
tion to be used in another. The following basic functionality is provided:
• HftMLCalculator: perform the minimization of −2 logL for the model over a speciﬁed dataset
• HftPLRCalculator: compute the PLR of a model on a provided dataset, using two instances
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of HftMLCalculator to compute the two terms of the diﬀerence in negative log-likelihood
values.
• HftUncappedPValueCalculator: compute p-values based on the tuncap0 test statistic described
in Section 5.2.3. The calculator implements the computation of the test statistic, based
on the PLR computed using a HftPLRCalculator. The computation of the p-values from the
test statistic is also implemented, using either the asymptotic approximation or a provided
sampling distribution. Similar classes are also provided for other discovery test statistics,
such as the capped one-sided case and two-sided deﬁnitions presented in Ref. [80].
• HftQTildaLimitCalculator: performs the computation of the q˜µ test statistic described in
Section 5.2.4, as well as the corresponding exclusion p-values. As for discovery, the compu-
tation can be done using either asymptotic formulas or a provided sampling distribution.
Classes for other test statistic deﬁnitions listed in Refs. [80, 81] are also provided.
• HftCLsCalculator: Computes p-values modiﬁed using the CLs technique, taking as input a
calculator computing frequentist exclusion p-values, either of the HftQTildaLimitCalculator
type or another class implementing a similar test statistic.
• HftIterLimitCalculator: computes upper limits for a given exclusion CL (by default 95%),
using an iterative approach. It takes as input a calculator for exclusion p-values (of type
HftCLsCalculator, HftQTildaLimitCalculator, etc.) and an initial hypothesis value, and solves
for the hypothesis corresponding to the requested exclusion CL.
• HftScanLimitCalculator: computes upper limits for a given exclusion CL (by default
95%). It takes as input a set of exclusion p-value calculators (of type HftCLsCalculator,
HftQTildaLimitCalculator, etc.) to compute the exclusion CL at various predeﬁned hypoth-
esis values. The exclusion p-values are then interpolated to ﬁnd the hypothesis corre-
sponding to the requested exclusion CL. The computation is more robust that the one
of HftIterLimitCalculator above, but generally slower and requires to specify the tested
hypothesis values by hand.
• HftToysCalculator: generates pseudo-datasets, which are then used to compute expected
results for any of the algorithms listed above, or generate sampling distributions for the
corresponding test statistics as described in Section 5.2.5.
• HftAsimovCalculator: generates Asimov datasets and performs any of the computations
above to obtain expected results as described in Section 5.2.5.
• HftScanningCalculator: performs the computation deﬁned by another calculator at various
values of a scanning parameter.
The calculators described above can be combined as building blocks to produce complex results
such as the expected limit shown in Fig. 5.3, which combines the following steps: computation of
a frequentist exclusion p-value on µ (using HftQTildaLimitCalculator); modiﬁcation of the result to
use CLs (using HftCLsCalculator); computation of the 95% upper limit on µ (using the scanning
approach of HftScanLimitCalculator); computation of the expected result of this result in the µ = 0
hypothesis (using HftAsimovCalculator); and ﬁnally scan over mH (using HftScanLimitCalculator)
to obtain results for a range of mass points. The observed limit is computed in the same way,
but without the HftAsimovCalculator step.
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Figure 5.3: Observed and expected 95% CL CLs limits for the Run 1 γγ resonance search,
provided as an example of the statistical computation functionality described in the text. ((From
Ref. [96]))
A more complete documentation of the statistical computations currently implemented is
provided in Ref. [80].
5.3.3 Usage
Hfitter is distributed as a ROOT package. Most simple computations can be performed on the
command line using shell scripts. More complex operations can be implemented in compiled C++
code using the classes described above, or on the ROOT command line. A full documentation of
these options is provided in Ref. [80].
5.3.4 Current Status
The Hﬁtter program was developed starting in 2006, and was used to produce results for the CSC
publication [15], where the usage of categorized unbinned ML ﬁts for H → γγ in ATLAS was
ﬁrst introduced. It was subsequently used for H → γγ studies. The model used for the H → γγ
part of the ATLAS Higgs discovery analysis was implemented using Hfitter, alongside other
implementations. It was used to produce several of the results of the Higgs discovery paper 3 [12],
in particular the ﬁrst Higgs couplings result reproduced in Fig. 6.3b in this document.
The tool was also used to produce the results of a search for H → γγ decays in a fermiophobic
Higgs model [97], for the ATLAS Run 1 HH → bbγγ search [98], and for the searches for γγ
resonances [96, 17] described in Chapter 8. Outside the Higgs group, it was used to produce the
results of searches for new exotic resonances [99, 100].
The code base of the project is now mostly stable, with only code maintenance and minor
additions as ongoing activities.
Since the time of the code's initial development, several developments in roofit, in particular
the introduction of workspaces, have duplicated some of the code's core model-handling features.
3Fig. 12, and auxiliary Figs. 71, 75b and 88
46 CHAPTER 5. STATISTICAL FRAMEWORK FOR H → γγ
In parallel, the RooStats project within the ROOT framework has provided a standardized
version of the functionality provided by the statistical calculators.
For these reasons, future developments will likely orient themselves in the direction of closer
integration with RooFit/RooStats.
5.4 Personal Contributions
The use of unbinned likelihood methods and the methods to compute discovery signiﬁcances
presented in Section 5.2.3 above were not widely used in ATLAS Higgs analyses when I joined
the experiment in 2006. Together with A. Höcker we introduced the use of these techniques using
the roofit package with which we had previous experience on the BaBar experiment, where
such techniques were standard. The results presented in the CSC document [15] were produced
using these techniques, implemented in an early version of the Hfitter package. I continued as
the main developer of Hfitter, implementing the new developments introduced for the Higgs
discovery eﬀort. I also used Hfitter to implement the statistical models for the successive
iterations of the H → γγ analysis [12, 56] and for searches for diphoton resonances [96, 17]. I
also provided support for the other eﬀorts where Hfitter was used, in particular the analyses of
Ref. [99], [100] and [98].
Chapter 6
Discovery of a SM-like Higgs Boson
The discovery of the Higgs boson in 2012 remains to date the highlight of the LHC physics
program. It caps a decades-long eﬀort dating back to at least 1979, when detailed studies were
initiated for LEP [18], aiming to discover the Higgs boson proposed in 1964.
The ﬁrst detailed ATLAS study of discovery prospects in the H → γγ channel was the
MC-based study of Ref. [101]. This formed the basis of the detailed analysis performed for the
CSC document in 2008 [15], which included all the main elements of the ﬁnal discovery analysis.
Starting in 2010, several iterations of the H → γγ search were then performed in data, on
increasingly large datasets and using increasingly complex analysis techniques:
• the ﬁrst data-based analysis was performed using the 2010 dataset, consisting of about
40 pb−1 of data taken at a center of mass energy of 7 TeV [102].
• An updated implementation based on about 1 fb−1 of data collected at √s = 7 TeV in
early 2011 was then published in August 2011 [103]. This iteration used for the ﬁrst time
on data the categorization techniques proposed in the CSC document. Amusingly, the
results featured a 1.6σ local excess at mH ∼ 127 GeV, which can probably be recognized a
posteriori as an early manifestation of the Higgs boson, although the expected signiﬁcance
was only ∼0.5σ at the time.
• A further update with additional improvements was released in December 2011 using the
full 2011 dataset of 4.9fb−1 [104]. The excess seen in the previous iteration grew to about
2.7σ, with only about 1.2σ expected.
• Finally, the discovery analysis [12] was published in July 2012, using 5.9fb−1 of data col-
lected in 2012 at
√
s = 8 TeV in addition to the 2011 dataset.
6.1 Event Selection and Categorization
In the context of the Higgs discovery, two important advantages of the H → γγ analysis were
its simplicity and robustness. Photon reconstruction was performed using the method described
in Section 3.3.1. The rejection of background, which constituted one of the critical aspects of
the analysis, was performed eﬀectively by applying simple rectangular cuts on the shape of the
photon cluster and the isolation selections as described in Section 3.3.2. Finally, simple kinematic
cuts were applied to the photons: the pseudorapidities were required to be |η| < 2.37, excluding
47
48 CHAPTER 6. DISCOVERY OF A SM-LIKE HIGGS BOSON
the transition region 1.37 < |η| < 1.52 (see Section 3.2.1). The transverse momenta were required
to be ET1 > 40 GeV and ET2 > 30 GeV1: these rather low values allowed to avoid threshold
eﬀects in the mγγ distribution above 100 GeV to simplify the sideband ﬁts, and asymmetric cuts
were found to yield slightly higher sensitivity than symmetric ones. Events were triggered using
a diphoton selection with energy thresholds at 20 GeV for 2011 data, and 35 GeV and 25 GeV
for the leading and subleading photon in 2012 data, using loose photon identiﬁcation selections.
The overall signal eﬃciency was about 40%, with kinematic acceptance and detector eﬃciency
factors both ∼ 65% [77]. The fraction of γγ events in the data (denoted as the purity in the
following) was about 74%, but the S/B was only about 3% [12].
To further increase sensitivity, categorizations were implemented as outlined in Section 4.4.
The initial H → γγ analysis of 2010 data did not include categories, in part due to the small
number of selected events (99), but increasingly complex categorization schemes were used in
each subsequent analysis iteration:
• in the ﬁrst analysis of 2011 data [103], a categorization separating converted and uncon-
verted photons was added. In addition, events were categorized as central (both photons
within |η| < 0.75), transition (at least one photon in the region 1.3 < |η| < 1.75 adjacent to
the transition region, where photon energy calibration is degraded), and the rest. For un-
converted photons, where the degradation near the transition region is less severe, the rest
and transition categories are merged, leading to a total of 5 categories. This categorization
closely follows the scheme deﬁned in the CSC analysis [15].
• A categorization based on the pTt variable, as described in Section 4.4.2, was introduced in
the analysis of the full 2011 dataset of Ref. [104]. The 5 |η|-conversion categories described
above, with the exception of the transition category, were split into subsets corresponding
to pTt < 60 GeV and pTt > 60 GeV, resulting in a total of 9 categories
• Finally, a dijet category was included in the discovery analysis to select events in a V BF-
like conﬁguration, as described in Section 4.4.3. Two jets with ET > 25 GeV were required
within the region |η| < 4.5 (tightened to ET > 30 GeV in the region 2.8 < |η| < 4.5
for 2012 data), with an invariant mass mjj > 400 GeV, and a pseudorapidity diﬀerence
|η1−η2| > 2.8. In order to suppress events with an additional central jet in the event, which
occurs more rarely in V BF production than in background processes, the dijet system and
diphoton systems were required to be back-to-back, with a diﬀerence in azimuthal angle
∆φγγ,jj > 2.6. This selection is very similar to the one investigated in the CSC analysis [15],
the main diﬀerence being the use of the ∆φγγ,jj to suppress events with extra jets instead
of an explicit veto since it is less sensitive to the theory uncertainties associated with extra
jet radiation. Separate categories were used for the 2011 data collected at
√
s = 7 TeV,
and the 2012 data at 8 TeV. This was not performed to increase sensitivity, but rather to
provide an accurate description of each dataset: in particular the background shape was
not expected to be identical due to the change in collision energy, and some systematic
uncertainties were also diﬀerent. A total of 20 categories were thus used in the analysis.
Per-category yield, resolution and S/B values are shown in Table 6.1. The central-high-pTt
and dijet categories in particular featured larger S/B than the inclusive selection, especially
when accounting for the narrower signal peak: for the high-pTt categories, the S/B was about
125 GeV for the ﬁrst iteration of the H → γγ search on 2010 data [102]
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Table 6.1: Number of events in data (ND), expected number of signal events (NS) and mass
resolution FWHM for the 8 TeV categories of the H → γγ discovery analysis [12], for mH =
126.5 GeV. The S/B relative to the inclusive analysis is computed in two ways: ﬁrst ("rel.
(S/B)") as (NS/ND)c/(NS/ND)inc, which accounts for overall S/B diﬀerences. And secondly
("rel. (S/B)FWHM") as (NS/ND/FWHM)c/(NS/ND/FWHM)inc, which also accounts for
broader or narrower peaks in some categories. In both cases, the c subscript refers to per-category
quantities, and inc to inclusive. Similarly, the ratio zcombc,exp/z
incl
c,exp, deﬁned as in Eqs. 4.3 and 4.4,
is computed as Zc/
√
Bc
√
ΣZ2/ΣB, where Bc = [ND(FWHM/60 GeV)]c, Zc = (NS)c/
√
Bc,
ΣB =
∑ncats
c=1 Bc and ΣZ2 =
∑ncats
c=1 Z
2
c . The eﬀect of per-category diﬀerences in the background
shapes is not considered. (Adapted from Table 4 of Ref. [12])
Conversion type Unconverted Converted
dijet Incl.η region central rest central rest
trans.
pTt bin low high low high low high low high
ND 2945 173 12136 785 2015 113 11099 706 5140 139 35251
NS 14.2 2.5 30.9 5.2 8.9 1.6 26.9 4.5 12.8 3.0 110.5
FWHM (GeV) 3.4 3.2 3.7 3.6 3.9 3.5 4.5 3.9 6.1 3.7 3.9
rel. (S/B) 1.5 4.6 0.8 2.1 1.4 4.5 0.8 2.0 0.8 6.9 1.0
rel. (S/B)FWHM 1.8 5.6 0.9 2.3 1.4 5.0 0.7 2.0 0.5 7.2 1.0
zcombi,exp/z
incl
i,exp 1.5 4.8 0.7 2.0 1.2 4.3 0.6 1.7 0.4 6.2 1.2
5 times higher than the inclusive value, and 7 times higher for the dijet category. Conversely,
the transition category featured an S/B only half as large as that of the inclusive selection. In
the formalism of Eqs. 4.3 and 4.4, the categories with high S/B also provide larger contributions
zcombc,exp to the combined signiﬁcance as to the inclusive signiﬁcance z
incl
c,exp, as shown in the last
row of the Table. While the ratio zcombi,exp /z
incl
i,exp was negative for some categories with low S/B,
separating these categories overall improved the sensitivity of the analysis as expected from the
general arguments of Section 4.4.2. The overall improvement was 16%, with 13% coming from
the η-conversion-pTt categories.
6.2 Signal and Background Modeling
The shape of the signal peak is described by the sum of a Crystal Ball (CB) shape (see Section 4.3)
describing the core of the distribution, and a Gaussian component describing the tails.
The shape parameters of the CB shape were parameterized as a function of mH using analyt-
ical functions. The coeﬃcients for these functions were determined from combined ﬁts to signal
samples with mH ranging from 110 GeV to 150 GeV. The procedure was repeated for all 20
categories. This allowed mH to enter the likelihood as a signal parameter, allowing for instance
the measurement of the Higgs boson mass through the procedure described in Section 5.2.4.
The signal shape depends only weakly on the underlying physics, in particular on the produc-
tion mode. Modes with harder recoils such as tt¯H have a somewhat harder photon pT spectrum
and thus a slightly narrower mass peak. However this eﬀect is found to be negligible compared
to the large uncertainty on the mass resolution. In this analysis and its later iterations (see Sec-
tions 7 and 8), the signal shape obtained from simulated ggF production is thus used to describe
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all H → γγ decays.
The background modeling was determined following the procedure described in Section 4.2.2
in each of the 20 categories, using a smeared MC sample to describe the background. The tested
functional forms included an exponential shape; a "double exponential" consisting of the sum of
two exponentials with diﬀerent slopes; a Gaussian shape, truncated to a section of its positive
tail describing a falling distribution; and polynomials (deﬁned in the Bernstein basis [105], so
that the background PDF can be made positive deﬁnite by constraining the coeﬃcients to be all
positive). In low-statistics categories (high-pTt and dijet), the simple exponential was found to
be suﬃcient. In other categories, either the Gaussian or a fourth-order polynomial shapes were
used.
6.3 Systematic Uncertainties
The systematic uncertainties in the analysis can be classiﬁed as
• Inclusive uncertainties on the observed signal yield, including photon identiﬁcation and iso-
lation uncertainties, assumed to be fully correlated across the categories, and uncertainties
on the integrated luminosities of the 2011 and 2012 datasets (4 parameters)
• theory uncertainties on the reference SM production cross-sections for the 5 production
modes considered (ggF, VBF, WH, ZH and tt¯H) and on the H → γγ branching fraction.
A separate uncertainty was also included on the production of ggF associated with jets in a
V BF-like conﬁguration, which contributes to the yield in the dijet category (8 parameters).
• Migration uncertainties on the fraction of signal in each category, due to uncertainties on
the amount of material upstream of the calorimeter; on the amount of pileup (which aﬀects
the converted photon yield); on the photon energy scale (aﬀecting the pTt spectrum); on
the jet energy scale; and on the association of jets with the primary vertex (the latter two
aﬀecting the event yield in the dijet category) (5 parameters).
• Photon energy calibration uncertainties aﬀecting the diphoton mass scale and mass resolu-
tion, implemented as changes in the shape of the signal PDF (1 parameter in addition to
those already mentioned).
• Spurious signal: determined as described in Section 4.2.2, and assumed to be uncorrelated
between categories due to diﬀerent kinematic selections, but correlated between 2011 and
2012 in spite of the CM energy change (10 parameters).
The leading systematics are the uncertainty on photon identiﬁcation (∼10%), and the eﬀect
of the mass resolution uncertainty on the signal yield. The relative uncertainty on the mass
resolution itself was estimated to be 14%, with a relative impact on the signal yield of about
half this value (as estimated from the ﬁnal Run-1 H → γγ analysis of Ref. [55], presented in
Chapter 7).
6.4 Statistical Modeling
The statistical model is implemented following Eq. 5.5, using the signal and background shapes
described above. The model includes the signal strength µ and the Higgs boson mass mH as
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parameters of interest, and 58 unconstrained nuisance parameters (obtained from the data) de-
scribing the background yield and shape in each category. The model also includes 18 parameters
describing systematic uncertainties, constrained as described in Section 5.1.3. The full model
therefore consists of 88 parameters, combined into 1618 expressions. A graphical representation
is shown in Fig. 6.1.
6.5 Results
Themγγ spectra of the 2011 analysis of Ref. [104] and the discovery analysis of Ref. [12] are shown
in Fig. 6.2. The discovery p-values as a function of mH for the discovery analysis, computed
following the method of Section 5.2.3, are shown in Fig. 6.3. A signiﬁcance of 4.5σ was observed
at mH = 126.5 GeV. This yielded a combined signiﬁcance of 5.9σ after combination with the
H → ZZ∗ and H → WW ∗ decay modes, which led ATLAS to claim, together with CMS,
the discovery of a Higgs-like boson. The global signiﬁcance was 5.3σ, considering the range
110 < mH < 150 GeV that corresponded approximately to the region of mH -space that was not
excluded at 99% CL by earlier searches. The H → γγ analysis was the leading contributor to
the discovery, both due to its large observed signiﬁcance and the robustness of the result (a 3.4σ
signiﬁcance is obtained without categorization).
The fact that the H → γγ beneﬁted from a much larger H → γγ yield than expected (4.5σ
observed vs. 2.5σ expected signiﬁcance) was a contributing factor in the earlier-than-expected
discovery of the Higgs boson with only ∼11fb−1 of data collected at 7 and 8 TeV, compared to
the earlier estimation of 30 fb−1 of data at 14 TeV shown in Fig. 2.1b. This rather lucky outcome
was foreshadowed by the presence of the clear excesses already visible in 2011 data, as already
discussed above.
In addition to the p-value, the signal strength was measured to be µ = 1.9 ± 0.5 at mH =
126.5 GeV using the method presented in Section 5.2.4. The value was higher than the µ = 1
expected in the SM, but remained in agreement.
Finally, theH → γγ discovery analysis also allowed a ﬁrst glance into the couplings properties
of the newly-discovered boson, thanks to the dijet category. While initially introduced to improve
sensitivity for the discovery, this category could also be used to perform a separate measurement
of the signal yield in the V BF production mode, which contributed about 70% of the signal
in this category. Following the method presented in Section 4.4.3, separate signal strengths
µggF+tt¯H and µV BF+V H were deﬁned respectively for the ggF and tt¯H production modes (which
in the SM are associated to the coupling of the Higgs to the top quark) and for the V BF and
V H modes (associated to the coupling to vector bosons). The event yield in each category can
be parameterized as a function of these two parameters instead of the overall µ. This accounts
for the fact that the dijet category includes signiﬁcant contamination from ggF, and that (to a
lesser extent) the high-pTt categories include a sizable V BF contribution. The result is shown in
Fig. 6.3b. The two signal strengths can be seen to be strongly anticorrelated due to the eﬀect of
the ggF contamination in the dijet category. This ﬁrst glance into couplings properties formed
the basis of the comprehensive exploration of the topic in the later iteration of the analysis
described in the next chapter.
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Figure 6.1: Graph representation of the model used in the H → γγ discovery analysis. Each
node represents either a numerical value, an expression or a PDF. The black box is the top-
level PDF, the green boxes are the signal PDFs for each category, and the pink boxes are the
background PDFs. The bottom part of the graph describes the background: the brown ellipses
are the background normalization parameters, while the orange ellipses are the shape parameters.
The dark red ellipses are the signal normalization expressions, and the blue ellipse in the center
represents the µ parameter. The left part of the graph is devoted to the parameterization of
SM signal yields: the gold ellipses are the coeﬃcients of the parameterization, while the blue
ellipses are per-mode µ parameters. The right side of the plot describes the signal shape: the
dark gray boxes are the signal shape parameters, the blue ellipse represents mH , and the cyan
ellipse is mγγ . Finally, the purple ellipses represent the nuisance parameters associated with
systematic uncertainties, and the white boxes with blue outlines are the parameters describing
the uncertainties. The red-lined boxes are the expressions that bind the model together.
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Figure 6.2: Distributions of the invariant mass of diphoton candidates after selection from (a)
the analysis of 4.9 fb−1 of data at
√
s = 7 TeV [104], and (b) the discovery analysis. (From
Refs .[104] and [12] respectively)
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Figure 6.3: (a) The observed local discovery p-value as a function of mH for the discovery
H → γγ analysis [12] for the nominal categorization (black), a 9-category model without the
dijet category (red) and the non-categorized case (blue). Dashed curves show the expected p-
values under the hypothesis of a SM Higgs boson at that mass. (b) Likelihood contours in the
plane of (µggF+tt¯H , µV BF+V H), where µggF+tt¯H is the signal strength applied to the ggF and tt¯H
modes, while µV BF+V H is applied to the V BF and V H modes. The best ﬁt to the data (+) and
68% (solid) and 95% (dashed) CL contours are also indicated, as well as the SM expectation
(×). (From Ref. [12])
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6.6 Personal Contributions
Many features of the discovery analysis followed the general strategy discussed in Section 4 which
I helped design for the CSC document [15]. The categorization in particular followed closely the
CSC strategy outlined in Section 4.4.
At the time of the discovery, I was the co-editor of the internal support notes [106, 107]
documenting the statistical modeling of the analysis. I also provided one of the implementations
of the statistical model used to produce the ﬁnal results of the analysis. This model was mostly
used as a cross-check, but also to produce some of the results of the analysis, in particular the
two plots shown in Fig. 6.3 discussed in the previous section.
Chapter 7
Higgs Property Measurements Using
H → γγ
7.1 New Physics in the Higgs Sector
The discovery of a new resonance at 125 GeV that was the topic of the previous chapter rep-
resented a milestone in particle physics, but it also raised new questions. The most immediate
question concerned the nature of the new particle. The discovery analysis already showed that
its main production and decay rates were all in rather good agreement with those expected from
the SM Higgs boson. Measurements of the spin and parity of the new boson also showed a
strong preference for the 0+ assignment [76], leading to the new resonance being dubbed "a1
Higgs boson" [108].
If however it turns out that the new state is in fact the Higgs boson of the SM, its discovery
could paradoxically have negative implications for the other main physics objective of the LHC,
the search for new physics beyond the SM. As noted earlier, the value of mH near 125 GeV is in
excellent agreement with global ﬁts of SM parameters [109]. It also fulﬁlls stability constraints
on the Higgs potential for energies up to the vicinity of the Planck scale [16].
Fortunately this may not be the whole story. The Higgs sector of the SM includes the minimal
particle content necessary to break electroweak symmetry, and it could thus simply be the low-
energy eﬀective theory [110] of a model with new physics somewhere above the electroweak
scale. Common examples include weakly-coupled models such as the Minimal Supersymmetric
Standard Model (MSSM), or more generally two-Higgs-doublet models (2HDM) [111], and models
with new strong couplings such as the MCHM [112]. These models can all accommodate a
Higgs-boson-like particle near 125 GeV, but with couplings that could deviate from their SM
expectation.
Some arguments, such as the naturalness of mH (see Section 9.1) or the presence of a suitable
dark matter candidate, suggest that the new physics scale should perhaps lie not far above the
electroweak scale. Ideally, at least some of the higher-energy states would thus be accessible
at LHC, a possibility that is considered in Chapter 8. If however they are not, measurements
of Higgs couplings could (along with other precision measurements, for instance in the ﬂavor
sector [113]) be the main probe of new physics in the foreseeable future. Understanding the
properties of the new resonance, while a worthy objective in its own right, is therefore also a
1emphasis mine
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critical piece of the second aspect of the LHC physics program outlined in the introduction, of
searching for new physics beyond the Higgs boson.
Higgs boson coupling measurements are ultimately performed by combining information from
its various decay channels. The H → γγ analysis alone can however already provide detailed
information on couplings. In particular, it allows the separate measurement of Higgs production
in all 5 of the main channels at LHC (ggF, VBF, WH, ZH, and tt¯H) in a single analysis using
categorization techniques. The precision of these measurements is generally competitive with
measurements in other decay channels, in particular thanks to the large H → γγ event yield.
The H → γγ measurement of Higgs production yields using the full Run 1 dataset is brieﬂy
presented in Section 7.2 below, focusing on the diﬀerences with the very similar analysis described
in the previous chapter. Section 7.3 shows the combination of these results with those obtained
in other decay modes.
7.2 Measurement of Higgs Boson Couplings using H → γγ
Following the Higgs boson discovery, the H → γγ analysis was split into separate analyses
dedicated to the measurement of the Higgs boson mass [70], spin [76] and couplings [55], the
latter of which is brieﬂy presented here. Compared to the discovery analysis, the couplings
analysis featured a re-optimized V BF selection, aiming not for higher discovery potential but for
higher sensitivity to V BF production. An important aspect of this shift of focus concerned the
contribution of ggF production to the V BF selection. This is a background to measurement of
the V BF yield, making up about 30% of the Higgs events selected in V BF-like topologies; since
the process involves two additional jets compared to the baseline ggF process, it also suﬀers from
large theory uncertainties [114, 115]. Reducing this contamination was therefore one of the main
goals of the reoptimization of the V BF selections, which is presented in Section 7.2.1 below.
Separate categories were also introduced to select V H and tt¯H production, using the same
techniques as the other analysis categories. These are brieﬂy described in Section 7.2.2
Events not selected by any of the above selections are referred to as untagged. These events
were categorized using a simpler scheme than the one used in the discovery analysis, retaining
only the separation between central and non-central photons at |η| = 0.95 and between low and
high diphoton pTt at 70 GeV, for a total of 4 categories.
Other changes to the analysis included a switch to relative photon ET cuts, namely ET1 >
0.35mγγ and ET2 > 0.25mγγ respectively for the leading and subleading photon. The eﬀective cut
values for mγγ ∼ 125 GeV remain close to those used in the discovery analysis (see Section 6.1).
The switch was initially performed to unify the selection with that of the spin measurement,
where such selections are preferable due to the correlation between ET i/mγγ and cos θ∗2. It
was also found that the ensuing background shape could be modeled with simpler functions:
using simple exponential shapes in most cases, and in the remaining cases using two-parameter
Gaussian shapes (truncated to only part of their high-side tails). A secondary eﬀect of this
switch was the raising of the lower edge of the mγγ range to 105 GeV, so as to keep some margin
2The spin measurement is performed from the distribution of cos θ∗ (see Section 4.4.2). Photon ET cuts tend
to reject events with high cos θ∗, in which the photon ET values are asymmetric. This eﬀect is generally mγγ-
dependent, leading to a correlation between mγγ and cos θ
∗ after ET cuts are applied, which complicates the
extraction of the cos θ∗ distribution. However one can see from Eq. 4.8 that cuts on ET,i/mγγ have an eﬀect on
cos θ∗ which is largely independent of mγγ (up to terms of O
(
p2T /m
2
γγ
)
), leading to negligible correlation between
mγγ and cos θ
∗ after application of these relative cuts [72].
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Figure 7.1: Distributions of the (a) ∆Rγ,j and (b) η∗ variables deﬁned in the text, for events
with ∆ηjj > 2 and η∗ < 5 in V BF ggF and continuum background simulation as well as data
sidebands. (From Ref. [55])
with respect to the trigger ET cuts of 35GeVand 25 GeV for the leading and subleading photon
respectively. Finally, this analysis used the ﬁnal Run-1 calibration of photon energies presented
in Section 3.3.3, leading to reduced uncertainties on the diphoton mass scale and mass resolution.
The mass resolution uncertainty, the leading experimental uncertainty for both the early Run 1
analysis and the one presented here, decreased from 21% to 11% when considering the inclusive
sample [54, 55].
7.2.1 VBF Selection
In the discovery analysis, the V BF selection used simple cuts on the invariant mass mjj between
the two jets, their pseudorapidity diﬀerence ∆η and the diﬀerence ∆φγγ,jj between the azimuthal
directions of the dijet and diphoton systems (see Section 6.1). This was extended to use two
additional variables:
• the minimal distance ∆Rγ,j between one of the selected photons and one of the tag jets
(in R-units), which is expected to have larger values for V BF than for both continuum
γγ production and ggF due to the presence of the diphoton system in the rapidity gap
between the tag jets;
• the so-called Zeppenfeld variable [116] η∗ = |ηγγ−(η1 +η2)/2|, where ηγγ , η1 and η2 are the
respective pseudorapidities of the diphoton system and the two tag jets. The kinematics of
V BF production lead to an enhancement for small values of η∗, while ggF and non-Higgs
background have broader distributions.
These variables were shown to have little correlation with mγγ , as for those of the original set.
Their distributions are shown in Fig. 7.1.
It was found that better sensitivity was obtained by using two V BF categories: a loose
selection using the same selection as the discovery analysis, and a tighter one using the new
variables as well as more stringent cuts on the other ones, with lower ggF contamination (< 20%).
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The cut values for the tight selection were obtained by minimizing the expected uncertainty
of the µV BF measurement, using a realistic implementation of the analysis. For each set of cut
values, the appropriate categorization was performed in data and simulation; a signal parame-
terization was obtained from simulation; the background parameterization was determined using
the method of Section 6.2; ﬁnally, an Asimov dataset was generated from these parameteriza-
tions and ﬁtted using the full analysis model to obtain the expected uncertainty on µV BF . A
multidimensional optimization was then performed to determine the optimal cut values on each
variable.
The µV BF sensitivity using this selection showed an improvement of about 20% [117] com-
pared to the discovery analysis. However a similar selection, using the same two-category setup
and the same variables as the study above (as well as pTt), but implementing a boosted decision
tree instead of a cut-based approach showed a larger improvement and was retained for the ﬁnal
publication.
7.2.2 V H and tt¯H Selections
Six new categories were introduced in the couplings analysis to select events from V H and tt¯H
production:
• tt¯H leptonic selection, targeting (tt¯ → lνjjj and llννjj)H: require at least one electron
or muon and 1 b-jet, and veto events with 84 GeV < meγ < 94 GeV to remove Z → ee
background.
• tt¯H hadronic selection, targeting (tt¯ → 6j)H: veto electrons or muons, require at least 5
jets with pT > 25 GeV and at least one b-jet.
• V H dilepton selection, targeting (Z → ll)H: require 2 same-ﬂavor, opposite-sign leptons
(e or µ) with 70 GeV < mll < 110 GeV.
• V H one lepton selection, targeting (W → lν)H: require one electron or muon, and EmissT
larger than 1.5 times its uncertainty.
• V H Emiss
T
selection, targeting (Z → νν): require missing transverse energy (EmissT ) larger
than 5 times its uncertainty, and pTt > 20 GeV.
• V H hadronic selection, targeting (W/Z → jj)H: require 2 jets with 60 GeV < mjj <
110 GeV, pTt > 70 GeV, and |ηγγ − ηjj | < 1.
The selections in each case were obtained by minimizing the uncertainties on the µV H and µtt¯H
measurements. With the addition of the two categories targeting V BF production and the 4
untagged categories, a total of 12 categories were deﬁned in the analysis for each of the 7 TeV
and 8 TeV datasets, for a total of 24 categories. The fractions of events from each production
mode in each category at 8 TeV are shown in Fig. 7.2b: in most cases the selections are quite
pure in their targeted production modes.
7.2.3 Results
The statistical model is deﬁned as described in Section 4.4.3, allowing the simultaneous measure-
ment of a separate signal strength parameter in each production mode. This corresponds to an
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Figure 7.2: (a) Diphoton invariant mass mγγ spectrum observed in the sum of the 7 TeV and
8 TeV data. Each event is weighted by the signal-to-background ratio in the dataset and category
it belongs to. The errors bars represent 68% conﬁdence intervals of the weighted sums. The solid
red curve shows the ﬁtted signal plus background model when the Higgs boson mass is ﬁxed at
125.4 GeV. The background component of the ﬁt is shown with the dotted blue curve. The
signal component of the ﬁt is shown with the solid black curve. Both the signal plus background
and background-only curves reported here are obtained from the sum of the individual curves
in each category weighted by their signal-to-background ratio. The bottom plot shows the data
relative to the background component of the ﬁtted model. (b) Contribution of each production
mode to the analysis categories for mH = 125.4 GeV at
√
s = 8 TeV. (From Ref. [55])
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unfolding of the per-category signal strength measurements shown in Fig. 7.3a, using the cate-
gory composition information of Fig. 7.2b. The resulting signal strengths are shown in Fig. 7.3b.
These results are all in excellent agreement with the SM expectation of µ = 1, with an overall
level of agreement of 0.7σ with the SM.
Using a single signal strength parameter µ for all production mode yields
µ = 1.17± 0.23 (stat.) +0.10−0.08 (syst.) +0.12−0.08 (theory). (7.1)
While the statistical uncertainty is still the largest contribution, it is only a factor 2 higher than
both the theory and experimental uncertainties. The theory uncertainty will decrease markedly
in Run 2, due to the use of an N3LO computation for the ggF cross-section [118, 119] and an
improved combination of PDF uncertainties. The experimental uncertainty, dominated by the
eﬀect of the mass resolution uncertainty, will thus need to be signiﬁcantly reduced lest it become
the leading contribution to the total uncertainty by the end of Run 2.
The µ = 1.17±0.27 result given above diﬀers markedly from the value µ = 1.9±0.5 obtained
for the discovery analysis, which is however not directly comparable since it only used a fraction
of the total 2012 dataset. More problematically, it also diﬀers from the µ = 1.55+0.33−0.28 obtained
in Ref. [54] using the same dataset as the current result. The data were processed diﬀerently
in the two cases, in particular with a change of the photon calibration scheme from the initial
to the ﬁnal Run 1 version (see Section 3.3.3); nevertheless the two datasets largely overlap. A
compatibility test between the two results was performed using a bootstrap method, which can
be applied even in the presence of such an overlap, and the probability of obtaining results at
least as diﬀerent as these was found to be 23%. This sizable change in the µ value is therefore
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not unexpected, and can be attributed to two eﬀects: ﬁrstly, the presence of a large positive
ﬂuctuation in the discovery dataset, already discussed in Chapter 6; and secondly the fact that
even small changes in the event distribution can lead to large changes in the shape and size of
the signal peak due to the small S/B ratio.
7.3 Combination with Other Higgs Decay Modes
The ﬁnal stage of the study of Higgs properties involves the combination of the results presented
above with those obtained with other Higgs decay modes, and with those of the CMS experi-
ment [120]. These results are interpreted in terms of Higgs coupling modiﬁers, reinterpreting the
signal strength values within a couplings framework based on leading-order diagrams [121]. In
the most general case, a separate modiﬁer κ is assigned to the coupling of the Higgs boson to
the Z, W , t, b, τ , and µ. Separate terms κg and κγ can also be introduced to parameterized
BSM contributions in the ggF and H → γγ loops. An unmeasured BSM branching fraction
BRBSM can also be included under general hypotheses [122, 123]. The results are illustrated
in Fig. 7.4b for the full model, and Fig. 7.4a for a simpliﬁed parameterization where only two
modiﬁers are included for couplings to weak vector bosons (κV ) and fermions (κF ), following
the same rationale as for Fig. 6.3b. Finally, Fig 7.5 shows Higgs coupling values as a function
of particle mass, providing a clear illustration of the relations oﬀ Eqs. 2.2 and 2.3 presented in
Section 2.1.
The agreement of these measurements with the SM is found to range between 11% and 88%
depending on the parameterization considered, highlighting again the lack of tension between
the measurements and the SM expectation. These results cement the interpretation of the new
particle as SM-Higgs-boson-like, and unfortunately provide no compelling pattern of deviations
that could hint towards new physics. However the deviations predicted by most realistic models
are typically far smaller than the current sensitivity of the measurements. These investigations
will thus need to be pursued in Run 2 of the LHC and beyond, as discussed in Chapter 9.
7.4 Personal Contributions
I was responsible for the optimization of the cut-based VBF selection, which although not re-
tained for the ﬁnal iteration of the analysis introduced some promising improvements. I took
part in the investigation of the diﬀerence between the results of Ref. [54] and those of the ﬁnal
version of the couplings analysis discussed above. I also contributed to the investigation of the
diﬀerence between the mass measurements reported in the H → γγ channel and those of the
H → ZZ∗ channel in the preliminary results of Ref. [124]. I was involved in the production of
results for the Moriond 2013 iteration of the analysis, using the Hfitter tool. I also edited the
H → γγ section of Ref. [54].
I co-convened the H → γγ physics analysis subgroup from October 2013 to October 2014,
corresponding to the ﬁnalization of the Run-1 analyses and the publication of the deﬁnitive
results. Since April 2016, I am co-convening the HComb physics analysis subgroup, responsible
for the combination of results from the various Higgs decay channels and the associated study
of Higgs properties.
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Figure 7.4: Combined ATLAS and CMS results for the couplings parameterizations described
in the text: (a) with separate coupling modiﬁers for Z, W , t, b and τ , and allowing BSM loop
contributions κg and κγ to the ggF and H → γγ loops. Additional BSM contributions to the
Higgs boson width are either not included (BRBSM = 0), or constrained by assuming κV ≤ 1
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Ref. [120])
7.4. PERSONAL CONTRIBUTIONS 63
vVm  V
κ
  o
r  
vFm  F
κ
4−10
3−10
2−10
1−10
1 Z
W
t
bτ
µ
ATLAS and CMS
LHC Run 1 Preliminary
Observed
SM Higgs boson
Particle mass [GeV]
1−10 1 10 210
Ra
tio
 to
 S
M
   
 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Figure 7.5: Fit results for the combination of ATLAS and CMS in the case of the parameterization
with reduced coupling modiﬁers yV =
√
κV
gV
2v =
√
κV
mV
v for the weak vector bosons, and
yF = κF
gF√
2
= κF
mF
v for the fermions, as a function of the particle mass. The dashed line
indicates the predicted dependence on the particle mass for the SM Higgs boson. The bottom
panel shows the ratios of the measured values to the SM predictions. (From Ref. [120])
64 CHAPTER 7. HIGGS PROPERTY MEASUREMENTS USING H → γγ
Chapter 8
Search for New Resonances Decaying
to Two Photons
8.1 Introduction
As explained in the introduction, there are strong motivations to expect new physics at the TeV
scale, in addition to the Higgs boson whose discovery and properties were discussed in Chapters 6
and 7.
No such signals have however been detected so far. Direct searches at the energy frontier using
LHC Run 1 data have reached sensitivities to mass scales of about 1.7 TeV for supersymmetric
models [125] and several TeV in other models [126], but in all cases no signal has been observed to
date. No signiﬁcant deviations from the SM have been observed either in precision measurements,
neither in the Higgs couplings measurements presented in Chapter 7 nor in the ﬂavor sector [113].
In this context, a sensible strategy is to cast the widest possible net by performing general
searches based on the available experimental signatures, and expressing the result as model-
independent quantities that can then be applied to any new physics model predicting a compa-
rable signal. The search for γγ resonances away from the H → γγ peak is a low-hanging fruit in
this strategy, due to both the simplicity of the ﬁnal state, and the fact that the analysis can be
performed on a much wider mass range than the one used for the Higgs search without major
changes.
Such searches can be motivated in several classes of models of new physics. Models with
extended Higgs sectors, such as the MSSM [127, 128, 129], NMSSM [130] or general Two-Higgs-
doublet models (2HDM) [111, 131] predict the existence of additional neutral Higgs bosons.
These bosons could be either scalar or pseudoscalar, and could have signiﬁcant branching ratios
into two photons in several scenarios:
• Scalars above H: the γγ branching ratio of heavy scalar states is generically suppressed
by large partial decay widths into WW , ZZ and tt¯. However the very SM-like couplings
observed so far for the Higgs boson (see Chapter 7) favor the alignment limit of 2HDM-type
models [132, 133]. In this case Higgs couplings to W and Z, which are shared between
all the CP-even Higgs states through a sum rule, are almost entirely conﬁned to the SM-
like Higgs so that the WW and ZZ decay widths of the other scalars are correspondingly
suppressed. Sizable decay rates to γγ for these extra scalars can therefore be expected [134],
especially for low values of the tanβ parameter, where the bb¯ and ττ decay modes are also
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suppressed [135]. However this holds only below the tt¯ threshold, above which the tt¯ decay
mode should become dominant [135, 136] (see however Section 8.4).
• Pseudoscalars above H: For pseudoscalars Higgs bosons, decays to WW and ZZ pairs
are forbidden by CP conservation. This leads to sizable γγ rates in the cases where the
fermionic decays are suppressed [134], in the same way as for the scalar case discussed
above.
• Scalars and pseudoscalars below H: In the MSSM the presence of Higgs states below the
Higgs boson is disfavored [137]. However in the NMSSM, the lightest scalar or pseudoscalar
state could be in this situation [138, 139, 140, 141]; the case also occurs in 2HDM mod-
els [142, 143]. The mass of the lighter states should typically remain larger than mH/2,
to avoid modiﬁcations to the Higgs boson decay rates through the opening of the H → hh
channel, although exceptions are possible [144]. As for the case of heavy states considered
above, small tanβ values are particularly attractive since they lead to a relative suppression
of the bb¯ and ττ decays channels, enhancing the γγ branching ratio [145]. In the NMSSM,
the same eﬀect can be obtained even at high tanβ through increased singlet-doublet mix-
ing [146]. The γγ branching ratio can also be further enhanced in the NMSSM due to new
charged particles running in the decay loop [147].
In most cases, the new Higgs states are produced through gluon fusion, but V BF production
can also be non-negligible [142]. One can also get sizable contributions from cascade decays of
heavier Higgs states, particularly in cases where the new states lie both above and below H [141].
Constraints on low-mass scalars have been set by LEP in the bb¯ and ττ decay channels [148]
and with a ﬂavor-blind search in hadronic ﬁnal states [149]. However the ﬁrst can be evaded in
models where the bb¯ and ττ decays are suppressed as discussed above, while the second provides
looser bounds [146]. The large gluon-fusion production cross-sections for these states at LHC
can lead, already with the Run 1 dataset, to either tighter constraints or to the discovery new
states, particularly in the low-mass region.
In all the cases discussed above, the γγ partial width remains small: sizable branching ratios
to γγ occur when partial widths into other ﬁnal states are also small. These cases therefore
also typically correspond to narrow resonances. The main focus of the search for scalar signals
therefore focused initially on the regime of the narrow-width approximation (NWA), and only
secondarily on the large-width case.
Diphoton signals could also occur in the decay of heavy graviton resonances in models with
extra dimensions such as Randall-Sundrum (RS) models [150]. In this case the resonance could
have a sizable natural width. These signals have however been excluded for masses below about
1 TeV [151].
8.2 Analysis Strategy
Two searches for spin-0 resonances are presented in this chapter: the published analysis of Run 1
data [96], using 20.3 fb−1 of data collected at
√
s = 8 TeV, and a preliminary analysis of 3.2 fb−1
of Run 2 data collected in 2015 at
√
s = 8 TeV [17]. A search for spin-2 resonances was also
performed as part of the latter, using the RS graviton model as benchmark; it will be described
brieﬂy in Section 8.4.4. A similar search was also performed in Run 1 [151].
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Both the Run 1 and Run 2 spin-0 searches were designed to primarily focus on narrow spin-0
resonances, which are well-motivated theoretically and allow to keep the analysis very similar to
the H → γγ search. This also allows to perform the search in a fully model-independent way,
since the signal shape depends only weakly on the signal kinematics (see Section 6.2). To main-
tain this model-independence, no categorization is performed (except for the conversion-status
categorization described in Section 8.3.1 which does not introduce signiﬁcant model-dependence).
Cross-section limits are likewise reported on ﬁducial cross-sections, using a ﬁducial volume de-
ﬁned to minimize model-dependence (see Section 8.3.4). The narrow width also allows to neglect
interference eﬀects between the signal and the continuum background, which can be sizable in
the γγ channel due to the small S/B [152] and is model-dependent. While the main focus is on
narrow scalars, the analysis retains some sensitivity to similar signals such as the RS graviton
discussed above. As described in Section 8.4, the Run-2 analysis was also extended to cover
signals with large natural widths.
For the Run-1 analysis, the mass range extends both above and below the Higgs boson.
The lower edge of the range was chosen as the lowest achievable mass value. As discussed in
Section 8.3.1, this is limited by the trigger to mγγ > 60 GeV. The search range can then cover
mX > 65 GeV, where X denotes the object of the search, allowing to cover most of the range
above mH/2 which is theoretically favored (see Section 8.1). The upper edge of the range is
limited by the event yields needed to perform the data-driven background estimate discussed in
Section 8.3.2, this allows a search range extending to mX = 600 GeV. Two sources of peaking
background need to be considered, in addition to the continuum background. In the low-mass
region, the Z → ee component of Drell-Yan (DY) production constitutes the major background
to the analysis, due to the misidentiﬁcation of electrons into photons (see Section 3.3.1). And
for mX near 125 GeV, H → γγ production must also be considered as a background.
Results are ﬁrst reported as discovery p-values over the range 65 < mX < 600 GeV. Upper
limits are reported on the signal cross-section within the ﬁducial acceptance.
For the Run-2 analysis, only the range mX > 200 GeV was covered for simplicity, avoiding
the peaking backgrounds. The upper range is however extended up to mX = 1.7 TeV thanks to
an improved background-modeling technique.
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8.3 Run 1 Analysis
The Run 1 analysis follows closely that of the H → γγ search presented in Chapters 6 and 7.
The analysis however faces the twin additional challenges of describing the electron background
from Z → ee in the low-mass region, and describing the continuum background over a large
mass range in the high-mass region. To avoid compounding these diﬃculties, the analysis is split
into two searches: a low-mass search targeting the resonance mass range 65 < mX < 110 GeV,
and ﬁtting the diphoton invariant mass range 60 < mγγ < 120 GeV; and a high-mass search,
targeting 110 < mX < 600 GeV and ﬁtting 100 < mγγ < 800 GeV. The ﬁt ranges of the two
analyses partially overlap, since in both cases sidebands are needed on either side of the boundary
point at mX = 110 GeV to perform the ﬁts, but this has no impact on the results.
8.3.1 Event Selection and Categorization
The analysis uses the initial Run 1 photon calibration scheme described in Section 3.3.3. For both
the low-mass and high-mass analyses, the photon η range is |η| < 2.37, excluding 1.37 < |η| <
1.52. The tight photon identiﬁcation selection and the track- and calorimeter-based isolation
criteria described in Section 3.3.2 are applied. These selections follow closely the ones used for
the H → γγ analysis. Subsequent analysis-speciﬁc selections are described below.
As discussed above, the only categorization that is applied is the conversion-based classiﬁ-
cation described below that does not introduce model dependence. While categorizations e.g.
in |η| or pTt would increase the sensitivity, they would also spoil the model dependence of the
analysis, going against the strategy described above.
Low-mass Analysis
The lower end of the mX range spanned by the analysis is limited by the trigger: in Run-1,
the lowest ET threshold for diphoton triggers was 20 GeV for both photons. The analysis cuts
were therefore set at ET > 22 GeV for each photon, retaining the usual safety margin to avoid
sensitivity to the trigger turn-on behavior. Values of mγγ down to about 45 GeV could thus
be accessible, but the proximity to the kinematic threshold leads to a change of concavity in
the mγγ spectrum just below 60 GeV (visible on the spectra in Fig. 8.1a) which is diﬃcult to
model. The selected mass range is therefore restricted to 60 < mγγ < 120 GeV, as discussed in
Section 8.3.2 below.
Photon candidates from the electron background are primarily reconstructed as converted
photons, since these are misidentiﬁed electrons for which a track pointing towards the cluster
is typically present. This feature motivates a separation of the dataset into 3 categories cor-
responding to both photons being unconverted (UU), both photons converted (CC), or one of
each (UC). Finer-grained categorizations were found provide little additional gains in sensitivity.
The fraction of events in each category depends only weakly on photon kinematics and therefore
on the physics of the signal, so that this categorization does not introduce signiﬁcant model
dependence into the analysis.
A total of 589212 events pass the selection. The UU category provides the largest sensitivity,
beneﬁting from both the highest signal fraction (49% of the total signal) and the lowest level of
electron background (15% of total). The mγγ spectra in each category are shown in Fig. 8.1a.
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Figure 8.1: Invariant mass spectra for (a) the low-mass analysis and (b) the high-mass analysis,
with background-only ﬁts overlaid. For the low-mass analysis, separate spectra are shown for
the three categories deﬁned in the text; the background includes a peaking component from
misidentiﬁed Z → ee electrons. For the high-mass analysis, the sliding-window background ﬁts
are shown for several values of mX ; the inset shows the region near mX = 125 GeV, highlighting
the presence of the H → γγ component of the background model. (From Ref. [96])
High-mass Analysis
For the case of a spin-0 signal, the γγ decay is isotropic in the rest frame of the decaying
resonance. The ET values of the two photons are therefore relatively symmetric, with neither
diﬀering markedly from ET ∼ mX/2. The relative ET cuts used in the ﬁnal Run 1 H → γγ
analysis (see Section 7.2) are thus expected to provide better performance than ﬁxed cuts over
the wide range of mX covered by the analysis. An optimization procedure based on the expected
discovery signiﬁcance was performed, leading to the selections ET1 > 0.4mγγ and ET2 > 0.3mγγ
on the leading and subleading photon respectively.
When applying the calorimeter-based isolation selection of Section 3.3.2, a modiﬁed version
of the isolation energy is used to compensate for an observed leakage of some of the energy of
the photon into the isolation cone at high energy.
A total of 108654 events pass the selection, with the mγγ spectrum shown in Fig. 8.1b.
8.3.2 Background Modeling
Low-mass Analysis
In order to model the electron background, both mγγ templates and their normalizations are
required in each category. The normalization is necessary to disentangle the signal from the
electron background, since the peaking shapes of both components are similar and both normal-
izations cannot be simultaneously obtained from a ﬁt to data.
The mγγ templates in each category are obtained from data using events with two identiﬁed
electrons reconstructed as photons. These templates are however not exactly representative of
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the electron background since electrons misidentiﬁed as photons are atypical, usually undergoing
large bremsstrahlung in the inner detector. A further correction determined from simulation is
therefore applied. The normalizations of the templates are estimated using data-driven mea-
surements of the misidentiﬁcation rate of electrons to photons [96]. The templates are ﬁtted
using the double-sided Crystal Ball shape described in Section 8.3.3. Shape uncertainties are ob-
tained by varying the templates within their uncertainties, ﬁtting the resulting shapes to obtain
parameterizations for each variations, and interpolating between these parameterizations using
constrained nuisance parameters following the general prescription presented in Section 5.1.3.
The continuum background description follows the same method as for the H → γγ analyses.
An exponential function is found to ﬁt the spectrum well down to about mγγ = 70 GeV. Below
this value, the concavity of the spectrum shape changes sign due to the eﬀect of the photon ET
cuts. Diﬃculty in modeling this threshold was the driving factor in raising the lower endpoint of
the mγγ range to 60 GeV. Above this value, the residual eﬀect of the threshold can be modeled
by adding to the exponential a component described by a Landau shape. This functional form is
used in all categories and in each case the 4 background parameters (the two Landau parameters,
the exponential slope, and the relative fraction of the exponential component) are left free in the
ﬁts to data. Modeling systematics are obtained using the same spurious signal method as for the
H → γγ analyses, as described in Section 4.2.2. Fits to the background-only model, including
both the continuum and electron components, are shown in Fig 8.1a.
High-mass Analysis
In the high-mass analysis, the continuum background must be described over the range 100 <
mγγ < 800 GeV. Using the same spurious signal method as the H → γγ analyses, no functional
form was found to provide an acceptable description of the background over such a wide range.
The analysis is therefore performed within a sliding mass window centered on the tested value
of mX . A Gaussian function (truncated to a section of its high-side tail) was used to model
the background in this window. The size of the window was selected to be the largest value
compatible with the spurious signal requirements Sspur < 20%δS used in the H → γγ analyses
(see Section 4.2.2); the resulting range is parameterized as ± [40(mX − 110 GeV)/110 + 10 GeV].
This method is however limited by the requirement that the ﬁt window should contain enough
events in data to reliably estimate the background yield, which limits the mass reach of the
analysis to mX < 600 GeV. Since the size of the ﬁt window at this point is about ±200 GeV,
this also drives the limit on the upper value of themγγ range at 800 GeV. Modeling uncertainties
were computed for each mX value using the spurious signal method, yielding values ranging from
about 20 events at mX = 100 GeV to about 1 event at mX = 600 GeV.
In addition to the continuum background, the analysis needs to account for H → γγ pro-
duction near mX = 125 GeV as an additional background contribution. The shape of the Higgs
boson peak was modeled using the same double-sided Crystal Ball shape as that used for the
signal, described in Section 8.3.3 below. Systematic shifts in the position and width of the peak
were implemented in the same way as for the H → γγ analysis. The value of the Higgs mass was
ﬁxed tomH = 126.5 GeV, the best-ﬁt value for the H → γγ mode at the time of the analysis [54].
The normalization of the peak is ﬁxed to the SM expectation, µ = 1. The alternate choice of
using the best-ﬁt µ value from the H → γγ analysis was considered, but this would have led to
deviations from µ = 1 being absorbed into the Higgs component. The use of µ = 1 allows these
deviations to be treated as signals for extra states with mX ∼ mH , which was considered a more
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Figure 8.2: (a) Illustrative diagram of the double-sided Crystal Ball (DSCB) shape. The pa-
rameter ∆mX = µCB − mX is the oﬀset between the peak position µCB and the true mass
mX ; σCB is the width of the Gaussian part of the shape; αLow (αHigh) is the position of the
transition between the Gaussian and power-law forms on the low (high) mass side, in units of
(mγγ−µCB)/σCB; and nLow (nHigh) is the exponent of the corresponding power-law. (b) Values
of the CX factor described in the text as a function of mX for various production modes. The
solid line shows a ﬁt to the ggF values, and the inset the ratios of the values for other production
modes to those for ggF. (From Ref. [96])
interesting interpretation.
A background-only ﬁt to the data, including both the continuum and Higgs components, is
shown in Fig. 8.1b.
8.3.3 Signal Modeling
The shape of the signal at high mX values typically includes a high-side tail in addition to the
usual low-side tail modeled in the H → γγ signal. The sum of a Crystal Ball and a Gaussian
shape, used in the H → γγ analysis, cannot provide an appropriate modeling of this high-side
tail. A double-sided Crystal Ball shape is used instead, consisting of a Gaussian core analytically
continued on each side by power law tails. The shape is illustrated in Fig. 8.2a.
As for the H → γγ analysis, the mass dependence of each shape parameter is parameterized
as a function of mX , and the coeﬃcients of the mass-dependence are obtained by a simultaneous
ﬁt to signal samples at various mX values. The samples used correspond to the Higgs-like ggF,
V BF,WX, ZX and tt¯X production modes, generated as for the Higgs signal except for a diﬀerent
mass value, and a natural width that is kept constant at ΓX = 4 MeV above mX = 150 GeV
(below this value, the width of a SM Higgs boson of mass mX is used). No signiﬁcant diﬀerence
in the shape of signal is observed between these modes, and a single parameterization is thus used
without incurring model dependence. No uncertainty on the signal peak position is considered.
The leading systematic uncertainty on the signal shape is the eﬀect of the photon resolution
uncertainty on the peak width, ranging from 10% to about 40% at the upper end of the mass
range.
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8.3.4 Fiducial Cross-section Deﬁnition
The signal yield is reported in terms of a cross-section within a ﬁducial volume deﬁned at truth
level. It is deﬁned as
σfid =
Nobs
/
CXL, (8.1)
where Nobs is the number of observed signal events, L the dataset luminosity, and CX =
N selMC/N
fid
MC is the ratio of the number of events passing the event selection to the number of
events passing the ﬁducial selection in a signal MC sample at generator level. Following this
deﬁnition, σfid includes a factor for the branching ratio of X → γγ.
The ﬁducial selection is chosen to correspond as closely as possible to the event selec-
tion, to minimize the model dependence; it is deﬁned by the conditions EtrueT1 > 0.4mX and
EtrueT2 > 0.3mX on the transverse energies of the leading and subleading photons at truth-
particle level, and the condition |ηtrue1,2 | < 2.37 on their pseudorapidities. An isolation energy
calculated at truth-level is also required to be less than 12 GeV, the value corresponding to the
isolation selection cut at reconstruction level. With this deﬁnition, the factor CX mainly corrects
for the photon detection eﬃciency within the ﬁducial acceptance, which is approximately model
independent. The remaining part of the usual eﬃciency correction, the model dependent ac-
ceptance factor AX = N
fid
MC/N
total
MC can be computed within a purely theoretical setting without
experimental input to compare particular models to the cross-section limits.
The residual model dependence is tested using the ggF, V BF, WX, ZX and tt¯X samples
described in Section 8.3.3 above, which probe a variety of ﬁnal state conﬁgurations. The cor-
responding CX factors are shown in Fig. 8.2b, showing close agreement between the diﬀerent
samples at large mX , and agreement within 15% at lower mX . The isolation condition included
into the deﬁnition of the ﬁducial volume as described above is critical in ensuring this agree-
ment: the higher levels of jet activity in ﬁnal states such as tt¯X lead to a lower eﬃciency for
the photon isolation condition, and would lead to a lower CX value if not for the corresponding
lower eﬃciency of the ﬁducial isolation condition.
8.3.5 Results
Separate statistical models for the low-mass and high-mass analyses are built in the same way
as for the H → γγ analysis using the Hfitter framework. In each case the model includes a
signal component, and two background components: the electron background in the low-mass
region, the H → γγ background in the high-mass region, and the continuum component in both
cases. Systematic uncertainties are included as for the H → γγ analysis. Similarly to the latter,
the leading systematic uncertainty is the mass resolution systematic discussed in Section 8.3.3.
Other sources include the residual model dependence of the CX factor (up to 15% at low mass)
and the uncertainty on the electron background near the Z mass (9% to 25%).
Discovery p-values are computed as a function of mX in both the low-mass and high-mass
region using the Hfitter implementation of the techniques described in Section 5.2.3, and shown
in Fig. 8.3. Two excesses with a local signiﬁcance of about 2σ are observed at mX = 201 GeV
and mX = 530 GeV. Such an occurrence is however likely due to the combination of the small
width of the signal peak and the wide mass range in which the search is performed, leading to
a large trials factor. This can usually be accounted for by computing the global p-value of the
excess using the method of Ref. [90], as discussed in Section 5.2.3. The method cannot however
be reliably applied in this case due to the very large value of the trials factor, but the global
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Figure 8.3: Observed (solid line) and expected (dashed line) discovery p-values as a function of
mX , where the expected p-value is computed for σfid = 10 fb. The dotted line at mX = 110 GeV
show the transition between the low-mass and high-mass analyses. (From Ref. [96])
signiﬁcances of each of the two excesses can in any case be shown to be less than 0.5σ. An mX -
dependent limit is therefore set on the ﬁducial cross-section σfid. The method of Section 5.2.4 is
used, as implemented within Hfitter. The limits range from about 20 fb in the low-mass region
to about 1 fb for mX = 600 GeV. The result has already been shown in Fig. 5.3 in Section 5.
These results are used to set constraints on models of BSM physics [153, 154, 155, 156,
157, 158, 159, 160, 161, 155, 134]. In Ref. [134], the excesses observed at mX = 201 GeV and
mX = 530 GeV are also interpreted in the context of the aligned 2HDM models discussed in
Section 8.1. It can also be noted that the B.1 benchmark point of Ref. [141] is excluded by the
results presented here, since the cross-section of the proposed cascade production of As through
heavy Higgs decays followed by As → γγ is several 100 pb, depending on the ﬁnal state. The
results are reported in terms of a total and not ﬁducial cross-section, but simple truth-level
studies yield acceptance factors of ∼80% which cannot result in evading the limit.
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8.4 Run 2 Analysis
Following the start of the LHC Run 2 in April 2015, about 3.2 fb−1 of data were collected from
June to October 2015 at a collision energy of
√
s = 13 TeV. The higher collision energy leads
to a higher mX reach for searches, but also to cross-section increases at lower masses since the
same mX is obtained at smaller parton momentum fractions and thus larger parton luminosities
for gluons and sea quarks.
A repeat of theX → γγ search analysis was therefore selected as a high-priority early analysis
to be performed on the 2015 dataset. Since the focus was on the high-mass region, it was decided
to limit the ﬁt range to mγγ > 150 GeV, avoiding for simplicity the issues associated with the
H → γγ and electron backgrounds. The lower limit of the search range was therefore set at
mX = 200 GeV, to ensure a suitable sideband on the left side of the peak position.
With the use of the new background estimation technique described in Section 8.4.3, the ﬁt
of the background shape could be performed over a wide mγγ window extending up to mγγ =
3.5 TeV1. Prior to unblinding the analysis, it was decided that the search range would extend
up to the largest observed mγγ value, plus a small safety margin to provide an appropriate
high sideband. The highest recorded mγγ value was mγγ ≈ 1.7 TeV, and the search was thus
performed up to mX = 2 TeV.
As for the Run-1 analysis, the focus of the search was narrow spin-0 resonances. However
resonances with non-negligible natural width ΓX are also possible, for example in the case of the
RS graviton states mentioned in Section 8.1. The CMS collaboration has reported results for
ΓX/mX values up to 10% using Run 1 data [162]. This upper limit on ΓX/mX is well motivated
for several reasons. Firstly, as discussed in Section 8.1 very broad resonances are expected to be
more readily accessible in decay modes other than γγ. Secondly, large values of ΓX/mX lead
to model dependent eﬀects, in particular in the shape of the signal lineshape (see Section 8.4.2)
and in the interference between the signal and the γγ component of the continuum background.
The case of large ΓX/mX values is therefore more suited to speciﬁc model dependent searches
rather than the generic search presented here.
In addition to the scalar search, another analysis targeted towards the RS graviton signal
was also performed. While it used the same data and similar selections as the search presented
here, it also featured signiﬁcant diﬀerences in both the aims and the techniques used. While its
results are brieﬂy presented in Section 8.4.4, the rest of the section focuses exclusively on the
scalar search.
8.4.1 Event Selection
The same selections ET1 > 0.4mγγ and ET1 > 0.3mγγ on the transverse energies of the leading
and subleading photon are applied as for the high-mass Run-1 analysis, as well as the condi-
tion |η| < 2.37 on their pseudorapidities, excluding as usual 1.37 < |η| < 1.52. The photon
identiﬁcation selection is the Run 2 version of the tight criterion described in Section 3.3.2, and
the photon isolation selection uses the Run 2 criterion described in the same section. In both
cases the selections were reoptimized for the ambient conditions expected in Run 2, in particular
higher pileup levels. A total of 7391 events were selected in the region mγγ > 150 GeV.
1The ﬁt being unbinned, an upper limit of the mγγ range does not need to be speciﬁed  the likelihood is
simply not evaluated for mγγ values larger than that of the last event. The mγγ = 3.5 TeV value speciﬁes the
largest mγγ for which the background description was validated using the spurious signal method.
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8.4.2 Signal Modeling
The analysis uses several signal models: a narrow width (NW) signal was produced using the
same technique as for the Run 1 analysis; several samples with larger natural width (LW) were
also produced in the ggF production mechanism using the PowHeg generator, with values of
ΓX/mX of 2%, 6%, 8% and 10%. Interference eﬀects between the signal and the γγ background
are neglected. For the NW and each of the LW samples, the same signal modeling procedure
as for the Run-1 analysis is applied: the signal is modeled using a double-sided Crystal Ball
function; the mass dependence of the shape parameters is parameterized using a set of coeﬃcients
whose values are determined through a simultaneous ﬁt to signal samples for various mX values.
Samples ranging from mX = 200 GeV to mX = 2 TeV are used in each case. For the LW cases,
the true mγγ range is restricted to |mtrueγγ − mX | < 2ΓX , in order to avoid sensitivity to the
model dependent shape of the signal peak in the region away from mX .
Finally, an interpolation is performed between themX -dependent parameterizations at diﬀer-
ent ΓX/mX values, using a piecewise-linear parameterization for each of the shape parameters.
This resulted in a smooth signal parameterization in both mX and ΓX/mX , allowing to extract
from the data the best-ﬁt values of both of these parameters.
The CX factor is determined from the signal sample in the same way as for the Run-1
analysis. For the LW case, the signal parameterization does not fully account for the tails
of the signal lineshape since it is computed using the signal template truncated to the region
|mtrueγγ − mX | < 2ΓX as described above, to ensure the result is model dependent. This is
accounted for in the deﬁnition of the ﬁducial volume for the LW case, so that the CX factor does
not strongly depend on the shape or size of the tails of the lineshape. The values of the NW CX
factor rise from about 60% at mX = 200 GeV to a plateau of about 75% at high mass; for LW,
the high-mass values reach about 85%. The residual model dependence, obtained by comparing
Higgs-like production modes in the same way as for the Run 1 analysis (see Section 8.3.3), is
found to be about 3% for the NW case and 6% for LW, and is used as a systematic uncertainty.
8.4.3 Background Modeling
The modeling of the γγ background was determined using mγγ templates generated with the
Sherpa generator. The γjet and jetjet components were determined using a data sample in which
some of the photon identiﬁcation selections were reversed, providing a sample enriched in these
components. Since the event yields obtained in this way are not large enough to obtain smooth
distributions, the samples are ﬁtted to analytical functions which are then used to describe their
shape. A data-driven measurement of the fraction of γγ events in the data is then used to
combine the three components in the appropriate proportions. A procedure following closely
that outlined in Section 4.2 is then followed: the spurious signal for the candidate background
descriptions is computed not only in the nominal case, but also after varying the fraction of γjet
and jetjet background, and varying the shape of the γγ component. The latter is performed by
propagating to the mγγ spectrum the eﬀect of uncertainties on the parton distribution functions
and the variations in the renormalization and factorization scales. The spurious signal is then
evaluated as the maximum value over all variations.
Unlike the case of Run 1, a class of functions was found to provide an adequate description
of the background over the range 150 GeV < mγγ < 3.5 TeV, allowing the ﬁt to be performed to
the full mass range without using the sliding window techniques described in Section 8.3.2. The
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functions are given by the general form
fd(mγγ ; a, {bi}0≤i<n) =
(
1− xd
)a
exp
(
n∑
i=1
bi log
i x
)
(8.2)
with x = mγγ/
√
s. The form f1/3(mγγ ; a, b0) is found to fulﬁll the spurious signal criteria for
mX values above 200 GeV.
To ensure that this MC-driven choice was adequate for the data, an F-test was performed
for the use of the alternate form f1/3(mγγ ; a, b0, b1) with one additional parameter compared to
the nominal choice. The F-test probability for the nominal choice was found to be 0.95, showing
excellent agreement with the nominal and well above the predeﬁned 0.05 threshold below which
the form should have been changed to the alternate. The test was performed in mass bins with
widths approximately 10 times the mass resolution, in order to ensure that the results were not
aﬀected by the potential presence of a narrow signal. The presence of a broad signal excess could
however lead to the spurious rejection of a correct background model; for this reason, the F-test is
only included as a temporary feature, pending further checks of the robustness of the background
modeling. The corresponding spurious signal values range from 20 events at mX = 2300 GeV
down to 0.04 at high mass for the LW signal model with ΓX/mX = 6%.
8.4.4 Results
The statistical model includes two components for the signal and continuum background, using
the shapes determined in Sections 8.3.3 and 8.3.2 above. The systematic uncertainties included
in the model are close to those of the Run 1 analysis. The diphoton mass calibration procedure
is very similar, but the uncertainty on the mass resolution is larger due in part to the uncertainty
on the amount of material added by the IBL, ranging from +55%−20% at mX = 200 GeV to
+110%
−40% at
high values of mX .
The observedmγγ spectrum in data is presented in Fig. 8.4, showing the presence of an excess
of events for mX ≈ 750 GeV.
Discovery p-values are computed as a function of both mX and ΓX/mX using the method of
Section 5.2.3 within the Hfitter framework. The result is shown in Fig. 8.5. The excess observed
near 750 GeV has a maximum local signiﬁcance of about 3.9σ, corresponding to ΓX/mX ≈ 6%.
A local signiﬁcance of 2.9σ is observed for the NW case. A second excess is observed at mX ≈
1650 GeV, with a maximum local signiﬁcance of about 2σ.
The global signiﬁcance for the excess near 750 GeV in the LW case can be computed as
described in Section 5.2.3. This is performed while accounting not only for the range of values
of mX but also for those of ΓX/mX , following the procedure of Ref. [91]. The computation is
done using the "brute-force" method of Section 5.2.3, scanning over 200 ≤ mX ≤ 2000 GeV and
0 ≤ ΓX/mX ≤ 10%. A global signiﬁcance of (2.0 ± 0.1)σ is obtained, where the uncertainty
reﬂects the limited number of pseudoexperiments used in the computation. A limit on the ﬁducial
production cross-section times branching ratio of the new resonance is also shown in Fig. 8.6. The
angular shape of the structure created by the excess at 750 GeV in Fig. 8.6a is an expected eﬀect
of the uncertainty on the mass resolution: the sharp drop-oﬀs at 700 and 800 GeV correspond
to the points where pulling the associated nuisance parameter to "catch" the excess becomes
disfavored due to the penalty induced in the likelihood by its constraint term.
As discussed in Section 8.3.5, the ATLAS Run 1 analysis did not cover the mass range beyond
mX = 600 GeV. However the spectrum shown in Fig. 8.1b, which extends up tomγγ = 800 GeV,
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Figure 8.6: Upper limits at 95% CL on the ﬁducial production cross-section times branching ratio
of a scalar resonance as a function of the resonance mass mX , for the cases of (a) ΓX/mX = 1%
and (b) ΓX/mX = 6%. The solid lines show the observed limits, the dotted lines the expected
limits. The green and yellow bands denote the expected ±1σ and ±2σ variations of the expected
limits. (From Ref. [17])
shows no large excess in this dataset. The Run 1 analysis was also originally performed using
the initial Run 1 photon calibration scheme described in Section 3.3.3. In order to allow a more
reliable comparison between the Run 1 and Run 2 dataset, the Run 1 analysis was therefore
updated to use the ﬁnal photon calibration scheme. This allows in particular better control of
the correlations between the photon energy scale uncertainties in each dataset. The background
model was also updated to use the functional forms of Eq. 8.2, allowing to avoid the use of the
sliding-window technique and thus extending the reach of the analysis up to mX ∼ 2000 GeV.
The resulting mass spectrum is shown in Fig. 8.7. An excess with a local signiﬁcance of 1.9σ is
observed for the values mX = 750 GeV and ΓX/mX = 0.06 corresponding to the highest local
signiﬁcance observed in the Run 2 dataset.
As noted at the beginning of Section 8.4, the production cross-section at 13 TeV is expected
to be higher than at 8 TeV due to parton-luminosity eﬀects. The compatibility between the
cross-sections of this excess observed
√
s = 8 TeV and the one seen at
√
s = 13 TeV cannot
be estimated in a model independent way, but depends on the production mechanism. For the
case of gluon-gluon-initiated single production, the 13 TeV to 8 TeV ratio is estimated to be 4.7,
while for a qq¯-initiated process (where qq¯ denotes a pair of light quarks) the corresponding factor
is 2.7. The continuum background is predominantly qq¯-produced, and scales therefore with the
latter number. The expected signal signiﬁcance S/
√
B is therefore only about 15% higher in
Run 2 compared to Run 1 for a resonance singly produced from a gg initial state, and lower in
the qq¯-initiated case. The absence of a large signal in Run 1 is therefore not inconsistent with
expectations in this scenario.
The compatibility of the results at 8 TeV and 13 TeV is estimated from a combined analysis
of both datasets, accounting for correlations in systematic uncertainties in particular for the
photon energy scale. For the case of a gg initial state, a compatibility at the 1.2σ level is found;
for qqbar initial state, the corresponding value is 2.1σ.
A separate analysis of the 2015 dataset is also performed [17], targeting speciﬁcally the RS
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Figure 8.7: Distributions of the invariant mass of diphoton candidates for the updated Run 1
high-mass γγ search, as described in the text. The red line shows the best-ﬁt to the background-
only model. The lower panel shows the diﬀerence between the data spectrum and the ﬁt. Arrows
indicate bins where the value is outside the range of the panel.
graviton signal. The pT spectrum of the subleading photon is softer for such a spin-2 resonance
as for the spin-0 case, so the photon pT cuts were relaxed to pT > 55 GeV on both photons. An
excess was also observed for mG ∼ 750 GeV and k/MPl ∼ 0.2, the latter corresponding to the
same width as for the spin-0 search2.
The CMS experiment reported similar results using Run-2 dataset [163]. The search for a
narrow signal reported a 2.85σ excess at mX = 760 GeV and ΓX/mX = 1.4%. The global
signiﬁcance, computed for the range 500 < mX < 4500 GeV, is below 1σ. However given the
∼0.7% uncertainty on the diphoton mass scale at this mass, the mass and width values for the
excesses observed by ATLAS and CMS are in good agreement. Interestingly, a small excess at
mX ≈ 750 GeV and ΓX/mX ≈ 6% was also visible in the CMS Run-1 search [162]. A combined
analysis of the Run 1 and Run 2 datasets therefore leads to a larger local signiﬁcance of 3.4σ for
mX = 750 GeV and a narrow width, corresponding to a local signiﬁcance of 1.6σ.
Although these signals are intriguing, no ﬁrm conclusion can be drawn from the currently
available datasets. As already discussed in Section 8.1, resonances at mX = 750 GeV are not
a priori expected to decay primarily to photons. Higgs-like states should generically have much
larger branching ratios to heavy fermion pairs [131], while Randall-Sundrum gravitons have been
excluded up to mX values above 1 TeV using Run-1 data [151, 162, 164]. However scenarios for
such a conﬁguration exist within the existing NMSSM [165], and many more [166] have been
proposed since the appearance of the excess. A further 10 fb−1 of data at
√
s = 13 TeV is
expected to be delivered to both experiments by the end of July 2016, which should be able
to settle the matter one way or the other. While the excess may well turn out to be due to a
statistical ﬂuctuation, it could also be the ﬁrst glimpse of the physics beyond the SM that the
2The width of the graviton resonance can be expressed as ΓG/mG ≈ 1.44(k/MPl)2, where k/MPl is a funda-
mental parameter of the model.
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LHC was built to discover.
8.5 Personal Contributions
The Run 1 analysis was performed almost entirely by a team of 5 researchers in which I took
part, and I had a strong involvement in the design of the various aspects of the analysis. I
completely implemented the building of the statistical model, and its use in producing the ﬁnal
results, the code used to implement the analysis selection and produce the ﬁnal ntuples, and the
systematics on isolation eﬃciency. I also designed the code used for the signal modeling, and was
involved in the design of background model and the ﬁducial selection. For the Run-2 analysis
my role was similar, with strong involvement in the statistical modeling and the production of
the results, and the determination of the signal parameterization.
In 2009-2011 I had also performed another diboson resonance search together with my student
Louis Helary, this time looking atWγ and Zγ signatures [99]. This analysis used similar analysis
and modeling techniques as the γγ analyses described above. I also co-convened the Diboson
Exotics (DBX) physics analysis subgroup in which this work was performed from October 2010
to October 2011.
Chapter 9
Prospects for LHC Run 2, Run 3 and
Beyond
9.1 Overview
The discovery of the Higgs boson described in Chapter 6 was an important step in the under-
standing of the mechanism of electroweak symmetry breaking, and in particular the conﬁrmation
that it is compatible with the description provided by the SM. This success was however largely
expected: as mentioned in the Introduction, a "no-lose" theorem [8] stated that the LHC experi-
ments would likely ﬁnd either an SM-like Higgs boson, or an entirely new type of physics playing
a similar role. Paradoxically, the Higgs discovery thus complicates the search for new physics,
since it completes the SM in the minimal way without providing further hints as to what lies
beyond.
As completed by the Higgs discovery, the SM is suﬃcient to explain all known microscopic
phenomena, up to the largest energies currently accessible. The SM could even be valid up to
energies reaching the vicinity of the Planck scale [16], making the discovery of new physics (NP)
far out of reach of currently conceivable collider projects [167, 168].
This suboptimal state of aﬀairs could however be upended if the excess observed in 2015
data near 750 GeV (see Chapter 8.4) leads to a discovery. This would provide at the very least a
ﬁrst handle on BSM physics, and in the best-case scenario a complete new sector of physics with
several new states at the TeV scale. This possibility will however be disregarded in the rest of
this chapter, pending the conﬁrmation (or disappearance) of the excess using the 2016 dataset.
Even in the absence of such clear signals of new physics, there are suggestions that some
form of new physics should emerge at lower energies. One issue stands out in particular: the
instability of mH with respect to radiative corrections from much higher momentum scales, the
so-called hierarchy problem [169, 170]. This generally leads to an unacceptably large ﬁne-tuning
in the value of mH , if the scale for these corrections is much higher than the electroweak scale
(see however Refs. [171, 172]). This issue is speciﬁc to the Higgs boson, since these corrections
are not softened by underlying symmetries as they are for non-scalar elementary particles (chiral
symmetry for fermions, gauge symmetry for gauge bosons). Solutions to this problem therefore
typically involve new physics in the Higgs sector that generates a low Higgs mass; popular
examples involve introducing a new symmetry to protect mH (e.g. supersymmetry, as in the
MSSM), or making the Higgs boson a composite rather than fundamental state (e.g. minimal
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composite Higgs models [173, 174]). In most cases, this new physics must manifest itself at the
TeV scale to avoid ﬁne-tuning, and can be observed in two ways:
• Through the direct observation of new states: top partners, heavy gauge bosons, or new
Higgs-like states in an extended Higgs sector. This presupposes that the masses of at least
some of the new states are accessible at LHC.
• Indirectly through deviations of the properties of the Higgs boson from SM predictions. In
this case the properties of the new physics could be derived from precision measurements,
in the same way as the masses of the top quark [175] and the Higgs boson [34] were obtained
from precision electroweak measurements. Measurements of the Higgs coupling could be
similarly sensitive to the presence of new physics at energy scales above the energy reach
of LHC, but low enough that they produce measurable corrections to SM predictions.
The LHC physics program aims to address these objectives in three steps:
• Run 2 (2015-2018): collect 100 fb−1 at a center-of-mass energy of √s = 13 TeV (possibly
rising to 14 TeV) and an instantaneous luminosity of L = 1034 cm−2s−1
• Run 3 (2021-2023): collect an additional 200 fb−1 at √s = 14 TeV and L = 2 ×
1034 cm−2s−1
• HL-LHC (2026-2037): collect up to 3000 fb−1 at √s = 14 TeV and L = 5× 1034 cm−2s−1
The next sections present the main directions of the proposed research program, focusing
on Higgs boson couplings measurements (Section 9.2) and the search for new resonances (Sec-
tion 9.3). Section 9.4 presents the analysis developments that will be needed to reach the required
performance. The project is summarized in Section 9.5.
9.2 Measurement of Higgs Boson Couplings
9.2.1 Framework for Measurements
Higgs boson coupling properties have been conducted in Run 1 within the "κ framework" [121,
14]. In this scheme, a modiﬁer κX is assigned to the couplings of the Higgs boson to each SM
particle type. The dependence of the measured event yields (expressed as µ values as deﬁned in
Section 2.4) on the κX are then derived from the leading-order contributions; for gluon-fusion and
H → γγ decay processes, loops contributions are also considered. The higher-order corrections
of the SM are included in the framework, so that the MS case of all κX equal to unity matches
the best theory predictions. These corrections are however correct only in this particular case,
so the framework is only valid for small deviations from the SM.
The Run-1 results in this context have already been brieﬂy described in Section 7.3. Since
the measured µ values can be generally expressed as quadratic expressions of the κX , the best-
measured κX have an uncertainty of about 10%, corresponding to the ∼20% precision achieved
on the µ, as illustrated in Fig. 7.4b.
In Run 2, this framework is being substantially modiﬁed. First, the use of µ values to express
the measured event yields has been deprecated in favor of cross-section values. These have
the advantage of decorrelating the measurement from the SM predictions which appear in the
denominators of the µ, which make the latter dependent on both the speciﬁc value of the SM
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prediction at the time of the measurement and on its associated uncertainty. These cross-sections
may be total cross-sections for particular productions modes, or ﬁducial cross-sections deﬁned
to minimize the associated theory uncertainties and model-dependence (see Section 8.3.4). An
intermediate deﬁnition denoted as simpliﬁed cross-sections has also been proposed [176], in which
the measured event yields are deﬁned in terms of cross-sections in speciﬁc regions of parameter
space chosen to minimize theory uncertainties. The inputs may also more generally take the
form of pseudo-observables [177, 178] deﬁned to capture both the event yields and kinematics of
Higgs production and decay.
Secondly, the higher precision of Run 2 couplings measurements requires a scheme free of the
limitations of the κ framework. Two approaches are considered: the use of speciﬁc benchmark
models, and a consistent treatment of deviations from the SM through an eﬀective ﬁeld theory
(EFT) approach. These schemes are respectively described in Sections 9.2.2 and 9.2.3 below.
9.2.2 Benchmark Models
Benchmark models typically provide deﬁnite predictions, in terms of a few model parameters.
Among the plethora of models that can be used to parameterize Higgs boson couplings, we
highlight as an example the Minimal Composite-Higgs models [173, 174]. In these models, the
Higgs boson is a composite pseudo Nambu-Goldstone boson (PGB) of a new strong sector based
on an SO(5) gauge group, broken down to the EW gauge group at a high energy scale f . Two
main ﬂavors of the models are considered, MCHM4 [173] and MCHM5 [174], diﬀering mainly in
the SO(5) representation in which the SM fermions are embedded. Higgs couplings diﬀer from
those of the SM by corrections [179] of the order of the ratio ξ = v2/f2, as shown in Table 9.1.
Values of f ∼ 1 TeV correspond to ξ ∼ 6%, which gives a rough estimate of the required precision
on the measurements of the couplings.
Table 9.1: Expressions for the modiﬁers of the Higgs boson couplings to gauge bosons (κV ), and
fermions (κF ) for two ﬂavors of the MCHM model described in the text.
Model κV κF
MCHM4
√
1− ξ √1− ξ
MCHM5
√
1− ξ (1− 2ξ)/√1− ξ
The results for other benchmark models, including the 2HDM models already described in
Section 8.1 and the hMSSM [180] are given in Ref. [181]. These predictions are easily testable
using Higgs coupling measurements. However many such models exist, and are equally well-
motivated in the absence of a guiding signal for new physics at the TeV scale, and testing more
than a few options is impractical.
9.2.3 The HEFT Framework
If NP states are inaccessible to direct searches
√
s = 13 or 14 TeV, physics at the LHC would be
described by the low-energy eﬀective theory obtained by integrating out these heavy degrees of
freedom, and would coincide with the SM if the new states are at much higher masses that the
LHC collision CM energy. However, if the mass gap between the SM and NP is not too large,
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remnants of the high-energy theory would be observable in the form of new, non-renormalizable
interactions, in the same way as beta decay, mediated through non-renormalizable four-fermion
interactions, is a low-energy manifestation of the W boson. Higher-order terms with the SM
particle content can be classiﬁed according to their mass dimensions. Terms of lower dimension
usually correspond to better prospects, since they are generically less suppressed for higher NP
mass scales. Since the dimension-5 terms are irrelevant to LHC physics [182], the ﬁrst terms to
consider are the 59 dimension-6 operators [110, 183, 184]1. Of these, the 30 involving the Higgs
boson [186] can be constrained only at the LHC. Some of these operators induce shifts in the
couplings of the Higgs boson to other SM particles. The corresponding coeﬃcients thus constitute
a more consistent extension of the κ framework described above. This parameterization also has
the advantage of being agnostic with respect to the nature of the new physics, avoiding the issue
of the wide range of new physics models discussed in the previous section.
Precise measurements of these couplings could be used to constrain the coeﬃcients of the
corresponding operators. Other operators induce deviations in the kinematic properties of the
Higgs boson. Their coeﬃcients could be constrained through diﬀerential cross-section measure-
ments, in particular in the H → γγ channel. Finally, higher-order contributions to the quartic
Higgs couplings, such as that arising from the pure-Higgs (φ†φ)3 operator, can only be probed
through the double-Higgs production process. The measurements relevant to the setting of these
constraints in the context of H → γγ are discussed in Section 9.2.4 below.
9.2.4 Higgs Couplings Measurements in Run 2 and Beyond
In Run 1, Higgs boson coupling measurements were mainly obtained from measurements of event
yields in various production and decay channels. These measurements are set to remain critical
up to and including the HL-LHC. Other constraints from the study of the kinematics of Higgs
processes, and the speciﬁc case of the measurement of the triple-Higgs coupling will also become
increasingly important with larger datasets. These various measurements are discussed below.
Inclusive Measurements
Measurements of event yields in various production and decay channels form the basis of the
Run 1 couplings results [14] already shown in Section 7.3. Prospects for the extension of these
measurements to the HL-LHC dataset have also been studied [187], and could lead to precisions
of the order of 2% and 3% on Higgs couplings to vector bosons and fermions respectively. These
measurements in turn allow strict constraints on e.g. the MCHMmodels described in the previous
section, as illustrated in Fig. 9.1. These constraints could set indirect limits on the high-mass
scale f of the model to about 1 TeV.
The H → γγ channel plays an important role in these results, providing competitive results
in all the main production modes (see Table 1 in Ref. [187]). These results however depend
critically on the ability to maintain systematic uncertainties at a level signiﬁcantly lower than
the statistical uncertainties. This will be a central part of the project described here, focusing
on four main topics:
• Improve the background modeling technique to reduce the associated uncertainties (cur-
rently 2− 8% for the Run-1 analysis [55]) [Section 9.4.1].
1assuming a single generation of fermions. For 3 generations, the number grows to 2499 operators [185]
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Figure 9.1: Expected two-dimensional 95% CL likelihood contours in the (κV , κF ) plane for
projected combination of Higgs coupling measurements. The coupling predictions in the MCHM4
and MCHM5 models (see Table 9.1) are overlaid. (Figure taken from Ref. [187])
• Improve the diphoton mass resolution and its uncertainty, currently ∼10% for the Run-1
analysis [Section 9.4.3].
• Maintain the performance of the photon identiﬁcation selection in higher-luminosity envi-
ronments [Section 9.4.4].
• Maintain the performance of the VBF selection at high pileup [Section 9.4.2].
The listed topics are discussed in more detail below in the sections indicated in brackets. Mea-
surements of ratios of Higgs couplings could also be performed. These could provide better
precision than the individual couplings measurements, especially in the cases where common
systematic uncertainties cancel out in the ratio. Such measurements were already included in
the ATLAS+CMS Run 1 couplings combination of Ref. [14].
Measurement of HH → γγbb¯ and Production in Association with b-quarks
Double-Higgs production is a critical part of the HL-LHC program, since it is the only process
with direct sensitivity to the λ parameter of the SM Lagrangian (see Section 2.1). The measure-
ment is however challenging due to the small expected event yield even at HL-LHC [188, 189,
190].
The HH → γγbb¯ mode oﬀers the best sensitivity among the various pairs of Higgs decay
modes, thanks to the clean signature of the γγ decay and the large branching ratio of H → bb¯.
However this process is extremely rare and the expected signiﬁcance of the SM signal with the
full HL-LHC dataset is only 1.3σ [191] (although it can be noted that CMS expects a 1.9σ with
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Figure 9.2: Leading-order diagrams for Higgs-pair production at LHC.
the same dataset [192], when combining the bbγγ and bbττ modes). The improvement of the
sensitivity in this mode will be part of the project described here, focusing on two main topics:
• Improving the diphoton mass resolution and its uncertainty to increase the sensitivity of
the analysis [Section 9.4.3].
• Making use of the b-tagging performance provided by the ITK to improve the reconstruc-
tion of the H → bb¯ decay [Section 9.4.2].
• Improving the rejection of non-photon background such as pp → tt¯, which represented
15 − 20% of the total background to the analysis at √s = 8 TeV [193], and up to 30% at√
s = 13 TeV due to the increased tt¯ production cross-section [Section 9.4.4].
The primary goal of measuring λ is however complicated by the fact that the HH process of in-
terest involving the triple-Higgs vertex (represented at leading order in Fig. 9.2a) is accompanied
by a "box" HH production process (shown at leading order in Fig. 9.2b) with no sensitivity to λ.
The box process has a larger amplitude and interferes destructively with the process of Fig. 9.2a,
which reduces both the sensitivity to λ and the expected event yield. The uncertainty on λ/λSM
with the full HL-LHC dataset is expected to be about 5 [191]. This could however make the pro-
cess sensitive to BSM eﬀects, since modiﬁcations in the Higgs boson couplings could lead to large
increases in the expected even yields by mitigating the eﬀect of the destructive interference [190].
The objectives will be the same as those already pursued in the Run 1 analysis [98]: search for
resonances decaying to two Higgs bosons (X → HH → γγbb¯), targeting for instance heavy Higgs
boson decays in 2HDM models; and in parallel search for non-resonant enhancements similar to
the SM signal but with larger yields. This program thus spans a timeframe ranging from Run 2
to the end of the HL-LHC program.
Another related topic of work will involve the production of H → γγ in association with one
or more b-quarks. As noted in Section 2.2.1, this process is similar to the tt¯H mode shown in
Fig. 2.2d, with b-quarks instead of tops. This process can provide an independent measurement
of the Higgs coupling to b-quarks. Since it is the leading background to the HH → γγbb¯ process
and uses similar experimental techniques, its measurement is also an intermediate step for the
HH → γγbb¯ analysis. The Hbb¯ process has a cross-section of 490 fb at √s = 13 TeV [121],
yielding ∼113 events per 100fb−1. The b-jets have typically low pT , leading to low acceptance
for these events, but this production mode should be accessible during LHC Run 3. Due to its
relevance to HH → γγbb¯, this mode is also included in the project described here.
Measurements of Diﬀerential Cross-sections
The measurements of the kinematic properties of Higgs boson production have been performed
using the H → γγ in Run 1, as already mentioned in Section 4.4.4. These measurements have
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been used [194] to set strong constraints on BSM physics within the HEFT framework described
in Section 9.2.3. They provide natural extensions of the event yield measurements presented
in Sections 9.2.4 above. The analysis technique involves a category for each bin of the targeted
distribution, for which the Hfitter tool described in Section 5 is well-adapted. For these reasons,
these measurements are included as part of the research project. A particular topic of interest is
the study of associated Higgs production with one or more b-quarks, which as discussed above
should have enough statistics available already in Run-3 for ﬁrst measurements.
9.3 Search for New γγ Resonances
A more direct avenue of search for NP is to search directly for new resonances on the energy
frontier, where the ATLAS and CMS experiments play a key role. This search is complementary
to the indirect searches in two ways: ﬁrstly, the eﬀective-theory framework in which the latter
is described probes resonances beyond the mass reach of the LHC, and it is still necessary to
look directly for particles with masses below this limit. Secondly, as described above the indirect
searches are to reach their full potential only in the HL-LHC phase, while direct searches may
yield more immediate results.
As noted above, this search may have already yielded its ﬁrst prize in the 2015 dataset with
the observed excess at 750 GeV. If the signal is genuine, the conﬁrmation of the discovery could
come on the timescale of the review of this document since a 5σ observation should be possible
with an extra 2− 3fb−1 of data in the 2016 run. The same amount of data should also allow to
disprove the presence of a new resonance, if no signiﬁcant excess is observed.
However the outcome of this observation will have only a limited impact on the strategy
described here: the search will be pursued, motivated as described in Section 8.1, for either new
states or additional new states. The focus will remain on the γγ ﬁnal state. The search range
will be extended at higher masses as the integrated luminosity of the dataset increases. The
search will focus on the high end of the mass spectrum, and also in the intermediate-mass region
where small excesses could have been missed with smaller datasets.
The low-mass region below the Higgs boson mass, where the presence of diphoton resonances
is theoretically more favorable (see Section 8.1) will be re-investigated, following the search
already performed using the Run 1 dataset. In addition to the inclusive, model-independent
search already performed with Run-1 and Run-2 data, additional searches would target speciﬁc
production modes. V BF-like conﬁgurations, associated production with gauge bosons or heavy
quarks would be particularly interesting topics to pursue.
The associated topics of investigation, which largely overlap with those of the previous section,
include:
• Improve the background modeling technique, in particular at high mass. This would aim
to reduce the associated uncertainties and making the modeling robust for searches at very
high masses and with possibly wide signal shapes. [Section 9.4.1]
• Improve the diphoton mass resolution and its uncertainty (currently ∼55% at high mass)
[Section 9.4.3]
• Maintain the performance of the photon identiﬁcation selection in higher-luminosity envi-
ronments, in particular in the very-high-pT regime [Section 9.4.4].
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• Maintain the performance of the V BF selection at the high pileup levels of HL-LHC [Sec-
tion 9.4.2].
• Make use of the improved b-tagging performance provided by the ITk [Section 9.4.2].
9.4 Work Areas
9.4.1 Improvements in Analysis Technique
Most of the analysis techniques described in Section 4, which forms the basis of all the analyses
presented in this document, can be reused for further developments described in this chapter.
In particular, the likelihood-based statistical treatment, as implemented in Hfitter, should not
need any major changes. The same also applies to the signal modeling, and the implementation
of signal systematics. However the background modeling technique described in Section 4.2 could
be diﬃcult to apply for datasets larger than the 100 fb−1 available at the end of Run 2.
Two main issues could be problematic: ﬁrst, the method relies on large samples of background
MC to assess the true shape of the mγγ distribution. This sample must by deﬁnition be much
larger than the data itself, so that the residual biases (measured by the spurious signal) due to
limited MC statistics are negligible compared to the statistical uncertainty in data. In Run 3,
this would require samples of over a billion events, which would be diﬃcult to process. One
could consider adopting the alternative methods used in the CMS H → γγ [195] and high-mass
diphoton [163] analyses, which do not depend on large MC samples but instead use the data
itself. However these methods do not seem to completely address the problem of biases with
respect to the true mγγ spectrum shape, which by deﬁnition cannot be obtained only from the
data. Another approach is to rely on incremental improvements to the method: for instance
computing the spurious signal at a single mass point instead of taking the maximum value over
a range (see Section 4.2.2) would reduce the statistical ﬂuctuations on the value and therefore
the amount of MC required. The ratio of MC to data could be reduced to a factor ∼100 (down
from the factor 2500 in Section 4.2.2). Given the overall scaling in computing resources expected
for Run 3 and HL-LHC, maintaining such a ratio could be feasible.
The second issue concerns the functions used to model the background shape: as more data
is collected, this shape will need to grow increasingly more complex in order to describe the
shape with suﬃcient precision. Such shapes may become diﬃcult to build from simple functions;
their parameterizations may also require many free parameters, leading to increased statistical
uncertainty on the signal yield. These eﬀects may be mitigated by decreasing the ﬁt range.
The current value was chosen in part to span the full interval where the H → γγ mode could
lead to discovery. It has already been shown that now that mH is known, the H → γγ search
could be performed on a reduced interval with no increase in total uncertainty. The interval
could be further reduced as the size of the ﬁtted datasets increase. If this is not suﬃcient, one
could move to a background description based on MC templates, following the method used in
the graviton search of Ref. [151]. This method has disadvantages, as discussed in Section 4.2.1,
and also relies on large MC statistics. However it does not rely on the use of an appropriate
functional form to ﬁt the background, which may be a critical for HL-LHC. It also relies on a
set of nuisance parameters that is "physics driven", each associated to a particular theory or
experimental uncertainty, that would not grow in size with increasing data statistics except if
new sources of uncertainty need to be considered.
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Figure 9.3: Distribution of the number of pileup jets per region of η, for the case where the jet
vertex tagging described in the text is not applied (pink dots), and where it is applied using
tracking coverage extending up to |η| = 2.7 (red points), |η| = 3.2 (blue points), and |η| = 4.0
(black points). (From Ref. [196]).
9.4.2 Upgrade of the Silicon Tracking System
The entire ATLAS inner tracker will be upgraded during the Phase-II upgrade. The replace-
ment will be an all-silicon inner tracker (ITk) designed for HL-LHC conditions [196]. The main
challenge is coping with the larger pileup levels, with an average of 200 expected interactions
per beam crossing. The main improvements will include the use of a more radiation-hard semi-
conductor technology, smaller sensor sizes to mitigate the increased sensor occupancy and larger
data readout and transfer rates to match increased trigger rates.
In the course of the design, it has been realized [197] that an extension of the |η| coverage of
the tracker could bring signiﬁcant beneﬁts. The current baseline design [196] extends the coverage
to |η| < 4.0, from |η| < 2.5 currently. A particular beneﬁt of this extension covers pileup rejection
for the tagging of V BF jets. Pileup can be eﬃciently mitigated using jet vertex tagging [198],
which associates jets to one of the interaction vertices in the event using tracking information.
Retaining only jets compatible with the vertex of the γγ system (as determined from photon
tracks and pointing information, see Section 3.3.3) thus reduces pileup contributions within the
tracking volume. Since the forward jets from V BF production peak at |η| ∼ 3, the extension
of the tracking coverage |η| = 4 allows the reduction of pileup contamination in the V BF jet
selection. This eﬀect is illustrated in Fig. 9.3, where the pileup contributions for various values
of the η acceptance are compared. The impact on the tracking coverage on the measurement of
the V BF production cross-section has not been studied for the H → γγ mode, but studies have
been performance for the H → ZZ → 4l and H → WW → lνlν modes (see Sections IX.3.2
and XI.3.3 of Ref. [196]), showing respectively a 10% and factor 2 improvement in the sensitivity.
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Another important aspect of the ITk is the improved performance of b-jet identiﬁcation,
which is critical in particular for the study of the Hbb¯ mode and the search for HH → γγbb¯,
as described in Section 9.2.4 above. The current ITk design is currently foreseen to give similar
performance at µ = 200 to the current detector during Run 1, and somewhat better performance
at µ = 140. (see Section IX.2.9 of Ref. [196]). However these projections are still very preliminary
and depend in part on the design that will be selected.
The LAPP group is strongly involved in this upgrade through the design of a novel layout
for the tracker, the Alpine stave design [199], making use of a geometry with inclined sensors
to reduce the amount of silicon required to fully cover the required acceptance. It was also the
ﬁrst design to consider an extended coverage in the forward directions. The group is committed
to contributing signiﬁcantly to the design and construction of the new tracker, regardless of the
choice of the ﬁnal design; this eﬀort is one of the main future directions of work for the group.
Contributing to this eﬀort is one of the aims of this project, with the objective of making use of
the improvements brought by the new tracker for physics analysis at HL-LHC.
9.4.3 Improvement of Photon Energy and Resolution Measurements
The current photon energy calibration was obtained from the Run-1 dataset [53]. It is based
on a multivariate calibration algorithm, using cluster energy and position information but also
information on the depth of the shower. Other critical inputs include measurements of the
amount of material upstream of the calorimeter, in order to properly model shower development
particularly in the longitudinal direction; the intercalibration of the energy measurements in the
various layers; and corrections of non-uniformities in the calorimeter response.
For H → γγ photons with typical transverse momentum of 60 GeV, the uncertainty on the
energy scale ranges from about 0.2% in the central barrel, to about 1.2% in the region neighboring
the barrel-endcap transition. The corresponding relative uncertainty on the mass resolution is
about 10% for H → γγ and up to ∼50% in the high-mass region. Both the resolution itself
and its uncertainty play critical roles in diphoton analyses: the ﬁrst determines the width of the
peaks of narrow resonances, while the second has a direct impact on the signal yield through
changes in the width of the peak and constitutes the leading uncertainty on the latter. The
resolution uncertainty may be constrained in data using the increasingly well-measured shape of
the H → γγ peak, but even with the HL-LHC dataset the uncertainty is expected to still reach
∼2− 3%, and will remain a leading contribution to the total uncertainty on the signal yield.
The current calibration was the result of a signiﬁcant eﬀort and further improvements are
expected to be small and incremental. However these would still be worthwhile due to their
impact on the analysis. They could focus on ﬁve main areas:
• Improved understanding of the material in front of the calorimeter, using the larger datasets
from Run-2 and beyond.
• Improved understanding of the cross-talk between calorimeter cells, which can aﬀect the
cell-level response.
• Use of more advanced cluster reconstruction methods than the current sliding-window
algorithm [52], in particular to reduce out-of-cluster energy leakage.
• Improved MVA calibration algorithm, in particular using a more precise description of
the shower shape if the corresponding variables can be well-described in the simulation
9.5. SUMMARY 91
following the point below.
• Improvement of the simulation of the interaction of photons with the calorimeter, either
through better tuning of the shower models or through a more precise description of the
material layout of the calorimeter.
9.4.4 Improvement of Photon Identiﬁcation
The current photon identiﬁcation selection is based on simple rectangular cuts on energy and
shower-shape variables, with cut values that depend on the photon η but not on its ET .
The current uncertainties on the selections are already small compared to other sources
(< 1%) thanks to the use of data-driven methods to estimate the identiﬁcation eﬃciencies, and
will need to be reduced only with the very large datasets from HL-LHC.
Gains could however be made in the performance of the selection itself, for instance by
increasing the eﬃciency on signal photons while maintaining the current levels of background
rejection. This could be achieved using a more complex selection: the current cut-based selection
could for instance be replaced by a multivariate algorithm, and the cut values could be made
dependent on photon ET to better optimize the performance in speciﬁc energy ranges.
The use of multivariate algorithms was already attempted in Run-1, but the use of data-driven
eﬃciency measurement techniques proved more diﬃcult than for the cut-based case. Since these
techniques are critical in order to achieve suﬃciently small systematics uncertainties, adapting
them to the multivariate case is an important objective.
In parallel to these improvements, the selection algorithms will need to cope with increasing
levels of pileup as one moves towards Run-3 and HL-LHC. Since some of the shower shape
variables used in the current selections have distributions sensitive to pileup levels, maintaining
the current level of performance will require either appropriate corrections, or the use of alternate
variables that are less sensitive.
Very similar issues also aﬀect the photon isolation selections, which could also be improved
along similar lines.
Finally, the relatively large fake rate of electrons into photons of O(1%) (see Section 3.3.2)
could be reduced, which could have an impact in particular for complex ﬁnal states such as tt¯
background to HH → γγbb¯. This could be achieved in particular through the optimization of
the information relative to the reconstructed tracks pointing towards the electromagnetic cluster.
9.5 Summary
In summary, the project described here is structured along three main directions:
• Measurement of Higgs couplings using the H → γγ channel: the work will involve measure-
ments of both inclusive cross-sections and diﬀerential distributions of kinematic variables.
It will include incremental improvements to the existing H → γγ analysis, in particular on
background modeling, photon calibration and photon identiﬁcation. The work will start
in Run-2 and ultimately extend to the end of the HL-LHC program, but should decrease
with time as the analysis reaches a mature stage.
• Search for new resonances in the γγ channel: the work will involve extending the existing
searches for γγ resonances, making use of the same improvements to background modeling,
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photon calibration and photon identiﬁcation as for the previous item. The eﬀort can in
principle extend to the end of the HL-LHC but will be most relevant for Run-2, when the
accumulation of the ﬁrst data at 13 TeV will oﬀer immediate prospects for discoveries.
• Search for HH → γγbb¯: the work will initially center on the development of the ITk, and
after the Phase-II upgrade shift to the use of the new tracker to isolate the HH → γγbb¯
process. The search for Hbb¯ production will constitute an intermediate goal achievable
during Run-2. The search for BSM enhancements to HH → γγbb¯ will also be pursued
during Run 2 and Run 3.
While the γγ signature remains the central focus of the project, it will be utilized along multiple
directions that provide complementary ways to probe the presence of new physics at LHC, which
should provide at the very least strong constraints on the nature of this new physics by the end
of the HL-LHC program.
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