IRP involves the distribution of one or more products from a supplier to a set of clients over a discrete planning horizon. Each client has a known demand to be met in each period and can only hold a limited amount of stock. The product is shipped through a distribution network by one or more vehicles of limited capacity. The objective is to find replenishment decisions minimizing the sum of the storage and distribution costs. In this paper we present reformulations of IRP, under the Maximum Level replenishment policy, derived from a single-period substructure. We define a generic family of valid inequalities, and then introduce two specific subclasses for which the separation problem of generating violated inequalities can be solved effectively. A basic Branch-and-Cut algorithm has been implemented to demonstrate the strength of the single-period reformulations. Computational results are presented for the benchmark instances with 50 clients and three periods and 30 clients and six periods.
Introduction
The Inventory Routing Problem (IRP) arises from the integration of two basic components of the logistic supply chain, namely Inventory Management and Vehicle Routing. IRP involves the distribution of one or more products from a supplier to a set of clients over a discrete planning horizon. Each client has a known demand to be met in each period and can only hold a limited amount of stock. Replenishment policies are defined by the supplier, the most common being known as order-up (OU) and maximum level (ML) . Under the order-up policy, if a client is visited in a period then the amount shipped to the client must bring the stock level up to the upper bound. The maximum level policy only requires that the maximum stock level in each period cannot be exceeded. The product is shipped through a distribution network by one or more vehicles of limited capacity. IRP has found applications in several contexts, such as maritime logistics and the distribution of gas, perishable items, groceries, etc. The objective is to find replenishment decisions minimizing the sum of the storage and distribution costs.
Literature review
Archetti et al. [2] were the first to propose a Branch-and-Cut algorithm for the IRP. They addressed the single-vehicle case and both the variants with OU and ML replenishment policies. Then Solyalı and Süral [13] proposed a shortest-path network reformulation of the single-vehicle problem for the order-up replenishment policy. Avella et al. [4] presented tight reformulations for the lot-sizing subproblems that arise for each client designed to strengthen the dual lower bounds, showing computational results for the single vehicle problem. Exact algorithms for multi-vehicle IRP have been proposed by Adulyasak et al. [1] , Coelho and Laporte [6, 7] and Desaulniers et al. [9] . Adulyasak et al. [1] proposed reformulations for the OU and the ML policies using vehicle indices and extended some of the inequalities introduced by Archetti et al. [2] to the multi-vehicle case. Coelho and Laporte [6] presented a Branchand-Cut algorithm able to address several variants of IRP, including the case with multiple vehicles, under the ML policy. Then in a subsequent paper [7] the same authors presented new valid inequalities based on the minimum number of visits each client must receive and showed that modifying the order of input data and symmetry breaking constraints can be effective in tightening the formulation. Desaulniers et al. [9] have introduced an extended formulation for the ML replenishment policy, based on route delivery patterns, presenting a branch-and-price algorithm which outperforms the branch-and-cut algorithm of Coelho and Laporte [7] on the instances with 4 and 5 vehicles. All the algorithms proposed in the above papers have been tested on the same set of benchmark instances. For a more general review on algorithms for IRP, we refer to Coelho et al. [5] .
Outline of the paper
IRP naturally decomposes into two families of highly structured subproblems: a lot-sizing problem for each client, discussed by the authors in detail in [4] and a single-period inventory routing problem for each time period, denoted SIRP. In this paper we present reformulations of IRP, under the ML replenishment policy, derived essentially from this single-period substructure. We define a generic family of valid inequalities for SIRP, and then introduce two specific subclasses for which the separation problem of generating violated inequalities can be solved effectively. A basic Branch-and-Cut algorithm, without any special-purpose primal heuristics, has been implemented to demonstrate the strength of the single-period reformulations. Computational results are presented for the benchmark instances with 50 clients and three periods and 30 clients and six periods. The remainder of the paper is organized as follows. In Section 2 we give a more formal definition of IRP and an initial mixed integer programming formulation. In section 3 we introduce a simple version of the generic family of valid inequalities for the single-period IRP. In 4 we describe in detail the family of "disjoint route inequalities" as well as the two subfamilies that we use as cutting planes. In Section 5 we also describe a separation procedure for another family of inequalities obtained by aggregating demands over several time periods. In Section 6 we describe the components of our branch-and-cut algorithm. Finally in Section 7 we report on detailed results for instances with 50 clients and three periods and 30 clients and six periods, showing the effectiveness of the proposed inequalities. Detailed results for the instances with 15, 20, 25 clients and six periods are given in the Appendix 9
Problem definition and formulation
Let T = {1, 2, ..., T max } be a discrete time horizon. In each period t ∈ T , D 0 units of a single item are delivered to the supplier 0, and the supplier then uses a fleet of K vehicles of capacity C to supply a set of clients I = {1, 2, . . . , n}. The deliveries must be planned so that the demand D i of each client i ∈ I in each period is satisfied and his stock capacity is not exceeded. In addition, in each period t, the vehicle delivering to the clients leaves before the arrival of the D 0 units at the supplier. Let T 0 = T ∪ {0}, let sinit 0 be the initial stock of the supplier and let sinit i be the initial stock of client i. Let h 0 and h i denote the unit storage costs for the supplier and for the clients i ∈ I, respectively. Under the ML replenishment policy, there is an upper boundS i on the stock held by customer i ∈ I at the end of a period. Under the assumption that a delivery to client i (if any) in a period occurs before the demand D i is met, it follows that the maximum value W i of a shipment to client i in a period is W i =S i + D i , and with this notationS i = W i − D i . Besides defining stock levels, the vehicle routes in each period t ∈ T must be determined. The distribution network in each period t ∈ T is represented by a directed graph G(I 0 , A) where I 0 = I ∪ {0} denotes the set of the nodes corresponding to the supplier (depot) and to the clients and A = {ij ∈ I 0 × I 0 : i = j}. A travel cost c ij is associated with each arc ij ∈ A. A solution of IRP involves a decision as to which clients are served by which vehicles in period t, the order in which they are served (i.e. the route at time t) and the delivery amounts in order to minimize the sum of the storage and routing costs over the time horizon.
j∈I 0
ij∈(I 0 \S:S)
where (E : F ) denotes the set of arcs ij ∈ A with i ∈ E and j ∈ F .
Constraints (1) and (2) are the balance constraints for the supplier and the clients respectively. Constraints (3) give the initial stock levels for the supplier and the clients. The variable upper bounds (4) bound the amount delivered to client i and enforce z i t = 1 if the client is served at time t. Constraints (5) give the stock upper bounds at each client. Constraints (6) enforce z 0 t ≥ 1 if at least one client is served in period t. Constraints (7) impose that the total amount shipped from the supplier to clients at t does not exceed the vehicle capacity C times the number of vehicles in use. Constraints (8) ensure that the number of vehicles leaving the depot corresponds to the number of vehicles in use in each period and that a vehicle arrives at and leaves the client j in period t if and only if z j t = 1. Constraints (9) are classical subtour elimination constraints that are added dynamically to the formulation. The separation algorithm consists of solving a min-cut problem between 0 and i, for each i ∈ V and t ∈ T on the graph G(I 0 , A), where the arcs A are weighted with the fractional values attained by the variables y ij t in the current LP relaxation, see for instance [11] Constraints (10) are Capacitated Subtour Elimination constraints [1] , which are added dynamically to the formulation. It again follows from Picard and Ratliff [12] that the separation algorithm is polynomially solvable as a min-cut problem. Constraint (11) provides a lower bound on the number of vehicle tours needed to satisfy demand over the whole time horizon.
Formulation (1) − (16) can be tightened by noting that s i t−1 ≥ sinit i − (t − 1)D i and so an upper bound on the delivery quantity in t is
In addition one can use the single-item reformulations of the lot-sizing problem with stock upper bounds discussed in [4] .
3 The Single-Period Subproblem: Introducing Disjoint Route Inequalities
The Single-Period Inventory Routing Problem is defined by constraints (1) − (10) of the formulation, for a fixed t. Specifically we consider the set (SIRP):
Constraints (17) - (22) define the basic single period model (SIRP). The additional constraints (23) -(24) will allow us to generate inequalities involving the stock variables thereby linking together consecutive periods. Note that constraints (17) - (22) with the additional equations x i t = D i z i t describe the feasible region of the "Routing Problem with Profits" of Archetti et al. [3] and with x i t = D i z i t , z i t = 1 it becomes that of the well-known capacitated vehicle routing problem (CVRP) [8, 10] . Now we introduce the Disjoint Route Inequalities for the basic model SIRP. The proof of validity is given for a more general case in the next section. 
for every route (subtour) R starting and ending at the depot, where V (R) is the set of nodes in I of route R.
In Figure 1 we demonstrate the µ ij values leading to a disjoint route inequality. Specifically we have a partition S 0 , S 1 of S. We set µ ij = C for ij ∈ (I 0 \ S :
It is easily checked that the condition (25) holds for every route R and every S ⊆ I. Note that with µ ij = C for ij ∈ (I 0 \ S : S) and µ ij = 0 for ij / ∈ (I 0 \ S : S) one obtains the capacitated subtour constraint (19).
The Disjoint Route Inequalities
Now we present the more general family of Disjoint Route (DR) Inequalities.
is valid for SIRP if
for every route R starting and ending at the depot.
Proof. Let (x t , y t , z t , s) be a feasible solution of SIRP(17-24) for period t and R 1 , . . . , R Q with Q ≤ K be the corresponding routes. As the routes are arc-disjoint,
Let R be one such route,
As each vehicle has capacity C, we have C ≥
=1
i∈T x i t . Therefore
For i ∈ T 1 , we have:
Summing over the Q disjoint routes gives the inequality (26). 2 Even for a given S ⊆ I the separation problem for the DR Inequalities appears to be intractable, so we consider two subfamilies -namely Simple DR and h-DR Inequalities -whose separation problem can be efficiently solved in practice.
Simple Disjoint Route Inequalities
We assume for simplicity that
The following proposition introduces the Simple Disjoint Route (Simple DR) Inequalities.
Then the inequality
is a DR inequality valid for SIRP.
Proof. Consider any initial subpath P of a route R starting at the depot. We claim that
The claim clearly holds for paths of length p = 1. Now consider a subpath P of length p ending at node k and its extension P = P ∪ (k ). It suffices to consider the case where ij∈P µ ij < C and thus we assume
Thus the condition (29) holds for any subpath P of length p + 1, and thus (27) holds for all routes. It follows that the (28) is a DR inequality. 2 Note that when S 2 = S 3 = S 4 = ∅, one obtains the inequality of Proposition 1 and Figure 1 .
Separation of Simple DR Inequalities
The separation problem for the Simple DR Inequalities amounts to solving a 0-1 Quadratic Programming problem. For simplicity of notation, set S 5 = I 0 \ S with v 5 = 0. Let (z,ȳ,x,s) be the current fractional solution. Let α i k be a binary variable which is 1 if i ∈ S k and 0 otherwise, and let v i k be the value of v i when i ∈ S k . Then the separation problem can be written as:
Standard linearization gives an MIP that is easy in practice. In general the resulting linear program is not integral due to the constraints
h-Disjoint Route Inequalities
By considering paths of maximum length h ≥ 2, we get a different subfamily of DR Inequalities, the h-Disjoint Route (h-DR) Inequalities. As before V (R) denotes the set of nodes in I of a route R and let i R be the first node after leaving the depot.
Proposition 3. Let S ⊆ I and let (S 1 , S 2 , S 3 , S 4 ) be a partition of S. Let Π h be the set of routes R starting and ending at the depot with |V (R)| = k ≤ h The h-DR Inequality:
(30) is a DR Inequality valid for SIRP if:
Proof. We show that inequality (30) is a DR inequality. Setting µ ij = j for ij ∈ (I 0 \ S : S) ∪ ((S : S) \ (S 1 : S 1 )), µ ij = m ij for ij ∈ (S 1 : S 1 ) and µ ij = 0 otherwise, we need to show that condition (27) holds on every route.
First we prove the proposition for the case S 2 ∪ S 3 ∪ S 4 = ∅ and then in the general case.
Let R be a route beginning and ending at the depot. We break up the route into subpaths with nodes T 1 , . . . , T L with L ≥ 1 where each subpath T consists of a path in I 0 \ S followed by a path in S, except for the last subpath T L which just consists of a subpath in I 0 \ S ending at the depot. Let A be the set of arcs of T . We will show that
for all . Summing will then give
where the inequality follows as min(a, b) + min(a, c) ≥ min(a, b + c) when a, b, c ≥ 0 and the arcs linking subpaths all have heads in I 0 \ S and µ ij = 0.
Thus it suffices to show that lhs(31) ≥ rhs(31) on each subpath T . But each subpath T has the same µ-value as the route (0, T , 0) of length |T |. So the conditions iv) and v) ensure that (31) holds for each T .
lhs (30) can be rewritten as the sum of three terms:
For each route R, the µ-value of T 1 is the same as that of a route R in which each visit to a node of S 2 ∪ S 3 ∪ S 4 is replaced by a node in I 0 \ S. The value of T 1 for this route R was treated above and it was shown that
Now we consider the term T 2. By condition ii), i ≥ 2D i for each i ∈ S 2 . So, for each route starting and ending at the depot, we have:
Finally we consider the term T 34. By condition iii), i ≥ D i for each i ∈ S 3 ∪ S 4 . So, for each route starting and ending at the depot, we have:
Summing (32), (33) and (34), we have:
for each route. The last inequality uses min(a, b) (27) is satisfied and the claim follows. 
Separation of h-Disjoint Route Inequalities
Let S ⊂ I and (S 1 , S 2 , S 3 , S 4 ) be a partition of S and let (z,ȳ,x,s) be the current fractional solution. The separation problem for a given set S and its partition amounts to solve the following LP:
The inequality (30) is violated if v * <
• Solve the separation LP on a reduced network (I 0 ,Ā) whereĀ = {ij :ȳ ij t > 0}. Let¯ i for i ∈ I andm ij for ij ∈Ā be its solution.
• Extend the solution by settingm ij = 0 for all ij ∈ A \Ā.
• Enumerate all the routes R ∈ Π h . As long as a route R is encountered for which (36) or (37) is violated, let uv / ∈Ā be an arc of R. Set
In case of ties, select uv corresponding to the variable y uv t with the maximum reduced cost in the IRP relaxation providing the current fractional solution (z,ȳ,x,s).
Note that in the enumeration routes R are often truncated quickly because¯ i + ij∈Rm ij > C.
We adopt two different strategies for the choice of S.
Approach 1: Select the set S and its partition obtained from the solution of the quadratic 0 − 1 separation problem for the simple DR inequalities and then use the procedure outlined above.
Approach 2: With S 2 = S 3 = S 4 = ∅, the exact separation problem for the h-DR inequalities can be formulated as a (big-M) mixed integer program. Specifically let α i be a binary variables such that α i = 1 if i ∈ S with the formulation:
Note that the inequalities (44) and (45) enforce (36) and (37) when the path lies in S. (46) and the non-negative coefficient of m ij in the objective function (43) lead to satisfaction of (38). Finally (47) implies (40) when i ∈ S. This MIP is then solved over the reduced network providing a set S and an initial solution (¯ ,m). The conversion to a feasible solution again follows the procedure outlined above. Surprisingly the above MIP can be solved in a reasonable time on the benchmark instances.
Multi-period Capacitated Subtour Inequality
In [7] Coelho and Laporte introduced a family of multi-period inequalities that we call Multiperiod Capacitated Subtours. 
is valid for IRP.
Here an exact separation algorithm based on an MIP formulation.
Separation of Multiperiod Capacitated Subtours
The separation of Multiperiod Capacitated Subtours for a time interval H amounts to solving a multiperiod 0 − 1-quadratic program with a side constraint enforcing rounding. Let (z,ȳ,x,s) be the current fractional solution, let α j = 1 if j ∈ S, 0 otherwise and let γ be an integer variable expressing the rhs:
A standard linearization gives a block-structured MIP problem, having a block for each period. The linear problem is not integral because of the rounding constraint (50), which links all the blocks. However the problems is very efficiently solved in practice by a MIP solver.
Implementation details
The separation procedures for the Subtour, Disjoint Route and the Multiperiod Capacitated Subtour Inequalities have been embedded into the cutting planes generation callbacks of the commercial mixed integer programming solver FICO Xpress 7.6. The code is written in ANSI C using the Microsoft Visual C++ 2013 compiler. The resulting branch-and-cut algorithm is run in two versions: first as a heuristic to find an upper bound (upper bounding phase) and then we change the settings to get provably good solutions (optimality phase).
In the upper bounding phase we adopt a simple MIP-based "fixing" heuristic: after cutting plane generation at the root node, we i) fix to zero all the routing variables which are at zero in the 13 current fractional solution and then ii) solve the restricted MIP by a truncated version of our branch-and-cut algorithm with a branching strategy aimed at finding good feasible solutions. In both phases we set Xpress parameters to run the code with a single thread. We set a time limit of 1800 seconds for the upper bounding phase and of 3600 seconds for the optimality phase. The Xpress preprocessing, heuristics and cut generation procedures were disabled to allow the use of callbacks.
Preprocessing
Reduced cost fixing on the routing variables y ij t is performed at the end of the root node.
A Priori Reformulation
The upper bounds on deliveries W i t are tightened if the stock at the end of the previous period has a positive lower bound. The tight formulations for single item lot-sizing with stock upper bounds given in [4] are added for each item/client. Each procedure is run repeatedly till the violation falls below a given tolerance. One then moves on to the next procedure. When all six procedures have terminated, one restarts with procedure i). However in the heuristic/upper bounding phase the separation procedures iii)-vi) are only performed at the top node.
Cutting strategy

Branching strategy
In the upper bounding phase, the node selection strategy is best-first for the first 100 nodes of the search tree, then depth-first. In the optimality phase, the strategy is best-first. The variable selection strategy is the XPRESS 7.6 default strategy.
14 We report detailed computational results on a large set of IRP instances, comparing the results of our branch-and-cut algorithm -denoted ABW -with the reported results of the Branch-and-Cut algorithm of Coelho and Laporte [7] -denoted CL -based on a 3-index (arc ij on vehicle k) formulation and of the Branch-and-Cut-and-Price algorithm of Desaulniers, Rakke and Coelho [9] -denoted DRC -in which the columns correspond to route and delivery patterns for a given period.
Our computation was carried out on an Intel(R) Core(TM) i7-2620 processor clocked at 2.7 GHz with 8GB of RAM. The reported results for the DL and DRC algorithms were both obtained using an Intel(R) Core(TM) i7-2600 processor clocked at 3.40GHz with 8 cores and 16GB of RAM. Only a single core was used for both algorithms. The test bed consists of the the largest and the most challenging instances in the dataset introduced in [2] , namely those with 50 clients and three periods, and those with 15, 20, 25, 30 clients and six periods. All the instances and the computational results for both the CL and DRC algorithms are available at L. Coelho's webpage http://www.leandro-coelho.com/instances/. The instances are partitioned in two main groups: those with "low "storage costs, namely h i ∈ [0.01, 0.05] and h 0 = 0.03, and those with "high "storage costs, namely h i ∈ [0.1, 0.5] and h 0 = 0.3. As usual in testing exact algorithms for IRP, travel costs are given by the euclidean distance between each pair of nodes, rounded to the nearest integer, and the vehicle capacity is obtained by dividing the original capacity by the number of vehicles, rounded to the nearest integer (x.5 is rounded to x + 1). Each instance is labeled as nXX-TY -{low,high}-f , where XX is the number of clients, Y is the number of periods, the attribute {low, high} denotes the magnitude of the storage costs and f is a number identifying the instance. We first report briefly on the behaviour of our cutting plane procedures. In Table 1 we present results for four variants of two instances with 20 clients and 6 periods. The initial formulation consists of (1)- (16) plus the single-item lot-sizing reformulations presented in [4] . Column 2 gives the number of vehicles K and column 3 the best upper bound obtained by our branch-and-cut algorithm. Columns 4-6 present the results obtained just using the subtour separation routines i) and ii) exhaustively at the top node, columns 4-6 using routines i), ii) and iii) (multi-period cuts) exhaustively at the top nodes, columns 7-9 using i)-iv) exhaustively and finally columns 10-12 using i)-vi) exhaustively. For each set of three columns we give the lower bound obtained, the time for separation and re-optimization and finally the %-gap relative to the best solution given in Column 3. Next in Tables 2 and 3 we report results with the ABW algorithm for the instances with 50 clients and three periods and 30 clients and six periods instances as well as the reported results of CL and DRC. Detailed results for the instances with 15, 20, 25 clients and six periods are reported in the Appendix 9. Each table is organized as follows. Column N ame shows the name of the instance, K is the number of vehicles. For each algorithm, LB, BLB and BU B denote the lower bound at the root node, the best lower bound and the best upper bound found after enumeration, respectively. Columns T ime show the CPU seconds spent to produce the final Table 1 : Lower bounds from cuts at the root node for two n20-T 6-instances BLB and BU B values.
For the instances n50-T 3 we observe that:
-our lower bounds at the top node are generally slightly lower (less than 1% of difference) than those of DRC and always much higher than those of CL;
-our lower bounds after enumeration are generally slightly higher than those of DRC for K = 2, 3 and slightly worse for K = 4, 5, always much higher than those of CL -the best upper bounds are significantly lower than those of the other two algorithms for K = 4, 5.
-the overall effect is that our algorithm returns gaps that are significantly smaller than those of the other two algorithms, particularly for K = 4, 5.
-we solved to optimality 9 instances that the DRC algorithm did not solve. Three of these instances were not solved by the CL algorithm either. For the instance n50-T3-low-4 with K = 2 we get an optimal value less than the optimal value reported for the CL algorithm on the L. Coelho webpage.
For the instances n30-T 6 we observe that:
-our lower bounds at the top node as well as the lower bounds after enumeration are generally slightly lower (less than 2% of difference) than those of DRC and always much higher than those of CL;
-the best upper bounds are significantly lower than those of the other two algorithms, particularly for K = 3, 4, 5.
-the overall effect is that our algorithm returns gaps that are significantly smaller than those of the other two algorithms, particularly for K = 3, 4, 5.
-we solved to optimality two instances that were solved by CL, but not by DRC. For the instances n30-T6-high-2 and n30-T6-high-4, K = 2, we get an optimal value less than the lower bound reported for the CL algorithm on the L. Coelho webpage.
Furthermore we observe (see Appendix 9) that we solve to optimality four n15-T6, one n20-T6, and four n25-t6, K=2, instances which the DRC algorithm did not solve. Instances n25-T6-high-1 and n25-T6-high-4 were not solved by the CL algorithm either. For the instances n25-T6-high-1, n25-T6-high-2, n25-T6-high-4 and n25-T6-high-5, K = 2 we get a feasible solution whose value is smaller than the lower bound reported for the CL algorithm on the L. Coelho webpage. Finally in the figures 2 and 3 we report, for each set of 10 instances, the average gap of the ABW algorithm, compared with the results of CL and DSR. The value of the average gap for each algorithm is computed without considering the instances for which the algorithm does not provide an upper bound. So the value of the average gap of the CL algorithm for the n50-T3 instances with K = 5 is not significant because the algorithm is able to find only two upper bounds on the 10 instances. 
Final Remarks
Though the test sets for IRP are based on time-invariant demands and stock upper bounds, the disjoint route inequalities can easily be adapted to the case of time-varying demands and bounds D i t , W i t . However in any period it is necessary that the vehicle capacities are all the same. As pointed out earlier, restrictions of the single period subproblem (SIRP) arise in the capacitated vehicle routing problem and other single period variants. It would be interesting to see if and when the DR inequalities are useful for these problems. It would also be interesting to test whether the cutting planes complement the branch-and-price approach of Desaulniers et al. 
