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簡素な特徴量を用いたデジタルスパイクマップの解析





This paper studies dynamic of digital spike maps: simple digital dynamical systems that can
generate various periodic spike-trains. In order to consider the periodic spike-trains, we presents
two feature quantities: the number of co-existing periodic spike-trains late, the concentricity of
periodic spike-trains. Using these two feature quantities. we construct the feature quantities
plane. The feature quantities plane is useful in visualization, classification and consideration of
the spike-train dynamics. The usefulness is confirmed in numerical experiment of typical example
based on the analog bifurcating neurons.









































θn+1 = f(θn), f : L1 → L1
L1 ≡ {l1, l2, · · · , lN}, li ≡ i/N, i = 1 · · ·N (1)
θn は n番目のスパイク位相であり、li は i番目の格子点であ
る。格子点は単位区間 [0, 1) 上に等間隔に与えられている。
図 1 (a) に DSM の例を示す。DSM によって生成されるス
パイク位相 θn を用いて、基本区間 In ≡ [n− 1, n)に１つず




1 for τ = τn ≡ θn + n− 1
0 for τ = τn (2)







(定義):L1 上の点 p は、p = fk(p) であり、f(p) から
fk(p)が全て異なるとき、周期 kの周期点 (PEP)という。た
だし、fkは f の k回合成写像である。特に、周期 1の PEP
を不動点と呼ぶ。PEPの系列 {p, f(p), · · · , fk−1(p)} を (周
期 k の)周期軌道 (PEO)という。
ここで、図 1に示したように、周期 k の PEP は一つの
周期 kのPSTに対応し (τ1+k = τ1+k)、周期 kの PEOは、
k 個の PST と対応する。例えば、図 1 (a) の DSM は、不
動点 2つと周期 3の PEOを持つ。周期 3の PEOは 3つの
図 1 デジタルスパイクマップ (DSM)と周期スパイク
列 (PST). (a) DSMの例. (b) 定常状態に収束する初
期値数の分布. (c) 周期スパイク列 (PST).
PSTに対応し、これと 2つの不動点に対応する 2つの PST












≤ α ≤ 1 (3)
ただし、#PST は PSTの合計数である。DSMは少なくと
も 1つの PEPを持つので 1 ≤ Np ≤ N である。第 2の特徴
量を定義するためにいくつかの記号を定義する。PEP の総
数を NP とし、i番目の周期数を Pi、周期解の合計数をNe
とする。図 1 (a)の DSM は 5 つの PEPを持ち、それに対










≤ γ ≤ 1 (4)
図 2 特徴量平面の例.
図 1 (a) の場合、γ = (12 + 12 + 32)/52 = 11/25  0.44と
なる。PEOが 1つのときのみ γ の最大値は 1となる。PEO
の数が多くなるほど γ は小さくなる。全ての点が PEPであ
り、周期解が全て不動点のときのみ γ は最小値 1/N となる。
γ は PSTの周期の豊富さを特徴づける。この特徴量は、ラ
ンダムネットワークに対して導入された状態遷移集中度 [10]
に基づいている。この 2 つの特徴量 αと γ を用いて特徴量
平面を導入する。γ は PEOが 1つのとき最大値になるため、
現象が不動点、または多周期解 1つのとき γ = 1となる。こ
こで α を導入することでそれぞれの特徴を捉えることが出






これを不動点カーブと呼ぶ。PEO が 1 つのとき、つまり
γ = 1のときユニークラインと呼ぶ。全て PEPのとき、つ
まり α = 1のときデンスラインと呼ぶ。ここで特徴量平面を
用いて 4つの DSMの例を示す。1つ目は図 2 (a)のように、
α の値が非常に小さく、γ の値が非常に大きいときである。
このとき DSM は、図 3 (a)のようになる。DSM は、PEP
が 1つであり、不動点が 1つである。2つ目は図 2 (b)のよ
うに、αの値が非常に大きく、γ の値が非常に小さいときで
ある。このとき DSMは、図 3 (b)のようになる。DSMは、
全ての点が PEPであり、周期解が全て不動点である。3つ目
は図 2 (c)のように、α、γ の値が非常に大きいときである。



















きる。ただし、τn はアナログスパイク位置、θn = τn mod 1
はアナログスパイク位相である。その動作は、図 5のように
次のアナログスパイク写像 (ASM)に支配される。
θn+1 = θn + 1− b(τn) mod 1 ≡ fa(θn) (6)





−(a− 1)τ for − d ≤ τ < d
γ(τ − 0.5) for d ≤ τ < 1− d
ただし、0 < d < 1/3, 1 < a < 1 + 1/d, γ ≡ 2d(a −
1)/(1 − 2d), b(τ + 1) = b(τ) である。本論文では、簡単の




aθn for 0 ≤ θn < d
(−γ + 1)(θn − d) + ad for d ≤ θn < 1− d
a(θn − (1− d)) + 1− ad for 1− d ≤ θn < 1
この ASM の動作は比較的単純である。1 < a < 2のと
きは一つの安定不動点を持ち、2 < aの時はカオスを呈する。




INT(Nfa(θn) + 0.5) ≡ fd(θn) (7)









パターン 1：DSM が図 6 (a)のとき。つまり、αが非常




パターン 2：DSM が図 6 (b)のとき。つまり、αが非常
に大きく、γ が小さいときである。図 8 のように DSM は、
不動点が 2つ、2周期解、4周期解、8周期解、16周期解が
1つずつ計 6つの PEOから成り立っている。PSTは格子点




パターン 3：DSMが図 6 (c)のとき。つまり、αが小さ
く、γ が非常に小さいとき。周期解分布を見ると、不動点が
2つ、2周期解が 6つ、計 8つの PEOから成り立っている。
このとき特徴量平面で表すと図 7(c) のようになる。不動点
カーブに近いことから長い周期解が少ないことがわかる。




図 6 特徴量平面を用いた DSM の例. (a) a = 2.35,
α = 0.063, γ = 0.5 (b) a = 3.0, α = 1.0, γ = 0.334
(c) a = 2.06, α = 0.438, γ = 0.133 (d) a = 2.4,








図 8 a = 3.0の例. (b1) 不動点と 2周期解 (b2) 4周期
解 (b3) 8周期解 (b4) 16周期解
詳細な分類、スパイク信号に基づく工学的応用、等である。
参考文献
1) N. Horimoto and T. Saito, Analysis of Digital Spike
Maps based on Bifurcating Neurons, NOLTA, IEICE,
3, 4, pp. 596-605, 2012.
2) N. Horimoto and T. Saito, Digital Dynamical Sys-
tems of Spike-Trains, Proc. of ICONIP (LNCS 8227),
pp. 188-195, 2013.
3) H. Yamaoka, N. Horimoto and T. Saito, Basic Classi-
fication of Digital Spike-Phase Maps, Proc. of Inter-
national Conference on Artificial Neural Networks,
Proc. of ICANN (LNCS 8681), pp. 73-80, 2014.
4) L. O. Chua, A nonlinear dynamics perspective of
Wolfram’s new kind of science, I, II. World Scientific,
2005.
5) R. Ito, Y. Nakayama and T. Saito, Analysis and Le-
arning of Periodic Orbits in Dynamic Binary Neural
Networks, Proc. IEEE-INNS/IJCNN, pp. 502-508,
2012.
6) S. Kirikawa and T. Saito, Filter-Induced Bifurcation
of Simple Spike-Train Dynamics, IEICE Trans. Fun-
damentals, E97-A, pp. 1508-1515, 2014.
7) S. R. Campbell, D. Wang and C. Jayaprakash, Syn-
chrony and desynchrony in integrate-and-fire oscilla-
tors, Neural computation, 11, pp. 1595-1619, 1999.
8) N. F. Rulkov, M. M. Sushchik, L. S. Tsimring and A.
R. Volkovskii, Digital communication using chaotic-
pulse-position modulation, IEEE Trans. CAS-I, 48,
12, pp. 1436-1444, 2001.
9) S. V. Notley and A. Gruening Improved spike-timed
mappings using a tri-phasic spike timing-dependent
plasticity rule, Proc. of IEEE-INNS/IJCNN, pp.
2937-2942, 2012.
10) S. Amari, A Method of Statistical Neurodynamics,
Kybernetik 14, pp. 201–215, 1974.
