Abstract. The paper is devoted to optimization problems of the Bolza and Mayer types for evolution systems governed by nonconvex Lipschitzian differential inclusions in Banach spaces under endpoint constraints described by finitely many equalities and inequalities. with generally nonsmooth functions. We develop a variational analysis of such problems mainly based on their discrete approximations and the usage of advanced tools of generalized differentiation satisfying comprehensive calculus rules in the framework of Asplund (and hence any reflexive Banach) spaces. In this way we establish extended results on stability of discrete approximations (with the strong W 1 • 2 -convergence of optimal solutions under consistent perturbations of endpoint constraints) and derive necessary optimality conditions for nonconvex discrete-time and continuous-time systems in the refined Euler-Lagrange and Weierstrass-Pontryagin forms" accompanied by the appropriate transversality inclusions. In contrast to the case of geometric endpoint constraints in infinite dimensions, the necessary optimality conditions obtained in this paper do not impose any nonempty interiority /finite codimension/normal compactness assumptions. The approach and results developed in the paper make a bridge between optimal control/dynamic optimization and constrained mathematical programming problems in infinite-dimensional spaces.
Introduction
This paper concerns the study of dynamic optimization problems governed by constrained evolution systems in infinite-dimensional spaces. We pay the main attention to variational analysis of the following generalized BoZza problem (P) for differential inc;lusions in Banach spaces with endpoint constraints described by finitely many equalities and inequalities. ·.
Let X be a Banach state space with the initial state xo eX, and letT:= (a,b] C 1R be a fixed time interval. Given a set-valued mapping F: X x T ~ X and real-valued functions 'Pi : X -1R as i = 0, ... , m + r and -n: X x X x T -JR, consider the problem: ( 
1.1) minimize J(x] := r.p 0 (x(b)) + 1b -n(x(t),x(t),t)dt
subject to dynamic·constraints governed by the evolution/differential inclusion (1.2)
x(t) E F(x(t), t) a.e. t E (a, b] with x(a) = Xo
with junctional endpoint constraints of the inequality and equality types given by (1.3) 'Pi(x(b)) $ 0, i = 1, ... , m, (1.4) 'Pi(x(b)) =0, i=m+1, ... ,m+r.
Note that x(t) stands in (1.1) for the time derivative of x(t) and that "a.e." (almost everywhere) signifies as usual that the inclusion holds up to the Lebesgue measure zero on JR. The initial state x 0 and the time interval Tare fixed in problem (P) for simplicity; the methods developed in this paper 1 Research was partially supported by the USA National Science Foundation under grant DMS-0304989 and by the Australian Research Council under grant DP-0451168. 2 Department of Mathematics, Wayne State University, Detroit, Michigan 48202, USA; boris@math.wayne.edu allow us to include x(a) and [a, b] in the optimization process and to derive necessary optimality conditions for these variable data. Dynamic optimization problems for differential inclusions with the finite-dimensional state space X = IRn have been intensively studied over the years, especially during the last decade, mainly from the viewpoint of deriving necessary optimality conditions; see [3, 8, 12, 14, 17, 19] for various results, methods, and more references. Dynamic optimization problems .governed by infinite-dimensional evolution equations have also been much investigated, motivating mainly by applications to optimal control of partial differential equations; see, e.g., the books [7, 10] and the references therein. To the best of our knowledge, deriving necessary optimality conditions in dynamic optimization problems for evolution systems governed by differential inclusions in infinite-dimensional spaces has not drawn attention in the literature till the very recent time.
In the book [14] , the author developed the method of discrete approximations to study optimal control problems of minimizing the Bolza functional (1.1) over appropriate solutions to evolution systems governed by infinite-dimensional differentia~ inclusions of type (1.-2) with endpoint constrains given in the geometric form (1.5) x(b) E 0 C X via closed subsets of Banach spaces satisfying certain requirements. The major assumption on n made in [14] is the so-called sequential normal compactness (SNC) property of n at the optimal endpoint x(b) E 0; see [13] for a comprehensive theory for this and related properties, which play a significant role in infinite-dimensional variational analysis and its applications. Loosely speaking, the SNC property means that n should be "sufficiently fat" around the reference point; e.g., it never holds for singletons unless X is finite-dimensional, where the SNC property is satisfied for every nonempty set. For convex sets in infinite-dimensional spaces, the SNC property automatically holds when int n =F 0. Furthermore, it happens to be closely related 114] to the so-called "finite-codimension" property of convex sets, which is known to be essential for the fulfillment of an appropriate counterpart of the Pontryagin maximum principle for infinite-dimensional systems of optimal control; see the books by Fattorini [7] and by Li and Yong [10] for the corresponding results, discussions, counterexamples, and more references.
In this paper we show that the dynamic optimization problem (P) formulated above, with the functional endpoint constraints (1.3) and (1.4) given by finitely many Lipschitz continuous functions on a broad class of Banach spaces (that particularly includes every reflexive space), admits necessary optimality conditions in the extended Euler-Lagrange form accompanied by the corresponding Weierstrass-Pontryagin/maximum and transversality relations with no SNG and similar assumptions imposed on the underlying endpoint constraint set. Moreover, the case of endpoint constraints (1.3) and (1.4) under consideration allows us to partly avoid some other rather restrictive assumptions (like "strong coderivative normality," which may not hold in infinite-dimensional spaces; see Sections 6, 7 for more details) imposed in [14] in the general case of geometric constraints (1.5). Our approach is based, in addition to [14] , on certain delicate properties of appropriate subdifferentials of locally Lipschitzian functions on infinite-dimensional spaces, as well as on dual/ coderivative characterizations of Lipschitzian and metric regularity properties of set-valued mappings.
The rest of the paper is organized as follows. In Section 2 we formulate the standing assumptions on the initial data of ( P), make more precise the solution concept for the evolution inclusion ( 1.1) and the types of local minimizers to (P) under consideration, and also discuss the relaxation procedure used for some results and proofs in the paper. The main attention in this paper is paid to the socalled intermediate local minimizers, which occupy (strictly) an intermediate position between the classical weak and strong minima, being nevertheless closer to strong minimizers from the viewpoint of necessary optimality conditions for differential inclusions.
In Section 3 we construct a sequence of the well-posed discrete approximations (PN) to the original Bolza problem (P), which take into account specific features of the functional endpoint constraints (1.3) and (1.4) involving consistent perturbations of these constraints in the discrete approximation procedure. Then we present a major result on the strong stability of discrete approximations that justifies the W 1 • 2 -norm convergence of optimal solutions for (PN) to the fixed local minimizer for the original problem (P). Section 4 contains an overview of the basic tools of generalized differentiation needed to perform the subsequent variational analysis of the discrete-time and continuous-time evolution systems under consideration in infinite-dimensional spaces. Most of the material in this section is taken from the. author's book [13] , where the reader can find more results and commentaries in this direction and related topics.
Section 5 is devoted to deriving necessary optimality conditions for the constrained discretetime problems arising from the discrete approximation procedure whose well-posedness and stability are justified in Section 3. These problems are reduced to (non-dynamic) constrained problems of mathematical programming in infinite dimensions, which happen to be intrinsically nonsmooth and involve finitely many functional and geometric constraints generated by those in (1.2)-(1.4) via the discrete approximation procedure. Variational analysis of such problems requires applications of the full power of the generalized 'differential calculus in infinite-dimensional spaces developed in [13] .
In Section 6 ·we derive necessary. optimality conditions of the extended Euler-Lagrange type for relaxed intermediate minimizers to the original Bolza problem (P) by passing to the limit from those obtained for discrete-time problems in Section 5. It worth emphasizing that the realization of the limiting procedure requires not only the strong convergence of optimal trajectories to discrete approximation problems established in Section 3 but also justifying an appropriate convergence of adjoint trajectories in necessary optimality conditions for the· sequence of discrete-time inclusions. The latter becomes passible due to specific properties of the basic generalized differential constructions reviewed in Section 4, which include complete dual characterizations of Lipschitzian and metric regularity properties of set-valued mappings.
The concluding Section 7 concerns necessary optimality conditions for arbitrary (non-relaxed) intermediate minimizers to problem (P), considering for simplicity the Mayer form (PM) with no integral term in (1.1) , that are established in terms of the extended Euler-Lagrange inclusion accompanied by the Weierstrass-Pontryagin/maximum and transversality relations without imposing any SNC assumptions on the target/endpoint constraint set described by (1.3) and (1.4). The approach is based on an additional approximation procedure that allows us to reduce (PM) to an unconstrained (while nonsmooth and nonconvex) Bolza problem of the type treated in Section 6, for which any intermediate local minimizer happens to be a relaxed one. The passage to the limit from the latter approximation is largely similar to that developed in Section 6, not requiring however any relaxation requirement due to the usage of Ekeland's variational principle.
Our notation is basically standard; cf. [13, 14] . Unless otherwise stated, all the spaces considered are Banach with the norm II · II and the canonical dual pairing (-, ·} between the space in question, say X, and its topological dual X* whose weak* topology is denoted by w*. We use the symbols lB and JB* to signify the closed unit balls of the space under consideration and its dual, respectively. It has been well recognized that differential inclusions (1.2}, which are certainly oftheir own interest, provide a useful generalization of control systems governed by differential/evolution equations with control parameters:
where the control sets U(·) may also depend on time and state variables via F{x, t) = f{x, U{x, t), t).
In some cases, especially when the ·sets F(·) are convex, the differential inclusions (1.2) admit parametric representations of type (2.1), but in general they cannot be reduced to parametric control systems and should be studied for their own sake. Note also that the ODE form {2.1) in Banach spaces is strongly related to various control problems for evolution· partial differential equations of parabolic and hyperbolic types, where solutions may be understood in some other appropriate senses; see, e.g., the books [7, 10, 14] [20, 14] . Clearly all the necessary conditions for i.l.m. automatically hold for strong (and hence for global) minimizers. Considering the autonomous Bolza problem (P) in this paper, we impose the following standing assumptions on its initial data along a given intermediate local minimizer x(·):
(Hl) There are a open set U C X and a number iF> 0 such that x(t) E U for all t E [a, b] , the sets F(x) are nonempty and compact for all x E U and satisfy the inclusion
which implies the uniform boundedness of the sets F(x) on U, i.e., the existence of some constant
(H2) The integrand 1J is Lipschitzian continuous on U x ('YIB). In what follows, along with the original problem (P), we consider its "relaxed" counterpart significantly used in some results and proofs of the paper. Roughly speaking, the relaxed problem is obtained from (P) by a convexification procedure with respect to the velocity variable. It follows the route of Bogolyubov and Young in the classical calculus of variations and of Gamkrelidze and Warga in optimal control; see the book [14] and the references therein for more details and commentaries.
To construct an appropriate relaxation of the Bolza problem (P) under consideration, we first consider the extended-real-valued function
where o(·; n) is the indicator function of the set n equal to 0 on nand to oo out of it. Denote by
the biconjugatejbypolar function to ' 19 F ( x, ·), i.e., the greatest proper, convex, and ·lower semi continuous (l.s.c.) function with respect to v, which is majorized by '19F. Then the relaxed problem (R) to (P), or the relaxation of (P), is defined as follows: 
where "cleo" stands for the convex closure of a set in X. Thus the relaxed problem (R) can be considered under explicit dynamic constraints given by the convexified differential inclusion {2.6). Any trajectory for (2.6) is called a relaxed trajectory for (1.2), in contrast to the ordinary (or originaf:) trajectories for the latter inclusion.
There are deep relationships between relaxed and ordinary trajectories for differential inclusions,. which reflect the fundamental hidden convexity inherent in continuous-time (nonatomic measure) dynamic systems defined by differential and integral operators. In particular, any relaxed trajectory of (1.2) under assumption (Hl) can be uniformly approximated (in the C( [a, b] ; X)-norm) by a sequence of ordinary trajectories; see, e.g., [6, 18] . We need the following version · [5] of this approximation/ density property involving not only differential inclusions but also minimizing functionals. 
Note that Theorem 2.3 does not assert that the approximating trajectories Xk(·) satisfy the endpoint constraints (1.3) and (1.4). Indeed, there are examples showing that the latter may not be possible and, moreover, the property of relaxation stability · (2.7)
is violated; in (2.7) the infima of the cost functionals (1.1) and (2.5) are taken over all the feasible arcs in (P) and (R), respectively. An obvious sufficient condition for the relaxation stability is the convexity of the sets F(x, t) and of the integrand {} in v. However, the relaxation stability goes jar beyond the standard convexity due to the hidden convexity property of continuous-time differential systems. In particular, Theorem .2.3 ensures the relaxation stability of nonconvex problems (P) with no constraints on the endpoint x(b). There are various efficient conditions for the relaxation stability of nonconvex problems with endpoint and other constraint; see [14, Subsection 6.1.2] with the commentaries therein for more details, discussions, and references.
A local version of the relaxation stability property (2.7) regarding intermediate minimizers for the Bolza problem (P) is postulated as follows.
Definition 2.4 (relaxed intermediate local minimizers). A feasible arc x(·) to the Bol~a

problem (P) is a RELAXED INTERMEDIATE LOCAL MINIMIZER (r.i.l.m.) of rank p E (1, oo) for (P) if it is an intermediate local minimizer of this rank for the relaxed problem (R) providing the same value of the cost junctionals:
It is not hard to observe that, under the standing assumptions formulated above, the notions of intermediate local minima and relaxed intermediate local minima do not actually depend on rank p, i.e., they either hold or violate for all p E [1, oo) simultaneously. In what follows we always take (unless otherwise stated in Section 7) p = 2 and a= 1 in (2.3) for simplicity.
The principal method of our study. in this paper involves discrete approximations of the original Bolza problem (P) for constrained continuous-time evolution inclusions by a family of dynamic optimization problems of the Bolza type governed by discrete-time inclusions with endpoint constraints. We show that this method generally leads to necessary optimality conditions for relaxed intermediate local minimizers of (P). Then an additional approximation procedure allows us to establish necessary optimality conditions for arbitrary (non-relaxed) intermediate local minimizers by reducing them to problems, which are automatically stable with respect to relaxation.
Stability of Discrete Approximations
In this section we present basic constructions of the method of discrete approximations in the theory of necessary optimality conditions for differential inclusions following the scheme of [12, 14] developed. for the case of geometric constraints, with certain modifications required for the functional endpoint constraints (1.3) and (1.4) under consideration in infinite-dimensional spaces.
Since we use discrete approximations mostly from a "theoretical" viewpoint (as a vehicle to derive necessary optimality conditions), we use in what follows just the simplest finite-difference replacement of the derivative by the uniform Euler scheme:
To formalize this process, we take any natural number N E IN and consider the discrete grid/mesh on T defined by · .
with the stepsize of discretization hN and the mesh points t; := a+ jhN as j = 0, ... , N, where to = a and tN = b. Then the differential inclusion {1.2) is replaced by a sequence of its finitedifference/ discrete approximations
Given a discrete trajectory XN(t;) satisfying (3.1), we consider its piecewise linear extension XN(t) to the continuous-time interval T = [a, b], i.e., the Euler broken lines.
We also define the piecewise constant extension to T of the corresponding discrete velocity by
XN(t;+l)-XN(t;)
.
VN(t) := hN
, t E (t;,t;+l), J = 0, ... ,N -1.
It follows from the very definition of the Bochner integral that
The next result, which plays a significant role in the method of discrete approximations, establish the strong W 1 • 2 -norm approximation of any trajectory for the differential inclusion (1.2) by extended trajectories of the sequence of discrete inclusions (3.1) under the general assumptions made in (H1). Observe that the proof of the above result given in [12, 14] is constructive and provides efficient estimates of the convergence rate being of certain independent interest for numerical analysis. To proceed, we take a sequence of the discrete trajectories XN(·) approximating by Lemma 3.1 the given local minimizer x(-) to (P) and denote 
In the next theorem, we establish that the given relaxed intermediate local minimizer {r.i.l.m.)
x(·) to (P) can be approximated by optimal solutions to (PN) strongly in W 1 • 2 (!a, b]; X); the latter implies the a.e. pointwise convergence of the derivatives significant for the main results of the paper. To justify such an approximation, we need to impose the Asplund structure on both the state space X and its dual X*, which is particularly the case when X is reflexive. Note also there are nonreflexive (even separable) spaces for which both X and X* are Asplund; see, e.g., [4] . (3.2) . This implies the fulfillment of the endpoint constraints (3.4) and (3.5) for XN(·), since those in (1.3) and (1.4) hold for x(·) . The fulfillment of (3.6) for XN(·) follows directly from the construction of 'T/N -t 0 in (3.2) . Further, it is easy to check that for the piecewise linear extension of XN(·) to [a, b] . By the W 1 • 2 -approximation in Lemma 3.1 we have that ow -t 0 as N -t oo, which justifies the fulfillment of (3.7) for large N. The existence of optimal solutions to (PN) follows now from the classical Weierstrass theorem due to the compactness and continuity assumptions made in (H1)-(H3).
Let us now prove the convergence assertion (ii) under the additional assumptions on the state space. Check first the value convergence (3.9) along a subsequence of N -too. Considering the expression for JN [XN] in (3.3) and using assumptions (H2) and (H3), we observe that (3.9) follows from Arguing by contradiction, pick a limiting point /3 > 0 of {f3N} in (3.10) and suppose for simplicity that f3N -t /3 for all N -t oo. To proceed, observe that both spaces X and X* enjoy the RNP.
Indeed, the one for X* is equivalent to the Asplund property of X, while the Asplund property of X* ensures the RNP for X due to the latter fact and that of X C X**. Taking Furthermore, the classical Mazur weak closure theorem ensures that x(·) is a solution to the convexified differential inclusion (2.6). By the structure of problems (PN) and by the construction of x(·),' it is not hard to conclude that x(·) satisfies the endpoint constraints {1.3) and (1.4) and that it belongs to the prescribed €-neighborhood of x( ·) in the norm topology of W The strong convergence result of Theorem 3.2 makes a bridge between the original continuoustime dynamic optimization problem (P) and its discrete-time counterparts (PN ), which allows us to derive necessary optimality conditions for (P) by passing to thelimit from those for (PN)· The latter ones are intrinsically nonsmooth and require appropriate tools of generalized differentiation for their variational analysis.
Generalized Differentiation
In this section, we define the main constructions of .generalized differentiation used in what follows. Since our major framework in this paper is the class Asplund spaces, we present simplified definitions and some properties held in this setting. All the material reviewed and employed below is taken from the author's book [13] , where the reader can find more details and references.
We start with generalized normals to closed sets n c X. Given x E n, the (basic, limiting) normal cone to n at x is defined by where X E. X signifies that X --+ X with X E n, and where N(x; n) := 0 for :i; ¢ n. Finally, consider a function r. 
llu -:ell
We are not going to review in this section appropriate properties of the generalized differential constructions (4.1)-(4.6) used in Sections 5-7: these properties will be invoked with the exact references to [13] in the corresponding places of the proofs in the subsequent sections. Just note here that our basic/limiting constructions (4.1), (4. and related material in the books byRockafellar and Wets [16] , Smirnov [17] , and Vinter [19] (concerning exact/full calculus in finite dimensions) and in the book by Borwein and Zhu [1] on fuzzy calculus in infinite dimensions; see also the references therein.
Optimality Conditions for Discrete Inclusions
In this section we derive necessary optimality conditions for the sequence of discrete approximation problems (PN) defined in (3.1) and (3.3)-(3.7). We only present results in the "fuzzy" form, which are more convenient to derive necessary conditions for the original problem (P) by the limiting procedure in Section 6. "Pointwise" necessary conditions for {PN) and for related discrete-time problems (not used in this paper) can be found in [14 [13] . Note that fuzzy calculus rules provide representations of Frechet subgradients and normals of sums and intersections at the reference points via those at points that are arbitrarily clc>se to the reference ones. Just for notational simplicity, we suppose in the formulation and proof of the next theorem that these arbitrarily close points redu.ce to the reference points in question. This convention does not restrict the generality from the viewpoint of our main goal to derive necessary optimality conditions in the continuous-time problem (P). Indeed, the possible difference between the mentioned points obviously disappears in the limiting procedure. To prove the theorem, it is sufficient to examine the following two mutually exclusive cases, which completely cover the situation. 
PN(t;+1)-PN(tj) p (t· )->. ()Njb*) E>. 8 ..... {}(-(t·) XN(tj+l)-XN(tj))
-ej.,_ 1 E eiB*. 
Extended Euler-Lagrange Conditions for Relaxed Minimizers
In this section we derive necessary optimality conditions in the refined forms of the extended EulerLagrange and transversality inclusions for relaxed intermediate local minimizers of the original problem (P). The proof is based on the passing to the limit from the necessary optimality conditions for discrete approximation problems obtained in Section 5 and on the usage of the strong stability of discrete approximations established in Section 3. A crucial part of the proof involves the justification of an appropriate convergence of adjoint arcs; the latter becomes possible due to the coderivative characterization of Lipschitzian set-valued mappings taken from (13] . 
.\o8D(x(t),:f(t)) + N((x(t),:f(t));.gphF) }. 
which allows us to suppose without loss of generality that (}N(t)-+ 0 a.e. t E [a,b] as N-+ oo.
XN(t)-+ x(t) and
Furthermore, we derive from the approximate Euler-Lagrange condition (5.9) that there are j =O, ... ,N-1, such that the discrete-time inclusions by not imposing the "coderivative normality" property on F needed in [14] in similar settings. Observe also that the arguments developed above allow us to provide the corr~pondent improvements . in the case of Lipschitzian endpoint constraints of the Euler-Lagrange type necessary optimality conditions derived in [15] for evolution models governed by semilinear inclusions
where A is ·an unbounded infinitesimal generator of a compact 0 0 -semigroup on X, and where continuous solutions to (6.7) are understood in the mild sense.
, 7 Euler-Lagrange and Maximum Conditions with No Relaxation
The main objective of this section is to derive necessary optimality conditions for intermediate local minimizers if(·). of evolution inclusions without any relaxation. We show that it can be done under certain more restrictive assumptions on the initial data in comparison with those in Theorem 6.1.
For simplicity, we consider here the Mayer version (PM) of problem (P) with{}= 0 in (1.1). In this case, the Euler-Lagrange inclusion (6. 3) admits the coderivative form As discussed in Section 1, this property is a far-going extension of the "finite-codimension" and other related properties of sets and mappings. It always holds in finite dimensions, while in reflexive spaces agrees with the"compactly epi-Lipschitzian" property by Borwein and Str6jwas; see [13] for more details, discussions, and calculus. Finally, recall that the given norm on a Banach space X is Kadec if the strong and weak convergences agree on the boundary of the unit sphere of X. It is well known that every reflexive space admits an equivalent Kadec norm. 
over trajectories for the evolution inclusion (1.1} with no endpoint constraints. Since x(·) is an intennediate local minimizer for (PM) and due to the constructions in (7.4) and (7.5}, we have
provided that x(·) is a trajectory for (1.2} belonging to the prescribed W 
To apply the results of Theorem 6.1 to the case of problem (7.8}, we first note that every intermediate local minimizer for the unconstrained problem (7.8) provides a relaxed intermediate local minimum for this problem. It follows from the relaxation stability of unconstrained Bolza problems with finite integrands, which is ensured by an appropriate infinite-dimensional extension of the classical Bogolyubov theorem valid under the assumptions made; see Lemma 2.3 above and its "intermediate" local counterpart given in [9, Theorem 4] whose proof holds in the infinite-dimensional setting under consideration. FUrthermore, observe that, although Theorem 6.1 is presented for autonomous problems, its results hold true . with no change for the case of summable integrands as in {7.10); it can be justified similarly to the proof of [14, Theorem 6.22 ] given for problems with geometric endpoint constraints. Finally, it follows from the proof of Theorem 6.1 that the compactness of the velocity sets assumed in (H1) is, in fact, not needed for the unconstrained and W 1 • 1 -bounded framework of the Bolza problem (7.8) .
Applying the optimality conditions of Theorem 6.1 to problem (7.8) with the initial data {7.9) and (7.10), for all small e > 0; we find an absolutely continuous adjoint arc p Note that the last term on the right-hand side of (7.11) ·appears due to employing the sum rule from [13, Theorem 2.33(c)] to the integrand (7.10) and using the well-known subdifferential formula for the norm function. The other difference between (7.10) and (6.3) is that (7.11) does not contain the closure operation as in (6.3). The norm~closure operation can be omitted in (7.11), since the basic subdifferential sets for Lipschitzian functions are weak compact in reflexive spaces·(which are weakly compactly generated) by [13, Theorem 3.59(i)], and hence the right-hand side of (7.11) is closed in the norm topology of the dual space X*.
To deal further with (7.11), fix t E [a, b] and consider the two possible cases for the location of (xe(t), :i:e(t)) relative to the graph of the velocity mapping F(·):
(i) (xe(t), :i:e(t)) E gph F and (ii) (xe(t), Xe(t)) ¢ gph F.
In case (i) we use (13, Theorem 1.97] on basic subgradients of the distance function at set points, which gives the approximate adjoint inclusion (7.13) Pe(t) E co { u E X*l (u,pe(t)) E N{(xe(t),:i:e(t));gph F)+ ve(O, JB*) }. via the projection operator IT(·; gph F) at the reference point. Taking into account the a.e. pointwise convergence (xe(t),:i:e(t)) -+ (x(t),x(t)) as e! 0 that follows from (7.7), we come up to a modified inclusion(7.13) with the replacement of (xe(t),:i:e(t)) by some sequence (xe,V'e) g~F (x(t),x(t)) as e! 0, while we keep the form (7.13) for simplicity.
Consider next the transversality condition (7.12) with cpt defined in (7.4) . Employing the sum and chain rules (13, Subsection 3.2.1] for basic subgradients in (7.12) and taking into account relationships (7.5) and (7.6) To complete the proof of the Euler-Lagrange and transversality inclusions of the theorem, we pass to the limit in (7.13) and (7.14) as e! 0 by using the Mazur theorem on the strong convergence of convex combinations for {Pe ( ·)}. To accomplish this limiting procedure and to arrive at the desired inclusions (7.1) and (6.4), we use the closed-graph property of the basic normal cone in (7.13) and the basic subdifferential in (7.14) . This follows from [13, Theorem 3 .60] due to the SNC assumption on F and the Lipschitz continuity of 'Pi in the reflexive state space X. Observe that the closedness operation in (7.1) is redundant, similarly to (7.13), due to the uniform boundednessof { (Pe(·),pe(·))} in X* x X* and the arguments above involving now [13, Theorem 3.59 (ii)].
The given proof justifies the extended Euler-Lagrange and transversality conditions in the theorem for arbitrary intermediate local minimizers to problem (PM) with no relaxation. In the general nonconvex setting the Euler-Lagrange inclusion (7.1) does not automatically imply the maximum condition (7.2). To establish the latter condition supplementing the other necessary conditions of the theorem, we follow the proof of [19, Theorem 7.4.1] given for a Mayer problem of the type {PM) involving nonconvex differential inclusions in finite-dimensional spaces; it holds with minor changes in infinite-dimensions under the assUinptions imposed. The proof of the latter theorem. is based on reducing the constrained Mayer problem for nonconvex differential inclusions to an unconstrained Bolza (finite Lagrangian) problem, which in turn is reduced to a problem of optimal control with smooth dynamics and nonsmooth endpoint constraints first treated in [11] via the nonconvex normal cone (4.1) and the corresponding subdifferential (4.5) introduced therein to describe the appropriate transversality conditions in the maximum principle.
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