The protein p53 functions as a tumor suppressor and can trigger either cell cycle arrest or apoptosis in response to DNA damage. We used Boolean network modeling and attractor landscape analysis to analyze the state transition dynamics of a simplified p53 network for which particular combinations of activation states of the molecules corresponded to specific cellular outcomes. Our results identified five critical interactions in the network that determined the cellular response to DNA damage, and simulations lacking any of these interactions produced states associated with sustained p53 activity, which corresponded to a cell death response. Attractor landscape analysis of the cellular response to DNA damage of the breast cancer cell line MCF7 and the effect of the Mdm2 (murine double minute 2) inhibitor nutlin-3 indicated that nutlin-3 would exhibit limited efficacy in triggering cell death, because the cell death state was not induced to a large extent by simulations with nutlin-3 and instead produced a state consistent with oscillatory p53 dynamics and cell cycle arrest. Attractor landscape analysis also suggested that combining nutlin-3 with inhibition of Wip1 would synergize to stimulate a sustained increase in p53 activity and promote p53-mediated cell death. We validated this synergistic effect in stimulating p53 activity and triggering cell death with singlecell imaging of a fluorescent p53 reporter in MCF7 cells. Thus, attractor landscape analysis of p53 network dynamics and its regulation can identify potential therapeutic strategies for treating cancer.
INTRODUCTION
Mammalian cells have evolved an efficient internal self-defense system to cope with various stresses such as DNA damage and aberrant signals that can result in oncogenesis (1) . One critical response in the stress defense process is activation of the tumor suppressor protein p53, the central player of a stress response network. Under unstressed conditions, the amount of p53 is maintained low by Mdm2 (murine double minute 2), the E3 ubiquitin ligase that targets p53 for proteasome-mediated degradation. In response to various stress stimuli, the abundance of p53 increases and subsequently activates different stress response programs, including DNA damage repair, cell cycle arrest, senescence, or cell death by apoptosis (2-4), which can be considered different cell fates (final steady states). Single-cell analysis that focused on the p53-Mdm2 negative feedback loop in the DNA damage response revealed a dynamic pattern of p53 activity, which consisted of a series of p53 pulses that were independent of the amount of DNA damage, suggesting that the behavior of the p53 feedback loop can be thought of as "digital" (on or off) as opposed to "analog" (graded according to the intensity of the stimulus) (4) (5) (6) .
Although many experimental and theoretical studies of various p53-mediated, stress response processes have been done, many questions remain because of the complexity of the p53 regulatory network (6) (7) (8) (9) (10) (11) . For instance, the mechanisms by which p53 controls alternative cell fate (cell cycle arrest versus cell death) under different conditions are poorly understood (12) . Both positive and negative feedback loops contribute to the tight regulation of p53 activity and p53-modulated network dynamics, and the subsequent cellular outcomes are tightly controlled at multiple levels (13) . To understand how the p53 network controls cell fate, it is important not only to study the network components and their molecular interactions but also to identify essential network properties at the system level.
Previous studies have shown that complex gene regulatory networks can be effectively analyzed by considering the cellular phenotype as a high-dimensional state attractor (14) (15) (16) ). An attractor is a mathematical concept representing a stable steady state adopted by a dynamic system, in this case a cellular regulatory network. These studies of cellular phenotype were based on the conceptual framework of an "epigenetic landscape" proposed by Conrad H. Waddington (17, 18) . Under this conceptual framework, a cellular transcriptional network, composed of genes and the transcription factors that regulate expression of the genes, is mapped into an attractor landscape. Each point in this landscape represents one state of the complex network and is defined by a set of state values containing the activity states of all genes in the network. Although cellular behavior is regulated by interactions among a large number of genes and proteins in the network, a single cell can switch between distinct cell fates when the activity of the genes results in the cell reaching certain characteristic stable states known as "attractors." The area around a particular stable state is called the "basin of attraction" and is the region of states with trajectories going to the "attractor" (14) .
We applied this state-space approach to the p53 network, in which the attractor represents a stable cellular phenotype (proliferation, cell cycle arrest, senescence, or cell death). In attractor landscape analysis, each network state is represented as a point in the cellular state space, and the network is attracted either to a fixed point called the point attractor state or to a set of points called the cyclic attractor state, both of which represent the most stable states with the lowest potential energies in the state space. Whether the attractor is of the point or cyclic type has implications for cellular outcomes in response to a stimulus, such as DNA damage. A point attractor indicates a specifically determined cellular response, such as cell proliferation or cell death, whereas a cyclic attractor indicates the presence of oscillating biological events, such as p53 oscillations. In a cyclic attractor, p53 continuously oscillates between an active state and an inactive state. When the network adopts a cyclic attractor, cell fate is not uniquely determined.
Here, we analyze the attractor landscape and the state transition dynamics of a simplified p53 network under various cellular conditions, using a Boolean network model constructed with integrated experimental results available in the literature. The state-space analysis of the p53 network suggested that each distinct attractor state in the attractor landscape represented a p53-modulated cell fate, such as cell cycle arrest or cell death. Our results indicated that p53 dynamics was mainly controlled by interactions between p53, Mdm2, Wip1 (wild-type p53-induced phosphatase 1), cyclin G, and the DNA damage-activated kinase ATM (ataxia telangiectasia mutated). Perturbations of these interactions altered not only p53 dynamics but also cell fate. We used state-space analysis to examine the p53-mediated DNA damage response of a breast cancer cell line, MCF7, and identified an alternative, potentially more effective therapeutic strategy for enhancing cancer cell death in response to DNA-damaging chemotherapeutics. The theoretical predictions related to how perturbations would affect p53 dynamics and cellular response were validated by single-cell imaging experiments.
RESULTS
A simplified p53 network representing this pathway in a normal cell
We defined a simplified p53 network that included 16 nodes with 160 negative and 218 positive feedbacks ( Fig. 1 and table S1 ). This simplified network consisted of multiple p53 target genes and several crosstalk pathways, such as pathways involved in survival signaling and the cell cycle regulatory pathway involving retinoblastoma (Rb) (table S1). We applied several simplification strategies to define this p53 network. First, we mainly focused on the interlinked positive and negative feedbacks to explore how the multiple feedback structures control and regulate the p53 network dynamics and the cellular response. We excluded most of the cyclins and cyclin-dependent kinases (CDKs) that are present in the G 1 -S phase. Instead, we included only cyclin E, which represented the active complex of cyclin E and CDK2, because this cyclin-CDK complex participates in p53-modulated feedback. Another simplifying strategy was that we represented sets of proteins with similar pathway functions, with single nodes denoting one representative member of the set, including cyclin E for the cyclin E-CDK2 complex and ATM for the DNA damage response components, representing the kinases CHK and CHK2 and the phosphatases CDC25 and CDC25A. We limited the cellular decision to undergo cell cycle arrest or progression to the G 1 -S checkpoint and did not include the G 2 and M phase checkpoints because cell cycle arrest in response to DNA damage at the G 1 -S phase is p53-dependent (19) . To dissect the dynamic behavior of this network, we divided the network into three major modules, a cell cycle control module, a p53 feedback control module, and a cell death control module [ Fig. 1 and supplementary text (section 1)].
In the simplified p53 network in the absence of DNA damage, the abundance of p53 is low and the abundance of cyclin E (encoded by a target gene of E2F1) is high, allowing the cell cycle to progress from G 1 to S phase (20) . Upon DNA damage, the abundance and activity of p53 increase and its dynamics are regulated by feedback loops involving p53's transcriptional targets, such as the genes encoding Mdm2, Wip1, cyclin G, the lipid and protein phosphatase PTEN, and the cell cycle inhibitor p21 (3, 7, 13, 19, 20) . In addition, Bax (an apoptosis promoter) and Bcl-2 (an apoptosis inhibitor) are also encoded by genes regulated by p53, thus connecting p53 activity to caspase activation and cell death (21) . The goals of our analysis were to determine whether activation of p53 by DNA damage resulted in cell cycle arrest or cell death and whether the dynamics of p53 activity contributed to the cellular outcome.
The attractor landscape of the simplified p53 network of a "normal" cell To determine the state transition dynamics of the p53 regulatory network, we implemented an attractor landscape of the network using a deterministic Boolean model [supplementary text (section 2) and fig. S1 ] and then analyzed the state of the network under two different conditions: in the absence of DNA damage (the p53 inactive state) and in the presence of DNA damage (the p53 active state). This attractor landscape corresponds to the landscape of state transitions and attractors in the state space. Through this analysis, we identified all the attractors and their basins and examined the system properties related to sequential state transitions (Tables 1 to 3). We found that each attractor represented a particular cellular phenotype and that states in each attractor basin were all related to the same phenotype. We then extended the deterministic Boolean model to a probabilistic Boolean model based on Han and Wang's approach (22) that takes into account the uncertainties of biological systems, and calculated the potential energy landscape of the probabilistic Boolean network (supplementary text, section 3). Because the potential energy landscape corresponds to the landscape of potential energy distribution in the state space, it can only be defined for the probabilistic Boolean network. By computing the potential energy landscape, we identified the local energy minimum states and found that they corresponded to the attractors of the attractor landscape that we derived for the deterministic Boolean network. The correspondence between the potential energy landscapes and each of the attractor landscapes (figs. S1 and S2) is shown in Figs. 2 and 3 .
Previous experiments demonstrating the oscillatory dynamics of p53 and Mdm2 were conducted on transformed cancer cells (5, 6) , in which p53 activity and apoptotic signaling may be different from those of normal cells. To understand the dynamics and functions of the p53 network in "normal" cells, which we defined as having a wild-type protein profile with no activated oncogenes or malfunctioning tumor suppressors, we constructed the p53 network with these properties of normal cells and then performed attractor landscape analysis; the results showed that there was only one attractor in each landscape of the p53 network, both in the presence and absence of DNA damage ( fig. S1, A and B) . The corresponding potential energy landscape is shown in Fig. 2 (A and B) . Previous studies reported that the robustness of a network to state perturbation is increased by the presence of coupled feedback loops (23) (24) (25) . Thus, the presence of a single attractor in each landscape suggests that the p53 network of normal cells is quite robust and that the multiple positive and negative feedbacks of p53 regulatory network may contribute to this robustness and produce distinct cell fate under different conditions [supplementary text (section 4) and fig. S3 ].
With the normal cell network, we could define three distinct cell fates: cell proliferation, cell cycle arrest, and cell death ( Table 1 ). Simulations that resulted in persistent activation of cyclin E and produced a point attractor defined the cell fate of cell proliferation; simulations that resulted in oscillatory activation of p53 and p21 and produced a cyclic attractor defined the fate of cell cycle arrest; and simulations that resulted in persistent activation of caspase and produced a point attractor defined the fate of cell death. In a normal cell in the absence of DNA damage, the point attractor represented the cell proliferation state ( Fig. 2A and fig. S1A ), with persistent activation of cyclin E (Table 1) . Following DNA damage, the regulatory network adopted a cyclic attractor configuration consistent with a fate of cell cycle arrest, with oscillations of p53 and Mdm2, and with the activation of genes associated with cell cycle arrest, such as p21 (Fig. 2B, Table 1, and fig. S1B ). The pulsing behavior of p53, as well as oscillations in the abundance of p53 target genes, is consistent with experimental observations (4, 5, 26, 27) . In summary, the point and cyclic attractors represented distinct cellular phenotypes, suggesting that p53 dynamics and cell fate may vary under different cellular conditions.
Identification of key nodes and links in the p53 network that control p53 dynamics and the cellular response to DNA damage To elucidate essential connections and components that controlled the p53 pulsing pattern observed in response to DNA damage, we conducted single node or single link deletion in the p53 network, in which the corresponding node or link was assigned "0" in the simulations (tables S2 and S3). The p53 pulsing pattern triggered by DNA damage was primarily maintained by five critical links and two nodes ( Fig. 2C , denoted in red) because deletion of any of these five links or the two nodes resulted in conversion of cyclic attractors to either point attractors with activated caspase or a mixture of point attractors with activated caspase and cyclic attractors (Tables 2 and 3) . Deletion of any of the five links (or the two nodes) could produce a point attractor in which both p53 and caspase were active, indicating cell death. The point attractor resulting from deleting one of the five links (Table 3 ) exhibited differences in the activity states of the molecules in the network from those observed without DNA damage (Table 1) , which is consistent with the different outcomes of these conditions: proliferation in the absence of DNA damage and cell death in the presence of DNA damage in the absence of one of these links. Deletion of any other link other than the five links did not result in point attractor representing cell death (Table 3 and table S3 ). Four (p53-Wip1, p53-cyclin G, cyclin G-ATM, and Wip1-ATM) of the five critical links were identified to be involved in the negative feedback that regulates p53 through Wip1 (or cyclin G) and ATM, and the remaining Mdm2-p53 Table 2 . Stable states of the p53 network in response to single node deletion. The table shows attractor states that include a point attractor with on-state of p53 and caspase after a single node deletion in the network. Deletion of any other nodes resulted in maintaining a similar cyclic attractor as observed for the intact network of normal cells. P, cell proliferation; A, cell cycle arrest; D, cell death. Table 1 . Stable states of the p53 network of a normal cell in the presence or absence of DNA damage. The cellular states are cell proliferation (P), cell cycle arrest (A), and cell death (D). White or dark blue boxes represent protein state as "off" or "on," respectively. The presence or absence of DNA damage is represented by "1" or "0," respectively, in column 1.
link was involved in the negative feedback between Mdm2 and p53. The p53 network had a cyclic attractor only if both p53-Wip1 and Mdm2-p53 links were present (Table 3) . Moreover, deletion of the Mdm2-p53 interaction resulted in conversion of the cyclic attractor observed in normal cells in the presence of DNA damage associated with cell cycle arrest ( Table 1 , 1_normal) to point attractor associated with cell death (Table 3,  1_Mdm2_p53 ). This suggested that the Mdm2-p53 relationship is critical to establishing a flexible cellular outcome.
The single node and single link deletion analysis suggested that p53 dynamics in response to DNA damage may assume two distinct modes: either of a series of pulses or of a sustained increase (Fig. 2D ). Most previous reports have only shown pulsing p53 and suggested that cell fate is determined by the number of p53 pulses that reflect the magnitude of DNA damage (28) . However, our results and the recent work by Purvis et al. (29) suggested that both pulsing and sustained activity of p53 are important dynamic modes of p53 activity. Conditions that produced a cyclic attractor, such as DNA damage in normal cells (Table 1 , 1_normal), exhibited states when p53 was active and states when p53 was inactive, suggesting that p53 activity was pulsing. Conditions that resulted in a point attractor in response to DNA damage consistently had p53 in the active state (all conditions in which the cell fate was death in Tables 1 to 3 ), suggesting that p53 activity was sustained.
The two distinct p53 dynamics indicated by the presence of either a cyclic attractor or a point attractor determine whether p53 induced cell cycle arrest or cell death, respectively. It has been suggested that the dynamics of p53 activity may depend on the amount and reparability of the DNA damage (5) . In response to reparable DNA damage, p53 is more likely to promote cell survival by activating cell cycle arrest and DNA repair. When irreparable DNA damage occurs, p53 induces cell death by apoptosis to prevent tumorigenesis (30). Although we defined DNA damage as either present or absent in our analysis, the resulting point attractor or cyclic attractor states produced by the node and link deletion experiments indicated that our analysis could discriminate between conditions that produced "reparable" or "irreparable" DNA damage. Our model analysis indicated that whether cell responded as though the damage was reparable or irreparable was determined by the status of the p53 network. If the cell responded as though the DNA damage was reparable, all of the red links in Fig. 2C were active, but loss of any one of those critical links resulted in the cell responding as though the DNA damage was irreparable.
Wip1 was one of the two critical nodes that controlled p53 network dynamics and the cellular response to DNA damage. Wip1 is transcriptionally activated by p53, and its negative regulator, miR-16, is also induced upon DNA damage (31, 32) . miR-16 specifically targets Wip1 mRNA for degradation and thus inhibits the production of Wip1 in response to DNA damage. We propose that as the severity of DNA damage increases, the inhibition of Wip1 by miR-16 may increase, which would be the cellular equivalent of removing Wip1 node in the p53 network. Therefore, we simulated the network with Wip1 inhibited and performed attractor landscape analysis (Table 1 and fig. S1C ). The model showed that Wip1 deletion produced a point attractor in which caspase was activated, indicating a cell fate of cell death ( Fig. 2E and Table 2 ). The state produced by Wip1 inhibition (Table 1) matched that produced by Wip1 deletion ( Table 2 ).
The attractor landscape of p53 network of the MCF7 breast cancer cell line
We extended our analysis of the p53 network to a representative breast cancer cell line, MCF7. Although MCF7 cells have wild-type p53, these cells have several prominent abnormal features distinct from normal cells: (i) PTEN abundance is low because of promoter methylation (4); (ii) the p14ARF gene is not expressed under basal conditions (4); (iii) the abundance of cyclin G (mRNA and protein) is high under basal conditions (33) ; and (iv) caspase 3 is not expressed (34) . To reflect the abnormal gene expression in MCF7 cell in our statespace analysis, we made PTEN and p14ARF inactive ("0") and cyclin G active ("1"). The state of caspase was not fixed as inactive because the caspase node in our model included functional caspases 7, 6, and 9, in addition to the absent caspase 3. Because cyclin G, PTEN, and p14ARF activity states are restricted (preset), the potential energy landscape was relatively flat for the p53 network of MCF7 cells (Fig.  3, A and B ) as compared to that of the normal cells, which contains numerous peaks and valleys (Fig. 2, A and B) . Moreover, the attractor landscape of the p53 network of MCF7 cells in the absence of DNA damage exhibited one point attractor representing proliferation that was nearly identical to that of the normal cells, except for the activation state of cyclin G (fig. S2A and compare Table 4, 0_MCF7, with Table 1, 0_normal) . This landscape indicated a stable state of cell cycle progression, which matched that observed in simulations with normal cells under the same conditions.
The landscape of the p53 network of MCF7 cells undergoes an attractor transition from one point attractor in the absence of DNA damage (Fig. 3A, Table 4, and fig. S2A ) to one cyclic attractor in response to DNA damage (Fig. 3B, Table 5, and fig. S2B ). Although attractor landscape analysis of MCF7 cells in the presence of DNA damage exhibited p53 pulsing dynamics similar to those of normal cells, some of the cyclic attractor states differed from those of normal cells because of the difference in state values (compare Table 5, 1_MCF7, with Table 1 , 1_normal). These differences were due to the predefined and unchanging activity states of PTEN, p14ARF, and cyclin G in MCF7 cells. Similar to normal cells, caspase was not active, and thus, p53-mediated cell death was not activated and the cells exhibited cell cycle arrest similar to that observed Table 2 ) is indicative of cell death by apoptosis.
for normal cells. Our simulation results were consistent with the experimental data on MCF7 cells (5) and indicated that the activation state of the components of the p53 network can be incorporated into the analysis to reflect the specific genetic composition of a cell.
Identifying druggable targets and drug combinations to enhance p53-mediated apoptosis of MCF7 cells by attractor landscape analysis From the single node and link deletion analysis of the normal cell p53 network, we identified critical nodes and links in the p53 network that could result in an apoptotic state when inhibited. We used this information to examine the efficacy of different inhibitory treatments for activating an apoptotic state in the p53 network of MCF7 cells using the attractor landscape framework. Several small molecules and peptides are already available that show antitumor activity by restoring or enhancing the tumorsuppressive activity of p53 (35) (36) (37) (38) .
The Mdm2-p53 link and the Wip1 node were selected for detailed investigation because these were critical for the induction of the cyclic attractor state associated with p53 oscillation (Fig. 2C) . We did not select cyclin G because cyclin G is overexpressed in MCF7 cells (33) , and it is likely that DNA damage would not trigger a sufficient reduction in cyclin G abundance to exert the deletion effect that we observed in the normal cells. Experimentally, the Mdm2-p53 interaction can be blocked by nutlin-3, a small-molecule inhibitor of Mdm2. Treatment of tumor cells with nutlin-3 increases the abundance of p53 and subsequently activates p53 target genes both in vitro and in vivo (39, 40) . Although nutlin-3 treatment results in nearly uniform cell cycle arrest at the G 1 and G 2 phases, apoptotic responses are variable (39, 41) . We simulated the response of MCF7 cells in which nutlin-3 treatment was represented by deletion of the Mdm2-p53 link in the absence of DNA damage and found that there were five point attractors, including two apoptotic point attractors defined as both p53 and caspase active (Table 4 , 0_MCF7_nutlin-3). The attractor landscape of the p53 network of MCF7 cells with DNA damage and treated with nutlin-3 (lacking the Mdm2-p53 link) contained one large cyclic attractor and five point attractors (Table 5 and Fig. 4A ). The basins of attraction for the cell death point attractors were relatively small, with basin sizes of 10,187 and 9127 in the absence of DNA damage, and 18,662 and 9284 in the presence of DNA damage (Tables 4 and 5 ). Because the basin size of an attractor indicates the number of all initial states that eventually reach the same attractor, these results suggested that nutlin-3 was not an efficient activator of cell death (the basin size can be considered as the probability of leading to a particular cell fate represented by the attractor). In addition, among the five point attractors, only two had activated caspase that would lead to cell death. Caspase was not active in the other three point attractors (Table 5 ). Instead, these had a persistent activation of p53. We defined persistent p53 activation without caspase activation as the cell fate of senescence, a permanent form of cell cycle arrest that is another attractive therapeutic target against cancer (42) . We performed a similar analysis of the p53 network in the presence and absence of DNA damage with Wip1 "inhibited" (the Wip1 node was deleted), which is another perturbation of the network predicted to induce cell death from the analysis of the normal cell p53 network (Table 2 ). In Table 4 . Stable states of the p53 network of MCF7 cells in the absence of DNA damage. Wip1 inhibition indicates that Wip1 was deleted from the network. Nutlin-3 inhibits the interaction between p53 and Mdm2. P, cell proliferation; A, cell cycle arrest; D, cell death; S, cell senescence.
MCF7 cells without DNA damage, Wip1 removal resulted in one point attractor that corresponded to cell cycle progression (Table 4 , 0_MCF7_Wip1 inhibition). In contrast, in the presence of DNA damage, removal of Wip1 from the p53 network of MCF7 cells produced a mixed pattern of cyclic and point attractors, of which two of the five point attractors represented cell death (Fig. 4B, Table 5, and fig. S4B ). These attractors were similar to cellular states produced by nutlin-3 treatment; however, removal of Wip1 resulted in smaller basins of attraction for the cell death attractors than those produced by removal of the Mdm2-p53 link to represent nutlin-3 treatment. Although a previous study had shown that Wip1 inhibition in breast cancer cell lines with wild-type p53 induced cell death (43), our results predicted that such effect would be very small because the basin size of cell death attractors represented only~5% of the entire attractor landscape. We observed that the greatest increase of total basin size of cell death point attractors occurred with the combinatorial treatment of nutlin-3 and Wip1 inhibition, irrespective of whether DNA damage is present (Fig. 4C, Table 5, and fig. S4C ) or not (Table 4 ). In the presence of DNA damage in MCF7 cells, this combined treatment was predicted to induce~71% of the cells to undergo cell death, compared to~42% of cells undergoing death in response to nutlin-3 with DNA damage or~4% of cells undergoing death in response to Wip1 inhibition with DNA damage (Table 5) . Also, in the absence of DNA damage, this combinatorial treatment was predicted to induce~58% of MCF7 cells to undergo cell death (Table 4) .
Verifying the effectiveness of DNA damage combined with Wip1 inhibition and nutlin-3 in triggering cell death of MCF7 cells
To test the theoretical predictions from the attractor landscape analysis, we conducted single-cell imaging experiments to measure p53 dynamics and cell fate using a fluorescent MCF7 reporter cell line that stably expresses a wild-type p53-Venus construct (5). The dynamics of this p53-Venus construct have been studied in MCF7 cells, which confirmed that the reporter construct behaved similarly to endogenous p53 (5, 44). We used a low dose of etoposide (10 mM) to induce DNA damage, which resulted in most cells entering cell cycle arrest (Fig. 5B ).
To inhibit Wip1 activity, we knocked down Wip1 by RNA interference (RNAi) ( fig. S4 ). We quantified the p53 response to the different treatment conditions from the time-lapse movies by measuring the average yellow fluorescence in the nucleus ( Fig.  5A and movies S1 to S5). Etoposide treatment alone and etoposide combined with Wip1 knockdown resulted in >85% of the MCF7 cells exhibiting p53 pulses, as reported previously for MCF7 cells exposed to g-irradiation (5). Etoposide combined with nutlin-3 treatment produced a single p53 pulse in~85% of the cells analyzed with the other 15% showing either multiple p53 oscillation or sustained p53, which is similar to the response of MCF7 cells to ultraviolet treatment (45) . Nutlin-3 combined with Wip1 knockdown and triple treatment of etoposide with nutlin-3 and Wip1 knockdown produced a sustained increase in p53 activity in~75% of the MCF7 cells, which was distinct from the p53 dynamics observed with the other treatments. We also determined the survival of the cells in response to the different treatments (Fig. 5B ) and found that after 48 hours of treatment, cell death occurred with etoposide combined with nutlin-3 (~25% cell death), nutlin-3 combined with Wip1 knockdown (~90% death), and etoposide com- bined with nutlin-3 and Wip1 knockdown (~90% death). As predicted by the attractor landscape analysis, the degree of cell death correlated with the mode of p53 dynamics: Pulsing p53 generally resulted in cell cycle arrest and survival, whereas a sustained increase in p53 activity resulted in cell death (Fig. 5C ). In addition, both the attractor landscape analysis and the experimental results showed that nutlin-3 combined with Wip1 knockdown can kill MCF7 cells even in the absence of DNA damage (Table 4 and Fig. 5B ).
DISCUSSION
Our state-space analysis of the p53 regulatory network not only elucidated the differential p53 dynamics that modulate the cellular response to DNA damage but also showed that attractor landscape analysis can serve as a framework to explore druggable targets in a complex network. By constructing a Boolean model of the p53 network consisting of multiple feedback loops, we used state-space analysis with an attractor landscape to identify specific feedbacks that were critical for converting cyclic attractors to point attractors in response to DNA damage. We believe that this strategy enabled the characterization of p53 dynamics that modulate cell fate outcomes in response to DNA damage. Simulation results showed that p53 adopted the dynamic mode of either a series of discrete pulses or a sustained increase, which produced distinct cell fates under different conditions. The pulsing form of p53 activity, as revealed by the cyclic attractor, corresponded with cell cycle arrest, which would allow the cell time to repair the DNA damage (4, 46) . Our model suggested that when p53 was continuously activated, cell death would be effectively induced. The critical network structures identified by our analysis for the transition from a cyclic attractor to a point attractor provide insight for understanding the functional role of p53 dynamics in regulating cell fate.
Using the landscape framework, we examined and compared the efficacy of different anticancer strategies. We considered the size of the basins of the cell death attractor states produced by the different conditions as an indication of the efficacy of different treatments in inducing cell death. Our analysis showed that individual treatment with nutlin-3, which inhibits Mdm2-p53, or inhibition of Wip1 did not substantially enhance cell death in response to DNA damage because simulations of these conditions mainly produced a cyclic attractor consistent with oscillatory p53 dynamics and cell cycle arrest, instead of an attractor representing cell death. However, combinatorial treatment that simultaneously inhibited Wip1 and the Mdm2-p53 interaction resulted in a synergistic effect in producing large basins of cell death attractors, indicative of enhanced cell death, which was confirmed experimentally in MCF7 cells. Both our simulation and experimental results showed that treatment of nutlin-3 and inhibition of Wip1 can kill MCF7 cells even in the absence of DNA damage (Fig. 5B and Table 4 ). Thus, it appears that increasing p53 activity above a certain threshold is sufficient to trigger cell death, independent of the p53 posttranslational modifications that are believed to rely on the DNA damage (47, 48) . Overall, our results suggest that combining nutlin-3 treatment with Wip1 inhibition and DNA-damaging agents may be a more effective therapeutic strategy to activate cancer cell death than nutlin-3 with DNAdamaging agents. Considering that MCF7 is a cell line that is resistant to the apoptotic effects of various anticancer treatments (49), our results may have important clinical implications. Moreover, the initial states of the p53 network could be different in different cells within the tumor, even for patients with the same type of cancer with the same genetic profile or among different patients. Our analysis suggested that this may lead to variable phenotypic responses to the same drug treatment because converging to any of the attractor states depended on the initial states of the network, even though the attractor landscapes were the same ( fig. S2, C to E) .
The large basin of cell death attractor, such as that resulting from the combination of nutlin-3 treatment and Wip1 inhibition, may reduce such variability arising from the difference in initial states. From a therapeutic point of view, this combinatorial treatment may not only confer efficient cancer cell killing but also reduce the variable effects of drug treatment caused by individual variability. Table 5 for the sizes of the attractor basins.
Purvis et al. showed that change of p53 dynamics from pulsing to sustained increase would alter cell fate from transient cell cycle arrest to senescence (29) , using detailed real-time quantitative polymerase chain reaction (qPCR) data for a set of p53 target genes, some of which are also network components in our model. Although the Boolean method that we used cannot provide time-series data as produced by the qPCR results, we can compare the gene expression characteristics and final gene expression [at the 24-hour time point shown in Fig. 2 of (29)] with our steady-state results. We found that our results regarding the regulation of CDKN1A (p21), Mdm2, Wip1, and Bax by the pulsing p53 (Table 5, 1_MCF7) agreed with those reported by Purvis et al.: CDKN1A, Mdm2, and Wip1 showed oscillatory responses in the presence of pulsing p53, whereas Bax was not induced. To generate a sustained p53 signal, Purvis et al. combined transient g-irradiation with nutlin-3. This is similar to, but not exactly the same as, the continuous treatment of etoposide plus nutlin-3 in our study [ Table 5 (1_MCF7_nutlin-3) and Fig. 5 (red curves)] . In response to etoposide combined with nutlin-3, we found that p53 dynamics in MCF7 cells changed from a series of short pulses to a long pulse. This long pulse in general lasts for~20 hours, which is similar to the duration of the reported sustained p53 signal [shown in Fig. 1E of (29)]. Distinct from the study of Purvis et al., we found that p53 activity was prolonged even longer (the orange and purple curves in Fig. 5 ) by simultaneously inhibiting Mdm2 and Wip1, and such a sustained amount of p53 changed cell fate from cell cycle arrest to cell death. All of the previous studies on p53 dynamics and cell fate control only observed cell fate of either transient arrest or senescence, but not cell death. Considering that cell death may be a more desirable cancer treatment outcome than keeping the cells alive in the state of either transient arrest or senescence, our results could have important clinical implications for developing new anticancer regimens.
Although the classic epigenetic landscape proposed by Waddington is interpreted as a static surface (50), real biological systems must undergo transitions in the landscape when responding to various conditions, such as growth signals and DNA damage. Here, an attractor landscape of the p53 network was modeled for the relevant genotype of normal cells and cancer cells, in the absence or presence of DNA damage. Each attractor was assigned to a cellular phenotype on the basis of biological evidence. number of cells analyzed for each curve ranged from 73 to 105, varying between treatment conditions. Control siRNA was included in treatments of etoposide, nutlin-3, and etoposide + nutlin-3 to control for any proapoptotic effect of transfection. (C) Percentage of the three major cellular responses (phenotypes) to DNA damage: pulsing p53 followed by cell cycle arrest (denoted by filled black columns), pulsing p53 followed by cell death (lined columns), and sustained p53 followed by cell death (empty columns). Data were averaged from two separate sets of single-cell imaging experiments. E, etoposide; N, nutlin-3.
The shape of the attractor landscape changed in response to different conditions, and the changes included alterations in the stability of individual steady states and the appearance of novel steady states (Fig. 6) . On the basis of these results, we divided the cell fate into four categories: proliferation, cell cycle arrest, death, and senescence. When the cell fate is cell survival (proliferation and senescence states) or cell death, it is uniquely determined from the point attractor. However, cell cycle arrest takes the form of a cyclic attractor and represents an intermediate cell fate, during which the decision to eventually enter into one of the uniquely determined fates is made, which we propose depends on the reparability of the DNA damage. In general, cancer cells are prevented from entering the death state and continue in the proliferation state, which are fundamental properties of cancer malignancy.
A delicate balance between proliferation and cell death is maintained in normal cells because of the presence of complex sensing mechanisms that activate the appropriate response (45, 51) . Our modeling analysis demonstrated that implementation of an attractor landscape to analyze a biological network is useful for acquiring a better understanding of the underlying complex network dynamics. As more quantitative, system-level data regarding the decision-making processes that govern cell fate become available, our approach could be used to construct more quantitative models adapted to specific cellular systems to predict the probability of a given cell adopting a particular cell fate, as a function of the stimuli. Additionally, this approach can be applied to reveal novel therapeutic strategies.
MATERIALS AND METHODS

A Boolean network model for the p53 network
We first constructed a simplified Boolean network model consisting of 16 nodes with multiple feedback loops through p53 for analyzing the p53 network. After building the simplified p53 regulatory network, we modeled the network dynamics using a deterministic Boolean network with a set of state transition logics defined on the basis of biological evidence. In the Boolean network model, each node is associated with a logic table that determines the output node for a given input (tables S4 and S5). Network dynamics were modeled by updating the Boolean functions, triggering system transits from the initial state to the final state, in which a network state is a collective binary representation of all variables. The state of each node can be either on (1) or off (0) at each time step. For computing the network dynamics, we transformed the state transition logic into a linear function. There are multiple sets of interaction weights and base levels for the linear function of each node that satisfy the same transition logic. Therefore, the interaction weights and base levels listed in table S4 are just one of the possible parameter sets. Among all the possible parameter sets for weights and base levels, we chose the minimal integer values for our study. We provided more details on the choice of parameters and described the range of possible parameter sets for each node that satisfy the same state transition logic in the Supplementary Materials [see supplementary text (section 2) and tables S4 and S5].
Potential energy landscape using transition probability
We first modeled the p53 network using deterministic Boolean network, with state transition logics that were based on experimental evidence. We then analyzed this network and identified all attractors and their basins. This deterministic model has, however, a limitation in that it cannot describe any uncertainty of cellular dynamic behavior that might be caused by intrinsic noise or extrinsic fluctuations. In a cell, statistical fluctuations coming from the finite number of molecules provide a source of intrinsic noise, and the fluctuations from dynamic and inhomogeneous environments of the exterior provide a source of external noise. Therefore, we extended the nominal deterministic Boolean network to a probabilistic Boolean network by introducing the state transition probability, based on Han and Wang's approach (22) that takes into account the uncertainties of biological systems. The reason why we opted for constructing the probabilistic network based on the deterministic Boolean network is as follows. If we model the p53 regulatory network using a probabilistic Boolean network without using a deterministic Boolean network, we need information about COD (coefficient of determination) to select a set of predictors for every node (52) . Such COD information is difficult to acquire Fig. 6 . A simplified view of cellular state transitions identified from the effects of inhibitory treatments on the dynamic landscape in normal cells. Complex regulatory networks are represented by a dynamic landscape that frequently changes its shape under various conditions. The cellular state can be assigned to one of four states: cell proliferation, cell cycle arrest, cell death, and cell senescence. Whereas cell fate is determined in the cell proliferation, cell death, and cell senescence states, each of which corresponding to a point attractor, it is not determined in the cell cycle arrest state, which is represented by a cyclic attractor. When DNA damage is induced in a normal cell, the cell cycle is arrested to allow damage repair. According to the reparability of the DNA damage, the cell selects its state among the determined states. Mutations can alter the cellular propensity to adopt particular cell states.
from experiments, although not impossible, because experimental data are often incomplete. The alternative of considering all possible CODs for every node is also quite difficult because of the computational complexity. Using the extended probabilistic Boolean network, we calculated the steady-state probability distribution of each state and computed the potential energy landscape (supplementary text, section 3). Our results showed that each attractor of the deterministic Boolean network corresponds to the local energy minimum state in the potential energy landscape, and that the potential energy of the local minimum state is inversely proportional to the basin size of the attractor (see table S6 for details on the list of all states in the deterministic Boolean network together with the corresponding potential energy). A state space can be described by a directed graph where transitions among all 65,536 possible states are represented. For better intuitive conceptualization, each network state in the state-space plane can be assigned a potential energy, the height of which is inversely related to the probability that the network is found in that state, which in turn reflects its stability when the system is at equilibrium. The potential energy of each state in the attractor landscape is calculated from the steadystate probabilities by solving a discrete set of kinetic master equations for the network (22) . The master equation for each state is defined as a time-varying probability, depending on the transition probabilities with respect to the neighboring states (see supplementary text, section 3). The state space was arranged into two-dimensional grids with minimal overlapping or crossing of the state connectivity. Each point on this two-dimensional grid represents a state (one of 65,536 states), but its x-and y-axis coordinate does not have a particular physical meaning. For the purpose of clear visualization, the state space was considered as x and y values in the attractor landscape with focus on the identification of attractor state.
Cell line, drug treatments, and RNAi MCF7 cells were cultured under 37°C and 5% CO 2 in RPMI medium supplemented with 10% fetal calf serum (FCS), penicillin (100 U/ml), and streptomycin (100 mg/ml). To generate the fluorescent reporter cell line, we infected MCF7 cells with lentiviruses encoding an established p53-Venus reporter (5). The p53-Venus reporter construct, consisting of wild-type p53 fused to a yellow fluorescent protein, Venus, was a gift from G. Lahav at the Department of Systems Biology of Harvard Medical School. We selected an isogenic clone of the MCF7 p53 reporter cells that exhibited a dose response to etoposide most similar to that of the parental line. Etoposide and nutlin-3 were purchased from Sigma and Tocris, respectively. Small interfering RNA (siRNA) for knocking down Wip1 (UUGGCCUUGUGCCUACUAA) was custom-synthesized by Dharmacon. Dharmacon On-Target plus siControl (#D-001810-01) was used as nontargeting siRNA control. Both siRNAs were used at a final concentration of 20 nM, and siRNA transfections were performed with HiPerFect (Qiagen) according to the manufacturer's instructions. Experiments were conducted after 48 hours of gene silencing.
Single-cell imaging by time-lapse microscopy MCF7 p53 reporter cells were plated in a 35-mm imaging dish (m-dish, ibidi) and cultured in phenol red-free CO 2 -independent medium (Invitrogen) supplemented with 10% FCS, penicillin (100 U/ml), and streptomycin (100 ml/ml). Cell images were acquired with a Nikon TE2000-PFS inverted microscope enclosed in a humidified chamber maintained at 37°C. Cells were imaged every 10 min for 48 hours, using a motorized stage and a 20× objective. Images were viewed and analyzed using the MetaMorph software (Molecular Dynamics). From phase-contrast images, we scored by morphological tracking the following cell states: interphase (by flat morphology), entry into mitosis (by cell rounding), cell division (by respreading and splitting), cell cycle arrest (by absence of cell division for 48 hours), and cell death (by blebbing followed by cell lysis). The dynamics of nuclear p53 was quantified on the basis of the p53-Venus fluorescence in the nucleus.
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