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Abstract
The majority of biology can be adequately described by classical laws, yet there are
suggestions that a variety of organisms may harness non-trivial quantum phenomena
to gain a biological advantage. This thesis is concerned with the light induced dy-
namics in photosynthetic light harvesting antennae. Quantum coherences persisting
on picosecond time-scales have been repeatedly observed in a variety of species. This
ran contrary to the prevailing theories of energy transfer dynamics in these systems.
A consensus has emerged that a delicate competition between electronic and vibra-
tional interactions is responsible for prolonging coherences between electronic states
of chromophores. In particular, interactions with specific under-damped vibrational
modes are known to play a fundamental role.
This thesis demonstrates that room temperature, efficient vibration-assisted en-
ergy transfer in a biologically relevant exciton-vibration dimers can manifest and
benefit from non-classical fluctuations of collective pigment motions. The inade-
quacy of a classical description of selected vibrations is further illustrated by iden-
tifying features of electronic dynamics that are enhanced by quantum properties.
A quantum-thermodynamical formalism describing heat and work fluxes between
partitions of a closed quantum system is extended to open quantum systems in the
non-perturbative regime. This reveals non-trivial relations between the electronic in-
teractions among chromophores and the relative contribution of work- and heat-like
energy fluxes between electronic and vibrational motions. This in turn highlights re-
lations between structure and energy transformations in photosynthetic complexes.
Finally, the thesis investigates energy transfer within and between antennae of pur-
ple bacteria acclimated to different illumination conditions. The protein composition
is altered depending on the light levels. Consequently, the electronic energy land-
scape is modified to accelerate intra-complex energy transfer without detriment to
inter-complex transfer, thereby promoting or diminishing resonances with specific
vibrational motions. This suggests that acclimation may serve to exploit non-trivial
quantum phenomena.
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Introduction
Quantum biology is the emerging research field concerned with investigating the ex-
tent to which organisms may have exploited the laws of quantum mechanics to gain
an evolutionary advantage [1–3]. Clearly, the dynamics of every physical system
is inherently quantum mechanical and biological ones in particular, are decidedly
reliant on the stability of chemical bonding and molecular structure. It is therefore
important to make a distinction between this type of undisputed and quite appar-
ent quantum phenomena, and the more controversial ‘non-trivial’ quantum effects
posited to play a functional role in some biological systems. The majority of biology
can be adequately described by classical laws, yet there are suggestions that a vari-
ety of organisms may harness non-trivial quantum phenomena to gain a biological
advantage (Fig. 1).
This thesis is concerned with the light-induced dynamics in photosynthetic light
harvesting antennae. The role of these antennae is to absorb photons as electronic
excitations and rapidly transfer the associated energy to a reaction centre where
charge separation takes place [4]. This charge separation enables a series of elec-
tron transport reactions which result in stable forms of chemical energy. Energy
transfer in light harvesting antennae is efficient - nearly all absorbed photons reach
a reaction centre because the transport takes place much faster than the lifetime of
the excitation. Electronic energy transfer between the chromophores in antennae
was thought to be incoherent, as described by Förster theory [5–7]. This incoherent
mechanism was long debated [8, 9], but proved difficult to experimentally determine.
The advent of two-dimensional electronic spectroscopy now means that quantum co-
herences which last for physiological time-scales have been repeatedly observed in a
variety of species [10–17]. The persistence of these quantum coherent contributions
to dynamics on the timescale of energy transfer has lead many to suggest that this
quantum trait aids the efficiency of energy transfer and that the environment of
antennae is delicately structured to optimize the energy transfer dynamics.
Photosynthesis is not the only example of non-trivial quantum phenomena in
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nature. Avian magnetoreception - the ability of birds to orient themselves in the
geomagnetic field has also been the centre of a debate. A mechanism based on the
sensitivity of the yield of radical-pair reactions to the magnetic field orientation has
been proposed [18–20]. It is thought that light-initiated electron transfer reactions
within cryptochrome molecules results in the formation of radical-pairs which have
anisotropic hyperfine interactions with nearby nuclei. The resulting inter-conversion
of singlet and triplet spin states is sensitive to the orientation of the geomagnetic
field. The precise nature of the radical pairs is unknown, although those within
cryptochrome molecules are considered a possible candidate. Interestingly there is
recent evidence that the expression of cryptochrome depends on the birds migratory
status [21]. Although as yet there is no direct experimental verification of the radical
pair mechanism, there are models [22–25] whose features are consistent with the
results of behavioural experiments in animals [26–29]. Extraordinarily, in order to
be consistent with such experiments some of these models require that long-lived
superposition and entanglement are sustained for at least tens of microseconds. The
sustenance of these non-trivial quantum phenomena in a biological system for so long
- ‘beyond that of any artificial molecular system’ [23] would indeed be remarkable.
Recently it has been demonstrated that rod cells isolated from African clawed
toads can be used to detect single photons [30]. The sensitivity of photoreceptors to
a quantum state of light lends weight to suggestions that light-initiated dynamics
in isomerisation of the retinal molecule in the ubiquitous rhodopsin pigment may
involve quantum phenomena [31]. Although no experiment has yet to directly probe
quantum phenomena in photoreceptors, coherent control of retinal isomerisation has
been achieved [32, 33].
It may transpire that quantum phenomena are more widespread in biology than
previously assumed. It is hoped that a greater understanding of the ways in which
biology has utilized the advantages of quantum phenomena, can inspire the design
of new technologies.
Thesis overview
The main purpose of this thesis is to study light induced dynamics in photosyn-
thetic light harvesting antennae. The observation of long-lived quantum coherences
in photosynthetic light harvesting antennae ran contrary to the prevailing theories
of energy transfer dynamics in these systems. Strong interactions with protein, sol-
vent, intra and inter-molecular vibrational motions were thought to result in an
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incoherent transfer between chromophores. In this case the rates of transfer are de-
scribed by Förster theory [5–7], which assumes coupling between chromophores can
be treated as a perturbation with respect to coupling to the environment. In fact,
these coupling strengths are comparable in many light harvesting antennae, mean-
ing that non-perturbative theories are needed to adequately describe energy transfer
dynamics. An appropriately sophisticated theoretical description of such systems
can elucidate the origin of long-lived coherences and capture other non-trivial quan-
tum traits in dynamics. Chapter 1 therefore presents a theoretical framework for
the description of light-initiated excitation dynamics in biomolecular systems and
details the potential non-trivial quantum features that might be observed.
A consensus has emerged that a delicate competition between electronic and
vibrational interactions is responsible for prolonging coherences between electronic
states of chromophores in light harvesting antenna. In particular, interactions with
specific under-damped vibrational modes are thought to play a fundamental role.
Nevertheless, criticism and scepticism are abound - classical models reproducing
the same phenomena have been argued for. In Chapter 2 the joint dynamics of
electronic and vibrational modes in a prototype dimer present in a variety of pho-
tosynthetic antennae are shown to result in an unambiguously quantum mechanical
(non-classical) state of the vibrational mode. Efficient energy transfer between chro-
mophores is shown to be assisted by non-classical vibrational motion.
The proposition that quantum mechanics is required to fully appreciate the
function of biological systems invites the question - what is lost when a classical
description is imposed? Clearly many systems can be adequately described with
classical models, while others feature quantum properties that cannot be neglected.
In Chapter 3 we compare the electronic excitation dynamics resulting from quan-
tum mechanical and classical descriptions of vibrational motions. Larger systems
are studied, which enables us to identify a number of features of electronic dynamics
which can be enhanced by quantized vibrations. In the systems studied, the classical
model of vibrations is less able to direct energy towards particular chromophores,
does not predict the oscillatory transfer of energy between the electronic and vibra-
tional components seen with quantized vibrations and cannot account correctly for
storage of energy in vibrations.
Biomolecular systems operate far from thermal equilibrium in the presence of
significant fluctuations. The continued survival of a biological system depends on
its ability to efficiently sustain an ordered, non-equilibrium state whilst produc-
ing entropy [34]. Current understanding of non-equilibrium processes relies mainly
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on equilibrium concepts. Modern theoretical developments in the area of non-
equilibrium statistical mechanics such as the Jarzynski and Crooks relations [35, 36]
have triggered a resurgence of interest in understanding the thermodynamics of small
systems particularly quantum mechanical ones. An analogy can be made between
some biological systems and traditional thermodynamic heat engines in that both
exploit heat fluxes from thermal reservoirs to perform useful work. It is known that
coherence can increase the power of a quantum heat engine. To what extent do
biomolecular systems harness the laws of quantum thermodynamics? In Chapter
4 we contribute towards this understanding, by partitioning the flux of energy be-
tween quantum systems into work-like and heat-like contributions. By adopting this
formalism we are able to demonstrate that in light harvesting antennae, quantized
vibrational modes can act as both a work source and heat source and that this is
dependent on the topology of electronic couplings among chromophores.
Amongst species which perform photosynthetic light harvesting, there is a huge
range of different antennae types. Although in each case the antenna serves the
same functional role, environmental factors have caused nature to explore alterna-
tive structures to achieve the same outcome. For example, competition for photons
at a certain energy may result in the production of antenna which absorbs in an
alternative region of the spectrum. The different proteins and arrangements of
chromophores in these systems results in a different set of electronic and vibrational
interaction strengths. This requires an evaluation of the extent of quantum traits
in each species. Even within the same species, different antenna are produced in
response to altering environmental conditions. Such acclimation occurs in purple
photosynthetic bacteria in low illumination conditions. The new antenna are assem-
bled using a different set of proteins. This results in altered spectroscopic properties.
In Chapter 5, the theory of linear spectroscopy is briefly reviewed and applied to
antennae complexes from purple bacteria acclimated to different illumination con-
ditions. Parameters consistent with the experimental absorption spectra are used
to investigate energy transfer within and between antennae complexes from purple
bacteria. This lays the groundwork for future study of the acclimation of quantum
traits.
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Figure 1: (a) European robin, (b) light harvesting 2 complex from purple bacteria
(c) rhodopsin pigment
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Chapter 1
Theory of quantum dynamics in
biomolecular systems
This chapter presents a theoretical framework for the description of light-initiated
excitation dynamics in biomolecular systems. The open quantum system approach
is outlined and common perturbative treatments to describe quantum dynamics are
reviewed. The non-perturbative hierarchical expansion of reduced system dynam-
ics employed throughout this thesis is discussed, while other approaches are briefly
reviewed. Finally, measures of the quantum traits of electronic and vibrational dy-
namics are described.
1.1 Theoretical framework: open quantum sys-
tems
The dynamics of an isolated quantum system is described by the Liouville-von Neu-
mann equation ρ˙S = −i[HS, ρS], where HS is the Hamiltonian describing the system
and ρS is the corresponding density matrix/operator [41]. Here and throughout this
thesis ~ = 1. The use of a density matrix enables the description of system dynamics
where the state not known with certainty, for example, where imperfect experimen-
tal preparation results in a statistical mixture of states. The density operator also
describes ensembles of many systems.
In reality no experimental system is truly isolated - there are always interactions
with external degrees of freedom. If the number of relevant external degrees of
freedom is small, the full Schrödinger equation can be propagated for an expanded
system which includes these extra degrees of freedom explicitly which are then traced
7
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Figure 1.1: (a) Schematic of the open quantum system approach to describing
excitation dynamics in biomolecules. Protein (represented as ribbons) and solvent
degrees of freedom constitute an environment which interacts with electronic exci-
tations of individual chromophores. The Qy transition for the chlorophyll molecule
is indicated with a purple arrow. (b) Upon excitation of a chromophore, the system
undergoes a vertical transition gaining energy i + λi. The nuclear potential energy
surface is shifted by di and the vibrational state evolves to a new equilibrium posi-
tion. If there is no coupling to other chromophores, the energy is emitted as photons
of energy i− λi resulting in a Stokes shift 2λi between absorption and flourescence
spectra [44].
away to yield the dynamics of the reduced system. For systems where many degrees
of freedom are relevant (as is the case for biomolecular systems) this is not usually
a practical approach, therefore the framework of open quantum systems [42, 43] is
needed. This approach partitions the total system into a reduced system S and an
environment or bath B,
H = HS +HB +HSB . (1.1)
The bath degrees of freedom are then formally traced away ρS = TrB [ρ] and only
the influence of the bath on the system is described. Usually the system comprises
experimentally relevant degrees of freedom so that the dynamics of ρS predicts the
outcomes of measurements.
As a pertinent example, for a light harvesting complex the system would be the
relevant excited states of each of the chromophores while the environment might
be the quantized vibrational motion of the protein and solvent, as well as the inter
and intra-molecular vibrational motions of the chromophores themselves. This is
indicated schematically in Fig. 1.1(a).
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1.1.1 Hamiltonian description of biomolecules
Electronic Hamiltonian For light harvesting antenna comprisingN chromophores,
the Hamiltonian describing the electronic excited states is given by [45]
HS =
N∑
i
iσ
+
i σ
−
i +
N∑
i,j≤i
Vij(σ+i σ−j + σ+j σ−i ) , (1.2)
where the operators σ±i create and annihilate an excitation of energy i at site i.
The energies of individual pigment excited states i and the strengths of interaction
between them Vij are determined by the pigment structure and resulting charge
distribution [45].
A comprehensive discussion of different photosynthetic pigment structures can be
found in chapter 4 of ref. 4. Chromophores generally contain delocalized conjugated
electron systems, typically aromatic rings. In e.g. chlorophyll (Chl), bacteriochloro-
phyll (BChl) and porphyrin pigments, these rings are arranged in a macrocyclic
structure with four excited states labelled Qx(S1), Qy(S2), Bx and By. The Qy
transition has a large dipole strength which lies in the optical region and therefore
dominates energy transfer. This transition corresponds to the dipole moment point-
ing between two rings of the macrocyclical system as in indicated in Fig. 1.1(a).
Bilins are a class of pigment which have a linear structure, resembling a chlorophyll
type structure which has been opened out. Examples include the allophycocyanin
(APC) and C-phycocyanin (CPC) bilins found in cyanobacteria and the phycoery-
throbilin (PEB) dihydrobiliverdin (DBV) bilins found in marine cryptophyte algae.
There are also chain like light absorbing systems such as caroteniods and conjugated
polymers. Light harvesting antennae often contain different types of chromophore,
but even in homo-chromophoric complexes, interactions with the different local pro-
tein environments can distort the pigment structure and introduce a large degree of
disorder in excited state energies i.
Doubly excited states are not accounted for within this model. Under natural
illumination in vivo, absorption of a second photon within the time-scale of energy
transfer and dissipation is improbable. However, non-linear spectroscopic experi-
ments which probe energy transfer in biomolecules do populate doubly excited exci-
ton states and these need to be correctly accounted for in a theoretical description
of non-linear spectra.
There is a resonance Coulomb interaction between the charged, de-localized ex-
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cited states of the chromophores given by [44]
Vij =
1
4pi
∫
d3rid3rj
nieg(ri)njge(rj)
|ri − rj| , (1.3)
where nieg(r) denotes the transition charge density connecting ground and excited
electronic states of molecule i. If inter-chromophore distances are large with respect
to the spatial extent of transition densities, it is valid to keep the leading dipole-
dipole interaction in a multipole expansion of the above which results in [44]
V dipoleij = C
dˆi · dˆj − 3(rˆij · dˆi)(rˆij · dˆj)
|rij|3 , (1.4)
where dˆi denotes directions of the transition dipole moments and rij the inter-
chromophore distance vectors. The factor C accounts for the dipole strength as
well as screening of the coupling due to the refractive index/electric permittivity of
protein and solvent environment.
This ideal dipole approximation is not strictly valid if the spatial extent of tran-
sition charge densities is comparable with inter-chromophore distances. In this case
numerical methods which are accurate to all orders can be employed. The transition
density cubes (TDC) method [46] coarse-grains transition densities obtained from
wavefunctions calculated within standard quantum chemistry packages (e.g. Gaus-
sian) into finite volume elements and spatial integrals in (1.3) become a summation
over TDC elements. For inter-chromophore distances < 1 nm, there is an addi-
tional exchange type interaction arising from the overlap of wave functions. This
decays exponentially with distances and is therefore often neglected for exciton en-
ergy transfer, but is important in the context of charge transfer [44].
These interactions mean that the electronic eigenstates |α〉 = σ+α |0〉 =
∑
iC
α
i |i〉
(known as excitonic states), are linear combinations of the local excitations of chro-
mophores. If electronic interactions are strong, excitonic states can be ‘delocalized’
meaning that many chromophores share the excitation.
Bath Hamiltonian The environment is modelled as a collection of quantized
harmonic vibrational normal modes (phonons) with total Hamiltonian
HB =
∑
i,k
[
p2i,k
2mi,k
+ 12mi,kω
2
i,kq
2
i,k
]
=
∑
i,k
ωi,k
(
b†i,kbi,k +
1
2
)
, (1.5)
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where bosonic creation and annihilation operators [bk, b†k] = 1, b
†
k |0〉 = |1k〉. The
oscillator coordinates are related by qi,k =
√
1/(2mi,kωi,k)(b†i,k + bi,k) and pi,k =
i
√
mi,kωi,k/2(b†i,k− bi,k). The physical origin of these vibrational modes includes the
motion of the protein and solvent, as well as the inter and intra-molecular vibrational
motions of the chromophores themselves. The harmonicity of the vibrational motion
is justified by the dominance of the leading expansion of potential energy surfaces
(PES) for small displacements from an equilibrium position [47].
System-bath Hamiltonian The interaction of the vibrational modes with the
excited electronic states of the chromophores is given by
HSB =
∑
i,k
gi,kσ
+
i σ
−
i ⊗(bi,k+b†i,k) =
∑
i,k
gi,k(σ+i σ−i ⊗
√
2mi,kωi,kqi,k) =
∑
i,k
ci,k(σ+i σ−i ⊗qi,k) ,
(1.6)
which describes the linear coupling of excited states of chromophores to vibrational
coordinates and arises from an expansion of nuclear dependence of i(r) and keeping
linear terms [47]. Off-diagonal couplings (∝ σ+i σ−j ) are neglected. Molecular dynam-
ics simulations of the types of systems studied in this thesis have shown that the
influence of diagonal interactions are orders of magnitude larger than off-diagonal
contributions [48]. This is generally true of excitation dynamics, however for the de-
scription of electron transfer dynamics off-diagonal interactions cannot be neglected
[49–51].
This interaction in equation (1.6) describes potential energy surfaces which are
displaced by di,k = ci,kmi,kω2i,k in the electronic excited state. A counter term Hreorg =∑
i,k
c2i,k
2mi,kω2i,k
σ+i σ
−
i is added to the total Hamiltonian to compensate for the renormal-
ization of the potential which is induced by the coupling. This ensures that the only
influence of the coupling term is to shift the potential energy surface in the excited
state as shown in Fig. 1.1b. This term can be included as a shift in site energies of
the system Hamiltonian i = 0i + λi. This does not alter electronic dynamics when
the local environments are identical.
1.1.2 Reduced system dynamics
The evolution of the reduced system ρS(t) = TrB [U(t, t0)ρ(t0)] can be expressed in
terms of a dissipative propagator in Liouville space
U(t, t0) =
〈←−
T exp
[
−i
∫ t
0
dt′LSB(t′)
]〉
B
. (1.7)
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Assuming a seperable initial state ρ(ti) = ρS(ti)⊗ρB(ti), the path integral represen-
tation ρS(t) = U(t, t0)ρS(ti) becomes [44]
ρS(x±, t) =
∫
dx±0
∫
Dx± exp
{
i(SS[x+]− SS[x−])
}
FFV[x+, x−]ρS(x±0 , t0) , (1.8)
where
FFV[x+, x−] =
∫
dq±i dq
∫
Dq±ρB(q±i , t)
× exp
{
i(SB[q+]− SB[q−])
× exp
{
i(SSB[x+, q+]− SSB[x−, q−]) , (1.9)
is the Feynman-Vernon influence functional [52], S[r] is the classical action for path
r(t) and the system and bath paths are subject to the boundary conditions x±(ti) =
xi, x±(t) = x, q±(ti) = qi and q±(t) = q. In the above it is understood that bath
paths q are a shorthand notation, for example
∫
dq means ∏k ∫ dqk. An interaction
of the form HSB =
∑
iQi ⊗ Bi with linear bath operators Bi, yields path integrals
which are Gaussian and the Feynman-Vernon influence functional can therefore be
further evaluated resulting in
FFV[x+, x−] = exp
−∑
ij
∫ t
ti
ds
∫ t
ti
ds′
{
Qi[x+(s)]−Qi[x−(s)]
}
(1.10)
×
{
Cij(s− s′)Qj[x+(s′)]− C∗ij(s− s′)Qj[x−(s′)]
}
(1.11)
− i∑
i
µi
2
∫ t
ti
ds
{
Q2i [x+(s)]2 −Q2i [x−(s)]
} . (1.12)
Here Cij(t) = 〈Bi(t)Bj(0)〉B is the two time bath correlation function which fully
specifies the influence of the bath. For the interaction (1.6), the corresponding
counter term appears as µi = 2pi
∑ g2i,k
ωi,k
but cancels with path boundary conditions
[43].
1.1.3 Bath correlation and spectral densities
As was demonstrated in the previous section, the influence of a bath of harmonic
oscillators on the dynamics of a system with an interaction of the form HI =
∑
iQi⊗
Bi is entirely determined by the two time correlation function of bath coupling
operators Cij(t) = 〈Bi(t)Bj(0)〉. In the present case we have Bi = ∑k gi,k(b†i,k+ bi,k),
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and will assume that local environments are independent [bi,k, b†j,k′ ] = δijδk,k′ such
that
Cij(t) = Ci(t) =
∑
k
gi,k
2
[
(1 + n(ωi,k))e−iωi,kt + n(ωi,k)e+iωi,kt
]
= 1
pi
∫ ∞
0
dω Ji(ω) [coth(βω/2) cos(ωt)− i sin(ωt)] , (1.13)
where n(ω) = 1/(eβω − 1) is the Bose-Einstein distribution for inverse temperature
β = (KBT )−1 and the function
Ji(ω) = pi
∑
k
g2i,kδ(ω − ωi,k) =
pi
2
∑
k
c2i,k
mi,kωi,k
δ(ω − ωi,k) (1.14)
is known as the spectral density. Spectral densities defined in the literature can differ
by factors of pi or ω2, for this reason we emphasise the definition used throughout
this thesis. Additionally it is common to extend the spectral density to negative
frequencies J(−ω) = −J(ω), so that for example Ci(t) = 1pi
∫∞
−∞ dω
Ji(ω)e−iωt
1−e−βω , which
takes the form of the fluctuation-dissipation theorem and Ji(ω) is identified as the
imaginary part of the response function [43, 53].
The quantity λi =
∑
k
g2i,k
ωi,k
= pi−1
∫∞
0 dωJi(ω)/ω is known as the reorganisation
energy and characterizes the strength of system-bath interactions. It represents the
energy the bath must dissipate in order to relax to the new equilibrium position in
the excited state. This is described by the counter term Hreorg defined in section
1.1.1 and is related to the Stokes shift observed between absorption and fluorescence
spectra of a monomer [44].
The functional form of the spectral density depends on the system-bath interac-
tions in the system under consideration. In the light harvesting systems studied in
this thesis, there is a structureless continuous component which rises rapidly at low
frequencies and is damped by a cut off function at high frequencies. This component
generally arises from interactions with the damped motion of protein and solvent
degrees of freedom [54]. Additionally, specific under-damped vibrational modes can
interact strongly with the excited states of chromophores resulting in numerous nar-
row peaks in the spectral density. These peaks are generally a manifestation of strong
coupling to harmonic intra-molecular motions of chromophores, the frequencies and
coupling strengths of which can be determined from low temperature fluorescence
line-narrowing experiments [55–58]. Different functional forms for the spectral den-
sity have been successfully applied in theoretical modelling of spectroscopic mea-
surements. Renger and Marcus [59] reproduced low temperature fluorescence line
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narrowing measurements of the B777 complex - a single chromophore-protein sub-
unit isolated from a larger system. Various spectra of the seven chromophore FMO
complex were calculated in the seminal work of Adolphs and Renger [60]. Informa-
tion from mixed quantum-classical molecular dynamics simulations may also be used
to construct spectral densities and can elucidate the physical origin of peaks appear-
ing in spectral densities. This type of approach has also recently indicated that in
systems containing different types of chromophore, or where some chromophores are
more exposed to the solvent than others, the local environments can have significant
differences which may impact electronic dynamics [40, 61–63].
The precise functional form of continuous component is difficult to determine
and is subject of debate [64]. The exponent of the algebraic growth of the spectral
density at small frequency results in qualitative differences in electronic dynamics
[43, 65]. In particular, within Redfield theory (see section 1.2.1) the rate of pure
dephasing vanishes for super-ohmic forms (J(ω) ∝ ωs with s > 1). This has been
proposed as a mechanism for prolonging the beating of inter-exciton coherences
[66] however it has also been highlighted [67] that this arises from the Markovian
approximation made within this model.
In this thesis we assume that local environments are identical, uncorrelated and
may be characterized by J(ω) = JD(ω) +
∑
q J
q
BO(ω) where
JD(ω) = θ(ω)2λDΩc
ω
ω2 + Ωc2
(1.15)
and
JqBO(ω) = θ(ω)2λqω2qγq
ω
(ω2 − ω2q )2 + γq2ω2
. (1.16)
The Heaviside step function θ(ω) appears as a reminder that J(ω) = 0 for negative
frequencies, unless the extension J(−ω) = −J(ω) is has been made for mathemat-
ical convenience. The Drude–Lorentz component JD(ω) is the over-damped limit
(γq  ωq) of the Brownian oscillator model with Ωc = ω2q/γq. The corresponding
correlation functions can be obtained by evaluating (1.1.3) via contour integration
yielding a series representation of the form C(t) = ∑k cke−νkt. For an under-damped
Brownian oscillator this reads [68]
CBO(t) = cBO+ e−ν
+t + cBO− e−ν
−t +
∞∑
k=1
cBOk e
−νkt , (1.17)
with cBO± = ±iλq ω
2
q
2ζu [cot(ν
±β/2)− i] , cBOk = −4λqγqω
2
q
β
νk
(ω2q+ν2k)2−γ2qν2k
, ν± = γq/2± iζq,
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Matsubara frequencies νk = 2pik/β and shifted frequency ζq =
√
ω2q − γ2q/4. In the
over-damped limit (γq  2ωq) this reduces to the Drude form CD(t) = cD0 e−ΩDt +∑∞
k=1 c
D
k e
−νkt with cD0 = λΩc [cot(βΩc/2)− i] , cDk = 4λΩcβ νkν2
k
−Ω2c and cut off frequency
Ωc = ω2q/γq.
The Matsubara summation can usually be truncated to some finite number of
terms K, in particular at high temperatures it may be valid to retain only the
first term in the expansion. At low temperatures where many Matsubara terms are
required, the partial fraction decomposition schemes [69] is more efficient.
1.2 Perturbative approaches to quantum dynam-
ics
1.2.1 Redfield theory
Redfield theory [44, 70, 71] describes the quantum coherent dynamics which re-
sult when the strength of the coupling to the environment is weak with respect to
the electronic coupling (V  λ). A second order Markovian master equation for
populations and coherences of the reduced system density matrix is derived for a
system-bath coupling of the general form HSB =
∑
iQi ⊗ Bi. For the case in hand,
Qi = σ+i σ−i and Bi =
∑
k gik(b†ik + bik). It is also necessary to assume that the states
of the system ρS and bath ρB are initially uncorrelated i.e. that the total system is
in the separable state ρS⊗ρB. The resulting master equation for the reduced system
density matrix is given in the basis of system energy eigenstates |α〉 , |β〉 as
ρ˙αβ(t) = −iωαβραβ(t)−
∑
γ,δ
Rαβ,γδ(t)ργδ(t) , (1.18)
where ωαβ is the difference in energies of the states |α〉 and |β〉 and the Redfield
tensor is given by
Rαβ,γδ(t) =
∑

(
δδβΓα,γ(ωγ) + δαγΓ∗β,δ(ωδ)
)
−(Γδβ,αγ(ωγα)+Γ∗γα,βδ(ωδβ)) , (1.19)
with
Γαβ,δγ(ω, t) =
∑
i,j
〈α|Qi |β〉 〈γ|Qj |δ〉
∫ t
0
dt eiωtCij(t) . (1.20)
Often, as part of a Markovian approximation, the integration limit in (1.20) is
extended t→∞ making the tensor time independent and therefore expediting the
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integration of (1.18). In this case
Γαβ,δγ(ω) =
∑
i,j
QiαβQ
j
γδC˜ij(ω) , (1.21)
with Qiαβ = 〈α|Qi |β〉 and where C˜ij(ω) denotes the half-sided Fourier (Fourier-
Laplace) transform of the bath correlation function. Its real and imaginary parts
can be expressed directly in terms of the spectral density of the environment as
C˜
(Re)
ij (ω) = (n(ω) + 1) [Jij(ω)− Jij(−ω)] , (1.22)
and
C˜
(Im)
ij (ω) =
1
pi
P
∫ ∞
−∞
dω′
C˜
(Re)
ij (ω′)
ω − ω′ (1.23)
respectively, where P denotes the principal part integral. In (1.22) the fact that
n(−ω) = −(n(ω) + 1) is exploited. The imaginary parts of this correlation func-
tion are often neglected, with the rationale that they only alter the transition
frequencies (Lamb shifts) and therefore do not affect the dynamics. However it
has been pointed out [72] that notable differences in dynamics can be observed
if imaginary parts are included. Transfer rates between excitons are given by
Rααββ = 2
∑
i |Cαi |2|Cβi |
2
C˜
(Re)
i (ωαβ), which illustrates that a (spatial) overlap of
exciton states is required for rapid transfer. The pure dephasing rate Rαα,αα =
2∑i |Cαi |4 limω→0 C˜Rei (ω) is dependent on the extent of exciton delocalization and
the slope of the spectral density as ω → 0.
If Redfield theory is applied to systems where the parameters do not merit a
perturbative expansion, the theory can predict negative or diverging populations.
The so-called secular approximation brings this master equation into Lindblad form
ensuring complete positivity which allows for extrapolation outside the regime of
validity of the theory without unphysical results. This is achieved by neglecting
elements of the tensor Rαβγδ which satisfy |ωαβ − ωδγ| 6= 0 since these oscillatory
terms do not contribute upon integration of the equations of motion. This has
the effect of decoupling the evolution of populations and coherences reducing the
computational complexity of the problem.
A modified version of Redfield theory [73–75] separates the system-bath interac-
tion into diagonal and off-diagonal parts in the system eigenbasis,
HSB =
(∑
α
|α〉 〈α| ⊗∑
i
QiαβBi
)
+
 ∑
α,β 6=α
|α〉 〈β| ⊗∑
i
QiαβBi
 (1.24)
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and treats only the off-diagonal coupling perturbatively. To second order this ap-
proach yields population transfer rates between eigenstates given by
kMRαβ =2Re
∫ ∞
0
dt exp (−iωαβt− i(λαα,αα + λββ,ββ)t− gαα,αα(t)− gββ,ββ(t))
× exp(2gββ,αα(t) + 2iλββ,αα)
×
[
g¨βα,βα(t)− (g˙βα,ββ(t)− g˙βα,αα(t) + 2iλβα,ββ)2
]
, (1.25)
where gαβ,γδ(t) =
∑
iQ
i
αβQ
i
γδgi(t), gi(t) =
∫ t
0 ds
∫ s
0 ds′Ci(s′) and λαβ,γδ =
∑
iQ
i
αβQ
i
γδλi.
Modified Redfield theory (MRT) predicts exciton transfer rates only. This deficiency
of this theory is being addressed via the development of a ‘coherent modified Redfield
theory’ (CMRT) which describes the dynamics of both populations and coherences
in the exciton basis [76].
1.2.2 Förster theory
Förster theory [5, 6] predicts the incoherent hopping of excitation energy between
two sites a and b. Conversely to Redfield theory, it derives from second order per-
turbative expansion in the electronic coupling Vab which is assumed to be weak with
respect to environmental coupling (V  λ). By assuming that the environments
local to each site are independent and in thermal equilibrium, a Fermi golden rule
type expression is obtained which includes a summation over the thermally weighted
initial and final states of the donor and acceptor environments. This expression can
then be recast in terms of the correlation function of the perturbation in the inter-
action picture:
kab = 2pi
∑
i,f
e−βEi∑
k e−βEk
|〈i|V |f〉 |2δ(Ei − Ef ) = 2Re
∫ ∞
0
dt 〈Vab(t)Vba(0)〉B . (1.26)
For the present case of bosonic baths this correlation function can be evaluated by
utilizing a canonical transformation to the polaron frame [47] yielding the expression
in terms of the overlap of the absorption and fluorescence lineshapes of the individual
sites,
kFab =
|Vab|2
2pi
∫ ∞
−∞
dω D¯a(ω)Db(ω) . (1.27)
Expressions for these lineshapes are given in Chapter 5, equations (5.4) and (5.5).
If electronic couplings are reliably calculated within the point dipole-dipole ap-
proximation, the transfer rate between sites separated by r decays as r−6. This is a
key aspect of Förster theory and is used as a measure of distances [77].
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Given transfer rates between every site of a complex, the dynamics of the site
populations Pm can be described as incoherent hopping via the Pauli master equa-
tion,
dPa
dt
=
∑
b
[WabPa(t)−WbaPb(t)] . (1.28)
1.3 Interpolating approaches to quantum dynam-
ics
Biomolecular systems often feature electronic couplings which are of the same order
as the system-bath coupling strengths. In this case a theory is needed which is
valid for the regime between the Förster and Redfield limits of weak electronic and
weak system-bath coupling strengths respectively. Furthermore coupling strengths
may vary considerably within the same complex, therefore requiring a theory which
encapsulates both the Förster and Redfield limits whilst accurately interpolating
between them.
1.3.1 Hierarchical expansion of dynamics
The hierarchical equations of motion (HEOM) technique [78–80] is a popular non-
perturbative method which can yield accurate reduced system dynamics for arbitrary
system-bath coupling strength. A decomposition of the bath correlation function
into an exponential series Cj(t) =
∑K
k cjke
−νjkt, enables the derivative of the influ-
ence function (1.12) (which is required to solve ρS(t) = U(t, ti)ρS(ti)) to be expressed
somewhat compactly in terms of auxiliary influence functionals given by
FFVn [x+, x−] =
∏
jk
[
(−i)
∫ t
ti
ds′
{
Cj(s− s′)Qj[x+(s′)]− C∗j (s− s′)Qj[x−(s′)]
}]njk
× FFV[x+, x−] , (1.29)
corresponding auxiliary operators defined by
∂tρn(t) = −i[HS, ρn(t)] +
∫
Dx±eiS[x
+]∂tF
FV
n [x+, x−]e−iS[x
−] , (1.30)
and n denotes the multi-index {{n10, n11, · · · , n1K}, · · · , {nN0, nK1, · · · , nNK}}. By
definition the auxiliary operator ρ0(t) with multi-index elements njk = 0, for all j, k
corresponds to the reduced system density matrix. For all νjk ∈ R>0 this defines a
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hierarchy of coupled differential equations of the form
∂tρn(t) =− i[HS(t), ρn(t)]−
N∑
j
K∑
k
njkvjkρn(t)
− i
N∑
j
[
Qj,
K∑
k
ρ
n
+
jk
(t)
]
− i
N∑
j
K∑
k
njk
(
cjkQjρn−jk
(t)− c∗jk ρn−jk(t)Qj
)
,
(1.31)
where n±jk refers to the multi-index with element njk changed to njk± 1. Equations
where multi-index elements ∑jk njk = n are referred to as belonging to the n-th tier
of the hierarchy and describe effects up to at least 2n-th order in system-bath cou-
pling. Formally the hierarchy extends to infinity, however for numerical treatment
equations up to a maximum of tier Ntrunc are included. Substituting delta functions
for terms ∝ C(s − s′) in the equations for tiers above Ntrunc invokes a Markovian
approximation for their propagation which can then be accounted for with a single
‘temperature correction’ term added to the evolution of every auxiliary operator in
the tiers below Ntrunc [81]. The equations in (1.31) can be rescaled by a redefini-
tion of auxiliary influence functional or corresponding auxiliary operators [80]. The
rescaling ρ˜n(t) =
(∏
jk njk!
√
|cjkc∗jk¯|
)−1/2
ρn(t) results in the equations
∂tρ˜n(t) = −i[HS(t), ρ˜n(t)]−
∑
jk
njkvjkρ˜n(t)
−∑
j
( ∞∑
k=1
cjk
νjk
−
K∑
k=1
cjk
νjk
)
[Qj, [Qj, ρ˜n(t)]]
− i∑
jk
√
(njk + 1)
√
|cjkc∗ik¯|
[
Qj, ρ˜n+jk
(t)
]
− i∑
jk
√
njk/
√
|cjkc∗jk¯|
(
cjkQj ρ˜n−jk
(t)− c∗jk¯ ρ˜n−jk(t)Qj
)
. (1.32)
which are now extended to the case of complex νjk appearing in complex-conjugate
pairs in Cj(t). Here cik¯ labels the coefficient of the corresponding term with complex-
conjugate exponent. This enables the treatment of a correlation function composed
of both CBO(t) and CD(t) forms, namely if ck = cBO± , then ck¯ = cBO∓ and cDk¯ = c
D
k .
The scaling ensures that the magnitude of auxiliary operators decays to zero for high
hierarchical orders. This enables the system of equations to be propagated with an
adaptive time-step algorithm which expedites calculations and may also reduce the
tier at which the hierarchy can be truncated for results to particular level of conver-
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gence [82]. Additional speed-up can be achieved with parallelization by assigning
the propagation of groups of auxiliary operators to available processors. This par-
titioning must be done so as to minimize communication costs after each time-step
[83]. The large number of processors available on modern graphics processing units
has allowed calculations to be accelerated by factors of up to ×458 [84]. It should be
noted that the number of auxiliary operators contained within a hierarchy truncated
at tier N, for an N -site system with Matsubara series truncated at the K-th term
is given by (N+N(K+1))!
N!(N(K+1))! and that therefore computational and memory requirements
scale drastically with increasing system size.
1.3.2 Other approaches
The model of Haken and Strobl [85] phenomenologically captures the transition
from coherent to incoherent system dynamics. The dynamics of the environment
are assumed to be infinitely fast (Markovian) and modelled as a classical noise
process which induces Gaussian fluctuations of site energies. In the infinite tem-
perature limit this corresponds to pure dephasing in the site basis as described by
ρ˙ab(t) =
∑
cd {−i(Hacδdb − δcaHbd)− γ(1− δab)δcaδdb} ρcd which can be solved ex-
actly and predicts the exponential decay of initial system coherences. Note that
due to the infinite temperature assumption this model incorrectly results in equally
populated final states.
Polaron representation master equations [86, 87] represent a modified pertur-
bative approach which can quantitatively capture the transition from coherent to
incoherent dynamics. Since they are perturbative with respect to a redefined system-
environment interaction in the polaron frame, the corresponding lab frame dynamics
can be accurate where conventional perturbative approaches fail. Importantly the
theory is also accurate in the Förster and Redfield limits. More recently a related
variational approach which attempts to use an optimal amount of polaron transfor-
mation has been applied to energy transfer [88].
The influence of an environment of independent oscillators which interacts lin-
early with a system has alternative representations [89, 90]. Given an arbitary
spectral density, it is possible to contruct one-dimensional chains of interacting os-
cillators (effective modes) which describe the same system dynamics [91–95]. These
effective mode chain representations have been used in conjunction with the multi-
configurational time-dependent Hartree approach (MCTDH) [96] to describe excited
state dynamics at conical interactions [92]. The theory of orthogonal polynomials
has provided an exact mapping [94] to these chain systems and due to short range
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interactions, the transformed problem is amenable to efficient simulation [93] with
the time dependent density matrix renormalization group (t-DMRG) technique [97].
This numerical method has been well developed and is widely used for example in the
study of spin chain dynamics [98]. The application of this approach has been dubbed
the Time Evolving Density with Orthogonal Polynomial Algorithm (TEDOPA) and
has been successfully applied in biological systems at room temperatures [67].
The iterative quasi-adiabatic propagator path integral (QUAPI) scheme [99–101]
is numerically exact, but the computational effort scales very unfavourable with
system size. This is a general characteristic of non-perturbative techniques.
1.4 Quantum traits in electronic and vibrational
dynamics
1.4.1 Quantum coherence
Since the Schrödinger equation has the form of a wave equation, physical solutions
obey the superposition principle. The density matrix description of the coherent
superposition such as |ψ〉 = a |φ1〉 + b |φ2〉, has off-diagonal elements a∗b in the
{|φ1〉 , |φ2〉} basis. These terms are referred to as quantum coherences and the fixed
phase relation between elements of superpositions like this is at the root of quantum
interference effects (quantum beats).
The interaction of an open system with its environment causes these phases be
destroyed as the environment ‘measures’ the state of the system. The process by
which this information is lost (becomes inaccessible correlations between system and
environment) is known as decoherence. The process of decoherence causes the decay
of off-diagonal density matrix elements causing the state to become diagonal a basis
determined by the interaction with the environment. Thus, once all accessible quan-
tum correlations in a state have been destroyed by interaction with an environment,
a state can be described as a classical statistical mixture.
In a noisy environment such as that of a biomolecular system at room tempera-
tures, quantum coherences would be expected to decay rapidly. Nevertheless, laser
induced coherences can persist on the timescale of energy transfer events. The initial
observation of long-lived quantum coherences in the Fenna-Matthews-Olsen (FMO)
complex led to speculation that coherences are utilized in a quantum search algo-
rithm for the most efficient path to an exit site [10]. No such mechanism has yet to
be substantiated, but this conjecture triggered a fascination with the role of quan-
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tum coherence in photosynthetic systems and has inspired the design of ‘biomimetic’
devices which claim to utilize coherence [102–104]. Quantum process tomography
[105] of dynamics in light harvesting systems has been proposed [106] and performed
in nanotubular aggregates [107]. This approach allows a more stringent assessment
of the coherence in the evolution than the direct interpretation of spectroscopic sig-
nals. The introduction of ref. 108 outlines the current status of assessing coherence
in a particular physical evolution. It should be noted that relevance in-vivo, of the
experimentally observed long-lived quantum coherences is a matter of some strong
debate [109–111]. Quantum coherence is also intimately related to entanglement, a
quintessentially quantum phenomena. Numerous studies have quantified coherence
in biomolecular systems using the concept of entanglement [112–115].
1.4.2 Exciton delocalization
The clustering of chromophores observed in light harvesting systems means that the
resulting electronic coupling leads to delocalized (excitonic) states |α〉 = ∑iCαi |i〉.
The extent of delocalization can be characterized by many measures [116–118], and
is a crucial quantity in determining energy transfer dynamics. The participation
[119] PRα =
∑
i |Cαi |4, is a quantity often used to indicate of the number of chro-
mophores which participate in a given excitonic state and its inverse is considered
a measure of ‘delocalization length’. If a state |α〉 = ∑Ni Cαi |i〉 is completely delo-
calized, Cαi = 1/
√
N and therefore (PRα)−1 = N . For an exciton entirely localized
on one chromophore |α〉 = |i〉 and therefore (PRα)−1 = 1.
For weak interactions with an environment, the reduced system dynamics are
closer to the regime of fully coherent dynamics. Within Redfield and modified
Redfield theories, the influence of delocalization appears explicitly, wherein the par-
ticipation ratio determines that exciton states which shared more chromophores ex-
perience a reduced rate of pure dephasing. When interaction with the environment
is strong, such as within the limits of Förster theory, dynamics can be described
as an incoherent hopping between localized states of the chromophores and thus
delocalization plays no role. Between these limits an initially delocalized excitation
undergoes a process of dynamical localization which can be captured within the
hierarchical expansion of reduced system dynamics.
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1.4.3 Quasiprobabilities
The field of quantum optics has developed a solid framework to quantify the quantum
properties of bosonic fields [120]. It therefore provides excellent conceptual and
quantitative tools to investigate non-classicality of harmonic vibrational degrees of
freedom.
From the perspective of quantum optics, quantum behaviour with no classical
counterpart, i.e. non-classicality, arises if the state of the system of interest cannot
be expressed as a statistical mixture of coherent states defining a valid probability
measure [121]. This then leads to non-positive values of s-parametrised phase-space
quasiprobability distributions [122]
W (α, s) = 1
pi2
∫ ∞
−∞
d2ξ χ(ξ, s)eαξ∗−α∗ξ , (1.33)
defined as the Fourier transform of s-ordered characteristic functions χ(ξ, s) =
Tr
[
ρeξ
∗b†−ξbes|ξ
2|/2
]
of the bosonic quantum state. The characteristic function χ(ξ, s)
generates expectation values of s-ordered combinations of b† and b through
〈b†mbn〉s = ∂
m
∂mξ
∂n
∂nξ∗
χ(ξ, s)
∣∣∣∣∣
ξ=0
. (1.34)
Normal order is given by s = 1, anti-normal order by s = −1 and s = 0 results in
symmetrized expectation values. These quasiprobability distributions are in general
not well behaved like classical probability distributions, for example they may take
negative values or be highly singular (more so than a delta function). Special cases
s = 1 corresponds to the Glauber-Sudarshan P -representation, s = 0 the Wigner
representation and s = −1 the Hussimi Q-representation. Of this family, only the
P -representation displays negative or highly singular regions for every non-classical
state. The Q-representation is always positive while the Wigner distribution can be
positive for non-classical states (e.g. a squeezed state).
However, highly singular behaviour of W (α, 1) = P (α) can make its charac-
terisation challenging both theoretically and experimentally. To overcome this, a
verification of the non-classicality of a quantum state can be achieved by construct-
ing a regularised distribution [123, 124]
Pw(α) =
1
pi2
∫
d2ξ χ(ξ)Ωw(ξ)eαξ
∗−α∗ξ . (1.35)
A filter Ωw(ξ) is applied to the quantum characteristic function which satisfies the
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following three conditions
C1 Ωw(ξ)e|ξ|
2/2 is integrable for all positive w.
C2 Ωw(ξ) has non-negative Fourier transform.
C3 Ωw(0) = 1 and limw→∞ = 1 for all ξ.
Negativities in the resulting regularised distribution for a particular filter width w are
a necessary and sufficient condition of quantum behaviour with no classical analogue
[123]. The filter Ωs(ξ) = e(s−1)|ξ|
2/2 recovers the s-parametrised quasiprobabilities of
equation (1.33) but for s ≥ 1 condition C1 is not satisfied. Hence quasiprobability
distributions with s > 0 can be positive for non-classical states. Sampling χ(ξ) only
in a region |ξ| < w/2 is equivalent to applying a rectangular non-classicality filter
Ωw(ξ) = rect(ξ/w) with rect(x) = 1 for |x| < 1 and rect(x) = 0 elsewhere. The
Fourier transform of the rectangular function is sinc function which demonstrates
that this filter violates condition C2. Within this thesis, we employ a simple a two-
dimensional triangular filter, Ωw(ξ′ + iξ′′) = tri(ξ′/w)tri(ξ′′/w) with tri(x) = 1− |x|
for |x| < 1 and tri(x) = 0 otherwise. If the state ρ is expanded in the Fock basis up
to level M , the filtered quasi-probability can be calculated from
Pw(α) =
1
pi2
M∑
m,n
ρmn
(∫ ∫
dξrdξi Dnm(ξ)e|ξ|
2/2Ωw(ξ)e−2i(αrξi−αiξr)
)
(1.36)
where ρmn = 〈m|ρ |n〉, the integrals can be efficiently computed by discrete Fourier
transform and elements of the displacement operator in the Fock basis Dnm(ξ) =
〈n|eξb†−ξ∗b |m〉 are given by
Dmn(α) =

√
n!
m!(α)
m−ne−|α|
2/2Lm−nn (|α|2) m ≥ n√
m!
n! (−α∗)n−me−|α|
2/2Ln−mm (|α|2) n ≥ m ,
(1.37)
where Lmn (x) are the generalized Laguerre polynomials.
1.4.4 Non-classical statistics
Signatures of non-classicality can be observed in the fluctuations of the bosonic
field. For a single-mode, negative values of the Mandel’s Q-parameter [125] are a
signature of non-classical behaviour and guarantee a non-positive P-representation.
The Mandel Q-parameter characterises the departure of the occupation number
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distribution Pn = Tr [|n〉 〈n|ρ] from Poissonian statistics through the inequality
Q = 〈n
2〉 − 〈n〉2
〈n〉 − 1 < 0 (1.38)
where 〈nm〉 denotes the m-th moment of the bosonic number operator n. Vanishing
Q indicates Poissonian number statistics where the mean of n equals its variance,
as is characteristic of classical wave-like behaviour i.e. a coherent state of light.
For a chaotic thermal state one finds that Q = 〈n〉 > 0 indicating that particles are
‘bunched’. A Fock state is characterised by Q < 0 indicating that particle occupation
is restricted to a particular level.
Characterising the full phonon number distribution function Pn is not necessary
to verify the non-classicality of vibrational modes. Inequalities involving occupation
probabilities of nearest number states can similarly witness non-classical occupation
fluctuations [126]. Modulations of adjacent phonon number occupation as quantified
by negative Bn = (n+1)Pn−1Pn+1−nPn2, a criteria introduced by Klyshko [126], also
guarantees negative regions of a quasi-probability distribution and is a potentially
an experimentally accessible quantity.
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Non-classicality of molecular
vibrations
Advancing the debate on quantum effects in light-initiated reactions in biology re-
quires clear identification of non-classical features that these processes can exhibit
and utilise. Here it is shown that in prototype dimers present in a variety of pho-
tosynthetic antennae, efficient vibration-assisted energy transfer in the subpicosec-
ond timescale and at room temperature can manifest and benefit from non-classical
fluctuations of collective pigment motions. Non-classicality of initially thermalised
vibrations is induced via coherent exciton-vibration interactions and is unambigu-
ously indicated by negativities in the phase-space quasi-probability distribution of the
effective collective mode coupled to the electronic dynamics. These quantum effects
can be prompted upon incoherent input of excitation. The results therefore suggest
that investigation of the non-classical properties of vibrational motions assisting ex-
citation and charge transport, photoreception and chemical sensing processes could
be a touchstone for revealing a role for non-trivial quantum phenomena in biology.
The experimental demonstration of oscillatory electronic dynamics in light-har-
vesting complexes [10, 12–15] has triggered wide-spread interest in uncovering quan-
tum phenomena that may impact the function of the molecular components of living
organisms. In general, however, oscillatory patterns in dynamics is not sufficient ar-
gument to rule out classical descriptions of the same behaviour. Indeed, recent
works have discussed how classical coherence models can predict electronic coher-
ence beating [127, 128]. Therefore, an important challenge for the growing field of
quantum effects in biomolecules is to clearly identify which quantum features with
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no classical counterpart may manifest in these systems and how they may influence
the process of interest.
The question of non-classicality of the dynamics of electronic excitations in light-
harvesting systems has been addressed by investigating Leggett-Garg inequalities
[129]. This work concludes that, under Markovian evolution, temporal correlations
of individual pigments observables should violate classical bounds, and in conse-
quence certain classical theories are unsuitable to describe electronic dynamics.
Other works have investigated the quantumness of the electronic degrees of free-
dom [112–115, 130]. Despite these efforts, it is still far from understood which
non-classical phenomena are directly correlated with efficient energy distribution in
a prototype light-harvesting system.
What is clear is that exciton energy transport depends not only on the topology of
electronic couplings among pigments but is critically determined by exciton-phonon
interactions: molecular motions [45] and environmental fluctuations [45, 131, 132]
drive efficient transport processes in light-harvesting antennae. In fact, it is well
known that exciton-phonon interactions in these complexes have a rich structure as
a function of energy and generally include coupling to both continuous and discrete
modes associated to low-energy solvated protein fluctuations and under-damped
intramolecular vibrations, respectively [45]. Moreover, evidence is mounting that
the interaction between excitons and under-damped vibrations whose energies com-
mensurate exciton splittings may be at the heart of the coherence beating probed in
two-dimensional photon echo spectroscopy [37, 67, 133–137]. Although some insights
into the importance of such resonances can be gained from Förster theory [7], the
wider implications for optimal spatio-temporal distribution of energy [37, 138, 139],
for modulation of exciton coherences [37, 67, 135, 136] and for collective pigment
motion dynamics [137] have just recently started to be clarified.
The current state of the debate then suggests that a conceptual advance in
understanding non-trivial quantum phenomena assisting electronic transport could
emerge precisely from investigating non-classical features of the molecular motions
and phonon environments that play such a key role. Techniques able to manipulate
vibrational states [140, 141] and probe their quantum properties [142, 143] may
indeed provide the experimental platform to address this issue.
In this chapter this question is investigated in a prototype dimer ubiquitous in
light-harvesting antennae of cyanobacteria [144], cryptophyte algae [145, 146] and
higher plants [147–149] and show that commensurate energies of exciton splitting
and under-damped high-energy vibrations allows exciton-vibration dynamics to in-
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duce and harness non-classical fluctuations of collective pigment motions for efficient
energy transfer. Negative values of the Mandel Q-parameter [125] indicating sub-
Poissonian phonon occupation fluctuations and, correspondingly, negative regions
in a regularised quasi-probability P distribution in phase space [123, 124], unam-
biguously preclude any classical description of such fluctuations or its correlations
with transport. Our results show a potential functional relevance of non-classicality
of molecular fluctuations for exciton transport and therefore provide a framework to
investigate similar non-trivial quantum phenomena in the large variety of biomolec-
ular transport [150, 151], photoreception [152] and chemical sensing processes [153–
155] that are known (or hypothesised) to be assisted by unequilibrated vibrational
motion.
2.1 Prototype dimers and collective vibrations
b
Figure 2.1: (a) The energy levels of the exciton-collective mode states used to
describe energy transfer |X,n〉. The dashed blue arrows denote vibrational dynamics
on the same exciton state while the green arrows denote exciton population (energy)
transfer from |X, 0〉 to |Y, 1〉. (b) Quantum coherent dynamics of the PEB50 dimer
in PE545 illustrating population of the lowest exciton ρY Y (t) (thick blue curve) and
the inter-exciton coherence in the ground-state of the collective mode |ρX0−Y 0(t)|
(thin red curve).
In this chapter we focus on a prototype dimer where each chromophore is strongly
coupled to a quantized vibrational mode of frequency ωvib which is much larger
than the thermal energy scale KBT . If the vibration frequency and electronic-
vibration coupling strength g are identical at each site, it is convenient to consider
a representation of excited states of the sites as a two level system σz = (σ+2 σ−2 −
σ+1 σ
−
1 ). We also introduce new operators b†± = (b†1 ± b†2)/
√
2 and b± = (b1 ± b2)/
√
2
corresponding to centre of mass and relative displacement coordinates of the modes.
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The Hamiltonian for the exciton-vibration dimer then reads as
Hex-vib =
∆
2 σz + V σx + ωvibb
†
−b− −
g√
2
σz(b†− + b−) , (2.1)
with ∆ = 1−2 and dependence on the centre of mass mode dropped as it does not
couple to the electronic system. Tiwary and co-authors [137] pointed out that two-
dimensional spectroscopy can probe the involvement of these anti-correlated, relative
displacement motions in electronic dynamics. From now on and for simplicity we
denominate this relative displacement mode as the collective mode.
For a dimer, the delocalised electronic (excitonic) eigenstates |X〉 and |Y 〉 are
symmetric and anti-symmetric linear combinations of the localised excited states|X〉
|Y 〉
 =
 cos θ sin θ
− sin θ cos θ
|1〉
|2〉
 (2.2)
with mixing angle θ = 1/2 arctan(2|V |/∆) (0 < θ < pi/4) and energy difference
∆E =
√
∆2 + 4V 2. Expanded into the basis of exciton-vibration states |X,n〉 =
σ+X ⊗ (b†−)n/
√
n! |0, 0〉, the full exciton-vibration Hamiltonian reads
Hex-vib =

∆E
2 −g cos 2θ√2 0 0 g sin 2θ√2 0
−g cos 2θ√2 ∆E2 + ωvib −g cos 2θ . . . g sin 2θ√2 0 g sin 2θ
0 −g cos 2θ ∆E2 + 2ωvib 0 g sin 2θ 0... . . . ...
0 g sin 2θ√2 0 −∆E2 g cos 2θ√2 0
g sin 2θ√
2 0 g sin 2θ . . .
g cos 2θ√
2 −∆E2 + ωvib g cos 2θ
0 g sin 2θ 0 0 g cos 2θ −∆E2 + 2ωvib

.
(2.3)
The couplings g cos(2θ)
√
(n+ 1)/2 are responsible for transitions between vibra-
tional states with the same excitonic state: |X,n〉 to |X,n+ 1〉, whereas the cou-
plings g sin(2θ)
√
(n+ 1)/2 cause transitions between states |X,n〉 to |Y, n+ 1〉 -
denoted by blue dashed and solid green arrows respectively in Figure 2.1 a.
We are interested in dimers that satisfy ∆E ∼ ωvib > g > V where the effects
of under-damped high-energy vibrational motions are expected to be most impor-
tant [37, 144, 149]. Several natural light-harvesting antennae include pairs of chro-
mophores that clearly fall in this regime. Two important examples of such dimers
are illustrated in Figure 2.2 and correspond to the central PEB50c-PEB50d dimer
in the cryptophyte antennae PE545 [146] and a Chlb601-Chla602 pair in the LHCII
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b604/a606
b601/a602
b609/a603
a b
Figure 2.2: (a) Representation of the pigments and protein environment of a phyco-
erythrin 545 (PE545) antenna complex from Cryptophyte Rhodomonas CS24 (Pro-
tein Data Bank ID code 1XG0 (ref. 145)). The central phycoeritrobilin (PEB) dimer
pigments PEB50c and PEB50d are highlighted red and green respectively. (b) Rep-
resentation of the light harvesting complex II (LHCII) present in higher plants. In
this case Spinacia oleracea (Protein Data Bank ID code 1RWT (ref. 147)). Several
pairs of close Chlb-Chla (red-green) chlorophylls are highlighted. Scale bar: 1 nm.
complex of higher plants [149]; both corresponding to systems which have exhibited
coherence beating in two-dimensional spectroscopy [12, 13, 156]. For the PEB50
dimer from PE545, ∆ε = 1042 cm−1 and V = 92cm−1 such that ∆E = 1058.2 cm−1
being quasiresonant with an intramolecular mode of frequency ωvib = 1111 cm−1.
The strength of linear coupling to this mode is g = ωvib
√
0.0578 = 267.1 cm−1.
Parameters have been obtained from [145, 146]. The Chl(b601)-Chl(a602) pair from
LHCII has electronic parameters [157] ε(b601) = 15764 cm−1, ε(a602) = 15103 cm−1,
V = −47.1 cm−1 and resulting ∆E = 667.7 cm−1. A vibrational mode of frequency
ωvib = 742.0 cm−1 is close to this energy gap and each chromophore couples to this
mode with strength g = ωvib
√
0.03942 = 147.3 cm−1, as obtained from [149].
Importantly, in each of these systems, the dimer considered contributes to an
dominant energy transfer pathway towards exit sites [12, 146] suggesting that the
the phenomena we discuss will have an effect in the performance of the whole com-
plex. Moreover, synthetic versions of such prototype dimers could be available [158].
Most remarkably, LHCII is likely the most abundant light-harvesting complex on
Earth [148], while cryptophyte antennae like PE545 are ecologically important as
they support photosynthesis under extreme low-light conditions [159, 160]. From
this perspective, the dimers of interest are exceptionally relevant biomolecular pro-
totypes. Spectroscopy studies indicate that these dimers are subject to a structured
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exciton-phonon interaction as considered in our model. For the PEB50 dimer, the
intramolecular mode of interest has frequency around 1111 cm−1 [146] which com-
pares with the frequency of the breathing mode of the tetrapyrrole [161] (Carles
Curutchet, personal communication). In the case of Chlb−a pair it has been shown
that a mode around 750 cm−1 is coupled to the electronic dynamics [149] and this
energy is close to the frequency of in-plane deformations of the pyrrole [162]. Fur-
thermore, vibrational dephasing in chromophores [163] and in other systems such as
photoreceptors [164] is known to be of the order of picoseconds. Some aspects of the
influence of non-equilibrium vibrational motion in these specific dimers have been
considered before [37, 165], but none of these works have addressed the question of
interest: can vibration-assisted transport exploit quantum phenomena that has no
classical analogue?
2.2 Non-classicality via coherent exciton-vibrational
dynamics
We first consider the quantum coherent dynamics of the exciton-vibration dimer in
the absence of a thermal background to illustrate how non-classical behaviour of
the collective motion emerges out of an initial thermal phonon distribution and an
excitonic state with no initial superpositions: ρ(t0) = |X〉 〈X| ⊗ %thvib which writ-
ten in the basis of exciton-vibration states of the form |X,n〉 becomes ρ(t0) =∑
n P
th
n |X,n〉 〈X,n|. Here n denotes the phonon occupation number of the relative
displacement mode coupled to exciton dynamics while P thn denotes the thermal oc-
cupation of such level. For the purposes of calculations, the Fock space of vibration
is truncated at level n = 9, which results in converged dynamics of the exciton-
vibration systems considered here. The observables of interest are the population
of the lowest excitonic state ρY Y (t) =
∑
n〈Y, n|ρ(t)|Y, n〉, the absolute value of the
coherence ρX0−Y 0(t) = 〈X, 0|ρ(t)|Y, 0〉 which denotes the inter-exciton coherence in
the ground-state of the collective vibrational mode, and the non-classicality given
by negative values Q(t) and corresponding negativities in the regularised quasi-
probability distribution Pw(α). Hamiltonian evolution generates coherent transi-
tions from states |X,n〉 to |Y, n + 1〉 with a rate f that depends on the exciton
delocalisation (|V |/∆), the coupling to the mode g, and the phonon occupation n
i.e. f ' g(2|V |/∆)
√
(n+ 1)/2. Since ωvib  KBT the ground state of the collec-
tive mode is largely populated, such that the Hamiltonian evolution of the initial
state is dominated by the evolution of the state |X, 0〉. This implies that the ener-
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getically close exciton-vibration state |Y, 1〉 becomes coherently populated at a rate
f ' g(2|V |/∆), leading to the oscillatory pattern observed in the probability of
occupation ρY Y (t) as illustrated in Fig. 2.1b.
The low-frequency oscillations of the dynamics of ρY Y (t) cannot be assigned to
the exciton or the vibrational degrees of freedom alone as expected from quantum-
coherent evolution of the exciton-plus-effective mode system. For instance, if the
mode occupation is restricted to at most n = 1, the period of the amplitude of
ρY Y (t) is approximately given by the inverse of
1
2
√(∆E − α)2 + 2g24V 2
α∆E − (∆E + α)
 , (2.4)
with α2 = 2g2 + ω2vib and (2g24V 2/α2∆E2)  1. Further analytic expressions for
the dynamics of an exciton-vibration dimer which are valid in the current regime of
interest are derived in [166, 166]. Coherent exciton population transfer is accompa-
nied by beating of the inter-exciton coherence |ρX0−Y 0(t)| with the main amplitude
modulated by the same low-frequency oscillations of ρY Y (t) and a superimposed fast
oscillatory component of frequency close to ωvib (see Fig. 2.1b). This fast driving
component arises from local oscillatory displacements: when V ' 0 the time evolu-
tion of each local mode is determined by the displacement operator with amplitude
α(t) = g(1− exp(−iωvibt))/ωvib [167].
As the state |Y, 1〉 is coherently populated, the collective quantised mode is
driven out of equilibrium towards a non-classical state in which selective occupation
of the first vibrational level takes place thereby modulating occupation of higher
levels. This manifests itself in sub-Poissonian phonon statistics as indicated by neg-
ative values of Q(t) shown in Fig. 2.3a. Similar phenomena have been described
in the context of electron transport in a nanoelectromechanical system [168, 169].
Moreover, Fig. 2.3b shows that at times when Q(t) is negative i.e. t = 0.2 ps
the regularized quasiprobability distribution Pw(α) at this time exhibits negativ-
ities thereby ruling out any classical description of the same phenomena. Inter-
estingly, the non-classical properties of the collective vibrational motion resemble
non-classicality of bosonic thermal states (completely incoherent states) that are
excited by a single quanta [124, 170]. Importantly, such non-classical behaviour of
the vibrational motion arises only when the electronic interaction between pigments
is finite. For comparison, Fig. 2.3c shows that if V = 0, an electronic excitation
drives the local under-damped vibration towards a thermal displaced state with
super-Poissonian statistics (Q(t) > 0) which has an associated positive probability
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distribution in phase space as illustrated in Fig. 2.3d. In short, non-classicality of
the collective mode quasi-resonant with the excitonic transition arises through the
transient formation of exciton-vibration states.
Figure 2.3: (a) Mandel Q-parameter of the relative displacement mode of the con-
sidered PEB50 dimer from PE545 when a biological electronic coupling is consid-
ered. Shaded regions denote times of non-classicality. (b) The associated regularised
quasiprobability distribution Pw(α) at t = 0.2 ps. Shaded regions denote areas of
negative probability. (c) Mandel Q-parameter of the intramolecular high-energy
vibration when dipole coupling is zero and (d) the associated regularised quasiprob-
ability distributions Pw(α) at t = 0.2 ps.
2.3 Dynamics under thermal relaxation
We now investigate the dynamics of the exciton-vibration dimer when each local elec-
tronic excitation additionally interacts with a low-energy thermal bath described by
a continuous distribution of harmonic modes. The strength of this interaction is
described by a Drude–Lorentz spectral density JD(ω), with associated reorganisa-
tion energy λ and cut-off frequency Ωc < KBT . The dynamics of the full exciton-
vibration system are computed exactly using the HEOM approach described in
section 1.3.1. We consider the exciton and vibration parameters of the PEB50 dimer
and investigate the trends as functions of the reorganisation energy. As expected,
the interplay between vibration-activated dynamics and thermal fluctuations leads
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to two distinct regimes of energy transport as a function of λ. For our consid-
eration of weak electronic coupling, the coherent transport regime is determined
approximately by
√
λΩc ≤ 2g|V |/∆. Population of the low-lying exciton state is
dominated by coherent transitions between exciton-collective mode states and the
rapid, non-exponential growth of ρY Y (t) in this regime can be traced back to co-
herent evolution from |X, 0〉 to |Y, 1〉. At longer time scales thermal fluctuations
induce incoherent transitions from |X, 0〉 to |Y, 0〉 with a rate proportional to √λΩc,
thereby stabilising population of ρY Y (t) to a particular value as can be seen in Fig.
2.4d. This behaviour is illustrative of what is expected in the dimer Chlb−a for
which λ = 37 cm−1 as obtained from ref. 149. To confirm this we have computed
the exciton-vibration dynamics with parameters of the Chlb−a dimer, the results of
which are shown in Fig. 2.A.1. In contrast, for
√
λΩc > 2g|V |/∆ population trans-
fer to ρY Y (t) is incoherent. For the PEB50 dimer λ ∼ 110cm−1 which places this
dimer in this incoherent regime where ρY Y (t) has a slow but continuous exponential
rise reflecting the fact that thermal fluctuations inducing transitions from |X,n〉 to
|Y, n〉 now have a large contribution to exciton transport. However, even in this
regime, transfer to ρY Y (t) is always more efficient with the quasi-resonant mode
than in the situations where only thermal-bath induced transitions are considered
(see dashed lines in Fig. 2.4a-c). The underlying reason is that before vibrational
relaxation takes place (around t = 1 ps), the system is transiently evolving towards
a thermal configuration of exciton-collective mode states. Hence, in both coher-
ent and incoherent population transfer regimes transfer to the lowest exciton state
involves a transient, selective population of first vibrational level of the collective
mode.
For completeness, we present in Fig. 2.4d, e and f how the beating patterns of
the coherence ρX0−Y 0(t) reveal the structured nature of the exciton-phonon inter-
action and witnesses whether there is coherent exciton-vibration evolution as it has
been pointed out by recent studies [67, 136]. The frequency components of such
oscillatory exciton coherences vary depending of the coupling to the thermal bath.
In the coherent regime, as ρX0−Y 0(t) follows exciton populations, the main ampli-
tude is modulated by the same relevant energy difference between exciton-vibration
states (see Fig. 2.4b and e). This behaviour is relevant for the parameter regime of
the Chlb−a dimer (see Fig 2.A.1). In contrast, for the PEB50 dimer, the short-time
oscillations of ρX0−Y 0(t) (between t = 0 and t = 0.1ps) arise from purely electronic
correlations due to bath-induced renormalization of the electronic Hamiltonian [171].
This exciton coherence retains the superimposed driving at a frequency ωvib and is
34
CHAPTER 2
Figure 2.4: (a-c) The dynamics of ρY Y (t) with (thick blue curve) and without
(dashed curve) coupling to vibration and (d-f) |ρX0,Y 0(t)| for the exciton-vibration
parameters of the PEB50 dimer with three interaction strengths to the low-energy
thermal bath, left to right λ = 6 cm−1, λ = 35 cm−1 and λ = 110 cm−1.
accompanied by non-classicality as it will be described shortly, indicating that vibra-
tional motion is still out of thermal equilibrium. The dynamical features presented
in Fig. 2.4c and f agree with previous findings based on a perturbative approach [37]
and with the time-scales of the exciton coherence beating reported for cryptophyte
algae [13, 134]. The transition from coherent to incoherent exciton population dy-
namics is then marked by the onset of energy dissipation of the exciton-vibration
system as shown in Fig. 2.5a, b and c where E(t) = Tr{Hex-vibρ(t)} has been de-
picted for different values of λ. While exciton population growth is non-exponential,
energy dissipation into the thermal bath is transiently prevented as indicated by pe-
riods of positive slope of E(t) as happens in Fig. 2.4c and 2.4f. Quantification of the
energy that is transiently “extracted" from the low-energy thermal bath can provide
an interesting physical interpretation of the advantages of non-exponential exciton
transfer in the framework of non-equilibrium thermodynamics [172]. This is further
explored in Chapter 4.
2.3.1 Non-classicality
Interaction with the thermal environment would eventually lead to the emergence
of classicality at long times. However, in the picosecond time scale of interest, the
collective mode exhibits periods of non-classicality across a wide range of thermal
bath couplings λ as indicated by sub-Possonian fluctuations with Q(t) < 0 in Figure
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cba
Figure 2.5: (a-c) The energy of the exciton vibration system E(t) =
Tr{Hex-vib}ρ(t)} Initial energy E(0), displayed as dashed line and times where
E(t) > E(0) are shaded.
2.6a-c and the corresponding negativities in the distributions Pw(α) shown in Figure
2.6d-f. This survival of non-classicality is concomitant with a slow decay of the
exciton-vibration coherence ρX0,Y 1(t) as displayed in Figure 2.7.
Non-classical behaviour of collective fluctuations are then expected for the pa-
rameters of both the PEB50 dimer for which λ = 110 cm−1 and the Chlb−a dimer for
which λ = 37 cm−1. The non-classical fluctuations predicted by Q(t) also agree with
the non-classicality witnessed by the Klyshko parameter as displayed in Figure. 2.8.
The selective population of the n = 1 level of the relative displacement vibrational
mode results in non-classical modulations of the nearest-neighbour populations and
thus B1 = 2P (0)P (2)− P (1)2 displays negative regions.
Figure 2.6: (a-c) Dynamics of the Mandel Q-parameter for λ = 6, 35, 110 cm−1
respectively. Shaded regions denote times of non-classicality. (d-f) Regularised
distribution Pw(α) at t = 0.2 ps for each corresponding value of λ. Shaded regions
denote areas of negative probability.
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Figure 2.7: Exciton-vibration coherence ρX0,Y 1
As expected, the maximum non-classicality indicated by the most negative value
of Q(t) decreases for larger reorganisation energies. Nonetheless, the time average of
these non-classicality is not a monotonic function of λ. For moderate values of λ, the
collective mode spends longer periods in states with non-classical fluctuations i.e.
periods for which Q(t) < 0 as seen in Fig. 2.6b thereby stabilising non-classicality at
a particular level. This sub-picosecond stabilisation of non-classicality is expected
in the regime of the Chlb−a dimers as illustrated Fig. 2.A.1.
Figure 2.8: Klyshko criterion B1 displays negative periods
2.4 The functional role of non-classicality
Non-classical fluctuations of collective motions correlate with exciton population
transfer. In order to demonstrate this, we investigate quantitative relations between
non-classicality and exciton energy transport by considering relevant integrated av-
erages in the time scale of the Hamiltonian evolution of the exciton-vibration system
denoted by τ . For the parameters of the PEB50, this time scale is about half a pi-
cosecond and is comparable to the time scale in which excitation energy would be
distributed away to other chromophores or to a trapping state. The time integrated
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Figure 2.9: P5.0(α) at t = 0.2 ps using a triangular non-classicality filter. (a) with
V = 0, (b) λ = 0 cm−1, (c) λ = 35 cm−1and (d) λ = 110 cm−1
averages over τ are defined as:
〈F [ρ(t)]〉τ = 1
τ
∫ τ
0
dt F [ρ(t)] , (2.5)
where F [ρ(t)] corresponds to the exciton population ρY Y (t) and the non-classicality
of the under-damped collective mode through periods of sub-Poissonian statistics
Q(t)Θ[−Q(t)] as functions of the coupling to the bath λ. As shown in Fig. 2.10 the
average exciton population and non-classicality follow a similar non-monotonic trend
as a function of the coupling to the thermal bath, indicating a direct quantitative
relation between efficient energy transfer in the time scale τ and the degree of non-
classicality. The appearance of a maximal point in the average non-classicality as a
function of the system-bath coupling indicates that the average quantum response
of the collective anti-correlated motion to the impulsive electronic excitation, is
optimal for a small amount of thermal noise.
38
CHAPTER 2
ρYY τ
Q<0 τ
0 20 40 60 80 100
0.0
0.1
0.2
0.3
0.4
λ (cm-1)
ρYY τ
Q<0 τ
0 20 40 60 80 100
0.0
0.1
0.2
0.3
0.4
λ (cm-1)
⟨    ⟩
⟨    ⟩
⟨    ⟩
a b
⟨    ⟩
Figure 2.10: Time integrated averages of exciton population ρY Y (t) and non-
classicality as quantified by Q(t)Θ[−Q(t)] (blue and green respectively) as func-
tions of coupling to the thermal background by fixing environment cut-off frequency
Ωc = 100 cm−1 and varying reorganization energy λ with exciton-vibration parame-
ters corresponding to the PEB50 dimer. (a) ωvib = 1111 cm−1(b) ωvib = 1520 cm−1
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Figure 2.11: Time averages of excitonic coherences
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2.5 Concluding remarks and outlook
The prototype exciton-vibration dimers here investigated are representative of interband-
like transfer pathways present in the majority of light-harvesting complexes. For
instance in the LHCII complex, the considered dimer contributes to the fastest
component of the Chlb → Chla inter-band transfer pathway that directs excitation
energy towards exit sites [157]. The demonstration that non-classicality is con-
comitant with efficient vibration-assisted transfer in these dimers therefore suggests
that non-classical phenomena will have a contribution to the efficiency of the whole
complex. A rigorous quantitative estimation of such contribution requires both a
careful extension of our formalism to quantify these features in a multi-modal sys-
tem (as likely other non-equilibrated vibrational motion will be involved) and a
careful weighting of the vibration-assisted processes in the overall spatio-temporal
distribution of energy.
The framework we propose can also be applied to gain insights into the non-
classical response of vibrational motion in a variety of transport [150, 151] and
sensing processes in biomolecules [152, 153]. Of particular interest are charge trans-
fer in reaction centres [150] and isomerisation of photoreceptors [152] where specific
intramolecular vibrational motions are known to be driven out of thermal equilib-
rium during the light-initiated electronic dynamics. It will also be interesting to use
this framework to understand possible non-trivial quantum behaviour of molecular
motions in chemical sensors [153] that are conjectured to operate through weak elec-
tronic interactions to sense molecular vibrations of the order of a thousand wavenum-
bers [154, 155].
Future work might address the quantification of non-classicality in a larger sys-
tem. Efficient vibration-assisted transport within a dimer only contributes to the
efficiency of a larger system if it lies in a relevant transfer pathway. Expanding the
system Hilbert space to include many vibrational modes rapidly becomes computa-
tionally intractable. Further studies could explicitly consider the exciton-vibration
dynamics due to selected localised vibrational modes of particular chromophores
and treat the vibrational modes of remaining chromophores as part of the bath.
The HEOM approach including under-damped Brownian oscillator spectral density
components can accurately account for these vibrations. This would enable one
to theoretically probe the non-classicality of vibrational motions local to particu-
lar chromophores of the system by retaining their full state, whilst efficiently but
accurately accounting for the influence of the vibrational modes of the remaining
chromophores whose state is not retained.
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We have also illustrated how in our prototype dimer with biologically relevant
parameters, exciton-vibration dynamics can lead to non-exponential excitonic energy
distribution whereby dissipation into a low-energy thermal bath can be transiently
prevented. From this view, coherent vibrational motions that do not relax quickly
and whose fluctuations cannot be described classically may be seen as an internal
quantum mechanism controlling energy distribution and storage. Further insights
into the advantage of these non-trivial quantum behaviour may therefore be gained
in a thermodynamic framework [172, 173].
In conclusion, we have provided theoretical evidence that vibration-assisted ex-
citon transport in prototype dimers, representative of interband-like transitions in a
variety of photosythetic light-harvesting antennae, can exploit non-trivial quantum
phenomena which cannot be reproduced by any classical counterpart, namely, non-
classical fluctuations of collective pigment motions. Given that a variety of transport
[150, 151] and sensing phenomena [152] in biomolecules are known to involve non-
equilibrium vibrational motion, our findings have broad implications for the field
of quantum effects in biology as they suggest that investigating the non-classical
nature of molecular fluctuations harnessed in these processes could be key to reveal
a role for truly non-trivial quantum features.
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2.A LHCII Chl(b601)-Chl(a602) dimer
Figure 2.A.1: The LHCII complex of green plants contains weakly electronically
coupled dimers whose energy gaps are resonant with vibrational modes. Here we
present results from the Chl(b601)-Chl(a602) pair with electronic parameters [157]
ε(b601) = 15764 cm−1, ε(a602) = 15103 cm−1, V = −47.1 cm−1 and resulting
∆E = 667.7 cm−1. A vibrational mode of frequency ωvib = 742.0 cm−1 is close
to this energy gap and each chromophore couples to this mode with strength
g = ωvib
√
0.03942 = 147.3 cm−1, as obtained from ref. 149. The thermal back-
ground is characterized by λ = 37 cm−1, Ωc = 30 cm−1 as in ref. 149. The strength
of system-bath interactions
√
λΩc is smaller than in PE545 and therefore this dimer
lies closer to the regime of coherent evolution of the exciton-vibration system, where
the dissipation energy into the bath is transiently prevented. Shown here are (a)
the energy of the exciton-vibration system and (b) the Mandel Q parameter of the
vibrational mode for λ = 37 cm−1 (shaded regions denote times of non-classicality)
and (c) averages over timescale τ ≈ 0.4 ps as a function of reorganisation energy.
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Quantum enhanced features of
vibration-assisted excitation
energy transport
We provide a systematic comparison of electronic dynamics assisted by quantized
vibrations and the corresponding dynamics if a classical description of vibrational
motions is imposed. We identify features of the excitation energy transport which
are enhanced when quantum fluctuations of molecular motions are properly accounted
for. We find that the classical model of vibrations employed is less able to direct
energy towards particular chromophores, does not correctly predict the oscillatory
transfer of energy between the electronic and vibrational components and cannot
account correctly for storage of energy in vibrations. The enhancement of these
traits of dynamics when quantized vibrations are present suggests the inadequacy of
a classical description of vibrations.
The preceding chapter demonstrated that the transport of energy between the
electronic degrees of freedom of an exciton-vibration dimer is enhanced by non-
classical vibrational motions. It is therefore pertinent to consider what other fea-
tures of electronic dynamics are enabled by a non-classical vibrational state. In this
chapter we address this issue by considering a four site system and enforcing a clas-
sical description of the vibrations. By contrasting the resulting electronic dynamics
with those resulting when a non-classical vibrational state is allowed, we identify
quantum enhanced features of vibration-assisted excitation energy transport.
Models of excitonic transport where vibrational degrees of freedom are treated
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classically have been formulated [67, 127, 128, 174, 175]. In fact in the high temper-
ature limit where Matsubara correction terms are neglected, the non-perturbative
hierarchical expansion method for an over-damped Brownian oscillator spectral den-
sity has been demonstrated [176] to be equivalent to the Zusman equation, a theory
in which vibrations are described classically. In ref. 177 it was illustrated that
such a classical model can reproduce the efficient noise assisted transport observed
in the pure dephasing model of Haken and Strobl [85]. Yet, as discussed in sec-
tion 1.3.2 this model supposes that the influence of the environment is to introduce
fast fluctuations of site energies described by classical Gaussian noise process. Chin
et al. [67] employed a quasi-classical model of vibrations to elucidate that the un-
derlying mechanism behind the dynamical generation of excitonic coherences is the
effective driving of the system introduced by strong interaction with vibrational
modes. This model is the analogue of semi-classical descriptions of light widely
applied in the field of quantum optics [121, 178]. In this chapter we demonstrate
that while this model may account for certain features of the electronic dynamics, it
neglects the aspects that result in a quantum-enhanced performance. We therefore
highlight features of electronic dynamics which are enhanced when a fully quantum
description of the vibration is used instead.
3.1 Quasiclassical description of molecular vibra-
tions
We identify a small number of modes of interest and separate them from the
bath Hamiltonian (1.5). We denominate these as ‘system modes’ and the remain-
ing modes as ‘bath modes’. A classical description of the system modes is ob-
tained by replacing displacement operators with their expectation value Xi,k(t) =
Tr
[
(bi,k + b†i,k)%vib(t)
]
, in the corresponding the interaction term (1.6). The time
dependence of the expectation values is determined in the Heisenberg picture. This
interaction with system modes results a time dependent effective electronic Hamil-
tonian,
Hclex(t) = Hex +
∑
i,k
σ+i σ
−
i g
vib
i,kXi,k(t), (3.1)
wherein site energies are modulated by the displacement of a classical harmonic
oscillator whose evolution is governed by
X¨i,k(t) + Γi,kX˙i,k(t) + (ωvibi,k )2Xi,k(t) = −2ωvibi,k gvibi,k ρii(t). (3.2)
44
CHAPTER 3
This is the equation of motion for a classical harmonic oscillator which is forced by
chromophore occupation probabilities ρii(t) = Tr
[
σ+i σ
−
i ρex(t)
]
. Phenomenological
damping of the classical oscillator has been included at rate Γi,k. The evolution of
the excitonic system under the influence of both classical system and quantized bath
modes is given by
ρ˙ex(t) = −i[Hclex(t), ρex(t)] +Dtρex(t) , (3.3)
where the time dependence of Hclex(t) is determined by simultaneously solving the
equations of motion for system modes (3.2). The influence of bath modes is ac-
counted for by the time dependent super-operator Dt. In the present case the
influence of the bath modes is described using the truncated hierarchical expansion
for a Drude–Lorentz spectral density JD(ω) and therefore the time dependence of Dt
is determined by the hierarchy of equations (1.32), now also subject to the effective
system Hamiltonian Hclex(t). To describe an initially thermal state for the system
modes, Xi,k(0) and X˙i,k(0) = Pi,k/ωvibi,k are sampled from the Wigner distribution of a
thermal state [179], namely Xi,k and Pi,k(0) ∼ N(0, coth(βω
vib
i,k
2 )). Here X ∼ N(µ, σ2)
denotes that the random variable X is normally distributed with mean µ and vari-
ance σ2. A sufficiently large ensemble (∼ 5000) of the electronic dynamics resulting
from these initial conditions is averaged until converged. The distribution function
p(Xi,k, Pi,k), for the conjugate coordinates of the classical vibrations describes the
ensemble of trajectories of Xi,k and Pi,k and is evidently positive at all times. In
the preceding chapter it was demonstrated that vibrations can transiently display
negative regions of quasi-probability distribution which cannot be captured by this
description.
A fully quantum mechanical description of the system modes can be achieved
by following the approach of chapter 2 and extending the Hilbert space of the sys-
tem to include the quantized vibrations. However this approach does not scale well
for application to systems with many chromophores or modes. Since the emphasis
of this chapter is on the features of electronic dynamics which classical vibrational
modes cannot reproduce, it suffices to discard the information contained in the
full state of the vibrational mode and only calculate the reduced dynamics of the
electronic system. To achieve this under-damped Brownian oscillator components
JqBO(ω) (equation (1.16)) with broadening equal to Γi,q are added to the spectral den-
sity described within the dissipator Dt and the un-driven system Hamiltonian Hex
is considered. The hierarchical expansion in equation (1.32) then yields converged
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Figure 3.1: (a) Representation of the arrangement of chromophores in the phy-
coerythrin 545 antenna complex from the cryptophyte Rhodomonas CS24. Protein
Data Bank ID code 1XG0 145 (b) The chromophores and protein scaffold of the
phycocyanin 645 antenna complex from the cryptophyte Chroomonas CCMP270.
Crystal structure courtesy of G. D. Scholes.
reduced dynamics of the electronic system under the influence of both quantized sys-
tem modes and bath modes JD(ω)+
∑
q J
q
BO(ω) given that the hierarchy is truncated
at a sufficiently high tier.
3.2 Cryptophyte antennae proteins
To illustrate the differences in electronic dynamics resulting from quantum and clas-
sical vibrations, we study relevant units from the structurally similar light harvesting
antenna types found in two different species of cryptophyte marine algae - PE545
and PC645. Whilst in PE545 all pigments are comparatively weakly coupled due to
large inter-pigment distances, the PC645 species, which evolved around 30 million
years later [180], contains a pair of strongly electronically coupled dihydrobiliverdin
(DBV) bilins at its centre. This difference allows us to explore the role of electronic
coupling strength in otherwise similar systems. We extend the study of the previous
chapter to a tetrameric (four site) system and consider the energy transfer dynamics
between analogous sites of the two species as illustrated in Fig. 3.1.
In the previous chapter the central PEB50 dimer of the PE545 complex was
studied using electronic parameters which were determined from a combination of
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Figure 3.2: Exciton energies in PE545 and PC645. The strongly coupled DBV dimer
in PC645 has delocalised exciton states. Both systems feature a vibrational mode
closely resonant with the energy difference between high energy state and an exit
chromophore.
configuration interaction singles (CIS) calculations and an evolutionary based search
to fit linear spectra [146]. Subsequent calculations using a combined quantum me-
chanics and molecular mechanics model which accounts for solvent electronic po-
larization (QM/MMPol) [181], have predicted a smaller site energy difference for
this dimer [182]. The revised energy gap of around 400 cm−1 may lie close to low
energy vibrational modes, but otherwise places the dimer close to the regime of
incoherent Förster transfer which already predicts a rapid (incoherent) transfer of
energy between these two sites due to the smaller energy gap. However, with these
revised parameters the energy difference between excitons primarily localised on the
the lower energy central dimer chromophore and an outermost DBV chromophore
matches closely matches the 1111 cm−1 mode. We therefore consider a subunit
indicated in Fig. 3.1a, which comprises the ‘donating’ PEB50 dimer, an interme-
diate chromophore (PEB158c) and a low energy ‘accepting’ chromophore (DBVa).
The electronic parameters for this subunit are provided in Table 3.A.1 and were
taken from the results of QM/MMPol calculations including the adjusted site ener-
gies which reproduce linear spectra [182]. For the PC645 complex, we consider the
analogous tetramer subunit as shown inFig. 3.1b. The main difference is that the
central dimer comprises strongly electronically coupled DBV chromophores. The
electronic parameters are given in Table 3.A.2 and are taken from references 13, 58.
The continuous thermal background is assumed to be identical for PE545 and PC645
units and characterized by Drude–Lorentz spectral density with λ = 100 cm−1 and
Ωc = 100 cm−1. The PC645 system also features strong coupling to vibrational
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Figure 3.3: Exciton population dynamics in (a) PE545 and (b) PC645. Dynamics
when a quantized vibration is present are thick curves. Dashed curves are dynamics
when the classical vibration is present. Thin curves are exciton dynamics when the
vibration is absent. The inset panel of (a) displays the detail of the boxed region in
the main panel.
modes with ωvib = 1108 cm−1 and gvib = 221.6 cm−1 [58]. We hypothesise a
correspondence of this mode to the one in PE545 with ωvib = 1111 cm−1 and
gvib = 267.1 cm−1. These modes may share a similar physical origin, particularly
given that mixed quantum-classical molecular dynamics simulations in PE545 have
determined that particular bilin intra-molecular motions are responsible for such
high energy modes [40]. The energy levels of the two subunits and their resonance
with the identified vibration are illustrated in Fig. 3.2.
We consider the electronic dynamics which results when the electronic degrees
of freedom are initially in the highest energy excitonic state. In PE545 this state
is approximately localised on the PEB50c bilin chromophore whereas in PC645 this
state corresponds to the delocalised DBV+ state of the DBVd−c dimer. Figure
3.3 displays the dynamics of exciton populations in the presence of quantum and
classical vibration as well as the dynamics where the vibrational mode is completely
absent. In the proceeding sections we highlight the features of these dynamics which
are enhanced by the quantized vibration.
3.3 Quantum enhanced transport and direction-
ality
In PE545 the resonant vibrational mode enhances the energy transported to the
the accepting DBVa state (see shaded regions of Fig. 3.3a and inset). This is in
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Figure 3.4: Integrated averages in PE545 for (a) PEB158c and (b) DBVa sites.The
classical model predicts an enhancement of transport to both sites for all λ.
accordance with the principles identified in Chapter 2. The close resonance of the
energy difference between PEB and DBV excitonic states with the frequency of the
vibrational mode enables the transfer between exciton-vibration states with differ-
ent phonon numbers. However, the classical model fails to predict the extent of this
enhancement by half. In fact the classical model incorrectly predicts enhancement
of transport to both DBVa and PEB158c exciton states. Therefore, in this system the
ability of a vibrational mode to direct transport to a particular state is enhanced if
the vibration is quantized. The enhanced directionality of transport is due to selec-
tive enhancement of transport between particular exciton states which the classical
model for the vibration does not capture.
This is further illustrated by considering average exciton populations 〈ραα〉τ =
1
τ
∫ τ
0 ρα,α(t). As in Chapter 2 we consider averages over a timescale of τ = 0.5 ps. In
Fig. 3.4a-b these averages are displayed for the PEB158c and DBVa exciton states
of the PE545 subunit as a function of the strength of coupling to the thermal back-
ground λ with fixed Ωc = 100 cm−1. Without a vibrational mode present, transport
due to the thermal background alone is predominantly to the energetically closer
PEB158c state. A quantum vibration enhances transport to the DBVa state for all λ
with little to no additional transport to the intermediate PEB158c. In contrast the
classical vibration predicts enhanced transport to both PEB158c and DBVa states.
Therefore a quantized vibrational mode has an enhanced ability to direct transport
to energetically distant states for a wide range of coupling to a thermal background
λ. This additional ‘directionality’ of transport can be illustrated by considering vi-
bration enhanced exciton transport 〈ραα〉τ = 〈ρmodeαα 〉τ −〈ρno modeαα 〉τ and the quantity
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D = 〈DBVa〉τ〈DBVa〉τ + 〈PEB158c〉τ
, (3.4)
which measures the proportion of the total vibration enhanced transport to both
DBVa and PEB158c sites, which is directed to the DBVa exit bilin. Fig. 3.5 displays
this quantity as a function of λ for both quantum and classical modes. The quantum
and classical models for the mode both predict a similar degree of directionality for
λ < 10 cm−1, but at larger λ while the quantized vibration continues to enhance
transport towards the DBV state (D → 1) the classical vibration enhances transport
more uniformly towards both sites (D → 1/2). In fact for the quantum vibration
at biological noise strength λ = 100 cm−1, D slightly exceeds unity because the
transport to DBVa is so great it suppresses the PEB158c transport to below that
observed when no vibrational mode is present i.e. 〈PEB158c〉τ < 0.
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Figure 3.5: The directionality of exciton transport is enhanced with quantized
vibrations. The quantity D in equation (3.4) is shown for quantized (solid) and
classical (dashed) vibrational mode as a function of reorganisation energy λ.
3.4 Exciton population oscillations
In PC645 the resonant vibrational mode does not enhance transport to the ac-
cepting MBV state despite being close in energy to the DBV+-MBVb exciton state
energy difference. Instead, both quantized and classical vibrations result in popula-
tion oscillations of the central DBV dimer exciton states (see Fig. 3.3b), an energy
difference from which the vibration is seemingly far detuned. With classical vibra-
tions the amplitude of these oscillations decays more rapidly than when a quantized
vibration is used
Here a dimer model is utilized to demonstrate that it is the strong electronic
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coupling of the DBV dimer which enables the detuned vibration to cause exciton
population oscillations despite the detuning. This oscillatory energy transport can-
not be predicted by incoherent (classical) transport models . The ‘wavelike’ trans-
port of energy has been posited as a mechanism to enhance transport efficiency in
photosynthetic complexes. Yet in the present system the transport to the accept-
ing MBV state is not enhanced by these oscillations. In section 3.5 we propose an
advantage of these oscillations in terms of the transient storage of energy within
the vibrations. Since with a classical vibration these oscillations decay more rapidly
this suggests another quantum enhanced feature of exciton dynamics: the transient
energy storage in vibrational modes. These ideas are further explored in Chapter 4
where the energy exchange between vibrational and electronic degrees of freedom is
investigated within a thermodynamical framework.
3.4.1 Quantum coherent exciton-vibration dynamics
For the high energy modes, the influence of electronic interaction strength V on the
amplitude of exciton population oscillations can be predicted by considering a dimer
system in the excitonic basis
H = ∆E2 σ˜z + ω
vibb†b+ g√
2
[σ˜z cos(2θ)− σ˜x sin(2θ)] (b+ b†), (3.5)
where coupling between the exciton states with energies ±∆E and the relative
displacement (anti-correlated) vibrational mode is determined by the mixing angle
θ = (1/2) arctan(2|V |/∆). The tilde over Pauli matrices serves to denote the
exciton basis. The interaction ∝ σ˜z(b + b†) displaces the vibrational mode, but
does not cause any transitions between exciton states. The interaction ∝ σ˜x(b +
b†) is of Rabi type and if initially in the upper exciton state |+〉, (with energy
+∆E/2) the occupation probability of the state is well approximated by ρ++(t) =∑
n P (n) 1Ω2n [∆
2 + 4g20(n+ 1) cos(Ωnt)] , where ∆ = ∆E−ωvib denotes the detuning
of the dimer exciton gap from the vibrational mode and Ωn =
√
∆2 + 4g20(n+ 1).
g0 = g sin(2θ)/
√
2. Here the rotating wave approximation has been made, restricting
this analysis to high energy modes. For a sufficiently high energy mode, the initial
thermal distribution of phonons Pth(n) = (1 − exp(−βωvib)) exp(−βωvibn) can be
approximated by the n = 0 term alone. There is then only one frequency Ω0,
corresponding to the coherent exchange of one phonon between states |X, 0〉 and
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|Y, 1〉. The amplitude A of oscillations between |X〉 and |Y 〉 is given by
A = 1
1 +
(
∆
2g sin(2θ)
)2 . (3.6)
Thus, a vibrational mode with detuning
√
2g sin(2θ)
√
A−1 − 1 will produce exciton
populations of amplitude A. Fig 3.6 shows this approximation as a function of
Figure 3.6: Amplitude A of exciton population oscillations in a exciton-vibration
dimer as a function of mixing angle θ and detuning of the mode ∆. The parameters
of the central dimers from PE545 and PC645 are marked.
mixing angle θ and detuning ∆. The parameters for the PEB50 and DBV dimers
from PE545 and PC645 respectively are marked. This approximation correctly
anticipates that larger exciton population oscillations appear in the central dimer
of the PC645 complex. Energy transport is not enhanced between the DBV and
MBVb in PC645 despite a ‘close’ resonance of the vibrational mode of ∆/g ≈ 1.6.
This can be understood in terms of the weak electronic coupling (V = 7.6 cm−1),
between the two sites which is one of the weakest in the subunit. In combination
with the large site energy difference, the resulting small mixing angle results in no
population transfer between the two states.
This insight will be convenient when attempting to identify features in the high
energy region of a spectral density which may influence the energy transfer dynamics
in a given system. The exclusion of irrelevant vibrational modes may allow for the
study of larger, more complex systems. Other analytic expressions for the evolution
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of a dimer interacting with a finite number of high energy modes [39, 183] may also
be useful in this endeavour.
3.4.2 Classical exciton-vibration dynamics
a b
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Figure 3.7: The amplitude of coherent exciton population oscillations as a function
of the frequency of the vibrational mode for (a) the weakly electronically coupled
(θ ≈ .22pi4 ) PEB50 dimer in PE545 and (b) the strongly electronically coupled (θ ≈
.92pi4 ) DBV dimer in PC645.
High energy classical vibrations do not predict the correct amplitude of coherent
exciton population oscillations. Fig. 3.7 shows the maximum population of ρY Y (t)
over 0.7 ps for the PEB50 and DBV dimers as a function of the mode frequency for
both the quantum and classical models of the vibration. No thermal background or
damping of the vibrations is included here. The approximation given by equation 3.6
is also displayed and agrees well with the quantum result for high energy vibrations
(ωvib  200 cm−1).
The quantum results predict additional resonances when the frequency is an
integer divisor of the of energy gap. This corresponds to transitions between states
like |X, 0〉 and |X,n〉. Not only does the classical model underestimate the amplitude
of the main resonance, these other resonances are absent.
In fact the coherent electronic dynamics predicted by the classical vibration are
qualitatively different to the classical model. Fig. 3.8a shows the coherent exciton-
vibration dynamics of the PEB50 dimer from PE545 for ωvib = 1110 cm−1. Although
both classical and quantum models for the vibration predict the same maximum
population of ρY Y of about 0.03, the quantum exciton oscillations are dominated
by one frequency corresponding to the energy difference between exciton-vibration
eigenstates with character of |X, 0〉 and |Y, 1〉 as approximated by equation (2.4).
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In contrast the classical vibrations predict many frequencies which display beating.
Fig. 3.8b shows the exciton dynamics for the DBV dimer from PC645 with a lower
energy mode of ωvib = 400 cm−1, for which a classical model for vibrations might
be expected to be more accurate. With classical vibrations the oscillations rapidly
collapse with a small revival ∼ 0.5 ps. The collapse in the classical model arises
from the ensemble average over realizations. Each realization has exciton population
oscillations of a slightly different frequency. When averaged these interfere and result
in a collapse of oscillations. For lower energy vibrations, the initial distribution
of Xi,k and Pi,k is broader and thus a wide variety of realizations contribute to
the average which causes a more evident collapse. This illustrates that quantized
vibrations enhance the duration of exciton populations.
Figure 3.8: Evolution of exciton populations under coherent exciton-vibration dy-
namics with quantum (solid curve) and classical (dashed curve) vibrations. (a)
PEB50 dimer in PE545 with ωvib = 1110 cm−1, (b) DBV dimer in PC645 with
ωvib = 400 cm−1.
3.4.3 Thermalisation of classical vibrations
The phenomenological damping of the classical mode does not produce the correct
steady state for vibrations. The equation of motion of the expectation value 〈X¨〉
for a quantum harmonic oscillator damped by the dissipator
D% = Γ(N¯ + 1)
(
b%b† − 12
{
b†b, %
})
+ ΓN¯
(
b†%b− 12
{
bb†, %
})
, (3.7)
where N¯ = (eβωvib − 1)−1 is given by 〈X¨〉 = −((ωvib)2 + Γ2/4)〈X〉 − Γ〈X˙〉. For
weak damping (Γ  2ω) this is identical to the equation of motion for the un-
forced classical oscillator given by equation (3.2) with gvibi,k = 0. The steady state
energy (ωN¯) of the quantum vibration is determined by the Heisenberg equa-
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tion 〈E˙vib〉 = −Γ(〈Evib〉 − ωN¯). In the classical model, initial values for X and
X˙ are drawn from a thermal distribution and the resulting trajectories averaged.
This provides a consistent description of the initial thermal energy, 〈Evib〉ensemble =
〈(X2 + X˙2/ω2)/4〉ensemble but as the damping acts, the system is evolves towards a
steady state
〈E˙vib〉ensemble =
〈
−Γ2
(
Evib − X
2
4
)〉
ensemble
= 0 (3.8)
which has zero energy and zero displacement. When forced by chromophore popula-
tions the steady state of the classical oscillator will be displaced and have non-zero
energy but will still not account for thermal fluctuations. To reduce this effect we
consider undamped vibrational modes Γ = 0 for the calculations of energy storage
in the next section.
3.5 Energy storage
Although exciton populations are present in PC645, they do not result in enhanced
transport to acceptor states. However, quantized vibrations can support longer
lasting oscillations than their classical counterpart and such oscillations are an in-
dication that energy is exchanged and shared with vibrational degrees of freedom.
Cyclical exchanges of energy with a vibrational mode, enables additional control
on how absorbed energy is regulated, managed and distributed in a biomolecular
system. While this does not necessarily influence the transport efficiency of excitons
it may nevertheless be an important aspect of their function. In Chapter 2, it was
noted that the dissipation of energy from an exciton-vibration system is transiently
prevented whilst exciton population transfer is non-exponential. Here, we further
explore the connection between oscillatory exciton transport and the transient stor-
age of energy in vibrational modes and show that quantized vibrations have an
enhanced ability to transiently store energy over classical vibrations.
We focus on the energy dynamics of the PC645 DBV dimer system and the
vibrational mode with ωvib = 1108 cm−1. For a quantum description of vibra-
tional modes we utilize the extended exciton-vibration system description of Chapter
2. This enables the calculation of the expectation values Evib(t) = Tr [Hvib%tot(t)]
and Eex-vib(t)Tr [Hex-vib(t)%tot(t)] which are not accessible with a reduced descrip-
tion of electronic dynamics. The corresponding energies for the classical description
of vibrations are the ensemble averages Evib(t) = 〈(X2 + X˙2/ωvib)/4〉ensemble and
Eex(t) + Eex-vib(t) = 〈Tr
[
Hclex(t)ρex(t)
]
〉ensemble.
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Figure 3.9: Energy storage in the DBV exciton-vibration dimer from PC645. (a)
Dynamics of the total energy at λ = 100 cm−1 and (b) Average energy stored in
the vibrational mode over the time τ = 0.5 ps as a function of λ. Thick curves
quantized vibrations dashed curves are classical vibrations. The thin curves indicate
the case where the vibrations are not coupled to the electronic degrees of freedom
and therefore remain in equilibrium.
Fig. 3.9a displays Htot(t), the dynamics of the energy of the total exciton-
vibration system when the strength of interaction with the thermal background
takes its biological value of λ = 100 cm−1. The quantized vibration (thick curve)
delays the dissipation into the thermal background with respect to the case where
coupling to the mode is zero (thin curve). The total energy is more oscillatory with
the vibration present, implying more periods in which energy is extracted from the
thermal background. This is more prominent when examining the derivative 〈H˙tot〉
(not shown). These periods of increasing energy indicate that either work or heat
is being extracted from the thermal background. In Chapter 4 a thermodynamical
framework is applied to quantify the energy exchange change into heat and work-like
components.
The classical vibration (dashed curve) quite accurately describes the energy dy-
namics for the first 0.2 ps, however at longer times the dissipation of energy is
severely overestimated, even dropping below the energy of the case when the vibra-
tion remains in equilibrium. Fig. 3.9b displays the average energy stored in the
vibration over the timescale τ = 0.5 ps, 〈Hvib〉τ as a function of λ. The energy
transiently stored in quantized vibrations is enhanced above the corresponding clas-
sical vibration. In particular for λ = 100 cm−1 the average energy of the classical
vibration is close to the case when the vibrations remain in equilibrium. This is
related to the failure of the the classical model for vibrations to account for thermal
fluctuations as discussed in section 3.4.3. Damping of vibrations Γ was neglected
here, justified by the short 0.5 ps timescales which have been considered, Despite
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this, indirect damping of the vibration from the thermal background causes the
relaxation towards the incorrect steady state. The classical model for vibrations
we have employed here does not adequately describe the exchange of energy with
vibrations.
3.6 Concluding remarks and outlook
The quantum and classical models of vibrations investigated here have allowed us
to identify features of the exciton dynamics in light harvesting systems which are
enhanced by quantized vibrations. The use of classical models for vibrations are
widespread. For example, the force fields entering molecular dynamics calculations
are often calculated from molecular mechanics, which treats vibrations classically.
Together, the results of this and the previous chapter highlight the breakdown of
such an approximation. Classical physics is not adequate to describe the dynamics
of energy transfer in these systems. The classical model employed here is not able
to describe the influence of high or low energy energy vibrational modes. Quantized
vibrations are more able to selectively enhance transport between exciton states, di-
recting energy towards particular exit chromophores. The classical model also does
not correctly predict the dependence of exciton population oscillations on electronic
coupling strength and can spuriously predict the collapse of exciton population os-
cillations. Exciton population oscillations arise from the exchange of energy with
vibrations and the storage of energy in vibrational motions is therefore enhanced
when a quantized vibration is considered. Future work must utilize a classical model
which properly accounts for thermal fluctuations. A classical description of vibra-
tions supposes that the interaction drives a time dependence of electronic site ener-
gies. In the next chapter we find that this type of driving implies a work-like energy
flux. It would seem that the degree to which a classical description of vibrations is
appropriate also dictates the thermodynamic nature of energy fluxes in biomolecular
systems.
Here we assumed that exciton-phonon interactions are the same for each chro-
mophore. Recent studies which combine classical molecular dynamics and methods
from quantum chemistry [40, 61–63] have revealed differences between chromophores
for the continuous over-damped component as well as the under-damped vibrations
of the spectral density. The influence of chromophore-dependent reorganisation en-
ergy in the continuous component on energy transfer dynamics has been investigated
in dimer using the QUAPI method [184]. In ref. 40 we explored the impact of differ-
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ences in both the continuous thermal bath and quantized vibrations for two relevant
trimer subunits from PE545. We applied the quantum description of vibrational
modes utilized in this chapter. In PEB chromophores, the reorganisation energy of
the over-damped component of the spectral density is found to be smaller than in
DBV chromophores. The reduces the transport to DBV exit chromophores, whilst
increasing the effects of coherent exciton-vibration dynamics due to coupling of indi-
vidual chromophores to vibrational modes of different frequencies. Such differences
should be taken into account in future studies of exciton dynamics in light harvest-
ing antenna as they will alter the spatio-temporal distribution of energy and may
increase the relevance of coherent exciton-vibration dynamics for particular vibra-
tions. A classical description of these vibrations may neglect quantum enhanced
features of vibration-assisted excitation energy transport
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3.A Electronic parameters of PE545 and PC645
subunits
PEB50c PEB50d PEB158c DBVa
PEB50c 19450 71.7 -21.5 2.2
PEB50d 71.7 19050 -15.2 -39.3
PEB158c -21.5 -15.2 18800 -27.3
DBVa 2.2 -39.3 -27.3 18000
Table 3.A.1: Site energies (diagonals) and electronic couplings in the PE545 subunit
[182].
DBVd DBVd PCB158c MBVb
DBVd 17113.9 319.374 30.4857 7.5811
DBVd 319.374 17033.3 20.3238 -43.8736
PCB158c 30.4857 20.3238 15807.4 3.3873
MBVb 7.5811 -43.8736 3.3873 16372.0
Table 3.A.2: Site energies (diagonals) and electronic couplings in the PC645 subunit
[13, 58].
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Work exchange and the
thermodynamic implications of
non-equilibrium vibrations
We study the exchange of energy between electronic and vibrational degrees of free-
dom in the light-harvesting antennae of cryptophyte algae. Inspired by recent work
in the field of quantum thermodynamics, we utilize a formalism which defines heat
and work fluxes between partitions of a quantum system which is out of thermal
equilibrium. We find that the relative contribution of work-like and heat-like energy
fluxes between chromophores and vibrational modes is dependent on the strength of
electronic coupling between chromophores. With weak electronic coupling, the non-
equilibrium dynamics of vibrations is a source of work whilst for strong electronic
coupling vibrations act as a heat source. The structure of antenna thus determines
the nature of energy exchange with vibrations. We also show that work fluxes persist
even under continuous illumination, since vibrations are in non-equilibrium steady
state. We envisage that these insights may guide the design of quantum technologies
which exploit structured environments for their function.
In Chapter 2 we illustrated that the exciton-vibration dynamics of a biologi-
cally relevant dimer prototype lead to non-exponential excitonic energy distribution
whereby dissipation into a low-energy thermal bath can be transiently prevented.
In Chapter 3 we showed that a particular classical model of vibrational motion does
not describe the storage of energy in vibrations correctly. From this view, coher-
ent vibrational motions that do not relax quickly and whose fluctuations cannot
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be described classically may be seen as an internal quantum mechanism controlling
energy distribution and storage. Further insights into the advantage of these non-
trivial quantum behaviour may therefore be gained in a thermodynamic framework.
Quantum thermodynamics investigates concepts such as heat, work and entropy
in quantum mechanical systems. A key objective within this nascent field is to
extend ideas from equilibrium thermodynamics to the quantum regime with the
necessary alterations or generalisations to avoid paradoxes or a violation of funda-
mental laws [185–187]. Advances in quantum technologies are such that it is feasible
that experiments can now be performed to test these concepts [188]. Indeed the de-
sign of nano-mechanical devices may be guided by considerations arising from the
study of quantum thermodynamics. Perhaps a greater understanding of the oper-
ation biomolecular systems can be gained from the perspective of quantum ther-
modynamics. Some species of purple bacteria are known to sacrifice photosynthetic
efficiency in order the heat their local surroundings [189]. Quantum mechanical
engines have been proposed which exploit quantum coherence to boost efficiency
[190]. This has lead some to suggest that photosynthetic reaction centre operates as
a quantum heat engine [104, 173]. Biomolecular systems operate far from equilib-
rium in the presence of significant thermal fluctuations. In this chapter we explore
how work and heat can be defined when quantum mechanical systems are not in
equilibrium and if this can provide new insight into the dynamics of biomolecular
systems.
4.1 Energy fluxes in the quantum regime
The first law of thermodynamics states that the change of internal energy of a system
in a time interval t ∈ [0, τ ] is the sum of the work done on, and heat added to the
system in the same interval,
∆U = ∆W + ∆Q . (4.1)
For a quantum system driven out of equilibrium by an external force, the mean
change in internal energy is given by [191]
∆U = 〈H(τ)〉 − 〈H(0)〉 (4.2)
=
∫ τ
0
dt
{
Tr
[
dH(t)
dt ρ(t)
]
+ Tr
[
H(t)dρ(t)dt
]}
. (4.3)
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The first energy flux appearing under the integral is defined as work flux W˙(t) =
Tr[H˙(t)ρ(t)] and quantifies an external influence on the unitary dynamics of the
system. If the system is autonomous (the Hamiltonian is time independent) then
there is no work flux. The second energy flux Q˙(t) = Tr[H(t)ρ˙(t)], is identified as
a heat flux since it results in changes to the (von-Neumann) entropy of the system.
If the system is closed but not autonomous (the Hamiltonian is time dependent),
the change in internal energy results entirely from work flux and heat flux is absent.
Clearly if the system is closed and autonomous there are no energy fluxes. In a
general open, non-autonomous system both work and heat fluxes contribute to rate
of internal energy changes of the system U˙ = W˙+ Q˙.
4.1.1 Measurements
Measurement of the work done on a system in the time interval [0, τ ] requires ex-
perimental apparatus capable of measuring the energy at t = 0 and t = τ . If the
driven Hamiltonian does not commute with itself at later times ([H(0), H(τ)] 6= 0)
then the two observables are not compatible and cannot be measured with the same
apparatus. Therefore, energy changes should be defined with respect to a local effec-
tive measurement basis (LEMBAS) which is determined by this apparatus. In what
follows we will consider a LEMBAS comprising eigenstates of the undriven system.
This is since the arbitrary division between system and environment is often guided
by experimental accessibility. In the case of light harvesting complexes, despite
overlapping signals, spectroscopic techniques can probe the dynamics of electronic
eigenstates.
In practice, the influence of the two measurements at t = 0 and t = τ should be
properly accounted for. The work must therefore be treated as a statistical quan-
tity, which accounts for the back action of the measurements and not as a quantum
observable [192]. For projective measurements of a system initially in thermal equi-
librium, the statistics of a two time-measurement of work are determined by the two
time correlation function Gτ (u) = 〈eiuH(τ)e−iH(0)〉 which corresponds to the charac-
teristic function of work. The n-th moment of work is given by (−i)n dndunGτ (u)|u=0
and the corresponding probability distribution of work is obtained from
p(w) =
∑
αβ
δ
[
w − (Eβτ − Eα0)
]
× |〈βτ |U(τ) |α0〉 |2〈α0|ρ(0) |α0〉 , (4.4)
where |αt〉 denotes the eigenstates of H(t) with corresponding eigenvalue Eαt . This
distribution is of central importance in determining fluctuation relationships such
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as the the Jarzynski equality [35, 193]. The Jarzynski equality relates the mean ex-
ponentiated work eβw =
∫
p(w)e−βwdw measured when a system initially in thermal
equilibrium at temperature β is driven to an arbitrary non-equilibrium state to the
free energy difference between the corresponding equilibrium states:
eβw = e−β∆F . (4.5)
In the remainder of this chapter the back-action of measurements has not been
considered. This neglects an additional complexity which requires the specification
of a precise experimental set-up. The issue of measurements in quantum mechanics is
rarely straightforward and the discussion and debate surrounding the measurement
of work statistics is spirited and ongoing [192, 194–197]. The outcome of these
discussions will impact the direction of research into the function of biomolecular
systems and may guide the design of quantum devices. Even if measurements do not
take place, the division of the energy fluxes into heat and work is still meaningful
and the exploration of these quantities adds a new dimension to the study of the
dynamics of biomolecular systems, and open quantum systems in general.
4.2 Work and heat exchange between quantum
systems
The time dependence of a Hamiltonian describes the effect of external forces on the
system at hand. If the source of these forces is described quantum mechanically,
with a total Hamiltonian HT = HS +HD +HS-D, which is partitioned into a reduced
system S, a driving system D and the interaction between them S-D, then each
part is time independent. This incorrectly suggests the system S is autonomous and
therefore that there is no work flux between the system and its drive. Following
[198], the effective master equation describing the local dynamics of the reduced
system S is given by
ρ˙S(t) = −i
[
HS +HeffS (t), ρS(t)
]
+ LeffS ρS(t) . (4.6)
This identifies an effective driving of the reduced system which given by the ef-
fective Hamiltonian HeffS (t) = TrD [HS-D(1S ⊗ %D(t))] and an effective dissipator
LeffS ρS(t) = −iTrD [HS-D, CS,D(t)]. The effective Hamiltonian HeffS (t) determines the
unitary contribution to the dynamics of the reduced system S due to the driving
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system D. This effective time dependence results in a work flux into the system.
For the general form of interaction HS-D =
∑
αAα ⊗ Bα, HeffS (t) =
∑
αAα〈Bα(t)〉
and is therefore determined by the dynamics of observables of the driving system
appearing in the interaction. The effective dissipator LeffS arises from the build up
of correlations between S and D ( CS,D(t) = ρT(t)− ρS(t)⊗ %D(t)). This alters then
(von-Neumann) entropy (S˙S = Tr [ρ˙S log ρS] 6= 0) and is thus associated with heat
flows. Note that although equation (4.6) only explicitly replies on ρS, except in the
very restricted case where the system and its drive remain approximately uncorre-
lated (the ‘factorisation approximation’ is valid [199]), the calculation of the effective
dissipator LeffS requires some knowledge of the dynamics of the driving system D.
The issue of measurement can be addressed by identifying the local effective
measurement basis (LEMBAS) of system S. As discussed this depends on details of
an experimental set-up. Here we assume the system and drive are defined such that
there is an experimental set-up to measure in the eigenbasis of HS. This implies the
internal energy US(t) = HS +Heff,AS (t) is experimentally accessible. Here H
eff,A
S (t) is
the part of the effective time dependence HeffS (t) which commutes with HS and can
therefore be measured simultaneously. The associated work flux is given by
W˙S(t) = TrS
[
U˙S(t)ρS(t)− i[US(t), Heff,BS (t)]ρS(t)
]
(4.7)
where Heff,BS (t) is the part of HeffS (t) which does not commute with HS. The second
term appears due to a unitary contribution from the Tr [US(t)ρ˙(t)] ‘heat’ term in
(4.3). It appears (to the experimenter) as work-like contribution to energy changes
of S because it is not associated with changes in the von-Neumann entropy of the
defined system S and therefore cannot be associated with heat flux. The heat flux
is given by
Q˙S(t) = TrS
[
US(t)LeffS ρS(t)
]
. (4.8)
These definitions provide a classification of energy fluxes between the constituents
of an autonomous quantum system which is undergoing non-equilibrium dynamics.
Even if the total system is closed, one part of the system drives the other which
manifests as a non-autonomous reduced system which features both heat and work
energy fluxes. In the quantum regime the definitions of heat and work are dependent
on the measurement basis. This is quite different to a dependence on the somewhat
arbitrary division of the total autonomous system into its constituents. Of course,
classically a different division will alter the measured heat and work but the nature
of the energy changes will not be affected by measurement because there is no
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restriction on what can be measured simultaneously. In the next section these
definitions are applied to a dimeric system driven by a single vibrational mode.
4.3 Work and heat fluxes in an exciton-vibration
dimer
To investigate the heat and work fluxes in a minimal model for a biomolecular system
we consider an electronically coupled dimer system driven by a single vibrational
mode. The total system is described by the Hamiltonian
HT =
∆
2 σz + Jσx + ωvibb
†b+ gσz(b† + b), (4.9)
which is equivalent to the exciton-vibration dimer (equation 2.1) considered in Chap-
ter 2. We denote the electronic degrees of freedom as the reduced system S and the
vibration as the driver D.
4.3.1 Electronically uncoupled chromophores: (J = 0)
If the electronic coupling J is negligible, the effective system Hamiltonian is given by
HeffS (t) = gσz〈x(t)〉, which commutes with HS = ∆2 σz. Thus all of the resulting en-
ergy changes of the system are accessible with measurements in the eigenbasis of HS.
The effective Hamiltonian of the vibrational mode is given by HeffD (t) = g〈σz(t)〉(b+
b†) and cannot be measured simultaneously with HD = ωvibb†b (i.e. Heff,AD (t) = 0).
For a system in the initially separable state ρT = ρS⊗%D with ρS = c |X〉 〈X|+(1−
c) |Y 〉 〈Y | and the vibrational mode in an arbitrary state with initial displacement
x0 = Tr
[
(b† + b)%D(0)
]
, the dynamics of the mode coordinate are given by
〈x(t)〉 = x0 +
( 2g
ωvib
(2c− 1) + x0
)
(cos(ωvibt)− 1) , (4.10)
and the spin populations are conserved, 〈σz〉 = (2c − 1). Since Heff,BS (t) = 0, the
work flux into the reduced system is given entirely by the first part of equation (4.7)
W˙S = TrS
[
H˙eff,AS (t)ρS(t)
]
= g〈σz〉〈x˙(t)〉
= −g (2g(2c− 1) + x0ωvib) sin(ωvibt)(2c− 1) . (4.11)
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Conversely, for the vibration Heff,AD (t) = 0 and thus the work flux into the vibration
is given entirely by the second part of equation (4.7)
W˙D = −iTrD
[
[HD, Heff,BD (t)]%D
]
= −iTrD
[
[HD, g〈σz〉(b† + b)]%D
]
. (4.12)
By inserting the equation of motion for the displacement of the oscillator 〈x˙(t)〉 =
i〈[HD, (b + b†)]〉 we see that W˙S = −W˙D. This conservation of work flux is not a
general feature and is only true if Heff,BS (t) = H
eff,A
D (t) = 0, i.e. the entire effective
interaction of the driver with the system can be measured simultaneously with the
system energy, while the effective interaction of the system with the driver cannot
be measured simultaneously with the driver energy.
The heat flux into the system Q˙S = 0, since [HS +Heff,AS (t), HS-D] = 0. Therefore
with zero electronic coupling, the vibrational mode acts as a perfect work source.
Since [HD, HS-D] 6= 0, heat flux into the vibration is not necessarily zero. For
a general mixed initial state of the system, the systems do not remain separable
(CS−D 6= 0) thus there is a heat flux into the vibrational mode given by Q˙D =
8c(1 − c)g2 sin(ωvibt). So, from the perspective of the vibrational mode the system
may act as both heat and work source simultaneously.
4.3.2 Electronically coupled chromophores: (J 6= 0).
With finite electronic coupling there is in general no analytic solution for the heat
and work fluxes therefore this case must be explored numerically. We have iden-
tified LEMBAS of electronic degrees of freedom as the excitonic states. There-
fore there are two contributions to work flux in equation (4.7) which depend on
the extent of exciton delocalisation. Expressed in the eigenstate basis of the elec-
tronic Hamiltonian defined by equation (2.2), the effective electronic Hamiltonian is
Heffel (t) = g〈x(t)〉UσzU † = g〈x(t)〉 [σ˜z cos(2θ)− σ˜x sin(2θ)] . This defines the com-
muting and non-commuting parts Heff,Ael (t) = g cos(2θ)〈x(t)〉σ˜z and Heff,Bel (t) =
−g sin(2θ)〈x(t)〉σ˜x respectively. The work flux is given by
W˙el = g cos(2θ)〈x˙〉〈σ˜z〉 − 2g sin(2θ)〈x〉
(
∆E
2 + g cos(2θ)〈x〉
)
〈σ˜y〉 (4.13)
where the first term arises from 〈H˙eff,Ael 〉 and is proportional to the exciton popu-
lation difference while the second contribution arises from the commutator of the
measurable and unmeasurable effective system Hamiltonian and is proportional to
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Figure 4.1: Work (thin blue curve) and heat (thick red curve) fluxes in isolated
exciton-vibration dimers. (a) the weakly electronically coupled PEB50 dimer in
PE545 and (b) the strongly electronically coupled DBV dimer in PC645.
inter-exciton coherences. The heat flux
Q˙el = −2g sin(2θ)
(
∆E
2 + g cos(2θ)〈x〉
)
[〈σ˜yx〉 − 〈σ˜y〉〈x〉] (4.14)
requires a degree of correlation (co-variance) between exciton coherences and dis-
placement of the vibration.
In the limit of strong electronic coupling θ → pi/4, the effective energy changes
due to the interaction with the vibration cannot be measured (Heff,Ael = 0) so that
the first term contributing to the work flux vanishes. The second term also vanishes
if there is no displacement of the vibration or inter-exciton coherences. In the limit
where the interaction is fully gσ˜x(b+ b†) , an initial state without a displacement or
excitonic coherences will not gain either at later times. Although the vibration does
not perform work on the electronic degrees of freedom, there is a heat flux due to
the coherent transitions between the |X,n〉 and |Y, n+ 1〉 exciton-vibration states.
In this limit it is possible for the vibration to act as a perfect heat source or sink.
For general coupling strengths J , g and mode frequency ωvib, analytic expressions
for dynamics of e.g. 〈x(t)〉 are unknown but quite apparently the vibration can act
as work and heat source simultaneously. Fig. 4.1 displays the numerically calculated
heat and work fluxes into the electronic degrees of freedom for central dimers from
PE545 and PC645 respectively. The initial state is as usual, a thermal state for
the vibration and the highest energy exciton state for the chromaphores. Since the
dynamics of these isolated exciton-vibration dimers is periodic, over any cycle the
net fluxes are zero. This is not representative of an important qualitative difference
between the two prototypes. Quite apparently, the vibration behaves as a work
source for the weakly coupled PEB50 dimer, and almost entirely a heat source for the
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Figure 4.2: Work source quality Rτ as a function of the vibration frequency for
(a) the weakly electronically coupled PEB50 dimer in PE545 and (b) the strongly
electronically coupled DBV dimer in PC645.
strongly coupled DBV dimer. This is consistent with the dependence on electronic
coupling identified from expressions (4.13) and (4.14).
4.3.3 Work source quality
If the net heat or work flux through a system in a time interval τ is zero, this
does not exclude the possiblity that large ammounts of heat and work have passed
though the system during that period. To evaluate work source quality, rather than
compute net fluxes like
∫ τ
0 W˙(t)dt we utilize the measure introduced by Schöder et
al [198]
Rτ =
∫ τ
0 |W˙(t)|dt∫ τ
0 |W˙(t)|dt+
∫ τ
0 |Q˙(t)|dt
. (4.15)
Since this measure is based on the absolute values of fluxes, it allows a stronger
quantification of work source quality. Values approaching R = 1 imply that energy
changes during time τ , are dominated by work like fluxes. Conversely values ap-
proaching R = 0 imply heat fluxes dominate and that the driving system acts more
as a heat source or sink.
Fig. 4.2 displays the work source quality measure Rτ for the PE545 and PC645
dimers as a function of ωvib. The noisy features in both curves arise due to the fixed
time window of consideration τ = 0.5 ps. As ωvib is altered the number of oscillations
of heat and work fluxes lying within the window does not change smoothly resulting
jumps in the work source quality in this time interval.
The weakly electronically coupled PE545 dimer acts as a work source except
near ωvib = 400 cm−1 which corresponds to the exciton energy gap. As has
been discussed in previous chapters, transfer between exciton states due to quasi-
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resonance with a vibrational mode is accompanied by the generation of inter-exciton
coherences ρXn,Y n which contribute to 〈σ˜y〉 as well as exciton-vibration coherences
ρXn,Y m which contribute to 〈σ˜yx〉. Therefore the reduction in work source quality
which occurs on resonance arises due to the additional heat flux as excitonic and
vibrational degrees of freedom become correlated.
In the strongly coupled DBV dimer from PC645 the vibration acts as a heat
source over a wide range of frequencies. The correlations between excitonic and
vibration degrees of freedom dominate expect near ωvib = 450 cm−1 . This does
not correspond to an integer divisor of exciton energy gap but was identified in
the amplitude of exciton populations in Fig. 3.7b and attributed to a resonance
between exciton-vibration states. The details of this resonance have not been fully
explored but at this frequency excitonic coherences are enhanced with a concomitant
reduction of exciton-vibration correlations. The heat flux is therefore decreased and
the the work flux term proportional to excitonic coherences increased.
4.4 Work exchange with structured environments
For an electronic system coupled to a structured environment, there are work and
heat fluxes due to localised modes as well as the continuous thermal background.
The previous section considered a minimal system of two chromophores subject to
a single vibrational mode. Here this model is extended to the tetrameric units from
PE545 and PC645 considered in Chapter 3, considering a structured vibrational en-
vironment consisting of a Drude continuum and an underdamped vibrational mode.
The effective Hamiltonian for an N chromophore complex is given by
Heffel (t) =
∑
i
σ+i σ
−
i
〈∑
k
gi,k(bik + b†ik)
〉
t
=
∑
αβ
σ+α σ
−
β
∑
i
Cαi (C
β
i )∗Xi(t) , (4.16)
where the identified LEMBAS (the exciton basis) determines that Heff,Ael (t), depends
on the participation of site i to exciton α |Cαi |2, whereas Heff,Bel (t) is determined by
‘exciton interferences’ Cαi (C
β
i )∗. Work flux into the electronic system is given by
W˙el(t) =
∑
α
ραα(t)X˙αα(t)−
∑
α 6=β
Im(ραβ(t))[Eαβ +(Xαα(t)−Xββ(t))]Xαβ(t), (4.17)
where Xαβ(t) =
∑
iC
α
i (C
β
i )∗Xi(t). This partitioning of work flux into contributions
from exciton populations and coherences extends the result of equation (4.13) to N
sites.
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4.4.1 Calculating bath observables within the open systems
approach
The general spirit of the open systems approach to calculating system dynamics
is to trace away and discard information about bath degrees of freedom. It is
nevertheless possible to simultaneously calculate observables of the bath. In the case
of hierarchical expansions, Zhu et al. [200] recently demonstrated that moments of
collective bath coordinates
X
(n)
i (t) =
〈(∑
k
gi,k(bik + b†ik)
)n〉
t
, (4.18)
are contained in the auxiliary matrices. Work fluxes are determined by the first mo-
ment of the environment at each site which is contained within auxiliary matrices in
the first tier of the hierarchy: Xi(t) = −Tr
[∑
(
∑
k
nik=1) ρn(t)
]
. For a structured envi-
ronment with a correlation function expressed as a sum of Drude and under-damped
Brownian oscillator contributions, the individual displacements can be extracted by
summing the auxiliary matrices of the corresponding coefficients appearing in ex-
ponential decomposition of the bath correlation function Ci(t) =
∑
k cik exp (−νikt).
In this case the auxiliary matrices corresponding to the Matsubara terms from each
component should not be combined. If the hierarchy of equations has been rescaled
for numerical purposes, the auxiliary matrices must be transformed to their unscaled
versions in order to extract the physical X(n)i (t)’s.
4.4.2 Work and heat fluxes in a tetrameric system
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Figure 4.3: Work (thin blue) and heat (thick red) fluxes in (a) PE545 and (b)
PC645 tetramic units subject to an unstructured environment described by a Drude
spectral density with λ = 100 cm−1 and Ωc = 100 cm−1.
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For an N site system coupled to an arbitrarily structured vibrational environ-
ment, the system work flux can be extracted from the auxiliary matrices appearing
in the hierarchical expansion of system dynamics. The corresponding heat flux can
be determined through energy conservation: Q˙el(t) = U˙(t)el− W˙el(t). The dynamics
of the work and heat fluxes in the PE545 and PC645 tetramer units when an under-
damped vibration is not present are displayed in Fig. 4.3a-b. In both systems the
fluxes are negative at all times. As the electronic system dissipates energy into the
background in the form of both heat and work.
The heat flux is initially zero but as the electronic and vibrational degrees of free-
dom become correlated, the electronic system heats the vibrational environment. In
both systems it displays oscillations which decays on the same timescale as excitonic
coherences. In PC645 the maximum heat flux is larger, consistent with the results
in the dimer prototypes.
The work flux decays monotonically from an initial maximum determined by an
initial velocity of the bath - as given by the first term in equation (4.17). A finite
initial velocity is not consistent with a thermal initial state and is an artifact arising
from the coarse-grained nature of the Drude-form correlation function describing
the unstructured environment. In particular dReC(t)/dt|t=0 and ImC(0) should
vanish by definition but are non-zero for the Drude bath correlation function. These
limitations of the Drude form for an over-damped Brownian oscillator have been
highlighted previously [79] and mean that very short time dynamics are inaccurate.
Fig. 4.4a-b compares bath velocities in a dimer when the full form for the Brownian
oscillator correlation function to the velocities when the approximate Drude form
is used. When the full form is used the velocities are correctly zero at t = 0,
rising sharply on a timescale ν−−1 ≈ γ−1 to the values predicted by the Drude
form. Fig. 4.4c displays ImC(t) for the two forms of correlation function. When
considering integrals of work fluxes the additional initial contribution arising from
the Drude form of the correlation function is negligible.
The addition of a discrete vibrational mode to the environment distinctly alters
the features of heat and work fluxes in both systems as shown in Fig. 4.5. In both
systems the work flux now oscillates such that there are periods of time when the
system work flux is positive- the environment performs work on the electronic de-
grees of freedom. This is accompanied by a decay of the envelope of work which is
slower than the case where a vibration is not present. In PE545 the additional en-
ergy flux through the electronic system due to the vibrational mode is predominantly
work-like, whereas in PC645 the energy flux has a significant heat-like component.
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Figure 4.4: (a-b) Short time evolution of the velocities of generalized bath coor-
dinates X˙i(t) in a dimer system subject to an over-damped Brownian oscillator
γ > 2ωvib (solid blue) and corresponding Drude approximation (Dashed red). (c)
The imaginary part of the correlation functions C(t) corresponding to these two
types and (inset) the spectral densities.
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Figure 4.5: Work (thin blue) and heat (thick red) fluxes in (a) PE545 and (b) PC645
tetramic units. The structured environments described by discrete oscillator as in
Chapter 3.
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Figure 4.6: Work source quality Rτ as a function of reorganisation energy λ for (a)
PE545 (b) PC645 tetramic units. Dashed curves are for an unstructured environ-
ment while solid curves include an underdamped vibration.
This is consistent with the findings in the dimer systems and suggests an alterna-
tive interpretation of the role of the vibrations beyond tuning the spatio-temporal
distribution of electronic excitation energy which has been identified in previous
chapters. Vibrational modes also provide a mechanism to alter the nature of energy
fluxes between electronic system and vibrational environment.
In Chapter 3 a vibration present in PE545 was found to direct transport to the
lower energy exit site. Here we find that this vibration increases the work source
quality of the vibrational environment. In PC645, the same vibration was not found
to enhance transport. Instead it introduces exciton population oscillations between
states of the central dimer. This signifies the coherent exchange of energy between
exciton and discrete vibrations. Here we have been able to identify this energy flux
with heat. The oscillating exciton-vibration correlations result in periods of time
in which the system in being heated (Q˙el > 0) which are not observed with an
unstructured environment.
To investigate the role of the strength of the thermal background Fig. 4.6 shows
the work source quality the two systems with and without a vibrational mode as
a function of the reorganisation energy λ. As reorganisation energy increases the
coupling to each vibrational mode of the continuum is proportionally increased. For
the weakly electronically coupled sites this causes larger displacements of the local
vibrational modes and contributes more to the work flux between the electronic
system and environment. For strongly electronically coupled sites or those is close
quasi-resonance with a discrete vibration this increase the heat flux between elec-
tronic system and environment. In PE545 the vibrational modes increases the work
source quality Rτ from ∼ 0.4 to close to unity for a wide range of reorganisation
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energy with a maximum at λ = 20 cm−1. This does not correspond to the biolog-
ical strength currently identified, however there is evidence from mixed quantum
classical molecular dynamics simulations that the reorganisation energies of some
pigments within antennae can be of this order [40, 61–63]. In PC645 a wide range of
vibrational modes are in resonance with central DBV dimer. The heat flux between
this dimer and local vibrations was identified in the model of section 4.3.2. However,
vibrations at other sites with weak electronic coupling serve to increase work fluxes
so that overall effect of the discrete vibration is an increase of Rτ to ∼ 0.7.
4.5 Work exchange under continuous illumination
Figure 4.7: Schematic of a light harvesting antenna operating under continuous
illumination. Electronic energy levels are of the PE545 subunit as shown in Fig. 3.2.
The highest energy exciton state is populated at rate Γin, and trapping occurs at
the lowest exciton at rate Γout.
We have thus far considered energy transfer from a transient perceptive, by ex-
amining the the dynamics of the energy absorbed by high energy pigments as it
transfers to low energy exit chromophores. A complementary picture is to con-
sider the steady-state operation of light harvesting biomolecules which are subject
to the continuous input of excitation energy though illumination, and loss chan-
nels which describe the recombination and trapping of excitons. An equivalence
of these approaches has been demonstrated for the evaluation of certain dynamical
properties - namely the quantum yield [201]. The quantum yield is the probability
that absorbed energy reaches a desired trapping site. This trapping describes the
irreversible transfer of the energy to a reaction centre or another antenna system.
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Here we investigate thermodynamic aspects of the dynamics of biomolecules
under steady-state operation. The incoherent input, output and dissipation of ex-
citations is described by additional incoherent dissipative terms appearing in the
master equation for the excitonic degrees of freedom
ρ˙S(t) = −i
[
HS +HeffS (t), ρS(t)
]
+
(
LeffS + Lin + Ldiss + Lout
)
ρS(t) . (4.19)
Here Lin/out are the usual Lindbladian dissipators of the standard form Lρ =∑
α Γ
[
AαρA
†
α − 12{A†αAα, ρ}
]
, which describes incoherent excitation (de-excitation)
of excitonic degrees of freedom at rates Γin(Γout) with operators Aα = σ+α (σ−α ). A
description of coupling to the radiation field [84, 111], results in the slow incoher-
ent input of energy via transitions from ground to excited excitonic states. The
rates at which these transitions take place Γin, are proportional to the oscillator
strengths of the excitonic states which are in turn determined by the orientation of
dipole moments in the system. In both PE545 and PE545 the dipole orientations
are such that the highest energy exciton states have finite oscillator strength and
could therefore be selectively populated in an experiment. For consistency with the
transient picture in which the highest energy exciton state is initial populated, a rate
of Γin = 0.01 cm−1 ≈ (0.5 ns)−1 is considered to populate the highest energy exciton
state only. The Ldiss Liouvillian describes undesirable loss channel representing the
fluorescence/recombination at individual chromophores at rates Γdiss = (1 ns)−1.
Trapping of the excitation is considered to take place at the lowest energy exciton
state at a rate Γout = 0.5 ps. This desirable energy output channel describes the
irreversible transfer of the energy to an adjacent complex or reaction centre.
In this chapter we adopted the exciton eigenstates as the local effective measure-
ment basis, therefore measurements of US(t) = HS + Heff,AS (t) are possible. Once
the system has reached the steady state ρS(ts), the measurable system energy is
stationary
U˙S = W˙S + Q˙S + Q˙in + Q˙diss + Q˙out = 0 . (4.20)
The heat-like energy fluxes Q˙ = TrS[US(ts)LρS(ts)] are associated with each of the
four dissipative terms in (4.19). It is natural to define an efficiency η = |Q˙in|/Q˙out, the
fraction of energy entering the system from the radiation field which exits through
the trapping states. This is given by
η =
∑
α Γ
(α)
out[Eα +Xαα(ts)]〈α|ρS(ts) |α〉∑
α Γ
(α)
in [Eα +Xαα(ts)]〈0|ρS(ts) |0〉
, (4.21)
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and depends on the steady state occupations of the ground state and trapping ex-
citon states as well as the steady state displacement of the corresponding collective
vibrations. Environmental vibrational modes mainly influence this quantity by al-
tering the steady state populations of excitonic states. For the low rates of exciton
input considered here the steady state displacements Xαα(ts) are generally small
relative to the energies of excitonic states Eα and therefore have little influence via
this factor. In the steady state, the work-like energy flux is given by
W˙S = −iTrS
[
[US(ts), Heff,BS (ts)]ρS(ts)
]
(4.22)
= −∑
α 6=β
Im(ραβ(t))[Eαβ + (Xαα(t)−Xββ(t))]Xαβ(t). (4.23)
which requires both inter-exciton coherences and an environment that is in a dis-
placed steady state.
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Figure 4.8: Efficiency η as a function of bath reorganisation energy in (a) PE545
and (b) PC645. The corresponding work flux W˙S in (c) PE545 and (d) PC645.
Dashed curves are for an unstructured environment while solid curves include an
underdamped vibration.
Figure 4.8 displays η and W˙S for the PE545 and PC645 tetramic systems with and
without vibrational modes. In PE545 the vibrational mode enhances the efficiency
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although at biological reorganisation energies (λ ∼ 100 cm−1) the enhancement is
less then a percent. In PC645 the vibration inhibits the efficiency but again at bio-
logical reorganisation energies the difference in efficiency is around a percentage. As
discussed, there is evidence that the local environments of some chromophores may
feature reduced reorganisation energies. In this case efficiencies under continuous
illumination in these systems would be more dependent on the presence of vibra-
tions. The steady state work flux W˙S due to the environment behaves differently as
a function of reorganisation energy depending on the presence of a discrete vibra-
tional mode. In both cases the amplitude is small in comparison with the heat fluxes
through the system. It therefore does not contribute directly to the input-output
efficiency of the antenna. This work flux may serve an alternative function in these
systems which has yet to be identified. The amplitude of work fluxes in PE545
are larger than in PC645. This is consistent the weakly coupled PE545 being the
superior work source in the transient setting. At lower reorganisation energies, the
amplitude of work flux is large if a discrete vibration is included. As reorganistion
energies increases this indirectly damps the motion of the discrete vibration, which
reduces the work fluxes. In fact, at biological reorganisation energies the amplitude
of work flux is reduced by the vibrational mode in both systems. By inspecting
equation (4.23), the presence of a non-zero work flux is a clear indicator that both
steady state inter-exciton coherences and a displaced vibrational state is present in
the system.
If the input rate Γin is increased, the steady state of the electronic degrees of
freedom shifts further from a state which is diagonal in the exciton basis. Addi-
tionally the vibrations are driven further from equilibrium. Figure 4.9a-b shows the
work flux in both systems over several ordered of magnitude of Γin with the bath
reorganisation energy fixed at λ = 100 cm−1. Correspondingly in Fig. 4.9c-d we
construct the measure ∑i |Xi(ts)|. This serves to quantify the extent to which the
local environments of all chromophores are displaced. Notice that if this measure is
zero, then all Xαβ = 0. The insets of Fig. 4.9c-d display the efficiency η over the
same rate and indicate that it is insensitive to the input rate.
For low rates of excitation input the amplitude of work flux is small and vibra-
tions are not shifted as far from equilibrium. At large rates of excitation input,
the work flux and environmental displacement saturates since energy arrives faster
than the rate of excitation trapping Γout = 0.5ps ≈ 10 cm−1. This limitation on
the time scale of system dynamics means the extra energy cannot cause additional
displacement of the environment. Even higher rates of excitation input are not con-
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Figure 4.9: The work fluxes W˙S under steady state operation as a function of
the input rate Γin in (a) PE545 and (b) PC645. (c) The measure of steady state
environmental displacement ∑i |Xi| in PE545 and (d) PC645. In insets show the
efficiency η over the same range of Γin. Dashed curves are for an unstructured
environment while solid curves include an under-damped vibration.
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sidered as doubly excited electronic states are not accounted for within the current
model. In this regime both systems feature a larger environmental displacement
when a discrete vibrational mode is present. Counter-intuitively the amplitude of
work flux in PC645 is reduced when a vibration is present. Since we consider mea-
surements to be in the exciton basis, the resulting work flux (equation (4.23)) is
partially determined by the non-local collective displacements Xαβ. Whilst the am-
plitude of these terms is increased by displacement of local oscillators Xi, they also
depend exciton interferences Cαi (C
β
i )∗. The summation in equation (4.23) therefore
allows for interferences which result in a smaller work flux despite increased local
displacements.
In PE545 moderate rates of excitation input result in a negative work flux and
therefore the system does work on the vibrations. As the rate is further increased
the work flux reverses direction and the vibrations do work on the electronic degrees
of freedom. In PC645 the direction of the work flux is reversed and its amplitude
reduced by the presence of the vibrational mode. Under-damped vibrations allow
the environment to shift further from equilibrium under steady excitation input.
This can result in both positive and negative work flux and as a result of exciton
interferences can even reduce the amplitude of work flux as is observed in PC645.
In the transient setting the majority of work flux occurs whilst the exciton-
vibration system relaxes. This time scale is partially determined by the damping
of the vibrational mode γdamp. Damped vibrations relax faster and therefore re-
duce the potential for work flux. Figure 4.10 displays the steady state work flux
and environmental displacements ∑i |Xi(ts)| as the time scale γ−1damp of vibration
relaxation is altered. In the PE545 subunit both the amplitude of work flux and
the net displacement of the environment increase as the time scale of damping is
reduced (the vibration relaxes more slowly).This is consistent with the notion that
under-damped vibrations can be further out of equilibrium and that this results in
a larger work flux. However, in PC645 the central dimer behaves more as a heat
source. Rapidly damped vibrations feature a steady state which is displaced further
from equilibrium than under-damped vibrations. Thus as the time scale of damping
is increased, the amplitude of work flux displays a decreasing trend.
4.6 Concluding remarks and outlook
The formalism adopted in this chapter enables the partitioning of energy fluxes be-
tween electronic and vibrational degrees of freedom into work-like and heat-like
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Figure 4.10: Stationary work flux against the time scale of vibrational relaxation
γ−1damp in (a) PE545 and (b) PC645. (c) The corresponding net
∑
i |Xi| in PE545 and
(d) PC645. Dashed curves are for an unstructured environment while solid curves
include an underdamped vibration.
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contributions. We found that relative nature of energy fluxes is dependent on
the strength of electronic coupling between chromophores. In particular we have
shown that in the weakly electronically coupled PE545 system the combined exciton-
vibration dynamics results in energy exchanges with vibrations which are predomi-
nantly work like. The more strongly electronically coupled central dimer of PC645
introduces a significant heat-like component to energy fluxes.
A recent analysis of four phycobiliprotein structures including PE545 and PC645
[202] has highlighted that a genetic switch controls the electronic coupling of the cen-
tral dimer in these complexes. The addition of a single amino acid to the otherwise
identical the protein structure is responsible for causing a change in the orientation
assembled protein subunits in the PC612 and PE555 complexes. This results in the
separation of the central chromophores and the formation of a water filled channel.
As a result the electronic coupling of the central dimers in these ‘open’ structures is
highly reduced. In the study they find inter-dimer electronic couplings of 166 cm−1
and 647 cm−1 in the closed PE545 and PC645 structures respectively. The insertion
of the amino acid causes the electronic coupling in open PC612 and PE555 structures
to be reduced, to 29 cm−1 and 4 cm−1 respectively. In the context of this chapter,
the structural switch these cryptophytes have evolved may be viewed as a way of
modulating the nature of energy exchange with vibrations motions. In Chapter 3 a
classical model of vibrations was employed in which the interaction with vibrations
is accounted for entirely as effective time dependent drive of site energies. In the
context of the thermodynamic framework adopted in this chapter we immediately
see that these classical vibrations act purely as a source of work. We also saw that
work fluxes can persist even under continuous illumination, since vibrations are in
a non-equilibrium steady state. The character of work fluxes is dependent on the
rate of excitation input and the time-scale of damping of the mode while the quan-
tum efficiency remains high. This suggests a potential role for vibrations which is
neither beneficial nor detrimental to this efficiency. Vibrations can display a broad
range of thermodynamic behaviour which is dependent on the operating regime of
the system at hand. If there is any biological role for the steady state work fluxes
identified in these photosynthetic prototypes is a matter for debate. Nevertheless
the formalism and ideas developed within this chapter are certainly applicable to
many other systems. Even if it transpires that the thermodynamic implications
of non-equilibrium vibrations are minimal for biological systems, it is not difficult
to envisage their importance in the design of quantum technologies which exploit
structured environments for their function.
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Acclimation of energy transfer
We investigate how energy transfer within and between light harvesting antenna com-
plexes from purple bacteria acclimates to different illumination conditions. Using
generalized Förster theory, we find that intra-complex B800-B850 transfer is accel-
erated from 1.14 ps−1 to 1.43 ps−1 under low light conditions due to an increase
in spectral overlap of donating B800 and accepting B850 exciton states. We spec-
ulate that differences in quasi-resonance of this energy gap with vibrational modes
for certain realizations of disorder may result the acclimation of non-classicality of
vibrational modes. Mean inter-complex energy transfer rates are not found to accli-
mate significantly being 0.16 ps−1 for both high and low light illumination conditions.
However we conclude that mixing of high and low light adapted apoprotein types
within a single complex results in a less energetically disordered energetic landscape
of partially acclimated photosynthetic membranes which reduces energetic traps.
5.1 Spectral adaptation of the photosynthetic ap-
paratus of purple bacteria
Purple photosynthetic bacteria are generally aquatic microorganisms and can be
found in freshwater lakes, stagnant ponds even sewage treatment facilities [4]. They
perform photosynthesis anaerobically, meaning that they do not produce oxygen.
They are highly adaptable and the architecture of their photosynthetic apparatus
varies considerably from species to species. Since they must survive in low light
conditions where photons are precious, they have developed a large effective cross-
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sectional area for light absorption. Their photosynthetic membranes comprise sev-
eral types of antenna complex which absorb in different regions of the spectra. A
review of the photosynthetic apparatus and energy transfer mechanisms in purple
bacteria can be found in [203].
Figure 5.1 illustrates the typical arrangement of circular light harvesting anten-
nae complexes in a purple bacteria cell membrane. Many peripheral light harvest-
ing 2 (LH2) complexes surround light harvesting 1 (LH1) complexes whose core
features a single reaction centre towards which absorbed quanta of energy are ‘fun-
nelled’ [204]. Once a reaction centre has absorbed this energy, charge separation
takes place which drives a cycle of electron transfer reactions. During this cycle
additional electron separations cannot take place and this effectively ‘closes’ the re-
action meaning any additional energy absorbed is radiately dissipated. A membrane
composed entirely of LH1 complexes would be both inefficient and biosynthetically
expensive. The peripheral LH2 complexes allow absorption over a broader spectral
and spatial range and enable efficient photosynthesis to take place under a variety
of illumination conditions. The ratio of LH1 to LH2 type complexes can acclimate
Figure 5.1: (a) Atomic force microscope image of the photosynthetic membrane
from Rhodospirillum photometricum, adapted from Fig. 3b of ref. 205. (b)
Schematic of the arrangement of pigments within LH1 and LH2 complexes based on
data from references 206 and 207.
to the level of light intensity [205]. Kinetic models of energy transfer at the level of
the photosynthetic membranes have been applied to understand the functional im-
plication of these adaptations [208]. Under stressed environmental conditions such
as low light intensity, some species of purple bacteria produce LH2 variants (LH3,
LH4 and so forth) which absorb in different regions of the spectra.
The differences in spectral features of LH2 variants result from the acclimation
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of electronic and vibrational properties, which must tune electronic and vibrational
dynamics. In this chapter we investigate the acclimation of energy transfer in LH2
antennae complexes from purple photosynthetic bacteria at the intra and inter-
complex level, as the first steps towards identifying possible adaptation of quantum
features of energy transfer dynamics. This is timely, since a number of experiments
have reported evidence of quantum coherent transport in the LH2 complex [15, 16,
209].
5.1.1 The light harvesting 2 (LH2) antenna complex
Figure 5.2: Representations of the LH2 structure from P. molischianum (Protein
Data Bank ID code 1LGH [207]) produced with VMD [210]. (a) Top view of the
whole complex: B800 BChls are illustrated red and B850 BChls in blue. alpha-
beta apoprotein units are show in grey. The carotenoids (lycopene) and BChl phytl
tails are not displayed for clarity. (b) Side view of a single α-β unit. alpha (beta)
apoprotein displayed in yellow (pink).
The LH2 complex comprises eight or nine subunits which oligomerize into a circu-
lar macrro-structure. The octameric structure of the LH2 complex from Phaeospiril-
lum molischianum (formerly Rhodospirillum molischianum) is illustrated in Fig. 5.2.
Within each subunit an alpha-beta apoprotein heterodimer binds together three
bacteriochlorophyll a (BChla) chromophores and one (or two) carotenoids. The
carotenoids aid in the structural stability of the assembled complex and also have
a photo-protective role. By quenching the triplet excited state of BChls they sup-
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press energy transfer to oxygen thus they prevent formation of the highly reactive
singlet state of oxygen. They also serve as accessory pigments absorbing between
400-600 nm and rapidly (∼ 50 fs) transferring energy to BChls [211]. In the assem-
bled complex, the BChl chromophores form two concentric rings. The first is an
octameric or nomameric ring whose chromophores are weakly electronically coupled
due to large inter-chromophore distances ∼ 22 Å. This is referred to as the B800
ring since it absorbs spectrally close to the position of BChl monomers (800 nm).
The second hexadecameric octadecameric ring is more tightly packed with inter-
chromphore distances ∼ 9 Å and is therefore more strongly electronically coupled
the collective absorption is shifted to 850 nm. This ring is therefore referred to as
B850.
Acclimation The acclimated variants of the LH2 complex which are produced un-
der low light conditions bind together the same numbers of chromophores but have
different alpha and beta apoprotein structures. The crystal structure of low light
adapted LH2 complex variant of the Rhodoblastus acidophilus (formerly Rhodopseu-
domonas acidophila) species has been resolved to 3.0 Å [212]. The positioning of
BChl molecules in the low light variant is found to be highly similar to the high light
adapted structure. The relative orientation of dipole-moments and therefore elec-
tronic couplings between chromophores are therefore expected to be similar. The
differences in the alpha and beta apoprotein structures results in altered hydrogen
bonding between particular protein residues and acetyl groups of the B850 chro-
mophores. The resulting conformation of the BChl is known to shift site energy of
the Qy excited state [213]. This results in complexes referred to as B820 or LH3
which absorb near 820 nm.
As the membranes acclimate to lower light intensity the 850 nm peak in ensemble
absorption spectra of membrane progressively shifts to 820 nm. Fig. 5.3a displays
the absorption spectra of B850 and B820 and three intermediate membranes from
molischianum (courtesy of James N. Sturgis). It was previously thought that during
adaptation membranes consist of a mixture high and low light adapted B850 and
B820 type LH2 complexes. However in molischianum [214] and Rhodopseudomonas
palustris [215] it has been demonstrated that both the high and low type alpha-
beta apoproteins pairs can found within a single complex. This results in spectrally
heterogeneous complexes with character of both B850 and B850 as illustrated in
Fig. 5.3b. The mixing of high and low type alpha-beta apoprotein types within a
complex results in a less energetically disordered energetic landscape of partially
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Figure 5.3: (a) Experimental absorption spectra of LH2 complexes acclimated to
different light intensities. (b) Schematic of the apoprotein composition of adapted
LH2 complexes.
adapted membranes which may eliminate energetic traps.
5.2 Linear spectroscopy
Linear absorption and fluorescence (emission) spectra yield information about the
electronic structure and vibrational environments of biomolecules. Parameters en-
tering into theoretical models of dynamics can be estimated by fitting experimental
spectra. In this chapter the linear spectra of LH2 antenna acclimated to different
light conditions are simulated as a benchmark of the parameters describing excita-
tion energy transfer. In this section we therefore briefly outline some background
material for the theoretical description of the linear spectra of biomolecules.
Assuming weak interaction with classical light [44, 68], applying Fermi’s golden
rule with respect to the interaction Hlight-matter = − ~E(e−iωt+e+iωt).~µ in the rotating
wave approximation, gives the rate of transitions between ground and excited states
and therefore the calculation of linear absorption α(ω) and fluorescence I(ω) can be
expressed as the Fourier transform of the dipole-dipole correlation functions [44, 47]
α(ω) ∝ ω 2Re
∫ ∞
0
dt eiωt〈~µ(t)~µ(0)〉g (5.1)
and
I(ω) ∝ ω 2Re
∫ ∞
0
dt eiωt〈~µ(t)~µ(0)〉e , (5.2)
where ~µ = ∑i ~µi(|0〉 〈i|+ |i〉 〈0|) is the total dipole moment operator associated with
the excited states of the biomolecule. The subscripts e and g denote the state with
respect to which the correlation function is calculated. Since thermal fluctuations
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are small in comparison with the excitation energies of the chromophores, prior to
absorption of a photon the system is assumed to be in the state ρeq(g) = |0〉 〈0| ⊗ %eqvib.
For the case of steady state fluorescence the system has relaxed to an equilibrium
state in the excited state and ρeq(e) = e−βH/Tr{e−βH} where H is the full exciton-
vibration Hamiltonian. These correlation functions can be calculated numerically
within the HEOM framework [44, 216],
〈µ(t)µ(0)〉g = TrS [TrB{U(t)(~µ |0〉 〈0|%eq}~µ] =
∑
i
µiσ0i(t) (5.3)
where the evolution σ0i(t) = 〈0|Tr{U(t)µ} |i〉. Perturbative theories can also be
applied in the calculation of these correlation functions. Indeed for a monomer
interacting with a harmonic oscillator environment the second order cumulant ex-
pansion reproduces the line shape exactly [68, 217, 218].
For systems of many coupled chromophores the linear spectra can be expressed
in terms of the line shapes of excitonic states as α(ω) ∝ ∑α |~µα|2Dα(ω) and I(ω) ∝∑
α Pα|~µα|2D¯α(ω). Here Pα denotes the steady state occupation probability of
the exciton states. For weak coupling to the vibrations this has the distribution
Pα = exp(−βEα)/∑α exp(−βEα). The delocalisation of excitonic states results in
a redistribution of dipole strengths according to |~µα|2 = |∑iCαi ~µi|2 which can result
in dark states. As example consider a coupled homo-dimer with aligned transition
dipoles µ1 = µ2 = µ. The eigenstates (labeled by ±) have excitonic oscillator
strength |µ±|2 = (1 ± sin(2θ))|µ|2 and therefore for strong coupling (θ → pi/4) one
of the states has no dipole strength. Perturbative theories can be applied to derive
expressions for excitonic line shapes [37, 59, 219–222] which are far more efficient
to calculate than directly propagating the HEOM. The excitonic line shapes often
have the form
Dα(ω) = 2Re
∫ ∞
0
dt eiωt exp (−iωαt− gαα,αα(t)− t/τα) (5.4)
and
D¯α(ω) = 2Re
∫ ∞
0
dt eiωt exp
(
−iωαt+ 2iλαα,ααt− g∗αα,αα(t)− t/τα
)
, (5.5)
where as before, gαβ,γδ(t) =
∑
iQ
i
αβQ
i
γδgi(t), gi(t) =
∫ t
0 ds
∫ s
0 ds′Ci(s′) and λαβ,γδ =∑
iQ
i
αβQ
i
γδλi. For the present interaction, Qiαβ = 〈α|σ+i σ−i |β〉 = (Cαi )∗Cβi . Here ωα
refers to the energies of the eigenstates of the shifted system HamiltonianHS+Hreorg,
where reorganisation has been included into bare site energies such that a monomer
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absorbs at i + λi and fluoresces at i − λi. The monomer line broadening function
gi(t) for a spectral density whose corresponding correlation function is expressed as
the series Ci(t) =
∑
k ci,ke
−νi,kt is given by
gi(t) =
∑
k
ci,k
ν2i,k
(e−νi,kt + νi,kt− 1) . (5.6)
For a Drude–Lorentz spectral density the summation over Matsubara terms appear-
ing in the line broadening function can be expressed in terms of special functions
(HurwitzLerchPhi in Mathematica), alternatively at high temperatures the series
can be truncated. Useful low temperature approximations for underdamped Brow-
nian oscillator spectral density are given in [223]. The exciton lifetimes τα are de-
termined by rate of transfer to other exciton states τ−1α = 12
∑
α6=β kαβ. These rates
depend on the nature of theory used to calculate the lineshape. If Redfield theory
is used, these rates are given by kRαβ = Rαα,ββ, the relevant elements of the Redfield
tensor given by equation (1.19). For modified Redfield theory kMRαβ are given by
equation (1.25) and Förster theory gives the transfer rate between localised sites as
kFab = 2|Vab|2Re
∫ ∞
0
dt eiωabt−ga(t)−gb(t)−iλat−iλbt . (5.7)
5.2.1 Comparison of perturbative theories
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Figure 5.4: The downhill rate of transfer between the excitonic states of a dimer
system with HamiltonianH = (∆/2)σz+V σx subject to environments characterized
a Brownian oscillator spectral density with λ = 100 cm−1 and Ωc = 53 cm−1=
(100 fs)−1 for electronic coupling strength (a) V = 20 cm−1, (b) V = 100 cm−1 and
(c) V = 500 cm−1. The inset of panel (b) shows the variation of transfer rate with
reorganisation energy λ for ∆ = 10 cm−1.
In ref. 75 a systematic comparison of the energy transfer rates predicted by
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Förster, Redfield and modified Redfield theories was undertaken. In Fig. 5.4 we
display the analogue of Figure 2 in ref. 75 but for a Brownian oscillator spectral
density rather than the Gaussian form used there. The room temperature (300 K)
transfer rate in a dimer H = (∆/2)σz + V σx is calculated as a function of the site
energy gap ∆ for three different electronic coupling strengths. The key addition
here is the rate of transfer between exciton states determined from converged HEOM
dynamics. For all the rates presented, the dynamics are free from oscillations and
rates kHEOMαβ can therefore be extracted from fits to the solution of a Pauli master
equation for exciton populations ρ˙αα(t) =
∑
β
(
− kαβραα(t) + kβαρββ(t)
)
.
For weak electronic coupling with respect to the environment (λ > V , Fig. 5.4a)
and localised states (∆  2V ) the Förster rate agrees with the exact HEOM
rate and modified Redfield theory agrees for energy gaps larger than the electronic
coupling. Redfield theory is predictably inaccurate since it is derived assuming
strong electronic coupling. For intermediate coupling strength with respect to the
environment (λ ≈ V , Fig. 5.4b) none of the three theories is adequate. In particular
the maxima in the modified Redfield rate near ∆ = 100 cm−1 is a behaviour
completely absent when transfer rates are extracted from the converged HEOM
results. This shows that the optimized energy transfer rate highlighted in [75] is
spurious. When the electronic and environmental coupling strengths are of the same
order, the modified Redfield rate is this system is less accurate than that predicted
by standard Redfield theory. It is surprising that for small ∆ where excitons are
highly delocalised, the Förster and Redfield rates appear to coincide. The inset
of Fig. 5.4b shows the variations of rates with λ for ∆ = 10 cm−1. This reveals
that while Redfield and modified Redfield rates have excellent agreement with exact
HEOM rates for small λ, the Förster rate is much too large. The Förster expression
incorrectly predicts a decreasing rate with increasing λ which coincidentally agrees
with the Redfield rates near λ = 100 cm−1.
For strong electronic coupling with respect the the environment (V > λ, Fig. 5.4c)
both modified and standard Redfield theory are accurate. The Förster rate is mean-
ingless in this regime since the exciton states are highly delocalised and again pre-
dicts a transfer rate which is much too large.
The absorption spectra α(ω) predicted by Redfield, modified Redfield and HEOM
theories for the above dimer with ∆ = 200 cm−1 are shown in Fig. 5.5. Monomer
dipole strengths are assumed to be equal and aligned (~µ1 = ~µ2 = (µ, 0, 0)). The
main differences between the theories arise in the intermediate coupling regime.
Since the modified Redfield predicts a transfer rate orders magnitude too large, the
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lifetime broadening of the exciton line shapes is hugely overestimated. The standard
Redfield line shape is also inaccurate in this regime but provides a better estimate
than modified Redfield theory.
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Figure 5.5: The absorption spectra of the dimer for which transfer rates are shown
in Fig. 5.4 with ∆ = 200 cm−1. (a) V = 20 cm−1, (b) V = 100 cm−1 and
(c) V = 500 cm−1. The red bars indicate the dipole strength |µα|2 of the dimer
excitonic states.
5.2.2 Inhomogeneous line broadening
The theory of line shapes discussed above applies to a single biomolecule only. Stan-
dard linear spectroscopy is in fact an ensemble measurement of many biomolecules
each with slightly different electronic parameters. In photosynthetic light harvest-
ing antennae, slow conformal motion of the protein environment modulates both
site energies and electronic couplings, resulting in shifts which are effectively static
on the timescale of absorption and fluorescence measurements. This disorder must
therefore be taken into account with an ensemble average over many realizations of
electronic parameters. The ensemble average results in inhomogeneous broadening
of spectra, in contrast to the homogeneous line broadening which occurs for each
individual biomolecule.
Usually, disorder in site energies is accounted for by drawing site energies from
a Gaussian distribution with standard deviation σ and mean i. This is referred
to as diagonal disorder, while disorder in electronic couplings is termed off-diagonal
disorder. For the B850 ring of LH2 is has been shown that the assumption of Gaus-
sian fluctuations is reasonable and that the magnitude of diagonal and off-diagonal
fluctuations are compatible and potentially correlated [224]. It has been proposed
that elliptical deformations of the ring [225] is at the origin of these correlations.
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Molecular dynamics simulations have shown that off-diagonal interactions are neg-
ligible on the timescale of fs to ps [48]. However the duration of these simulations is
typically far to short to capture the type of protein motion which results in static
disorder (on the order of ms to s) and thus cannot be used to justify the neglect of
off-diagonal disorder. Single molecule spectroscopy is a powerful tool which enables
the examination of individual realizations of disorder. These techniques have been
used to probe large numbers of LH2 complexes in acidophila, with the conclusion
that static disorder is predominantly diagonal [226].
The mixing of apoprotein types can be viewed as an additional source of inho-
mogeneous line broadening. In partially adapted photosynthetic membranes, the
ensemble contains complexes with mixed α-β subunit types. We assume that com-
plexes are assembled randomly with a probability p of being B850 type and (1− p)
B820 type. Thus, p = 1(0) describes an ensemble of spectrally pure B850(B820)
complexes.
5.3 Generalizations of Förster theory
Of the perturbative theories discussed in section 5.2.1, none is able to adequately
reproduce transfer rates for weak, intermediate and strong electronic coupling simul-
taneously, hence the need for the non-perturbative HEOM method used in previous
chapters. However, it is extremely numerically intensive to apply the HEOMmethod
to larger systems such as the 24 site B800-B850 LH2 or 32 site B850-B850 system.
In the current study we investigate the role of disorder introduced by acclimation,
which also requires the calculation of dynamics for many realizations of disorder.
One often encounters the scenario where a strongly electronically coupled cluster
of sites is weakly coupled to another strongly coupled cluster. This is true of the
intra-complex energy transfer between the B800 and B850 rings of LH2 as well as
inter-complex transfer between the B850 rings of adjacent LH2 complexes.
Whilst conventional Förster theory which describes the rate of energy transfer
between weakly electronically coupled sites which have localised excited states, gen-
eralizations of Förster theory have been developed [227–230] which give the rate
of energy transfer between the delocalised excited states of different clusters, when
inter-cluster coupling is weak. Here we utilize the diagonal formulation of the the-
ory [228], which gives transfer rates from donor cluster D to acceptor cluster A as
KGFTDA =
∑
αβ Pαkαβ. As with conventional Förster theory, the donor is assumed to
equilibrate rapidly before transfer to the acceptor takes place. Thus Pα denotes the
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thermal occupation of the donor cluster exciton states. Transfer rates from donor
state α to acceptor state β are given by
kαβ =
|Vαβ|2
2pi
∫ ∞
−∞
dω D¯α(ω)Dβ(ω) = |Vαβ|2Jαβ , (5.8)
where the coupling of donor exciton state α to acceptor exciton state β is given
by Vαβ =
∑
i∈D,j∈ACαi C
β
j
∗
Vi,j. The overlap Jαβ of donor fluorescence and acceptor
absorption line shapes should be calculated with a theory which adequately describes
energy transfer within the strongly coupled cluster. For the line shape expressions
given by (5.4) and (5.5), this overlap can be conveniently expressed in the time
domain as
Jαβ = 2Re
∫ ∞
0
dt eiωαβte−i(λαα,αα+λββ,ββ)te−(gαα,αα(t)+gββ,ββ(t))e−(1/τα+1/τβ)t , (5.9)
where the property of the line broadening function g(−t) = g∗(t) is used.
5.4 Acclimation of intra-complex energy transfer
The highest energy chromophores in the LH2 complex lie in the weakly electronically
coupled B800 ring. Energy transfer between the B800 and B850 bands of this system
has been extensively studied [228, 231, 232] and conventional Förster theory is known
to underestimate the rate of transfer [233]. Previous studies have modelled energy
transfer from a single B800 chromophore to the B850 ring, however in 234 the role
of coherence in the B800 ring was emphasised in improving the uniformity and
robustness of energy transfer to B850 by modelling the B800 ring as a dimer. Here
we apply GFT to calculate transfer rates from the full B800 ring to B850 rings with
different degrees of acclimation.
5.4.1 Electronic parameters
To estimate the electronic couplings of the Qy excited states of the BChl chro-
mophores in the LH2 complex, the point dipole approximation of equation (1.4) is
often applied since inter-chromophore distances and directions of dipole moments
(assumed to point from the Nb to Nd nitrogen atoms in each BChl) are readily
extracted from the crystal structure data. The constant C appearing in equa-
tion (1.4) is then adjusted to reproduce the energies of excitonic states. Values
vary, with early literature on molischianum e.g. Hu et al.[206] using large values
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Coupling Point dipole ( cm−1) CEO ( cm−1)
VB800 -19 -19
Vα1β1 470 258
Vβ1α2 428 210
Vα1α2 -67 -67
Vβ1β2 -45 -40
Vα1β2 18 22
Vβ1α3 15 17
VB800α1 5.3 8.2
VB800β1 21 25
VB800α2 -31 -36
VB800β2 2.6 5.4
Table 5.1: Strength of electronic coupling between selected chromophores of the
LH2 complex from molischianum. Point dipole values calculated using equation
(1.4) with C = 230000 Å3cm−1. Collective electronic oscillators method values
taken from [236].
(C = 519310 Å3cm−1) which results in large intra and inter B850 dimer couplings
Vα1β1 = 806 cm−1 and Vβ1α2 = 337 cm−1. This has been revised downwards in
subsequent works, for example Sundstrom et al.[235] found intra and inter B850
dimer couplings Vα1β1 = 339 cm−1 and Vβ1α2 = 336 cm−1 and nearest neigh-
bour B800 couplings VB800 = −14 cm−1 (C ≈ 174000 Å3cm−1). Novoderezhkin et
al.[232] found Vα1β1 = 273 cm−1 , Vβ1α2 = 249 cm−1 and VB800 = −11 cm−1 using
C ≈ 133850 Å3cm−1). More sophisticated theories such as the transition density
cubes method (TDCM) have yielded in more accurate values for the acidophila
species The collective electronic oscillators (CEO) method is applied in [236] to es-
timate electronic couplings for a subset of chromophores in molischianum giving
values which are reproduced in the last column of Table 5.1. In the present work,
electronic couplings between chromophores in the LH2 complex are calculated us-
ing pigment positions and dipole moments extracted from the crystal structure of
molischianum (1LGH) [207] and listed in Table 5.A.1 and 5.A.2. Employing the point
dipole approximation with the value C = 230000 Å3cm−1 reproduces the coupling
VB800 = −19 cm−1of [236] for which the dipole approximation is anticipated to be
accurate. Many other couplings calculated using the CEO algorithim [236] are rea-
sonably reproduced with this value of C as shown in Table 5.1. Couplings between
chromophores in close proximity (e.g. nearest neighbour couplings in the tightly
packed B850 ring Vα1β1 and Vα2β1) are not well approximated by the point dipole
approach and are therefore replaced with the results of the more accurate theory
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[236]. For site energies we use EB800 = 12540 cm−1, EB850α = 12355 cm−1 and
EB850β = 12055 cm−1 based on [232] and with slight adjustments such that the
calculations of absorption spectra in Fig. 5.6 reproduce experimental spectra.
The low light adapted LH2 B820 structure of molischianum has not yet been
crystallised. Based on the similarity of the high [237] and low [212] light adapted LH2
structures from acidophilla, we assume identical positioning and dipole-moments of
BChl molecules in high and low light adapted complexes from molischianum. We
therefore assume that electronic couplings are identical in both B850 and B820 type
subunits in molischianum. However, the low light α-β apoprotein structures interact
differently with Qy excited states in the B820 ring which results in a shift in site
energy [213]. We use EB820α(β) = EB850α(β) +320 cm−1, a shift which reproduces the
position of the maxima in calculations of B820 absorption spectra (Fig. 5.6a).
5.4.2 Environmental parameters
The environments of B800 and B850 chromophores are characterized so as to repro-
duce the features of the experimental absorption spectra calculated using Redfield
theory and displayed in Fig. 5.6. We assume a Drude–Lorentz form JD(ω) for the
spectral density with λB800 = 35 cm−1, ΩB800c = 35 cm−1, λB850 = 200 cm−1 and
ΩB800c = 53 cm−1 and neglect vibrational modes. Diagonal static disorder is ac-
counted for by sampling site energies from Gaussian distribution with σB800 =
50 cm−1 and σB850 = 200 cm−1. The above parameters are typical of those used in
previous literature on LH2 [206, 224, 228, 232, 234, 238, 239].
5.4.3 Calculated linear spectra
Fig. 5.6 displays ensemble average high and low light LH2 absorption and fluores-
cence spectra. The curves are the results of the use of equations (5.4) and (5.5)
with exciton lifetimes calculated using Redfield rates and 10, 000 realizations of di-
agonal static disorder. The points are experimental absorption spectra (courtesy of
James N. Sturgis). The high light (B850) absorption is reproduced well, although
the high energy tail is underestimated. This may arise from the broadened vibronic
progressions associated with under-damped discrete modes which are neglected in
our model. In the low light (B820) absorption spectra, there is also shoulder in the
low energy region which is missing in the calculated spectra. It could be that the
excitonic dipole strength |dα|2 associated with the lowest exciton is underestimated.
For a circular system without disorder and only nearest neighbour interactions, only
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Figure 5.6: (a) Low light (B820) (b) High light (B850) absorption and fluorescence
spectra. Black points are experimental absorption spectra. Solid red/blue curves are
calculated absorption and dashed green curves are calculated fluorescence spectra.
The shoulder of the low light absorption spectra is not well reproduced but could
be LH1 complexes, incomplete adaptation or the influence of vibrational modes.
the second and third lowest exciton states share the total dipole strength strength
[44]. Upon the inclusion of static disorder, the circular symmetry of the ring is
partially lifted. As shown in Fig. 5.7, as the standard deviation σ of the normal
distribution from which site energy perturbations are sampled increases, the lowest
energy exciton state gains dipole strength while the second and third lowest energy
exciton states lose dipole strength. Increases to static disorder in B820 sites and or
adjustments of electronic parameters could improve the fit of the absorption spectra,
but here we keep values equal for B850 and B820 for simplicity. The corresponding
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Figure 5.7: Mean dipole strength of exciton states in low light B820 as a function
of the static disorder strength σ. Curves (I), (II) and (III) are the dipole strength
of the lowest, second and third lowest exciton states. Curve (IV) is the dipole
strength of the remaining states. The dashed line at σ = 200 cm−1 denotes the
static disorder value used in calculations.
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experimental fluorescence data for these samples is not available. In acidophila the
B850 fluroescence maxima lies close to 870 nm [240, 241], whereas here the calcu-
lated fluorescence maxima of high light adapted molischianum lies close to 860 nm.
This suggests that these calculations under-estimate the stokes shift between fluo-
rescence and absorption in molischianum. The inclusion of high energy modes in
the spectral density could account for some of this extra shift.
Calculations of the exact absorption spectra for the full LH2 complex (24 sites)
using the HEOM method were attempted for a few realizations. The results are not
displayed here as the maximum truncation possible (limited by available memory
for this 24 site system) did not produce a converged result. However it was possible
infer some inadequacies of the Redfield line shapes. In particular the peak asso-
ciated with exciton states of B800 character is narrower which can be attributed
to the under estimation of exciton lifetimes τα within Redfield theory. The use of
modified Redfield theory to calculate the lifetimes of B800 states could be used to
correct this deficiency [242]. However, in the present implementation of MRT, the
integrals appearing in equation (1.25) are performed numerically. This is impractial
in the present 24 site system given the need for many realizations of static disorder.
Additionally, as discussed in section 5.2.1 the use of MRT in scenarios where envi-
ronmental and electronic couplings are of the same order (as in the B850 and rings)
can result in lifetimes which are even shorter than those predicted by Redfield. In
[243] it is highlighted for a spectral density JD(ω) these integrals can be performed
analytically using a continued fraction representation [244]. In future work this
could be applied to efficiently calculate rates in mixed approach which uses different
levels of theory according to the regime of electronic coupling. This approach has
been applied to the LHCII complex [245].
5.4.4 B800-B850 energy transfer
Generalized Förster theory (GFT) is used to calculate the rate of transfer between
the B800 and B850 rings of the molischianum LH2 complex at room temperature.
A number of studies have previously studied B800 to B850 energy transfer using
GFT in molischianum at 77 K [232] and acidophila [228, 246]. Here, disorder arises
from fluctuations of site energies due to protein motion as well as the stochastic as-
sembly of acclimated complexes with hetrogenous α-β dimer composition. Fig. 5.8
displays the distribution of intra-complex energy transfer rates for complexes with
homogeneous α-β dimer composition. The mean transfer rate for complexes accli-
mated to high light conditions (composed purely of B850 α-β dimers) is 1.14 ps−1,
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Figure 5.8: Distribution of molischianum LH2 intra-complex energy transfer rates,
fully acclimated to (a) low light conditions (B800→B820) and (b) acclimated to
high light conditions (B800→B850). 50000 realizations of static disorder.
Figure 5.9: (a) Mean, (b) standard deviation and (c) probability density of intra-
complex B800 → B850 transfer as a function of p. p = 0 (p = 1) corresponds to
complexes composed only of B820 (B850) type α-β dimer.
which corresponds to a mean transfer time of 0.88 ps. This is consistent with room
temperature experiments in the same species. A two color transient absorption mea-
surement determined a transfer time of 0.9 ps [247], while modelling of three-pulse
photon echo spectroscopy established a rate of 0.8 ps [248]. The mean transfer
rate for complexes acclimated to low light conditions (composed purely of B820 α-β
dimers) is 1.43 ps−1 (transfer time - 0.7 ps). This increase in the transfer rate is con-
sistent with experiment [249]. The increase arises from the decrease in energy gap
between donating and accepting chromophore clusters - the spectral overlap of B800
fluorescence and B850 absorption excitonic line shapes is therefore increased leading
to faster transfer of energy. The distribution of intra-complex energy transfer rates
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Figure 5.10: Statistics of the energies of excitonic states in the B850 ring of
molischianum LH2 as a function of mixing parameter p for a static disorder
σB850 = 200 cm−1 (50000 realizations). (a) Mean and (b) standard deviation. The
yellow shading indicates the energy of the B800 band, and the B850 states with
mean energy close to this band are highlighted in both figures.
for complexes with mixed apoprotein is displayed in Fig. 5.9c. The mean transfer
rate decreases linearly with increasing p. This is because the B850 states which
have most overlap with the lower B800 states have energies which on average, have
a linear dependence on p. Fig. 5.10a displays the mean energies of the B850 ring as
a function of p. The three exciton states closest to the B800 band are highlighted.
As the B850 ring acclimates to low light intensities (smaller p), the spectral overlap
of these excitonic line shapes with the stationary B800 band must increase linearly.
This explains the behaviour of the mean B800-B850 transfer rate with p.
Correspondingly Fig. 5.10b highlights that the standard deviation in the energies
of these three states increases for intermediate p, displaying maxima at low values
of p. Large deviations in the excitonic energies will result in large deviations in
spectral overlap and hence transfer
This behaviour manifests in the standard deviation of transfer rates which de-
creases for smaller values of p and displays a maximum at p ∼ 0.1.
5.4.5 B800-B850 energy transfer dynamics
We now consider intra-complex energy transfer in a single α-β apoprotein dimer
subunit from LH2 illustrated as in Fig. 5.2b. It contains three chromophores -
the weakly electronically coupled B800 site and the strongly coupled B850α-B850β
dimer. Studying this reduced subunit of the full LH2 system in isolation does not
capture all of the properties of the full ring but nevertheless allows some insights into
the energy transfer dynamics. The small system size enables exact calculations of
energy transfer dynamics using the HEOM method for many realizations of disorder.
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Figure 5.11: The distribution of transfer rates from the B800 chromophore to the
B850/B820 dimer in the subunit of LH2 molischianum considered.
Analysis of experimental 2D spectra of a similar α-β apoprotein dimer isolated from
the LH1 complex of Rhodospirillum rubrum has recently suggested that particular
realizations of static disorder can bring energy gaps into resonance with vibrational
modes [250]. The system has the electronic Hamiltonian
Hα-βdimer =

EB800 VB800α1 VB800β
VB800α1 EB850α1 Vα1β1
VB800β Vα1β1 EB850β1
 , (5.10)
and local chromophore environments characterized by Drude spectral densities (as
specified in earlier sections). i.e. not including any vibrational modes. Dynamics
are simulated for 50000 realizations of disorder and the transfer rate from B800 to
B850/B820 dimer is determined by fitting the dynamics of chromophore populations
to a Pauli master equation. The energy is assumed to start localised on the B800
chromophore. Oscillations in the chromophore population dynamics are not present
and therefore rates can be extracted for every realization of static disorder.
Fig. 5.11a displays the distribution of transfer rates from B800 site to the strongly
coupled dimer (B850 or B20 depending on acclimation). The mean rates are 0.529 ps−1
and 0.432 ps−1 for B850 and B820 site energies respectively. These rates are more
than half those predicted by GFT in the full LH2 ring, but also display the reverse
trend - a slower transfer rate with acclimated to low light conditions. There is also
a more pronounced difference the shape of B850 and B820 the distributions. The
B850 distribution is broad, with a long tail up to rates of 1.0 ps−1 whereas the
B820 distribution is narrower and more symmetric. The relates to the positioning
of energy gaps within each of the two subunits. Note that the difference between
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Figure 5.12: Distribution of transfer rates between LH2 complexes with homoge-
neous α-β apoprotein composition for transfer from (a) B850-B850, B850-B820, (b)
B820-B820 and B820-B850.
B800 and B850/B820 dimer chromophore reorganisation energies means that the
apparent energy gap between B800 and the dimer is reduced. This is a result of
the counter term Hreorg = ∑i λiσ+i σi. In the B820 unit, static disorder does not
result in the rare but favourable matching of energy gaps that is the origin of the
long tail observed in the B850 unit. Most of these differences can be attributed
to the neglect of the remaining sites of the ring. In the full ring there are many
more nearby accepting B850 states with the possibility of resonance with B800 for
a particular realization of disorder. Thus in the GFT calculations, the rates are
faster and differences between the shape of the distribution for B850 and B820 are
less pronounced. Additionally, as shown in Table 5.1, electronic coupling between
B800 and B850 pigments in adjacent α-β dimers is actually larger than coupling to
B850 within the same α-β dimer. This is due to to favourable alignment of dipoles.
Since B800 chromophores are significantly electronically coupled to chromophores
in adjacent α-β dimers, it is necessary to consider the ring as a whole. This goes
some way to explaining the reduced transfer rates obtained in this subunit.
5.5 Acclimation of inter-complex energy transfer
5.5.1 B850-B850 transfer rates
Generalized Förster theory is used to calculate the rate of energy transfer between
adjacent LH2 complexes from molischianum at room temperature. The energy
transfer dynamics between LH2 complexes of acidophila has been studied using the
HEOM method for a single realization of disorder [239], where GFT was found
to give an adequate description of transfer rates. This justifies the current use
100
CHAPTER 5
of GFT, which additionally enables calculations of many realizations of energetic
disorder arising from slow protein motions as well as the stochastic assembly of
acclimated complexes with heterogeneous α-β dimer composition. The arrangement
of chromophores is taken from [206] which results in a LH2 centre-to-centre distance
of 70 Å. Inter-complex couplings are calculated in the point dipole approximation.
Fig. 5.12 displays the resulting distribution of transfer rates between complexes
of homogeneous α-β dimer composition. The mean rates for B850-B850 and B820-
B820 transfer are 0.161 ps−1 (6.22 ps) and 0.160 ps−1 (6.24 ps) respectively. Using
conventional Förster theory, previous work [251] predicted transfer times of 10.0 ps
and 11.3 ps for B850-B850 and B820-B820 transfer respectively. In acidophila,
HEOM calculations for a single realization of disorder predicted 9.1ps [239]. Recently
LH2-LH2 transfer has also been calculated in Rhodospirillum photometricum using
the HEOM method, yielding transfer times of e.g. 4.3 ps, 6.3 ps and 5.3 ps [252].
These times arise from different in LH2 centre-to-centre distances which are also
known to vary within an assembled membrane as can easily be seen in the AFM
image of membrane topology in Fig. 5.1a. The transfer rates calculated here are
consistent with those predicted by previous theoretical works. The similarity of the
transfer rates B820-B820 and B850-B850 could be anticipated.. Unlike the case of
B800 to B850/B820 transfer explored in section section 5.4.4, the energies of both
donating and receiving chromophore clusters are shifted. Thus on average, spectral
overlaps are similar as both fluorescence and absorption are shifted by the same
amount.
Regarding the acclimation of energy transfer within a membrane, a general ob-
servation can be made about relative rates of transfer between complexes of ho-
mogeneous α-β dimer composition which does not necessarily depend on absolute
accuracy of transfer rates. Without the mixing of antennae proteins, during ac-
climation to lower light conditions membranes will contain LH2 complexes of pure
B820 type adjacent to pure B850 type complexes. The mean transfer rates from
B820-B850 and B850-B820 are 0.138 ps−1 and 0.090 ps−1 respectively. These rates
of transfer mean that close to full adaptation when a membrane is mainly composed
of B820 type complexes, the remaining B850 complexes represent an energetic trap
which the excitation can transfer into more rapidly that it can transfer out. This
inhibits the path of the excitation towards an LH1 complex. The molischianum
species does not adapt to low light conditions in this way, instead for a particular
level of adaptation p, membranes contain complexes of heterogeneous α-β dimer
composition. The variation of the mean transfer rate with p is displayed in 5.13a.
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Figure 5.13: (a) Mean, (b) standard deviation and (c) probability density of inter-
complex B850 → B850 transfer for spectrally heterogeneous complexes with α-β
apoprotein composition determined by p. p = 0 (p = 1) corresponds to complexes
composed only of B820 (B850) type α-β dimer.
The minimum transfer rate is ∼ 0.14 ps−1 and thus the additional energetic disorder
introduced by antennae mixing alleviates the energetic traps discussed. At interme-
diate levels of adaptation (p 6= 0, 1), the width of the distribution of rates increases.
This is to be expected - the additional disorder arising from antennae mixing causes
more variation in the spectral overlaps of excitonic line shapes. Intriguingly, this
disorder is not maximized at p = 0.5 as might be naively anticipated. The stan-
dard deviation of B850 energies as a function of p displayed in 5.10b goes some way
to explaining this. Lower energy levels feature a maxima in standard deviation at
p < 0.5, while higher energy levels feature a maxima at p > 0.5. Since the donor ag-
gregate is assumed to reach thermal populations before inter-complex transfer takes
place, the disorder in lower energy B850 states is emphasized. Thus, transfer rates
between complexes with p < 0.5 feature more disorder than those with p > 0.5.
5.6 Concluding remarks and outlook
Energy transfer within and between LH2 complexes from molischianum is influenced
by the changes in apoprotein type composition which take place during acclimation
to lower light levels. By modelling energy transfer with generalized Förster theory
which correctly describes the delocalised nature of the excited states of donor and
acceptor chromophore groups, we have been able to make quantitative statements
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about the acclimation of energy transfer statistics. At low light intensities, we
found that the rate of intra-complex transfer from B800 to B850 rings increases
as the B850 ring shifts energetically closer, increasing the spectral overlap. At the
same time the distribution of transfer rates broadens, reflecting the sensitivities of
particular accepting exciton states (lying energetically close to the B800 band) to
the disorder. We explored energy transfer rates predicted by the accurate HEOM
technique in a small subunit of the LH2. The results were found to be inconsistent
with GFT calculations in the full system, demonstrating the importance of the
coupling of B800 sites to multiple α-β dimer pairs. Large tails in the distribution of
transfer rates were attributed to rare energetic alignment events, which are far less
significant when the all states associated with the full B850 ring are considered.
The environments of B800 and B850 chromophores are known to features intra-
molecular vibrational modes. In particular specific under-damped high energy modes
have been identified [48, 231, 253]. The inclusion of strong coupling to such modes
is expected to alter the distribution of transfer rates. For certain realizations of
static disorder, the energy differences between B800 and B850 excitonic states will
be quasi-resonant with high energy vibrational modes. This will result in excitation
dynamics not properly characterized by a transfer rate - for example featuring ex-
citon population oscillations, or non-exponentiality. Since high energy modes have
been identified, the non-classicality of the vibrational modes may assist transfer
for some realizations of disorder. Acclimation to low light intensities in molischi-
anum alters the distribution of disorder, bringing more (or less) realizations into
quasi-resonance with vibrations and thus may increase/decrease the extent to which
non-classicality is harnessed. This causes us to speculate - does the acclimation of
inter-complex energy transfer in LH2 exploit non-classicality? We anticipate that
accurate HEOM calculations including vibrational modes can shed light on the ac-
climation of non-classicality for specific realizations of disorder.
Our GFT calculations of inter-complex transfer have also revealed the impor-
tance of heterogeneous α-β apoprotein composition for transport across photosyn-
thetic membranes. Intra-complex transfer is accelerated in low light adapted com-
plexes, yet the statistics of energy transfer rates between high and low light adapted
complexes of the same type are similar (with mean rates ∼ 0.16 ps−1).
However, the mean transfer rates from complexes composed purely of one type of
α-β apoprotein to a complex composed purely of another are reduced. The mixing
of high and low type α-β apoprotein types within a complex helps to alleviate this
problem. The stochastic assembly of complexes determined by the parameter p,
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means that adjacent high and low light complexes of homogeneous α-β composition
are unlikely. Thus, the energetic disorder introduced mixing of high and low type
alpha-beta apoprotein types within LH2 complexes allows for a smoother energetic
landscape at the level of the photosynthetic membrane during the acclimation to
lower light intensities. Intra-complex transfer is accelerated without to inter-complex
transfer and more macroscopic transport across photosynthetic membrane. This
insight can be further investigated within kinetic models of energy migration at the
level of the photosynthetic membranes.
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5.A LH2 structural data
rx ry rz
B8001 72.062 -12.081 -90.095
B8002 72.913 9.924 -90.122
B8003 57.881 26.262 -90.095
B8004 35.876 27.113 -90.122
B8005 19.538 12.081 -90.095
B8006 18.687 -9.924 -90.122
B8007 33.719 -26.262 -90.095
B8008 55.724 -27.113 -90.122
B850α1 55.911 -20.536 -72.269
B850β1 63.758 -15.433 -72.089
B850α2 67.471 -7.476 -72.296
B850β2 69.411 1.682 -72.116
B850α3 66.336 10.111 -72.269
B850β3 61.233 17.958 -72.089
B850α4 53.276 21.671 -72.296
B850β4 44.118 23.611 -72.116
B850α5 35.689 20.536 -72.269
B850β5 27.842 15.433 -72.089
B850α6 24.129 7.476 -72.296
B850β6 22.189 -1.682 -72.116
B850α7 25.264 -10.111 -72.269
B850β7 30.367 -17.958 -72.089
B850α8 38.324 -21.671 -72.296
B850β8 47.482 -23.611 -72.116
Table 5.A.1: Positions ri, of central Mg atoms of the BChl chromophores of the
LH2 complex from Phaeospirillum molischianum as determined from 1LGH.
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dx dy dz
B8001 -0.823073 -0.524628 -0.217523
B8002 -0.211081 -0.952959 -0.217515
B8003 0.524628 -0.823073 -0.217523
B8004 0.952959 -0.211081 -0.217515
B8005 0.823073 0.524628 -0.217523
B8006 0.211081 0.952959 -0.217515
B8007 -0.524628 0.823073 -0.217523
B8008 -0.952959 0.211081 -0.217515
B850α1 0.981526 0.14405 -0.125919
B850β1 -0.927041 -0.354464 -0.122272
B850α2 0.592081 0.795981 -0.125916
B850β2 -0.405016 -0.9061 -0.122246
B850α3 -0.14405 0.981526 -0.125919
B850β3 0.354464 -0.927041 -0.122272
B850α4 -0.795981 0.592081 -0.125916
B850β4 0.9061 -0.405016 -0.122246
B850α5 -0.981526 -0.14405 -0.125919
B850β5 0.927041 0.354464 -0.122272
B850α6 -0.592081 -0.795981 -0.125916
B850β6 0.405016 0.9061 -0.122246
B850α7 0.14405 -0.981526 -0.125919
B850β7 -0.354464 0.927041 -0.122272
B850α8 0.795981 -0.592081 -0.125916
B850β8 -0.9061 0.405016 -0.122246
Table 5.A.2: Dipole moment direction unit vectors dˆi the BChl chromophores of
the LH2 complex from Phaeospirillum molischianum as determined from NB to ND
nitrogen atoms.
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Final Remarks and Outlook
This thesis has been devoted to investigation of non-trivial quantum features of light
initiated dynamics in light harvesting systems.
In Chapter 1 we reviewed the necessary theoretical framework for the description
of dynamics in biomolecular systems. In particular we outlined the hierarchical
equations of motion approach which while being numerically intensive, can generate
accurate dynamics for any regime of coupling strengths. We also reviewed measures
of the quantum traits of both electronic and vibrational dynamics.
In Chapter 2 we investigated exciton-vibration dynamics in a prototype system
typical of those found in a variety of light harvesting antennae. By extending the
hierarchical equations of motion to include a quantized mode, we were able to demon-
strate that non-classicality of specific vibrational motions results in enhanced trans-
port. We found that phonon number statistics violate classical bounds, due to the
coherent exchange of energy with electronic degrees of freedom. The non-classical
states resemble single-phonon added thermal states, whose non-classicality was un-
ambiguously illustrated by the appearance of negative regions in a phase space repre-
sentation. Vibrational motion is at play in a variety of processes in biomolecules. In
photosynthesis, vibrations are also known to sustain coherence during the charge-
separation process in reaction centres [254]. There are suggestions that olfactory
reception - the process of molecular recognition, long thought to be characterised
in terms of a “lock-and-key” model has a vibrational sensing component [153, 154].
Experiments [155] have shown that the fruit fly Drosophila melanogaster can be
trained to discriminate between deuterated and undeuterated odourants. The re-
placement of hydrogen with deuterium causes no change to structure of the molecule,
but significantly alters its vibrational modes. Indeed flies trained to avoid a partic-
ular deuterated compound went on to avoid unrelated molecules with vibrational
modes in the same frequency range. Specific intramolecular vibrational motions are
107
also driven out of thermal equilibrium during the light-initiated electronic dynam-
ics during the isomerization of photoreceptors [152]. Vibrations are ubiquitous in
biology, often playing a role in the function of the system. The importance of non-
classicality of vibrations we have identified in light harvesting systems, may have
broader implications for the field of quantum biology.
Vibrations are often treated classically, but the results of Chapter 2 highlight
the breakdown of such an approximation. Classical physics is not always adequate
to describe the dynamics of energy transfer in these systems. In Cchapter 3 we im-
posed a classical description of vibrational modes and found qualitative differences
in the resulting excitonic dynamics in two cryptophyte marine algae species. The
classical model of vibrations employed is less able to direct energy towards partic-
ular chromophores, does not predict the oscillatory transfer of energy between the
electronic and vibrational components seen with quantized vibrations and cannot
account correctly for storage of energy in vibrations. This suggests that in other
biomolecular systems quantized vibrations could enable or enhance functional fea-
tures of dynamics. For example in olfaction, the response of an olfactory system (or
artificial bio-inspired equivalent) to odourants featuring particular intra-molecular
motions may be enhanced by the quantized nature of the vibrations.
In Chapter 4 we considered the role that thermodynamics may play when vibra-
tions are treated in a quantum mechanical setting. The study of thermodynamics
in the quantum regime is an active and ongoing area of research and may have
many practical applications in addition to providing an increased understanding of
fundamental physics. Applying these concepts to biomolecular systems is of par-
ticular interest as they have evolved to perform a specific function. Differences
between species (as well as variations introduced by mutagenesis) provides a test
bed of systems with the same biological function which feature different interactions.
We considered the differences in thermodynamic behaviour for complexes from two
marine algae species, PE545 which contains only weakly electronically coupled chro-
mophores and PC645 which features a strongly electronically coupled dimer. The
formalism adopted in Chapter 4 identified work-like and heat-like contributions to
the energy flux between electronic and vibrational degrees of freedom. We found
that the relative nature of energy fluxes is dependent on the strength of electronic
coupling between chromophores. In particular we have shown that in the PE545
system the combined exciton-vibration dynamics results in energy exchanges with
vibrations which are predominantly work-like. The more strongly electronically cou-
pled central dimer of PC645 introduces a significant heat-like component to energy
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fluxes. A classical description of vibrations supposes that they only drives a time de-
pendence of electronic site energies. This type of driving implies an entirely work-like
energy flux. The degree to which a classical description of vibrations is appropriate
dictates the thermodynamic nature of energy fluxes in biomolecular systems. We
also showed by properly accounting for the compatibility of energy measurements,
that a work-like energy flux between electronic and vibrational degrees of freedom
can arise under continuous illumination due to a non-equilibrium steady state. Un-
der natural illumination, the rate of excitation input for light harvesting systems is
low. This does not drive the system far from equilibrium and results in a small work
flux, which does not have any obvious biological role. Nevertheless, the steady state
work fluxes identified in these photosynthetic prototypes would be important in an
artificial system, for example one exploiting a structured environment and driven
by a laser source. The emergence of quantum technologies will surely mean that the
consideration of quantum thermodynamics will be of increasing importance.
In Chapter 5 we investigated how the acclimation of purple bacteria to differ-
ent light intensities affects energy transfer. Changes in the apoprotein composition
of LH2 complexes which occur when light levels are altered results in a different
electronic energy landscape. Using generalized Förster theory we showed that this
accelerated intra-complex energy transfer without detriment to inter-complex en-
ergy transfer. The disorder introduced by the assembly of antennae with mixed
apoprotein composition reduces the likelihood of energetic traps appearing in the
photosynthetic membrane. Energy transfer was characterized according to rates and
the influence of vibrational modes was not accounted for. Resonance with vibra-
tions known to be present in these systems may alter the nature of intra-complex
energy transfer. Being high in energy, it is likely that the non-classicality of these
vibrations may manifest and enhance the B800-B850 inter-band energy transfer in
LH2. Acclimation of the energy transfer the landscape resulting from the changes in
apoprotein composition may promote or diminish resonances with these vibrations.
This suggests that acclimation may serve to exploit non-trivial quantum phenomena.
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