Recent years have seen significant progress in capturing and classifying phases of matter within the framework of tensor networks. In this work, we study symmetry protected topological (SPT) phases protected by subsystem symmetries. Building upon the general framework laid out, we demonstrate how they can be used in notions of measurement-based quantum computing. We define subsystem symmetries via quantum cellular automata (QCA) and use tensor networks to show that non-trivial SPT order under these symmetries is characterized by the presence of the QCA on the virtual level of the tensor network. This provides a possible avenue to classify SPT phases protected by subsystem symmetries. We then show that all QCA defining diagonal line-like or fractal symmetries can be used to construct new computationally universal phases of matter, in which every state is a resource for universal measurement-based quantum computation. arXiv:1806.08780v1 [quant-ph] 
Symmetries are an essential tool for identifying and classifying quantum phases of matter. Even in the absence of both symmetry breaking and intrinsic topological order, gapped quantum systems at zero temperature can form distinct phases, which are the so called symmetry-protected topological (SPT) phases [1] [2] [3] [4] [5] [6] . From familiar symmetries such as time-reversal symmetry or global spin-rotation symmetry, one can construct well-known SPT phases such as topological insulators [5, 7] and the Haldane phase [8, 9] . Other symmetries such as crystalline symmetries can also define distinct SPT phases [10] [11] [12] . It has become one of the notable endeavors in theoretical condensed matter physics to understand and classify those phases of matter.
Recently, another class of symmetries has emerged in several contexts in both the condensed matter and quantum information communities. These are symmetries which act nontrivially only on lower-dimensional subsystems of the whole system. These include "higher-form" symmetries which are related to higher-form gauge theories [13, 14] and have recently appeared in the construction of quantum memories and quantum error correction [15] [16] [17] [18] . More relevant to the present work are the symmetries which act on rigid lowerdimensional lines or planes [14, 19, 20] , or even fractals of non-integer dimension [16, 21, 22] . These subsystem symmetries have recently been shown to be closely related to fracton order [14, 16, 20, 21] .
Questions of the classification of phases are primarily of concern for condensed matter physics. However, they are increasingly also the subject of study in quantum information theory, a field of research that is becoming increasingly intertwined with the former. In particular, phases of matter play a role in the framework of measurement-based quantum computation (MBQC), a scheme of quantum computing that is performed only by local measurements on initial entangled states. Indeed, in recent work [23] , a computationally universal phase of quantum matter was constructed. Within this phase, every ground state is a resource for universal MBQC [24, 25] . The phase of matter under consideration, the "cluster phase", is an example of a two-dimensional subsystem symmetry-protected topological phase which is protected by rigid one-dimensional line-like symmetries. This link between quantum phases and quantum computation was suggested some years ago and has since then been increasingly substantiated [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] .
Indeed, recent years have seen the development of a close to complete link between one-dimensional SPT phases and MBQC [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . In two spatial dimensions, this link is less developed to date, but progress has been made [36] [37] [38] [39] [40] [41] , with the cluster phase being the first universal computational phase of matter. There is an analogous link existing for topologically ordered systems in two-dimensions, whose anyonic excitations can be levied to achieve for error-resilient topological quantum computation [42] [43] [44] . In both cases, the same framework that is used to classify the phases of matter can also be used to understand their computational capability.
In this work, we use tensor networks to gain a deeper understanding of SPT phases protected by subsystem symmetries in general from a condensed matter perspective, as well as concerning their computational capability, taking a perspective of quantum information. We establish a strong link between subsystem symmetries and quantum cellular automata (QCA) by using QCA to define both rigid line-like and fractal symmetries. We show that, for all states with non-trivial SPT order under such a symmetry, the same QCA that defines the symmetry also appears on the virtual level of the tensor network. This means the patterns of entanglement found in these phases are characterized in part by QCA, demonstrating the possible use of tensor networks in obtaining a classification of SPT order under subsystem symmetries.
We then turn to investigating the computational capability of the constructed phases and show that, for all QCA that lead to diagonal line-like or fractal symmetries, we can define SPT phases that are computationally universal in the same way as the cluster phase. The computational schemes we develop are strictly tied to the QCA that define the phases, further strengthening the connection between quantum computation and SPT phases of matter in two dimensions.
In Sec. I, we begin with a review the basic properties of QCA. In Sec. II, we use QCA to define PEPS and show that they have non-trivial SPT order under certain subsystem symmetries. Then, in Sec. III, we investigate the properties of the corresponding SPT phases in a quasi-1D picture before moving to a genuine 2D picture in Sec. IV. Finally, in Sec. V, we classify these phases by their computational power in measurement-based quantum computing.
I. Quantum cellular automata
In this section, we present a review of quantum cellular automata (QCA) for qubit systems, as described in Refs. [45] [46] [47] , as they will become important in our description of symmetry protected topological order with respect to subsystem symmetries. A 1D QCA is a translationally-invariant localitypreserving unitary on a 1D chain of qubits [45] . That is, a QCA maps any locally supported operator to another locally supported operator, with the size of the support increased by a constant amount, independent of the size of the original support. In Ref. [48] , it was shown that QCA acting on 1D systems are equivalent to matrix product unitaries (MPU), in that every QCA can be represented as an MPU with finite bond dimension, and every MPU is a QCA. An MPU is a matrix product operator defined by a local tensor U, which generates a unitary U (N ) on a ring of arbitrary length N . Graphically, the MPU can be represented by the tensor network
Here, the colored lines represent the virtual indices of the MPU. All QCA described in this paper act on systems with periodic boundary conditions. Note that we use the graphical language of tensor networks extensively throughout this work (see Ref. [49] for a review of the relevant notation and concepts).
In what follows, we will focus on Clifford quantum cellular automata (CQCA) [46, 47] , which are QCA that map products of Pauli operators to products of Pauli operators. For reasons of simplicity of notation, we focus on the Pauli Clifford group for qubits, even though the formalism laid out here could be applied larger dimensions as well [50, 51] . More precisely, on a finite system of N qubits, we can define the Pauli group P N as the group generated by all local Pauli operators X i , Y i , and Z i acting on qubit i, where i is defined modulo N and can take negative values giving, for example, X −1 = X N −1 . The Pauli group forms a faithful irreducible projective representation of Z N 2 ×Z N 2 . A CQCA is a QCA that is also an automorphism of P N , defined by a transition function T such that P → T (P ) for any P ∈ P N .
CQCA have been studied extensively in Refs. [46, 47] which introduced a compact representation of CQCA. Firstly, a CQCA T is completely specified by the images T (X 0 ) and T (Z 0 ). To see this, note that a) the QCA is translationally invariant, b) X i and Z i generate the whole Pauli group up to phases, which contains a basis of the space of all 2 N × 2 N matrices. Next, we represent the group Z N 2 × Z N 2 (and therefore P N , up to phases) by 2N -component binary strings ξ = (ξ X , ξ Z ) such that
We further condense the notation using the language of Laurent polynomials [46] . We map ξ onto a vector of polynomials of a variable u as
The purpose of the variable u is the keep track of the moving and spreading of local Pauli operators under T . For example, the operator X 1 Z 0 X −1 is represented as
We use the symbol ξ to represent both the binary and polynomial representations of an element of P N interchangeably. Finally, we can represent the CQCA T as a 2 × 2 matrix t of polynomials by arranging
into columns of a matrix. For a concrete example, consider the CQCA T g defined by the relations
This CQCA is the QCA of the 2D cluster state [25] , and it has appeared several times already in the context of quantum computation [52] [53] [54] . In the polynomial representation, this CQCA becomes
Every CQCA T can be represented as a 2 × 2 matrix t whose entries are Laurent polynomials over Z 2 , up to phase factors [46] . We further restrict to those matrices which have unit determinant. This corresponds to the scenario where the images T (X i ), T (Z i ) are symmetric about site i, meaning there is no translation in the CQCA [46] [55] . We make this restriction only because translation will not be particularly interesting for our purposes. With this restriction, we have that all entries in t are symmetric Laurent polynomials, meaning that u −k appears whenever u k does, for all k [46] . CQCA can be split into three classes depending on their trace [47] .
• Periodic CQCA. When Tr(t) = 0 or 1 the CQCA has periodic behavior.
• Glider CQCA. When Tr(t) = u c + u −c for some positive integer c, the CQCA supports gliders. These are operators on which the CQCA acts as translation by ±c sites.
• Fractal CQCA. If neither of these conditions hold, the CQCA will display self-similar fractal behavior.
The CQCA in Eq. (5) supports gliders, with Tr(t g ) = u + u −1 . Indeed, we can check that
The Laurent polynomial representation allows us to uncover an identity which will be useful at several points throughout this work. Namely, due to the Cayley-Hamilton theorem, we obtain [47] 
where we have used our assumption that det(t) = 1, and the fact that the polynomials are defined over the field Z 2 , so addition and subtraction are equivalent. This useful equation allows us to reduce powers of t to linear combinations of t and I.
II. Defining PEPS from QCA
Now we use the correspondence between QCA and MPU to define projected entangled pair states (PEPS) [56] . Given a CQCA T , we first represent it as an MPU with local tensor T , using the technique of Ref. [48] . We then define the PEPS in terms of T by a local tensor A T whose components are given by
From a given T the PEPS tensors for local qubit dimension can be uniquely defined in this way, the vectors {|± } constituting a basis. The resulting PEPS may not be rotationally invariant; the bond dimension along the horizontal and vertical directions may not even match. Since we will be mainly treating these PEPS as quasi-1D systems, in a way that will be explained subsequently, we will not worry about this property of our construction here. We call the PEPS constructed in Eq. (7) "fixed-point" PEPS because they appear as special points within SPT phases, such as the AKLT state [57] within the Haldane phase. However, they are not necessarily the fixed-point of some renormalization transformation. The construction in Eq. (7) may seem ad-hoc. Indeed, there are many ways we could construct a PEPS from an MPU that would lead to the same conclusions we find, such as replacing the Pauli Z in Eq. (7) with an X or Y . We chose this construction because it leads to familiar states for certain QCA, and for its simplicity. We will discuss this ambiguity further in Sec. III, and in Sec. V we will construct our PEPS in a different way than in Eq. (7) .
It is important to stress how the term quasi-1D system is used here: The mapping to a quasi-1D system occurs by putting our PEPS on a long, skinny torus, and blocking tensors A T into rings along the skinny direction of the torus, giving rise to an effectively one-dimensional system,
The resulting ring tensor, denoted by A T , becomes the tensor of a matrix product state (MPS) [58] representation of a quasi-1D system. Throughout this paper, we consider systems that admit a quasi-1D representation with injective MPS tenors A. This condition means that, for sufficiently large l, the set of products {A i1 . . . A i l } spans the space of all matrices of the same size [58] . Physically, injectivity means that the (quasi-) 1D system has a finite correlation length. For clarity, we use thicker lines when graphically representing MPS tensors like A T which represent blocked tensors. As follows straightforwardly from the definition (Eqs. (7, 8) ), the tensor A T has the symmetries
(9) That is, a virtual Z passes through each ring freely and is transformed by the QCA T , while a virtual X passes through with the help of a physical X operator. Now, if T represents a CQCA, T (Z i ) and T (X i ) are products of Pauli operators. Hence, they can be pushed through the next ring of tensors as well, with the help of more physical X operators. Since we impose periodic boundary conditions, the CQCA will have a finite period L such that t L = I. In general, L is a complicated function of the circumference N of the torus, a point which we will return to later. If we push any Pauli operator in the virtual space through L rings of the PEPS, it will be mapped to itself, leading to the symmetry
and
We restrict to CQCA T such that ξ → U T (ξ) is a faithful representation of Z N 2 × Z N 2 . This is necessary for the tensor A T to be injective, which we require to prove all major results in this paper.
The unitary U T (ξ) is more general than the usual global on-site symmetry. Rather than acting the same way on each site in the lattice, the representation "cycles" with a period L. We call such symmetries that are invariant under translation by L (but no fewer) sites "L-cycle symmetries" [59] . If we block our PEPS into large blocks of size N × L, U T (ξ) ⊗k becomes a standard global symmetry. In this way, we can look at the conventional 1D SPT order protected by U T (ξ). Since ξ → V (ξ) forms a projective representation of Z N 2 × Z N 2 , our PEPS has non-trivial quasi-1D SPT order with respect to this symmetry [2] .
Examples. Let us study some examples of the fixed-point PEPS we have constructed. First, consider the CQCA from Eq. (5) . In this case, the state defined by Eq. (7) is the 2D cluster state (see Appendix A for a proof of this and of the following examples). The corresponding L-cycle symmetry has the form of cone-like operators with L = N , as pictured in Fig. 1 . The SPT phase defined by these symmetries is exactly the cluster phase considered in Ref. [23] . For an example of a CQCA with fractal behavior, consider the CQCA T f defined by the relations
The fractal behavior of T f has been demonstrated in Ref. [47] . This turns out to define the cluster state again, with the unitary
applied to each site. So the cluster state also has fractal symmetries with Pauli-Y operators (since SXS † = Y ). For a periodic CQCA, we choose the simple CQCA T p to be
This corresponds to a stack of decoupled 1D cluster states. These examples are all states that can be defined by a local stabilizer group, which is a feature common for any fixed-point PEPS constructed by Eq. (7), as is demonstrated in Appendix A. Hence, every state constructed by Eq. (7) is the unique ground state of a gapped, exactly solvable Hamiltonian.
III. SPT order with L-cycle symmetries
Above, we have used CQCA to define fixed-point PEPS with SPT order protected by subsystem symmetries. These The other generators are vertical translates. In blue, the corresponding virtual representations for each generator are given.
symmetries have the form of L-cycle symmetries in the quasi-1D picture. We would now like to investigate the corresponding SPT phases that surround these fixed-points. It is important to note that these are indeed gapped phases of matter, since the fixed-point PEPS have gapped parent Hamiltonians (with a uniform gap ∆ > 0 that is independent of the system size, see Appendix A, as they are indeed stabilizer states).
A. L-cycle symmetries in MPS
To begin, we first need a better understanding of L-cycle symmetries in 1D systems. In general, we consider an MPS on a ring of length kL which is invariant under L-cycle symmetries of the form U (g) ⊗k |ψ = |ψ where
with g → u(g) being a unitary representation of a group G g, and φ an automorphism of G with φ L = I. g → u(g) alone need not be a faithful representation, but the whole cycle U (g) should be faithful (otherwise G should be redefined such that U (g) becomes faithful). The symmetries found in the previous section fall under this definition. Again, we can block L consecutive sites into one larger site such that U (g) ⊗k acts in the same way on each block. If our state vector |ψ is invariant under this symmetry, it is wellknown that the blocked MPS tensors must satisfy the relation [60]
Therein, g → V (g) is a projective representation of the group
The SPT order of |ψ with respect to the symmetry U (g) can be determined by ω [2] . For finite abelian groups, which we will focus on here, there is a particularly important type of SPT phase called a maximally non-commutative phase [31] . These phases satisfy the property
and they have the largest edge-mode degeneracy of all phases for a given G [61] . Another important property of these phases is that V (g) contains only one irrep V (g), such that we have the decomposition
∀g ∈ G [62] . Our first technical result is the following theorem.
Theorem 1 (Normal form of MPS in maximally non-commutative SPT phase). Any state vector |ψ on a ring of length kL that is in a maximally non-commutative SPT phase with respect to an L-cycle symmetry representation (Eq. (16)) of a finite abelian group G admits an MPS representation of the form
This result is the essentially analagous to that given in Ref. [31] when extended to L-cycle symmetries. Φ and C i are hence protected by the symmetry g → U (g), in that they are present in a subspace of the virtual space of the MPS representation of all states in the phase. C i are completely defined by the on-site representation g → u(g) of Eq. 16, while the transformation Φ contains the information about the structure of the L-cycle symmetry. Hence, the same structure that defines the L-cycle symmetry also appears in the entanglement structure.
Proof. We now sketch the proof of Theorem 1, with full details given in Appendix B. The first step is to use the results of Ref. [63] to show that the symmetries of the block tensor (Eq. (17)) imply the following symmetries of the single tensor,
Using the fact that the SPT phase is maximally noncommutative, we can then rewrite this equation in the form
where Λ is a matrix that encodes the proportionality constant that hides in Eq. (21), hence it is not consistent throughout the phase. From this, we can continue as in Ref. [31] to constrain the tensor A i into the form
Finally, we can get rid of the non-universal Λ at the cost of losing full translation invariance of our MPS representation, and we are left with Eq. (20) . We can now apply Theorem 1 to the constructions found in the previous section. Given a CQCA T , we get a fixed-point PEPS which is in a non-trivial quasi-1D SPT phase with re-
are N -qubit Pauli operators, it follows that this SPT phase is maximally non-commutative. Hence, Theorem 1 applies, and if we consider an arbitrary state within this SPT phase, it admit a quasi-1D MPS representation of the form Eq. (20) , which in this case takes the form
where i = (i 1 , i 2 , . . . , i N ) denotes the state of the N spins along a ring with i = 0 (1) corresponding to the vectors |+ (|− ), and
where A T is the tensor defined by Eqs. (7) and (8).
Thus, when CQCA are used to define subsystem symmetries, the presence of non-trivial SPT order under those symmetries is equivalent to the presence of the CQCA on the virtual level of the tensor network. This shows that the same structure appearing in the subsystem symmetry also appears in the entanglement structure found throughout the phase. This correspondence between QCA and subsystem SPT order is the first major result of this work.
B. Physical content of Eq. (24)
From Eq. (24), we see that the phases we define are characterized by both the tensor C i and the CQCA T . What is the relative importance of these objects in determining the physics within the corresponding phase of matter?
Before we answer this, it is necessary to point out a fundamental difference between phases of matter from the perspective of quantum computation, and from the perspective of condensed matter physics. The SPT phases we consider here are defined by the symmetry group Z N 2 × Z N 2 , the condition of maximal non-commutativity, and the representation U T (ξ). Here, we choose to include the representation U T (ξ) in the definition of the phase because states with the same SPT order but different symmetry representations can have different computational power [34] , and we want to identify phases in which computational power is uniform.
From the condensed matter perspective, however, the physical representation is not as important in defining a phase of matter. This is because states with different symmetry representations can be smoothly interpolated between without closing the gap, hence they would be said to belong to the same phase [2, 3] . However, we must take caution in interpolating in this way between different representations U T (ξ). The problem is in the locality of the interpolation. U T (ξ) acts on large blocks of size N × L. Interpolating between different U T (ξ) thus results in a non-local transformation within each block, which violates the fundamental assumption of locality that is used to define phases of matter. We can, however, change the on-site representation u(ξ) of our symmetry, since the resulting interpolation is local, provided that u(ξ) remains a product of local operators. A change in T , on the other hand, results in a non-local transformation.
So if we were to temporarily adopt the condensed matter perspective, we see that changing u(ξ), and hence C i , does not change the phase of matter, while changing T may in general. We have such an example in the previous section already: defining U T (ξ) from the CQCA T p (Eq. (15)) leads to an SPT phase built around a stack of decoupled 1D chains, while the phase defined by the CQCA T g (Eq. (5)) is built around the 2D cluster state. These two phases are physically distinct, as discussed in Ref. [19] . This would still be true no matter how u(ξ) is chosen. Hence, we conclude that the CQCA T is the principal ingredient in determining the physics of the phases of matter we have defined.
For the purposes of computation, however, we will however retain our definition of phases, in which different physical representations correspond to different phases of matter. This is because the precise form of C i , which depends on u(ξ), is crucial for the computational scheme we define in Sec. V. This should not be suprising, as almost all results relating SPT order to quantum computation assume a specific physical representation of the symmetry [22, 23, [29] [30] [31] [32] [36] [37] [38] [39] [40] .
Finally, we note that all phases we construct are maximally non-commutative quasi-1D SPT phases of Z N 2 × Z N 2 . This means that they protect zero-energy edge modes of dimension 2 N [61]. This exponentially growing edge degeneracy was noted in Refs. [19, 22] as a signature of SPT phases protected by subsystem symmetries. In Sec. V, we encode logical information in these protected edge modes, such that computation proceeds almost identically for every state in a given phase.
IV. Relation to subsystem SPT order
The phases that we have considered until this point are quasi-1D SPT phases. We now relate them to genuine 2D SPT phases. Let us be clear about what is meant by quasi-1D SPT order and how it differs from a genuine 2D SPT order. The difference is in the notion of locality: SPT order is defined as equivalence classes of states under local, finite depth quantum circuits which respect the symmetry [4] . Such a circuit corresponds to a quasi-adiabatic evolution along a path of gapped, local Hamiltonians [64] . Here, 'local' depends on the dimensionality of the system. For our quasi-1D scenario, the evolution must be local between different rings of the torus (the long direction of the torus), but it may be non-local along the rings (the skinny direction around the torus). When we promote to a true 2D notion of locality, we enforce locality in both directions. This means that, for a given symmetry, the 2D phase is contained within the quasi-1D phase, so the results of the previous section also hold throughout the corresponding 2D phase defined by the same symmetries. Figure 2 . Representation of the general appearance of lines and cones in glider CQCA, for c = 1. Each column represents a product of Pauli operators on N = 6 qubits with periodic boundaries, and advancing to the right is equivalent to one application of T . After 6 steps, any operator returns to itself.
It is important to stress the the new 2D situation again constitutes a proper phase of matter, in that it embodies all states that can be reached from the fixed point states via local quantum circuits that respect the symmetry. Using the techniques of Refs. [65, 66] , one can show a lower bound to the gap of the parent Hamiltonian in a vicinity of the fixed point model.
We now show that, in the case of glider CQCA, promoting to a 2D notion of locality allows us to equivalently define our phases in terms of rigid line-like symmetries acting on 1D subsystems. In general, the symmetries defined by glider CQCA are shaped like cones. This follows from Eq. (6) which, for glider CQCA, takes the form t 2 = (u c + u −c )t + I. Thus, if we apply T to any single-qubit Pauli P i , we find T (T (P i )) = T 2 (P i ) = T (P i−c )P i T (P i+c ).
We can continue in this fashion, and we see that powers of T can be expressed as cones which expand until they wrap all the way around the torus, after which they contract back to a point (see Fig. 2 (a) for the case P i = Z i ).
This picture also gives us an easy way to understand the existence of gliders, see Fig. 2(b) . The gliders lead to line-like symmetries of the state, as pictured in Fig. 3 . The line symmetries can be generated as products of the cone symmetries, but the converse is not true on a finite torus. Indeed, the line symmetries form a Z N −2 2 subgroup of the full Z 2N 2 symmetry group of cones in the cluster phase.
The claim is that, when a 2D notion of locality is enforced, the line symmetries defined by gliders are sufficient to protect the SPT order. Fig. 2(b) shows that the operator T (Z i )Z i−1 defines a glider and hence a line symmetry. Likewise, Z i T (Z i−1 ) defines a glider moving in the opposite direction. Now, for any even integer k, we can write
That is, we can write a product of non-neighbouring Z's as a product of gliders. Since Z i in the virtual space corresponds to a cone symmetry in the physical space, we see that we can create pairs of cone symmetries with products of line symmetries. The same argument can be repeated for X i in place of Z i .
If we separate these cones sufficiently far from each other, then each local gate in the finite depth quantum circuit will see only one of the cones. So a local gate that is symmetric under the line symmetries is also symmetric under the cone symmetries. Since we require in the definition of SPT order that each local gate of the finite depth quantum circuit commutes with the symmetry, this implies that a circuit which is symmetric under the line symmetries is also symmetric under the cone symmetries. Therefore, the 2D phase defined by line symmetries in contained within the quasi-1D phase defined by the cone symmetries.
Defining an SPT phase by symmetries acting on lowerdimensional lines has been done in Refs. [19, 23, 67] , and in Ref. [19] such phases have been dubbed "subsystem" SPT (SSPT) phases. Hence, the SPT phases we defined here can be considered SSPT phases whenever the CQCA supports gliders, and the line symmetries are the fundamental symmetries defining the phases. When the CQCA is periodic, the cone symmetries are themselves line symmtries, but they act in the horizontal direction of the torus, rather than diagonally as in the glider case. These phases are like the "weak-SSPT" phases defined in Ref. [19] . When the CQCA is fractal, we do not have line-like symmetries [47] , and we must treat the fractal symmetries themselves as fundamental. This leads to a definition of 2D phases via fractal symmetry operators, as in Refs. [16, 22] .
V. Computational power of the QCA phases
Now that we have defined 2D SPT phases via CQCA, and we have understood the basic properties of these phases, we move on to characterizing their computational power. In this section, we will prove our second main result:
Theorem 2 (Computational phases of matter). For every glider CQCA and fractal CQCA, there exists a 2D SPT phase in which every state is a resource for universal MBQC, except for a possible subset of zero measure. Furthermore, the universal circuit model is simulated with polynomial overhead.
The SPT phases for which we prove this theorem are slightly different from the ones considered so far. In order to prove universality in a straightforward manner, we redefine our fixed-point PEPS in terms of a two-qubit unit cell, labelling the two qubits within a unit cell by a and b. The new fixed-point PEPS is defined by a local tensor A T whose components are given by
where T is again the MPU representation of the CQCA. The states defined by Eq. (25) are again stabilizers states. Hence, they are unique ground states of gapped Hamiltonians.
The tensors A T can be used to define the ring tensor A T as in Eq. (8) . Proceeding from here in the same way as the qubit case, we can construct an L-cycle symmetry representation
where the on-site representation is defined by
where X a i , X b i denotes the Pauli-X matrix acting on the qubit a and b at site i, respectively. Again, the resulting state has non-trivial SPT order under this L-cycle symmetry, and we can prove that Eq. (24) holds throughout the corresponding SPT phase, where C i can now be any N -qubit Pauli, not just a product of Z's.
We can briefly compare this to the original qubit construction of Eq. (7) . By changing the way we constructed our PEPS, we have only changed the representation u → u , as seen in Fig. 4 . As discussed in Sec. III, we therefore expect these phases with a two qubit unit cell to be physically similar to those we constructed originally. Nevertheless, there is a distinction in their use for MBQC due to the different C i appearing in Eq. (24).
A. MBQC in SPT phases of matter
To prepare for the proof of Theorem 2, we require a number of technical results. We begin with a very brief review of the constructions in Refs. [23, 34, 35] which is uniform throughout the corresponding SPT phase. One time-step of the computation is enacted by measuring every qubit in a block consisting of L consecutive rings around the torus, where L is the period of the CQCA. Information can be initialized into this space and subsequently read-out by appropriate measurement patterns on blocks.
Logical gates are performed by measuring a single qubit
in a block in a perturbed basis
and measuring the rest of the qubits in a block in the basis {|+ , |− }. According to Eq. (24), and the computational scheme of Ref. [35] , if the qubit measured in the basis in Eq. (28) is located at site (n, l) in the block, the corresponding logical gate is, up to second order in dα,
where P n is the Pauli X or Z operator acting on logical qubit n, depending if we measure the first or second qubit at site (n, l) in the basis Eq. (28), respectively. ν (n,l) are a set of constants that characterize the part of the state that is not uniform within the SPT phase. These constants can be measured before computation and accounted for (and thereby ignored) by adjusting dα unless they are equal to 0, in which case computation fails. This only occurs for a subset of states of zero measure. The full set of gates we can implement is given by the Lie group L T = exp(iO T ) where O T is the Lie algebra generated by the set {T l (Z n )|l = 1 . . . L, n = 1 . . . N } with linear combinations and the matrix commutator. L T is the same for every state in the SPT phase defined by the CQCA T .
3. Every non-trivial gate must be followed up by measuring a large number of blocks in the {|0 , |1 , |2 } basis. The number of blocks measured is on the order of the correlation length of the system (in the long direction). This serves to decouple the two virtual subspaces in Eq. (24), which become slightly entangled after a logical gate.
All that remains is to determine the period L of the CQCA which determines the length of a single step of computation, and the group of gates L T .
B. Period of the CQCA
We first determine the period of our CQCA. We recall the matrix representation t of the CQCA. The task is then to determine the smallest L such that t L = I, which we do by invoking Eq. (6). Since the trace of the CQCA appears in the equation, the analysis now splits into three parts, depending on whether the CQCA is of periodic, glider, or fractal type.
Periodic CQCA. For periodic CQCA, we have either Tr(t) = a, where a = 0, 1. Using Eq. (6), it is easy to check that the period is then L = a + 2 [47] . Note that this period is independent of the circumference N . In particular, the CQCA is periodic even on an infinite chain, while the glider and fractal CQCA are only periodic when periodic boundary conditions are enforced. This is the reason why only these CQCA are called "periodic".
Glider CQCA. For CQCA that support gliders, the period can be determined from the cone structure in Fig. 2(a) . For c=1 and N even, this cycle takes N steps (for odd N , it takes 2N steps, but we only consider N even). For c > 1, the above is still true, but there may be a smaller number L also satisfying t L = I. We ignore this possibility for simplicity. Thus, the period of a glider CQCA on a ring of circumference 2N can always be taken to be L = 2N .
Fractal CQCA. For CQCA with fractal behavior, the case is more complicated. Indeed, due to their fractal nature, the period L of these CQCA can be a wildly fluctuating function of N . In fact, L(N ) can appear to have exponentially growing behavior (see Appendix C for an example). This would pose a significant problem to computation. Since N is essentially our number of qubits, and L controls the duration of a single step of computation, an exponential relationship implies that computation time scales exponentially with the number of qubits. Thus we could not call the resulting computational scheme universal, even if we have a full set of gates.
Luckily, it turns out that this problem can be avoided. Indeed, although L(N ) may have an exponential envelope, it turns out that there is a subsequence of system sizes for which the relationship in linear. Specifically, when N = 2 k , we have either L = 2 k = N or L = 2 k + 2 k−1 = 3 2 N . This behavior can be seen for the CQCA defined in Eq. (13), as shown in Appendix C which also contains the general proof.
C. Determining gate set
We must now determine the Lie group of gates L T . In the following, we construct a universal set of gates as long as T is a CQCA of glider or fractal type. To construct a universal set of gates, notice first that we trivially have all single-qubit gates by setting l = 1 in Eq. (29) (this would not be true for the original qubit construction Eq. (7), complicating matters in that case significantly). Thus, if we can construct any two-qubit entangling gate, we will have a full gate set [68] . In Ref. [23] , an two-qubit gate was constructed from a threequbit gate by initialising one qubit into a particular eigenstate on which the three-qubit gate acts trivially. Here, we will employ a similar technique.
Consider T (Z i ), for any i. Assume that T (Z i ) "spreads", meaning that it has support outside of site i. If this is not the case, then we can instead follow through with the argument using T L−1 (Z i ) = T −1 (Z i ), since Eq. (6) tells us that t −1 = t + Tr(t)I, so either T (Z i ) or T −1 (Z i ) spreads as long as Tr(t) is not a constant, meaning T is of either glider or fractal type.
If T (Z i ) spreads, it will be a product of Pauli operators supported on the interval [i − n, i + n], for some minimal n, which is symmetric about site i. The trick now is to make every 2n-th qubit a logical qubit, and initialize the qubits in between each logical qubit into the +1 eigenstate of the middle 2n − 1 operators in T (Z i ). This initialization can always be done since we have all single qubit gates at our disposal, as described in Ref. [23] . Then, T (Z i ) will act as a two-qubit gate on logical qubits at positions i−n and i+n while leaving the qubits in between unchanged. Hence we get a non-trivial two-qubit entangling gate on all neighbouring pairs of logical qubits which, together with the single-qubit gates, form a universal set.
For an explicit example, consider the CQCA with T (
If the qubits at positions 1 and 5 are logical qubits, then we put the qubits at positions 2, 3, and 4 in states |+ , |0 , and |+ , respectively. Then the gate exp(2idαT (Z 3 )) reduces to exp(2idαZ 1 Z 5 ), which is an entangling gate on the logical qubits.
D. Proving computational universality
We now have all of the ingredients needed to prove Theorem 2.
Proof of Theorem 2. Based on the above discussions, we see that a) N can always be scaled in such a way that the period L is linear in N , and b) we can construct a universal set of gates on q = N/2n qubits for a fixed n, i.e. SU (2 q ) ⊂ L T .
Finally, the computational scheme of Refs. [23, 34, 35] which we employ here has polynomial overhead for logical gates. Thus, overall, we can perform universal quantum computation on q logical qubits in poly(q) time, as stated in the theorem.
Note that our proof does not apply to periodic CQCA, and there are examples of periodic CQCA which do not lead to universal phases. Consider again the CQCA in Eq. (15) , which is periodic and describes decoupled 1D chains. Such a system cannot be a universal resource for measurement-based quantum computation with our methods, since we cannot create entangling gates with local measurements.
In order to obtain a universal set of gates straightforwardly, we had to modify our original construction to one with two qubits per site. We can also ask if a universal set of gates can be obtained without this redefinition. This is sometimes possible, and the cluster phase in Ref. [23] is an example. Our fractal CQCA in Eq. (13) is another example, as can be shown using the same proof as in Ref. [23] . On the other hand, there are some CQCA for which the qubit construction of Eq. (7) does not appear lead to a computationally universal phase. We note that, in Ref. [41] , two more computationally universal phases with fractal symmetries were recently constructed, one based on the cluster state on the honeycomb lattice. These phases were also defined with respect to a two qubit unit cell.
VI. Conclusions
In this work, we have used quantum cellular automata to define subsystem symmetries and SPT phases of matter. We have characterized which of the resulting phases of matter are computationally universal from the perspective of measurement-based quantum computation. The relation we uncovered between QCA and SPT order protected by subsystem symmetries in tensor networks should aid in the understanding and classification of these relatively novel phases of matter.
The next step in classifying these phases would be to make further use of tensor network language. In Ref. [23] , it was shown that subsystem SPT order is associated with a set of symmetries of a single tensor. The ring symmetries considered here can be easily used to determine the symmetries of the single tensor as well. Examining the symmetries of a single tensor has proven useful for classifying phases of matter in the past [2, 3, [69] [70] [71] , so it is likely this will be the case for subsystem symmetries as well.
One immediate generalization of our result is to go beyond logical qubits. Here, we considered QCA acting only on systems of qubits, but we could extend this to systems of arbitrary local dimension d. In this case, we could realize systems with subsystem symmetry groups of the form (G × G) N for arbitrary abelian G, and our analysis would be in terms of generalized Pauli and Clifford operators [51] . This extension would be useful for the classification of subsystem SPT phases, and would also lead to new computationally universal phases. Our general formalism in Sec. III is already equipped to handle this generalization.
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In Sec. II, we build SPT phases around special fixed-point PEPS as defined by Eq. (7) . In order to gain a better intuition and to construct gapped parent Hamiltonians, we show in this section that the fixed-point PEPS are also stabilizer states with local stabilizer groups. The fixed-point PEPS defined by Eq. (7) have more symmetries than those shown in Eq. (9). They also have the following symmetries,
.
(A1)
Note that these symmetries exist only at the fixed-point, and they do not persist throughout the corresponding SPT phase. In addition to these symmetries, we also need the identity from Eq. (6). In general, we have Tr(t) = m k=1 α k (u k + u −k ) + β for α k , β ∈ {0, 1}. Stated in terms of operators, Eq. (6) then tells us
Using Eqs. (9), (A1) and (A2), we can now determine the form of the stabilizers for our states,
In the first equality, we have used Eq. (A1). In the second, we have employed Eq. (9) (note that Z i is represented as the polynomial vector (0, u i )). In the third equality, we have used Eq. (A2), and Eq. (A1) to pull the Z i andZ := m k=1 [Z i−k Z i+k ] α k Z β i onto the physical legs. Since u(ξ) is a localised product of X operators andZ is a localised product of Z operators, we have derived a local stabilizer for each PEPS. We can similarly derive an independent stabilizer S i for any site i in the lattice. One can easily check that, due to the reflection symmetry of the stabilizers, all stabilizers commute as needed. So the fixed-point PEPS is the unique ground state of the Hamiltonian
which is a local Hamiltonian with a uniform gap.
We can now verify the claimed examples in Section II. If we construct the stabilizers for the fixed-point PEPS defined by the CQCA T g in Eq. (5), then we find that they have the following form,
which is indeed the familiar form of the cluster stabilizer [25] .
If we use the CQCA T f in Eq. (13), we find
which corresponds to the cluster state with the operator S = 1 0 0 i (A6) applied to every site. Finally, with the CQCA T p of Eq. (15), we get stabilizers with the simple form,
which does indeed correspond to a stack of uncoupled 1D cluster states. The fixed-point PEPS defined with respect to a two-qubit unit cell in Eq. (25) are also stabilizer states with a local stabilizer group, as can be straightforwardly shown in the same way as above. Hence, these fixed-point PEPS are also ground states of uniformly gapped Hamiltonians.
B. Cycle symmetries
Here we show how to constrain MPS tensors of states which have SPT order with respect to L-cycle symmetries. Given a state whose block MPS tensor is injective and satisfies Eq. (17), where V (g) is a maximally non-commutative representation of a finite abelian group G, we would like to prove Eq. (20) .
First, we prove Eq. (21) . In general, if a state is invariant under the L-cycle symmetry in Eq. (16), then we have [63] A
for some unitaries W i (g) with W 0 (g) = W L (g). This equation, and all others that follow in this section, hold for all g ∈ G. From Eq. (B1), we get
If the block tensor is injective, the only way this equation and Eq. (17) can be compatible is if W 0 (g) ∝ V (g). If we connect the relations in Eq. (B1) in a different order, we find
where we have used the fact that φ L (g) = g. Now compare this to Eq. (17) with g replaced by φ(g). Again, by injectivity of the block tensor, we find that W 1 (g) ∝ V (φ(g)). So, for some scalar λ(g), we have
Now, we would like to use Eq. (B4) to prove Eq. (20) . This proof is similar to that of Theorem 1 in Ref. [31] , adapted to L-cycle symmetries. First, we invoke maximal noncommutativity of the projective representation V (g), which implies that it must have the form I ⊗ V (g) in some basis, where g → V (g) is irreducible. Then, if u(g) is a linear representation, and V (g) is irreducible projective representation with cocycle ω, Eq. (B4) tells us that λ(g) V (φ(g)) must also have cocycle ω. By maximal non-commutativity of V (g), we therefore have V (φ(g)) = Φ † V (g)Φ for some unitary Φ, and furthermore g → λ(g) must be a 1D representation of G. Since g → λ(g) is a representation, we can find Λ such that λ(g) V (g) = Λ † V (g)Λ [31] . Now we rewrite Eq. (B4) as
(B5)
If we multiply each side by I ⊗ Φ † Λ † on the right, then we get a relation for the composite tensor A i (I ⊗ Φ † Λ † ). With this relation, we can continue as in Theorem 1 of Ref. [31] to obtain
This expression holds only with respect to the basis of physical spins {|i } that diagonalizes u(g), such that u(g)|i = χ i (g)|i where χ i (g) are 1D representations of G. We then have C i = V (g i ) where g i are defined uniquely by the relation χ i (g) V (g) = V (g i ) † V (g) V (g i ). B i are unconstrained tensors and can vary throughout the SPT phase. Since λ is not uniformly defined throughout the SPT phase, Λ can also vary throughout the phase. We would like to rewrite Eq. (B7) in such a way that we separate the parts which are universal throughout the phase, namely Φ and C i , from the rest. We can accomplish this in the following way. On each block of L sites, we push the matrix Λ through the tensors to the end of the block,
Λ commutes with all V (g i ) up to a phase. So when Λ passes through the tensor A i , it leaves behind a phase, which is absorbed into the tensor B i . The tensors B i [j] are the original tensors B i along with these phases, which are in general not translationally invariant within a block (We do, however, have B i
[j] = B i [j+L] ). The matrix Λ * := ΛΦ L−1 † ΛΦ L−1 . . . Φ † ΛΦ is a scalar matrix and can thus be removed from the above expression. To see this, note that Eq. (17) says that λ(g) must satisfy the constraint λ * (g) := λ(g)λ(φ(g)) . . . λ(φ L−1 (g)) = 1.
(B9)
By definition, we have λ * (g) V (g) = Λ † * V (g)Λ * . Since λ * (g) = 1, we have Λ * ∝ I by Schur's lemma. The proportionality constant can be absorbed into one of the tensors B i
[j] and Λ * can be removed from Eq. (B8). Hence, we can represent our state by an MPS of the form
as desired.
C. Period of fractal CQCA
Here, we look at the period of fractal CQCA on rings of circumference N . This is in general a difficult problem to solve, and the period L could grow exponentially with N (see Table 5 for an example). Nevertheless, we prove that, for certain values of N , the period can be shown to have a linear Figure 5 . The period L as a function of the circumference N for the fractal CQCA T f in Eq. (13) . For N = 2 k , the relationship is linear. In general, L appears to grow with an exponential envelope. relation in general. Specifically, we prove that, for a fractal CQCA T on a ring of circumference N = 2 k , the period is either L = N = 2 k or L = 3 2 N = 2 k + 2 k−1 . Throughout this proof, we will be taking powers of polynomials like k c k u k . Since we working over the field Z 2 , we can write ( k c k u k ) 2 n = k c k (u k ) 2 n , i.e. all cross terms cancel out. This simplifies the following calculations significantly. Let
for α i , β ∈ {0, 1}. With the periodic boundary conditions, we identify u −2 k−1 and u 2 k−1 . Then we have
The proof now splits into two cases: Case 1: β = 0. From Eq. (6), we have t 2 k = (t 2 ) 2 k−1 = (γt + I) 2 k−1 = γ 2 k−1 t 2 k−1 + I, where cross terms again cancel out. Since γ 2 k−1 = β = 0, we have t 2 k = I, showing L = 2 k = N . Case 2: β = 1. We need a formula for t 2 k +2 k−1 . The result, which we will prove by induction, is
Therein, γ = Tr(t), and p k (γ) is some polynomial in γ. The expression is simple to confirm for k = 1 using Eq. (6), where p 1 (γ) = 0. Now assume it is true for k. Then we have
Now, we apply Eq. (6) to find
which is the desired expression where p k+1 (γ) = p 2 k (γ) + γ 2 k −2 . So the formula holds for all k. Now, since γ 2 k−1 = β = 1, we get t 2 k +2 k−1 = I, so L = 2 k + 2 k−1 = 3 2 N .
