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Abstract 
With the perspective of Switzerland’s phase-out from nuclear energy, solar energy potential may take an important 
role for the country’s future in renewable energy. Based on 12 years of satellite-derived, spatially distributed data of 
daily average cloud factor, this work analyses cloud cover persistence over all of Switzerland. We used extreme 
value analysis to study spatial variation of extremal behaviour and to estimate return levels of weeklong cloud cover 
events throughout Switzerland. Extreme events show different patterns in winter and summer, but overall they occur 
more frequently and more severely in the northern part of the country and in Ticino.  
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1. Introduction 
As the world is waking up to negative impacts of fossil fuel use and dangerous consequences of nuclear energy 
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has partially completed or initiated an energy transition; each of them following their individual path determined by 
available energy potential as well as by policy making and public opinion.  
In 2011 the federal council and government in Switzerland decided to phase out nuclear energy by not renewing 
existing power plants and to fill the resulting deficit with electricity production from renewable sources by 2050 [1]. 
As all other countries, Switzerland too has its individual predispositions for a future renewable energy production. 
Its extraordinary hydropower potential supplies 56% of annual electricity production, but it is almost completely 
exploited [2]. The amount of available wind potential and the acceptance of the associated infrastructure are largely 
uncertain. With deep geothermal exploitation on hold [3], solar energy remains the most promising candidate and 
will have to pick up the lion's share of the new renewable production. Particularly the southern part of the country 
receives fair amounts of solar radiation and photovoltaic panels are safe and easy to install. But solar power comes 
with certain well-known complications. First and foremost its periodic variability at daily and seasonal scale has the 
unfortunate characteristic of following the inverse of the demand, which is high in the morning, evening and in 
winter and low in summer and at midday. While this can at least be foreseen and may be solved in Switzerland by a 
combination of novel (Hydrogen) and established (pumped-hydro) storage solutions, the more daunting task will be 
to adjust to the unpredictable short-term intermittency resulting from cloud cover. Sudden and short fluctuations due 
to individual clouds stress lines and network components. Long periods of persistent cloud cover challenge the 
electricity provider to reliably meet the demand. In order to better prepare for this last challenge, it is important to 
study cloud patterns throughout time and space and to analyse not just the average behaviour but also the extremes. 
Because it is the extreme conditions that will pose the biggest risk to a reliable supply and a healthy functioning of 
the electricity system. Previous assessments of Switzerland's future in renewable energies have mostly looked at 
temporally and/or spatially average conditions or short time series [4][5]. This study uses extreme value analysis of 
satellite-derived gridded cloud cover information to assess worst-case scenarios for losses in solar power production. 
We focus on the persistence of cloud cover only and will not address high persistence of sunshine. The latter 
potentially also threatens the electrical system since more electricity might be produced than can be distributed 
through the lines.  
2. Methods 
2.1. Extreme Value Analysis – Model Approach 
Extreme Value analysis describes the statistical behaviour of the extremes of a distribution of random variables 
X1…,Xn [6–8]. Let Zn = max(X1,…Xn) denote these extremes. One common approach is to subset the data set into 
fixed blocks and to pick the highest value from each block. For time series data such a block might be, for example, 
a month or a year. The resulting extremes are called block-maxima and their distribution follows the Generalized 
Extreme Value (GEV) distribution:  
 
ܩሺݖሻ ൌ ቐ݁ݔ݌ ቈെ ൬ͳ ൅ ߦ ቀ
௭ିఓ
ఙ ቁ൰
ିଵ కൗ ቉ ǡ݂݋ݎͳ ൅ ߦ ቀ௭ିఓఙ ቁ ൐ Ͳ
Ͳ݋ݐ݄݁ݎݓ݅ݏ݁
                                             (1) 
 
The GEV model has three parameters that describe the extreme tail of the distribution. The location parameter ȝ 
quantifies the centre of the tail and is thus comparable to the average of the extremes. The scale parameter ı > 0 
measures the spread of the tail, and the shape parameter ȟ describes its form. Distinction is being made between 
heavy tails, with many extreme events, light tails with few extreme values and bound tails that have a maximum 
upper value. The downside of this approach is that only a very small portion of the existing data can contribute to 
the analysis and if the existing time series is short, this method might be considered wasteful. Hence another 
approach is commonly used, the so-called peak over threshold (POT) method [9]. It characterizes every value 
exceeding a certain threshold u as extreme. The choice of u is critical to the success of these methods. It needs to be 
high enough to ensure that the extreme value requirements apply for the corresponding exceedances. But it also 
needs to be low enough to allow for an adequate number of values to contribute to the analysis. There are two 
representations of POT processes. The first models the magnitude of the extremes, conditional on the fact that they 
exceed the threshold, with the Generalized Pareto distribution (GPD) [9]. Since these exceedances are a function of 
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the chosen threshold, the resulting model parameters cannot directly be compared to the parameters of the GEV. The 
second approach adopts a Poisson Point (PP) Process representation, which means that it models the sequence of 
occurrence and magnitude of the extremes as a 2-dimensional non-homogeneous Poisson process [10]. Model 
parameters are estimated using maximum likelihood: It selects the set of model parameters that renders the empirical 
data set most probable. Or differently said: the model parameters that produce a distribution, which agrees most with 
the measured extremes, will be chosen. The model parameters of the PP representation are identical to those of the 
GEV distribution and allow for the estimate of return levels zp, which is very useful to quantify the likelihood of 
specific extreme events. These methods have been widely applied to hydrologic [11], financial [12] and climatologic 
[13] questions and more recently also to ecology [14] and snowfall [15,16]. 
2.2. Return Levels 
The return level zp is the level that is expected to be exceeded on average once every 1/p blocks (e.g. years). They 
represent hence the (1 – p)th quantile of the GEV and can be estimated by inverting the distribution (equation 1): 
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We compute return levels over different time periods for each pixel in Switzerland, to get an idea of the cloudiest 
week that will occur on average every 2, 10 and 100 years and we will show their spatial distribution throughout the 
country. All calculations were carried out using different R packages [ismev, extRemes, evd]. 
3. Data 
3.1. Justification of Data Choice – Why Meteosat Second Generation? 
For our analysis we picked data derived from MeteoSat Second Generation (MSG) imagery [17], because it fulfilled 
all necessary requirements: 
 
• Spatially distributed to study spatial patterns and temporal correlations between locations 
• Spatial resolution high enough to capture topography (~1km) 
• Time series long enough to allow for reliable extreme value analysis and to cover many weather anomalies  
• Temporal resolution high enough to capture daily or sub-daily extremes 
• Good snow-cloud discrimination to avoid over-estimation of cloud cover in winter and at high elevations 
There is a growing number of satellite derived radiation products that are either freely or commercially available. An 
overview is given in [18]. Over mountainous terrain the accuracy normally goes down because the complex 
topography creates additional challenges. Particularly the discrimination between snow and clouds requires an 
extended use of the electromagnetic spectrum. The spectral profiles of the two surfaces are very similar over large 
wavelength intervals and in some instances it is even impossible to distinguish the two [19]. Based on a detailed 
analysis of the MeteoSat imagery, we found that the MeteoSat first generation (MFG) products notoriously 
misclassify snow as clouds and consequently overestimate cloud cover at high elevations and in winter (Figure 1) 
while MeteoSat second generation is more realistic. Since radiation is derived from cloud cover information, an 
overestimate in cloud cover leads to an underestimate in Surface Incoming Shortwave radiation (SIS). 
Plotting the difference between the two products as a function of elevation (Figure 1a) and time (Figure 1b) 
confirms the systematic underestimate in SIS from MFG. Only below 1500m where snow cover is rare, the two 
products show comparable radiation estimates. And the highest underestimates in SIS are observed during the winter 
months, when large parts of the country are snow covered. Currently only the so-called HelioMont [20] algorithm, a 
MSG-based radiation product published by MeteoSwiss is able to capture this important difference.  
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Figure 1: a) Difference of the temporal mean SIS from MFG and MSG during 2004-2005 as function of elevation. Each dot represents the 
difference between corresponding pixels in the two dataset. Their respective elevation is derived from a SRTM DEM [21]. b) Difference in spatial 
average SIS from MFG and MSG over all of Switzerland for each day of the period 2004-2006.  
As a result of these considerations, we decided to work with the MSG-derived products provided by MeteoSwiss. 
For the extreme value analysis we did not use the absolute radiation value in W/m2 that is given in the SIS product. 
Instead we analyzed the so-called cloud factor (CF), which is calculated as a pre-processing step to SIS. It quantifies 
the proportion of theoretical clear-sky radiation that is filtered out by the clouds, which were present at that instance. 
It is hence a measure for cloudiness that allows for a direct comparison between each and any pixel, independent of 
the respective pixel's elevation or geographic location. Since this part of our analysis aims at studying the spatial 
patterns and temporal variability of persistence in cloud cover and not the absolute solar potential, the cloud factor 
seems to be the most adequate choice.  
3.2. Capturing Cloud Cover Persistence 
A multi-day moving average was calculated, to capture the persistence of cloud cover rather than the daily cloud 
cover value itself. But how long is persistence? And how many clouds make it cloudy? Any persistence event is 
characterized by two parameters: 1) duration (in days) and 2) minimum cloud clover during this period.  
Figure 2 gives a quantitative idea of how often events with a certain cloud cover occur and how long they last. 
 
Figure 2: Experimental survival functions (ESF) of number of occurrences of certain persistence events per year for all pixels in Switzerland. 
As one would expect, there are more 3-day events for any threshold than there are 11-day events. The higher the 
minimum cloud cover, the fewer the number of events. One interesting finding, which is not obvious, is the change 
in shape of ESF for high cloud thresholds. Almost all pixels experience about 30 three-day persistence events with a 
CF threshold of 0.1 per year. But when we look at the ESF of 3-day events with a threshold of CF = 0.5, we see that 
the slope is less steep. Counts vary from as little as 4 to as much as 20, with about equal fractions of pixels along 
this spectrum. Having accounted for frequency and magnitude of persistence events, we picked a 7-day window for 
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the extreme value analysis because it is long enough to significantly affect the electricity supply, but it is short 
enough such that its frequency of occurrence allows for a statistical analysis. 
We also looked at how the frequency of persistence events varies throughout the country to find out where long and 
cloudy periods are most likely to happen. The relative spatial patterns of annual average event counts are similar for 
various persistence lengths. Hence we focus on the 7-day case for three different thresholds (Figure 3). An entire 
week with a cloud factor of at least 0.5 is quite rare throughout the country as we see in Figure 3a. For a threshold 
of CF > 0.3 the number of average annual occurrences ranges from 1 to 11 (Figure 3b), with a clear north south 
gradient. The occurrence of low cloud cover persistence is more uniform (Figure 3c) (as has already become 
apparent in  
Figure 2c). Only southern Ticino and the Rhone valley clearly stand out with low values.   
 
Figure 3: Spatial distribution of average annual occurrence of 7-day persistence events for three thresholds. 
Stark difference become apparent, when we subset the year to seasonal averages (Figure 4). The spatial patterns in 
summer show strong elevation dependence, in addition to regionally high values on an east/west stripe across the 
centre of the country. The lowest values are found in the Rhone valley, the south of Ticino and the western plateau. 
This is a manifestation of convective cloud formation during the warm season, when a lot of mixing and rising of 
moist air occurs. In winter this regional trend is almost inverted due to stable stratification and fog formation in the 
plateau, the entire north of the country and at low elevation in the southern half. 
 
Figure 4: Spatial patterns as in Figure 3 subset into seasonal trends. 
3.3. Preprocessing the persistence data for Extreme Value Analysis 
7-day cloud cover persistence 
Under the considerations of section 3.2 a 7-day moving window seems an appropriate length to study. Since there is 
no unique definition of cloud cover persistence, we explored two different ways of quantifying it.  
   
Approach 1: We measure extremely cloudy events by the lowest CF value that is reached during each 7-day period. 
Hence the extreme value analysis was conducted on the upper tail of this measure's distribution (i.e., the maxima of 
the minimum CF per week). Correspondingly sunny events would be described by the highest cloud factor value of 
the 7-day period and the extreme value analysis would estimate the lower tail of this distribution (i.e., the minima of 
the maximum CF).  
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Approach 2: Persistence in cloud cover is quantified by the 7-day moving average of the daily cloud factor. In this 
case, the upper tail of the distribution represents persistence of high cloud cover, the lower tail of the same 
distribution represents low cloud cover. 
 
Both formulations qualify as proxies for cloud cover persistence, but each one carries a slightly different 
interpretation. Approach 1 adheres to the idea of persistence in a sense of 'without interruption', because the entire 7-
day window may never drop below the characteristic CF value. Approach 2 still yields a low or high value if one of 
the days of the periods is an outlier. Correspondingly the values in the latter representation are more extreme on both 
ends.  
While approach 1 in our opinion is the most precise quantification of persistence in cloud cover, we chose to show 
and discuss the result of approach 2, for practical reasons. The first formulation is complicated, because it involves 
the minimum of the distribution of maxima and vice versa. Furthermore, for PV production, a short-duration cloud 
cover does not pose a significant problem. Finally, a comparison of the two shows that the spatial patterns are 




In order to make the data set eligible for extreme value analysis, underlying periodic trends and correlation within 
successive days need to be removed. We fit a linear model including two Fourier terms to the data, subtracted it 
from the entire time series and added back the overall mean to avoid affecting the location parameter in the extreme 
value model.  
 
Declustering 
Since the extremal data set is the results of a 7-day moving window computation, it has a high degree of clustering 
within 3 days, which can lead to an overestimate of extreme events if not properly addressed. The extremal 
coefficient ș is a measure of limiting mean cluster size ([6], chapter 5.2). In the original form, all pixels have ș-
values of the order of 0.3 in accordance with the 3.5-day overlap resulting from the moving window operation. For 
declustering we used the decluster function that is included in the {R extRemes} package [22]. The function detects 
all threshold exceedences that are separated by fewer than 3 days and sets them to NA. As a result we find ș equals 
or very close to 1, a necessary (but not sufficient) requirement for an independent series.  
 
Threshold choice 
There are several ways to estimate an appropriate threshold for POT approaches, such as parameter stability and 
mean residual life plot (MRL) [6]. Both give some visual guidance that could assist an informed decision. However 
our dataset includes about 12000 time series, which have to be fitted individually. It is unreasonable to do this by 
visual inspection. The distributions vary quite significantly between the pixels and it is also not possible to find an 
appropriate threshold based on the analysis of a subset of pixels. A threshold that works well for some of the pixels 
will generate too small or too large a number of exceedances for others. Instead of a universal threshold, we 
consider the upper five percentile of each individual pixel's dataset as the extreme values. 
4. Results 
For our extreme value analysis of weeklong cloud cover persistence, we chose peak over threshold modelling, using 
the Poisson Point representation. Point-wise maximum likelihood estimates of the three GEV parameters and return 
levels for each pixel in Switzerland give an overall notion of how the distribution of extremes varies throughout the 
country 
4.1. Model Parameters 
The location parameter gives the centre of the tail that could be compared to the average of the extremes. The lowest 
values between 0.5 and 0.6 are found in the Cantons of Wallis and Graubünden. In the Northern part of the country 
and in Ticino the extremes centre at much higher cloud factor values of about 0.7. The spread of the tails displays a 
spatial pattern that resembles the elevation profile of the country. Pixels at high elevations tend to have higher scale 
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values than pixels in the valley. The scale parameter is anti-correlated with the location parameter, because the value 
range of CF has an upper bound. The distribution of shape parameters is concentrated between -0.6 and -0.1. There 
are only very few positive shape parameters (indicative of heavy tails) and they are spatially correlated with high 
shape values and thus also with high elevations.  
 
 
Figure 5: Model parameters a) location parameter, b) scale parameter, c) shape parameter 
4.2. Return Levels 
The return levels indicate the worst, weeklong cloud cover persistence that is to be expected once every 1/p years. It 
is important to note that even though we plot the results for each pixel in the same map, they do not necessarily 
occur simultaneously. So while Zürich might experience its cloudiest week in January, it might well be February for 
Geneva. The spatial patterns of strong cloud cover are similar to the location parameter, but with increasing return 
periods the patterns show a slight shift, toward high values at high elevations (with upper limit set to 1). The 
histograms next to the spatial plots show not just a general shift to higher values, but also a change from a screwed 
to a more symmetric distribution of the extremes.   
 
 
Figure 6: Spatial and statistical distribution of return levels of highest cloud cover persistence for; a) 2-years, b) 10-years, c) 100 years 
5. Conclusions 
This study shows the application of extreme value analysis to satellite derived gridded cloud cover information with 
the goal to assess spatial and temporal characteristics of weeklong cloud cover persistence, in order to assess risks 
and worst-case scenarios of losses in solar power production. This information is useful for grid management and 
energy production companies, which are concerned about a stable supply mix of energies. For an individual 
installation, the production potential at a particular site may be more important, though. The actual assessment of 
productivity of a location however needs to be derived from radiation data. The results may also serve as a safety 
check to verify whether a location displays extraordinarily strong or frequent extreme conditions.  
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When analysing cloud cover trends, good input data sets are only available for a limited time span. 
Our comparison of two radiation products derived from different satellite sensors (MFG and MSG) show large 
discrepancies. For Switzerland in particular it is important to work with a product that is able to distinguish cloud 
and snow, otherwise the radiation that reaches the surface will be underestimated in winter and at high elevations. 
Of all modelled GEV parameters the location value is the most informative one in our analysis. It is interesting to 
see that regions with low location parameter tend to have higher scale and shape parameters than the pixels with 
high location parameters. It means that in places with long periods of cloudy weather, we will not have many 'really 
extreme' events (those which make up the extreme end of the tail). This is the case for the yellow regions Figure 5a). 
However the modelled scale parameters span only 6% of the possible value range, while the location parameter 
varies from 0.5 to 0.72 (~22% of value range). The shape parameter indicates almost exclusively bound tails for all 
pixels in Switzerland.  
Consistently with the location parameter, the key information that can be gained from the return level analysis is the 
severity of rare events. If for example we define that a future power system needs to be built such that it can handle 
the 100-year cloud persistence, we know that it will have to be able to compensate for a one-week loss of a certain 
percentage (which can be retrieved from the return level maps) of productivity from solar power. The exact 
conversion from change in cloud factor to resulting change in productivity of a PV panel is beyond the scope of this 
paper. 
Overall the spatial patterns of the location parameter and return values resemble the patterns of Figure 3. Even 
though the two figures do not show the same variable, their respective meaning is comparable; high values 
correspond to more clouds, and they are primarily located in the Northern part of the country. For most of the 
country the average statistics (Figure 3) reflects the behaviour of the extremes (Figure 5a, Figure 6), only Ticino is 
an exception. Here location parameters as well as return level values are high, while the bulk of the persistence 
events is characterized by low occurrences at all lengths of persistence. For Switzerland this means that placing a lot 
of PV panels in Ticino promises high production on average, while simultaneously threating with more frequent 
extreme events. And for the rest of the world this means that conducting an analysis of extremal behaviour in 
addition to the standard statistics is important, because it might highlight zones where the risk is higher than one 
would anticipate from average statistics alone. 
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