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The main motivation to establish this project was my interest in virtual reality, I am 
intrigued by the amount of possibilities it can offer and how it can evolve.  I also wanted to 
make an interface that was useful once finished. Thanks to the professor P. J. Sanz, who 
was willing to guide a project of these characteristics and to his recommendations and help 
during all the development time we were able to make this project oriented to HRI in 
underwater interventions   




The virtual reality is a branch of the technology which is gaining impact in the last years at 
a great speed, its main factor is that the immersion offered is superior if you compare it 
with other actual technologies. 
 
With this in mind, we can say that, through the capacity of compress the information and 
show it in an accurate way, it is ideal for entertainment and simulators to learn how to pilot 
different vehicles. 
 
One of the main topics in the evolution of robotics is the human-robot interaction (HRI) 
which groups all the human and machine relations. It is a multidisciplinary field with 
contributions from a lot of different fields of research such as human-computer interaction 
(HCI), artificial intelligence (AI), robotics, design, natural language understanding and social 
sciences. HRI is also very important in this project and we will guide the project to the 
Underwater Interventions. 
 
Nowadays, if we talk about the underwater interventions with robots, the groups needs 
plenty of different equipment in order to receive the information to do the guidance of the 
robot, this generates a lot of stress in the robot guide and make them unable to do long 
sessions navigating the rob. 
 
In this project, we are looking to make an interface that is not so aggressive with the user 
and can be used during a long period of time without generating stress on the guide. That 
is the reason why we have decided to make this project in a virtual reality environment, to 










1.2 Related subjects 
 
• VJ1231 Artificial Intelligence 
• VJ1227 Game engines 
• VJ1224 Software Engineering 
• VJ1208 Programming II 
• VJ1203 Programming I 
 
1.3 Project goals 
 
 Facilitate the training of robot guides in underwater intervention missions. 
 Shortening of the number of instruments necessary for the handling of said robots. 




1.4 Expected results 
 
We expect to make an interface that allows both, the training of robot guides and 
doing the interface a viable tool that can be use in real interventions which is 
possible to teleoperate the robs reducing the volume of equipment required. 
 
The main goal is that the interface works in the simulation at the end of this project 






1.5 Project Planning 
 
Documentation 
ID Task Period Hours 
TP Technical Proposal 01/02/2019 to 03/02/2019 6 
DA Analysis and Design 22/02/2019 to 24/02/2019 7 
PM Project Memory 07/02/2019 to 03/06/2019 30 
PDV Project Defense Video 07/02/2019 to 05/06/2019 10 
PDP Project Defense Presentation 10/02/2019 to 05/06/2019 5 
Total 60   
 
Research 
ID Task Period Hours 
SC Steam VR connection 25/02/2019 to 05/03/2019 5 
VFX Special Effects 06/03/2019 to 15/03/2019 5 
RM Ros modules 16/03/2019 to 01/04/2019 10 
VRI VR interfaces 02/04/2019 to 25/04/2019 20 
Total 40   
 
Development 
ID Task Period Hours 
UEI Underwater Environment 
Implementation 
25/02/2019 to 05/03/2019 30 
VID VR Interface Development 06/03/2019 to 15/03/2019 35 
CI Control integration 16/03/2019 to 01/04/2019 40 
Total 105   
 
Design 
ID Task Period Hours 
VC Visual Effects Creation 25/02/2019 to 10/03/2019 15 
TCV Texture Creation for VFX 20/03/2019 to 25/03/2019 10 
IG Interface Graphics 06/03/2019 to 01/04/2019 30 
MI 3D Model Integration 02/04/2019 to 25/04/2019 40 
Total 95   
 
Testing 
ID Task Period Hours 
DT Development Testing   25-02-2019  to 
05-03-2019 
15 
FIT Final interface testing  10-05-2019 to 
25-05-2019 
15 












Multipurpose game engine that supports 2D and 3D graphics and VR enviroments 
with the SteamVR plugin, Oculus and HTC Vive. It is the main environment where 
we will work during the project to set up the virtual environment of the interface. 
 
Visual Studio 
Microsoft Visual Studio is an IDE used to develop programs, as well as web sites, 
apps, services and mobile apps. It includes a code editor and has got an integrated 
debbuger. We will use this IDE to make the scripts of the project and the shaders of 
the virtual environment. 
 
SourceTree 
An alternative to GitHUB that was make by Atlassian Corporation. It is another 
desktop client for developers. It is use with a host service such as Bitbucket to make 
a version control system for our project. 
 
Bitbucket 
A web host services for projects that uses Mercurial and Git version control systems. 
We will use this with ST and Google drive in the development of the project. 


























A file storage and synchronization service developed by Google that allows the user 





Ps is a raster graphics editor developed by Adobe Systems. It can either create or 
edit raster images with multiple layers and supports masks, alpha and colors model 
like RGB, CIELAB, CMYK, duotone and spot color. We will use this tool to make all 
the graphics needed in the interface such as particle effects and the UI. 
 
Vegas Pro 
Vegas pro is the new name for Sony Vegas, a non-lineal system editor of video 
created by Sony Creative Software and acquired by MAGIX. 
 
OpenShot 
Another video editor, but this one is open source and free, created by OpenShot 
Studios, LLC. We will use it with Vegas P. in order to make the videos related with 
the project. 
 
1.6.3 Virtual reality  
 
HTC Vive 
A set of virtual reality glasses developed by HTC and Valve. The device is designed 
to use the space in a room and dive into a virtual simulated world where the user 
can walk and interact with multiple objects. This is the hardware that we will use in 
this project, it is a set witch a cockpit, two controllers and two basestations. 
 
SteamVR unity plug-in 
A unity plug-in developed to create interactions between the VR systems and the 
virtual environment in Unity. We will use it in order to make easier the 




2 RELATED WORK 
 
2.1 Background 
2.1.1 Underwater Intervention Systems 
During the first sections of this document we have talked about the project and 
its objectives. Now we will talk about the precedents of the project.  
 
Following the control of robots in underwater interventions, the first 
teleoperation experiments took place at the end of the 19th century.  (García, et 
al., 2015) in which the users did not press only one button to turn on the system, 
instead the user was given control of the system and they were able to make 
decisions based in the information that they had, which should not be perfect. 
Due to this, the human situation analysis is a very important factor, which has 
entailed the evolution of the systems to be designed focused on the user that 
will manage them and to avoid their fails and the system performance. This is 
the reason why the actual research is focused in reduce the stress generated in 
the user giving him tools that can improve their performance and reduce its fails. 
 
Next and citing the reference (García, et al., 2015), among the most critical errors 
that can be committed by humans are the following, the user introduces a wrong 
command, the user use a command to late and the user don’t use a command at 
all. The main causes of these errors are: 
 
 Lack of training when acting on the information available, which may lead 
to the pilot not performing the actions correctly in an unforeseen 
situation. 
 
 The time necessary to perform a correct analysis of the information. This 
may increase due to cognitive fatigue. 
 
 Don’t receive information from the sensors. The user should not see the 




It is important to have a plan B when this type of situation happens which in the 
worst case can lead to the loss of the vehicle, for example, The G500 has some 
instructions that make it emerge and activate a LED that blinks when the 
connection is lost. With this facts in mind we will explain how the simulation treat 




Firs, the lack of knowledge of the user at the time of making an intervention the 
pilot must know how to use all the resources available and commit the minimum 
mistakes possible when it is managing the equipment and vehicles. The 
simulation is very important for this purpose like the fly simulators for the 
airplane pilots, the more time you do exercises in a simulated environment 
similar to the real intervention, the fewer the chances of error on it, because the 
user will have the competences to make decisions in different situations that can 
take place. 
 
Second, in the our interface, one of the main objectives is to reduce the amount 
of equipment integrating the virtual reality to make easier the labor of the pilot, 
reducing the number of screens and sensors that the user needs to take care of. 
 
  
Figure 2. A usual ROV control room. 
 
That is why the simulation takes advantage of the canvas offered by the virtual 
environment to give information on different factors, such as the speed of the 
rov, and its rotation. All of this is linked to the third point, the user will always 
have in its field of vision the canvas with information despite of being 
performing a specific task, the pilot also has the possibility to observe all the 
relevant information without searching through different screens. 
 
Foremost, in the last years the advances in virtual reality have revolutionized the 
world of simulations, granting a new perspective and a new flow of work to them. 
In order to make this project we also had in mind the problem that the robot 
guides experience during the sessions. That is why we have taken into account 
both virtual reality(VR) and underwater robotics(UR). 
 
There are plenty of works and research about the UR but we have mainly paid 
attention to those accomplished at the university for example the Twinbot 
project[1] and the Merbots project[2]. The first is a cooperative project between 
UdG(Girona University), UIB (Balearic Islands University) and UJI(Jaume I 
University) consists of two robots that collaborate with each other to carry out 
11 
 
the interventions, more specifically, the IRSLab (Interactiva and Robotic System 
Lab) works in the communication section between the robots (COMOMUIS 
project), a branch of this project is the one of the user interfaces that is where 
the project that we describe would be cataloged. The second, is the previous 
project to the Twinbot, and between both, they have given rise to the G500 
which is a vehicle developed by the UdG (Girona university) as a part of the 
project. We will use a 3D model of this robot in our simulation. 
  
 






In our simulation, the robot has an arm that corresponds with a variation of the 
ARM 5 that was developed for the G500 [3]. It has several joints with 2 degrees of 
freedom, the slew has a range of 120º, the shoulder has a range of 85º, the elbow 
130º and the wrist has a continuous range, the jaw can be open and close. The 
difference between our model and the ARM 5 is the jaw shape. 
 
  







2.1.2 User Interface Systems 
 
Regarding the references in virtual reality we have also taken into account 
precedents within the university but one of our main reference is the “Vision-
Based Control for an AUV in a Multi-robot Undersea Intervention Task.” [4] which 
is one of the last works where the VR was use in UJI. It consists of a research work 
on the use of different technologies mixed with VR for the control of underwater 
robots. 
 
Figure 5. Immersion with “Oculus Rift” and LM. 
 
Based in the results obtained in this previous research and after looking at the 
advantages and disadvantages of every control combinations applied, we made 
the decision about which virtual reality system we should use. The first idea of 
use a joystick with different screens and devices that shows the information to 
the user, was discarded almost immediately since this violated one of our main 
points, to reduce the number of equipment needed to carry out the 
interventions in order to make the work easier to the pilot and improve its 
performance.  
 
The second option that was considered was to use a virtual reality cockpit in 
combination with a joystick, this was one of the options closest to the one that 
has been used in the project but it had the problem that the number of options 
that one joystick could gave us was not enough to control fluidly the whole 
system, this can be solved with two joysticks, but this could make difficult to 
coordinate the different options and movements of the vehicle. That is why we 




Figure 6. Conventional teleoperation control(left) and Control using an HMD(right). 
 
The third option was to use the Oculus cockpit with a Leap Motion system that 
is able to recognize the position and gestures of the hands, due to the Rov control, 
establish a group of clearly differentiate gestures will suppose a problem for both, 
us and the final user because the development of this rules and its learning will 
be difficult due to the reduced precision of this system making a high possibility 
of error in a real intervention. 
The two other versions that are covered in the referenced document are 
variations of this previous one, so the problems are similar. With all of these facts 
in mind, we decided that our best choice was to make use of controls that were 
already integrated in the virtual environment and gave us, at least the same 
number of options that two joystick can offer if not more, but in a simplified way. 
That’s why we decided to change the cockpit of the Oculus on to the HTC Vive 
(HTC Corporation, n.d.) which has got two controllers and gave us a condensed 
dual joystick set up. 
 
Figure 7. Multiple LM control, HMD and LM(left), with user in VR(middle) and with 





The HTC vive controllers have integrated touchpads, which are a system that are 
able to recognize touch of the fingers, this reduce the problem of having to move 
excessively the hands that had the joysticks since no wrist movements are 
necessary to control the vehicle in the simulation and the user can access to all 
the options with only a finger move, this fact simplify its utilization. They also 
have lateral buttons that can be pressed clenching the hand , this gave us 
different options to use that buttons. Finally, they have got triggers that make us 
able to enable and disable options, an interesting fact of this triggers is that they 
have a build-in pressure controller which make us able to assign different options 
depending of the value of pressure if we want to.  
 






2.1.3 Why Unity 3D and not UWSim? 
The IRSLab has its own software that simulates an underwater environment with 
robots called UWSim, then, why do we make a new one using Unity instead of 
use a simulator that we already have? The answer is simple, for the compatibility 
of each one with the VR equipment, while unity has a lot of    plug-ins that make 
the use of this equipment an “easy” thing, UWSim has not this kind of options 
nowadays, that is why the usability test will be delayed and maybe, the hole 
project if we need to make the drivers and camera setup ourselves. 
 
Figure 9. Twinbot in UWSim 
The aforementioned, added to the fact that we had already used this tool before 









The objective is a simulation as realistic as possible both visually and physically. 
That is why different factors have been taken into account, both in the robots 
and in the environment in which the simulation takes place. 
 
The simulation should offer the user an easy interface to understand and learn, 
and to take the control of the vehicles. 
 
As we have previously highlighted, we will use as vehicle the Girona 500 (Figure 
3), which has three torpedoes connected and five engines that move the group 
of torpedoes, there are two engines for the frontward and the backward 
movement and for the turn, there are also two engines for the up and down 
movement and one for the lateral displacement. 
 
The arm is a variation of the ARM 5 (Figure 4) which will have a different gripper 
but will have the same degrees of freedom in the joints which are two with a 
limited range of rotation for, almost, all the joints except the wrist which has a 
continuous range. 
 
2.2.2 Control Design 
 
The controls have been divided into two groups, those in charge of managing the 
vehicle and those in charge of managing the arm. 
 
In the first instance, let's clarify that there are two independent modes among 
which is changed with the side button of the controller, this will also change the 
camera between the vehicle and the arm. 
 
 





Now, we will talk about the vehicle controls, the right controller is the one that 
manages the forward and backward movement and the rotation of the vehicle, 




Figure 11. Vehicle controls. 
 
 
In the end, we will talk about the arm mode, the right controller will manage the upper 
part of the arm(shoulder and slew) and the left one will control the lower part(Elbow 











2.2.3 Underwater environment and items effects 
 
To fulfill the objective that the simulation is as close to reality as possible, we 




The different motors that the g500 has, when operating, generate a movement 
in the water represented as bubbles, which increases the amount of them based 
on the speed of the engines. 
 







They are represented by a simple particle system that shows the movement of 
particles that occurs naturally within underwater ecosystems, due to water 
streams. 
 






We have used a series of materials and textures together with shaders that we 
apply to a plane in order to represent the seabed. 
 




The same procedure applies to the surface of the water in which, through 
shaders, a movement has been added. 
 







We have added, mainly, two effects to the camera based on the work flow of the 
AQUAS plug-in. The fog effect, which represents the turbidity of the water based 
on the distance and the blur effect, which represents the low visibility under 
water.  
 





Reachable Objects  Effects 
 
We have also decided to add a highlight when you can pick up an object by 
closing the gripper. 
  













In this section we will present what has been the work routine that we have 
followed during the development of the project. 
On the one hand, we integrated the arm in unity, together with objects that could 
be taken and its different movement.  
 
After that, we prepared the vehicle movement and the integration of the G500 3D 
model in the simulation environment.  
 
Lastly, we made the underwater environment of the simulation, and all the effects 
of the different elements. 
 
3.2 Arm integration in Unity 
As we have mentioned, the arm model is a variation of the ARM5 developed by in 
the UJI. The clearest variation is that of the clamp in which it has been replaced by 
a completely different one to simplify the user's grip. 
The main script of the movement of the arm is a conditional statement where there 
are verified the orders received from the virtual reality equipment. 
 







Figure 20. Slew Movement Script. 
 
Figure 21. Order Boolean received by the VR controller. 
 
Within the unity hierarchy the script is applied to the arm element that contains 
all the joint of the same. This allows the script to know which joint is the one that 
should move in every situation. 
 
 




Figure 23. Script variables in Unity. 
 
To detect if you can grab an object we have added to the gripper a collider that 
detects when there is an object between the clamps, apart from this, the collider 
itself throws an order to the object's script that activates the highlighting through 
a system of particles. 
 
 
Figure 24. Jaw contact in Unity. 
 





3.3 Vehicle integration and movement 
 
The vehicle is a g500 as we have previously reported, inn this section, contrary to 
the previous one, it has been decided to implement the model first and then the 
programming. 
 
The way to receive orders is very similar to the arm because the controls are a 
variation of the same. The difference lies in the behavior of the robot, the engines 
are gaining strength as one direction is held down to a maximum value, in order to 
simulate the forces of the same. 
 
 
Figure 26. Addition of force up to the speed limit of the engine. 
 
The collision system is quite meaningful because of how the simulation reacts to 
them, when a collision between the vehicle and the seabed or the water surface 
occurs the simulation stop and restarts the original state. 
 
 




3.4 Underwater Environment. 
 
There are many things to talk about in this section, we will start with the 
representation of particles. 
 
Starting with the particles of the engines, these begin to launch when the engines 
start working and gain strength in the speed of the G500. 
 
 
Figure 28. Engine particle systems force script. 
 
To represent the particles of the underwater system, both the position of the 
particles and the rotation of the entire system are transformed with time. 
 
Taking about the seabed and the water surface they are essentially the same, the 
only difference is that the water surface shader change with the time to simulate 
the surge. 
 
Figure 29. Script of the shader in charge of the seabed and water surface noise . 
 
 
We have been working with shaders applied to materials in the previous stage, but, 
for the fog we will make a global one that affects all the scene and simulates the 
underwater vision, for this we will use, also, a blur material that we will apply in 








3.5 Canvas and interface information. 
 
Here, we will talk about the information which is displayed in the screen every 
moment, we have 3 sections, the FPS and input lag section, the camera name 
section and the movement one. 
 
In the FPS and Lag section will show the information of images per second and delay 
between time of sending and processing of the signal this information is not showed 
to the user but is shown on the computer monitor. 
 
The second one, the camera name section, shows the name of the actual active 
camera and mode. 
 
The third one, shows the information about the vehicle movement speed and 
rotation. 
   
Figure 30. Text display controller(Movement Section). 
 
 





The results obtained are much higher than expected, besides completing the pre-
established objectives, we have been able to perform different tests that have allowed the 
improvement of the project, from performance tests in different computers and situations, 
which we will discuss below, to a usability test that made us able to receive feedback from 
different people. 
 
4.1 Performance Analysis 
 
The tests on the equipment consisted of measuring the latency according to different 
situations of stress for them. 
 
Figure 32. Charge test with different graphic cards. 
 
Surprisingly it looks like the table can be seen that a previous card(GTX 960) has achieved 
better results than a more modern one(GTX 1050), the previous one with a delay of 8ms 
while in high charge, when the modern one has 10ms of delay, this is due two factors, first 
the GTX 960 has better performance despite of being older, and the processor of the 
computers . The last one, as we can see has the worst results in the test but can handle the 
VR even though theoretically it should not be able to do it, but it has more than 65ms of 
delay in high charge.  
 
A paper including this tests, among other results, will be presented in the Spanish Robotics 

















GeForce GTX 960 GeForce GTX 1050 GeForce 820M
Response times with different graphic cards
(milliseconds)
Stand by Medium Charge High charge
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4.2 Usability Testing 
 
We have made some usability test to see if the simulation accomplish our previous 
requirements of being easy to learn, realistic and not fatiguing.  
First of all, we will talk about our test group, they have different skills and expertise in 
simulators and videogames, as we can see in the table, there is a component called “affinity” 
this is a value established by us taking into account the background of the user, for example, 
if the user plays videogames every day, he/she will have a higher affinity than someone that 
don’t play videogames or uses simulators.  
 
 
Figure 33. Information of the pilot group in the usability test. 
 
On the other hand, in the usability tests, a series of data was collected to discover if the 
interface had been made easy to use, and to receive the feedback from real users and not 
just the developer. The test consisted of four scenarios with different difficulties to see the 
time and the number of attempts that it cost to the user to complete each difficulty. 
 
 




In the first difficulty the cameras are in third person and the user needs to take the black 
box and bring it to the white container. The user only knew about the camera change 
button and that the elements moved with the touchpad. The average time of this trial is 
Age Gender Test 1 Tries Test 2 Tries Test 3 Tries Test 4 Tries Affinity Pleasantness
23 Male 352 1 199 1 1182 7 183 1 0,5 7
43 Male 265 1 385 1 395 2 296 2 0,2 8
27 Male 430 1 650 3 201 1 318 1 0,7 9
22 Male 543 3 138 1 156 1 236 1 1 9
28 Male 463 1 286 1 274 1 421 1 0,4 8,5











Test 1 Test 2 Test 3 Test 4





450 seconds (7 minutes and 30 seconds) and 1.6 tries per person the best time in the last 
try is 120 seconds (2 minutes) which is only 20 seconds behind the developers time.  
 
Figure 35. First trial of the usability test. 
 
In the second proof the arm camera is set on its place, the times are a better, around 4 
minutes and 40 seconds, and the opinions are also better than the first one, the user thinks 
that is easier to take the object when you have the arm camera in its place. 
 










In the third one the vehicle camera is also set on its place, the times keep improving, 4 
minutes, and the opinions are the same of the second one, but related to the vehicle 
camera. 
 
Figure 37. Third trial of the usability test. 
 
In the last one a random obstacle is set between the G500 and the black box and the user 
need to avoid it, as expected the times increase due to the obstacle, the average one is 
around 6 minutes.  
 
Figure 38. Fourth trial of the usability test. 
 
 
At the end of the test we asked some questions to the users about their feelings in relation 
with the simulation, they all gave different opinions, but everyone agreed that a tutorial 




One of the main questions leaving aside the tutorial was a satisfaction survey from which 
the following table arises. 
 
Figure 39. Likert result of the usability tests. 
 
 
The table shows how easy the users think that they were able to learn all the controls in 
the simulation and make a good use of them, how realistic the environment was for them 
and if the simulation can be useful in a real intervention in their opinions. 
 
 
For the learning time a score of seven out of ten was obtained which, taking into account 
that the basis of the test was, that the users had no information and that they should 
discover the controls beyond they use the simulation, this supposes a higher note than 
expected in the first instance. 
 
As for the environment the note was a nine out of ten, the most highlighted  comment is 
that we could try to simulate water streams with enough force to hinder the handling of 
the robot, which would be interesting in a future extension of the project, but in general 
the received note is excellent for our expectations. 
 
Finally, the user was asked about the real usefulness that they believed the interface would 
have in a real intervention and they gave a score of 7.5 out of ten was obtained, giving 
comments like, “if used as a training tool, it might be a good idea to try to adjust the 1Hz 
refresh rate to simulate a wireless intervention, and that could be added to the information 



















This document has presented a simulation of underwater robots in an immersive VR 
environment, oriented to the training of robot guides. The simulation has gone through all 
the phases and they had been documented. 
 
VR equipment setup and implementation has helped to understand how the information is 
treated and sent to the different equipment involved in the process and how they represent 
it in the virtual ambient. 
 
With this project we have been able to make an approach between two branches of 
technology, underwater robotics and VR, and we have seen that they go very well together 
and in the future the implementation of VR can make interventions much easier. 
 
Also, some users with whom we have tested claim to have dizziness using VR before, which 
has not happened to them now. If we should mention a problem is that users who have 
vision problems need to use contact lenses to see the canvas information. 
 
 
5.1 Future Work 
 
It would be interesting to increase the dimension of the project by adding artificial 
intelligence to reduce user intervention.  
 
Also, it would be a good idea to represent the problems of underwater wireless 
communication such as low image refresh and quality of the real systems, and adapt the 
interface to be usable in real interventions. 
 
However, the most inviting thing is to make a translation between the controller 
instructions into Ros[7] instructions to make the interface available to be used in UJI 
experiments and apply it to the Twinbot project. 
 
Thanks to the usability test, some ideas have been taken into consideration that could be 
very interesting to apply in the future, such as the inclusion of some extra data in the 
information that is shown to the user in the glasses, information like the actual vehicle 
depth, the pressure and the forces applied to the Rov. Another interesting proposal was to 
change the refresh rate of the simulation to 1Hz in order to represent a real wireless 
connection with the robot through which you are not able to send full hd pictures with a 
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