A new approach to clustering, based on the physical properties of inhomogeneous coupled chaotic maps, is presented. A chaotic map is assigned to each data-point and short range couplings are introduced. The stationary regime of the system corresponds to a macroscopic attractor independent of the initial conditions. The mutual information between couples of maps serves to partition the data set in clusters, without prior assumptions about the structure of the underlying distribution of the data. Experiments on simulated and real data sets show the effectiveness of the proposed algorithm.
and introduce couplings, between pairs of maps, whose strength is a decreasing function of their distance. The mutual information between pairs of maps, in the stationary regime, is then used as the similarity index for clustering the data set.
Systems of diffusively coupled chaotic maps, living on regular lattices, have been extensively studied; for large coupling strength they exhibit non-trivial collective behavior, i.e. long-range order emerging out of local chaos [8] . Globally coupled chaotic maps, a mean field extension of coupled map lattices, have also been considered and their rich variety of behaviors has been outlined [9] . Here we introduce coupled chaotic maps on finite size inhomogeneous lattices. Let us consider a set of N points {r i } in a D-dimensional space. We assign a real variable x i ∈ [−1, 1] to each point and define pair-interactions
, where a is the local length scale. The time evolution of the system is given by:
where C i = j =i J ij , and we choose the logistic map f (x) = 1 − 2x 2 . We note that the equivalent dynamics to (1) in terms of variables y i (t) = f (x i (t)) is
this form may be more familiar for researchers in neural networks, f playing the role of a nonmonotonic transfer function [10] . A detailed analysis of the behavior of this class of models will be given elsewhere [11] ; here we only describe some properties which will be useful for clustering purposes.
The stationary regime of Eqs.(1) corresponds to a macroscopic attractor which is independent of the initial conditions. To study the correlation properties of the system, we consider the mutual information I ij , between variables x i and x j , whose definition is the following [12] . If the state of element i is x i (t) > 0 then it will be assigned a value 1, otherwise it will be assigned 0: this generates a sequence of bits, in a certain time interval, which allows the calculation of the Boltzmann entropy H i for the ith map. In a similar way the joint entropy H ij is calculated for each pair of maps and finally the mutual information is given by I ij = H i + H j − H ij . The mutual information is a good measure of correlations [13] and it is practically precision independent, due to the rough coarse graining of the dynamics.
If maps i and j evolve independently then I ij = 0; if the two maps are exactly synchronized then the mutual information achieves its maximum value, in the present case ln 2, due to our choice of f .
Let us now describe our simulations of large systems (up to N = 100, 000) randomly generated with uniform density ρ in dimension D. The average mutual information between two maps at distance r obeys the following scaling form:
where I D is a scaling function which depends on D but it is independent of N and ρ, provided that a is much less than the linear size of the system. In Fig.1 we show the scaling function for D = 2, 3 and 4; we see that full synchronization is never achieved even for very close pairs of maps, indeed for r close to zero I D is less than ln 2. At large distances I D tends to a non-vanishing value, i.e. the system is characterized by long range correlations.
Moreover the asymptotic value I D (∞) increases with the dimension D; in the limit D → ∞ the system becomes a mean-field model and it can be expected that in this limit the system fully synchronizes. Now we give the definition of k-nearest neighboring sites for our lattices:
sites i and j are nearest neighbors if and only if j is one of the k nearest points of i and i is one of the k nearest points of j. The typical distance between two nearest neighbors obviously depends on the density ρ. Due to the scaling law (3), it follows that, at fixed a, the typical amount of mutual information between nearest neighboring maps depends monotonically on the density ρ. Let us now turn to consider a real data set, made of regions with different densities: we find that the mutual information between two neighboring maps, in this case, depends on the local density around the pair. In particular it is small in low-density regions.
Our algorithm employs the contextual character of the mutual information for clustering the data set. Now we describe our method. The value of a is fixed as the average distance of knearest neighbors pairs of points in the whole system (our results are quite insensitive to the particular value of k). We remark that everything done so far can be easily implemented in the case when instead of providing the {r} for all data we have an N × N matrix of dissimilarities. For the sake of computational convenience, we keep only interactions of a map with a limited number of maps, those whose distance is less than 3a, and set all other J ij to zero. Starting from a random initial configuration of {x}, Eqs. (1) The value of θ controls the resolution at which the data set is clustered; by repeating the two steps above described for an increasing sequence of θ values, hierarchical clustering of the data is obtained.
The following toy problem illustrates how the proposed algorithm works. is 96.2%. As θ is further increased, these clusters break into smaller and smaller parts (the cluster which breaks first is the one corresponding to class D). It is worth mentioning that an unsupervised exploration of the underlying structure in a data set (like the one provided by the proposed method) make easier the design of a supervised classifier for the same problem (see [14] ).
It is clear that the proposed algorithm has similarities with SPC method, indeed both methods associate a physical system to data-set points and employ a physical correlation (spin-spin correlation [7] or mutual information) as the similarity index. We apply SPC to the LANDSAT data-set and obtain the same hierarchical structure of data as the one from our method; the best performance corresponds to seven clusters of 70, 48, 78, 255, 317, 284, 283 points respectively: 89.6% of data are classified with 96.6% purity [15] . Hence, as far as the data-set at hand is concerned, our algorithm classifies more points than SPC with almost the same purity. Our algorithm has the following computational advantage over SPC: the hierarchical structure of data is obtained by a simple thresholding at each value of θ, while SPC requires a Monte Carlo at each value of the temperature. This reduces the computational time by orders of magnitude. On the other hand, SPC provides a supplementary indicator, the susceptibility [7] , which may be helpful to detect the optimal partition of the data-set.
Some remarks are in order. We have also clusterized data using the average distance between maps |x i − x j |, in the stationary regime, as the dissimilarity index: the results were less stable than those obtained by use of the mutual information. Our choice of the logistic map f (x) = 1 − αx 2 , with α = 2, is due to the circumstance that the corresponding invariant measure is symmetric around 0, so that the mutual information can, in principle, achieve its maximum value ln 2; other maps with symmetric invariant measure work as well, while choosing maps with non symmetric measure would reduce the allowed range of values for the mutual information. Finally we wish to reemphasize the aspects we consider as the main advantages of our algorithm: its simplicity, the physical system to be simulated being described by simple deterministic equations (1), and its general applicability, no a priori knowledge of clusters' structure is to be assumed. Applications of our algorithm to other real problems will be presented in a forthcoming paper [11] .
each point to the neighbor with which it has the highest correlation, so as to capture points lying on the periphery of clusters. Performances by our method, reported in the text, are obtained without adopting a similar processing stage. Comparing the variances along the six principal axis, it turns out that also the third and fourth principal components are relevant to this data-set. 
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