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Resumo
Esta dissertação apresenta uma análise de métodos de sincronização temporal e de portadora em
sistemas WiMAX/OFDM. São analisados trabalhos clássicos publicados nos anos 90 até resulta-
dos obtidos recentemente. Uma ênfase especial é dada aos métodos de sincronização aplícáveis ao
WiMAX. Grande parte dos trabalhos mais recentes na área de sincronização não podem ser utiliza-
dos no WiMAX pois não são aplicáveis aos preâmbulos e pilotos definidos para esta tecnologia. São
estudados tanto os algoritmos que funcionam no domínio do tempo (pré-FFT) quanto aqueles que
trabalham no domínio da frequência (pós-FFT), bem como a integração entre esses algoritmos em
um receptor WiMAX completo. É também apresentada uma proposta de extensão ao algoritmo de
Morelli. Essa proposta é comparada com outros métodos (Schmidl e Tufvesson) sob diversos tipos e
condições de canal. A extensão ao algoritmo de Morelli tem características de detecção próximas da
detecção ótima por filtro casado de Tufvesson, quando a SNR é moderada (acima de 5-8dB).
Palavras-chave: Sincronização, OFDM, WiMAX, Processamento Digital de Sinais.
Abstract
This dissertation presents an analysis of time and carrier frequency synchronization algorithms for
OFDM/WiMAX systems. The most relevant works from the last 20 years are presented, emphasizing
the ones applicable to WiMAX. A great number of recent studies in the field are not applicable in
WiMAX systems, since the preamble/pilot patterns used in these studies are not defined in the 802.16
standard. In this work, the integration between pre-FFT and post-FFT synchronization methods is
also discussed. An extension to Morelli’s algorithm is also proposed and compared with Schmidl and
Tufvesson algorithms, under several channel types and conditions. The proposed extension has de-
tection properties that are similar to the optimum matched-filter detection (Tufvesson), when analised
under fair SNR conditions (above 5-8dB).
Keywords: Synchronization, OFDM, WiMAX, Digital Signal Processing.
iv
Agradecimentos
Aos professores da Unicamp, por dividirem um pouco de seu conhecimento comigo.
Aos parceiros de laboratório Matias Filho, Karlo Lenzi, Vitor Vale e Lésnir Porto, pelas dicas e ajuda
em vários momentos, bem como pela amizade.
À minha namorada Jane Melo, por me apoiar sempre.
A minha família, por me guiar nos momentos difíceis e entender meus sonhos, mesmo que tais sonhos
façam eu morar tão longe deles.
Ao projeto FINEP n° 6341 pelo apoio financeiro.
v
À minha família, namorada e amigos, pelo apoio emocional e material
vi
Sumário
Lista de Figuras x
Lista de Tabelas xii
Glossário xiii
Lista de Símbolos xv
1 Introdução 1
1.1 Sincronização . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Sincronização de Modulações Mono-portadora . . . . . . . . . . . . . . . . 1
1.1.2 Sincronização de Modulações Multi-portadora . . . . . . . . . . . . . . . . 3
1.2 Motivação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Organização da Dissertação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 WiMAX 6
2.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Camada MAC do WiMAX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Controle de QoS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 Transmissão de pacotes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Camada Física . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.1 Parâmetros da modulação OFDM . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Preâmbulos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.3 Configurações de Códigos no WiMAX . . . . . . . . . . . . . . . . . . . . 11
2.3.4 Diagrama de blocos da Camada Física . . . . . . . . . . . . . . . . . . . . . 11
2.4 Características do WiMAX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Aplicações WiMAX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 A Sincronização em Sistemas Multi-portadora 17
3.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Modulação OFDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.1 Prefixo Cíclico e Tempo de guarda . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.2 Prefixo cíclico e o método Overlap-Save . . . . . . . . . . . . . . . . . . . . 19
3.3 Caracterização dos Erros de Sincronização na Modulação OFDM . . . . . . . . . . . 21
vii
SUMÁRIO viii
3.3.1 Erro de Temporização . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.2 Diferença de Freqüência entre Portadoras . . . . . . . . . . . . . . . . . . . 23
4 Algoritmos de Sincronização 26
4.1 Revisão Bibliográfica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Algoritmo de Van-de-Beek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2.1 Complexidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.2 Diagrama de Blocos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Algoritmo de Schmidl & Cox . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3.1 Complexidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3.2 Diagrama de Blocos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.4 Algoritmo de Morelli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.4.1 Complexidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4.2 Diagrama de Blocos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.5 Método de Tufvesson (Filtro Casado) . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.5.1 Complexidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.5.2 Diagrama de blocos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.6 Algoritmo de Morelli Estendido . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.6.1 Complexidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.6.2 Diagrama de Blocos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.7 Estimativa do Desvio Inteiro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.7.1 Método da Correlação no Tempo . . . . . . . . . . . . . . . . . . . . . . . . 47
4.7.2 Método da Correlação em Frequência . . . . . . . . . . . . . . . . . . . . . 49
4.7.3 Método do Correlator PN . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.8 Estimativa de erros residuais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.8.1 Compensação fina de frequência através de controlador P ou PI . . . . . . . 51
4.9 Integração entre os métodos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.9.1 Exemplo 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.9.2 Exemplo 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5 Análise Comparativa de Desempenho 56
5.1 Comparação da complexidade dos algoritmos . . . . . . . . . . . . . . . . . . . . . 56
5.2 Canais Utilizados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2.1 Canal AWGN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2.2 Canal ISI estático . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2.3 Canal Rice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2.4 Canal Rayleigh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 Estimativa temporal dos algoritmos . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.1 Histogramas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.2 Características Estatísticas . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.3 Média e Variância dos Estimadores Temporais . . . . . . . . . . . . . . . . 63
5.4 Estimativa do desvio de frequência . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4.1 Histogramas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4.2 Características Estatísticas . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
SUMÁRIO ix
5.4.3 Variância dos Estimadores de Frequência . . . . . . . . . . . . . . . . . . . 66
5.5 Probabilidade de Detecção . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.5.1 Detecção em Canal AWGN . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.5.2 Detecção em Canal ISI Estático . . . . . . . . . . . . . . . . . . . . . . . . 69
5.5.3 Detecção em Canal Rice (Áreas Rurais) . . . . . . . . . . . . . . . . . . . . 71
5.5.4 Detecção em Canal Rayleigh (Áreas Urbanas) . . . . . . . . . . . . . . . . . 71
6 Conclusão 73
6.1 Desempenho dos algoritmos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2 Características dos Algoritmos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.3 Trabalhos Futuros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Referências bibliográficas 77
A Tabelas com resultados de simulações 81
Lista de Figuras
1.1 Receptor de filtro casado. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Diagrama de olho em uma modulação BPSK, como visto em um osciloscópio (fonte:
http://www.molex.com ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Blocos de sincronização para modulação OFDM. . . . . . . . . . . . . . . . . . . . 3
2.1 Símbolo P4x64. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Símbolo Peven. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Diagrama de blocos da camada física de um transmissor WiMAX. . . . . . . . . . . 13
2.4 Diagrama de blocos da camada física de um receptor WiMAX. . . . . . . . . . . . . 14
3.1 Ilustração do método overlap-save. . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Ilustração da importância do prefixo cíclico para geração de uma convolução circular
através de uma convolução linear. . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 Dois possíveis alinhamentos da janela da FFT: alinhamento perfeito (∆θ = 0) e
alinhamento onde −L ≤ ∆θ ≤ −1. . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4 Diminuição da janela de possíveis alinhamentos temporais devido a um canal com
ISI: −L′ ≤ ∆θ ≤ 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 Ilustração das inteferências sofridas numa portadora, com offset de υ = 0, 2. . . . . 25
4.1 Ilustração dos picos de correlação existentes na métrica λ(k). Tais picos ocorrem
quando o índice k situa-se em um prefixo cíclico. . . . . . . . . . . . . . . . . . . . 31
4.2 Detalhe de um pico na métrica λ(k) em um preâmbulo WiMAX. . . . . . . . . . . . 31
4.3 Diagrama de blocos do algoritmo de Van de Beek. . . . . . . . . . . . . . . . . . . . 32
4.4 Detalhe do platô da métrica M(k) e sua utilização para sincronização temporal. . . . 34
4.5 Variância da estimativa (escala linear) versus SNR real (em dB). . . . . . . . . . . . 36
4.6 Diagrama de blocos do Algoritmo de Schmidl e Cox. . . . . . . . . . . . . . . . . . 37
4.7 Diagrama de blocos do Algoritmo de Morelli. . . . . . . . . . . . . . . . . . . . . . 41
4.8 Exemplo de algumas realizações das estimativas temporal e de frequência (SNR=20dB).
42
4.9 Diagrama de blocos para o sincronizador com filtro casado (preâmbulo P4x64). . . . 44
4.10 Diagrama de blocos para o sincronizador com Filtro Casado (preâmbulo PEVEN/PODD).
44
4.11 Uma realização de λT (k) e de cada λm(k). . . . . . . . . . . . . . . . . . . . . . . 46
4.12 Diagrama de blocos do algoritmo de Morelli Estendido: estimativa temporal. . . . . 48
4.13 Diagrama de blocos do algoritmo de Morelli Estendido: estimativa de frequência . . 49
x
LISTA DE FIGURAS xi
4.14 Diagrama de blocos do método da correlação no tempo. . . . . . . . . . . . . . . . . 49
4.15 Modelo da um PLL de primeira ordem para correção fina de CFO. . . . . . . . . . . 52
4.16 Modelo da um PLL de segunda ordem para correção fina de CFO. . . . . . . . . . . 52
4.17 Sinais de controle para um PLL digital de primeira e de segunda ordem. . . . . . . . 53
4.18 Sinais de erro para um PLL digital de primeira e de segunda ordem. . . . . . . . . . 54
4.19 Esquema de desvios inteiros possíveis para um método com correção fracionária na
faixa de [−1, 1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.20 Esquema de desvios inteiros possíveis para um método com correção fracionária na
faixa de [−2, 2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.1 Comparação da quantidade de somas, multiplicações e operações tan−1(·) dos algo-
ritmos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Simulação utilizada para o canal AWGN. . . . . . . . . . . . . . . . . . . . . . . . 58
5.3 Resposta em frequência do canal utilizado. . . . . . . . . . . . . . . . . . . . . . . . 59
5.4 Modelo de simulação para o canal Rice. . . . . . . . . . . . . . . . . . . . . . . . . 59
5.5 Modelo utilizado para o canal Rayleigh. . . . . . . . . . . . . . . . . . . . . . . . . 60
5.6 Histograma da estimativa temporal para SNR = 0 dB e L = 16. . . . . . . . . . . . 61
5.7 Histograma da estimativa temporal para SNR = 10 dB e L = 16. . . . . . . . . . . . 62
5.8 Média da estimativa temporal em canal AWGN. . . . . . . . . . . . . . . . . . . . . 63
5.9 Variância da estimativa temporal em canal AWGN. . . . . . . . . . . . . . . . . . . 64
5.10 Histograma da estimativa de frequência para SNR = 0 dB e υ = 0.5. . . . . . . . . . 65
5.11 Histograma da estimativa de frequência para SNR = 10 dB e υ = 0.5. . . . . . . . . 65
5.12 Variância das estimativas de frequência υˆ em canal AWGN. . . . . . . . . . . . . . . 67
5.13 Variância das estimativas de frequência υˆ em canal ISI Estático. . . . . . . . . . . . 67
5.14 Variância das estimativas de frequência υˆ em canal Rice. . . . . . . . . . . . . . . . 68
5.15 Variância das estimativas de frequência υˆ em canal Rayleigh. . . . . . . . . . . . . . 68
5.16 Probabilidade de detecção em canal AWGN. . . . . . . . . . . . . . . . . . . . . . . 70
5.17 Probabilidade de detecção em um canal ISI estático. . . . . . . . . . . . . . . . . . . 70
5.18 Probabilidade de detecção em um canal Rice. . . . . . . . . . . . . . . . . . . . . . 71
5.19 Probabilidade de detecção em um canal Rayleigh. . . . . . . . . . . . . . . . . . . . 72
Lista de Tabelas
2.1 Características dos padrões WiMAX. . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Parâmetros da modulação para os padrões WiMAX fixo e móvel. . . . . . . . . . . . 10
2.3 Taxas de Downlink e Uplink (bps) para várias configurações de largura de banda. . . 10
4.1 Quantidade de operações do algoritmo de Van-de-Beek. . . . . . . . . . . . . . . . . 32
4.2 Quantidade de operações do algoritmo de Schmidl e Cox. . . . . . . . . . . . . . . . 37
4.3 Quantidade de operações do algoritmo de Morelli. . . . . . . . . . . . . . . . . . . . 40
4.4 Quantidade de operações do algoritmo de Filtro Casado. . . . . . . . . . . . . . . . 43
4.5 Quantidade de operações do algoritmo de Morelli Estendido. . . . . . . . . . . . . . 47
4.6 Configurações das malhas simuladas. . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.1 Canal Rice - Áreas Rurais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Canal Rayleigh - Áreas Urbanas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.1 Resumo das características dos algoritmos estudados . . . . . . . . . . . . . . . . . 74
6.2 Resumo das características dos algoritmos aderentes à norma 802.16 . . . . . . . . . 75
A.1 Comparação da quantidade de operações aritméticas e trigonométricas dos algoritmos. 81
A.2 Coeficientes do canal ISI passa-baixa. . . . . . . . . . . . . . . . . . . . . . . . . . 82
A.3 Resultados das simulações para o estimador temporal - Canal AWGN. . . . . . . . . 82
A.4 Resultados das simulações para o estimador temporal - Canal ISI. . . . . . . . . . . 83
A.5 Resultados das simulações para o estimador temporal - Canal Rice. . . . . . . . . . . 83
A.6 Resultados das simulações para o estimador temporal - Canal Rayleigh. . . . . . . . 84
A.7 Resultados das simulações para estimador de frequência - Canal AWGN. . . . . . . . 84
A.8 Resultados das simulações para estimador de frequência - Canal ISI. . . . . . . . . . 84
A.9 Resultados das simulações para estimador de frequência - Canal Rice. . . . . . . . . 85
A.10 Resultados das simulações para estimador de frequência - Canal Rayleigh. . . . . . . 85
xii
Glossário
1x EV-DO - Do inglês, 1x Evolution Data Optmized.
AES - Do inglês, Advanced Encryption Standard.
ARQ - Pedido automático de retransmissão (do inglês, Automatic Retransmission Request).
AWGN - Ruído branco Gaussiano Aditivo (do inglês, Additive White Gaussian Noise).
Backhaul - Conexão de estações-base sem-fio aos correspondentes controladores de estações-
base.
BLUE - Estimador Linear Não-Polarizado Ótimo (do inglês, Best-Linear-Unbiased-
Estimator).
BPSK - Do inglês, Binary phase-shift keying.
CDMA - Do inglês, Code Division Multiple Access.
CFO - Desvio de frequência da portadora (do inglês, Carrier frequency offset).
DLL - Do inglês, Delay-locked-loop. Circuito em malha fechada para controle do desvio
temporal.
DMT - Do inglês, Discrete Multitone. Versão banda-base da OFDM.
Downlink - Canal da Estação-base para assinante.
DSL - Do inglês, Digital Subscriber Line.
DVB-T - É o padrão europeu de transmissão de televisão digital.
FDD - Duplexação por divisão em frequência (do inglês, Frequency Division Duplexing).
FFT - Transformada Rápida de Fourier (do inglês, Fast-Fourier-Transform).
GSM - Do inglês, Global System for Mobile communications.
HSPA - Do inglês, High Speed Packet Access.
HSDPA - Do inglês, High Speed Dowlink Packet Access.
HSUPA - Do inglês, High Speed Uplink Packet Access.
ICI - Interferência interportadora (do inglês, Inter Carrier Interference).
IFFT - Transformada Rápida de Fourier Inversa (do inglês, Inverse-Fast-Fourier-Transform).
IPTV - Serviço de transmissão de sinais de TV utilizando protocolo IP.
ISI - Interferência intersimbólica (do inglês, Inter-symbol Interference).
LLS - Mínimos-quadrados linear (do inglês, linear-least-squares).
LOS - Comunicação com linha de visada (do inglês, Line-of-sight).
MAC - Controle de acesso ao meio (do inglês, Media access control).
MIMO - Múltiplas antenas de transmissão e recepção (do inglês, Multiple Input Multiple Out-
put).
ML - Estimador Máxima Verossimilhança (do inglês, Maximum Likelihood).
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MMSE - Estimador Mínimo Erro Quadrático Médio (do inglês, Minimum-mean-squared-
error).
MVU - Estimador de Mínima Variância Não-polarizado (do inglês, Minimum-variance-
unbiased).
NLOS - Comunicação sem linha de visada (do inglês, non-line-of-sight).
OFDM - Multiplexação ortogonal em frequência (do inglês, Orthogonal Frequency Division
Multiplexing). Método de modulação que utiliza portadoras ortogonais para transmitir
a informação.
PAM - Do inglês, Pulse Amplitude Modulation.
PHY - Camada física (do inglês, Physical layer)
PLL - Do inglês, Phase-locked-loop. Circuito em malha fechada para controle do desvio de
frequência entre transmissor e receptor.
PSK - Do inglês, Phase shift-keying.
QAM - Do inglês, Quadrature Amplitude Modulation.
QoS - Qualidade de serviço (do inglês, Quality of Service).
SIR - Razão entre potência do sinal e do ruído (do inglês, Signal to Interference Rate).
TDD - Duplexação por divisão no tempo (do inglês, Time Division Duplexing).
UMTS - Do inglês, Universal Mobile Telephone System.
Uplink - Canal do assinante para Estação-base.
VoIP - Serviço de transmissão de voz utilizando protocolo IP.
WiFi - Padrão IEEE 802.11 (do inglês, Wireless Fidelity).
WiMAX - Do inglês, Worldwide Interoperability for Microwave Access.
WLS - Mínimos-quadrados ponderado. Do inglês, weighted-least-squares.
Lista de Símbolos
MSE - Erro médio quadrático (do inglês, Mean-squared-error)
M̂SE - Estimativa do erro médio quadrático
STD - Desvio padrão (do inglês, standard deviation)
ŜTD - Estimativa do desvio padrão
σ(x) - Complexidade de uma operação de soma
µ(x) - Complexidade de uma operação de multiplicação
α(x) - Complexidade do cálculo de fase de um número complexo
δ(x) - Complexidade de uma operação de divisão
L - Número de amostras do prefixo cíclico
N - Número de amostras da FFT/IFFT na modulação OFDM
N + L - Número de amostras de um símbolo OFDM
fs - Freqüência de amostragem
ri ou r(i) - Amostra recebida no índice i
si ou s(i) - Amostra enviada no índice i
wi ou w(i) - Amostra do ruído no índice i
arg max {·} - Argumento que maximiza a função
υ - Offset de freqüência normalizado pelo espaçamento inter-portadoras
θ - Atraso de propagação do sinal entre transmissor e receptor
υˆ - Estimativa do offset de freqüência υ
θˆ - Estimativa do atraso de propagação θ
∆θ - Diferença entre a estimativa e o atraso real: ∆θ = θˆ − θ
SNR - Razão entre a potência do sinal e potência do ruído
σ2n - Potência do ruído n
σ2s - Potência do sinal s
x∗ - Conjugado do número complexo x
Im [x] - Parte imaginária do número complexo x
Re [x] - Parte real do número complexo x
x¯ - A barra superior indica que x¯ é um vetor
Pd - Probabilidade de Detecção
G - É igual ao número de sequências iguais do preâmbulo escolhido para o método de
Morelli. Para WiMAX, G pode ser igual a 2 ou 4.
H - É um parâmetro de projeto do algoritmo de Morelli (H ≤ G− 1). Quando H = G/2,
a variância do método de Morelli é mínima.
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Capítulo 1
Introdução
A sincronização em um sistema de comunicação é um ponto crucial para a correta transmissão de
mensagens. Em geral, o receptor e o transmissor são circuitos diferentes, distantes fisicamente entre
si, e que possuem relógios de freqüência e fase ligeiramente diferentes. Essa falta de sincronismo
entre os circuitos deve ser corrigida, para que as mensagens sejam decodificadas de modo confiável.
1.1 Sincronização
Atualmente, existem duas grandes famílias de modulações: modulação mono-portadora (BPSK,
QAM, PSK, PAM, etc), e modulações multi-portadora (OFDM, DMT). Uma família possui maior
sensibilidade a erros de sincronização temporal que outra família, dentre outras características típicas.
Nesta seção, serão introduzidas algumas das características de sincronização dessas duas famílias de
modulações.
1.1.1 Sincronização de Modulações Mono-portadora
A sincronização temporal em modulações mono-portadora baseia-se em encontrar o ponto ótimo
de amostragem. Em um receptor com filtro casado por exemplo, o ponto máximo na saída do filtro é
onde deve ocorrer a amostragem, para que em seguida o vetor x = [x1 x2 · · · xN ] seja passado para
o dispositivo decisor, que fará a decisão mˆ = max(xi). Na Figura 1.1 pode-se ver o esquema desse
receptor, onde os filtros casados são os blocos {φi(T − t)}.
Em receptores mono-portadora dotados de equalizador, os diagramas de olho são muito utiliza-
dos devido à facilidade de visualização em um osciloscópio e também por darem muitas informações
relativas à qualidade do sinal recebido. No diagrama de olho (Figura 1.2), o ponto ótimo de sin-
cronização temporal situa-se no centro do gráfico, no momento de maior abertura do olho. Esse é
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Figura 1.1: Receptor de filtro casado.
o ponto que maximiza a razão sinal-interferência. Costuma-se utilizar técnicas de interpolação ou
até mesmo sobre-amostragem para que esse ponto de máxima abertura do olho seja capturado no
receptor.
Figura 1.2: Diagrama de olho em uma modulação BPSK, como visto em um osciloscópio (fonte:
http://www.molex.com ).
Quanto à sincronização entre portadoras de transmissão e recepção, as modulações mono-portadora
costumam ser menos sensíveis a desvios de freqüência entre recepção e transmissão, uma vez que
existe uma banda de guarda adjacente que ameniza as possíveis interferências que possam ocorrer.
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1.1.2 Sincronização de Modulações Multi-portadora
Em modulações multi-portadora, a sincronização de freqüência é um ponto muito sensível, pois
as portadoras estão empacotadas o mais próximo possível e qualquer desvio acaba por adicionar
interferência entre portadoras vizinhas (ICI). Nesse tipo de modulação, também não existe apenas um
ponto ou amostra ótima para a sincronização temporal, e sim um conjunto de pontos ótimos, com
tamanho do prefixo cíclico para canais não-dispersivos.
Pode-se dizer que modulações multiportadoras e mono-portadoras possuem características de sin-
cronização duais: enquanto a primeira é sensível na sincronização temporal e robusta na sincroniza-
ção de frequência, a segunda é sensível na sincronização de frequência e robusta na sincronização
temporal.
O desvio de frequência em um sinal multi-portadora OFDM pode ser grande a ponto de locomover
uma portadora a uma frequência bem distante da original. Por exemplo, no padrão IEEE 802.16e
define-se um desvio de ±8ppm no circuito oscilador. Considerando uma portadora de 10.68 GHz e o
desvio máximo possível, tem-se 170.88 kHz de offset de frequência. Se a distância entre portadoras é
de 10.94 kHz, então o desvio máximo (pior caso) é aproximadamente 15,62 portadoras. Ou seja, um
desvio inteiro de 15 portadoras, e um desvio fracionário de 0,62 portadoras.
A sincronização de sinais OFDM é feita basicamente em dois passos distintos: um ocorre no
domínio do tempo, antes da FFT, o outro ocorre no domínio da frequência, após a FFT. Este esquema
é ilustrado na Figura 1.3. A sincronização no domínio do tempo é comumente a primeira a ser
estabelecida: o início do símbolo OFDM é estimado (θˆ), bem como o desvio de frequência fracionário
(υˆ). Então parte-se para a sincronização no domínio da frequência: encontra-se o desvio inteiro e
também são refinadas as estimativas iniciais obtidas no domínio do tempo.
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Figura 1.3: Blocos de sincronização para modulação OFDM.
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Existem métodos que refinam a estimativa de frequência fracionária, trabalhando no domínio da
frequência [1][2][3][4][5]. Tais métodos corrigem pequenas flutuações que podem ocorrer no CFO
(Carrier Frequency Offset - desvio de frequência da portadora), e comumente são utilizados apenas
após a sincronização inicial ser estabelecida. O desvio de frequência residual máximo permitido no
padrão 802.16 é 2% do espaçamento interportadoras. Em uma implementação física no laboratório
RT-DSP, foram obtidos desvios residuais na ordem de 0.1% do espaçamento interportadoras.
As estimativas obtidas no domínio da frequência são realimentadas para um corretor no domínio
do tempo, gerando um circuito PLL/DLL digital. Essa realimentação no domínio do tempo é utilizada
em muitos trabalhos encontrados na literatura, como por exemplo [3][4][5]. Porém também é possível
realizar a correção no domínio da frequência, através da interpolação das portadoras, como proposto
em [6]. É digno de nota que o próprio autor (Marco Luise) demonstrou que a correção no domínio do
tempo possui menos degradação que a correção no domínio da frequência [6].
1.2 Motivação
O objeto de estudo deste trabalho é a sincronização de sistemas OFDM, especificamente aque-
les aderentes à norma WiMAX. Na década 90, a área de sincronização de sistemas OFDM obteve
inúmeros avanços, sejam de cunho teórico, como métodos de estimação extremamente eficazes e
simples, sejam de cunho prático, como a imensa aceitação das LANs sem-fio Wi-Fi.
Inicialmente pode-se dividir os métodos de sincronização em métodos cegos e métodos data-
aided. Nesta dissertação, a maioria dos métodos abordados são data-aided, baseados em preâmbulos
e portadoras-piloto.
Uma vez que no laboratório RT-DSP desenvolvemos uma implementação da camada física do pro-
tocolo 802.16 (WiMAX), inicialmente estudamos os métodos aderentes à essa norma. Com o avanço
dos estudos, foi notado que grande parte dos algoritmos que funcionam com essa norma foram pro-
postos entre 1995 e 2002. Nos últimos 7 anos, pouco avanço foi feito no sentido de melhorar ou criar
novos métodos de sincronização aplicáveis ao WiMAX. Os trabalhos encontrados na literatura têm
proposto esquemas de sincronização muito eficientes, porém divergentes da norma 802.16 (alguns
desses métodos não são aplicáveis a nenhum padrão de comunicação existente no mercado).
1.3 Objetivos
Neste trabalho foram reunidos diversos algoritmos de sincronização aplicáveis ao WiMAX, e
alguns outros não-aplicáveis, porém interessantes do ponto de vista teórico. São apresentadas também
as relações entre esses métodos e exemplos práticos de utilização. Uma extensão ao algoritmo de
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Morelli [7] é proposta, bem como comparações extensivas entre os métodos, sob diversos tipos de
canais. A extensão proposta nesse trabalho é aderente à norma IEEE 802.16 .
1.4 Organização da Dissertação
No Capítulo 2, apresenta-se a tecnologia WiMAX através de um resumo de certas características,
como a camada de acesso ao meio (MAC) e configurações da camada física.
No Capítulo 3 é apresentado um resumo teórico do problema de sincronização em modulações
OFDM, com as respectivas equações e modelos matemáticos envolvidos. Também apresenta-se um
tratamento matemático da modulação OFDM.
No Capítulo 4 são apresentados algoritmos de sincronização clássicos para modulação OFDM,
os quais são aderentes à norma 802.16. É então apresentada uma proposta de algoritmo, também
aderente à norma WiMAX 802.16.
No Capítulo 5 várias simulações são apresentadas, com o objetivo de comparar o desempenho dos
algoritmos apresentados. Os resultados são resumidos em tabelas e gráficos. Considerações sobre os
resultados obtidos na prática e os resultados que eram esperados teoricamente também são feitas neste
capítulo.
No Capítulo 6, é apresentada uma conclusão sobre o trabalho e sugestões de trabalhos futuros.
Capítulo 2
WiMAX
O WiMAX (Worldwide Interoperability for Microwave Access) é uma tecnologia de comunicação
de alta velocidade, projetada para desde enlaces ponto-a-ponto até mobilidade completa, como em
redes celulares. O padrão da tecnologia é o IEEE 802.16. Atualmente existem duas versões principais
do padrão: a versão fixa (802.16d) e uma versão móvel (802.16e).
2.1 Introdução
O padrão 802.16 é o primeiro padrão de acesso sem-fio capaz de atingir velocidades superiores
às redes celulares. Em um futuro próximo, as redes 802.16 serão uma alternativa às redes DSL, redes
coaxiais (cable modem) e redes ópticas. Devido ao custo menor em infraestrutura (não é necessário
criar uma infraestrutura de cabos para a rede), é possível que redes 802.16 se tornem mais viáveis que
os outros métodos de acesso existentes, e até os substitua lentamente.
Na primeira versão do padrão 802.16, pensava-se na utilização das bandas de 10-66GHz, mas pos-
teriormente, com o lançamento do padrão 802.16a, apresentou-se interesse nas bandas de 2-11GHz
também. Alguns anos depois do padrão 802.16a, uma atualização chamada 802.16d foi apresentada,
com melhorias no desempenho do canal de uplink. A versão móvel do padrão, chamada 802.16e,
suporta velocidades de até 128 km/h e a transferência de dados será configurável, com o objetivo de
suportar PDA’s, celulares e laptops.
Para garantir a interoperabilidade entre diferentes fabricantes, foi criado o WiMAX Forum. Esse
fórum especifica perfis de operação a serem utilizados. Cada perfil possui diferentes configurações
de banda de freqüência e camada PHY. Como existe uma grande quantidade de possibilidades nos
padrões 802.16, como diferentes camadas PHY, diferentes larguras de banda, codificações, taxas e
alcances, a criação de tais perfis é importante para a interoperabilidade.
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2.2 Camada MAC do WiMAX
Em redes Wi-Fi, os nós da rede competem entre si pela atenção do ponto de acesso. De modo
similar aos protocolos CSMA/CA (utilizado no 802.11) e ALOHA (??), colisões podem ocorrer,
e usuários próximos do ponto de acesso terão vantagem sobre usuários distantes. Devido a esse
problema, servicos como Voz-sobre-IP (VoIP) ou IPTV, os quais dependem da Qualidade de Serviço
(QoS), são difíceis de se implantar para uma grande quantidade de usuários. A camada MAC do
padrão 802.16 foi projetada para não possuir esses problemas, ou seja: tem controle de QoS e um
agendamento temporal preciso para transmissão de dados sem que ocorram colisões.
2.2.1 Controle de QoS
A camada MAC do padrão 802.16 pode utilizar um algoritmo de agendamento temporal, onde
o usuário só precisa competir uma única vez para entrada inicial na rede. Após a entrada na rede,
uma janela temporal é alocada para o usuário. Tal janela pode aumentar ou diminuir, porém apenas
um usuário envia dados durante a vigência da janela. Esse algoritmo também permite o controle
individual de parâmetros de QoS para cada usuário na rede, através do registro de slots maiores ou
menores, dependendo da necessidade.
O controle de QoS na camada MAC do padrão 802.16 é um dos seus pontos fortes: cada usuário
pode requerer diferentes necessidades de latência e largura de banda, portanto a MAC deve ser flexível
e eficiente em uma vasta gama de modelos de tráfego de rede. O sistema da MAC deve ser capaz de
acomodar tráfego TDM de voz e dados, protocolo IP e VoIP.
O sistema de requisição e concessão de banda foi projetado para ser escalável, eficiente e auto-
configurável. A camada de acesso do padrão 802.16 não diminui seu desempenho frente a múltiplas
conexões simultâneas por terminal, múltiplas necessidades de QoS e um grande número de terminais
[8]. No padrão 802.16 não é mostrado em detalhes como a reserva e agendamento de banda e QoS
deve ser feita para os usuários, portanto é esperado que implementações diferentes sejam feitas nos
equipamentos de cada fabricante.
O padrão 802.16 define cinco serviços de agendamento de QoS que devem ser suportados pela
estação base:
• Unsolicited grant services (UGS): este serviço é projetado para suportar pacotes de dados de
tamanho constante a uma taxa constante. Aplicações que podem utilizar esse serviço: simu-
lação de rede T1/E1 e VoIP sem supressão de silêncio.
• Real-time polling services (rtPS): suporta fluxo de pacotes de dados de tamanho variável em
tempo real. Transmissão de vídeos MPEG comumente geram um fluxo de dados desse tipo.
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• Non-real-time polling service (nrtPS): esse serviço suporta fluxo de dados tolerantes a latência
e que possuem pacotes de dados de tamanho variável, como FTP.
• Best-effort (BE) service: suporta fluxos de dados que não necessitam de um nível mínimo de
QoS, como navegação Web.
• Extended Real-time polling services (ErtPS): esse serviço suporta fluxo de dados em tempo real,
com pacotes de diferentes tamanhos e que requerem latência e taxa mínimas. Um exemplo de
aplicação que gera tal fluxo de dados é VoIP com supressão de silêncio.
2.2.2 Transmissão de pacotes
Para a multiplexação do canal, a camada MAC do padrão 802.16 pode suportar um modo FDD
e um modo TDD. No modo FDD, existe também a possibilidade de operação assíncrona, sem usar
uma estrutura fixa de frame. No modo TDD, como explicado anteriormente, usuários podem ter
quantidades diferentes de slots/janelas temporais, dependendo da sua necessidade de latência e nível
de QoS.
Em todos os pacotes enviados, a MAC insere um preâmbulo, o qual será utilizado para sin-
cronização e estimação de canal pelo receptor. Em cada símbolo OFDM também são inseridos
subportadoras-piloto, as quais podem ser utilizadas para refinar a estimativa de canal e a sincroniza-
ção. A duração de um frame pode ser mantida relativamente curta, em torno de 2 ms, caso o canal
tenha características de variação acentuadas. No padrão 802.16 define-se que a duração pode variar
entre 2 e 20 ms. Quando maior a duração de um frame, menos preâmbulos serão enviados (menor
overhead de comunicação), portanto uma taxa maior pode ser alcançada.
2.3 Camada Física
A versão original do padrão WiMAX (IEEE 802.16), apresentada em 2001, era baseada numa
camada física mono-portadora com uma MAC multiplexada no tempo. Essa versão inicial fora proje-
tada para operações LOS (com linha de visada) nas bandas de 10GHz-66GHz. A camada MAC desse
padrão foi inspirada na do modem DOCSIS (Data Over Cable Service Interface Specification).
O padrão 802.16a, lançado em 2004, adicionou especificações para o intervalo de 2 a 11GHz[8].
Essa nova versão utiliza modulação OFDM. Quando comparada com outras modulações, sabe-se
que a modulação OFDM é robusta a multi-percursos e tem reduzida complexidade de equalização.
Devido ao exposto, a versão 802.16a possui vantagem em operações NLOS (sem linha de visada).
Também foram adicionados recursos à camada MAC, como suporte para OFDMA.
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Em 2005, foi lançado o padrão 802.16e, o qual adicionou suporte à mobilidade. No 802.16e tam-
bém foi prevista a utilização de tecnologia de múltiplas antenas de transmissão e recepção (MIMO).
Na Tabela 2.1 encontra-se um resumo dos três principais padrões WiMAX.
Tabela 2.1: Características dos padrões WiMAX.
Característica 802.16a 802.16d 802.16e
Freqüência 10-66GHz 2-11GHz 2-11GHz (fixo)
2-6GHz (móvel)
Aplicação Fixo LOS Fixo NLOS Fixo e móvel NLOS
MAC Ponto-multiponto, Ponto-multiponto, Ponto-multiponto,
mesh mesh mesh
Transmissão Mono-portadora Multi-portadora Multi-portadora,
256-OFDM 128/256/512/
2048-OFDM 1024/2048-OFDM
Modulação QPSK, 16QAM QPSK, 16QAM QPSK, 16QAM
64QAM 64QAM 64QAM
Taxa 32-134.4Mbps 1-75Mbps 1-75Mpbs
Multiplexação TDM/TDMA TDM/TDMA/OFDMA TDM/TDMA/OFDMA
Duplexação TDD e FDD TDD e FDD TDD e FDD
Largura 20, 25 1.25, 1.75, 3.5, 1.25, 1.75, 3.5,
de Banda 28 5, 7, 8.75 5, 7, 8.75
(MHz) 10, 14, 15. 10, 14, 15.
2.3.1 Parâmetros da modulação OFDM
As versões fixa e móvel do WiMAX possuem parâmetros um pouco diferentes na implementação
da camada física. O padrão 802.16-2004 (WiMAX fixo) utiliza uma FFT de 256 pontos. Já o padrão
móvel, 802.16e-2005, prevê a utilização de diferentes tamanhos:
• WiMAX Fixo: são 256 pontos na FFT, sendo 192 utilizadas para carregar dados, 8 para pilotos,
e o resto para banda de guarda. Como o tamanho da FFT é fixo, com o aumento da banda de
transmissão, a distância entre as portadoras aumenta, ou seja, a duração do símbolo OFDM
diminui e portanto deve-se aumentar o tamanho do prefixo cíclico.
• WiMAX Móvel: nessa versão, o tamanho da FFT pode variar de 128 a 2048 pontos. O espaça-
mento entre subportadoras é mantido sempre constante em 10.94kHz, ou seja, com o aumento
da largura de banda, aumenta-se a quantidade de portadoras.
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Tabela 2.2: Parâmetros da modulação para os padrões WiMAX fixo e móvel.
Parâmetro WiMax Fixo WiMAX Móvel
Tamanho FFT 256 128 512 1024 2048
No de subportadoras de dados 192 72 360 720 1440
No de subportadoras-piloto 8 12 60 120 240
No de subportadoras de guarda 56 44 92 184 368
Prefixo cíclico (Tg/Tb) 1/4, 1/8, 1/16, 1/32
Largura de banda 3.5MHz 1.25MHz 5MHz 10MHz 20MHz
Espaçamento entre subportadoras 15.625kHz 10.94kHz
As características da modulação para ambos os padrões estão resumidas na Tabela 2.2.
Na Tabela 2.3, encontram-se as taxas possíves para várias configurações de largura de banda e
tamanho de FFT.
Tabela 2.3: Taxas de Downlink e Uplink (bps) para várias configurações de largura de banda.
Banda 3.5MHz 1.25MHz 5MHz 10MHz
Tam. FFT 256 128 512 1024
DL UL DL UL DL UL DL UL
BPSK, 1/2 946 326 x
QPSK, 1/2 1882 653 504 154 2520 653 5040 1344
QPSK, 3/4 2822 979 756 230 3780 979 7560 2016
16QAM, 1/2 3763 1306 1008 307 5040 1306 10080 2688
16QAM, 3/4 5645 1958 1512 461 7560 1958 15120 4032
64QAM, 1/2 5645 1958 1512 461 7560 1958 15120 4032
64QAM, 2/3 7526 2611 2016 614 10080 2611 20160 5376
64QAM, 3/4 8467 2938 2268 691 11340 2938 22680 6048
64QAM, 5/6 9408 3264 2520 768 12600 3264 25200 6720
2.3.2 Preâmbulos
Um preâmbulo é um sinal que não carrega informação útil, e possui forma de onda conhecida
no receptor e transmissor. No sistema WiMAX, os preâmbulos indicam o início de uma rajada de
dados (frame). No receptor, o preâmbulo é utilizado para diversos fins, dentre eles a sincronização e
equalização.
No padrão 802.16 são definidos dois preâmbulos: um para o canal de downlink e outro para o
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de uplink. No canal de downlink, foi definido um preâmbulo constituído de dois símbolos OFDM.
O primeiro símbolo, chamado P4x64, possui dados modulados apenas nas portadoras múltiplas de
quatro, portanto é constituído de quatro partes iguais no tempo, mais o prefixo cíclico (PC) - Figura
2.1. O segundo símbolo, chamado PEVEN, possui dados modulados apenas nas portadoras pares, e
portanto possui duas metades iguais no tempo, mais o prefixo cíclico, como ilustra a Figura 2.2.
No canal de uplink, o preâmbulo é constituído apenas de um símbolo, chamado PODD, que é
formado por duas partes iguais no tempo, mais prefixo cíclico. Sua síntese é semelhante ao PEVEN,
porém os dados são modulados apenas nas portadoras ímpares.
Figura 2.1: Símbolo P4x64.
Figura 2.2: Símbolo Peven.
2.3.3 Configurações de Códigos no WiMAX
O padrão 802.16a/d define sete combinações de modulação e codificação. Uma diferença do
padrão 802.16 para o padrão 802.11 (WiFi) é que o primeiro utiliza um código Reed-Solomon con-
catenado externamente com um código convolucional. O código Reed-Solomon gera aproximada-
mente 10% de sobrecarga, e o código convolucional interno tem taxas entre 1/2 e 3/4.
2.3.4 Diagrama de blocos da Camada Física
A camada física de um transmissor está ilustrada na Figura 2.3. Um resumo das utilidades de cada
bloco serão listadas a seguir:
• Randomizador: através de um circuito lógico realimentado, transforma sequências muito lon-
gas de bits repetidos em sequências que pareçam mais aleatórias. O processo inverso é feito no
receptor e chama-se “Derandomizador”;
• Codificador Reed-Solomon: trata-se de um método de detecção e correção de bits errados.
No transmissor acontece apenas a codificação da palavra de entrada numa palavra-código. No
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receptor o decodificador Reed-Solomon encontra a palavra-código mais provável de ter sido
enviada;
• Codificador Convolucional: o codificador convolucional e seu decodificador (algoritmo de
Viterbi) são métodos que corrigem (até certo ponto) erros de transmissão.
• Interleaver: o interleaver é um método utilizado para potencializar a capacidade de correção
dos métodos descritos anteriormente. Basicamente ele entrelaça bits de várias palavras-código
diferentes, de modo que se o receptor deparar-se com um erro em rajada, tais erros serão espa-
lhados por diferentes palavras-código, e assim será mais fácil de corrigí-los do que se a rajada
tivesse atingido apenas uma palavra-código em particular;
• Mapeamento: esse bloco mapeia os bits de entrada em pontos de uma constelação BPSK, QPSK
ou QAM;
• Inserção de Pilotos: quando a entrada deste bloco estiver carregando dados, serão inseridos
símbolos-piloto (portadoras-piloto) espalhados por todo o espectro;
• IFFT: é o método de síntese do sinal OFDM no domínio do tempo;
• Prefixo Cíclico: este bloco copia as últimas amostras do símbolo para o início, gerando um
símbolo OFDM completo;
• DUC (Digital-Up-Converter): este bloco aumenta a taxa de amostragem do sinal, o modula
para uma frequência intermediária (IF) e realiza filtragem. Este bloco é opcional e depende da
interface de Rádio-Frequência utilizada;
• DAC: converte o sinal digital de entrada em um sinal analógico;
• RF Front-End: converte o sinal de entrada (que pode estar em banda-base ou frequência-
intermediária) para banda-passante, amplifica, filtra e o transmite para a antena;
Um receptor simplificado é esquematizado no diagrama de blocos da Figura 2.4. A seguir uma
explicação do funcionamento de cada bloco:
• RF Front-End: esse é o circuito de rádio-frequência que captura o sinal vindo da antena, filtra
e converte para banda-base ou banda-intermediária;
• ADC: converte o sinal analógico para digital, através do processo de amostragem e quantização;
• DDC (Digital-Down-Converter): esse bloco traz o sinal de entrada para banda-base. É o pro-
cesso inverso do DUC;
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Figura 2.3: Diagrama de blocos da camada física de um transmissor WiMAX.
• Sincronização: estima o CFO (carrier-frequency-offset) e o início da janela para FFT;
• Correção de CFO: é um circuito constituído de oscilador digital controlado numericamente,
com a finalidade de corrigir o desvio de frequência detectado no bloco anterior;
• IFFT: a partir do ajuste temporal entregue pelo bloco de Sincronização, o bloco da IFFT realiza
a transformada de uma sequência de N amostras. Neste ponto do circuito, o próprio ajuste da
janela da IFFT realiza o trabalho de retirada do prefixo cíclico;
• Equalização: equaliza o sinal recebido, de modo que distorções em amplitude e fase do sinal
recebido sejam praticamente anuladas;
• Desmapeamento: realiza a demodulação do sinal recebido, convertendo amostras da constela-
ção em bits;
• Deinterleaver: faz o desentrelaçamento dos bits recebidos;
• Viterbi: detecta e corrige erros (operação de decodificação do código convolucional);
• Decodificador Reed-Solomon: detecta e corrige palavras-código corrompidas;
• Derandomizador: realiza a operação inversa do randomizador;
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Figura 2.4: Diagrama de blocos da camada física de um receptor WiMAX.
2.4 Características do WiMAX
O WiMAX possui muitas características que o transformam numa opção de transmissão em banda
larga de alto desempenho, largamente configurável e capaz de suportar serviços de última geração.
Algumas das características estão listadas a seguir:
• Modulação OFDM: a camada física do WiMAX utiliza esta modulação, devido à sua resistência
a canais com multipercursos, facilitando operações NLOS.
• Alta taxa de transmissão: o WiMAX pode alcançar taxas altas devido à possibilidade de utilizar
bandas de até 20MHz, aliado a um método de acesso ao meio eficiente e códigos corretores
também bastante eficientes. O padrão WiMAX também prevê a utilização de técnicas MIMO,
o que aumenta ainda mais a taxa.
• Suporte a diferentes taxas e larguras de banda: dependendo da largura de banda disponível
no canal, a transmissão do sinal pode mudar o tamanho da FFT para 128, 256, 512 ou 1024
pontos. Essa capacidade de mudança da banda de transmissão auxilia a compatibilidade de
roaming entre diferentes redes WiMAX.
• Modulação e codificação adaptativa: pode-se escolher vários tipos de modulação (BPSK, QPSK,
16QAM, 64QAM) e vários tipos de códigos corretores de erro para transmissão. Essa escolha
pode ser diferente para cada usuário e cada quadro de transmissão. Desse modo, é possível
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maximizar o fluxo de bits em canais variantes no tempo. O algoritmo realiza essa escolha a
partir da SIR (signal-to-interference-rate) de cada usuário, de modo que o código e modulação
mais propícios sejam usados.
• Retransmissão na camada de enlace: para conexões que necessitam de ARQ (automatic re-
transmission request), o WiMAX suporta tais operações na camada de enlace. Também existe
a opção de utilizar um esquema ARQ-híbrido, que possui caracterísitcas intermediárias entre
ARQ e FEC.
• Suporte a FDD e TDD: os padrões 802.16-2004 e 802.16e-2005 prevêem utilização de FDD
ou TDD na duplexação do sinal. Em geral, prefere-se utilizar TDD, devido à facilidade de
controlar a razão entre as taxas de downlink e uplink.
• OFDMA: o padrão WiMAX móvel utiliza a modulação OFDM como técnica de múltiplo-
acesso. Um subconjunto diferente de portadoras é alocado para cada usuário, e como as porta-
doras são ortogonais entre si, os dados enviados paralelamente podem ser separados facilmente
na recepção.
• Suporte a QoS: a camada de acesso do WiMAX possui uma arquitetura projetada para oferecer
vários tipos de QoS, como transmissão com taxa constante, transmissão em tempo-real, dentre
outros.
• Segurança Robusta: no padrão WiMAX é suportada criptografia utilizando AES (Advanced
Encryption Standard), bem como um protocolo robusto para troca de chaves.
• Suporte a Mobilidade: a versão móvel do WiMAX será capaz de suportar aplicações com baixa
tolerância de atraso, como VoIP. Também prevê-se a utilização de técnicas de economia de
energia, para utilização em dispositivos portáteis alimentados por bateria.
• Arquitetura baseada em IP: a arquitetura de rede do WiMAX é totalmente baseada em IP,
como o transporte ponto-a-ponto, QoS, controle de sessão, segurança e mobilidade. Como a
arquitetura IP é bastante popular, isso facilita a integração de redes WiMAX com outras redes,
bem como a utilização da grande quantidade de aplicações desenvolvidas para arquitetura IP.
2.5 Aplicações WiMAX
Devido à alta velocidade e grande alcance de redes WiMAX, existem inúmeras aplicações da
tecnologia:
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• Conexão de redes WiFi com outras partes da Internet;
• Alternativa para o “problema da última milha”, como concorrente das tecnologias DSL e cabo.
Essa solução pode trazer Internet de alta velocidade para lugares onde DSL ou cabo não são
economicamente viáveis, alavancando a inclusão digital.
• Utilização em aplicações móveis: algumas companhias celulares estudam a utilização de WiMAX
como um modo de aumentar a velocidade de trasmissão em aplicações que necessitam de alta
taxa.
• Aplicações Backhaul: em redes celulares GSM, a conexão entre uma célula urbana e a central
telefônica é feita via conexões T1/DS-1. Uma alternativa viável é a utilização de conexões
WiMAX ponto-a-ponto de alta velocidade e baixo custo para tais conexões backhaul.
Capítulo 3
A Sincronização em Sistemas
Multi-portadora
3.1 Introdução
Modulações multi-portadora são assim chamadas por sintetizarem o sinal que conduz a infor-
mação a partir da soma de várias senóides ortogonais entre si. Como cada senóide carrega infor-
mação independentemente das demais, pode-se dizer que as modulações multi-portadora particionam
um canal de banda larga em inúmeros canais de banda estreita paralelos e independentes.
Um benefício importante obtido ao particionar um canal em subcanais paralelos e independentes
está em poder evitar regiões do espectro com severa atenuação ou severo ruído, adaptando-se às
condições especiais de cada canal alocando constelações de maior densidade quando o ruído em dado
subcanal é menor, e de menor densidade quando o ruído é maior, otimizando assim a taxa de envio
de bits. É importante notar que, modulações multi-portadora não são, em geral, melhores que mod-
ulações com uma única portadora, em termos de taxa [9]. A maior vantagem está na facilidade de
equalização do sinal, quando este é distorcido por um canal com interferência intersimbólica (ISI) e
com ruído colorido. Outra característica interessante é a facilidade de adequar o espectro de trans-
missão às características do canal.
As origens da modulação multicanal (ou multitom) são antigas. Shannon, em seu trabalho de 1948
[10], provou os limites de taxa em canais com ruído branco gaussiano aditivo (AWGN - Aditive White
Gaussian Noise) usando efetivamente modulação multitom. Em 1958, o modem Kineplex (Collins
Radio Company) operava na banda de voz e utilizava um modo rudimentar de modulação multitom.
Tal modem alcançava 3.000 bps, dez vezes mais veloz que os modems comerciais comuns da década
posterior.
Com o passar dos anos, inúmeras tentativas de implementar modems multitom na prática foram
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tentadas, muitas sem êxito devido à incontáveis problemas práticos de implementação dos circuitos.
A teoria das modulações multitom já estava em desenvolvimento, com os artigos de Saltzberg [11],
Weinstein [12], Hirosaki [13][14], porém a implementação prática era muito difícil devido às tecnolo-
gias de processamento analógico da época. Por volta de 1990, um grupo na universidade de Stanford
propôs uma implementação prática da modulação multitom, usando técnicas de processamento digital
de sinais [15]. Essa implementação foi denominada DMT: Discrete Multitone ou Multitom Discreta.
Atualmente, a DMT é a técnica de modulação padrão dos sistemas DSL no mundo todo, e sua
versão em banda passante, comumente chamada de OFDM, é a modulação padrão de sistemas WiFi,
WiMAX, entre outros.
3.2 Modulação OFDM
A OFDM utiliza vários subcanais, que podem carregar diferentes constelações, para escoar um
fluxo de bits de entrada. No receptor, o sinal é demodulado independentemente para cada subcanal, e
o fluxo de bits é remultiplexado em um único fluxo de bits de saída.
Um sinal OFDM xq = [xq(0), xq(1), ..., xq(N − 1)], com N amostras, pode ser sintetizado pela
equação:
xq(k) =
1√
N
N−1∑
i=0
Xi,qe
j2pi ik
N , (3.1)
onde T é o período de amostragem, Xi,q são os símbolos transmitidos na i-ésima portadora do q-
ésimo símbolo OFDM. Utiliza-se o fator 1/
√
N para que sejam mantidas as condições do Teorema de
Parseval/Plancherel (energia do sinal no domínio do tempo igual à energia no domínio da frequência).
A Equação (3.1) é uma transformada IDFT: suas funções-base ortogonais formam as portadoras
de informação. Devido à esse conveniente, a síntese de um sinal OFDM pode ser facilmente realizada
em um processador, uma vez que existem algoritmos muito eficientes para calcular a DFT/IDFT,
conhecidos como FFT (transformada rápida de Fourier).
3.2.1 Prefixo Cíclico e Tempo de guarda
Surgem dois problemas quando um sinal OFDM é transmitido em um canal dispersivo: o primeiro
problema é que a dispersão destrói a ortogonalidade entre as portadoras e gera ICI (Inter-Carrier-
Interference). O outro problema é a interferência entre sucessivos símbolos OFDM, chamada de ISI
(Inter-Symbol-Interference).
À primeira vista, um método para se combater esses problemas seria a inserção de um período
de inatividade (zeros), do tamanho da resposta ao impulso do canal, entre cada símbolo OFDM. Essa
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inserção de zeros (Zero-Paddding) resolve o problema da ISI, porém não resolve o problema da ICI,
uma vez que essa adição de zeros adiciona harmônicos que interferem nas portadoras [16]. Em 1980,
Peled e Ruiz [17] resolveram o problema através da adição do prefixo cíclico (PC). O PC consegue
combater tanto a ISI quanto a ICI, e faz com que a equalização de um subcanal OFDM se reduza a um
filtro de apenas um ganho. Essa simplicidade faz com que grande parte dos pesquisadores prefiram o
uso do PC em detrimento do ZP (Zero-Padding), como em [16], [18], [19] e [20].
A adição do prefixo cíclico no q-ésimo símbolo OFDM pode ser descrita por:
sq = [xq(N − L+ 1), · · · , xq(N − 2), xq(N − 1), xq(0), xq(1), · · · , xq(N − 1)] , (3.2)
portanto o símbolo OFDM adicionado de prefixo cíclico possui N + L amostras. Considerando que
a resposta do canal é no máximo igual ao tamanho do prefixo cíclico, define-se:
h = [h(0), h(1), · · · , h(L− 1)]T . (3.3)
Após a convolução linear com o canal, o sinal recebido yq(m) pode ser descrito por:
yq(m) =
L−1∑
i=0
h(i)sq(m− i) para 0 ≤ m ≤ N − 1, (3.4)
que nada mais é que uma convolução circular, uma vez que sq(m − i) = sq(m − i)mod N para todo
0 ≤ m ≤ N − 1. Como a convolução é circular, pode-se escrever:
DFT(yq) = DFT(h) ·DFT(xq). (3.5)
Portanto, se a resposta do canal for menor ou igual à duração do prefixo cíclico, a equalização do
sinal OFDM fica extremamente simples. Esse é um dos pontos principais para a sua larga utilização.
3.2.2 Prefixo cíclico e o método Overlap-Save
A técnica clássica de filtragem digital no domínio da frequência conhecida como overlap-save
possui semelhanças bem peculiares com a técnica do prefixo cíclico. De fato, pode-se fundamentar a
técnica do prefixo cíclico através do algoritmo overlap-save.
Resumidamente, o algoritmo overlap-save é utilizado para gerar uma convolução linear através de
seguidas convoluções circulares. Vamos considerar que um sinal de entrada é particionado em blocos
de N + L amostras. O primeiro bloco será chamado x1(n) e possui N + L amostras, como todos os
blocos subsequentes. Ao realizar a DFT do bloco x1(n), multiplicar pela DFT da resposta impulsiva
do filtro e realizar a IDFT do resultado, obtemos o sinal y1(n), também constituído de N +L pontos.
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Na Figura 3.1 o procedimento é ilustrado. Nota-se que a cada bloco de N + L amostras, um
prefixo de L zeros é adicionado, porém será descartado para a síntese da resposta final. Esse prefixo
deve ser maior que a resposta impulsiva do filtro, para que o início da sequência y1(n) se torne uma
convolução linear.
x1(n)
x2(n)
x3(n)
L zeros
L
L
N+L N+L N+LSinal de entrada
y1(n)
y2(n)
y3(n)
Sinal de saída
Descarta 
L pontos
Descarta 
L pontos
Descarta 
L pontos
Figura 3.1: Ilustração do método overlap-save.
O paralelo entre a técnica do prefixo cíclico e o método overlap-save reside na necessidade oposta:
na modulação OFDM temos uma convolução linear em mãos, porém queremos simular uma con-
volução circular. A técnica do prefixo cíclico faz com que o início do símbolo yi(n) seja constituído
de uma cópia de seus últimos L pontos, de modo que, ao descartar a cópia de L pontos do início do
símbolo yi(n), teremos efetivamente uma convolução circular nos N pontos restantes.
Na Figura 3.2 a idéia está ilustrada. Quando um sinal com prefixos cíclicos sofre uma convolução
linear com uma resposta impulsiva de tamanho L, uma porção menor do sinal (de tamanho N ) sofreu
efetivamente uma convolução circular. Isso se deve à memória do canal, que é curta em relação ao
tamanho do prefixo cíclico: em certo momento, o canal não terá “lembrança” de amostras anteri-
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ores que não sejam aquelas pertencentes ao próprio sinal sendo processado. Neste momento, a con-
volução linear é numericamente igual à convolução circular. Quando o canal possui em sua memória
amostras de símbolos anteriores ao que está sendo processado atualmente, então a convolução linear
não é numericamente igual à uma convolução circular.
x1(n)CP1 x2(n)CP2
Resposta ao 
impulso
Convolução
linear
Convolução
circular
Sinal transmitido
no canal físico
Figura 3.2: Ilustração da importância do prefixo cíclico para geração de uma convolução circular
através de uma convolução linear.
Caso a resposta impulsiva tenha um tamanho inferior à duração do prefixo cíclico, digamos L−p,
então a porção do sinal que sofre uma convolução circular aumenta para N + p.
3.3 Caracterização dos Erros de Sincronização na Modulação
OFDM
A modulação OFDM é muito sensível a erros de sincronização. A diferença de freqüência entre
portadoras de transmissão e recepção pode degradar muito o desempenho do sistema, pois adiciona
interferência entre as portadoras adjacentes, além de diminuir a potência do sinal-mensagem. Os erros
de temporização podem causar desde apenas uma rotação (adição de fase) nos símbolos recebidos, até
a adição de interferência intersimbólica (ISI) e interferência entre portadoras adjacentes (ICI). Nesta
seção, as distorções causadas por cada tipo de erro de sincronização serão analisadas analiticamente.
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3.3.1 Erro de Temporização
Analisando apenas os erros de temporização, ou seja, considerando sincronização perfeita de
portadora e canal AWGN, pode-se escrever o sinal recebido com a seguinte equação:
rq(k + θˆ) = sq(k + ∆θ) + wq(k + θˆ), (3.6)
onde o erro ∆θ = θˆ − θ, sendo θ o atraso do canal e θˆ a estimativa do atraso do canal. Considera-se,
sem perda de generalidade, que ∆θ, θ e θˆ são inteiros.
Removendo o prefixo cíclico e após a FFT, temos:
Xˆi,q =
N−1∑
k=0
rq(k + θˆ)e
−j 2pi
N
ki =
N−1∑
k=0
[
sq(k + ∆θ) + wq(k + θˆ)
]
e−j
2pi
N
ki (3.7)
Se −L ≤ ∆θ ≤ 0, o vetor sq = [sq(∆θ) · · · sq(N − 1 + ∆θ)], contém todas as amostras
do símbolo OFDM, porém rotacionadas circularmente de ∆θ amostras [21]. Ou seja, para o caso em
que ∆θ ∈ {−L, ..., 0}, os símbolos recebidos Xˆi,q apenas sofrem uma mudança de fase em relação
aos símbolos enviados Xi,q (sem considerar efeitos do canal):
Xˆi,q = Xi,qe
j 2pi
N
i∆θ. (3.8)
Na Figura 3.3, pode-se ver dois casos de sincronização temporal: sincronização perfeita e sin-
cronização com um pequeno erro ∆θ, porém de modo que −L ≤ ∆θ ≤ 0. Para o caso em que
∆θ /∈ {−L, ..., 0}, ocorre também uma mudança de fase, e também adiciona-se interferência inter-
simbólica e interferência entre as portadoras do sinal [21].
   PC1                  s1       PC0                  s0    
-L 0
   PC2                  s2    

Janela1:
Janela2:
}1,...,{ L
0
Figura 3.3: Dois possíveis alinhamentos da janela da FFT: alinhamento perfeito (∆θ = 0) e alinha-
mento onde −L ≤ ∆θ ≤ −1.
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Outro fato digno de nota é a sincronização temporal em um canal dispersivo. Para esses casos, a
janela de possíveis alinhamentos é reduzida a um valor [−L′, 0], sendo que L′ < L, como ilustrado
na Figura 3.4. A faixa [−L′, 1] é a parte do prefixo cíclico isenta de ISI, portanto a janela para cálculo
dos N pontos da FFT deve iniciar em alguma amostra dentro dessa faixa [−L′, 0]. Por esse motivo
é primordial que a duração do prefixo cíclico seja maior que duração da resposta impulsiva do canal,
caso contrário não existirá uma janela totalmente limpa para calcular a FFT.
   PC1                          s1       PC0                  s0    
-L’ 0
Janela1:
Janela2:
}1,...,'{ L
0 ISI
-L
Figura 3.4: Diminuição da janela de possíveis alinhamentos temporais devido a um canal com ISI:
−L′ ≤ ∆θ ≤ 0.
3.3.2 Diferença de Freqüência entre Portadoras
Considerando perfeita sincronia temporal (∆θ = 0), o sinal recebido pode ser expresso por
rq(k) = sq(k)e
j( 2piN υk+φ) + wq(k), (3.9)
onde υ = ∆f
fs/N
é o desvio de frequência ∆f normalizado pelo espaçamento entre portadoras fs/N ,
sendo fs = 2W a taxa de amostragem,N o número de portadoras do sinal OFDM e φ = 2piN υq(N+L)
a fase acumulada, a cada q-ésimo símbolo OFDM, devido à diferença de frequência υ. No receptor,
após retirada do prefixo cíclico, faz-se a FFT:
Xˆi,q =
N−1∑
k=0
[
sq(k)e
j( 2piN υk+φ) + wq(k)
]
e−j
2pi
N
ki (3.10)
Como a sincronização temporal foi considerada perfeita, a variável sq(k) na Equação (3.10) pode
ser substituida pela variável xq(k) da Equação (3.1), obtendo:
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Xˆi,q = e
j[piυ(N−1N )+φ] sen (piυ)
Nsen
(
piυ
N
)Xi,q + ξi,q +Wi,q, (3.11)
onde o termo ξi,q é a interferência entre portadoras, mais especificamente detalhada por:
ξi,q =
ejφ
N
N−1∑
h=0,h6=i
Xh,q
N−1∑
k=0
ej
2pi
N
k(h−i+υ) (3.12)
e Wi,q é um ruído branco no domínio da frequência:
Wi,q =
N−1∑
k=0
wq(k)e
−j 2pi
N
ki. (3.13)
Através das equações apresentadas até agora, pode-se resumir os efeitos causados pela diferença
de frequência entre portadoras (CFO). Na Equação (3.11) nota-se que ocorre uma atenuação do sím-
bolo enviado Xi,q, bem como adição de interferência de todas as portadoras com índices h 6= i, como
apresentado na Equação (3.12).
Qualquer pequeno desvio de frequência υ quebra a ortogonalidade entre as portadoras, adicio-
nando inteferências e atenuações nos símbolos recebidos. A Figura 3.5 ilustra essa interferência entre
portadoras, para um offset de υ = 0, 2 (ou seja, 20% do espaçamento inter-portadoras). Pode-se notar
que as portadoras adjacentes (h = i± 1) são as que mais causam interferência. As outras portadoras
também interferem, porém com menos intensidade.
Em [22], Pollet et all analisaram a degradação na taxa de bits causada pela diferença de freqüên-
cia entre portadoras num canal AWGN. Como esperado, notou-se que essa degradação é maior que
a degradação sofrida por sistemas mono-portadora. Para se ter uma idéia da sensibilidade, uma dife-
rença de frequência υ = 0, 06 degrada uma SNR de 20dB por volta de 1dB em um canal AWGN, e
por volta de 2,87dB em um canal dispersivo. A equação encontrada para calcular a degradação sob
canal AWGN é [21]:
D(dB) =
SNR
SNRe(υ)
≈ 10(piυ)
2
3 ln 10
SNRdB, (3.14)
onde SNR é a razão sinal-ruído sem diferença de frequência, e SNRe(υ) é a razão sinal-ruído com
diferença de frequência υ. Para canais dispersivos, a degradação é limitada superiormente por:
D(dB) ≤ 10 log10
(
1 + 0, 5947 · SNR · sen2(piυ)
sinc2(υ)
)
. (3.15)
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Figura 3.5: Ilustração das inteferências sofridas numa portadora, com offset de υ = 0, 2.
Capítulo 4
Algoritmos de Sincronização
A modulação OFDM possui grande sensibilidade a erros de sincronização [23]. Quando existe
diferença de freqüência entre as portadoras de transmissão e recepção, a ortogonalidade entre as
portadoras se desfaz, gerando interferência entre as portadoras adjacentes. Na literatura, essa inter-
ferência é denominada ICI (inter-carrier-interference). A título de exemplo, para manter uma razão
sinal-interferência superior a 20dB, a freqüência da portadora não pode variar mais que 4% do espaça-
mento inter-portadoras [24]. Por exemplo, para atender tal critério em um sistema WiMAX operando
com banda de 2 MHz e espaçamento de 7, 8 kHz entre portadoras, o offset máximo seria apenas
312Hz.
Além da diferença natural de freqüência entre o circuito transmissor e receptor, o canal também
adiciona desvio de freqüência através do efeito Doppler. No receptor, além da detecção da diferença
de freqüência, deve-se também detectar o início de cada rajada de dados, para alinhar temporalmente
a janela da FFT.
Os algoritmos de sincronização podem ser divididos em data-aided e non-data-aided. Os algorit-
mos data-aided utilizam um preâmbulo (símbolo com estrutura conhecida) para auxiliar a estimação,
enquanto os non-data-aided utilizam outras técnicas, como a auto-correlação do sinal OFDM - devido
ao prefixo cíclico, a auto-correlação de um sinal OFDM tem propriedades particulares que podem ser
exploradas no sincronismo [25].
Neste Capítulo, serão abordados métodos de sincronização no tempo e na frequência. Devido
à grande extensão de algoritmos na literatura, uma ênfase especial será dada para os métodos de
sincronização no domínio do tempo.
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4.1 Revisão Bibliográfica
Em 1987, Chevilat [26] estudou uma técnica de sincronização temporal que pode ser aplicada em
sinais OFDM portadores de prefixo cíclico. A métrica utilizada é um estimador MMSE.
Em 1994, Moose [24] propôs uma técnica para estimar o desvio de freqüência utilizando um
preâmbulo constituído de dois símbolos conhecidos. A estimativa obtida situa-se no intervalo de[
− fs
2N
, fs
2N
]
hertz, e o algoritmo é insensível ao desvanecimento seletivo e ao espalhamento causado
pela resposta impulsiva do canal.
Em 1995, van-de-Beek et all [25] propuseram uma técnica non-data-aided para estimação dos
parâmetros de sincronização temporal e freqüencial, explorando o prefixo cíclico presente nos sím-
bolos OFDM. Esta técnica dispensa o uso de preâmbulos e sua estimativa de frequência situa-se num
intervalo de
[
− fs
2N
, fs
2N
]
hertz. As equações obtidas por Van-de-Beek [25] são muito semelhantes às
equações de Chevilat [26].
Schmidl e Cox [27] propuseram, em 1997, um algoritmo data-aided para estimação conjunta dos
parâmetros de sincronização temporal e frequencial. A estimativa de frequência deste algoritmo pos-
sui boa precisão, mesmo ao operar em baixa SNR, e detecta uma faixa de
[
−fs
N
, fs
N
]
hertz. A métrica
temporal desse algoritmo possui um platô, que gera incerteza quanto ao momento exato do início do
símbolo OFDM. Essa incerteza é expressa através de uma grande variância na estimativa temporal,
e os próprios autores propuseram um método heurístico para diminuir essa variância. Também foi
proposto pelos autores um método para encontrar o desvio de frequência inteiro, usando correlação
no domínio da frequência.
Em 1999, Morelli et all [28] propuseram uma melhoria no estimador de freqüência de Schmidl e
Cox, utilizando um preâmbulo com G ≥ 2 partes iguais. A precisão da estimativa foi melhorada, e o
intervalo foi aumentado para
[
−Gfs
2N
, Gfs
2N
]
hertz.
Em 1999, Tufvesson et all [29] propuseram um método para estimativa temporal e de frequência
usando Filtro Casado. A estimativa de frequência é similar ao método de Schmidl, e se for utilizado
um preâmbulo como PEVEN/PODD, ela atinge o mesmo intervalo de
[
−fs
N
, fs
N
]
hertz.
Em 1999, Speth et all [30][4] analisaram um receptor OFDM completo, com duas fases de sin-
cronização de CFO: a estimativa inicial (coarse) e o acompanhamento fino do CFO através de um
PLL (Phase-locked-loop) digital. O sinal de erro do PLL era estimado através de sinais-piloto es-
palhados pelo espectro e o sinal de controle era gerado através de um controlador PI (Proporcional
Integral). De fato, o controlador PI não foi escolhido por acaso, uma vez que o trabalho de Bergmans
[31] sobre estabilidade de PLL’s digitais abriu caminho para a utilização desse tipo de circuito em
sistemas OFDM.
Em 2000, Fechtel [5] apresentou um receptor para TV Digital que também continha duas fases
de sincronização de CFO. Nesse trabalho, ele utiliza um controlador PI para a correção fina do CFO,
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assim como nos trabalhos de Speth [30][4] e Bergmans [31].
Em 2000, Minn et all [32] propuseram dois métodos: (1) a adição de uma média móvel na métrica
do algoritmo de Schmidl e Cox e (2) a modificação do preâmbulo originalmente utilizado por Schmidl
e Cox. Ambos métodos diminuem a variância do estimador temporal com mais sucesso que o método
proposto no trabalho de Schmidl e Cox.
Em 2002, Barbarossa [33] propôs um estimador temporal e de frequência, independente de canal,
que não precisa de preâmbulos para funcionar, apenas precisa de subportadoras nulas que não se-
jam utilizadas por nenhum usuário. Esse método é iterativo, e utiliza técnicas de otimização para
minimizar uma função-custo dependente das variáveis (∆θ, υ), definidas no Capítulo 3.
Em 2002, Liu [1] escreveu um trabalho sobre estimativa do desvio temporal e de frequência
utilizando portadoras-piloto. O método de estimativa utilizado foi o LLS (Linear-Least-Squares). A
faixa de aquisição normalizada da estimativa υˆ atinge [−0, 5; 0, 5] portadoras e a estimativa é realizada
no domínio da frequência, assim como em [4]. Este método funciona bem em canais AWGN, porém
desempenho pode se tornar inútil caso algumas portadoras-piloto estejam sob fading profundo ou
caso a ICI seja alta.
Em 2003, Tsai [2] aprimorou o método anterior [1], levando em conta um canal Rayleigh seletivo
em frequência. Utilizando um método de estimação WLS, as portadoras-piloto com fading profundo
participam menos na estimativa final que portadoras-piloto com boas condições de canal. Porém,
é bom notar que devido à ICI, esse método funciona bem apenas quando um pequeno desvio de
frequência ainda existe após a FFT.
Em 2003, Park et all [34] propuseram um novo preâmbulo e outra métrica temporal. Como
resultado, a métrica temporal obtida possuia uma forma similar a um impulso, o que gera um erro
quadrático médio menor que os métodos de Schmidl e de Minn [34].
Em 2003, Minn et all [35] analisaram a utilização de alguns tipos de preâmbulos e de métricas
temporais, e então apresentaram um método iterativo para sincronização temporal e de freqüência.
Este novo método utiliza um preâmbulo especialmente construído para gerar uma métrica temporal
com característica “pontiaguda”, sem platô. Este método foi testado em canais AWGN, Riciano,
Rayleigh e canais ISI estáticos.
Em 2005, Zhang et all [36] propuseram um método para estimação conjunta do offset temporal e
de frequência. O intervalo da estimativa temporal foi aumentado para
[
−fs
4
, fs
4
]
hertz, ou seja, metade
da banda total do sinal.
Em 2005, Kai Shi [3] apresentou um método de sincronização fina (temporal e CFO) baseado
na decisão do equalizador. A aplicação deste método é semelhante à do método [1], porém sem
precisar de símbolos-piloto. Neste trabalho, o autor compara a utilização de seu método usando uma
malha-fechada e uma malha-aberta na compensação de frequência.
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Em 2006, foi proposto por Seung et all [37] um novo preâmbulo e um novo estimador temporal.
Esse novo estimador temporal é uma versão melhorada do estimador de Minn [32] e possui MSE
menor que os métodos de Park, Minn e Schmidl [37].
Em 2007, Laourine [38] propôs um método para estimação do offset de freqüência. Foi mostrado
em seu trabalho que esse método possui maior precisão que os métodos de Zhang [36] e Morelli [28].
Em 2007, Henri Puska [39] propôs um método de sincronização por filtro casado, similar ao de
Tufvesson [29]. Foram calculadas analiticamente algumas características do método, como probabili-
dade de detecção e probabilidade de falso-alarme (sinal não está presente, porém o algoritmo assinala
uma presença). O autor alega que seu método atinge desempenho idêntica ao de Tufvesson [29].
4.2 Algoritmo de Van-de-Beek
O algoritmo de Van-de-Beek [25] explora a correlação existente devido ao prefixo cíclico para
estimar o início de cada símbolo. Definindo o sinal recebido como rm = sm + nm, onde sm é o sinal
recebido com potência σ2s , e nm um ruído aditivo com potência σ
2
n, N + L é o número de amostras
do sinal OFDM, sendo L o número de amostras do prefixo cíclico, pode-se calcular o valor esperado
da correlação:
E{rmr∗m+N} = E
{
sms
∗
m+N
}
+ E{smn∗m+N}+ E{s∗m+Nnm}+ E{nmn∗m+N}. (4.1)
As esperanças que contêm termos multiplicados com ruído tendem a ter amplitude média zero e fase
aleatória, ou seja, pode-se considerar que:
E{rmr∗m+N} ≈ σ2sej2piυ + σ2n, (4.2)
onde υ é o offset de frequência das amostras recebidas, em termos de porcentagem da distância entre
portadoras, comumente chamado de offset fracionário.
O cálculo anterior pode ser generalizado para:
E{rmr∗m+k} ≈

σ2se
j2piυ + σ2n se k = N
σ2s + σ
2
n se k = 0
0 outros
(4.3)
Van-de-beek propôs a utilização de uma função de máxima verossimilhança para estimar os
parâmetros de sincronização (θ, υ), onde θ é o índice de início do símbolo OFDM e υ é o offset
de frequência. Considerando um vetor r com 2N + L amostras, pode-se definir a função de máxima
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verossimilhança:
Λ(θ, υ) = log f(r|θ, υ) (4.4)
A estimativa ótima (θˆ, υˆ) é o argumento que maximiza a função (4.4). Van-de-beek obteve a
seguinte equação para Λ(θ, υ):
Λ(θ, υ) =
θ+L−1∑
m=θ
(
2Re
{
ej2piυrmr
∗
m+N
}
− ρ
(
|rm|2 + |rm+N |2
))
(4.5)
onde:
ρ =
SNR
SNR + 1
. (4.6)
Calculando as derivadas parciais com relação a cada incógnita e igualando a zero, obtém-se as
equações:
λ(k) = 2
∣∣∣∣∣
k+L−1∑
m=k
rmr
∗
m+N
∣∣∣∣∣− ρ
k+L−1∑
m=k
(
|rm|2 + |rm+N |2
)
, (4.7)
que é a métrica de estimativa temporal do algoritmo, e
γ(θ) = 6
(
θ+L−1∑
m=θ
rmr
∗
m+N
)
. (4.8)
Pode-se então calcular os parâmetros (θˆ, υˆ):
θˆ = arg max {λ(θ)} (4.9)
e então, de posse da estimativa do índice θˆ, pode-se estimar o offset de frequência:
υˆ = − 1
2pi
γ(θˆ). (4.10)
Na Figura 4.1 está ilustrada uma realização da métrica λ(k) em um sinal OFDM com L = 16
e N = 256. Na Figura 4.2 apresenta-se a mesma situação, porém com detalhamento maior. Para
efeitos práticos, considera-se que a SNR é alta o suficiente para que ρ→ 1.
Pode-se também reescrever a Equação (4.10) para que a estimativa tenha unidade em Hertz:
ˆHz = − fs
2pi × Lγ(θˆ). (4.11)
Ou seja, a estimativa de frequência deste algoritmo alcança uma faixa de apenas
[
− fs
2N
, fs
2N
]
hertz.
Van-de-beek notou que um dos problemas desse método é a pouca quantidade de amostras (L
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Figura 4.1: Ilustração dos picos de correlação existentes na métrica λ(k). Tais picos ocorrem quando
o índice k situa-se em um prefixo cíclico.
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Figura 4.2: Detalhe de um pico na métrica λ(k) em um preâmbulo WiMAX.
amostras) para estimar as médias, e propôs a utilização de uma função de verossimilhança global,
que consistiria na média das funções de verossimilhança de cada símbolo OFDM. Considerando que
existamM símbolos OFDM em uma rajada de dados, então a função de verossimilhança global seria:
Λ(θ, ) =
1
M
M−1∑
m=0
Λm(θ, ). (4.12)
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4.2.1 Complexidade
A primeira parte da Equação (4.7) possui L multiplicações complexas e L− 1 somas complexas.
A segunda parte possui L − 1 somas complexas, 2L multiplicações complexas e uma soma real. Na
Equação (4.10) existe uma multiplicação real e um cálculo de ângulo (denotado por α) . Considerando
que cada multiplicação complexa é constituída por 4 multiplicações reais (denotadas por µ) e 2 somas
reais (denotadas por σ), e cada soma complexa possui duas somas reais, então pode-se dizer que a
complexidade do estimador temporal de Van-de-Beek é:
Obeek(L) = (12L+ 1)µ+ (10L− 3)σ + α. (4.13)
Na Tabela 4.1, encontram-se as quantidades de cada operação do algoritmo.
Tabela 4.1: Quantidade de operações do algoritmo de Van-de-Beek.
Operações Quantidade
Somas 10L− 3
Multiplicações 12L+ 1
tan−1(·) 1
4.2.2 Diagrama de Blocos
O algoritmo de Van de Beek é simples de ser implementado em hardware através do diagrama de
blocos da Figura 4.3. O bloco “argmax” procura um pico a cada janela de (2N + L) amostras.
argmax
X
r(n)
|.|² +
-Soma Móvel
(L)
Soma Móvel
(L)

2| . |

z
-N
(.)*
+
|.|²
2
1
 


Figura 4.3: Diagrama de blocos do algoritmo de Van de Beek.
4.3 Algoritmo de Schmidl & Cox 33
4.3 Algoritmo de Schmidl & Cox
O algoritmo de Schmidl & Cox [27] foi concebido para ser utilizado com um preâmbulo composto
de duas partes iguais, como os preâmbulos PODD e PEVEN do padrão WiMAX [40]. A idéia de usar
sequências iguais remete ao método de Moose [24], o qual utilizava dois símbolos OFDM iguais
para criar um estimador de frequência. Schmidl e Cox criaram um método de sincronização bastante
simples e eficaz para a época, de modo que no padrão WiMAX foram especificados preâmbulos
aderentes à esse algoritmo.
Considerando-se um símbolo OFDM com N amostras mais L amostras de prefixo cíclico, se-
gundo [27] pode-se escrever a correlação entre as duas metades do símbolo através da equação:
P (k) =
N/2−1∑
m=0
r∗k+mrk+m+N/2. (4.14)
O índice k corresponde ao índice temporal da primeira amostra em uma janela deN amostras. Tal
janela é deslocada temporalmente enquanto o receptor procura o início de um preâmbulo. A energia
recebida na primeira metade do preâmbulo pode ser escrita como:
R(k) =
N/2−1∑
m=0
|rk+m|2. (4.15)
Uma métrica temporal pode então ser definida, a partir das duas equações anteriores:
M(k) =
|P (k)|2
|R(k)|2 . (4.16)
Em canais AWGN, essa métrica temporal atinge um platô de tamanho aproximadamente igual
a L, como ilustra a Figura 4.4 (na simulação realizada o prefixo cíclico contém L = 16 amostras).
Em canais com interferência simbólica, o platô possuírá largura de L′ = L − p, sendo p a duração,
em amostras, da resposta do canal. Qualquer ponto no platô pode ser escolhido como o início do
preâmbulo, sendo que eventuais erros resultam apenas numa mudança de fase.
Escolhendo o índice temporal θˆ = arg maxk{M(k)}, é bastante provável que θˆ esteja dentro do
platô. Deste modo, a estimativa do desvio de freqüência υˆ pode ser obtida pela equação:
υˆ =
1
pi
6 P (θˆ). (4.17)
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Figura 4.4: Detalhe do platô da métrica M(k) e sua utilização para sincronização temporal.
A estimativa de freqüência, em Hertz, também pode ser obtida pela equação:
ˆHz =
fs
pi ×N 6 P (θˆ). (4.18)
Ou seja, a estimativa de frequência deste algoritmo atinge uma faixa de
[
−fs
N
, fs
N
]
hertz.
Em [27], a variância do estimador υˆ foi calculada por:
var {υˆ} = 1
pi2(N/2)SNR
. (4.19)
Outro fato interessante sobre este método, é que a esperança matemática da métricaM(k) quando
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k = θ, ou seja, quando a sincronização é perfeita, pode ser expressa por:
E{M(θ)} = µM = σ
4
s
(σ2s + σ
2
n)
2
= SNR2, (4.20)
e a variância por
var{M(θ)} = 2σ
4
s [(1 + µM)σ
2
sσ
2
n + (1 + 2µM)σ
4
n]
N/2(σ2s + σ
2
n)
4
≈ 4
N/2SNR
. (4.21)
Deste modo, pode-se estimar a SNR através do valor da correlação, utilizando a equação [27]:
ŜNR =
√
M(θˆ)
1−
√
M(θˆ)
. (4.22)
Neste momento, é bom que um ponto seja esclarecido: Schmidl não utilizou o estimador ŜNR =√
E{M(θˆ)} pois E{M(θˆ)} → 1 em SNRs moderadas a altas, o que tenderia a causar underflow caso
esse cálculo fosse realizado em ponto fixo. As características estatísticas do estimador (4.22) são a
média
E{ŜNR} = SNR, (4.23)
e a variância
var{ŜNR} =
var
{√
M(θˆ)
}
(
1− E
{√
M(θˆ)
})4 . (4.24)
Este estimador funciona bem para SNRs inferiores a 20dB. Acima deste valor, M(θˆ) é tão pró-
ximo de 1 que uma estimativa fina não pode ser obtida, apenas pode-se indicar que a SNR é alta. Mais
informações podem ser obtidas no trabalho original de Schmidl [27]. Na Figura 4.5 encontra-se um
gráfico representando a estimativa de variância (4.24) em função da variância real.
A estimativa pode ser considerada como uma variável aleatória Gaussiana, portanto uma faixa
dentro de [−2σ, 2σ] corresponde a aproximadamente 95% das realizações. Deste modo, para uma
SNR de 10dB, encontramos uma variância de 10.875 no gráfico. Essa variância corresponde a um
desvio padrão σ = 3.2977 = 5.1821dB. Portanto, para 10dB de SNR, 95% das estimativas estarão na
faixa [1.80dB, 18.19dB]. Esta faixa diminui com o decaimento da SNR, por exemplo: para uma SNR
de 5dB, 95% das estimativas cairão na faixa [4.02dB, 5.97dB]. Essa variância pode ser diminuída
utilizando uma média móvel das estimativas realizadas.
A estimativa de SNR apresentada pode ser utilizada para geração de um limiar, descartando sinais
com baixíssima SNR, ou realimentando essa informação para o transmissor, com a finalidade de
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Figura 4.5: Variância da estimativa (escala linear) versus SNR real (em dB).
escolher as taxas de código e modulações mais apropriadas. Na verdade, essa estimativa de SNR não
é muito robusta devido à sua enorme variância. Trabalhos mais específicos na área de estimativa de
SNR são melhores para o propósito em questão, como em [41][42][43][44][45].
4.3.1 Complexidade
Na Equação (4.14), pode-se ver que existem N/2 multiplicações complexas e N/2 − 1 somas
complexas. Na Equação (4.15), existem N/2 multiplicações complexas e N/2− 1 somas complexas.
O cálculo da estimativa na Equação (4.16) possui uma divisão (denotada por δ) e mais duas multipli-
cações complexas e o estimador de freqüência possui um cálculo de ângulo e uma multiplicação real.
Ao todo, podemos então estimar a complexidade do algoritmo de Schmidl e Cox por:
Oschmidl(N) = (4N + 9)µ+ 4Nσ + δ + α. (4.25)
Na Tabela 4.2 encontram-se esquematizadas as quantidades de operações do algoritmo de Schmidl
e Cox.
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Tabela 4.2: Quantidade de operações do algoritmo de Schmidl e Cox.
Operações Quantidade
Somas 4N
Multiplicações 4N + 9
tan−1(·) 1
4.3.2 Diagrama de Blocos
O algoritmo de Schmidl e Cox pode ser implementado em hardware através do diagrama de
blocos apresentado na Figura 4.6. O bloco “Detecção de pico” determina o pico do platô na métrica
temporal, e pelo fato de ser um circuito um pouco mais complexo que os demais, foi resumido em
apenas um bloco.
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Figura 4.6: Diagrama de blocos do Algoritmo de Schmidl e Cox.
4.4 Algoritmo de Morelli
O algoritmo de Morelli et all [28] pode ser considerado um melhoramento do algoritmo de
Schmidl e Cox [27]. Enquanto o algoritmo de Schmidl utiliza dois símbolos para encontrar o off-
set de frequência, o de Morelli utiliza apenas um símbolo, composto de G partes iguais, e é capaz
de encontrar diferenças de frequência na faixa de
[
−Gfs
2N
, Gfs
2N
]
. Porém, Morelli não se preocupou em
integrar em seu algoritmo um método de estimativa temporal: o algoritmo de Morelli detecta apenas
a diferença de frequência entre transmissor e receptor.
No padrão 802.16, além dos preâmbulo PEVEN e PODD, também está especificado o preâmbulo
P4x64, que contém 4 partes iguais de 64 amostras. Portanto, o algoritmo de Morelli pode ser utilizado
no preâmbulo P4x64, sendo capaz de encontrar freqüências na faixa de
[
−2fs
N
, 2fs
N
]
, enquanto o algo-
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ritmo de Schmidl e Cox detectaria apenas uma faixa de
[
−fs
N
, fs
N
]
. Devido ao exposto, é interessante
a utilização do algoritmo de Morelli para estimar a frequência em um sistema WiMAX 802.16.
O método de estimação de Morelli et all [28], inicia de modo similar aos métodos apresentados
até agora, utilizando a seguinte correlação:
R(m) =
1
N −mM
θˆ+N−1∑
k=θˆ+mM
rkr
∗
k−mM , (4.26)
para 0 ≤ m ≤ H . Sendo M = N/G. O parâmetro H é um parâmetro menor ou igual a G − 1 e
a variável θˆ é uma estimativa temporal realizada a priori e considerada perfeita. A equação anterior
pode ser reescrita da seguinte forma:
R(m) = e2pimυ/GD(m)[1 + γ(m)], (4.27)
sendo
D(m) =
1
N −mM
N−1∑
k=mM
|rk|2 (4.28)
e
γ(m) =
1
(N −mM)D(m)
N−1∑
k=mM
[rkn˜k−mM + r∗k−mM n˜k +
n˜kn˜k−mM ], (4.29)
onde n˜k = nkej2pik/N .
Esse algoritmo calcula H + 1 correlações, utilizando janelas de diferentes tamanhos. A partir do
conjunto de H + 1 correlações, define-se as seguintes funções:
ϕ(m) = [6 R(m)− 6 R(m− 1)]2pi, (4.30)
para 1 ≤ m ≤ H .
A equação anterior pode ser aproximada por:
ϕ(m) ≈ 2piυ
G︸ ︷︷ ︸
I
+ Im{γ(m)} − Im{γ(m− 1)}︸ ︷︷ ︸
II
, (4.31)
para 1 ≤ m ≤ H .
As funções ϕ(m) possuem uma parte determinística (I) e uma parte aleatória (II), que tende a zero
se SNR>> 1. No trabalho de Morelli et all [28], propuseram a construção de um BLUE (Best Linear
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Unbiased Estimator) para estimar a incógnita υ a partir do conjunto de valores observáveis {ϕ(m)}.
Os cálculos para obtenção do BLUE podem ser vistos com mais detalhes em [28]. Aqui nesta
dissertação apenas serão apresentados os resultados finais do cálculo:
w(m) = 3
(G−m)(G−m+ 1)−H(G−H)
H(4H2 − 6GH + 3G2 − 1) , (4.32)
para 1 ≤ m ≤ H . Os pesos w(m) são independentes do canal, portanto eles são o BLUE para
qualquer canal.
A estimativa de freqüência normalizada então é obtida por:
υˆ =
G
2
1
pi
H∑
m=1
w(m)ϕ(m). (4.33)
Morelli et all também calcularam a variância do estimador:
var{υˆ} = 1
4pi2
3G2(SNR)−1
MH(4H2 − 6GH + 3G2 − 1) . (4.34)
Portanto, a variância atinge seu mínimo quando H = G/2:
var{υˆ} = 1
2pi2
3
N(1− 1/G2)SNR . (4.35)
Outro fato interessante, é que para G = 2 e H = 1, a variância do estimador de Morelli é igual à
variância do estimador de Schmidl e Cox:
var {υˆ} = 1
pi2(N/2)SNR
. (4.36)
Devido a isto, os autores desse algoritmo chamaram-no de ESCA (Extended Schmidl and Cox
Algorithm).
O limitante de Cramer-Rao para o estimador do algoritmo pode ser obtido pela equação:
CRB{υˆ} = 1
2pi2
3
N(1− 1/N2)SNR . (4.37)
O estimador de freqüência do algoritmo de Morelli é um BLUE apenas quando a condição da
Equação (4.31) é válida, ou seja, para SNR >> 0dB.
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4.4.1 Complexidade
Na primeira parte do algoritmo, no cálculo das correlações R(m), Equação (4.26), pode-se ex-
primir a quantidade de multiplicações e somas pela equação:
OR(H,M,N) =
H∑
i=0
(N − iM)(4µ+ 2σ) +
H∑
i=0
2σ(N − i− 1). (4.38)
Na Equação (4.30), a complexidade fica:
Oϕ(H) = Hσ + (H + 1)α, (4.39)
e na Equação (4.33), a quantidade de somas e multiplicações é
Of (H) = (H + 1)µ+ (H − 1)σ. (4.40)
Pode-se então exprimir a quantidade total de operações do algoritmo de Morelli pela equação:
Omorelli(H,M,N) =
[
4
∑H
i=0(N − iM) +H + 1
]
µ
+
[
2
∑H
i=0(2N − iM − i− 1) + 2H − 1
]
σ
+(H + 1)α. (4.41)
Na Tabela 4.3, encontram-se as expressões para cada quantidade de operações do algoritmo de
Morelli.
Tabela 4.3: Quantidade de operações do algoritmo de Morelli.
Operações Quantidade
Somas 2
∑H
i=0(2N − iM − i− 1) + 2H − 1
Multiplicações 4
∑H
i=0(N − iM) +H + 1
tan−1(·) H + 1
4.4.2 Diagrama de Blocos
O algoritmo de Morelli é mais complexo que os outros algoritmos apresentados até então e esse
fato reflete em seu diagrama de blocos (Figura 4.7). Podemos ver que são necessários mais dispo-
sitivos para calcular o ângulo, diferentes tamanhos de média móvel, e um maior número de multi-
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plicadores e somadores. Pode-se notar que o sinal de entrada do circuito precisa estar sincronizado
temporalmente, por isso foi utilizado o índice r(θ) em vez de r(k).
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Figura 4.7: Diagrama de blocos do Algoritmo de Morelli.
4.5 Método de Tufvesson (Filtro Casado)
O método do Filtro Casado é utilizado há muitos anos para detecção de sinais determinísticos
imersos em ruído branco. A idéia de utilizar esse método na sincronização temporal acaba sendo uma
aplicação direta de uma técnica já amplamente utilizada em telecomunicações.
Definindo o pulso do preâmbulo no domínio do tempo por s = [s0 s1 · · · sN/G−1], o sinal na
saída do filtro casado pode ser escrito através de:
yk =
N/G−1∑
i=0
rk−is∗i , (4.42)
onde G = 2 para o preâmbulo PEVEN/PODD e G = 4 para o P4x64. As amostras rk são as amostras
recebidas em banda-base.
O sinal |yk|2 pode ser utilizado para encontrar a estimativa temporal. Considerando que k = θ,
onde θ é o índice ótimo para sincronização temporal, temos:
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yθ =
N/G−1∑
i=0
(sθ−i + nθ−i) s∗i =
N/G−1∑
i=0
sθ−is∗i +
N/G−1∑
i=0
nθ−is∗i . (4.43)
Nota-se que a Equação (4.42) possuirá um pico sempre que k = θ. De fato, se o preâmbulo tiver
duas partes iguais, como PEVEN/PODD, então existirão dois picos espaçados de N/2 amostras [39].
Se o preâmbulo possuir quatro partes iguais, como o P4x64, então existirão quatro picos espaçados
de N/4 amostras.
O método utilizado para combinar os picos existentes é descrito a seguir: o sinal yk é atrasado
N/4 amostras, então multiplica-se pela amostra atual:
y′k = ykyk−N/4. (4.44)
Repetindo esse processo mais duas vezes, obtem-se uma métrica temporal pontiaguda, similar a um
impulso, como ilustra a Figura 4.8.
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Figura 4.8: Exemplo de algumas realizações das estimativas temporal e de frequência (SNR=20dB).
Para se obter uma estimativa de frequência precisa e com faixa de aquisição maior, basta utilizar
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o preâmbulo P4x64 e a equação:
υˆ =
2
pi
6
θˆ+3N/4∑
i=θˆ
rir
∗
i+N/4
 . (4.45)
Caso o preâmbulo utilizado seja o PEVEN/PODD, então a faixa de aquisição diminui pela metade,
e a equação fica:
υˆ =
1
pi
6
θˆ+N/2∑
i=θˆ
rir
∗
i+N/2
 . (4.46)
4.5.1 Complexidade
O algoritmo possui complexidades bem próximas para as duas configurações possíveis, pois ex-
istem dois filtros FIR no circuito: enquanto um tem tamanho N/G, o outro tem tamanho N −N/G.
Ou seja, quando G = 4, o filtro casado é menor, porém o filtro de média móvel é maior. Quando
G = 2, o filtro de média móvel diminui o tamanho, porém o filtro casado aumenta. No geral, pode-se
aproximar ambas as complexidades por:
OFC(N) = (3N + 13)µ+ (4N + 2)σ. (4.47)
Na Tabela 4.4 estão esquematizadas as quantidades de operações do algoritmo.
Tabela 4.4: Quantidade de operações do algoritmo de Filtro Casado.
Operações Quantidade
Somas 4N + 2
Multiplicações 3N + 13
tan−1(·) 1
4.5.2 Diagrama de blocos
Na Figura 4.9, está ilustrado o diagrama de blocos do sincronizador em questão. Para este dia-
grama, o preâmbulo escolhido foi o P4x64, portanto a estimativa de frequência cobre uma faixa de
[−2fs/N, 2fs/N ].
Na Figura 4.10, o diagrama de blocos para o sincronizador por filtro casado. Este diagrama
funciona para os preâmbulos PEVEN/PODD, e a estimativa de frequência é capaz de cobrir uma
faixa de [−fs/N, fs/N ].
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Figura 4.9: Diagrama de blocos para o sincronizador com filtro casado (preâmbulo P4x64).
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Figura 4.10: Diagrama de blocos para o sincronizador com Filtro Casado (preâmbulo
PEVEN/PODD).
4.6 Algoritmo de Morelli Estendido
O algoritmo de Morelli precisa que a sincronização temporal tenha sido estabelecida anterior-
mente, pois este apenas calcula o desvio de freqüência do sinal recebido. O algoritmo de Morelli
utiliza até G correlações para calcular o offset de freqüência. Nesta dissertação, uma extensão ao
algoritmo de Morelli é proposta [7], onde as correlações da sequência r(n) podem ser combinadas
para gerar uma estimativa temporal, através das equações:
Rm(k) =
2
mN/G+ L
k+mN/G+L−1∑
i=k
rir
∗
i+N−mN/G (4.48)
Em(k) =
ρ
mN/G+ L
k+mN/G+L−1∑
i=k
(
|ri|2 + |ri+N−mN/G|2
)
(4.49)
e
λm(k) = |Rm(k)| − Em(k) (4.50)
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para 0 ≤ m ≤ G− 1.
Pode-se ver que a Equação (4.50) é no fundo a métrica temporal de Van-de-Beek, ou seja, um total
de G algoritmos de Van-de-Beek trabalhando em paralelo. De fato, quando m = 0, a Equação (4.50)
se reduz à Equação (4.7). Outra modificação interessante é que as médias móveis (representadas
pelas somatórias) estão L amostras mais longas. Essa modificação gera uma métrica “pontiaguda”,
ao estilo do algoritmo de Van-de-Beek.
A métrica temporal a ser utilizada é definida por:
λT (k) =
G−1∑
m=0
λm(k), (4.51)
e portanto, o atraso pode ser estimado por:
θˆ = arg max {λT (k)} . (4.52)
O cálculo da estimativa de freqüência continua o mesmo:
υˆ =
G
2
1
pi
H∑
m=1
w(m)ϕ(m). (4.53)
sendo
ϕ(m) = [ 6 Rm(θˆ)− 6 Rm−1(θˆ)]2pi, (4.54)
para 1 ≤ m ≤ H .
O conjunto de correlações {Rm(k)} pode ser utilizado para aproveitar a característica repetitiva
do preâmbulo P4x64, com 4 partes iguais, pois existe a possibilidade de executar correlações com 4
janelas de tamanho diferentes: L, (N/4 +L), (N/2 +L) e (3N/4 +L). Na Figura 4.11, apresenta-se
uma realização da métrica λT (k) e das respectivas métricas λm(k).
4.6.1 Complexidade
Na Equação (4.48), a quantidade de somas e multiplicações é:
OR(N,L) = (3N − 3mN/G+ 3L− 1)σ + (4N − 4mN/G+ 4L+ 1)µ. (4.55)
Já na Equação (4.49), a quantidade de operações pode ser escrita por:
OE(N,L,G) = (6N − 6mN/G+ 6L− 1)σ + (8N − 8mN/G+ 8L+ 1)µ. (4.56)
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Figura 4.11: Uma realização de λT (k) e de cada λm(k).
Na Equação (4.50), temos:
Oλ(N,L,G) = (9N − 9mN/G+ 9L− 1)σ + (12N − 12mN/G+ 12L+ 2)µ, (4.57)
e na Equação (4.51) temos:
G∑
m=0
Oλ(N,L,G) =
G∑
m=0
(
9N − 9mN
G
+ 9L− 1
)
σ +
G∑
m=0
(
12N − 12mN
G
+ 12L+ 2
)
µ. (4.58)
Pode-se então exprimir a quantidade total de operações do algoritmo de Morelli Estendido pela
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equação:
Oe−morelli(N,L,G) =
[∑G
m=0
(
9N − 9mN
G
+ 9L− 1
)
+ 2H − 1
]
σ
+
[∑G
m=0
(
12N − 12mN
G
+ 12L+ 2
)
+H − 1
]
µ
+(H + 1)α. (4.59)
Na Tabela 4.5 estão resumidas a quantidade de operações do algoritmo em questão.
Tabela 4.5: Quantidade de operações do algoritmo de Morelli Estendido.
Operações Quantidade
Somas
∑G
m=0
(
9N − 9mN
G
+ 9L− 1
)
+ 2H − 1
Multiplicações
∑G
m=0
(
12N − 12mN
G
+ 12L+ 2
)
+H − 1
tan−1(·) H + 1
4.6.2 Diagrama de Blocos
Os diagramas de blocos exemplificados nas Figuras 4.12 e 4.13 consideram um valor de G = 4 e
H = G− 1.
Pode-se ver que são geradas, ao todo, H + 1 correlações, que somadas produzem a métrica tem-
poral. O momento de máximo da métrica temporal controla a chave na Figura 4.13, selecionando
o ponto certo da estimativa de frequência. Esse método pode ser considerado como uma fusão dos
métodos de Van-de-Beek e Morelli, por utilizar as teorias desenvolvidas em ambos os métodos.
4.7 Estimativa do Desvio Inteiro
Além da correção do desvio de frequência fracionário, há a necessidade de correção do desvio
inteiro, o qual permite estender a faixa de desvio de frequência detectável entre transmissor e recep-
tor. Basicamente, existem dois métodos para estimar o desvio inteiro. São métodos semelhantes: o
primeiro funciona no domínio do tempo, o segundo no domínio da frequência.
4.7.1 Método da Correlação no Tempo
O método da correlação no tempo é um modo eficaz, porém custoso de se implementar, que utiliza
um banco de correlatores para detectar o desvio inteiro. Cada correlator armazena a forma de onda
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Figura 4.12: Diagrama de blocos do algoritmo de Morelli Estendido: estimativa temporal.
do preâmbulo distorcido por um desvio inteiro diferente. Deste modo, o correlator com maior energia
de saída indica qual é o desvio inteiro mais provável. Este esquema está ilustrado na Figura 4.14. O
sinal de entrada do circuito, r(n), já deve estar com o desvio fracionário corrigido.
Um ponto negativo deste método é sua complexidade de implementação. Por exemplo, para de-
tectar desvios de±8 portadoras, podem ser necessários desde 9 até 17 correlatores. Se cada correlator
armazenar uma forma de onda com 64 amostras, então seriam necessárias 64 × 17 = 1088 multipli-
cações complexas por período de amostragem.
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Figura 4.14: Diagrama de blocos do método da correlação no tempo.
4.7.2 Método da Correlação em Frequência
Este método foi proposto por Schmidl [27], e sua implementação é mais simples que o método
anterior. Define-se a seguinte correlação entre o último símbolo OFDM recebido Yi−1 e o símbolo
recebido no momento atual Yi:
Φ(g) =
J−1∑
i=0
Yi(αi + g)Y
∗
i−1(αi + g), (4.60)
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onde αi são os índices das portadoras em que os pilotos deveriam estar localizados. No total, são J
pilotos, e g é um offset em torno dos índices αi. O offset g que maximiza a função Φ(g) é considerado
como o desvio inteiro mais provável:
gˆ = arg max {Φ(g)} , (4.61)
onde g ∈ G. O conjunto G é o conjunto de possíveis valores de desvio inteiro de frequência. A
definição deste conjunto depende do método de correção de frequência fracionária utilizado, portanto
mais à frente será analisado como definir esse conjunto de maneira precisa, na seção 4.9.
Se o canal mantiver forte correlação por no mínimo dois símbolos OFDM, então este algoritmo
terá um ótimo desempenho, mesmo sob canais com seletividade em frequência [46].
4.7.3 Método do Correlator PN
Este método utiliza apenas um símbolo OFDM para estimar o offset de frequência inteiro. Os
pilotos devem possuir uma codificação PN (pseudo-noise) diferencial (portanto não adere à norma
802.16). Definindo um código PN {cm} de tamanho M , os símbolos transmitidos nas portadoras-
piloto Pαi são codificados do seguinte modo:
Pαi+1 = c[i]MPαi , i = 0, 1, · · · , J − 2, (4.62)
sendo que [·]M indica operação módulo M. A métrica do algoritmo é a seguinte [47]:
ΦPN(g) =
J−2∑
i=0
Yi(αi + g)c[i]MY
∗
i (αi+1 + g), (4.63)
e calcula-se a estimativa através da maximização da função anterior:
gˆ = arg max {ΦPN(g)} . (4.64)
Pelo fato de este algoritmo utilizar apenas um símbolo OFDM para a estimativa, ele resiste mais
a canais com fading rápido que o algoritmo anterior. Porém, neste algoritmo considera-se que o canal
não possui seletividade em frequência [47]: caso a resposta do canal não seja plana, é bem provável
que o desempenho se torne péssimo [46].
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4.8 Estimativa de erros residuais
Após a correção do CFO fracionário e inteiro, ainda podem ocorrer pequenos erros residuais, tanto
na estimativa temporal quanto na estimativa do CFO. O método descrito em [1] pode ser utilizado para
estimar esses erros residuais.
Definindo a diferença de fase entre dois símbolos OFDM consecutivos, nas portadoras-piloto de
índice αi, temos:
ϕi = 6
[
Yi(αi + gˆ)Y
∗
i−1(αi + gˆ)
]
(4.65)
Os erros residuais podem ser estimados, no domínio da frequência, pelas equações:
υˆr =
1
2pi
(
N + L
L
)
1
J
{
J−1∑
i=0
ϕi
}
, (4.66)
θˆr =
1
2pi
(
N + L
L
)
1∑J−1
i=0 αi
{
J−1∑
i=0
ϕiαi
}
, (4.67)
A estimativa υˆr na Equação (4.66) atinge uma faixa de [−0.5, 0.5]. Quanto menor o desvio resid-
ual, menor será a variância da estimativa υˆr, uma vez que menos interferência interportadora será
gerada.
4.8.1 Compensação fina de frequência através de controlador P ou PI
Uma vez feita a estimativa de frequência residual, a correção pode ser realizada no domínio do
tempo ou até mesmo no domínio da frequência, como proposto por Marco Luise [6].
A realimentação no domínio do tempo pode ser realizada através de um controlador Proporcional-
Integral [4][5][30]. Receptores OFDM possuem um grande atraso devido à FFT, portanto a escolha
dos ganhos deve ser cuidadosa para que o sistema não fique instável ou excessivamente lento. Em
1995, Bergmans [31] analisou as regiões de estabilidade de PLL digitais com grande atraso na reali-
mentação. Essa análise caiu como uma luva para a correção fina de frequência em receptores OFDM.
Na Figura 4.15 está representado um modelo de um PLL digital de primeira ordem. A frequência
inicial υres é o erro residual da estimativa inicial realizada no domínio do tempo. A variável υc é o
sinal de controle do PLL e a variável υe é o sinal de erro, portanto υe = υres − υc. Deseja-se que
υres−υc → 0 no regime estacionário. Para simplificação do modelo, foi considerado que a estimativa
do sinal de erro υˆe é perfeita (υˆe = υe) e demora até M símbolos OFDM para ser calculada.
Ao calcular os pólos da malha na Figura 4.15, Bergmans [31] chegou na seguinte condição para
que os pólos se localizem dentro do círculo unitário do plano Z (ou seja, para que a malha fique
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Figura 4.15: Modelo da um PLL de primeira ordem para correção fina de CFO.
estável):
0 ≤ Kp ≤ 2sen
(
pi
4M + 2
)
. (4.68)
Para malhas onde o atraso M é muito grande, pode-se fazer a aproximação Kp ≈ pi/(2M + 1).
Em seguida, Bergmans [31] analisou as regiões de estabilidade de um PLL digital de segunda ordem,
modelado na Figura 4.16. Para fatores de amortecimento na faixa ∈ [0, 5; 1, 3] e atraso M ≥ 1, a
região de estabilidade para o ganho proporcional fica na faixa:
√
Ki ≤ Kp ≤ 2, 6
√
Ki (4.69)
e para o ganho integral na faixa:
Ki <
1
(2M + 1)2
. (4.70)
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Figura 4.16: Modelo da um PLL de segunda ordem para correção fina de CFO.
É bom lembrar que, nestes modelos, o termo “amostra” se refere à duração de um símbolo OFDM,
uma vez que a estimativa υˆe é calculada após cada símbolo OFDM. Outro ponto importante é que em
sistemas OFDM fisicamente realizáveis, o atraso M sempre é maior ou igual dois, uma vez que
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o dispositivo FFT precisa do tempo referente a um símbolo OFDM para capturar as amostras que
chegam serialmente na sua entrada, e então de mais um símbolo OFDM para reordenar as amostras
de saída. Considerando que no melhor caso os cálculos são feitos instantaneamente, então M ≥ 2.
Nas Figuras 4.17 e 4.18 são apresentadas simulações das malhas de primeira e segunda ordem
descritas nesta seção. As configurações de cada malha estão resumidas na Tabela 4.6.
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Figura 4.17: Sinais de controle para um PLL digital de primeira e de segunda ordem.
PLL 1a ordem PLL 2a ordem
Kp 0,0712 0,1857
Ki n/a 0,0051
M 5 5
υres 0,01 0,01
Tabela 4.6: Configurações das malhas simuladas.
4.9 Integração entre os métodos
Nesta seção serão mostrados alguns exemplos de integração entre os métodos apresentados até
agora. Um sistema com desvio máximo de ±10 portadoras é considerado.
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Figura 4.18: Sinais de erro para um PLL digital de primeira e de segunda ordem.
4.9.1 Exemplo 1
Considera-se que serão utilizados os algoritmos de Schmidl para correção de frequência fra-
cionária, o algoritmo de Correlação na frequência para correção da frequência inteira, e também
uma estimativa de erro residual. O algoritmo de Schmidl atinge uma faixa de frequência normalizada
de [−1, 1]. Caso ocorram desvios de frequência maiores que essa faixa, o algoritmo ainda detecta
a parte fracionária. Por exemplo, se o desvio é de 1.4 portadoras, o algoritmo de Schmidl detectará
um desvio de −0.6. A correção será efetuada de modo que o sinal tenha um offset inteiro de duas
portadoras. Algo parecido ocorrerá se o desvio inicial é de −2.1 portadoras. O algoritmo de Schmidl
detectará um offset de −0.1 portadoras, e a correção será realizada para um desvio inteiro de −2.
Nota-se então, que para um dado offset υ, os valores inteiros possíveis serão pertencentes ao conjunto
G = {−10,−8,−6,−4,−2, 0, 2, 4, 6, 8, 10}.
Na Figura 4.19 encontra-se um esquema do que está sendo explicado. Caso o desvio inicial esteja
na faixa [−5,−3], o desvio fracionário é capaz de corrigir a frequência para um valor inteiro de −4.
Se o desvio inicial estiver na faixa [−1, 1], então corrige-se para 0, se estiver na faixa [1, 3], então
corrige-se para 2.
Após a correção do offset fracionário, então pode-se detectar e corrigir o desvio inteiro, utilizando
um método como a Correlação na Frequência [27] - Equação (4.61).
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Figura 4.19: Esquema de desvios inteiros possíveis para um método com correção fracionária na
faixa de [−1, 1].
4.9.2 Exemplo 2
Neste exemplo, considera-se um sistema semelhante ao anterior, com apenas uma mudança: o al-
goritmo de Morelli é utilizado. Portanto uma faixa maior de aquisição, referente a [−2, 2] portadoras,
é alcançada. O ponto interessante dessa maior faixa de aquisição é que o conjunto de possíveis valores
de desvio inteiro é reduzido para G = {−8,−4, 0, 4, 8}. Portanto, quanto maior a faixa de aquisição
do desvio fracionário, a Equação (4.61) poderá ser resolvida com menor esforço computacional.
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Figura 4.20: Esquema de desvios inteiros possíveis para um método com correção fracionária na
faixa de [−2, 2].
Capítulo 5
Análise Comparativa de Desempenho
Foram simulados algoritmos clássicos da área, os quais funcionam com os preâmbulos definidos
no padrão 802.16. Um ponto interessante de notar é que existem algoritmos mais novos e precisos
para sincronização, porém utilizam preâmbulos completamente diferentes dos definidos no padrão
WiMAX, portanto não podem ser utilizados.
A idéia deste trabalho é a pesquisa da melhor solução de sincronização existente na literatura,
sempre utilizando os preâmbulos WiMAX. Como o padrão foi definido no fim dos anos 90, muitos
avanços ocorreram daquela época para os dias atuais, porém tais avanços foram alcançados basica-
mente através da proposta de novos preâmbulos.
Considerando os preâmbulos como uma característica fixa do sistema, quatro algoritmos que po-
dem ser utilizados se destacam na literatura: algoritmo de Schmidl e Cox [27], Van-de-Beek [25],
Morelli [28] e Tufvesson/Puska [29][39]. Neste trabalho propõe-se uma extensão ao algoritmo de
Morelli [28], batizado de algoritmo de Morelli Estendido (E-Morelli).
Neste capítulo serão apresentadas simulações e comparações de desempenho dos algoritmos cita-
dos anteriormente, sob diversos tipos de canais, com ou sem linha de visada.
5.1 Comparação da complexidade dos algoritmos
Na Figura 5.1 encontram-se gráficos comparando a complexidade dos algoritmos. Foram colo-
cadas três configurações de prefixo cíclico, presentes na norma [40]: 1/32, 1/16 e 1/8. Os algoritmos
possuem complexidade linear, sendo o de Morelli aquele que precisa de mais cálculos, e o algoritmo
de Van-de-Beek aquele que requer menos operações.
O algoritmo de Van-de-Beek foi projetado para detecção de símbolos OFDM em geral, e não
é capaz de diferenciar um símbolo de dados de um preâmbulo. Tal algoritmo seria interessante em
sistemas com transmissão em rajada, sem utilização de preâmbulo, tal como o padrão DVB-T. Porém,
56
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Figura 5.1: Comparação da quantidade de somas, multiplicações e operações tan−1(·) dos algoritmos.
se combinado com um método para detecção de preâmbulo, este algoritmo pode ser utilizado na
tecnologia WiMAX. Por outro lado, a baixa complexidade pode ser comprometida dependendo do
algoritmo detector. Portanto, para o caso particular da tecnologia WiMAX, este algoritmo sozinho
não é uma boa alternativa.
Os métodos de Morelli e de Schmidl foram criados para preâmbulos que posteriormente foram
introduzidos na tecnologia WiMAX. O algoritmo de Morelli alcança uma maior faixa de aquisição
do offset de frequência, ao custo de maior complexidade, quando comparado com o algoritmo de
Schmidl.
Por fim, o algoritmo de Tufvesson/Puska (filtro casado) possui complexidade próxima à comple-
xidade do algoritmo de Schmidl e é capaz de detectar frequências mais altas, na mesma faixa que o
algoritmo de Morelli.
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5.2 Canais Utilizados
5.2.1 Canal AWGN
O canal AWGN possui uma densidade espectral constante em todas as frequências, e as amostras
temporais w(nT ) são distribuídas seguindo uma densidade Gaussiana com média zero e variância
unitária. As amostras sintetizadas pelo gerador de ruído normalizado são então multiplicadas por um
fator que depende da SNR escolhida e potência média do sinal de entrada, como ilustrado na Figura
5.2.
+)(nTs
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Figura 5.2: Simulação utilizada para o canal AWGN.
O fator multiplicativo escala a potência do ruído a ser adicionado, de modo que a SNR seja
mantida no patamar configurado, como indicado na seguinte equação:
var{r(nT )} = var{s(nT )}+ var{z(nT )} = σ2s +
σ2s
SNR
σ2w = σ
2
s + σ
2
z (5.1)
5.2.2 Canal ISI estático
Foi escolhido um filtro passa-baixa do tipo FIR de ordem 10. A resposta em frequência do filtro
em questão está ilustrada na Figura 5.3, e os coeficientes do filtro estão no Apêndice, na Tabela A.2.
Foi escolhido um filtro passa-baixa pois muitas linhas de transmissão apresentam essa característica.
5.2.3 Canal Rice
O canal utilizado é descrito no documento “ARIB TR-T12 Deployment Aspects” do 3GPP [48].
Este é um canal com linha de visada, portanto existe uma porção do sinal chegando diretamente no
receptor, e outra porção que chega após reflexões em obstáculos. O modelo de simulação utilizado
encontra-se no livro [49]. As características desse canal estão descritas na Tabela 5.1.
5.2 Canais Utilizados 59
0 0.1 0.2 0.3 0.4 0.5
10−6
10−5
10−4
10−3
10−2
Frequência Normalizada
dB
Figura 5.3: Resposta em frequência do canal utilizado.
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Figura 5.4: Modelo de simulação para o canal Rice.
Variável Valor utilizado
K 16,109
fd 100 Hz
Tabela 5.1: Canal Rice - Áreas Rurais
Usando uma resolução de 0, 5µs, a potência do sinal em visada está na ordem de−0, 25906dB e a
potência do sinal difuso na ordem de−12, 3276dB. Foi calculado o fator de potência K = 16, 10087.
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Ou seja, a potência do sinal em visada direta é aproximadamente 16 vezes maior que a potência do
sinal difuso. Foi escolhido um espalhamento Doppler fd = 100 Hz, referente a uma velocidade
relativa de aproximadamente 154 km/h entre transmissor e receptor, considerando uma portadora de
700 MHz.
Neste canal, também foi adicionado ruído branco para obter variação de SNR na saída.
5.2.4 Canal Rayleigh
O canal utilizado é descrito em [48]; trata-se de um canal de rádio sem linha de visada, comum
em ambientes urbanos. Na Tabela 5.2, encontra-se o perfil de potência do canal. As variáveis gi são
variáveis gaussianas complexas onde cada potência média está descrita na Tabela 5.2. Na Figura 5.5
encontra-se uma ilustração do modelo de canal utilizado.
Tap Atraso (µs) Potência Média Normalizada (dB)
g0 0 -3,536614098
g1 0,5 -4,442807891
g2 1 -11,60200862
g3 1,5 -10,2797023
g4 2 -14,70552776
Tabela 5.2: Canal Rayleigh - Áreas Urbanas
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Figura 5.5: Modelo utilizado para o canal Rayleigh.
O tempo de coerência deste canal, considerando um espalhamento Doppler fd = 100 Hz e Tc =
1/(2fd), é de 5 ms. Portanto o canal pode ser considerado aproximadamente estacionário numa janela
de 5ms. Nas simulações deste trabalho, o período de um símbolo OFDM é de 136µs, então esta janela
suporta aproximadamente 36 símbolos OFDM.
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Ruído branco gaussiano também é adicionado, sendo que a potência do ruído é calculada de
acordo com a potência média da saída do canal. Deste modo, quando ocorre fading, a SNR instantânea
diminui bastante, uma vez que a potência do ruído continua constante.
5.3 Estimativa temporal dos algoritmos
5.3.1 Histogramas
Foram gerados dois histogramas, após 10,000 realizações em um canal AWGN. Os algoritmos
comparados são o de Schmidl [27], Morelli Estendido e Tufvesson [29].
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Figura 5.6: Histograma da estimativa temporal para SNR = 0 dB e L = 16.
Na Figura 5.6, pode-se avaliar que apesar da baixa SNR, o algoritmo de Morelli Estendido foi
capaz de sincronizar, em um pouco mais de 98% das realizações, ou seja P (−L ≤ ∆θ ≤ 0) ≈ 98%.
Os pontos fora do prefixo cíclico corresponderam a aproximadamente 1.2% das tentativas, portanto
pode-se avaliar que a probabilidade de não-detecção foi de 1.2%.
No histograma do algoritmo de Schmidl e Cox (Figura 5.6), por volta de 36.8% das estimativas
ficaram localizadas fora do prefixo cíclico. Portanto estima-se que a probabilidade de não-detecção
foi de 36.8%.
A estimativa temporal do algoritmo de Tufvesson foi a que obteve melhor desempenho, com 100%
das realizações dentro do prefixo cíclico.
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Figura 5.7: Histograma da estimativa temporal para SNR = 10 dB e L = 16.
Na Figura 5.7, praticamente 100% das estimativas do algoritmo de Morelli Estendido e de Tufves-
son cairam ou dentro do prefixo cíclico (∆θ ∈ [−L,−1]]), ou no ponto de sincronização perfeita
∆θ = 0. O algoritmo de Schmidl acertou praticamente 98% das realizações de sincronização.
5.3.2 Características Estatísticas
Foram calculadas características estatísticas dos estimadores temporais, como erro médio e vari-
ância do estimador, através de simulações computacionais.
O erro médio da estimativa θˆ com relação ao atraso real θ pode ser definido por:
E {∆θ} = E
{
θ − θˆ
}
. (5.2)
e a variância da estimativa pode ser definida por:
Var {∆θ} = E
{
(∆θ − E {∆θ})2
}
. (5.3)
Essas características estatísticas foram calculadas através de simulações computacionais. Primeira-
mente, define-se um vetor de estimativas:
θ¯ = [θˆ0 θˆ1 · · · θˆC−1], (5.4)
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e o vetor do erro das estimativas:
∆θ = θ − θ¯, (5.5)
onde C é o número de realizações.
O erro médio da estimativa temporal, para cada SNR em particular, foi estimado por:
µ∆θ =
1
C
C−1∑
i=0
∆θi, (5.6)
quando C → ∞, µ∆θ → E {∆θ}. O estimador de média utilizado também é de mínima variância
(MVU) [50].
O cálculo da variância da estimativa temporal foi estimada por:
Var
{
∆θ
}
=
1
C − 1
C−1∑
i=0
(∆θi − µ∆θ)2. (5.7)
5.3.3 Média e Variância dos Estimadores Temporais
Na Figura 5.8, encontra-se uma simulação com a finalidade de comparar a média da estimativa
dos algoritmos de Morelli Estendido e Schmidl. Como esperado, nota-se que o algoritmo de Schmidl
é polarizado por volta da metade do prefixo cíclico, que continha 16 amostras nesta simulação.
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Figura 5.8: Média da estimativa temporal em canal AWGN.
Na Figura 5.9 estão plotados os resultados de uma simulação com os algoritmos em questão,
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indicando a variância de seus estimadores temporais em diferentes níveis de SNR. Pode-se notar que
rapidamente a variância do estimador de Morelli Estendido e de Tufvesson tendem a zero, enquanto
a variância de Schmidl parece atingir um patamar mínimo, entre 37 e 38.
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Figura 5.9: Variância da estimativa temporal em canal AWGN.
No apêndice desta dissertação, encontram-se organizados os resultados que geraram os gráficos
apresentados.
5.4 Estimativa do desvio de frequência
5.4.1 Histogramas
Foram gerados dois histogramas das estimativas de frequência, em pontos de operação com SNR’s
distintas: 0 dB e 10 dB. Foi utilizado um canal AWGN e cada histograma foi gerado após 10,000
realizações dos algoritmos testados: Schmidl [27], Morelli Estendido [7] e Tufvesson [29].
Na Figura 5.10, pode-se avaliar que as estimativas de ambos os algoritmos são similares, sendo
que o algoritmo Morelli Estendido possui uma menor variância em torno da média de υ = 0, 5.
Aproximadamente 1, 9% das estimativas do algoritmo de Morelli Estendido, 6, 7% no de Schmidl e
13, 2% no de Tufvesson caíram numa faixa de erro maior que 0, 05. Como visto no Capítulo 3, erros
de 0, 05 degradam a SNR por volta de 1 dB, ou seja, para esse caso analisado, invariavelmente o
estimador de frequência não funcionaria bem o suficiente, deixando a comunicação operar sob uma
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Figura 5.10: Histograma da estimativa de frequência para SNR = 0 dB e υ = 0.5.
SNR no mínimo 1 dB inferior.
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Figura 5.11: Histograma da estimativa de frequência para SNR = 10 dB e υ = 0.5.
Já na Figura 5.11, pode-se ver uma melhora substancial na estimativa de frequência dos algo-
ritmos. Pode-se notar também que as estimativas ficam mais semelhantes quando a SNR aumenta.
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Porém, vale lembrar que a estimativa de Morelli sempre possui variância ligeiramente menor que a
de Schmidl e Cox [28].
5.4.2 Características Estatísticas
Definindo os seguintes vetores:
υ¯ = [υˆ0 υˆ1 · · · υˆC−1], (5.8)
e
∆υ = υ¯ − υ, (5.9)
o estimador de variância utilizado é exprimido pela equação:
Var {υ¯} = 1
C − 1
C−1∑
i=0
(υˆi − µυ¯)2 , (5.10)
onde
µυ¯ =
1
C
C−1∑
i=0
υˆi. (5.11)
Novamente, os estimadores de média utilizados são estimadores não-polarizados de mínima vari-
ância. O estimador de variância utilizado é um estimador clássico, bastante utilizado, especialmente
em casos que o valor C é pequeno e as amostras seguem uma distribuição normal.
5.4.3 Variância dos Estimadores de Frequência
Na Figura 5.12 encontra-se a variância das estimativas de frequência dos algoritmos sob canal
AWGN. Pode-se notar que o estimador de Morelli Estendido possui a variância um pouco menor que
os outros algoritmos, e que a variância do algoritmo de Schmidl e de Tufvesson são bem próximas.
Nas Figuras 5.13, 5.14 e 5.15 são apresentadas as estimativas de frequência υˆ dos algoritmos sob
diferentes tipos de canais. Pode-se notar que a estimativa é praticamente insensível a canais estáticos
ou praticamente estáticos (como o canal Rice). Moose [24] já havia descrito em seu trabalho que esse
comportamento ocorreria com seu estimador de máxima verossimilhança. Porém, sob canais vari-
antes, como o Rayleigh, as estimativas tendem a alcançar uma variância mínima (aproximadamente
2.10−5), mesmo sob altas SNRs.
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Figura 5.12: Variância das estimativas de frequência υˆ em canal AWGN.
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Figura 5.13: Variância das estimativas de frequência υˆ em canal ISI Estático.
5.5 Probabilidade de Detecção
Uma métrica importante em algoritmos de sincronização é o cálculo da probabilidade de detecção
Pd. Esta métrica está intimamente ligada às outras métricas apresentadas até agora, como variância e
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Figura 5.14: Variância das estimativas de frequência υˆ em canal Rice.
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Figura 5.15: Variância das estimativas de frequência υˆ em canal Rayleigh.
média do estimador temporal. Basicamente, a probabilidade de detecção informa com que frequência
um sinal é detectado pelo algoritmo para uma SNR fixa. De modo mais formal, pode-se definir:
Pd = P {−L ≤ ∆θ ≤ 0} . (5.12)
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Como ∆θ é uma variável aleatória discreta, pode-se escrever:
P {−L ≤ ∆θ ≤ 0} =
0∑
i=−L
P {∆θ = i} . (5.13)
Os termos P {∆θ = i} podem ser estimados por histogramas como os apresentados neste capítulo, e
assim tem-se uma estimativa bem próxima de Pd.
A variável aleatória ∆θ depende do algoritmo utilizado, bem como das características do canal
entre receptor e transmissor. Alguns algoritmos geram um ∆θ com maior variância que outros, en-
quanto alguns canais também aumentam a variância de ∆θ. Nas próximas seções são analisados
quatro canais para estudo: AWGN, ISI, Rice e Rayleigh.
5.5.1 Detecção em Canal AWGN
Na Figura 5.16, tem-se as estimativas de probabilidade de detecção dos algoritmos analisados,
numa faixa de SNR entre -20dB a 30dB. Nota-se que o algoritmo que apresentou melhor desempenho
foi o de Tufvesson, seguido do algoritmo de Morelli Estendido e então por último Schmidl e Cox.
A métrica Pd apenas indica a probabilidade de o sinal de preâmbulo ser detectado pelo algoritmo,
e não assegura que as estimativas de frequências sejam boas o suficiente para uma comunicação
confiável. De fato, apesar dos algoritmos serem capazes de detectar preâmbulos sob SNR’s negativas,
poucos sistemas de comunicação operam sob tanta interferência.
5.5.2 Detecção em Canal ISI Estático
As simulações foram feitas utilizando 16 amostras de prefixo cíclico, portanto 10 amostras do
prefixo são distorcidas pelo símbolo anterior, enquanto 6 amostras continuam livres de interferência
intersimbólica (ISI). Os resultados são apresentados na Figura 5.17.
Neste tipo de canal, as frequências altas sofrem uma maior distorção devido ao ruído branco. Isso
causa uma queda de desempenho, pois as frequências altas do preâmbulo recebido sofrerão maior
degradação, interferindo no cálculo das correlações dos algoritmos de Morelli Estendido e Schmidl.
O algoritmo de Tufvesson também sofreu uma degradação: alcançou probabilidade de detecção de
100% em 5dB de SNR, enquanto que no canal AWGN puro havia atingido essa marca em -5dB. Isso
é esperado, pois devido ao espalhamento temporal causado pelo canal ISI, o sinal o qual o algoritmo
de Tufvesson está casado (no caso, preâmbulo PODD) foi distorcido.
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Figura 5.16: Probabilidade de detecção em canal AWGN.
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Figura 5.17: Probabilidade de detecção em um canal ISI estático.
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5.5.3 Detecção em Canal Rice (Áreas Rurais)
Na Figura 5.18, pode-se ver as curvas de probabilidade de detecção. Nota-se que tais curvas são
semelhantes às curvas do canal AWGN puro; isso acontece pois canais Rice com fator K alto tendem
a se comportar como um canal AWGN. O canal deste trabalho possui uma taxa K ≈ 16 ≈ 12dB,
portanto tende a se comportar como um canal AWGN.
−20 −10 0 10 20 30
0
0.2
0.4
0.6
0.8
1
SNR
Pr
ob
ab
ilid
ad
e
Probabilidade de Detecção − Canal Rice
Morelli Est.
Schmidl
Tufvesson
Figura 5.18: Probabilidade de detecção em um canal Rice.
5.5.4 Detecção em Canal Rayleigh (Áreas Urbanas)
Na Figura 5.19, encontram-se as curvas de probabilidade de detecção dos algoritmos. Um detalhe
interessante é o comportamento do algoritmo de Schmidl e Cox: a probabilidade de detecção atingiu
um platô, onde mesmo com o aumento da SNR, não foi possível aumentar a probabilidade de de-
tecção. Esse fenômeno ocorreu devido ao canal Rayleigh, que gera alguns momentos de fading, onde
a SNR instantânea cai drasticamente. Portanto, mesmo com o aumento de SNR, em algumas das
realizações, ocorrem momentos de baixa SNR instantânea, o que reflete bastante no comportamento
final da detecção.
O algoritmo de Morelli Estendido, por utilizar correlações de diferentes tamanhos para a estima-
tiva temporal, atinge maior robustez que o algoritmo de Schmidl. As quedas de potência recebida
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(fading) não geraram um platô de detecção, como ocorrido no algoritmo de Schmidl, apesar de terem
deteriorado o desempenho geral.
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Figura 5.19: Probabilidade de detecção em um canal Rayleigh.
É claro que os resultados aqui expostos dependem muito das configurações do canal Rayleigh,
porém especificamente para o tipo de canal analisado, o algoritmo de Morelli Estendido é melhor que
o de Schmidl e Cox, e o algoritmo de Tufvesson atingiu a detecção mais frequente.
Capítulo 6
Conclusão
Neste trabalho, foram analisados vários algoritmos de sincronização para sistemas de comuni-
cação OFDM. Dentre os algoritmos discutidos, foi dada uma especial ênfase àqueles que poderiam
ser utilizados em sistemas WiMAX. Apesar de existirem inúmeros métodos de sincronização para
OFDM, apenas um pequeno subconjunto deles pode ser utilizado em sistemas WiMAX, portanto
uma comparação de complexidade, variância dos estimadores e probabilidade de detecção foi feita
entre esses algoritmos.
6.1 Desempenho dos algoritmos
Quanto ao desempenho, pode-se concluir que nenhum algoritmo é absolutamente o melhor: o
método de Tufvesson é melhor na estimativa temporal, enquanto o método de Morelli é melhor na
estimativa de offset frequência. De fato, sendo mais preciso, essa comparação depende da SNR. Sob
altas SNR’s, a estimativa temporal de todos os algoritmos tende a 100% de detecção (exceto no caso
do canal Rayleigh simulado, onde a estimativa de Schmidl atingiu aproximadamente 85%). Quando
a SNR é baixa (inferior a 0dB), o método de Tufvesson possui um desempenho superior aos outros.
As estimativa do offset de frequência de diferentes algoritmos podem ser comparadas através do
limitante inferior de Cramer-Rao (CRB). Para os algoritmos apresentados, se for utilizado o mesmo
preâmbulo (PEVEN/PODD), as estimativas possuem o mesmo CRB [28]. Nas simulações realizadas,
o algoritmo de Morelli atingiu uma variância menor, pois nele foi utilizado o preâmbulo P4x64.
O algoritmo de Schmidl funciona sob os preâmbulos PEVEN/PODD, portanto já era esperada uma
variância um pouco maior.
Outro resultado interessante obtido nesta dissertação é que as estimativas de frequência tendem a
um mínimo quando simuladas sob o canal Rayleigh utilizado (Figura 5.15), em vez de tenderem para
menos infinito. Nos outros canais testados, o comportamento é similar, uma vez que tais algoritmos
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são imunes a canais estáticos ou praticamente estáticos (como o canal Rice utilizado).
6.2 Características dos Algoritmos
Como foi analisado neste trabalho, existem muitos algoritmos de sincronização na literatura. Al-
guns apenas estimam o atraso temporal, enquanto outros estimam apenas o offset de frequência; já
outros algoritmos fazem a estimativa conjunta de ambos parâmetros. Alguns algoritmos utilizam
preâmbulos semelhantes, enquanto outros utilizam diferentes preâmbulos. Na Tabela 6.1 encontra-se
um resumo das características dos algoritmos estudados neste trabalho. Na coluna “Utiliza Preâm-
bulo”, é informado se o algoritmo utiliza ou não utiliza preâmbulo. Na coluna “Tipo”, é indicado se
o preâmbulo é aderente à norma ( ∈ 802.16 ) ou não-aderente à norma (/∈ 802.16). Caso o algoritmo
não utilize preâmbulo, é indicada qual característica do sinal é utilizada em lugar do preâmbulo.
Tabela 6.1: Resumo das características dos algoritmos estudados
Algoritmo Estimativa Estimativa Faixa Utiliza Tipo
Temporal CFO Preâmbulo?
Chevilat MMSE n/a n/a não Prefixo cíclico
Moose n/a ML [−0.5, 0.5] sim /∈ 802.16
Van-de-Beek ML ML [−0.5, 0.5] não Prefixo cíclico
Schmidl Normalizada ML [−1, 1] sim ∈ 802.16
Tufvesson Filtro Casado ML [−1, 1] sim Qualquer
Morelli n/a BLUE [−G/2, G/2] sim ∈ 802.16
Minn Normalizada n/a n/a sim /∈ 802.16
Park Normalizada n/a n/a sim /∈ 802.16
Zhang Normalizada ML W/2 sim /∈ 802.16
Seung Normalizada n/a n/a sim /∈ 802.16
Laourine n/a BLUE [−N/2p,N/2p] sim /∈ 802.16
E-Morelli ML BLUE [−G/2, G/2] sim ∈ 802.16
Liu LLS LLS [−0.5, 0.5] não Símbolos-Piloto
Tsai WLS WLS [−0.5, 0.5] não Símbolos-Piloto
Os algoritmos da Tabela 6.1 foram citados na revisão bibliográfica do Capítulo 4. Alguns desses
algoritmos foram analisados com maior profundidade no mesmo capítulo, pelo fato de serem aderen-
tes à norma IEEE 802.16. Na Tabela 6.2, encontra-se uma comparação entre várias características
desses algoritmos. Essas características foram estudadas em profundidade no Capítulo 5.
É bom lembrar que, através dos resultados no Capítulo 5, apesar de o algoritmo E-Morelli (Morelli
Estendido) possuir uma probabilidade de detecção um pouco inferior ao do algoritmo de Tufvesson,
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Tabela 6.2: Resumo das características dos algoritmos aderentes à norma 802.16
Algoritmo Faixa de Detecção Complexidade
do CFO
Schmidl [−1, 1] Baixa
Tufvesson [−1, 1] Baixa
Morelli [−G/2, G/2] Média
E-Morelli [−G/2, G/2] Alta
sob SNR suficientemente alta (para os canais analisados neste trabalho, SNR acima de 5dB), o algo-
ritmo E-Morelli tem melhor desempenho, uma vez que atinge maior faixa de detecção do offset de
frequência.
Haja vista o exposto, conclui-se que todos os algoritmos possuem pontos positivos e a escolha
entre um ou outro depende de vários fatores de projeto. Como por exemplo, se um fator determinante
é baixa complexidade, então o algoritmo de Tufvesson ou Schmidl seriam mais interessantes para
utilização. Se o fator determinante é desempenho máximo, então Tufvesson ou E-Morelli poderiam
ser utilizados. Outro fator que deve ser pensado é a SNR que se espera encontrar no sistema de
comunicação sendo implementado. Se o sistema operar em SNR muito baixa, inferior a 0 dB por
exemplo, então uma alternativa mais robusta seria utilizar o detector por filtro casado de Tufvesson.
Sob SNR moderadas a altas, acima de 10dB por exemplo, a melhor alternativa, dentre as avaliadas
neste trabalho, seria utilizar o algoritmo E-Morelli.
6.3 Trabalhos Futuros
Neste trabalho, uma extensão do algoritmo de Morelli foi apresentada [7]. O algoritmo de Morelli
calcula apenas o offset de frequência do sinal recebido. Com essa extensão, é possível calcular uma
estimativa temporal ao mesmo tempo que o cálculo do offset de frequência ocorre. Para os canais tes-
tados, essa estimativa temporal atingiu desempenho próximo da detecção por filtro casado de Tufves-
son [29] .
Algumas sugestões para trabalhos futuros:
• Proposta de um novo método de estimativa temporal integrado com o algoritmo de Morelli;
• Proposta de novas métricas temporais para os preâmbulos PEVEN/PODD/P4x64;
• Proposta de novos estimadores de CFO para os preâmbulos PEVEN/PODD/P4x64;
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• Otimização das implementações dos diagramas de bloco dos algoritmos;
• Estudo analítico dos efeitos do canal Rayleigh/Rice nos algoritmos de sincronização;
• Estudo para encontrar o preâmbulo ótimo para sincronização OFDM;
• Estudo de estimadores de frequência sob canal Rayleigh;
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Apêndice A
Tabelas com resultados de simulações
Neste apêndice estão reunidas várias informações referentes aos capítulos da dissertação, princi-
palmente referentes ao Capítulo 5.
Algoritmo Somas Multiplicações tan(·)−1
Van-de-beek (L=N/32) 77 97 1
Van-de-beek (L=N/16) 157 193 1
Van-de-beek (L=N/8) 317 385 1
Tufvesson (P4x64) 1026 781 1
Schmidl-Cox 1024 1033 1
Morelli 3313 2564 4
Morelli Estendido (L=N/32) 6120 8174 4
Morelli Estendido (L=N/16) 6480 8654 4
Morelli Estendido (L=N/8) 7200 9614 4
Tabela A.1: Comparação da quantidade de operações aritméticas e trigonométricas dos algoritmos.
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Tabela A.2: Coeficientes do canal ISI passa-baixa.
Tap Amplitude
h[0] −0, 08724
h[1] 0, 037009
h[2] 0, 098455
h[3] 0, 175530
h[4] 0, 238790
h[5] 0, 263160
h[6] 0, 238790
h[7] 0, 175530
h[8] 0, 098455
h[9] 0, 037009
h[10] −0, 08724
Morelli Estendido
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -8.09 -8.00 -8.00 -8.00 -8.00 -8.00 -8.00
Var
{
∆θ
}
1.30E-8 3.06E-9 8.74E-10 2.64E-10 8.68E-11 2.95E-11 1.13E-11
Schmidl e Cox
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -9.03 -8.57 -8.19 -8.15 -8.13 -8.11 -8.10
Var
{
∆θ
}
6.16E+01 3.78E+01 3.74E+01 3.74E+01 3.74E+01 3.73E+01 3.74E+01
Tufvesson
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -8.17 -8.00 -8.00 -8.00 -8.00 -8.00 -8.00
Var
{
∆θ
}
1.11E+01 0 0 0 0 0 0
Tabela A.3: Resultados das simulações para o estimador temporal - Canal AWGN.
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Morelli Estendido
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -10.78 -8.11 -8.00 -7.95 -7.99 -8.00 -8.00
Var
{
∆θ
}
7.94E+01 2.59 6.94E-01 1.24E-01 1.48E-02 3.00E-04 0
Schmidl e Cox
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -3.84 -4.65 -4.40 -4.07 -5.17 -6.24 -7.89
Var
{
∆θ
}
1.07E+02 4.51E+01 2.91E+01 2.29E+01 2.05E+01 1.92E+01 1.47E+01
Tufvesson
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -6.51 -7.86 -7.99 -8.00 -8.00 -8.00 -8.00
Var
{
∆θ
}
2.68E+02 6.21 7.18E-03 0 0 0 0
Tabela A.4: Resultados das simulações para o estimador temporal - Canal ISI.
Morelli Estendido
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -8.02 -8.18 -8.13 -8.00 -8.00 -8.00 -8.00
Var
{
∆θ
}
2.26E+01 7.55E-01 1.52E-01 0 0 0 0
Schmidl e Cox
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -7.91 -8.43 -8.44 -8.24 -8.11 -8.06 -8.06
Var
{
∆θ
}
1.74E+02 4.31E+01 4.06E+01 3.89E+01 3.76E+01 3.71E+01 3.71E+01
Tufvesson
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -7.98 -8.0 -8.00 -8.00 -8.00 -8.00 -8.00
Var
{
∆θ
}
1.23 0 0 0 0 0 0
Tabela A.5: Resultados das simulações para o estimador temporal - Canal Rice.
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Morelli Estendido
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -4.88 -7.39 -7.09 -7.54 -7.14 -7.56 -7.56
Var
{
∆θ
}
1.02E+03 8.00 1.16 4.75E-01 8.73E-01 3.95E-01 3.93E-01
Schmidl e Cox
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -5.18 -7.84 -7.62 -7.56 -7.91 -8.16 -8.51
Var
{
∆θ
}
1.57E+03 9.16E+01 4.306E+01 3.92E+01 4.08E+01 4.25E+01 4.38E+01
Tufvesson
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
µ∆θ -7.38 -7.24 -7.26 -7.27 -7.27 -7.27 -7.26
Var
{
∆θ
}
4.01E+02 2.17E+01 8.00E-01 7.87E-01 7.95E-01 7.93E-01 7.98E-01
Tabela A.6: Resultados das simulações para o estimador temporal - Canal Rayleigh.
Morelli Estendido
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 8,45E-04 1,99E-04 5,66E-05 1,73E-05 5,40E-06 1,70E-06 5,38E-07
Schmidl e Cox
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 1,23E-03 2,84E-04 8,08E-05 2,47E-05 7,81E-06 2,46E-06 8,00E-07
Tufvesson
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 1,81E-03 3,31E-04 8,08E-05 2,32E-05 7,09E-06 2,22E-06 6,99E-07
Tabela A.7: Resultados das simulações para estimador de frequência - Canal AWGN.
Morelli Estendido
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 1,03E-03 2,20E-04 6,12E-05 1,84E-05 5,72E-06 1,80E-06 5,67E-07
Schmidl e Cox
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 1,34E-03 3,07E-04 8,55E-05 2,60E-05 8,11E-06 2,61E-06 8,46E-07
Tufvesson
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 2,46E-03 3,62E-04 8,38E-05 2,39E-05 7,27E-06 2,27E-06 7,14E-07
Tabela A.8: Resultados das simulações para estimador de frequência - Canal ISI.
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Morelli Estendido
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 1,11E-03 2,39E-04 6,77E-05 2,14E-05 7,46E-06 3,12E-06 1,76E-06
Schmidl e Cox
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 3,05E-03 3,46E-04 9,76E-05 3,14E-05 1,14E-05 5,23E-06 2,07E-06
Tufvesson
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 2,55E-03 4,35E-04 1,02E-04 2,95E-05 9,74E-06 3,81E-06 1,98E-06
Tabela A.9: Resultados das simulações para estimador de frequência - Canal Rice.
Morelli Estendido
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 4,69E-03 3,73E-04 1,10E-04 4,74E-05 3,14E-05 2,39E-05 2,22E-05
Schmidl e Cox
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 1,60E-02 1,32E-03 1,48E-04 5,77E-05 3,30E-05 2,58E-05 2,38E-05
Tufvesson
SNR 0dB 5dB 10dB 15dB 20dB 25dB 30dB
Var {υˆ} 1,34E-02 8,38E-04 1,72E-04 6,40E-05 3,75E-05 2,98E-05 2,74E-05
Tabela A.10: Resultados das simulações para estimador de frequência - Canal Rayleigh.
