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a b s t r a c t
For any positive integers m and n, let X1, X2, . . . , Xm∨n be independent random variables
with possibly nonidentical distributions. Let X1:n ≤ X2:n ≤ · · · ≤ Xn:n be order statistics of
random variables X1, X2, . . . , Xn, and let X1:m ≤ X2:m ≤ · · · ≤ Xm:m be order statistics of
random variables X1, X2, . . . , Xm. It is shown that (Xj:n, Xj+1:n, . . . , Xn:n) given Xi:m > y for
j− i ≥ max{n−m, 0}, and (X1:n, X2:n, . . . , Xj:n) given Xi:m ≤ y for j− i ≤ min{n−m, 0} are
all increasing in y with respect to the usual multivariate stochastic order. We thus extend
the main results in Dubhashi and Häggström (2008) [1] and Hu and Chen (2008) [2].
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For any positive integers m and n, let X1, X2, . . . , Xm∨n be independent random variables with possibly nonidentical
distributions. Let X1:n ≤ X2:n ≤ · · · ≤ Xn:n be order statistics of random variables X1, X2, . . . , Xn, and let X1:m ≤ X2:m ≤
· · · ≤ Xm:m be order statistics of random variables X1, X2, . . . , Xm. Hu and Chen [2] proved, among other things, that
(1) If j− i ≥ max{n−m, 0}, then
P
[
Xj:n > x1, Xj+1:n > x2, . . . , Xn:n > xn−j+1|Xi:m > y
]
is increasing in y for all (x1, . . . , xn−j+1) ∈ <n−j+1.
(2) If j− i ≤ min{n−m, 0}, then
P
[
X1:n ≤ x1, X2:n ≤ x2, . . . , Xj:n ≤ xj|Xi:m ≤ y
]
is decreasing in y for all (x1, . . . , xj) ∈ <j.
The special case of this result with n = m is due to [3].
Recall that a random vector X = (X1, . . . , Xn) is said to be smaller than another random vector Y = (Y1, . . . , Yn) in the
usual multivariate stochastic order, denoted by X≤st Y, if E[φ(X)] ≤ E[φ(Y)] holds for all increasing functions φ for which
the expectations exist (see [4], Sect. 6.B). Here, the term ‘increasing’ means ‘non-decreasing’. Also, we denote by [X|A] any
random vector/variable whose distribution is the conditional distribution of X given event A.
Dubhashi andHäggström [1] answered the open problemposed byHu andXie [3], that is, both [(Xi:n, Xi+1:n, . . . , Xn:n)|Xi:n
> y] and [(X1:n, X2:n, . . . , Xi:n)|Xi:n ≤ y] are increasing in y with respect to the usual multivariate stochastic order for
1 ≤ i ≤ n. The purpose of this paper is to extend this result to the more general case, generalizing the above result (1)
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and (2) from the upper and the lower orthant orders to the usual multivariate stochastic order. More precisely, it is shown
that [(
Xj:n, Xj+1:n, . . . , Xn:n
) |Xi:m > y] for j− i ≥ max{n−m, 0}
and [(
X1:n, X2:n, . . . , Xj:n
) |Xi:m ≤ y] for j− i ≤ min{n−m, 0}
are all increasing in y with respect to the usual multivariate stochastic order. Our method of the proof is analytic, different
from the coupling method used by Dubhashi and Häggström [1].
The main result and its proof are given in the next section.
2. Main result
Theorem 2.1. For any positive integers m and n, let X1, X2, . . . , Xm∨n be independent random variables with possibly noniden-
tical distributions.
(1) If j− i ≥ max{n−m, 0}, then[(
Xj:n, Xj+1:n, . . . , Xn:n
) |Xi:m > y]≤st [(Xj:n, Xj+1:n, . . . , Xn:n) |Xi:m > y∗] (2.1)
whenever y < y∗.
(2) If j− i ≤ min{n−m, 0}, then[(
X1:n, X2:n, . . . , Xj:n
) |Xi:m ≤ y]≤st [(X1:n, X2:n, . . . , Xj:n) |Xi:m ≤ y∗]
whenever y < y∗.
Proof. We give the proof of the first result only; the second result is the dual case of the first one by substituting −X1,
−X2, . . . ,−Xm∨n for X1, X2, . . . , Xm∨n. Three steps are considered below. In Steps 1 and 2, we will prove (2.1) under
additional assumption that
the supports of the distributions of the Xν ’s are finite and disjoint (2.2)
for the cases n ≥ m and n < m, respectively. Once these are done, wewill complete the proof by using the standard limiting
arguments in Step 3.
Step 1. Under assumption (2.2), consider the case n ≥ m. Denote by {a1, . . . , a`}, with a1 < a2 < · · · < a`, the union of
the supports of the distributions of the Xν ’s. For the convenience of notations, we assume without loss of generality that all
the Xν ’s are positive; that is, a1 > a0 ≡ 0. To prove (2.1), it suffices to prove that
[(Xj:n, . . . , Xn:n)|Xi:m > ar−1] ≤st[(Xj:n, . . . , Xn:n)|Xi:m > ar ]
for r = 1, . . . , `− 1, which is equivalent to
(Xj:n, . . . , Xn:n)≤st[(Xj:n, . . . , Xn:n)|Xi:m > a1] (2.3)
and
[(Xj:n, . . . , Xn:n)|Xi:m = ar ] ≤st[(Xj:n, . . . , Xn:n)|Xi:m > ar ] (2.4)
for each r = 1, . . . , `− 1.
We first prove (2.3). For i ≥ 2, (2.3) is trivially true. For i = 1, {Xi:m > a1} can bewritten as {Xν1 > a1}, where 1 ≤ ν1 ≤ m
and Xν1 is such a random variable whose support contains a1. Then
[(Xj:n, . . . , Xn:n)|X1:m > a1] = [(Xj:n, . . . , Xn:n)|Xν1 > a1]
≥st (Xj:n, . . . , Xn:n),
where the last inequality follows from Theorem 6.B.16(b) of [4] by using the fact that Xν1 ≤st[Xν1 |Xν1 > a1]. So we turn to
prove (2.4). For fixed ar with 1 ≤ r < `, again by the disjointness assumption, we can read off the unique k, 1 ≤ k ≤ m, for
which Xk = ar . Define the indicator variables
Iν = I{Xν>ar }, ν = 1, . . . ,m,
and denote S = −Ik +∑mν=1 Iν and
Λ1 = {X1I1, . . . , Xk−1Ik−1, ar , Xk+1Ik+1, . . . , XmIm, Xm+1, . . . , Xn},
Λ2 = {X1I1, . . . , XmIm, Xm+1, . . . , Xn}.
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Sincem− i ≥ n− j, we have
[(Xj:n, . . . , Xn:n)|Xi:m = ar ] = the vector of the largest n− j+ 1 order statistics
amongΛ1, given S = m− i, (2.5)
[(Xj:n, . . . , Xn:n)|Xk > ar , Xi:m > ar ] = the vector of the largest n− j+ 1 order statistics
amongΛ2, given S ≥ m− i and Ik = 1
≥st the vector of the largest n− j+ 1 order statistics
amongΛ1, given S ≥ m− i, (2.6)
and
[(Xj:n, . . . , Xn:n)|Xk ≤ ar , Xi:m > ar ] = the vector of the largest n− j+ 1 order statistics
amongΛ2, given S ≥ m− i+ 1 and Ik = 0
= the vector of the largest n− j+ 1 order statistics
amongΛ1, given S ≥ m− i+ 1. (2.7)
Denote by (Yj:n, Yj+1:n, . . . , Yn:n) the vector of the largest n − j + 1 order statistics among Λ1. For each increasing function
φ : <n−j+1 → <, define
h
(
i(k)
) = E [φ(Yj:n, . . . , Yn:n) ∣∣I(k) = i(k) ] ,
where I(k) = (I1, . . . , Ik−1, Ik+1, . . . , Im), and i(k) = (i1, . . . , ik−1, ik+1, . . . , im) ∈ {0, 1}m−1. Clearly, h
(
i(k)
)
is increasing in
i(k) ∈ {0, 1}m−1 since Xν > 0 for each ν. By conditioning on I(k), it follows from (2.5) that
E[φ(Xj:n, . . . , Xn:n)|Xi:m = ar ] = E[φ(Yj:n, . . . , Yn:n)|S = m− i]
= E {E [φ(Yj:n, . . . , Yn:n) ∣∣I(k) ] |S = m− i}
= E [h (I(k))∣∣ S = m− i] . (2.8)
Similarly, from (2.6) and (2.7), we get that
E[φ(Xj:n, . . . , Xn:n)|Xk > ar , Xi:m > ar ] ≥ E[φ(Yj:n, . . . , Xn:n)|S ≥ m− i]
= E [h (I(k))∣∣ S ≥ m− i] , (2.9)
E[φ(Xj:n, . . . , Xn:n)|Xk ≤ ar , Xi:m > ar ] = E
[
h
(
I(k)
)∣∣ S ≥ m− i+ 1] . (2.10)
By the main theorem in [5] or Theorem 6.B.9 in [4] whose alternate proof via coupling can be found in [6], it follows that[
I(k)
∣∣ S = s]≤st [ I(k)∣∣ S = t] whenever 0 ≤ s < t ≤ m− 1,
which implies that[
I(k)
∣∣ S = m− i]≤st [ I(k)∣∣ S ≥ m− i]
and [
I(k)
∣∣ S = m− i]≤st [ I(k)∣∣ S ≥ m− i+ 1] .
So
E
[
h
(
I(k)
)∣∣ S = m− i] ≤ E [h (I(k))∣∣ S ≥ m− i] , (2.11)
E
[
h
(
I(k)
)∣∣ S = m− i] ≤ E [h (I(k))∣∣ S ≥ m− i+ 1] (2.12)
since h is increasing. Therefore, from (2.8)–(2.12), we have
E[φ(Xj:n, . . . , Xn:n)|Xi:m > ar ] = E[φ(Xj:n, . . . , Xn:n)|Xk > ar , Xi:m > ar ] · P(Xk > ar |Xi:m > ar)
+ E[φ(Xj:n, . . . , Xn:n)|Xk ≤ ar , Xi:m > ar ] · P(Xk ≤ ar |Xi:m > ar)
≥ E [h (I(k))∣∣ S ≥ m− i] · P(Xk > ar |Xi:m > ar)
+ E [h (I(k))∣∣ S ≥ m− i+ 1] · P(Xk ≤ ar |Xi:m > ar)
≥ E [h (I(k))∣∣ S = m− i]
= E[φ(Xj:n, . . . , Xn:n)|Xi:m = ar ].
This proves (2.4).
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Step 2. Under assumption (2.2), consider the case n < m. We use the same notations as those in Step 1 except that Λ1
andΛ2 are replaced respectively by
Λ′1 =
{{X1I1, . . . , Xk−1Ik−1, ar , Xk+1Ik+1, . . . , XnIn} for k ≤ n
{X1I1, . . . , XnIn} for k > n,
and
Λ′2 = {X1I1, . . . , XnIn}.
Then the proof in Step 1 is still valid for this case.
Step 3. We will remove assumption (2.2) in Steps 1 and 2. The argument is the same as the one given in [1]. For
completeness, we detail it. First drop the disjointness assumption. As before, denote by {a1, . . . , a`}, with a1 < a2 < · · · <
a`, the union of the supports of the distributions of the Xν ’s. Define
δ = min{|aν − ar | : 1 ≤ ν 6= r ≤ `},
and
Xν = Xν − ν for  > 0 and ν = 1, . . . ,m ∨ n.
As soon as  < δ/(m ∨ n), the supports of the Xν ’s are disjoint. So (2.1) holds for (X1 , . . . , Xn∨m) when  is small enough.
Note that
(X1 , . . . , X

n∨m) −→ (X1, . . . , Xm∨n) as  → 0,
and that themultivariate usual stochastic order is closed under weak convergence (see Theorem 6.B.16(d) in [4]). Thus, (2.1)
holds whenever the supports of the Xν ’s are finite. Finally, the assumption of finite supports in (2.2) can be removed easily
by using a standard limiting argument.
Therefore, we completes the proof of the theorem. 
Remark 2.2. Recently, Dubhashi and Häggström [1] proved Theorem 2.1 for the special case n = m and i = j. However,
their proof is different from ours. Here we just use an idea from [1] that the core step is to establish the desired result under
the additional assumption (2.2). To this end, they used the coupling method: construct two random vectors (X∗1 , . . . , X∗n )
and (X∗∗1 , . . . , X∗∗n ) whose distributions are the same as those of [(X1, . . . , Xn)|Xi:n = ar ] and [(X1, . . . , Xn)|Xi:n > ar ],
respectively, and such that the order statistics satisfy
X∗ν:n ≤ X∗∗ν:n for ν = i, . . . , n.
As pointed out by one referee, the technique in [1] can also be used to prove the main result in Theorem 2.1. C
An immediate consequence of Theorem 2.1 is the following corollary, which generalizes Theorem 3.4 in [7]. Recall that a
random variable U is said to be right tail increasing in another random variable V , denoted by RTI (U|V ), if P(U > u|V > v)
is increasing in v for each u, and that U is said to be left tail decreasing in V , denoted by LTD (U|V ), if P(U ≤ u|V ≤ v) is
decreasing in v for each u. For relationships between RTI, LTD and other positive dependence notions, see [8].
Corollary 2.3. For positive integers m and n, let X1, X2, . . . , Xm∨n be independent random variables with possibly nonidentical
distributions. Then
(1) RTI (Xj:n|Xi:m) for j− i ≥ max{n−m, 0};
(2) LTD (Xj:n|Xi:m) for j− i ≤ min{n−m, 0}.
Corollary 2.3 is due to Hu and Chen [2]. They proved it by establishing some auxiliary results concerning the negative
dependence of occupancy numbers in the balls and bins experiment.
Finally, an example is presented to illustrate that RTI (Xj:n|Xi:m) is not true in general if j− i < n−m and n > m.
Example 2.4. Let X1 take the values 1/2 or 1 with probability 1/2, and X2 be uniform on (0, 1), and let X3 take values 0 and
1 with respective probabilities 1/4 and 3/4. Assume that X1, X2 and X3 are independent. Then, for s ∈ [1/2, 1),
P(X2:2 > s) = P({X2 > s} ∪ {X1 = 1, X2 < s}) = 2− s2 ,
P
(
X1:3 >
1
4
, X2:2 > s
)
= P
(
{X2 > s, X3 = 1} ∪
{
X1 = 1, 14 < X2 < s, X3 = 1
})
= 3
4
(1− s)+ 3
8
(
s− 1
4
)
= 3
8
(
2− s− 1
4
)
.
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Thus,
P
(
X1:3 >
1
4
∣∣∣∣ X2:2 > s) = 34 − 316(2− s)
is strictly decreasing in s ∈ [1/2, 1). This means that RTI (X1:3|X2:2) does not hold. C
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