Abstract. In this article we define G-algebras, that is, graded algebras on which a reductive group G acts as gradation preserving automorphisms. Starting from a finite dimensional G-module V and the polynomial ring C[V ], it is shown how one constructs a sequence of projective varieties V k such that each point of V k corresponds to a graded algebra with the same decomposition up to degree k as a G-module. After some general theory, we apply this to the case that V is the n + 1-dimensional permutation representation of S n+1 , the permutation group on n + 1 letters.
Introduction
In noncommutative projective algebraic geometry, one studies graded algebras with good properties, most of the time of a homological nature. The most famous examples of such algebras are given by the Sklyanin algebras, that is, quadratic algebras of global dimension n associated to a degree n elliptic curve E embedded in P n−1 and a point τ ∈ E. The Heisenberg group H n of order n 3 acts on these Sklyanin algebras, see for example [13] , such that their degree 1 part is isomorphic to the Schrödinger representation V of H n associated to some primitive nth root of unity ω and the relations are isomorphic to V ∧ V as H n -representation. These algebras also have the same Hilbert series as the polynomial ring in n variables and are very well behaved.
Similarly, another famous class of noncommutative algebras with Hilbert series 1 (1−t) n is given by quantum polynomial rings (see for example [3] ) defined by C x 1 , . . . , x n /(x i x j − q ij x j x i ), 1 ≤ i < j ≤ n, q ij ∈ C * .
In this case, the n-dimensional torus group T n = (C * ) n acts on these algebras with V = ⊕ n i=1 χ ei and again we have that the relations are isomorphic to V ∧ V as T n -representation.
These examples motivate the following questions:
• starting from a reductive group G and A a positively graded, connected algebra on which G acts as gradation preserving automorphisms, can we construct new graded algebras B such that A ∼ = B as graded G-module?
The most interesting case will be when A = C[V ] with V a finite dimensional representation of G.
• Can we use the properties of G or V to say something about the constructed algebras? Are some isomorphic, how do point modules behave, . . . This paper shows some general theory regarding such algebras. One of the purposes of this paper is the study of subvarieties of grassmannians and maps between such varieties which are constructed this way, the key observation being that if W ⊂ V is a subrepresentation of V with W ∼ = ⊕ 
Grass(e i , a i ) where M s a×b (C) are the a × b-matrices of maximal rank. These objects are studied in Section 2. An example of maps between grassmannians that can occur will be studied in section 3 for quantum polynomial rings and 3-dimensional Sklyanin algebras.
In Section 4 we give some well known constructions of quadratic algebras with Hilbert series 1 (1−t) n that can occur as G-deformations of the polynomial ring C[V ] (the terminology will be explained in Section 2), like twisting with an automorphism or making Ore extensions. In the last section this theory is applied for G = S n+1 the symmetric group of order (n + 1)! and its natural permutation representation coming from the action on {0, . . . , n}. It will turn out that the 'good' algebras will be either skew polynomial rings that will be twists of the commutative polynomial ring or differential polynomial rings.
By C[V ] we denote the algebra T (V )/(V ∧ V ), the polynomial ring in n variables with dim V = n.
G will always be a reductive group acting on V . In addition, we will assume that G acts faithfully on V . If g, h ∈ G, then [g, h] = ghg −1 h −1 is the commutator of g and h.
If x, y ∈ A with A an algebra, then [x, y] = xy − yx and {x, y} = xy + yx.
for V a vector space, V(f 1 , . . . , f k ) will be the Zariski closed subset of P n−1 (if the elements are homogeneous) or A n determined by f 1 , . . . , f k , it will be clear from the context whether we are working in projective space or affine space.
T
Ze i and a ∈ Z k , then χ a will be the character of T k defined by
For F a field, GL n (F), PGL n (F), SL n (F) or PSL n (F) will denote the general linear group, respectively the projective general linear group, special linear group or the projective special linear group. T n will be the maximal torus in GL n (F) embedded as diagonal matrices and F * will correspond to the scalar matrices. If V is a finite dimensional F-vector space, then we will also write GL(V ),
H n will be the Heisenberg group of order n 3 for n ≥ 2. This group is defined as
H n fits in a short exact sequence
As such, the 1-dimensional representations of H n are labelled by χ a,b , with χ a,b (e 1 ) = ω a and χ a,b (e 2 ) = ω b for ω a fixed primitive nth root of unity. If ω is a primitive nth root of unity, then H n has a simple n-dimensional representation V = ⊕ n i=0 Cx i with the action defined by
A quick calculation shows that [e 1 , e 2 ] acts by multiplication with ω. In particular, if n = p prime, then all simple representations are described by these p 2 1-dimensional characters and (p − 1) p-dimensional representations. For a complete description of simple representations of H n for n ≥ 2 arbitrary, see [7] .
G-deformations
2.1. General theory. Definition 2.1.1. Let G be a reductive group. We call a graded connected algebra A, finitely generated by degree 1 elements, a G-algebra if G acts on it by gradation preserving automorphisms.
This implies that there exists a representation V of G such that T (V )/R ∼ = A with R a graded ideal of T (V ), which is itself a G-subrepresentation of T (V ). From now on, A is a G-algebra.
In this setting, as G is reductive, each graded component A k has a decomposition in simple G-representations. Definition 2.1.2. Let A be a G-algebra. Then B is a G-deformation of A up to degree k if B is a G-algebra and we have
We will always assume that, if
Equivalently, the relations we will deform are always of degree larger than or equal to 2.
If A is a G-algebra, then A determines for each k ≥ 2 a short exact sequence of
with some e i k possibly equal to 0. Then ker(
Due to Schur's lemma, using the decompositions from above, this set is the same as
We see that a G-deformation B up to degree k of an algebra A determines a unique point in
Grass(f ij , a ij ). Proof. The proof is by induction. For any degree k, put
and we allow e i k = 0. Let f i k = a i k − e i k be the multiplicities of the simple representations in ker(φ k ) with as above φ k being the natural projection map
Let V k be the set parametrizing deformations up to degree k of A.
First consider k = 2. Then from the above discussion it follows that the deformations up to degree 2 are parametrized by n2 i2=1 Grass(f i2 , a i2 ), which is clearly a projective variety.
Assume now that V k−1 is a projective subvariety of
This is clearly a closed condition, so V k−1 is indeed closed.
As in the theorem, let V k be the variety parametrizing G-deformations of A up to degree k.
We have natural morphisms coming from projection maps between grassmannians
Definition 2.1.4. We say that a connected variety Z parametrizes G-deformations up to degree k of a G-algebra A if Z can be embedded in V k for some k ≥ 2 by some morphism Z α / / V k such that the point corresponding to the algebra A is in Im(α). If for each point z ∈ Z, the algebra A z = T (V )/(α(z)) has the property that
then we say that Z parametrizes G-deformations of A.
Proposition 2.1.5. Let C be a smooth projective curve parametrizing G-deformations up to degree k such that there exists an open subset U ⊂ C parametrizing Gdeformations of A, let C α k / / V k be the corresponding embedding. Then C naturally parametrizes G-deformations of A, by which we mean that there exists a natural embedding C / / V extending α k .
Proof. We have the following commutative diagram
with α k an embedding and α k+1 a rational morphism. Due to [18, Proposition 2.1], α k+1 can be extended to a morphism of C into V k+1 which we also denote as α k+1 . As ψ k+1 • α k+1 coincides with α k on an open (and hence dense) subset of C, they coincide on C. As α k is an injection, α k+1 is also an injection. By induction, we get commuting triangles ∀k ≥ 2 with α k an embedding for all k large enough, so we indeed have an embedding of C into V. Example 2.1.6. Let A = C[x, y, z]/({x, y}{y, z}, {z, x}), put V = Cx ⊕ Cy ⊕ Cz and consider the group G generated by S 3 ⊂ GL 3 (C) as permutation matrices and the order 3 element 
the G-deformations of A are parametrized by P 1 . These algebras parametrized by
As in [6] , generically these are Artin-Schelter regular graded Clifford algebras. There are 4 points where the corresponding algebra doesn't have the correct Hilbert series:
For example, in A trivial consequence of a connected variety Z parametrizing G-deformations is that for each i ∈ N the function
is constant. A natural question to ask is the following: if Z parametrizes Gdeformations up to degree k for some k ∈ N, k ≥ 2 and ∀i ∈ N :
Proof. It follows from Schur's lemma that the map
There it reduces to a statement of linear maps, which follows from standard linear algebra.
Then we can choose l minimal with this property. According to the previous lemma we can find a subspace
As Z was irreducible, there exists a point a ∈ U ∩ U ′ . But then it follows that
which is a contradiction.
A trivial consequence of this theorem follows.
Corollary 2.1.9. Let Z be a connected variety that parametrizes graded algebras A z , z ∈ Z with constant Hilbert series. Then for every 2 points x, y ∈ Z and every k ∈ N, we have isomorphisms
. This implies that we can
It is obvious that if W is simple, then W h is also simple. However, if A is an H ′ -algebra, this implies that if S e with S simple is a G-subrepresentation of R k for some k ≥ 2 with e the multiplicity of S in R k , then (S h ) e for each h ∈ H is also a subrepresentation of R k and e is the multiplicity of S h in R k .
Proposition 2.2.1. Let A = T (V )/R be a G-algebra and H, H ′ as before. Then H ′ acts on V k , the variety parametrizing G-deformations up to degree k such that points in the same orbit correspond to isomorphic algebras.
is a G-algebra under this action, with the degree 1 part isomorphic to V . Taking as generators of B the elements y i = hx i , for some basis x 1 , . . . , x m of V , we can decompose the relations of B as G-modules with respect to the generators y i in the same way as we did for the generators x 1 , . . . , x m . But these 2 decompositions will be the same as H ′ acts on the set of simple representations of G, but A was also a H ′ -algebra.
One would expect that the centralizer of G in GL(V ) acts trivially on V k , but this will not be the case in general. However, if V is a simple representation, then this is obviously true.
If A = C[V ] or A = ∧V , then H = H ′ and we have an action of H on V k for each k ≥ 2. 
The normalizer of T 2 ⊂ GL(V ) is the semidirect product T 2 ⋊ Z 2 . T 2 acts trivially on this moduli space, so the action boils down to the action of Z 2 on P
Although the decomposition of V ∧ V and V ⊗ V can be completely arbitrary, we can bound the dimension from below using twisting.
Definition 3.1.1. Let B be a graded algebra and β ∈ Aut(B) an automorphism that preserves the gradation. Then the twist B β is defined as the graded associative algebra with underlying set the elements of B and multiplication rule
be the decomposition of V in simple Grepresentations. We then have
In particular, V k contains a subvariety isomorphic to
It can be the case that G-deformations up to to degree 2 of C[V ] are (generically) twists of C[V ], as the next example will show. Example 3.1.3. Let G = T 2 = C * × C * be the 2-dimensional torus and let V = χ e1 ⊕ χ e2 . We then have the decomposition
So the G-deformations up to degree 2 of C[V ] are parametrized by P 1 . The twists of C[V ] that commute with the action of T 2 is T 2 itself, so the twists give a 1-dimensional family of G-deformations of C[V ].
In fact, every point of P 1 defines a G-deformation of C[V ], as for each point p = [a : b] ∈ P 1 and A p = C x, y /(axy − byx), we have H A p (t) = 1 (1−t) 2 and using Corollary 2.1.9, we conclude that
If we are just interested whether we can make twists of A that are also G-algebras but not necessarily G-deformations, then we can improve this theorem. Theorem 3.1.4. Let A = T (V )/(R) be a G-algebra and let φ ∈ Aut C * (A) such that
Then the twist A φ is also a G-algebra with A φ ∼ = V .
Proof. Let R φ be the relations of A φ and let φ k be the vector space automorphism on V ⊗k defined by
with x j ∈ V and extending this linearly. From the construction of A φ , it follows that
We need to show that, for any g ∈ G, g · φ
However, as the next example will show, it generally is not true that A φ ∼ = A as graded G-module. Then the induced map H 2 / / PGL 2 (C) has as kernel the group generated by [e 1 , e 2 ] and H 2 /[e 1 , e 2 ] ∼ = Z 2 × Z 2 . So for example e 2 satisfies the condition of the previous theorem. Therefore, let A = C[V ], then A e2 ∼ = C x, y /(xy + yx) (A e2 is the twist of A by the automorphism e 2 , not the subalgebra of A fixed by e 2 ).
But
3.2. Ore extensions. Another way to make G-deformations of an algebra A is by using Ore extensions. Recall that A[t; σ, δ] with σ ∈ Aut(A) and δ ∈ Der σ (A).
Then A[t; σ, δ] is a G-algebra such that deg(t) = 1 and Ct ∼ = χ. Conversely, if A[t; σ, δ] is a G-algebra such that Ct ∼ = χ, then σ ∈ Aut G (A) and δ ∈ Der σ (A) fulfils the above property.
Proof. The relations of an Ore extension of a quadratic algebra A are of the form ∀x ∈ A 1 : tx − σ(x)t − δ(x) = 0.
In order for G to act on such an extension such that Ct ∼ = χ, we need to calculate g(tx − σ(x)t − δ(x)) for each x ∈ A 1 . We have
For the other arrow, let A[t; σ, δ] be a G-algebra such that deg(t) = 1 and Ct ∼ = χ. Observe that the extra relations to get from A to A[t; σ, δ] lie in the finite dimensional vector space Ct ⊗ V ⊕ V ⊗ Ct ⊕ A 2 , which is also a direct sum as G-representations. These relations then form a G-subrepresentation if and only if the 2 maps
with f mapping t⊗v to σ(v)⊗t and g mapping t⊗v to δ(v) ∈ A 2 are G-morphisms. So σ ∈ Aut G (A) and δ fulfils the requirements of the proposition. 
From which it follows that
As σ has no eigenvalue equal to 1, the elements v i = σ(x i ) − x i = (σ − 1)(x i ), i = 1 . . . n also form a basis of V and we have
Using the fact that C[V ] is an UFD and that v 1 , . . . , v n form a basis, it follows that δ(x i ) = vv i for some v ∈ V , so δ(x i ) = v(σ − 1)(x i ). By requirement 3.1, we need that
from which it follows that
So if χ is not a subrepresentation of V , then necessarily δ = 0.
S n+1 -deformations of C[V ]
Let V = S ⊕ T be the n + 1-dimensional permutation representation of S n+1 with S n-dimensional and T the trivial representation. We have the following proposition. Proof. We have V ⊗V = S ⊗S ⊕S ⊕2 ⊕T and V ∧V = S ∧S ⊕S. S ⊗S = S ∧S ⊕T ⊕ S ⊕W with W simple, W = S, S ∧S according to [9, Exercise 4.19 
The theorem follows.
From the relations, it generically follows that these algebras are Ore extensions of the commutative ring generated by y 1 , . . . , y n . Unfortunately, if Proof. Both lines define Ore extensions of the polynomial ring C[S], so we can apply the results of [14] . The points at infinity will be domains, as there will be zero divisors in degree 1.
The two strata we will study will correspond to the algebras with relations
4.1. Classification of the simple objects in Proj(A). Let A be a AS-regular S n+1 -deformation of C[V ]. In order to calculate the simple elements of Proj(A), we can use that in both cases, the sequence y 1 , y 2 , . . . , y n is a normalizing, regular sequence. Proof. Take β(y i ) = y i , βv = av with a ∈ C * . Then the twist C[V ] β has relations
which corresponds to one of the lines in P 2 we defined.
4.1.2.
The differential polynomial ring case. By rescaling v, we may assume that we are working with the derivation defined by
Theorem 4.1.2. The simple objects of Proj(A) are parametrized by 2 n − 1 lines through one point in P n = P((A 1 ) * ). Each point on such a line corresponds to a point module of A. If n is even, the only point module with (non-trivial) finite dimensional simple quotients is the intersection point of these lines. If n is odd, then there are
-lines parametrizing C * -orbits of 1-dimensional representations, which are the only lines with non-trivial simple quotients. The equations for these lines are determined by
There are no other simple objects in Proj(A).
Proof. Let P ∈ Proj(A) be a simple object, that is, P is a graded module with Hilbert series p (1−t) for some p ∈ N, p ≥ 1 and each graded quotient of P is finite dimensional. As each y i is normalizing, either y i ∈ Ann(P ) or P corresponds to a simple A[y −1 i ] 0 -representation, cfr. [12] . Assume that each y i ∈ Ann(P ), then P is a A/(y 1 , . . . , y n ) ∼ = C[v]-module and therefore P ∼ = C[v] as A-module.
Assume now that y 1 / ∈ Ann(P ), then P corresponds to a simple representation of A[y
Consequently, the 1-dimensional representations of A[y 
We can rescale v such that we are looking at the differential polynomial ring
First, we prove a lemma.
Lemma 4.1.3. Let ρ be a simple representation of the algebra C x, y /(ux − xu − x(x − 1)). Then ρ is 1-dimensional and ρ(x) = 0 or ρ(x) = 1.
Proof. If this is not so, then ρ(x) − 1 and ρ(x) are invertible. We then have for
so the couple (U, Y ) forms a representation of the 2-dimensional Heisenberg Lie algebra. If the lemma is not true, Y is also invertible. Let a be an eigenvector of U with eigenvalue α. We then have
But ρ was finite dimensional, so Y has a non-trivial kernel, which is a contradiction. Let ρ 0 = {a ∈ ρ|ρ(x)a = 0} and ρ 1 = {a ∈ ρ|ρ(x)a = a} and take elements a ∈ ρ 0 , b ∈ ρ 1 . We then have
So ρ = ρ 0 and ρ 1 = 0 or vice versa as ρ is simple, in both cases ρ(x(x − 1)) = 0 and ρ is actually a simple representation of C[x, u]/(x(x − 1)). The lemma follows.
As the v j , 2 ≤ j ≤ n commute with each other, let a be an eigenvector of each v j with eigenvalue either 1 or 0 for each j, so v j a = α j a with α j = 0 or α j = 1 for some simple representation ρ of A[y
As A[y −1 1 ] 0 a = ρ, it follows that the images of w and w j commute, which means that ρ is only simple if ρ is 1-dimensional. Now we need to check which of these point modules have simple quotients. This amounts to check which of these point modules have under the shift functor Proj(A) [1] / / Proj(A) a finite orbit. Equivalently, as A is Artin-Schelter regular, we need to check which orbits of the associated automorphism φ on the point variety are finite, cfr. [16] . It is clear that under φ the intersection point is sent to itself, as it is the only singular point of the point variety. Let P be a point module, not the intersection point, then P corresponds to a set T ⊂ {1, . . . , n}, T = {1, . . . , n} such that y i ∈ Ann(P ) ⇔ i ∈ T . In addition, we have y i , y j / ∈ Ann(P ) ⇒ y i − y j ∈ Ann(P ). Let [a 1 : . . . : a n : r] be the corresponding point of P n , so a i = 0 ⇔ i ∈ T and i, j ∈ T ⇒ a i = a j and r arbitrary. We need to find [b 1 : . . . : b n , s] such that the following equations hold
From the second set of equations, it follows that b i = a i ∀1 ≤ i ≤ n. We may pick a i = b i = 1 if i ∈ T . Consequently, the first set of equations are fulfilled if i ∈ T . If i ∈ T , then we have 2 (so n has to be odd), then φ fixes each point on the corresponding line, so this will give a line parametrizing C * -orbits of 1-dimensional representations of A.
For n = 2, 3, we can make things more explicit. Again using multilinearization, we find that the point modules are parametrized by 7 lines, given by the Zariski closed subset in P 3 defined by V V 1,1 (V 
