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Abstract
In standard treatments of stochastic filtering one first has to estimate the pa-
rameters of the model. Simply running the filter without considering the reliability
of this estimate does not take into account this additional source of statistical un-
certainty. We propose an approach to address this problem when working with
the continuous time Kalman–Bucy filter, by making evaluations via a nonlinear ex-
pectation. We show how our approach may be reformulated as an optimal control
problem, and proceed to analyse the corresponding value function. In particular
we present a novel uniqueness result for the associated Hamilton–Jacobi–Bellman
equation.
Keywords: Kalman–Bucy filter, parameter uncertainty, nonlinear expectation,
optimal control, HJB equation.
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1 Introduction
In many applications one is interested in the behaviour of a process which cannot be
observed directly, and must therefore rely on only partial observations in the presence
of noise. Stochastic filtering is concerned with the problem of using such partial obser-
vations to infer the best estimate for the current value of the hidden process. One of the
most famous results in this field is the Kalman–Bucy filter (Kalman [24], Kalman and
Bucy [25]), which concerns the case where the underlying processes are Gaussian. Early
applications of the Kalman–Bucy filter were to areospace engineering (see Cipra [11] or
Grewal and Andrews [23]), and it has since found numerous applications in various
fields from guidance and navigation to time series analysis and credit risk estimation.
See also Crisan and Rozovskii [16] for a comprehensive survey of nonlinear stochastic
filtering.
The underlying equations in a filtering problem represent the dynamics of the (hid-
den) signal process, and the relationship between the signal and the observation pro-
cesses. These equations typically involve various parameters so, naturally, in order
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to run the filter one must first estimate the values of these parameters. In standard
treatments of stochastic filtering one simply runs the filter using an estimate of the
parameters. However, this does not take into account the statistical uncertainty in-
troduced by adopting this estimate. Particularly when there is limited available data,
resulting in a lack of precision in the estimate, this should cast doubt as to the accuracy
of the filter. This additional uncertainty evidently also has implications for decision
making based on the outcome of the filter. By evaluating, say, the posterior variance of
the signal, one can take into consideration the inherent risk associated with a decision
based on the estimated values of the parameters, but this is not sufficient to account
for the uncertainty associated with the error in the estimation of the parameters.
This objection is not new. Robustness in stochastic filtering has been considered in
various different frameworks for both linear and nonlinear systems. Note that the term
‘robustness’ has more than one meaning in the context of filtering. We are concerned
here with robustness with respect to model uncertainty, rather than, say, continuity of
the filter with respect to the observation path. Miller and Pankov [31], Siemenikhin [33],
Siemenikhin, Lebedev and Platonov [34] and Verdu´ and Poor [35] for instance consider
known linear dynamics with uncertainty in the noise covariance matrices. However, as
pointed out by Martin and Mintz [30], the performance of a filter is typically more de-
pendant on dynamic uncertainty than on uncertainties in either the signal or observation
noise covariances.
A by now standard approach to robust estimation problems is to construct a min-
imax estimator, which generally speaking is designed to find the estimate which min-
imizes the maximum expected loss over a range of possible models, an idea that goes
back at least as far as Wald [36]. In addition to the aforementioned authors, this type
of estimator has more recently been utilized by Borisov [7, 8], who considers filtering
of finite state Markov processes under uncertainty of the transition intensity and ob-
servation matrices. As pointed out in [35], minimax estimators can be criticized for
being too pessimistic. That is, since they are dependant on the specification of an often
arbitrary uncertainty class, they are likely to consider very implausible models, but do
not guarantee a satisfactory performance under the most statistically probable model.
Moreover, the loss functions considered are invariably assumed to be quadratic which,
although generally reasonable, is somewhat restrictive.
A more contemporary approach is the use of H∞ filters, which attempt to achieve
a desired degree of noise attenuation by ensuring that the maximum energy gain from
the noise source to the estimation error is bounded by a prescribed level. This type
of filter is suitable in situations when an accurate system model or knowledge of the
noise statistics is not available, although as noted in [22], since such estimators are
designed to minimize the worst case energy gain, they generally sacrifice the average
filter performance. For treatments of robust H∞ filters for linear systems see Lewis, Xie
and Popa [27], Xie, de Souza and Fu [37], Yang and Ye [38], Zhang, Xia and Shi [40]
and the references therein.
A related strategy is to combine such H∞ optimization with more classical least
squares techniques, to form what are known as mixed H2/H∞ filters. Variations on this
type of filter are explored in Bernstein and Haddad [6] and Khargonekar, Rotea and
Baeyens [26], where in each case the goal is to minimize an L2-type state estimation
error criterion, subject to a prespecified H∞ constraint on this error. See also Aliyu and
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Boukas [2] for an application of this method to nonlinear filtering, or Chen and Zhou
[10] for a game approach to mixed H2/H∞ filter design.
Another recent technique is that of Neveux, Blanco and Thomas [32] and Zhou
[41], which penalises the sensitivity of estimation errors to parameter variations, by
minimizing both the estimation error as well as its gradient with respect to the uncertain
parameters.
The objective of the current work is to propose a new, substantially different ap-
proach to parameter uncertainty in stochastic filtering, specifically when working with
the continuous time Kalman–Bucy filter. Based on ideas in Cohen [12, 13], we propose
to make evaluations using a nonlinear expectation, represented in terms of a penalty
function. This penalty represents how our uncertainty evolves in time, and is calculated
by propagating our a priori uncertainty forward through time using the filter dynamics.
The main result of this paper is to establish this penalty function as the unique solution
of a Hamilton–Jacobi–Bellman (HJB) type partial differential equation (PDE). This
means in particular that it can be calculated recursively through time alongside the
standard filter.
The initial calibration of the penalty function may be based on classical statistics,
but may be chosen according to the user’s preference. By prescribing the initial penalty
to be very large outside a particular range of parameter values, we essentially consider
perturbations of the signal dynamics which are bounded by a prescribed level, recovering
a setting comparable to that of H∞ filtering. Moreover, since our approach is very much
an extension of the standard Kalman–Bucy filter, it combines elements of both H2 and
H∞ filtering techniques. The approach taken here requires one to solve a nonlinear PDE,
which is computationally more expensive than typical H2 and H∞ filtering methods,
but allows us considerably more flexibility in terms of calibration and filter construction.
Our penalty function can be used to perform robust estimation by, for instance,
constructing a minimax estimator with an arbitrary choice of loss function. Much of
the aforementioned literature concerns estimators only of the state of the signal, whereas
the approach taken here allows for estimation of any random variable which depends
on the current state of the signal. In particular, we can calculate robust estimates of
nonlinear functionals of the signal. Moreover, we can compute any number of such
estimates after the construction of a single penalty function. That is, our penalty does
not have to be recalculated for each choice of variable to be estimated. As we will
see, our nonlinear expectation can also be used to define an interval estimate for any
such random variable, thus providing uncertainty-robust error bounds, in analogy with
classical confidence intervals.
In Section 2, after a brief recall of the Kalman–Bucy filter itself, we shall introduce
the notion of nonlinear expectations, and see how they may be used to construct robust
estimates in the context of model uncertainty. We will then see in Section 3 how the
associated penalty may be formulated as the value function of a (deterministic) optimal
control problem. This control problem turns out to be somewhat degenerate due to the
highly nonlinear nature of the Hamiltonian, and the correspondingly unruly behaviour
of the state trajectories. The second main contribution of this paper is to provide a
thorough and rigorous treatment of this control problem and its relationship with the
associated HJB equation, via techniques which are generalisable to similarly nonlinear
control problems.
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In Section 4 we will establish important properties of the value function, as well
as its counterpart obtained by restricting to uniformly bounded parameters. Our main
result in this direction is uniqueness of solutions to the HJB equation, the proof of which
will be demonstrated in Section 5. Although a thorough examination of the appropriate
calibration and accuracy of our approach in comparsion to existing methods is beyond
the scope of this paper, in Section 6 we exhibit a numerical example to illustrate our
results. The numerical scheme used to solve the HJB equation in this example is briefly
outlined in the appendix.
2 Estimation via nonlinear expectations
Let us take an underlying filtered space (Ω,F , (Ft)t≥0), and suppose that a signal process
X and observation process Y satisfy the following pair of linear equations
dXt = αtXt dt+
√
βt dBt,
dYt = ctXt dt+ dWt,
with the initial conditions Y0 = 0 and X0 ∼ N(µ0, σ
2
0), for some µ0 ∈ R, σ0 > 0.
Here, B and W are standard Ft-adapted Brownian motions which are assumed to be
uncorrelated, and the parameters α : [0,∞) → R, β : [0,∞) → [0,∞) and c : [0,∞) →
R are measurable, locally bounded (deterministic) functions. In this paper we shall
suppose that we are uncertain of the parameters of the signal process, namely α and β.
Uncertainty of c is likely to be the subject of future work.
For simplicity of presentation we shall focus on the scalar case, where X and Y are
one-dimensional, however all of our results extend analogously to the multivariate case
(see Remark 5.6).
The standard object to study in stochastic filtering is the conditional distribution
process {pit : t ≥ 0}, given by pitϕ = E[ϕ(Xt) | Yt] for any bounded measurable function
ϕ, where Yt is the (completed) σ-algebra generated by the observation process up to
time t. We recall (from e.g. Bain and Crisan [3] or Liptser and Shiryaev [29]) that in this
setting the conditional distribution pit of Xt given Yt is a normal distribution, and hence
completely characterised by its mean qt = E[Xt | Yt] and variance Rt = E
[
(Xt−qt)
2
∣∣Yt]
which satisfy the equations
dqt = αtqt dt+ ctRt dIt, (2.1)
dRt =
(
βt + 2αtRt − c
2
tR
2
t
)
dt, (2.2)
dIt = dYt − ctqt dt,
where I is known as the innovation process.
Naturally this distribution depends on the parameters α, β, which in our setting
are unknown. Typically one finds an estimate for the parameters, uses this estimate to
compute the solution of (2.1) and (2.2), and can then calculate pitϕ = E[ϕ(Xt) | Yt] for
a given choice of ϕ.
Making evaluations via (standard) expectations immediately becomes problematic
in the uncertain parameter setting, as uncertainty in the parameters corresponds natu-
rally to uncertainty in the underlying probability measure. An advantage of nonlinear
expectations is that they can be defined without reference to a specific measure.
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Nonlinear expectations are closely linked to the theory of risk measures, which are
tools used in finance to attempt to quantify the riskiness of a financial position, and are
a natural object to study when dealing with model uncertainty. One typically defines
a dynamic convex expectation as a map E( · | Yt) : L
∞(F)→ L∞(Yt) which satisfies the
properties of monotonicity, translation equivariance, normalization and convexity. The
convexity of the expectation corresponds to the notion that, in the context of decision
making in the presence of uncertainty, diversification of a portfolio should not increase
the associated risk.
A particularly nice kind of convex expectation are those which also satisfy the Fatou
property. As proved separately by Fo¨llmer and Schied [20] and by Frittelli and Rosazza
Gianin [21] in the context of monetary risk measures, any dynamic convex expectation
which satisfies the Fatou property admits a representation of the form
E(ξ | Yt) = ess sup
Q∈Qt
{
EQ[ξ | Yt]− κt(Q)
}
, (2.3)
where Qt is a suitably chosen space of equivalent probability measures, and κt is a Yt-
measurable ‘penalty’ function. For a more thorough discussion of the theory of nonlinear
expectations and risk measures, see e.g. Cohen [12], Delbaen, Peng and Rosazza Gianin
[17] or Fo¨llmer and Schied [19, 20].
We shall now see how such nonlinear expectations can be used to estimate functions
of the hidden process X given our observations of Y , taking parameter uncertainty
into account. The approach we pursue has not previously been explored in a continuous
time setting, but is analogous to the dynamic generator, uncertain prior setting in Cohen
[12]. The first thing to notice is that the probability measure which governs our system
depends on the choices of α, β, µ0 and σ0. That is, any given choice of these parameters
corresponds to a probability measure Pα,β,µ0,σ0 which determines the behaviour of the
processes X and Y . We associate to the set of all possible choices of parameters the
corresponding class of all admissible probability measures, and suppose that the ‘true’
measure belongs to this class.
For the purpose of the following definition, we allow the parameters α, β to depend
on the observation process Y . That is, we consider the wider class of all integrable Yt-
predictable processes (α, β) : Ω× [0,∞)→ R× [0,∞) whose paths are locally bounded.
Motivated by the representation in (2.3), for a given uncertainty aversion parameter
k1 > 0 and exponent k2 ≥ 1, we define for ξ ∈ L
∞(F),
E(ξ | Yt) = ess sup
α,β,µ0,σ0
{
Eα,β,µ0,σ0 [ξ | Yt]−
(
1
k1
(∫ t
0
γ(s, αs, βs) ds+ κ0(µ0, σ
2
0)
))k2}
,
(2.4)
where we write Eα,β,µ0,σ0 for the expectation corresponding to the measure Pα,β,µ0,σ0 .
Here the essential supremum is taken over all possible parameters µ0, σ0 for the initial
distribution of the signal, and over the class of all Yt-predictable processes α, β, as
described above. Allowing the parameters α and β to be drawn from the class of Yt-
predictable processes (rather than just deterministic functions) in this definition is not
strictly necessary. However, if the essential supremum is attained then the optimum
choice of parameters will in general belong to this class, so it is natural to consider it
here.
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The first term inside the essential supremum is a version of the conditional expec-
tation of ξ, corresponding to the measure associated with a particular choice of the
parameters. We consider the value of this conditional expectation for all choices of the
parameters, and then discount this value by a penalty associated with the corresponding
parameters. This penalty is composed of the nonnegative functions γ and κ0, where γ
may be deterministic or Yt-predictable. These penalty functions represent our opinion
of how plausible different values of the parameters are. That is, we penalise different
choices of parameters according to how unreasonable we consider them to be. Here γ
and κ0 may be chosen arbitrarily, though in practice may be based on a priori statisti-
cal analysis, such as via the negative log-likelihood ratio with respect to some reference
parameters, as in [12, 13]. The parameters k1, k2 are included for generality, but will
make essentially no change to our analysis; see [12] or [13] for a proper discussion of
their role.
Assuming that the functions γ and κ0 achieve the value zero, that is there exists
a choice of reference parameters which have zero associated penalty, it follows that
E(· | Yt) : L
∞(F) → L∞(Yt) defines a dynamic convex expectation which satisfies the
Fatou property.
Provided that the reference parameters are chosen reasonably well, the nonlinear
expectation E(ξ | Yt) will typically overestimate the true value of ξ. We may therefore
think of E(ξ | Yt) as an ‘upper’ expectation of ξ, the corresponding ‘lower’ expectation
being given by −E(−ξ | Yt). The interval estimate
[
−E(−ξ | Yt), E(ξ | Yt)
]
may then be
considered as a range of plausible values that the true value of ξ could take. This is of
course analogous to the notion of confidence/credible intervals from classical statistics,
and in fact this connection can be made rigorous in the case when k2 →∞, as discussed
in [13].
One can also use the nonlinear expectation to obtain a robust point estimate of ξ,
by finding the Yt-measurable random variable ξˆ which minimizes E(ψ(ξ − ξˆ) | Yt) for a
given loss function ψ. This defines a type of minimax estimator. However, note that the
inclusion of the penalty function ensures that parameter choices which are considered to
be very unreasonable will never be considered, thus avoiding the previously mentioned
criticism of other minimax estimators of being too pessimistic. Moreover, whereas
many such estimators assume that the loss function is quadratic, the function ψ in our
formulation may be chosen completely arbitrarily.
The focus of the current work is the application of the approach described above
to our filtering problem. Correspondingly, we shall henceforth restrict our attention to
evaluations of random variables of the form ξ = ϕ(Xt), where X is the (unobserved)
signal process and ϕ is an arbitrary bounded measurable function.
We would like to have a version of our nonlinear expectation which depends directly
on a particular observation of Y . By the Doob–Dynkin lemma, the conditional expec-
tation Eα,β,µ0,σ0 [ϕ(Xt) | Yt] may be considered as a function of {Ys : 0 ≤ s ≤ t}, and we
will henceforth write
Eα,β,µ0,σ0 [ϕ(Xt) | y] := E
α,β,µ0,σ0 [ϕ(Xt) | Yt](y)
for a given realisation y = {y(s) : 0 ≤ s ≤ t} of Y up to time t. As we wish to
consider this expectation for a potentially uncountable collection of functions ϕ, one
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should take care to make sure that they are defined simultaneously. This may be done
for all continuous bounded ϕ by first considering a countable collection of functions and
appealing to the Stone–Weierstrass theorem.
As all the processes involved are Yt-adapted, restricting to a given realisation y of
Y gives the following deterministic version of (2.4),
E(ϕ(Xt) | y)
= sup
α,β,µ0,σ0
{
Eα,β,µ0,σ0 [ϕ(Xt) | y]−
(
1
k1
(∫ t
0
γ(s, αs, βs) ds+ κ0(µ0, σ
2
0)
))k2}
, (2.5)
where the supremum is taken over all initial parameters µ0, σ0 and all (deterministic)
measurable, locally bounded functions α, β.
Once we have fixed an observation path y, the set of all possible conditional dis-
tributions of Xt given y is simply the set of all (nondegenerate) normal distributions,
which we naturally parametrise by their mean µ ∈ R and variance σ2 > 0. Recalling
that the conditional variance Rt does not depend on the observation process Y (as can
be seen in (2.2)), we shall write (q(y)t, Rt) for the parameters of the conditional distri-
bution once we have fixed the path y. Although it is not obvious that these variables
are well-defined for every y and every choice of parameters, we will not dwell on such
measure theoretic issues here; see Remark 3.3.
Our next aim is to show how the variable E(ϕ(Xt) | y) is related to the following
‘value function’. Here and throughout, we adopt the convention that inf ∅ = ∞. We
define
κt(µ, σ
2 | y) = inf
{∫ t
0
γ(s, αs, βs) ds+ κ0(µ0, σ
2
0)
∣∣∣∣ α, β, µ0, σ0 such that(q(y)t, Rt) = (µ, σ2)
}
, (2.6)
where the infimum is taken over all measurable, locally bounded functions α, β and all
initial parameters µ0, σ0 such that the corresponding mean q and variance R of the
conditional distribution of Xt given Yt, under the measure P
α,β,µ0,σ0 , evaluated on the
observation path y, are equal to µ and σ2 respectively. As the following proposition
suggests, the function κt may be viewed as the convex dual of our nonlinear expectation.
In the following we will write φµ,σ
2
for the probability density function of a N(µ, σ2)
distribution.
Proposition 2.1. For every observation y of Y up to time t, we have that
E(ϕ(Xt) | y) = sup
(µ,σ)∈R×(0,∞)
{∫
R
ϕ(x)φµ,σ
2
(x) dx−
(
1
k1
κt(µ, σ
2 | y)
)k2}
. (2.7)
Proof. Let µ ∈ R, σ ∈ (0,∞), and take any α, β, µ0, σ0 such that (q(y)t, Rt) = (µ, σ
2),
i.e. the conditional distribution of Xt given Yt under the measure P
α,β,µ0,σ0 , evaluated
on the observation y, is a normal distribution with mean µ and variance σ2. We then
have that
Eα,β,µ0,σ0 [ϕ(Xt) | y]−
(
1
k1
(∫ t
0
γ(s, αs, βs) ds+ κ0(µ0, σ
2
0)
))k2
=
∫
R
ϕ(x)φµ,σ
2
(x) dx−
(
1
k1
(∫ t
0
γ(s, αs, βs) ds+ κ0(µ0, σ
2
0)
))k2
.
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Taking a supremum over all such choices of α, β, µ0 and σ0, we obtain
sup
α,β,µ0,σ0 such that
(q(y)t,Rt)=(µ,σ
2)
{
Eα,β,µ0,σ0 [ϕ(Xt) | y]−
(
1
k1
(∫ t
0
γ(s, αs, βs) ds+ κ0(µ0, σ
2
0)
))k2}
=
∫
R
ϕ(x)φµ,σ
2
(x) dx−
(
1
k1
κt(µ, σ
2 | y)
)k2
.
Taking a supremum over all µ ∈ R and σ > 0 then gives
sup
α,β,µ0,σ0
{
Eα,β,µ0,σ0 [ϕ(Xt) | y]−
(
1
k1
(∫ t
0
γ(s, αs, βs) ds+ κ0(µ0, σ
2
0)
))k2}
= sup
(µ,σ)∈R×(0,∞)
{∫
R
ϕ(x)φµ,σ
2
(x) dx−
(
1
k1
κt(µ, σ
2 | y)
)k2}
and, by (2.5), we have the result.
It also follows from the previous Proposition that
− E(−ϕ(Xt) | y)
= inf
α,β,µ0,σ0
{
Eα,β,µ0,σ0 [ϕ(Xt) | y] +
(
1
k1
(∫ t
0
γ(s, αs, βs) ds+ κ0(µ0, σ
2
0)
))k2}
= inf
(µ,σ)∈R×(0,∞)
{∫
R
ϕ(x)φµ,σ
2
(x) dx+
(
1
k1
κt(µ, σ
2 | y)
)k2}
. (2.8)
3 Reformulation as an optimal control problem
If one could obtain an explicit expression, or approximate expression, for the function
κt(·, · | y), then it would be a relatively straightforward task to compute the supremum
in (2.7) or the infimum in (2.8) for any sufficiently regular function ϕ. We have therefore
reduced our problem to understanding the behaviour of the function κ.
Our fundamental observation is that the expression for κ given in (2.6) has the
familiar form of the value function of an optimal control problem. In this view, we
interpret γ as the running cost, κ0 as the initial cost, (α, β) as a control, and (q(y), R)
as the state trajectory corresponding to a given control.
In the following we write A for the space of controls, that is, the set of measurable,
locally bounded functions (α, β) : [0,∞)→ R× [0,∞), and we denote the domain of the
state trajectories by
U := R× (0,∞).
The other key ingredient for this control problem is the dynamics of the state trajectories
q and R, given by (2.1) and (2.2). To summarise, we currently have:
Control problem for κ. For every t > 0 and (µ, σ2) ∈ U , find
κt(µ, σ
2 | y) = inf
{∫ t
0
γ(s, αs, βs) ds+ κ0(µ0, σ
2
0)
∣∣∣∣ α, β, µ0, σ0 such that(q(y)t, Rt) = (µ, σ2)
}
,
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where q,R satisfy (2.1) and (2.2), and the infimum is taken over all (α, β) ∈ A and all
(µ0, σ
2
0) ∈ U such that (q(y)t, Rt) = (µ, σ
2).
Notice that there is no expectation in the expression for the ‘value function’ above.
This is therefore a pathwise stochastic optimal control problem. However, we anticipate
being able to transform the SDE (2.1) into an ODE with random coefficients. The
problem may then be treated by restricting our attention to an arbitrary observation
path y and considering the resulting deterministic control problem.
The natural parameters, in the sense of exponential families, for a N(µ, σ2) distri-
bution are
(
µ/σ2,−1/2σ2). This motivates us to calculate
d
(
q
R
)
t
= −
qt
Rt
(
αt +
βt
Rt
)
dt+ ct dYt, (3.1)
d
dt
(
1
Rt
)
= −
βt
R2t
−
2αt
Rt
+ c2t .
Notice that the stochastic integral in (3.1) no longer involves the variable R. Since
we assume that the parameter c is known, once we have fixed an observation path y,
we will also be able to fix the value of this integral.
Recall (from e.g. [3]) that the innovation process I is a Yt-adapted Brownian motion
under Pα,β,µ0,σ0 . It then follows from the Burkholder–Davis–Gundy inequality and the
Kolmogorov continuity criterion (see e.g. [14]), that for Pα,β,µ0,σ0-almost any ω ∈ Ω, the
function t 7→
( ∫ t
0 cs dYs
)
(ω) is locally Ho¨lder continuous with any exponent strictly less
than 1/2.
Note that although the measures Pα,β,µ0,σ0 are not equivalent on Ft, they are equiv-
alent on Yt. Since the stochastic integral is adapted to Yt, we can choose a version
of this integral, independently of our choice of parameters, which is Ho¨lder continuous
for every ω ∈ Ω. Using this version, let us now fix an ω ∈ Ω and the corresponding
observation path y (so that Y·(ω) = y), and then define
ηt :=
(∫ t
0
cs dYs
)
(ω) for t ≥ 0.
We may then rewrite equation (3.1) as the ODE
d
dt
(
q(y)t
Rt
− ηt
)
= −
q(y)t
Rt
(
αt +
βt
Rt
)
.
We are now ready to make our change of variables. We transform the state trajec-
tories from (q(y), R) to w by the relation
w(t) = (w1(t), w2(t)) =
(
q(y)t
Rt
− ηt,
1
Rt
)
.
By the above, w satisfies the following ODEs
dw1
dt
(t) = −
(
w1(t) + ηt
)(
αt + βtw2(t)
)
,
dw2
dt
(t) = −βtw2(t)
2 − 2αtw2(t) + c
2
t , (3.2)
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which may be equivalently expressed as
dw
ds
(s) = f(w(s), s, αs, βs) for 0 < s < t, (3.3)
where the function f is given by
f(z, t, a, b) =
(
−(z1 + ηt)(a+ bz2)
−bz22 − 2az2 + c
2
t
)
for z = (z1, z2) ∈ U. (3.4)
We also make the natural change of variables in the terminal values of q and R.
That is, for a fixed time t, we make the transformation from (µ, σ2) to x via
x = (x1, x2) =
(
µ
σ2
− ηt,
1
σ2
)
, (3.5)
noting that the map (µ, σ) 7→ x is a bijection from U to itself. With this change of
variables, we define a new function v by
v(x, t) = κt(µ, σ
2 | y), for x ∈ U, t ∈ [0,∞), (3.6)
where we suppress the dependence on y in the notation, as it will henceforth be con-
sidered to be fixed. We also define a new initial cost function v0 : U → R, defined such
that
v0(z) = κ0(µ0, σ
2
0), whenever z =
(
µ0
σ20
,
1
σ20
)
∈ U.
Recalling the definition of κ, given in (2.6), we observe that v may be expressed as
v(x, t) = inf
{∫ t
0
γ(s, αs, βs) ds+ v0(w(0))
∣∣∣∣ (α, β) ∈ A, w(0) ∈ Usuch that w(t) = x
}
,
where the infimum is taken over all controls (α, β) and initial values w(0) such that the
corresponding state trajectory w(·) satisfies w(t) = x.
Remark 3.1. The change of variables we have chosen is, to our knowledge, the simplest
one in this setting which successfully reduces our SDE into an ODE with random co-
efficients, but it is by no means unique. In general this type of result can be achieved
via Doss–Sussmann transformations. In particular, the transformation exhibited in
Buckdahn and Ma [9] is also sufficient for our purposes, and results in an ODE with
comparable complexity.
To consider the function v as a value function in a strictly classical sense, we should
express it as an infimum over only the space of controls, without specifying in its def-
inition that the initial point w(0) should be in U . One should notice however that for
a given terminal value w(t) = x, there may exist controls such that the corresponding
state trajectory w leaves the domain U . Moreover, since the state trajectories satisfy
an ODE (3.3) which has quadratic growth (note the quadratic terms in (3.4)), some
choices of control may result in trajectories with an infinite speed of propagation, which
in particular may ‘blow up’ in a finite time.
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Example 3.2. Suppose that c ≡ 2, and consider the control given by α ≡ 0 and β ≡ 1.
Recall the equation (3.2) for the second component of w, which in this case becomes
dw2
ds
(s) = 4− w2(s)
2.
If x2 = w2(t) = 1, then the solution of this equation is given by w2(s) = (6 −
2e4(t−s))/(3 + e4(t−s)), which leaves the domain U when s = t− 14 log(3).
If instead x2 = w2(t) = 3, then the solution is given by w2(s) = (10+ 2e
4(t−s))/(5−
e4(t−s)), which ‘blows up’ when s = t− 14 log(5).
The previous example demonstrates some undesirable behaviour of the state trajec-
tories. However we can prevent these types of behaviour by assigning an infinite initial
cost to such trajectories, as follows. Let us extend the domain of the state trajectories
w to the entirety of R2. We extend the function f by setting
f(z, t, a, b) =
(
−(z1 + ηt)a
c2t
)
for z = (z1, z2) ∈ R
2 \ U, (3.7)
noting that, provided c is continuous (which we shall assume), the function f : R2 ×
[0,∞) × R × [0,∞) → R is continuous in each of its variables. Provided that the
resulting extended function is continuous, how we choose to define the function f for
x ∈ R2 \U is not important, since we will assign an infinite initial cost to any trajectory
which leaves U . It will however be useful later to have f explicitly defined in the whole
of R2.
We suppose that the trajectories w satisfy the ODE (3.3) with this extended function
f . We also extend the domain of the initial cost function v0 to R
2 by defining
v0(z) =∞ for z ∈ R
2 \ U.
Although we don’t actually obtain an initial point for trajectories which ‘blow up’ in a
finite time, we may simply prescribe an infinite ‘initial’ cost to all such trajectories.
For each terminal value x ∈ U , we consider solutions w(·) of (3.3) with the terminal
condition
w(t) = x ∈ U. (3.8)
We will sometimes write w(·) = w(· ;x, t, α, β) to make explicit the dependence of w(·)
on x, t, α and β.
We define a cost functional J , for x ∈ U , t ≥ 0 and (α, β) ∈ A, by
J(x, t;α, β) =
∫ t
0
γ(s, αs, βs) ds+ v0(w(0)),
where w(0) = w(0;x, t, α, β) is the initial value of the solution w(·) of (3.3) and (3.8),
and note that v is then simply given by
v(x, t) = inf
(α,β)∈A
J(x, t;α, β). (3.9)
Naturally, we have that v(x, 0) = v0(x) for all x ∈ U . As noted above, the initial value
w(0) may not always lie in U , but such trajectories can be ignored when taking the
infimum in (3.9) as we have assigned them an infinite cost.
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To summarise, we now have:
Control Problem for v. For every x ∈ U and t > 0, find
v(x, t) = inf
(α,β)∈A
J(x, t;α, β), (3.10)
where
J(x, t;α, β) =
∫ t
0
γ(s, αs, βs) ds+ v0(w(0)),
and w(·) = w(· ;x, t, α, β) satisfies w(t) = x and
dw
ds
(s) = f(w(s), s, αs, βs) for 0 < s < t,
where the function f is given by (3.4) and (3.7).
We have derived a (deterministic) optimal control problem, whose value function v
determines the function κ via a simple change of variables. We will henceforth refer to
(3.10) as the definition of v.
Remark 3.3. In Section 4.2 it will be shown in particular that v is a continuous function
of x and t. Given this fact, if one does take the value function of the control problem
described above as the definition of v, then one can define κ by the change of variables
given by (3.5) and (3.6), and continuity of κ is then immediate. One can then read
the supremum in (2.7) as the definition of the nonlinear expectation evaluated on the
observation path y, for any measurable function ϕ such that the supremum takes a
finite value. In this view, we can avoid any and all measure theoretic issues involved in
defining all of the aforementioned objects.
4 Properties of the value function
4.1 Relationship with the HJB equation
Having derived the optimal control problem described above, we now proceed to study
the value function v in some detail. In particular, we aim to identify it as the unique
solution of the associated Hamilton–Jacobi–Bellman (HJB) equation:
∂u
∂t
(x, t) +H
(
x, t,∇u(x, t)
)
= 0, (x, t) ∈ U × (0,∞), (4.1)
where the Hamiltonian H is defined by
H(x, t, p) = sup
(a,b)∈R×[0,∞)
{
f(x, t, a, b) · p− γ(t, a, b)
}
. (4.2)
Recall the function f given by (3.4) (and (3.7)). Since the functions c and η are
locally bounded, one can show that for every T > 0 there exists a constant Lf > 0 such
that for all x, z ∈ U , t ∈ [0, T ] and (a, b) ∈ R× [0,∞), one has
∣∣f(x, t, a, b)∣∣ ≤ Lf(1 + |a|+ |a||x|+ b|x|+ b|x|2) (4.3)
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and ∣∣f(x, t, a, b)− f(z, t, a, b)∣∣ ≤ Lf(|a|+ b+ b|x|+ b|z|)|x− z|. (4.4)
In particular we note that f has linear growth in a and b, locally uniformly in x and t.
That is, for any compact K ⊂ U and any T > 0, there exists a constant L˜f > 0 such
that
∣∣f(x, t, a, b)∣∣ ≤ L˜f(1 + |a|+ b) for all x ∈ K, t ∈ [0, T ], (a, b) ∈ R× [0,∞). (4.5)
Henceforth we shall always assume that the function c is continuous. We also make
the following assumptions on the functions γ and v0.
Assumption 4.1. We suppose that the running cost function γ : (0,∞)×R×(0,∞)→
R is continuous, nonnegative, and satisfies the following coercivity condition. We sup-
pose that there exists p > 1 such that for any T > 0,
inf
0≤t≤T
γ(t, a, b)
|a|p + bp
−→∞ as |a|+ b −→∞. (4.6)
It does not matter, at this stage, whether γ is also defined and finite for b = 0, or
whether γ approaches +∞ as b→ 0+.
Definition 4.2. We shall denote by V the class of functions u : R2 → R ∪ {∞} which
are finite-valued and bounded below in U , and satisfy
u(x) −→∞ as |x| −→ ∞
and u(x) = u(x1, x2) −→∞ as x2 −→ 0
+, uniformly in x1.
Assumption 4.3. As in the previous section, we assume that the initial cost function
v0 : R
2 → R∪{∞} takes the value ∞ on R2 \U . We also assume that v0 belongs to the
class V, and is locally Lipschitz continuous on U .
Lemma 4.4. The value function v is finite-valued and locally bounded on U .
Proof. For a given point (x, t) = (x1, x2, t) ∈ U × [0,∞), consider the control (α, β)
given by
αs =
c2s − x
2
2
2x2
and βs = 1 for s ≥ 0.
Since c is locally bounded and γ is continuous, we see that
∫ t
0 γ(s, αs, βs) ds <∞.
Recall the ODE (3.3) satisfied by the state trajectories, given in this case by
dw1
ds
(s) = −
(
w1(s) + ηs
)c2s + x22
2x2
and
dw2
ds
(s) = 0.
The solution of the first equation above has at most exponential growth, and in par-
ticular has a finite speed of propagation. It is therefore clear that the initial point
w(0) corresponding to this control lies in U . Since v0 is finite-valued in U , we see that
J(x, t;α, β) <∞, and hence that v(x, t) <∞.
Let T > 0 and let K be a compact subset of U . Note that for x ∈ K, the value of
x2 is bounded away from zero, so that the control (α, β) defined above (which depends
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on the choice of x) is uniformly bounded on the compact time interval [0, T ]. It is
also clear that the initial point w(0) = w(0;x, t, α, β) is bounded in absolute value,
and bounded away from the boundary of U at x2 = 0, uniformly for x ∈ K and
t ∈ [0, T ]. Since v0 is assumed to be continuous and hence locally bounded, we deduce
that supx∈K, t∈[0,T ] J(x, t;α, β) <∞, and hence that v is bounded on K × [0, T ].
Although we are primarily interested in the value function v, it is also worth con-
sidering the ‘approximate value function’, given by taking the infimum of the cost
functional J over a class of uniformly bounded controls. More precisely, for a given
constant M > 0, we define
AM =
{
(α, β) ∈ A : |αs|+ βs ≤M for all s ≥ 0
}
to be the set of controls which are bounded by M , and let
vM (x, t) = inf
(α,β)∈AM
J(x, t;α, β) for x ∈ U, t ≥ 0. (4.7)
Although parts of our analysis become easier when we restrict to uniformly bounded
controls, one should note that the approximate value function defined above is in some
ways more awkward to deal with, as it is not finite-valued in the whole of U .
Recall the control (α, β) from the proof of Lemma 4.4. Note that αs → +∞ as
x2 → 0
+ (whenever cs 6= 0). This is an indication of the fact that, as the terminal
value x approaches the boundary of U at x2 = 0, we require larger and larger controls
to ensure that the corresponding state trajectory remains inside U . This can seen by
noticing that for small values of w2(t), the dominant term in the ODE (3.2) is c
2
t , which
pushes the initial value of the solution towards (and indeed beyond) the boundary of U .
Recalling that x2 = 1/σ
2, we note that this behaviour corresponds to extremely large
values of the conditional variance being considered to be very unreasonable.
Thus, for any M > 0, the approximate value function vM is infinite-valued in a
nontrivial (and time-dependant) subset of the domain U . In the following we denote
Q := U × (0,∞)
and write QM for the part of the domain where vM is finite-valued, that is
QM :=
{
(x, t) ∈ Q : vM (x, t) <∞
}
=
{
(x, t) ∈ Q : ∃(α, β) ∈ AM such that w(0;x, t, α, β) ∈ U
}
.
Since v0 ∈ V, it can be seen that v
M (x, t) tends to infinity as (x, t) approaches the
boundary of the set Q \QM .
For a fixed time T > 0, we will also write
QT := U × (0, T ) and Q
M
T := Q
M ∩QT .
Remark 4.5. It is not hard to see that QM is an open subset of Q. Further, by inspecting
the proof of Lemma 4.4, we can deduce that, for any T > 0 and any compact K ⊂ U ,
we will have that K× (0, T ) ⊂ QMT for all sufficiently large M > 0, so that in particular⋃
M>0Q
M
T = QT . Since any given control (α, β) ∈ A is bounded on the compact time
interval [0, T ], we also have that v(x, t) = infM>0 v
M (x, t) for all (x, t) ∈ QT .
14
When considering uniformly bounded controls, it is natural to also consider the
modified HJB equation:
∂u
∂t
(x, t) +HM
(
x, t,∇u(x, t)
)
= 0, (4.8)
where HM is the modified Hamiltonian, given by
HM (x, t, p) = sup
{
f(x, t, a, b) · p− γ(t, a, b)
∣∣∣∣ (a, b) ∈ R× [0,∞)such that |a|+ b ≤M
}
. (4.9)
Lemma 4.6. The Hamiltonian H and modified Hamiltonian HM are continuous.
Proof. As the functions f and γ are continuous, and the supremum in (4.9) is taken
over a compact set, it is straightforward to see that HM is continuous for any given M .
Let T,R > 0, let K be a compact subset of U , and write BR(0) for the closed ball
in R2, centred at 0 with radius R. It follows from the conditions (4.5) and (4.6) that
sup
x∈K, 0≤t≤T
p∈BR(0)
{
f(x, t, a, b) · p− γ(t, a, b)
}
≤
(
1 + |a|+ b
)(
L˜fR− inf
0≤t≤T
γ(t, a, b)
1 + |a|+ b
)
−→ −∞
as |a|+ b→∞. We therefore deduce the existence of an M > 0 such that H(x, t, p) =
HM(x, t, p) for all (x, t, p) ∈ K × [0, T ] × BR(0). Continuity of H then clearly follows
from the continuity of HM .
The value function v and approximate value function vM satisfy the following Dy-
namic Programming Principle (DPP).
Proposition 4.7. For any x, t and 0 ≤ r ≤ t, we have
v(x, t) = inf
(α,β)∈A
{∫ t
r
γ(s, αs, βs) ds+ v(w(r), r)
}
,
where w( ·) = w( · ;x, t, α, β).
The statement of the DPP for the approximate value function vM is identical to the
above, except that one only considers controls (α, β) ∈ AM . The proof of this result is
standard; see e.g. Yong and Zhou [39].
As noted above, the approximate value function vM is only finite-valued in the
subdomain QM . However, we still wish to consider vM as being a supersolution of the
HJB equation. We therefore consider viscosity supersolutions in the following sense.
Definition 4.8. We say that a function uˆ : Q → R ∪ {∞} is a viscosity supersolution
of a given equation if the set Quˆ := {(x, t) ∈ Q : uˆ(x, t) < ∞} is open, uˆ satisfies the
usual definition of viscosity supersolution on Quˆ, and uˆ is ‘continuous’ in the sense that,
as well as being continuous on Quˆ, we also have that uˆ(x, t) tends to infinity as (x, t)
approaches the boundary of the set Q \Quˆ.
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We can use Proposition 4.7 to obtain the following result, whose proof is adapted
from [39].
Proposition 4.9. The value function v is a viscosity solution of the HJB equation (4.1),
and the approximate value function vM is a viscosity supersolution of the modified HJB
equation (4.8).
Proof. We first note that v is continuous on Q, and vM is continuous on QM , which
follows from Theorem 4.10 below.
Suppose ϕ ∈ C1(Q) is such that v − ϕ has a local maximum at a point (x, t) ∈ Q.
Fix (a, b) ∈ R × [0,∞), and define a control (α, β) ∈ A by (αt, βt) ≡ (a, b), and
let w(·) = w(· ;x, t, α, β) be the corresponding state trajectory. Then, by the DPP
(Proposition 4.7), for 0 ≤ r < t with t− r sufficiently small, we have
0 ≤
v(x, t)− ϕ(x, t) − v(w(r), r) + ϕ(w(r), r)
t− r
≤
1
t− r
(∫ t
r
γ(s, a, b) ds − ϕ(x, t) + ϕ(w(r), r)
)
−→ γ(t, a, b)−
∂ϕ
∂t
(x, t)− f(x, t, a, b) · ∇ϕ(x, t) as r → t.
It follows that
∂ϕ
∂t
(x, t) +H
(
x, t,∇ϕ(x, t)
)
≤ 0,
so v is a viscosity subsolution of (4.1).
Fix T > 0 and suppose that ϕ ∈ C1(QMT ) is such that v
M−ϕ has a local minimum at
some point (x, t) ∈ QMT . Let ε > 0. By the DPP, for any 0 ≤ r < t with t−r sufficiently
small, we can find a control (αr, βr) ∈ AM such that, writing w(·) = w(· ;x, t, αr , βr),
we have
0 ≥ vM (x, t)− ϕ(x, t)− vM (w(r), r) + ϕ(w(r), r)
≥ −ε(t− r) +
∫ t
r
γ(s, αrs, β
r
s ) ds− ϕ(x, t) + ϕ(w(r), r).
Rearranging, it follows that
−ε ≤
1
t− r
∫ t
r
(
∂ϕ
∂t
(w(s), s) + f(w(s), s, αrs, β
r
s ) · ∇ϕ(w(s), s) − γ(s, α
r
s, β
r
s)
)
ds
≤
1
t− r
∫ t
r
(
∂ϕ
∂t
(w(s), s) +HM
(
w(s), s,∇ϕ(w(s), s)
))
ds
−→
∂ϕ
∂t
(x, t) +HM
(
x, t,∇ϕ(x, t)
)
as r → t.
One should note that the function w(·) in the above depends on r, so care should be
taken when taking the limit in the last line. The convergence is justified by the fact
that the controls {(αr, βr)}0≤r<t are uniformly bounded (byM), which implies that the
functions {w(· ;x, t, αr , βr)}0≤r<t are continuous at the point (x, t), uniformly in r.
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Taking ε → 0, we deduce that vM is a viscosity supersolution of (4.8) in QMT , and
hence that it is a viscosity supersolution of (4.8) in QT , in the sense of Definition 4.8.
Since HM ≤ H, we see that v
M is also a viscosity supersolution of (4.1) in QMT . As
noted in Remark 4.5, we have that
⋃
M>0Q
M
T = QT , and v(x, t) = infM>0 v
M (x, t) for
all (x, t) ∈ QT , from which it follows that v is also a viscosity supersolution of (4.1) in
QT . As T > 0 was arbitrary, we have the result.
4.2 Regularity
Recall Assumptions 4.1 and 4.3, in particular the assumption that the initial cost func-
tion v0 is locally Lipschitz continuous on U . Under these assumptions we have the
following.
Theorem 4.10. The value function v is locally Lipschitz continuous.
This result may be proved by adapting arguments from Section 2 of Bardi and Da
Lio [4], though care is needed to account for the nonlinearity in the function f , and
for the fact that our spatial domain is a half-plane. In particular, the use of Young’s
inequality is the reason for our insistence on p > 1 in Assumption 4.1. Moreover, the
following key estimate is required.
Lemma 4.11. Let T > 0. There exists a constant C > 0 such that for any control
(α, β) and any terminal pair (x, t) ∈ U× [0, T ], the corresponding state trajectory w(·) =
w(· ;x, t, α, β) satisfies
log
(
1 + |x|2
)
≤ log
(
1 + |w(0)|2
)
+ C
∫ t
0
(
1 + |αs|+ βs
)
ds. (4.10)
Proof. Using the fact that the functions η and c are locally bounded, we have
1
2
d
ds
|w(s)|2 = w(s) · f(w(s), s, αs, βs)
= −w1(s)
(
w1(s) + ηs
)(
αs + βsw2(s)
)
− βsw2(s)
3 − 2αsw2(s)
2 + c2sw2(s)
≤ C
(
1 + |αs|+ βs
)(
1 + |w(s)|2
)
,
where crucially we notice that, since w2(s) > 0 and βs ≥ 0, we are able to drop
the highest order terms in w. Rearranging and integrating this expression, we obtain
(4.10).
The previous lemma implies a type of (partial) finite speed of propagation property.
That is, although the state trajectories w may have an infinite speed of propagation
‘toward infinity’, they can only return ‘toward zero’ with a finite speed.
One can also show that the approximate value function vM is locally Lipschitz
continuous on QM , but we will not make use of this result.
An immediate consequence of Theorem 4.10 is that the value function v belongs
to the Sobolev space W 1,∞loc (Q). In particular, v has a weak derivative, has a classical
derivative almost everywhere, and these two notions of derivative coincide almost ev-
erywhere (see Evans [18]). Moreover, v satisfies the HJB equation (4.1) in the classical
sense at each point where its classical derivative exists.
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Recall our assumption that the initial cost function v0 belongs to the class V (defined
in Definition 4.2). As the last result of this section, we show that the value function
v also satisfies a similar type of ‘weak coercivity’, which one may also think of as an
‘explosive boundary condition’.
Definition 4.12. We shall denote by Vtloc the class of functions u : Q → R which are
bounded below, and satisfy, for every T > 0,
inf
0≤t≤T
u(x, t) −→∞ as |x| −→ ∞, (4.11)
and
inf
x1∈R, 0≤t≤T
u(x1, x2, t) −→∞ as x2 −→ 0
+. (4.12)
Lemma 4.13. v ∈ Vtloc.
Proof. Recall the estimate (4.10) from Lemma 4.11, which holds for any choice of control
(α, β). Using (4.6), we obtain
log
(
1 + |x|2
)
≤ log
(
1 + |w(0)|2
)
+C
∫ t
0
(
1 + γ(s, αs, βs)
)
ds, (4.13)
with a possibly different constant C. Recalling the definition of the value function,
v(x, t) = inf
(α,β)∈A
{∫ t
0
γ(s, αs, βs) ds+ v0
(
w(0;x, t, α, β)
)}
,
and the fact that v0 ∈ V, we deduce that (4.11) holds for v.
The second component of a given state trajectory satisfies
dw2
ds
(s) = −βsw2(s)
2 − 2αsw2(s) + c
2
s
≥ −2
(
|αs|+ βs
)
w2(s)
(
1 + w2(s)
)
,
from which, using (4.6) again, we obtain
log
(
w2(0)
1 + w2(0)
)
− C
∫ t
0
(
1 + γ(s, αs, βs)
)
ds ≤ log
(
x2
1 + x2
)
(4.14)
for some constant C > 0. From the definition of the value function and fact that v0 ∈ V,
we similarly deduce that (4.12) holds for v.
5 Uniqueness for the HJB equation
In the previous section we saw that the value function v is a viscosity solution of the
HJB equation (4.1). We now turn our attention to the question of whether this solution
is unique.
There is a substantial amount of existing literature on uniqueness results for solutions
of first-order HJB equations. The standard approach to obtaining such results is via a
‘doubling the variables’ type argument, which provides what is essentially a maximum
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principle for viscosity solutions of certain PDEs (see Crandall, Ishii and Lions [15]).
However, typical treatments of such equations on an unbounded domain (e.g. in Barles
[1] or Evans [18]) assume that the solutions are bounded and uniformly continuous,
whereas our solution v exhibits explosive behaviour near the boundary of U . In Yong and
Zhou [39] solutions are only assumed to be continuous, but the Hamiltonian is assumed
to grow at most linearly in the spatial variable x. In our case the state trajectories
obey an ODE (3.3) which is quadratic in x, which means that our Hamiltonian also has
quadratic growth in x. Moreover, although the function η is locally Ho¨lder continuous, it
is not locally Lipschitz, as would be required in order to apply the sub/super-optimality
principle (see Lions and Souganidis [28]).
On the other hand, when working on a bounded domain where the comparison
is assumed to hold on the parabolic boundary of the domain, standard comparison
results are less restrictive in their assumptions on the Hamiltonian. Our strategy here
is therefore to exploit properties of the value function in order to be able to restrict
attention to a bounded subdomain, and then apply a standard comparison theorem
from Barles [1].
The rest of this section is dedicated to the proof of Theorem 5.2 below, which we
shall prove under the following additional mild assumption.
Assumption 5.1. We assume that γ(t, 0, 0) <∞ for all t > 0.
To the best of our knowledge our technique is new, and is applicable to more gen-
eral nonlinear optimal control problems. The key is the fact that the value function v
depends only on local values of the initial cost function v0. We can therefore manip-
ulate the asymptotic behaviour of v0, and hence that of v, without changing the local
behaviour of v. This is the motivation for Propositions 5.3 and 5.5 below. We will then
be able to deduce the following result.
Theorem 5.2. The value function v is the unique viscosity solution of the HJB equation
(4.1) in the class Vtloc which satisfies the initial condition v(x, 0) = v0(x) for all x ∈ U .
Note that, rather than any sort of integrability or regularity condition in the usual
sense, the additional condition we impose to establish uniqueness for our equation is
actually an ‘explosive boundary condition’. Further, notice that although we insist that
the relevant solutions converge to infinity as we approach the boundary of U , we make
no restriction whatsoever on the speed of this convergence.
In the following, by a viscosity (sub/super)solution we will always mean a continuous
viscosity (sub/super)solution. As in the previous section, we consider supersolutions in
the sense of Definition 4.8. In particular, we allow viscosity supersolutions to be infinite-
valued, provided that they are still ‘continuous’ in the sense that they tend to infinity
as they approach the part of the domain where they are infinite-valued.
It will be helpful to first restrict ourselves to the case of uniformly bounded controls,
and consider solutions of the modified HJB equation (4.8). From the bound (4.4) on
the function f , we easily deduce that for every T > 0 there exists a constant LM > 0
such that ∣∣HM (x, t, p)−HM (z, t, p)∣∣ ≤ LM(1 + |x|+ |z|)|x− z||p| (5.1)
for all x, z ∈ U , t ∈ [0, T ] and p ∈ R2.
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Proposition 5.3. Fix an M > 0, and let u be a viscosity subsolution of the modified
HJB equation (4.8) in QT , for some T > 0. Suppose that u(x, 0) ≤ v0(x) for all x ∈ U .
Then u ≤ vM in QT .
Proof. Fix an arbitrary compact set K ⊂ U , and choose T0 ∈ (0, T ] sufficiently small
such that K × (0, T0) ⊂ Q
M . Let us recall the definition of the approximate value
function:
vM (x, t) = inf
(α,β)∈AM
{∫ t
0
γ(s, αs, βs) ds+ v0
(
w(0;x, t, α, β)
)}
.
As vM is continuous on QM , it is bounded on K × (0, T0). Since γ and v0 are bounded
below, it follows that there exists a constant C0 > 0 such that, when considering the
value of vM (x, t) for x ∈ K and t ∈ (0, T0), it is sufficient to consider only those controls
(α, β) which satisfy
v0
(
w(0;x, t, α, β)
)
< C0. (5.2)
For δ > 0, define the set Uδ := {x = (x1, x2) ∈ U : |x| < 1/δ, x2 > δ}. Since v0 ∈ V
(recall Definition 4.2), there exists a δ > 0 sufficiently small such that K ⊂ Uδ, and
such that
v0(x) ≥ C0 for all x ∈ U \ Uδ.
For this δ, let Vˆ0 be a continuous function belonging to the class V, such that
• Vˆ0(x) = v0(x) for x ∈ Uδ,
• Vˆ0(x) ≥ C0 for x ∈ U \ Uδ,
• Vˆ0(x) =∞ for x ∈ R
2 \ U .
We now define
Vˆ (x, t) := inf
(α,β)∈AM
{∫ t
0
γ(s, αs, βs) ds+ Vˆ0
(
w(0;x, t, α, β)
)}
(5.3)
for x ∈ U and t ≥ 0, where, just as when we considered the value function v in Section 3,
we associate an infinite ‘initial’ cost to state trajectories which ‘blow up’ after a finite
time.
The function Vˆ is defined in the same way as the approximate value function vM ,
except with a different initial cost function, namely Vˆ0 instead of v0. We note that Vˆ is
also finite-valued precisely in the subdomain QM . Further, the result of Proposition 4.9
applies equally well to the function Vˆ , which is hence a viscosity supersolution of the
modified HJB equation (4.8), with initial condition Vˆ (x, 0) = Vˆ0(x) for all x ∈ U .
Since v0 ≥ C0 and Vˆ0 ≥ C0 in R
2 \ Uδ, it follows from (5.2) that when considering
the values of vM (x, t) and Vˆ (x, t) for x ∈ K and t ∈ (0, T0), we may ignore all controls
(α, β) such that the corresponding initial point w(0;x, t, α, β) lies in R2 \ Uδ. Since, v0
and Vˆ0 are equal in Uδ, we deduce that
vM (x, t) = Vˆ (x, t) for all x ∈ K, t ∈ (0, T0). (5.4)
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Recall the estimates (4.13) and (4.14) from the proof of Lemma 4.13, which in
particular hold for all controls (α, β) ∈ AM . Since Vˆ0 ∈ V, we can argue exactly as in
Lemma 4.13 that Vˆ ∈ Vtloc. Moreover, since u is continuous and hence locally bounded,
and since we are only considering controls which are uniformly bounded1 (by M), we
see from (4.13) and (4.14) that by choosing Vˆ0 to grow sufficiently quickly as |x| → ∞
and as x2 → 0, we can ensure that Vˆ0(x) ≥ v0(x) for all x ∈ U , and that
inf
0≤t≤T0
Vˆ (x, t) ≥ sup
0≤t≤T0
u(x, t)
for all sufficiently large values of |x|, and for all sufficiently small values of x2. Thus,
there exists a bounded open subset E ⋐ U , such that K ⊂ E, and such that Vˆ ≥ u on
∂E × [0, T0].
Since Vˆ (x, 0) = Vˆ0(x) ≥ v0(x) ≥ u(x, 0) for all x ∈ U , we see that Vˆ ≥ u on the
parabolic boundary of E × (0, T0). Since (5.1) holds, we may apply Theorem 5.1 in
Barles [1] on the subdomain2 E × (0, T0) with the subsolution u and the supersolution
Vˆ , to deduce that u ≤ Vˆ in E × (0, T0). By (5.4), we have that u ≤ v
M in K × (0, T0).
Since any point (x, t) ∈ QMT belongs to a set of the form K×(0, T0) for some compact
K ⊂ U and some T0 ∈ (0, T ], and since v
M (x, t) =∞ for (x, t) ∈ QT \Q
M
T , we have the
result.
Corollary 5.4. Let u be a viscosity subsolution of the HJB equation (4.1) in QT , for
some T > 0, and suppose that u(x, 0) ≤ v0(x) for all x ∈ U . Then u ≤ v in QT .
Proof. Fix an arbitrary point (x, t) ∈ QT , and let ε > 0. Then there exists a control
(α, β) ∈ A such that J(x, t;α, β) < v(x, t) + ε.
As we are only interested in the value of this control on the compact time interval
[0, t], we may assume without loss of generality that it is uniformly bounded, so that
there exists an M > 0 such that (α, β) ∈ AM .
Since u is a viscosity subsolution of the HJB equation (4.1), and HM ≤ H, it follows
that u is also a viscosity subsolution of the modified HJB equation (4.8) in QT . By
Proposition 5.3, we have that u ≤ vM in QT . In particular, since (α, β) ∈ A
M , we have
that
u(x, t) ≤ vM (x, t) ≤ J(x, t;α, β) < v(x, t) + ε.
Letting ε→ 0, we deduce the result.
Proposition 5.5. Suppose that uˆ is a viscosity supersolution of the HJB equation (4.1)
in Q. Assume that uˆ ∈ Vtloc, and that v0(x) ≤ uˆ(x, 0) for all x ∈ U . Then v ≤ uˆ in Q.
Proof. Fix a T > 0 and an arbitrary compact set K ⊂ U . We can argue, exactly as
in the proof of Proposition 5.3, that there exists a constant C0 > 0 such that, when
1The assumption of uniformly bounded controls is essential here. This argument could not therefore
be applied directly to the value function v.
2Strictly speaking the supersolution Vˆ could be infinite-valued in part of this domain, but since Vˆ
is continuous in the sense of Definition 4.8, this requires only a trivial extension of the theorem, with
essentially no change to its proof.
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considering the value of v(x, t) for x ∈ K and t ∈ (0, T ), it is sufficient to consider only
those controls (α, β) which satisfy
v0
(
w(0;x, t, α, β)
)
< C0. (5.5)
Since v0 ∈ V, there exists δ > 0 sufficiently small such that K ⊂ Uδ, and such that
v0 ≥ C0 in U \ Uδ, where Uδ := {x = (x1, x2) ∈ U : |x| < 1/δ, x2 > δ}. For this δ,
let V0 be a finite-valued, locally Lipschitz function on R
2 such that V0 = v0 in Uδ, and
V0 ≥ C0 in R
2 \ Uδ, and define
V (x, t) := inf
(α,β)∈A
{∫ t
0
γ(s, αs, βs) ds+ V0
(
w(0;x, t, α, β)
)}
(5.6)
for x ∈ U and t ≥ 0. As usual, we associate an infinite ‘initial’ cost to state trajectories
which ‘blow up’ after a finite time. The function V is defined similarly to the value
function v, except with initial cost function V0 instead of v0. Note however that, since
V0 is finite-valued in the entirety of R
2, the state trajectories are allowed to leave the
domain U . It is for this reason that we explicitly defined the function f for values of
x ∈ R2 \ U .
We can argue, exactly as in the first part of the proof of Proposition 4.9, that
V is a viscosity subsolution of the HJB equation (4.1) in Q, with initial condition
V (x, 0) = V0(x) for all x ∈ U .
Since v0 ≥ C0 and V0 ≥ C0 in R
2 \ Uδ, it follows from (5.5) that when considering
the values of v(x, t) and V (x, t) for x ∈ K and t ∈ (0, T ), we may ignore all controls
(α, β) such that the corresponding initial point w(0;x, t, α, β) lies in R2 \ Uδ. Since, v0
and V0 are equal in Uδ, we deduce that
v(x, t) = V (x, t) for all x ∈ K, t ∈ (0, T ). (5.7)
Heuristically, if V0 grows slowly as |x| → ∞, then V should also grow slowly as
|x| → ∞. In particular, since uˆ ∈ Vtloc, if V0 grows sufficiently slowly, then we should be
able to ensure that V grows slower than uˆ, so that uˆ dominates V asymptotically. We
will now make this more precise.
Let us write (α0, β0) for the control satisfying (αs, βs) = (0, 0) for all s ≥ 0, and
w0(·) = w(· ;x, t, α0, β0) for the corresponding state trajectory. Recall the function f
which defines the ODE satisfied by the state trajectories, given by (3.4) and (3.7). In
this case we have
dw0
ds
(s) = f(w0(s), s, 0, 0) =
(
0
c2s
)
so that
w0(0) = x−
(
0∫ t
0 c
2
s ds
)
.
In other words, for any point (x, t) ∈ QT , there exists a control such that the corre-
sponding state trajectory w(·) ‘doesn’t move very far’.
Recalling Assumption 5.1, since
V (x, t) ≤ V0(w
0(0)) + T sup
0≤s≤T
γ(s, 0, 0),
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and uˆ ∈ Vtloc, we deduce that the function V0 may be chosen so that V0(x) → ∞ as
|x| → ∞, but such that this convergence to infinity is sufficiently slow to ensure that
V0(x) ≤ v0(x) for all x ∈ U , and also that
sup
0≤t≤T
V (x, t) ≤ inf
0≤t≤T
uˆ(x, t)
for all sufficiently large values of |x| (with x2 > 0), and for all sufficiently small values
of x2. Thus, there exists a bounded open subset E ⋐ U , such that K ⊂ E, and such
that V ≤ uˆ on ∂E × [0, T ].
Since V0 is locally Lipschitz continuous and V0(x) → ∞ as |x| → ∞, the result of
Theorem 4.10 also applies to V , and implies that it is also locally Lipschitz continuous.
The only addition to the proof of Theorem 4.10 in this case is to check that the estimate
(4.10) still holds when the trajectories are in R2 \U ; however this is easy, as f is simply
given by (3.7) for x ∈ R2 \ U .
As V (x, 0) = V0(x) ≤ v0(x) ≤ uˆ(x, 0) for all x ∈ U , we see that V ≤ uˆ on the
parabolic boundary of E× (0, T ). Since V is Lipschitz continuous on E× [0, T ], we may
apply Theorem 5.1 in Barles [1] on the subdomain E × (0, T ) with the subsolution V
and the supersolution uˆ, to deduce that V ≤ uˆ in E × (0, T ). By (5.7) we have that
v ≤ uˆ in K × (0, T ). Since K and T were arbitrary, we have the result.
Theorem 5.2 now follows by combining the results of Corollary 5.4 and Proposi-
tion 5.5.
Remark 5.6 (The multivariate case). For simplicity of presentation we have assumed
that the signal process X and observation process Y are one-dimensional. This led us
to an HJB equation where the spatial variable x corresponds (via a change of variables)
to the mean and variance of the conditional distribution of the signal, and consequently
lives in a half-plane.
We now remark that all of our analysis follows analogously in the multivariate case,
where X and Y take values in, say, Rd and Rm respectively. In this case x1 takes values
in Rd, and x2 takes values in the space of positive definite symmetric d × d matrices.
This spatial domain does not have such a straightforward geometric interpretation,
but it is still perfectly valid to consider existence and uniqueness of solutions of the
corresponding HJB equation on this domain.
One should note that the derivation of the key estimate in Lemma 4.11 is still valid
in the multivariate case, as we can still drop the highest order terms in w, using the
fact that w2(s) is positive definite and symmetric, and βs is now a positive semi-definite
symmetric matrix.
One limitation of this approach is that our change of variables requires the con-
ditional covariance matrix R to be invertible, so assuming it to be merely positive
semi-definite is not enough. The initial cost function v0(w(0)) should therefore be
infinite-valued whenever w2(0) is not positive definite, and satisfy a coercivity condition
analogous to Definition 4.2.
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6 Numerical example
We conclude with a numerical example. We simulate a realisation of the signal process
X with ‘true’ parameters as in the table (where for simplicity α and β are taken to
be constant in time), and the observation process Y with c = 1. We then consider the
problem of estimating X using the ‘estimated’ parameters as shown.
true parameters α = 0.5 β = 1.5 µ0 = 1 σ0 = 0.2
estimated parameters α∗ = 0 β∗ = 1 µ∗0 = 0 σ
∗
0 = 1
We use the penalty functions given by
γ(t, a, b) = 5(a− α∗)2 + 10(b − β∗)2, (6.1)
v0(x1, x2) = 15(x1 − x
∗
1)
2 + 15(x2 − x
∗
2)
2, (6.2)
where x∗1 =
µ∗0
(σ∗0 )
2 and x
∗
2 =
1
(σ∗0 )
2 .
After solving the HJB equation (4.1) for the value function v (see the Appendix for
the numerical scheme used in the current example), we reverse the change of variables
performed in Section 3 to obtain the penalty function κ. We are then in a position to
calculate the nonlinear expectation via (2.7). In this example we choose k1 = 10 and
k2 = 5.
In Figure 1a we compare a robust minimax estimate of the signal, calculated as
argminξ E
(
(Xt − ξ)
2
∣∣Yt), with the standard Kalman–Bucy filter, itself calculated with
both the esimated parameters (Eest) and with the true parameters (Etrue). The latter
is of course only computable with knowledge of the true parameters, and theoretically
represents the ‘best’ estimate one could hope to achieve.
0 0.5 1 1.5 2
0
1
2
3
4
Xt
E
true [Xt|Yt]
Robust estimate
E
est[Xt|Yt]
(a) Estimates of Xt.
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(b) Estimates of (X − 2)+.
Figure 1: Comparison of standard and robust filter estimates.
As mentioned in the introduction, the results of the majority of the existing literature
on robust filtering allow for estimation only of the state of the signal, or linear functions
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thereof. A significant strength of the current approach is that it also enables one to
compute estimates of nonlinear functions of the signal. Moreover, this can be done using
the same penalty function—that is, we do not have to solve the PDE again in order to
perform each subsequent estimate. To illustrate this, in Figure 1b we compute a robust
estimate of the variable (Xt−2)
+, i.e. max(Xt−2, 0), as argminξ E
((
(Xt−2)
+−ξ
)2 ∣∣Yt),
and compare it with standard filter estimates.
We also calculate the ‘upper’ and ‘lower’ expectations of the signal, i.e. E(Xt | Yt)
and −E(−Xt | Yt) respectively, which can be thought of as providing error bounds for
the Kalman–Bucy filter, and are shown in Figure 2a. Finally, Figure 2b shows the upper
and lower expectations of (Xt − 2)
+. We note in particular the asymmetry between the
upper and lower expectations around the Kalman–Bucy filter, in contrast to classical
equal-sided confidence intervals.
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(a) Expectations of Xt.
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(b) Expectations of (X − 2)+.
Figure 2: Robust upper and lower expectations.
Appendix – A numerical scheme
We briefly outline a numerical scheme to compute the solution of the HJB equation
(4.1), which was used to obtain the robust filter estimates exhibited in Section 6.
As the ‘reference’ parameters α∗, β∗, µ∗0, σ
∗
0 are a priori considered to be the best
estimates for the true parameters, we set their penalty to zero. That is, our penalty
functions γ and v0 will naturally be equal to zero for this choice of parameters, as in
(6.1)–(6.2). Thus, recalling the change of variables in (3.5), and the definition of the
value function v in (3.10), we note that the transformed reference dynamics, given by
w∗(t) =
(
q∗t
R∗t
− ηt,
1
R∗t
)
,
where q∗ and R∗ are the conditional mean and variance calculated using the reference
parameters, traces out the minimum point of the value function. That is, we have
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that v(w∗(t), t) = 0 for every t ≥ 0. Since in practice we are only interested in the
local behaviour of v around its minimum, we only need to solve the PDE in a finite
subdomain centred at this (moving) minimum point.
Defining v¯(ζ, t) = v(w∗(t) + ζ, t), the HJB equation (4.1) becomes
∂v¯
∂t
(ζ, t) + sup
(a,b)∈R×[0,∞)
{
f¯(ζ, t, a, b) · ∇v¯(ζ, t)− γ(t, a, b)
}
= 0,
where
f¯(ζ, t, a, b) = f(w∗(t) + ζ, t, a, b)− f(w∗(t), t, α∗t , β
∗
t ).
Since the value function v is unbounded (indeed, it ‘blows up’ at the boundary in
the sense of Definition 4.12) we instead solve for the function λ = −1/(1 + v¯), which
takes values in the bounded interval [−1, 0), and satisfies the equation
∂λ
∂t
(ζ, t) + sup
(a,b)∈R×[0,∞)
{
f¯(ζ, t, a, b) · ∇λ(ζ, t)− λ(ζ, t)2γ(t, a, b)
}
= 0, (6.3)
with the boundary condition that λ(ζ, t) → 0 as |ζ| → ∞ and as ζ2 ց −w
∗(t)2. Since
the transformation from v¯ to λ is monotone increasing, the corresponding viscosity
theory carries over.
We approximate the solution of (6.3) with an explicit finite difference scheme on a
finite rectangular domain, centred at ζ = 0, on the boundary of which we impose a zero
boundary condition.
Remark 6.1. Although the function λ is not actually equal to zero on the boundary of
a finite subdomain, this procedure does lead to a convergent scheme as we increase the
size of the domain. This can be seen by recalling, from the proofs of Propositions 5.3
and 5.5, the fact that v (and hence λ) only depends on the local values of its initial
condition, and thus, on any given inner region, is unaffected by perturbations in any
sufficiently large outer region, provided that such perturbations only increase the value
of v (or λ).
By the comparison results obtained in Section 5, since λ is bounded, we recover
the setting of Barles and Souganidis [5]. To establish monotonicity we use an upwind
scheme, truncating large values of the drift f¯ in order to ensure a suitable Courant–
Friedrichs–Lewy condition holds. By Theorem 2.1 in [5], the scheme is uniformly
convergent, and by the previous remark, the entire solution λ may be obtained by
increasing the size of the domain. The value function v may then be recovered via
v(x, t) = −1− 1/λ(x − w∗(t), t).
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