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1
Abstract
The global existence of classical solutions to cross diffusion systems of more than 2
equations given on a planar domain is established. The results can apply to generalized
Shigesada-Kawasaki-Teramoto (SKT) and food pyramid models whose diffusion and
reaction can have polynomial growth of any order.
1 Introduction
We consider in this paper the following system
ut = div(A(u)Du) + f(u,Du) (x, t) ∈ Q = Ω× (0, T ),
u(x, 0) = U0(x) x ∈ Ω
u = 0 on ∂Ω× (0, T ).
(1.1)
Here, Ω is a bounded domain with smooth boundary ∂Ω in IR2; u : Ω → IRm and
f : IRm × IR2m → IRm are vector valued functions. A(u) is a full matrix m×m. Thus, the
above is a system of m equations.
The system (1.1) arises in many mathematical biology and ecology applications. In
the last few decades, papers concerning such strongly coupled parabolic systems usually
assumed that the solutions under consideration were bounded, a very hard property to
check as maximum principles had been unavailable for systems in general. Most of global
existence results for cross diffusion systems relied on the following local existence result of
Amann.
Theorem 1.1 ([2, 3]) Suppose Ω ⊂ IRn, n ≥ 2, with ∂Ω being smooth. Assume that (1.1)
is normally elliptic. Let p0 ∈ (n,∞) and U0 be in W
1,p0(Ω). Then there exists a maximal
time T0 ∈ (0,∞] such that the system (1.1) has a unique classical solution in (0, T0) with
u ∈ C([0, T0),W
1,p0(Ω)) ∩ C1,2((0, T0)× Ω¯)
Moreover, if T0 <∞ then
lim
t→T−
0
‖u(·, t)‖W 1,p0 (Ω) =∞. (1.2)
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Equivalently, the classical solution u will exist globally if its W 1,p0(Ω) norm does not
blow up in finite time. This requires the existence of a continuous function C on (0,∞) such
that
‖u(·, t)‖W 1,p0 (Ω) ≤ C(t) ∀t ∈ (0, T0). (1.3)
We refer the readers to [2] for the definition of normal ellipticity (roughly speaking, it
means that the real parts of the eigenvalues of A(u) are positive). The checking of (1.2) is
the most difficult one as known techniques for the regularity of solutions to scalar equations
could not be extended to systems and counterexamples were available.
In our recent work [12], see also [10, 11], we considered (1.1) on a domain in IRn (n ≥ 2)
and were able to relax the condition (1.3) by
‖u(·, t)‖W 1,n(Ω) ≤ C(t) ∀t ∈ (0, T0). (1.4)
Obviously, (1.4) does not imply that |u| is bounded so that (1.1) is not regularly elliptic,
i.e. eigenvalues of A(u) can still be unbounded. In [12], we only assume that (1.1) is
uniformly elliptic, meaning the the eigenvalues of A(u) are comparable.
In fact, we prove in [12] that the global existence result in Amann’s theorems holds with
a much weaker version of (1.3) and (1.4). Namely, one needs only to control the BMO norm
of u and shows that u is VMO. The proof makes use several techniques from Harmonic
Analysis and a generalized weighted Gagliardo-Nirenberg inequality involving BMO norms.
Some mild structural conditions on the cross diffusion matrix A(u) of (1.1) are imposed and
easily verified, for examples, if A(u) has a polynomial growth of order less than 5.
In this work, for planar domains (n = 2) we will present a new and simpler proof of
the described result in [12]. Tools from Harmonic Analysis will not be needed here. More
importantly, the structural conditions on A(u) will be much weaker. As an example, we will
allow A(u) has a polynomial growth of any order. The new result is given in Theorem 2.1.
The checking of (1.4) for general n is by no means an easy task. Here, for n = 2 we will
give two examples in applications where this can be done under very general assumptions.
In paticular, we will consider a class of generalized Shigesada-Kawasaki-Teramoto (SKT)
models consisting of more than 2 equations. Namely, we will establish the global existence
of classical solutions to the following system
ut = ∆(P(u)) + f(u,Du), (1.5)
where P(u), f(u,Du) are vector valued functions. The above system is a special case of
(1.1) with A(u) = ∂P(u)∂u . The (SKT) models, consisting of only 2 equations, were introduced
in [15] using quadratic growth P’s and Lotka-Volterra reaction f(u). The global existence
for the (SKT) model for 2 species on planar domains was studied in [17]. In this work, we
will consider (1.5) with P(u), f(u,Du) have polynomial growth of any order in u. More
importantly, the number of species/equations can be arbitrary.
The second example is the food pyramid model which assumes that the first k equations
of (1.1) do not involve with the j-unknown uj if j > k. This model has been studied in
literature (e.g., [1]) under the assumption that A(u) is a constant diagonal matrix, with no
cross diffusion.
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2 Preliminaries and Main Results
Throughout this paper Ω is a bounded domain with smooth boundary in IR2. For any
smooth (vector valued) function u defined on Ω × (0, T ), T > 0, its temporal and spatial
derivatives are denoted by ut,Du respectively. If A is a C
1 function in u then we also
abbreviate ∂A∂u by Au.
As usual, W 1,p(Ω, IRm), p ≥ 1, will denote the standard Sobolev spaces whose elements
are vector valued functions u : Ω→ IRm with finite norm
‖u‖W 1,p(Ω,IRm) = ‖u‖Lp(Ω) + ‖Du‖Lp(Ω).
We assume the following structural conditions.
A) A(u) is C1 in u. Moreover, there are positive constants λ0, C and a scalar C
1 function
λ(u) such that λ(u) ≥ λ0 for all u ∈ IR
m. Furthermore, for any ζ ∈ IRnm
λ(u)|ζ|2 ≤ 〈A(u)ζ, ζ〉 and |A(u)| ≤ Cλ(u). (2.1)
We also assume |Au| ≤ C|λu| and
|λu(u)| ≤ Cλ(u). (2.2)
Our first main theorem under this general assumption weakens the condition (1.2) of
Amann’s result in Theorem 1.1 by the condition (2.5) where we use much weaker norms.
Theorem 2.1 Suppose Ω ⊂ IR2 with ∂Ω being smooth. Assume A) and U0 be in W
1,p0(Ω)
for some p0 > 2. Let T0 ∈ (0,∞] be the maximal existence time for a unique classical
solution u ∈ C1,2((0, T0)× Ω¯) of
ut = div(A(u)Du) + fˆ(u,Du) (x, t) ∈ Q = Ω× (0, T ),
u(x, 0) = U0(x) x ∈ Ω
Boundary conditions for u on ∂Ω× (0, T ).
(2.3)
For such u, asume that there are a constant C and a C1 function f(u) such that |fu(u)| ≤
Cλ(u) and fˆ(u,Du) satisfies the following growth conditions
|fˆ(u,Du)| ≤ Cλ
1
2 (u)|Du|+ f(u), (2.4)
Then if there exists a continuous function g on (0,∞) such that∫
Ω
λ(u)|Du(x, t)|2 dx ≤ g(t) ∀t ∈ (0, T0), (2.5)
then T0 =∞.
The proof of this theorem is fairly technical and we will postpone it to the end of the
paper (see Section 4). Of course, the assumption (2.5) is a bit stronger than (1.2) but the
structural conditions on (1.1) are much weaker than those in [12]. In fact, we will show
that the crucial hypothesis (2.5) for global existence can be verified in many applications
including the general (SKT) and pyramid systems.
For the sake of simplicity, we will consider first the case where the reaction term in (1.1)
does not depend on Du. We then assume the following.
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F) We assume that there are positive constants ε0, C and nonnegative C
1 functions P,F :
IRm → IR+ satisfying F (0) = P (0) = 0 and
|Fu(u)| ≤ Cλ
1
2 (u), (2.6)
|Pu(u)| ≤ Cλ(u) (2.7)
for all u ∈ IRm such that
|f(u)||u| ≤ ε0F
2(u) + C, (2.8)
λ
1
2 (u)|f(u)|
P (u) + 1
≤ C(F (u) + 1). (2.9)
More generally, we can replace f(u) by a function fˆ depending on u,Du and satisfying
a linear growth in Du. Namely, we will assume the following.
F’) There exist a constant C and a function f(u) satisfying F) such that
|fˆ(u,Du)| ≤ Cλ
1
2 (u)|Du|+ f(u), (2.10)
|fu(u| ≤ Cλ(u). (2.11)
Let us discuss some applications where the conditions A) and F) can be verified. In many
models, A(u), f(u) have polynomial growths in u. That is, there are nonnegative numbers
k,K such that λ(u) ∼ (1 + |u|)k and |f(u)| ∼ (1 + |u|)K . Here and in the sequel, we will
write a ∼ b if there are two generic positive constants C1, C2 such that C1b ≤ a ≤ C2b.
Obviously, (2.2) in A) holds for any k ≥ 0. Concerning F), we can take F (u) = |u|
k+2
2
and P (u) = |u|k+1. It is clear that (2.6) and (2.7) hold for such choice of F,P . We also
have |f(u)||u| ≤ (1 + |u|)K+1 ∼ (F (u) + 1)2 if K = k + 1. Thus, (2.8) is satisfied with ε0
being the coefficient of the highest power of u in f(u).
On the other hand, if K ≤ k + 2 then (2.9) is satisfied because
λ
1
2 (u)|f(u)|
P (u) + 1
≤ C
(1 + |u|)
k
2
+K
(1 + |u|)k+1
∼ (1 + |u|)K−
k
2
−1 ≤ C(1 + |u|)
k
2
+1 = C(F (u) + 1).
Hence, it is clear that the main assumptions in F) and (2.11) in F’) are verified if
K = k + 1.
We then prove the following next main result which shows that if the excess
A(u) = 〈A(u)Du,DA(u)ut −A(u)tDu〉 (2.12)
of a classical solution u to (1.1) does not blow up in time then (2.5) holds to give the global
existence of the classical solution u.
Theorem 2.2 Assume A) and F’). Let u be a classical solution to (1.1) and T0 be its
maximal existence time. For any t0 ∈ (0, T0) and ε > 0 assume that there are continuous
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function Cε, CA on (0,∞) which may also depend on ‖u(·, t0)‖W 1,2(Ω) and ‖ut(·, t0)‖L2(Ω)
such that∫ s
t0
∫
Ω
A(u) dx dt ≤
∫ s
t0
∫
Ω
[ελ(u)|ut|
2 + Cε(t)|A(u)Du|
2] dx dt+CA(s) (2.13)
for all s ∈ (t0, T0).
If either ε0 or d(Ω) is sufficiently small then T0 =∞.
The next two theorems show that (2.13) holds for the generalized (SKT) and pyramid
models.
Theorem 2.3 Assume A) and F’). Suppose that there is a C2 function P : IRm → IRm
such that A(u) = Pu.
If either ε0 or d(Ω) is sufficiently small then T0 =∞.
Theorem 2.4 For k0 = 1, . . . ,m − 1 we suppose that the subsystems of the first k0 equa-
tions of (1.1) do not depend on the unknowns ui if i > k0 and they satisfy A) and F’).
Furthermore, there is a constant C such that for u = (u1, . . . , uk0)
T
∣∣∣∣ ∂∂uk0 ak0j(u)
∣∣∣∣ ≤ Cλ 12 (u) ∀j < k0, k0 = 2, . . . ,m. (2.14)
If either ε0 or d(Ω) is sufficiently small then T0 =∞.
We remmark that if A(u) has polynomial growth in u and λ(u) ∼ (1+ |u|)k then (2.14)
holds if k ∈ [0, 2]. In fact, the reaction terms of the subsystem for the first k0 preys (ui,
i ≤ k0) can depend on the predators ui (i > k0). We are interested in the effect of cross
diffusion in this paper and assume very weak feeding rate of the predators in the reaction
terms of the systems. Strong feeding rates of predators for cross diffusion systems will be
reported in our forthcoming works.
3 Proof
In this section, we will consider a classical solution to (1.1) that exists in its maximal time
interval (0, T0). We also fix a t0 in (0, T0). We will frequently use functions C satisfying the
following property.
C) C is continuous on (0,∞) and depends on ‖u(·, t0)‖W 1,2(Ω), ‖(u(·, t0))t‖L2(Ω) and d(Ω).
In the proof, when there is no ambiguity C,Ci will denote universal constants that can
change from line to line in our argument. Furthermore, C(· · ·) is used to denote quantities
which are bounded in terms of theirs parameters. The same convention applies to functions
C, Ci satisfying the property C).
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Lemma 3.1 Assume (2.6) and (2.8) of F). If either ε0 or d(Ω) is sufficiently small then
there is a function C satisfying C) such that such that
sup
t∈[t0,T ]
∫
Ω
|u|2 dx+
∫∫
Ω×[t0,T ]
λ(u)|Du|2 dz ≤ C(T ) ∀T ∈ (t0, T0). (3.1)
Proof: Testing the system of u with u and integrating over Ω × [t0, T ] by parts, we
easily obtain for Q = Ω× [t0, T ]
sup
t∈[t0,T ]
∫
Ω
|u|2 dx+
∫∫
Q
λ(u)|Du|2 dz ≤
∫∫
Q
〈f(u), u〉 dz + ‖u(·, t0)‖
2
L2(Ω). (3.2)
By (2.8) of F) we can find a constant C such that∫
Ω
〈f(u), u〉 dx ≤ ε0
∫
Ω
F 2(u) dx+ C|Ω|.
Here, |Ω| is the Lebesgue measure of Ω.
Because F (0) = 0 and the boundary condition of u, we have F (u) = 0 on the boundary
∂Ω. Using the Poincare´ inequality and (2.6), we have∫
Ω
F 2(u) dx ≤ Cd2(Ω)
∫
Ω
|DF (u)|2 dx ≤ Cd2(Ω)
∫
Ω
λ(u)|Du|2 dx.
Hence, ∫
Ω
〈f(u), u〉 dx ≤ Cε0d
2(Ω)
∫
Ω
λ(u)|Du|2 dx+ C|Ω|.
Thus, if either ε0 or d(Ω) is sufficiently small then (3.2) and the above yield a constant
C1 such that
sup
t∈[t0,T ]
∫
Ω
|u|2 dx+ C1
∫∫
Q
λ(u)|Du|2 dz ≤ C|Ω|T + ‖u(·, t0)‖L2(Ω).
The last quantity defines a function C(T ) satisfying C). The proof is then complete.
To proceed, we need the following elementary fact. By the Ladyzhenskyas inequality
(n = 2) we have
(∫
Ω
|U |4 dx
) 1
2
≤
(∫
Ω
|U |2 dx
) 1
2
(∫
Ω
|DU |2 dx
) 1
2
, (3.3)
if U = 0 on the boundary ∂Ω. The Poincare´ inequality applies to the first factor on the
right gives (∫
Ω
|U |4 dx
) 1
2
≤
∫
Ω
|DU |2 dx.
Hence, if U, V vanish on the boundary ∂Ω then
∫
Ω
|U |2|V |2 dx ≤
(∫
Ω
|U |4 dx
) 1
2
(∫
Ω
|V |4 dx
) 1
2
≤ C
∫
Ω
|DU |2 dx
∫
Ω
|DV |2 dx. (3.4)
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We also note that λ(u) is the smallest eigenvalue of (A+AT )/2 and Λ(u) is the smallest
eigenvalue of ATA. Thus, if µ(u) is the eigenvalue of A with smallest real part then λ(u) =
ℜ(µ(u)) and Λ(u) = |µ(u)|2. Therefore,
|A(u)ζ|2 = 〈AT (u)A(u)ζ, ζ〉 ≥ Λ(u)|ζ|2 ≥ λ2(u)|ζ|2. (3.5)
Proof: (Proof of Theorem 2.2) For any t0 in (0, T0), our main goal is to show that
there is a function C satisfying C) such that∫
Ω
|A(u)Du(x, t)|2 dx ≤ C(t) ∀t ∈ (t0, T0). (3.6)
Once this is established, by (3.5) and the fact that λ(u) is bounded from below by
λ0 > 0, the integral of λ(u)|Du|
2 over Ω does not blow up in finite time. The condition
(2.5) of Theorem 2.1 follows and our theorem is then proved.
For any T ∈ (t0, T0), test the system for u by A(u)ut (i.e. multiplying the i
th equation
of (1.1) by
∑
j aij(uj)t, integrating over Ω × [t0, T ], summing the results) and integrate by
parts to get∫∫
Ω×(t0,T )
(〈A(u)ut, ut〉+ 〈A(u)Du,D(A(u)ut)〉) dz =
∫∫
Ω×(t0,T )
〈f(u), A(u)ut〉 dz. (3.7)
We note that
〈A(u)Du,D(A(u)ut)〉 = 〈A(u)Du,DAut〉+ 〈A(u)Du,AD(ut)〉,
1
2
∂
∂t
‖ADu‖2 = 〈A(u)Du, (A(u)Du)t)〉 = 〈A(u)Du,A(u)tDu〉+ 〈A(u)Du,ADut)〉.
Hence, by the definition (2.12) of A
〈A(u)Du,D(A(u)ut)〉 −
1
2
∂
∂t
|ADu|2 = 〈A(u)Du,DAut −A(u)tDu〉 = A(u).
Thus, we rewrite (3.7) as∫∫
Ω×(t0,T )
(〈A(u)ut, ut〉+
1
2
∂
∂t
|ADu|2) dz =
∫∫
Ω×(t0,T )
(〈f(u), A(u)ut〉+A(u)) dz.
The ellipticity of A(u) and integrating in t then give for any T ∈ (t0, T0)∫∫
Ω×(t0,T )
λ(u)|ut|
2 dz +
1
2
∫
Ω
|A(u(x, T ))Du(x, T )|2 dx ≤
1
2
∫
Ω
|A(u(x, t0))Du(x, t0)|
2 dx+
∫∫
Ω×(t0,T )
(C|f(u)|λ(u)|ut|+A(u)) dz.
Using Young’s inequality to find a constant C(ε) such that for any ε > 0
|f(u)|λ(u)|ut| ≤ ελ(u)|ut|
2 + C(ε)λ(u)|f(u)|2.
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For sufficiently small and fixed ε we then have∫∫
Ω×(t0,T )
λ(u)|ut|
2 dz +
∫
Ω
|A(u(x, T ))Du(x, T )|2 dx ≤∫
Ω
|A(u(x, t0))Du(x, t0)|
2 dx+ C
∫∫
Ω×(t0,T )
(λ(u)|f(u)|2 +A(u)) dz.
(3.8)
Now, let U = P (u) be the function in A) and V = λ
1
2 (u)|f(u)|
P (u)+1 . Then (2.9) gives |V | ≤
CF (u) (F (u) was also defined in A)). We observe that∫
Ω
λ(u)|f(u)|2 dx ≤ C
∫
Ω
(U2 + 1)(F (u)2 + 1) dx
= C
∫
Ω
P (u)2F (u)2 dx+ C
∫
Ω
P (u)2 dx+ C
∫
Ω
F (u)2 dx+ C(d(Ω))
≤ C
∫
Ω
|DP (u)|2 dx
∫
Ω
|DF (u)|2 dx+ C
∫
Ω
(|DP (u)|2 + |DF (u)|2) dx+ C(d(Ω)),
where we used (3.4) and then Poincare´’s inequality for P (u), F (u) in the last estimate. By
(2.7) and (3.5), we have
|DP (u)|2 ≤ |Pu(u)|
2|Du|2 ≤ Cλ2(u)|Du|2 ≤ C〈AT (u)A(u)Du,Du〉 = C|A(u)Du|2.
Since |DF (u)|2 ≤ Cλ(u)|Du|2 by (2.6), we can use the above estimates in (3.8) to get∫∫
Ω×(t0,T )
λ(u)|ut|
2 dz +
∫
Ω
|AD(u(x, T ))|2 dx ≤∫
Ω
|AD(u(x, t0))|
2 dx+ C
∫ T
t0
[∫
Ω
λ(u)|Du|2 dx+ 1
] ∫
Ω
|A(u)Du|2 dx dt
+C
∫ T
t0
∫
Ω
λ(u)|Du|2 dx dt+ C(d(Ω))(T − t0) + C
∫ T
t0
∫
Ω
A(u) dx dt.
(3.9)
By (3.1) and the assumption (2.13) on A(u), There is a continuous function CA(t)
satisfying C) such that∫ T
t0
∫
Ω
A(u) dx dt ≤
∫ T
t0
∫
Ω
[ελ(u)|ut|
2 + Cε(t)|A(u)Du|
2] dx dt+ CA(T ).
For a sufficiently small and fixed ε we derive from the above and (3.9) that∫
Ω
|DA(u(x, T ))|2 dx ≤
∫
Ω
|DA(u(x, t0))|
2 dx+ CA(T )
+C
∫ T
t0
[
∫
Ω
(λ(u)|Du|2 + 1) dx+Cε(t)]
∫
Ω
|AD(u)|2 dx dt.
(3.10)
We now set
y(t) =
∫
Ω
|A(u)Du(x, t)|2 dx, α(t) =
∫
Ω
|A(u)Du(x, t0)|
2 dx+ CA(t),
and
β(t) =
∫
Ω
(λ(u)|Du(x, t)|2 + 1) dx+ Cε(t).
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We obtain from (3.10)
y(t) ≤ α(t) + C
∫ t
t0
β(s)y(s)ds ∀t ∈ (t0, T0).
The integral form of Gronwall’s inequality gives
y(t) ≤ α(t) + C
∫ t
t0
α(s)β(s) exp
(∫ t
s
β(τ)dτ
)
ds.
Cleraly, there are functions C1, C2 satisfying C) such that α(t) is bounded by C1(t) and
by Lemma 3.1∫ t
s
β(τ)dτ ≤
∫∫
Ω×[t0,t]
λ(u)|Du|2 dz + Ct+
∫∫
Ω×[t0,t]
Cε(t) dz ≤ C2(t) ∀t ∈ (t0, T0).
We conclude that there is a function C3 satisfying C) such that
y(t) =
∫
Ω
|A(u)Du(x, t)|2 dx ≤ C3(t) ∀t ∈ (t0, T0).
This gives the desired estimate (3.6) for Du. The proof is complete.
Remark 3.2 If we asume F’) and replace f(u) by fˆ(u,Du) satisfying
|fˆ(u,Du)| ≤ Cλ
1
2 (u)|Du| + f(u)
then the result continue to hold. Firstly, by Young’s inequality
〈fˆ(u,Du), u〉 ≤ ελ(u)|Du|2 + C(ε)|u|2 + |f(u)||u|.
For suficiently small ε, the argument in the proof of Lemma 3.1 will lead to (the last
inequality in the proof with an extra term)
sup
t∈[t0,T ]
∫
Ω
|u|2 dx ≤ C(T ) + C(ε)
∫∫
Ω×[0,T ]
|u|2 dz,
for some function C satisfying C). A simple use of Gronwall’s inequality gives
sup
t∈[t0,T ]
∫
Ω
|u|2 dx ≤ C(T, ‖u(·, t0)‖L2(Ω), d(Ω)),
and the assertion of the lemma still holds.
Next,
|fˆ(u,Du)|λ(u)|ut| ≤ Cλ(u)λ(u)|Du||ut|+ C|f(u)|λ(u)|ut|
≤ ελ(u)|ut|
2 + C(ε)λ2(u)|Du|2 + C|f(u)|λ(u)|ut|.
As f(u) satisfies F), for small ε in the above the proof of Theorem 2.2 can continue.
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We now consider the excess A. If A(u) = [aij(u)] then calculations give
A(u)Du =
∑
j
aij(u)Duj
 ,
DA(u)ut =
[∑
k
∂
∂uk
aij(u)Duk
]
ut =
∑
k,j
∂
∂uk
aij(u)Duk(uj)t
 ,
A(u)tDu =
[∑
k
∂
∂uk
aij(u)(uk)t
]
Du =
∑
k,j
∂
∂uk
aij(u)(uk)tDuj
 .
Thus,
DA(u)ut −A(u)tDu =
∑
k,j
∂
∂uk
aij(u)[Duk(uj)t − (uk)tDuj]
 .
In general, we have
A(u) = 〈A(u)Du,DA(u)ut −A(u)tDu〉
=
∑
i
∑
l ail(u)Dul
∑
k,j
∂
∂uk
aij(u)[Duk(uj)t − (uk)tDuj]
=
∑
i
∑
l,k,j ail(u)
∂
∂uk
aij(u)[Duk(uj)t − (uk)tDuj ]Dul.
Applying Theorem 2.2 to special structures of A(u) we have the proof of the last two
theorems.
Proof: (Proof of Theorem 2.3) If ∂∂uk aij(u) =
∂
∂ui
aik(u) for any i and k 6= j then it is
clear that A(u) = 0. This is the case if there are functions Pi’s such that aij(u) = ∂ujPi(u).
The condition (2.13) is satisfied and our theorem follows from Theorem 2.2.
Proof: (Proof of Theorem 2.4) We assume that the i-th equation of the system (1.1)
does not depend on the unknowns uk if k > i. This means aik = 0 and
∂
∂uk
aij(u) =
∂
∂uk
fi(u) = 0 if k > i.
Therefore, for the subsystem of the first k0 equations (k0 ≥ 1), we have, writing u =
(u1, . . . , uk0)
T
Ak0(u)Du =
∑
j≤k0
aij(u)Duj
 ,
DAk0(u)ut =
 ∑
j,k≤k0
∂
∂uk
aij(u)Duk
ut =
 ∑
k,j≤k0
∂
∂uk
aij(u)Duk(uj)t
 ,
Ak0(u)tDu =
∑
k≤k0
∂
∂uk
aij(u)(uk)t
Du =
 ∑
k,j≤k0
∂
∂uk
aij(u)(uk)tDuj
 .
Accordingly, the excess for the subsystem is
Ak0(u) =
∑
i,l,k,j≤k0 ail(u)
∂
∂uk
aij(u)[Duk(uj)t − (uk)tDuj]Dul
= I1,k0 + I2,k0 + I3,k0 .
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Here,
I1,k0 =
∑
j<k0
ak0k0(u)
∂
∂uk0
ak0j(u)[Duk0(uj)t − (uk0)tDuj ]Duk0 ,
I2,k0 =
∑
j,l<k0
ak0l(u)
∂
∂uk0
ak0j(u)[Duk0(uj)t − (uk0)tDuj]Dul,
and
I3,k0 =
∑
i,j,k,l<k0
ail(u)
∂
∂uk
aij(u)[Duk(uj)t − (uk)tDuj ]Dul.
It is clear that A1 = 0 so that u1 exists globally and its derivatives do not blow up in
finite time. We then argue by induction. Consider the induction hypothesis:
For some k0 ≥ 1 there is a continuous function C satisfying C) such that
(K0) ‖(ui(·, t))t‖L∞(Ω), ‖ui(·, t)‖C1(Ω) ≤ Ck0(t) ∀t ∈ (0, T0), i = 1, . . . , k0 − 1. (3.11)
As we assume there is a constant C such that |A(u)| ≤ Cλ(u) and (see (2.14))∣∣∣∣ ∂∂uk0 ak0j(u)
∣∣∣∣ ≤ Cλ 12 (u) ∀j < k0, k0 = 2, . . . ,m.
Then by Young’s inequality and our induction assumptiom (3.11)
I1,k0 , I2,k0 ≤ ελ(u)|ut|
2 + C(ε)C(t)λ2(u)|Du|2 + C(ε)C(t) ∀t ∈ (t0, T0)
for some continuous function C depending on Ck0 . Similarly, since I3,k0 does not depend on
uk0 , (3.11) also shows that∫∫
Ω×(t0,t)
I3,k0 dz ≤ C(t) ∀t ∈ (t0, T0).
By (3.5), λ2(u)|Du|2 ≤ |A(u)Du|2. Therefore, we can conclude from the above estimates
that there are continuous functions C, CA satisfying C) such that∫ s
t0
∫
Ω
A(u) dx dt ≤
∫ s
t0
∫
Ω
[ελ(u)|ut|
2 + C(ε)C(t)|A(u)Du|2] dx dt+ CA(s)
for all s ∈ (t0, T0). Hence, Theorem 2.2 can be applied to the subsystem of the first k0
equations and we see that u = (u1, . . . , uk0)
T does not blow up in finite time. Therefore,
(3.11) holds again for k0 + 1 and our proof is complete by induction.
4 Proof of Theorem 2.1
In the sequel, we will denote Φ(u) = |λu(u)|
2
λ(u) . Before going to the proof, we need some
estimates for the integral of Φ(u)|Du|4p.
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Lemma 4.1 Assume (2.2) in A). For any p ≥ 1 and any nonnegative function ψ ∈ C10 (BR)
there is a constant C1 such that∫
BR
Φ(u)|Du|4pψ4 dx ≤ C
∫
Ω
λ2(u)|Du|4pψ4 dx ≤ C1
∫
BR
λ(u)|Du|2pψ2 dx×∫
BR
(λ(u)|Du|2p−2|D2u|2ψ2 +Φ(u)|Du|2p+2ψ2 + λ(u)|Dψ|2|Du|2p) dx.
(4.1)
Proof: By Ladyzhenskaya’s inequality (3.3) with U = λ
1
2 (u)ψ|Du|p−1Du we have∫
BR
λ2(u)|Du|4pψ4 dx =
∫
BR
|U |4 dx ≤ C
∫
BR
|U |2 dx
∫
BR
|DU |2 dx
≤ C
∫
BR
λ(u)|Du|2pψ2 dx
∫
BR
|D(λ
1
2 (u)ψ|Du|p−1Du)|2 dx.
It is clear that there is a constant C2 such that
|D(λ
1
2 (u)ψ|Du|p−1Du)|2 ≤
C2
[
λ(u)|Du|2p−2|D2u|2ψ2 + |λu(u)|
2
λ(u) |Du|
2p+2ψ2 + λ(u)|Dψ|2|Du|2p
]
.
Because λ(u) is bounded from below, (2.2) gives Φ(u) ≤ Cλ2(u) for some constant C.
Applyling the above inequality in the previous estimate, we obtain the lemma.
Since u are C2 in x, we can differentiate (1.1) with respect to x to get
(Du)t = div((A(u)D
2u+Au(u)DuDu) +Df(u,Du). (4.2)
Furthermore, by [4, Lemma 2.1], if A is a matrix satisfying λ0|ζ|
2 ≤ 〈Aζ, ζ〉 and |Aζ| ≤
Λ0|ζ| then for any α and δα ∈ (0, 1) are numbers such that
α
2+α = δα
λ0
Λ0
then there is a
positive constant λˆ depending on λ0,Λ0, δα such that
〈ADζ,D(ζ|ζ|α)〉 ≥ λ̂|ζ|α|Dζ|2. (4.3)
We also recall the following elementary iteration result (e.g., see [8, Lemma 6.1, p.192]).
Lemma 4.2 Let f, g, h be bounded nonnegative functions in the interval [ρ,R] with g, h
being increasing. Assume that for ρ ≤ s < t ≤ R we have
f(s) ≤ [(t− s)−αg(t) + h(t)] + εf(t)
with C ≥ 0, α > 0 and 0 ≤ ε < 1. Then
f(ρ) ≤ c(α, ε)[(R − ρ)−αg(R) + h(R)].
The constant c(α, ε) can be taken to be (1−ν)−α(1−ν−αν0)
−1 for any ν satisfying ν ∈ (0, 1)
and ν−αν0 < 1.
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Proof: Let BR = BR(x0) be a ball in Ω. We consider only the interior case because
the boundary case, when the center x0 of BR is on the boundary ∂Ω, is similar. For any
s, t such that 0 ≤ s < t ≤ R let ψ be a cutoff function for two balls Bs, Bt centered at x0.
That is, ψ ≡ 1 in Bs and ψ ≡ 0 outside Bt with |Dψ| ≤ 1/(t− s). In the sequel, we will fix
two reals t0, T such that 0 < t0 < T < T0.
We divide the proof in three steps.
Step 1: (Local energy estimates) Clearly, by uniform ellipticity of A(u), we can find a
constant C0 such that |A(u)ζ| ≤ C0λ(u)|ζ|. Thus, for any p > 1 there is δp ∈ (0, 1) such
that α = 2p− 2 satisfies
α
2 + α
=
2p − 2
2p
= δpC
−1
0 = δp
λ(u)
C0λ(u)
. (4.4)
Testing (4.2) with |Du|2p−2Duψ2. By the above, there is a positive constant C(p) (see
(4.3)) such that for Q = Ω× [t0, T0]
sup
τ∈(t0,T )
∫
Ω
|Du|2pψ2 dx+ C(p)
∫∫
Q
λ(u)|Du|2p−2|D2u|2ψ2 dz ≤∫∫
Q
|A(u)||D2u||Du|2p−1ψ|Dψ| dz −
∫∫
Q
Au(u)DuDuD(|Du|
2p−2Duψ2) dz
+
∫∫
Q
Dfˆ(u,Du)|Du|2p−2Duψ2 dz +
∫
Ω
|Du(x, t0)|
2pψ2 dx.
For simplicity, we will assume in the sequel that fˆ ≡ 0. The presence of fˆ will be
discussed later in Remark 4.3. For any given positive ε we use Young’s inequality to find a
constant C(ε) such that
|A(u)||D2u||Du|2p−1ψ|Dψ| ≤ ελ(u)|Du|2p−2|D2u|2ψ2 + C(ε)λ(u)|Du|2p|Dψ|2,
|Au(u)DuDuD(|Du|
2p−2Duψ2)| ≤ |Au(u)||Du|
2p|D2u|ψ2 + |Au(u)||Du|
2p+1ψ|Dψ|
≤ ελ(u)|Du|2p−2|D2u|2 + C(ε) |Au|
2
λ(u) |Du|
2p+2ψ2 + C(ε)λ(u)|Du|2p|Dψ|2.
Therefore, taking ε small and the above two inequalities in the previous one, we easily
deduce
sup
τ∈(t0,T )
∫
Bs
|Du|2p dx+
∫∫
Qs
λ(u)|Du|2p−2|D2u|2 dz ≤
C1
∫∫
Qt
Φ(u)|Du|2p+2ψ2 dz +
C1
(t− s)2
∫∫
Qt
λ(u)|Du|2p dz + C(t0).
(4.5)
Here, we used the defintion of ψ and Φ(u) and the fact that |Au| ∼ λu, and denoted
Qt = Bt × (t0, T ), C(t0) =
∫
Ω
|Du(x, t0)|
2p dx.
We now set
Ap(t) = sup
τ∈(t0,T )
∫
Bt
|Du|2p dx, Hp(t) =
∫∫
Qt
λ(u)|Du|2p−2|D2u|2 dz,
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Bp(t) =
∫∫
Qt
Φ(u)||Du|2p+2 dz, Gp(t) =
∫∫
Qt
λ(u)||Du|2p dz + C(t0).
So that, for any p ≥ 1 and satisfies (4.4) and t is small, (4.5) can be rewritten as
Ap(s) +Hp(s) ≤ C1Bp(t) +
C1
(t− s)2
Gp(t) ∀s, t such that 0 < s < t and Bt ⊂ Ω. (4.6)
Step 2: (Estimates for the integral of |Du|4 over Ω× (0, T )) By (2.5) and the uniform
continuity of integrals (see Remark 4.4 following the proof) give for any given ε0 > 0 a
constant R(ε0, T ) such that∫
BR
λ(u)|Du(x, τ)|2 dx ≤ ε0 ∀R < R(ε0, T ), τ ∈ [t0, T ]. (4.7)
Therefore, let p = 1 and ψ be the cutoff function for Bs, Bt in (4.1) and use the definition
of ψ,Bp,Hp and Cp to have by integrating in [t0, T ]
B1(s) ≤ sup
τ∈[t0,T ]
∫
BR
λ(u)|Du(x, τ)|2 dx
(
H1(t) + B1(t) +
1
(t− s)2
G1(t)
)
for all s, t such that 0 < s < t < R(ε0, T ). We now choose ε0 suficiently small in (4.7) to
have a number µ0 ∈ (0, 1) such that
C1B1(s) ≤
µ0
2
(
H1(t) + B1(t) +
1
(t− s)2
G1(t)
)
. (4.8)
For p = 1, (4.6) gives
H1(s) ≤ C1B1(t) +
C1
(t− s)2
G1(t), 0 < s < t < R(ε0, T ).
Let t1 = (s + t)/2 and use (4.8) with s being t1 and the above with t being t1 to obtain
H1(s) ≤
µ0
2
[H1(t) + B1(t)] +
C2
(t− s)2
G1(t). (4.9)
Obviously, we can assume C1 ≥ 1 so that we can add (4.8) and (4.9) to have
H1(s) + B1(s) ≤ µ0[H1(t) + B1(t)] +
C3
(t− s)2
G1(t), 0 < s < t < R(ε0, T ).
Since µ0 ∈ (0, 1), we can use Lemma 4.2 with f(t) = H1(t)+B1(t), h(t) = 0, g(t) = G1(t)
and α = 2 to obtain a constant C4 depending on µ0, C3 such that
H1(s) + B1(s) ≤
C4
(t− s)2
G1(t), 0 < s < t < R(ε0, T ).
For R = R(ε0, T )/4, the above with s = R, t = 2R gives
H1(R) + B1(R) ≤
C4
R2
∫∫
Q2R
λ(u)|Du|2 dz + C(t0). (4.10)
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Hence, by (4.8) and the estimate for the integral of λ(u)|Du|2 over Q, we have∫∫
QR
Φ(u)|Du|4 dz ≤ C(T,R(ε0), ‖u(·, t0)‖C1(Ω)) ∀R < R(ε0, T ). (4.11)
We also note that (4.10), (4.11) and the second inequality of (4.1) gives∫∫
QR
λ2(u)|Du|4 dz ≤ C(T,R(ε0), ‖u(·, t0)‖C1(Ω)) ∀R < R(ε0, T ). (4.12)
Finite covering of Ω by balls BR(ε0,T )/2 yields∫∫
Q
λ2(u)|Du|4 dz ≤ C(T,R(ε0, T ),Ω, ‖u(·, t0)‖C1(Ω)) ∀T ∈ (0, T0). (4.13)
Step 3: (Estimates for the integral of |Du|2p over Ω) For any p > 1 we have by Ho¨lder’s
inequality
∫∫
Qt
Φ(u)|Du|2p+2ψ2 dz ≤
(∫∫
Qt
Φ2(u)|Du|4 dz
) 1
2
(∫∫
Qt
|Du|4pψ4 dz
) 1
2
. (4.14)
Using Ladyzhenskaya’s inequality (3.3) with U = |Du|p−1Duψ and integrating the result
over (t0, T ), we have∫∫
Qt
|Du|4pψ4 dz ≤ C sup
τ∈(t0,T )
∫
Bt
|Du|2pψ2 dx
∫∫
Qt
|DU |2 dz
Since λ(u) is bounded from below by λ0, there is a constant C(λ0) such that
|DU |2 ≤ C(λ0)[λ(u)|Du|
2p−2|D2u|2ψ2 + λ(u)|Du|2p|Dψ|2].
Therefore,∫∫
Qt
|Du|4pψ4 dz ≤ CAp(t)[Hp(t) +
1
(t− s)2
Gp(t)] ≤ C[Ap(t) +Hp(t) +
1
(t− s)2
Gp(t)]
2.
Here, Cauchy’s inequality was used in the last inequality. Using the above estimate in
(4.14) and the fact that Φ2(u) ≤ Cλ2(u), we derive
∫∫
Qt
Φ(u)|Du|2p+2ψ2 dz ≤ C
(∫∫
Qt
λ2(u)|Du|4ψ4 dz
) 1
2
[Ap(t) +Hp(t) +
1
(t− s)2
Gp(t)].
By (4.13) and the continuity of integrals, the first factor on the right can be as small
as we please if t is small. Hence, for any given µ1 ∈ (0, 1), and the definition of Bp, if
R ≤ R(µ1, T ) for some small R(µ1, T ) then the above gives
C1
∫∫
Qt
Φ(u)|Du|2p+2ψ2 dz ≤ µ1[Ap(t) +Hp(t) +
1
(t− s)2
Gp(t)] for some µ1 ∈ (0, 1).
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If p > 1 and satisfies (4.4), we then have from (4.5) and the above inequality the
following.
Ap(s) +Hp(s) ≤ µ1(Ap(t) +Hp(t)) +
1
(t− s)2
Gp(t), 0 < s < t < R(µ1, T ).
For f(t) = Ap(t) +Hp(t), h(t) = 0, g(t) = Gp(t) and α = 2 we can use Lemma 4.2, as
µ1 ∈ (0, 1), to obtain
F(ρ) ≤
C5(µ1)
(R− ρ)2
Gp(R), 0 < ρ < R < R(µ1, T ).
We can assume that 2p < 4. Because λ(u) is bounded from below, by (4.12) and a
simple use of Ho¨lder’s inequality, we can see that Gp(R) is bounded, using (4.12). Hence,
the above yields
sup
t∈(t0,T )
∫
Bρ
|Du|2p dx+
∫∫
Qρ
λ(u)|Du|2p−2|D2u|2 dz ≤ C(ρ,R, ‖u(·, t0)‖C1(Ω)) (4.15)
if 0 < ρ < R and R is sufficiently small and some p > 1. Finite covering of Ω with balls
BR/2 yields
sup
t∈(t0,T )
∫
Ω
|Du|2p dx+
∫∫
Q
λ(u)|Du|2p−2|D2u|2 dz ≤ C(Ω, R, ‖u(·, t0)‖C1(Ω)). (4.16)
Since 2p > 2, Sobolev’s imbedding theorem shows that u is Ho¨lder continuous in x.
From the system for u and the above, with p = 1, we see that ut is in L
2(Q). It is now
standard to show that u is Ho¨lder in (x, t) and Du is Ho¨lder continuous. We now can refer
to Amann’s results to see that u exists globally.
Remark 4.3 If we replace f(u) by a function fˆ depending on u,Du and satisfying a linear
growth in Du then the proof can go on with minor modification. Namely, there exist a
constant C and a function f(u) satisfying F) such that
|fˆ(u,Du)| ≤ Cλ
1
2 (u)|Du|+ f(u).
We can assume that |Dfˆ(u,Du)| ≤ C|D(λ
1
2 (u)|Du|) + |fu(u)||Du| so that
|Dfˆ(u,Du)| ≤ Cλ
1
2 |D2u|+ CΦ
1
2 (u)|Du|2 + |fu(u)||Du|.
Therefore, in Step 1, the extra term |Dfˆ(u,Du)||Du|2p−1ψ2 can be handled by using the
following estimates, which are the results of a simple use of Young’s inequality.
|Dfˆ(u,Du)||Du|2p−1 ≤ C[λ
1
2 |D2u|+ CΦ
1
2 (u)|Du|2 + |fu(u)||Du|]|Du|
2p−1
≤ ελ|Du|2p−2|D2u|2 + C(ε)λ|Du|2p+
CΦ(u)|Du|2p+2 + C|Du|2p +C|fu||Du|
2p
.
We can then assume that |fu| ≤ Cλ(u) for some constant C and see that the proof can
continue to obtain the energy estimate (4.5). The result then follows.
Remark 4.4 The existence of R = R(ε0, T ) in (4.7) is an easy consequence of a simple
application of Hahn-Saks-Vitali’s theorem and an argument by contradiction. Indeed, if
there is no such uniform R for (4.7) to hold then there is a sequence {sn} in [t0, T ] such
that the integrals of fn := λ(u(·, sn))|Du(·, sn)|
2 over B 1
n
× {tn} is greater than ε0. We
can assume that {sn} converges in [t0, T ]. Since λ(u)|Du|
2 is continuous in t ∈ [t0, T ],
Hahn-Saks-Vitali’s theorem, e.g. see [6], applies to the sequence fn and shows the uniform
continuity in R of the integral of λ(u)|Du|2 over BR × {tn} and gives a contradiction.
5 Further Discussion
To compare Theorem 2.1 with some results in our earlier work [12], where we considered
general dimension n ≥ 2, let us recall the following results in [12]. There, we assumed the
following structural conditions on the system (1.1)
A.1) (Uniform ellipticity) There are positive constants C, λ0 and a smooth function λ(u)
such that λ(u) ≥ λ0 and
λ(u)|ξ|2 ≤ 〈A(u)ξ, ξ〉 ≤ Cλ(u)|ξ|2 ∀u ∈ IRm, ξ ∈ IRnm.
A.2) Assume that A ∈ C1(IRm). Let Φ0,Φ be defined as
Φ0(u) = λ
1
2 (u) and Φ(u) =
|Au(u)|
λ
1
2 (u)
u ∈ IRm.
Assume that the quantities
k1 := sup
u∈IRm
|Φu|
Φ
, k2 := sup
u∈IRm
Φ
Φ0
(5.1)
are finite.
A.3) (Weights) If u ∈ BMO(Ω) then Φ
2
3 (u) belongs to the A 4
3
class and the quantity
[Φ(u)
2
3 ] 4
3
can be controlled by the norm ‖u‖BMO(Ω).
As we discussed in [12], if A(u) has a polynomial growth in u then A.2) is easily satisfied.
In the general case, our assumption (2.2) in this paper is clearly much weaker than (5.1).
Concerning the verification of A.3), a crucial factor for the validity of a generalized weighted
Gagliardo-Nirenberg inequality involving BMO norms, extending a result in [14], we used
a connection between BMO functions and Aγ weights (see [9, 13]) to see that if λ(u) ∼
(1 + |u|)k for 0 ≤ k < 5 then A.3) holds. In this paper, we don’t need such weighted
Gagliardo-Nirenberg inequality so that we can allow k to be any nonnegative number.
We also assumed in [12] that the ellipticity constants λ(u),Λ(u) of the matrix A(u) were
not too far apart.
R) (The ratio condition) There is δ ∈ [0, 1) such that
n− 2
n
= δ sup
u∈IRm
λ(u)
Λ(u)
. (5.2)
17
One should note that there are examples in [4] of blow up solutions to (1.1) if the
condition R) is violated. In this paper, when n = 2, (5.2) is clearly not needed.
We assumed in [12] the following growth conditions on the nonlinearity f .
F) There are positive constants C, b such that for any vector valued functions u ∈ C1(Ω, IRm)
and p ∈ C1(Ω, IRmn)
|f(u, p)| ≤ C|p|+ C|u|b + C. (5.3)
|Df(u, p)| ≤ C|Dp|+C|u|b−1|Du|+C. (5.4)
Under the above structural conditions, we proved the following global existence result
of classical solutions and improved Theorem 1.1.
Theorem 5.1 (Theorem 2.5 in [12]) Assume A.1)-A.3), R) and F). Let p0 ∈ (n,∞) and
U0 be in W
1,p0(Ω). Suppose that T0 ∈ (0,∞] is the maximal existence time for a classical
solution
u ∈ C([0, T0),W
1,p0(Ω)) ∩ C1,2((0, T0)× Ω¯)
for the system (1.1). Suppose that there is a function C in C0((0, T0]) such that
‖u(·, t)‖BMO(Ω) ≤ C(t) ∀t ∈ (0, T0).
Moreover, for any ε > 0 and (x, t) ∈ Q, there exists R = R(ε) > 0 such that
‖u(·, t)‖BMO(BR(x)) < ε ∀t ∈ (0, T0). (5.5)
Then T0 =∞.
By Poincare´’s inequality, the following consequence follows easily.
Corollary 5.2 (Corollary 2.6 in [12]) In addition to the assumptions of Theorem 1.1, we
assume R). Then there exists a maximal time T0 ∈ (0,∞] such that the system (1.1) has a
unique classical solution in (0, T0) with
u ∈ C([0, T0),W
1,p0(Ω)) ∩ C1,2((0, T0)× Ω¯)
Moreover, if T0 <∞ then
lim
t→T−
0
‖u(·, t)‖W 1,n(Ω) =∞. (5.6)
As we discussed earlier, our structural conditions for (1.1) in this paper, when n = 2, is
much more general than those of [12] to obtain the same conclusion of the above corollary
in Theorem 2.1. Although (2.5) is slightly stronger than (5.6) but we have proved that it
could be verified in many applications. In fact, it is possible to assume (5.6) and obtain
Theorem 2.1 under a bit stronger assumption than that of A) in this paper.
18
References
[1] N.D. Alikakos An application of the invariance principle to reactiondiffusion equations,
J. Differential Equations, 33 (1979), pp. 201225.
[2] H. Amann. Dynamic theory of quasilinear parabolic equations II. Reactiondiffusion
systems, Differential Integral Equations, Vol. 3, no. 1 (1990), pp. 13-75.
[3] H. Amann. Dynamic theory of quasilinear parabolic systems III. Global existence,
Math Z. 202 (1989), pp. 219-250.
[4] S. Ahmad and D. Le. Global and Blow Up Solutions to Cross Diffusion Systems.
Nonlinear Analysis Series A: TMA. In press.
[5] A. Friedman. Partial Differential Equations. New York, 1969.
[6] N. Dunford and J.T. Schwartz. Linear operators, Part I. Interscience (1958)
[7] B. Franchi, C. Perez and R. L. Wheeden. Self-Improving Properties of John Nirenberg
and Poincare´ Inequalities on Spaces of Homogeneous Type. J. Functional Analysis,
153, 108–146, 1998.
[8] E. Giusti. Direct Methods in the Calculus of Variations. World Scientific, 2003.
[9] R. L. Johnson and C. J. Neugebauer. Properties of BMO functions whose reciprocals
are also BMO. Z. Anal. Anwendungen, 12(1):3-11, 1993.
[10] D. Le. Regularity of BMO weak solutions to nonlinear parabolic systems via homotopy.
Trans. Amer. Math. Soc. 365 (2013), no. 5, 2723–2753.
[11] D. Le. Global existence results for near triangular nonlinear parabolic systems. Adv.
Nonlinear Studies. 13 (2013), no. 4, 933-944.
[12] D. Le. Global Existence and Regularity Results for Strongly Coupled Nonregular
Parabolic Systems via Iterative Methods. submitted.
[13] J. Orobitg and C. Pe´rez. Ap weights for nondoubling measures in IR
n and applications.
newblock Transactions of the American mathematical society, 354 (2002), 2013-2033.
[14] P. Strzelecki. Gagliardo Nirenberg inequalities with a BMO term. Bull. London Math.
Soc. Vol. 38, pp. 294-300, 2006.
[15] N. Shigesada, K. Kawasaki and E. Teramoto. Spatial segregation of interacting species.
J. Theor. Biol., 79(1979), 83– 99.
[16] E. M. Stein. Harmonic Analysis, Real Variable Methods, Orthogonality and Oscillatory
Integrals. Princeton Univ. Press, Princeton, NJ, 1993.
[17] A. Yagi. Global solution to some quasilinear parabolic systems in population dynamics.
Nonlin. Anal. 21 (1993), 603-630.
19
