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Automatic Generation of Global Phase Equilibrium Diagram from 
Equation of  State 
                                                           Keyur S Patel 
                                                            ABSTRACT 
 
 
 
A computational tool that uses an automated and reliable procedure for systematic 
generation of global phase equilibrium diagram (GPED) is developed for binary system 
using equation of state and its extension to the ternary system is discussed. The proposed 
algorithm can handle solid phase and also can predict all major six types of phase 
diagrams. The procedure enables automatic generation of GPED which incorporates 
calculations of all important landmarks such as critical endpoints (CEP ), quadruple point 
(QP if any), critical line, liquid-liquid-vapor line ( LLV , if any), solid-liquid-liquid line 
( SLL if any) and solid-liquid-vapor line ( SLV ). The method is also capable of locating 
all azeotropic phenomena such as azeotropic endpoint, critical azeotrope, pure azeotropic 
point and azeotropic lines. Although, we demonstrated the methodology for cubic 
equation of state, the proposed strategy is completely general that doesn’t require any 
knowledge about the type of phase diagram and can be applied to any pressure explicit 
equation of state model. Newton homotopy based global method has been applied for 
phase stability test and critical point calculations to ensure reliability. Having computed 
the binary phase diagrams, the methodology to generate global phase diagrams for 
ternary system is discussed that can locate all important thermodynamic landmarks such 
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as tricritical point, quadruple critical endpoint, quadruple azeotropic endpoint, quintuple 
point and critical azeotropic endpoint. The procedure to trace ternary phenomena having 
two degree of freedom such as critical surface, solid-liquid-vapor surface and liquid-
liquid-vapor surface has been discussed. Finally, applications of reliable global methods 
to solve the fluid-fluid phase equilibrium problem using SAFT equation for binary 
system and the solid-fluid phase equilibrium problem for binary and ternary systems have 
been demonstrated through representative computations.  
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Chapter 1. 
Introduction 
 
1.1. Motivation 
There are two main problems towards which research efforts are devoted in the field of 
thermodynamic modeling and phase equilibrium calculations (Cismondi and Michelsen, 
2007). The difference between these two approaches should be clearly stated in order to 
clarify the scope of this dissertation.   
 
In first approach, the objective is to establish whether a particular phase behavior can be 
predicted with a certain model or equation of state and given values of relations between 
the parameters of the two pure compounds. To solve this problem, the higher order 
thermodynamic states, which represent transition states or boundary between different 
types of phase behavior for a given equation of state, are first calculated. These computed 
transition states are then plotted with axes as the variables that characterize the relations 
between the parameters of the two pure compounds that constitute a binary system. This 
plot is so called ‘global phase diagram’. Thus, in global phase diagram, the classes of 
binary behaviors are confined to regions in the plane so that knowledge of the equation of 
state parameters permits one to anticipate the full nature of phase behavior exhibited by 
the binary mixture. There has been extensive research effort towards this approach. Van 
Konynenburg and Scott (1980) performed comprehensive examination of the van der 
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Waals equation to discover the predicted critical behavior of binary mixtures of 
substances, primary pairs with equal co-volumes and proposed six different classes of 
phase behavior that are found in nature. After this pioneering work, there has been 
extensive effort towards research in global phase diagram for simple binary mixtures 
(Dieters and Pegg, 1989; Kraska and Dieters, 1992; Kolafa et al., 1998; Boshkov and 
Yelash, 1998; Yelash and Kraska, 1999; Lamm and Hall, 2001) and for complex 
mixtures such as associating components or chain like molecules (Kraska, 1996; Yelash 
and Kraska, 1999; Kolafa et al., 1999; Polishuk et al., 2000, 2002).  
 
Another completely different problem is: given an equation of state and parameter values 
for two pure compounds and their interactions, obtain the complete picture of the phase 
equilibrium, also called global phase equilibrium diagram (GPED), characterized by 
fusion line (SL), sublimation line (SV), saturation line (LV), critical lines, liquid-liquid-
vapor line (LLV), solid-liquid-vapor line (SLV), azeotropic line (AL), critical endpoints 
(CEP) critical azeotropic point (CAP), azeotropic endpoint (AEP), pure azeotropic point 
(PAP) and quadruple points (QP). Although calculation of these lines and points are less 
common for any binary system as opposed to flash calculations, these lines and points 
enable us to distinguish single phase regions and the regions of two or three coexisting 
phases, help us to predict the occurrence of solid phase and also predict the azeotropes. 
Global phase equilibrium diagrams, i.e. phase diagrams containing these lines and points 
in different projections of the P–T–x-y space, are therefore useful to analyze process 
under different operating condition and eventually to predict potential favorable operating 
conditions for any separation processes, especially for those operating at high pressure 
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such as, supercritical fluid extraction (SFE), rapid expansion of supercritical solution 
(RESS), gas antisolvent (GAS), supercritical antisolvent (SAS), and particles from gas-
saturated solutions (PGSS). Also, comparison of computed global phase equilibrium 
diagrams for different systems also offer great deal of insight in selection of solvent or 
antisolvent for these processes. Finally, successful prediction of global phase equilibrium 
diagram from suitable equation of states can minimize the experimental research efforts 
in exploring the global phase behavior for a given system of components, and at the same 
time, provides a valuable tool to determine the most suitable thermodynamic model that 
reproduces the experimental behavior with best accuracy.  
 
1.2. Objective and Scope  
Although after the pioneering work of van Konynenburg and Scott, several major 
contributions have been made to solve the first problem, to the authors’ knowledge, little 
attention has been paid to tackle the second problem, till the recent work of Cismondi and 
Michelsen (2007), who introduced a procedure that is capable to generate different types 
of global phase equilibrium diagrams in van Konynenburg and Scott classification 
scheme automatically. However, the authors mentioned that the strategy proposed by 
them doesn’t take into account the possibility of appearance of solid phase. The authors 
also mentioned that the procedure is not able to detect type VI phase behavior where 
closed liquid-liquid critical curve is present. Therefore the need to develop systematic 
strategy that is not only capable of automatic calculations of all global phase equilibrium 
diagrams (including type VI), but also handles the solid phase equilibrium calculations, 
hasn’t been satisfied yet. The primary objective of this dissertation is to develop such 
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computational tool for engineering and research community. The problems we address 
here are, from a given equation of state and given parameters, generate the global phase 
equilibrium diagram in the P–T–x-y space for binary system and propose methodology to 
extend this methodology to ternary system. The scope of the dissertation is limited to the 
methodology to generate global phase diagram from equation of state provided the binary 
interaction parameter is available. Therefore, the issues like, how well the generated 
phase diagram is compared with the experimental data or how the binary interaction 
parameters are obtained are beyond the scope of this work. While developing systematic 
methodology for automatic global phase equilibrium calculations, we discovered a novel 
technique for phase equilibrium calculations for SAFT equation of state using homotopy 
continuation method. Therefore, we have incorporated these results in the dissertation. 
The computation of solubility of solid in supercritical fluid is the foundation of design of 
supercritical fluid extraction process. We have explored further the application of 
homotopy continuation based global method to solid-fluid phase equilibrium using 
subcool liquid based expression for fugacity of solid phase and extended this approach to 
the ternary system with cosolvent.   
 
1.3. Organization of the Dissertation 
Critical phenomena in pure component and binary system and classifications of phase 
diagrams for binary system are discussed in introductory chapter 2. The influence of solid 
phase on global phase diagram is also discussed in this chapter.  
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Various global numerical methods are described in chapter 3. The technique of automatic 
differentiation is also explained in this chapter.   
 
Phase stability calculation is very essential part of global phase equilibrium calculations. 
Chapter 4 introduces phase stability problem and show results of computations of phase 
stability test for binary and ternary system using cubic equation of state such as Peng-
Robinson (PR) and Soave-Redlich-Kwong (SRK) equation of state using Newton 
homotopy based global method as proposed by Sun and Seider (1995). The purpose of 
this chapter is to test the implementation of homotopy continuation based methodology 
by performing preliminary computations for several different test systems.  
 
In order to ensure that the presence of any closed loop critical line, as exemplified by 
type VI phase behavior, is detected successfully, all roots of critical points are required to 
be computed. Chapter 5 introduces a novel application of Newton homotopy continuation 
method to compute all critical point roots for binary and ternary system and discusses 
results using PR and SRK equation of state.   
 
A systematic methodology to generate global phase diagram, mathematical formulation 
of all possible thermodynamic landmarks and numerical procedure to trace or locate each 
phenomena are discussed in chapter 6.  Different types of phase diagrams generated by 
implementation of proposed methodology are discussed in this chapter. 
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Chapter 7 introduces global phase diagrams for ternary system, discusses all possible 
thermodynamic landmarks and proposes methodology for automatic generation of ternary 
global phase equilibrium diagrams.  
 
Chapter 8 discusses application of Newton homotopy based global methods to reliably 
compute density roots, phase stability roots and phase split calculations using molecular 
based equation of state such as SAFT. 
 
Chapter 9 describes Newton homotopy based reliable method to compute solid solubility 
in supercritical fluid with or without cosolvent.  
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Chapter 2. 
Critical Phenomena and Classification of Phase Diagrams 
 
The critical state provides a valuable insight into the general phase behavior of a fluid 
and is closely linked with the nature and strength of intermolecular interactions. In this 
chapter, pure component critical point, binary critical points are explained. In order to 
interpret results, it is essential to understand the major types of phase diagrams observed 
in nature, as classified by van Konynenburg and Scott (1980). These different phase 
diagrams are introduced in this chapter. Each type of phase diagram is explained and 
associated systems of binary mixture exhibiting particular type of phase behavior are 
mentioned. Solid phase often influence the fluid phase behavior with the appearance of 
thermodynamic landmarks such as SLLV quadruple point and the critical endpoint where 
the noncritical phase is the solid phase. Thus, depending upon the type of system 
involved, the phase diagram may be modified due to the presence of solid phase. The 
influence of solid phase on global phase equilibrium diagram is also discussed in this 
chapter.  
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2.1. Critical Phenomena 
 
Fig. 2.1. P-T projections of pure component phase diagram 
 
The critical state occurs when the volumes of coexisting gas and liquid phase becomes 
identical. For pure component, the saturation vapor pressure curve extends from triple 
point up to critical point temperature and pressure as shown in Fig. 2.1. The fusion curve 
(solid-liquid equilibrium line) and sublimation curve (solid-vapor equilibrium line) 
emerges from triple point to higher pressure and lower temperatures respectively.  
 
 
 
 
 
 
Liquid 
Vapor 
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Critical Point  
Triple point 
 
Temperature 
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 9 
 
Fig. 2.2. P-T-x projections of binary phase diagram (Rowlinson and Swinton, 1982; pp 
              198) 
 
For binary mixture, the critical phenomena can be explained by phase behavior shown in 
Fig. 2.2 in P-T-x space. The dashed line indicates locus of critical points. The solid 
curves at composition extreme are pure component vapor pressure curves. If temperature 
of fluid mixture is lower than either of the pure component critical points, the P-x region 
doesn’t show any criticality. However, when temperature is between two pure component 
critical points, there exists an overall composition for which isothermal increase in 
pressure results in identical volumes of liquid and vapor phase when critical pressure is 
reached.  Similarly, if bubble point curve and due point curve are constructed for constant 
composition, they merge at critical point as shown in shaded region. The critical point is 
not necessarily the point of maximum pressure or the point of maximum temperature on 
the P-T locus.  
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Fig. 2.3. Three types of P-T loops of fluid mixtures at constant composition (Rowlinson 
              and Swinton, 1982; pp 199) 
 
 
 
Fig. 2.3 shows three different types of P-T loops at constant composition. For 
composition of Fig. 2.3(a), if temperature lies between critical point C and point of 
maximum temperature (B) then isothermal line cuts dew point curve twice and isothermal 
compression never results in complete condensation. Compression in such case results in 
condensation till maximum temperature B is reached and then further increase in pressure 
causes complete evaporation of liquid. This phenomenon is called retrograde 
condensation. If critical point C lies outside points A and B, in order C, A, B, then dew 
point curve is intersected twice again if fluid mixture is compressed isothermally for 
temperatures between C and B as shown in Fig. 2.3(b). If order of three points is A, B, C 
as shown in Fig. 2.3(c), then bubble point curve is intersected twice for temperatures 
between B and C.  
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2.2. Classification of Phase Behavior of Binary Mixtures 
Van Konynenburg and Scott (1980) introduced classification of different types of phase 
diagram for binary system using van der Waals equation of state. The phase diagrams are 
classified mainly based on the characteristic location of the critical lines and on the 
appearance of three phase line. All major types of phase behavior and subclasses within 
main class are discussed here.  
 
2.2.1. Type I Phase Behavior          
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Fig. 2.4. P-T projection of type I phase behavior (Peters, C. J., 1993; pp 119)  
Type I phase behavior is characterized by continuous critical locus from connecting 
critical points of both components and absence of liquid-liquid immiscibility. Type I 
phase behavior is often observed when constituent species are of similar types and/or 
their critical properties have comparable magnitude. Typical examples are binary 
mixtures of n-alkanes such as methane + n-alkanes up to n-pentane (Rowlinson and 
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Swinton, 1982), ethane + n-alkane up to heptadecane, propane + n-alkane up to 
nonacosane and mixtures of carbon dioxide and n-alkane up n-hexane (Schneider, G. M., 
1978; Van der Steen et al., 1989). Argon + krypton (Schouten et al., 1975), methane + 
nitrogen (Stryjek et al., 1974) and carbon dioxide + oxygen (Zenner and Dana, 1963; 
Muirbrook and Prausnitz, 1965), carbon dioxide + ethylene (Rowlison et al., 1958) and 
carbon dioxide + benzene (Hicks and Young, 1975) are also examples of Type I phase 
behavior. 
 
             
Fig. 2.5. Five possible shapes of continuous critical loci for type I mixtures (Rowlinson 
              and Swinton, 1982; pp 204) 
 
Mixtures of type I phase behavior can be classified further based on the shape of the 
continuous critical curve connecting critical point of pure components. Fig. 2.5 shows P-
T projections of five different shapes of critical curve. Binary mixtures, whose 
constituent components have very similar critical properties, show behavior 
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approximating curve (c) where critical curve is almost linear in P-T plane. Examples of 
this type are carbon dioxide + nitrous oxide and benzene + toluene (Rowlinson and 
Swinton, 1982). 
 
When there are moderately large differences in the critical properties of pure 
components, critical curve shows a maximum in P-T plane as shown in curve (b). This 
type of behavior is extremely common among type I systems and found in mixtures of n-
hexane + n-heptane, + n-octane, + n-decane, + n-tridecane and + n-tetradecane, argon + 
krypton, argon + methane and krypton + methane (Rowlinson and Swinton, 1982).   
 
Mixtures that are indicative of large positive deviation from Raoult’s law and hence of 
weak unlike intermolecular interactions, show behavior similar to curve (d). The critical 
locus of these mixtures is everywhere concave upwards and may exhibit minima as 
shown in Fig. 2.5. Such type of behavior is thus found for binary mixtures of a polar with 
a non-polar substance, and for some mixtures of aromatic hydrocarbons with aliphatic or 
alicyclic hydrocarbons. Examples belonging to this type are ethane + hydrogen chloride, 
propane +hydrogen sulphide, methanol + benzene, n-hexane + benzene, n-hexane + 
toluene and cyclohexane + benzene (Rowlinson and Swinton, 1982). 
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(a) (b) 
Fig. 2.6. P-T projections of type I phase behavior with positive azeotrope (a) and negative  
              azeotrope (b) (Rowlinson and Swinton, 1982; pp 205) 
 
                                                                              
The critical curve of shape (e) that shows temperature minimum in P-T projection is 
observed for several mixtures and is usually associated with the occurrence of a positive 
azeotrope extending up to the critical line as shown in Fig. 2.6(a). Typical examples are 
acetone + n-pentane, acetone + n-hexane, acetone + n-heptane, water + 1-propanol and 
carbon dioxide + ethane (Rowlinson and Swinton, 1982).  
 
The critical curve of type I (a) (curve (a) in Fig. 2.5) extends through a temperature 
maximum before bending back to the critical point of the more volatile component and is 
also associated with the occurrence of a negative azeotrope extending up to the critical 
line in Fig. 2.6(b). Mixtures of this type are associated with strong intercomponent 
interactions and negative deviations from Raoult’s law. Examples belonging to this type 
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are hydrogen chloride + diethylether and cycloheptane + tetraethylsilane (Rowlinson and 
Swinton, 1982).  
 
2.2.2. Type II Phase Behavior 
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Fig. 2.7. P-T projections of type II phase behavior (Peters, C. J., 1993; pp 119) 
 
Type II phase behavior is characterized by the presence of liquid-liquid immiscibility at 
temperature below the gas-liquid critical temperature of the more volatile component. 
Thus there exists one additional line of loci of liquid-liquid upper critical solutions 
temperature (UCST) extending down, with either positive or negative slopes to pressures 
where it terminates at an upper critical endpoint (UCEP) and a third gaseous phase is 
formed. A three phase line (LLV) extends from the UCEP to lower pressures and 
temperatures. Examples of type II phase behavior are carbon dioxide + n-alkane for 
 16 
6<n<13 (Schneider, G. M., 1978; Van der Steen et al., 1989), carbon dioxide + 2-hexanol 
(Paulaitis et al., 1983), water + phenol, +2-butanone, + naphthalene and + biphenyl, 
carbon dioxide + n-octane, + n-undecane and + 2-octanol (Rowlinson and Swinton, 
1982).  
 
2.2.3 Type III Phase Behavior  
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Fig. 2.8. P-T projections of type III phase behavior (Peters, C. J., 1993; pp 119) 
 
Type III phase behavior has two distinct critical curves each starting from critical point of 
pure component. The critical line extending from the critical point of more volatile 
component ends at an upper critical endpoint (UCEP) where gaseous phase the critical 
phase richer with respect to the more volatile component are in equilibrium. When the 
mutual immiscibility of the two components in a binary mixture becomes sufficiently 
large, the locus of the liquid-liquid critical solution points moves to higher temperatures 
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and, eventually, interacts with the gas-liquid critical curve. The gas-liquid critical curve 
then becomes discontinuous transforming type II phase behavior into type III. Thus, at 
temperatures lower than UCEP liquid immiscibility is observed as indicated by three 
phase LLV line emerging from UCEP. Typical examples are carbon dioxide + n-alkane 
for 14≤n≤21 (Schneider, G. M., 1978; Van der Steen et al., 1989), carbon dioxide + 
tetradecane (Hottovy et al., 1981), carbon dioxide + n-tridecane, + n-hexadecane, + 
squalane and + 2, 5-hexanediol (Rowlinson and Swinton, 1982). Systems of Methane + 
1-heptene, + toluene, and + ammonia, nitrogen + ammonia, argon + ammonia, ethane + 
water, ethane + methanol, carbon dioxide + water and methane + water to n-heptane + 
water also show this type of phase behavior (Rowlinson and Swinton, 1982). 
 
                   
Fig. 2.9. Four possible types of critical locus in type III mixtures (Rowlinson and 
              Swinton, 1982; pp 214) 
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Depending upon the shape of critical curve, there are various subclasses of type III phase 
behavior as shown in Fig. 2.9. In type III(a) mixture, high pressure critical curve 
extending from critical point of less volatile component exhibits first a pressure 
maximum followed by a pressure minimum at lower temperatures and then continues 
with negative slope to high pressures where it finally merges with the solid phase. Ethane 
+ methanol, carbon dioxide + n-tridecane and carbon dioxide + n-hexadecane (Rowlinson 
and Swinton, 1982) shows this type of phase behavior.  
 
With increase in size of hydrocarbon, the pressure minimum in the critical line moves to 
higher pressures and temperatures and eventually the pressure minimum disappears as 
shown by critical curve (b) in Fig. 2.9. Typical examples are methane + toluene, carbon 
dioxide + squalane and carbon dioxide + 2,5-hexanediol (Rowlinson and Swinton, 1982).  
The critical line beginning from critical point of less volatile component frequently pass 
through a temperature minimum at sufficiently high pressures, and develop positive slope 
thereafter as shown in curve (c) in Fig. 2.9. Examples of this type of phase behavior are 
nitrogen + ammonia, argon + ammonia, methane + ammonia, ethane + water, carbon 
dioxide + water and benzene + water, water + methane to water + n-heptane (Rowlinson 
and Swinton, 1982). Since in this case two phase equilibrium can exist at temperatures 
higher than the critical point of less volatile component, these equilibria are often referred 
to as gas-gas equilibria of second kind. For mixtures such as neon + argon, neon + 
nitrogen, hydrogen + methane, hydrogen + carbon dioxide, hydrogen + carbon monoxide, 
the critical line is everywhere concave like curve (c) but reach critical endpoint with 
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occurrence of solid phase before temperature minimum can be attained. Therefore, for 
these systems gas-gas immiscibility can not be determined experimentally.   
 
Curve (d) in Fig. 2.9 corresponds to gas-gas equilibria of first kind where critical line 
emerging from critical point of less volatile component extends to higher pressures and 
higher temperatures without exhibiting any temperature minimum. Typical examples of 
this type are water + argon and helium + xenon (Rowlinson and Swinton, 1982). Helium 
+ methane, helium + carbon dioxide and helium + ethylene (Paulaitis et al., 1983) also 
belong to type III (d).  
 
2.2.4. Type IV Phase Behavior 
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Fig. 2.10. P-T projections of type IV phase behavior (Peters, C. J., 1993; pp 119) 
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Fig. 2.10 illustrates P-T projection of type IV phase behavior. The critical line beginning 
at the critical point of less volatile component ends at a lower critical endpoint (LCEP) 
where it connects to the three phase (LLV) line. The critical locus thus changes 
continuously from gas-liquid critical state to liquid-liquid critical state. The three phase 
line is often quite short and ends at higher temperatures and pressures at upper critical 
endpoint (UCEP) that connects the critical point of more volatile component through a 
short critical line. The region of liquid-liquid immiscibility (LLV line) and associated 
upper critical solution temperature (UCST) line at temperature below critical point of 
more volatile component is also present in type VI phase behavior. Systems of Carbon 
dioxide + n-alkane with n=13 (Schneider, G. M., 1978; Van der Steen et al., 1989), 
carbon dioxide + n-tridecane (Fall and Luks, 1985; Enick et al., 1985) and methane + 1-
hexene (Davenport et al., 1966) show type IV phase behavior.   
 
 
 2.2.5. Type V Phase Behavior 
                                
P
re
ss
u
re
 
Temperature 
 
 
 
 
  
Fig. 2.11. P-T projections of type V phase behavior (Peters, C. J., 1993; pp 119) 
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Type V phase behavior is similar to type IV phase behavior except that the liquid-liquid 
immiscibility (LLV line) and associated UCST are not observed at lower temperatures. 
Typical examples are methane + n-hexane (Davenport and Rowlinson, 1963) and ethane 
+ n-eicosane (Kohn et al., 1966; Peters, C. J., 1987, 1991a, 1991b).  
 
2.2.6. Type VI Phase Behavior 
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Fig. 2.12. P-T projections of type VI phase behavior (Peters, C. J., 1993; pp 119) 
 
The P-T diagram of a typical type VI system is shown in Fig. 2.12. Similar to type II 
mixtures, type VI mixtures are characterized by continuous critical line connecting 
critical points of two components and presence of an additional critical line and 
associated liquid-liquid immiscibility (LLV line) at temperatures below the critical 
temperature of more volatile component. However, the additional critical line in this type 
of phase behavior shows pressure maximum and bends back to lower pressure connecting 
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the LLV line at lower critical endpoint (LCEP). Thus, the mixture forms both the UCST 
and a LCST and the positive value of ( )
xLCST
dpdT / and the negative value of 
( )
xUCST
dpdT / leads to the formation of a closed dome of immiscibility with a pressure 
maximum connecting both UCEP and LCEP of the same three phase line. Type VI 
behavior is only found in mixtures of chemically-complex substances where one or both 
of the pure components exhibit self-association due to H-bonding and, in the mixture, 
there is the added complication of strong inter-component H-bonding interactions. 
(Rowlinson and Swinton, 1982). Typical examples of this type are water + 2-butanone, + 
2-butanol (Rowlinson and Swinton, 1982) and + 2-butoxyethanol (Rowlinson and 
Swinton, 1982; Schneider, G. M., 1963). 
 
Another possibility is that the loci of the UCST and the LCST diverge with the result that 
the region of immiscibility increases with increasing pressure. Example of this type of 
phase behavior is heavy water + 3-methylpyridine (Rowlinson and Swinton, 1982). For 
some system such as water + 3-methylpyridine, + 2-methylpyridine, + 4-methylpyridine 
and heavy water + 4-methylpyridine (Rowlinson and Swinton, 1982), the fluid mixture is 
wholly miscible at low pressures but two liquid phases appear at sufficiently high 
pressure and the zone of immiscibility increases rapidly with further rise in pressure. 
Thus, the dome of immiscibility is inverted for such mixtures.  
 
In another case of type VI phase behavior, second liquid-liquid critical line with pressure 
minimum exists. Thus mixture of this type is immiscible at low pressure, miscible at 
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intermediate pressures and shows immiscibility again at high pressures. Example of this 
type is heavy water + 2-methylpyridine (Rowlinson and Swinton, 1982). 
 
2.3. Influence of Solid Phase on Phase Behavior  
                      
Fig. 2.13. The appearance of quadruple point in type III fluid phase behavior in the  
                 presence of the solid phase of component B (Peters, C. J., 1993; pp 139) 
                  
 
 
 
 
 
Fig. 2.14. The masked L1L2G curve in type III fluid phase behavior in the presence of the 
                 solid phase of component B (De Loos, T. W., 1993; pp 85) 
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Majority of systems where solid influence on fluid phase behavior is investigated and that 
are of interest to supercritical fluid technology conforms to type III and type V systems. 
The LVS2 line originating from triple point of less volatile component may either show 
phase instability forming quadruple point ( S2L1L2V equilibrium point) or may continue at 
lower pressures and temperatures and intersects the LVS1  line forming 
LVSS 21 equilibrium. If later is the case or S2L1L2V phase equilibrium occurs at 
sufficiently low temperatures, the solid phase doesn’t necessarily interfere with the fluid 
phase behavior. However, with increasing molecular weight of the less volatile 
component, this quadruple point shifts to higher temperature and S2L1L2 equilibrium 
curve may intersect the critical line emerging from critical point of less volatile 
component forming critical endpoint as shown in Fig. 2.13. Such phase behavior is 
observed in propane + phenanthrene (Peters et al., 1989) and propane + triphenylmethane 
(Peters et al., 1995). 
 
If molecular weight of less volatile component further increases, quadruple point shift to 
even higher temperature and may even pass the UCEP. This results in P-T projections as 
given in Fig. 2.14. In this case, the LVS2 line shows two branches. The high temperature 
branch intersects the critical line extending from critical point of less volatile component 
forming UCEP that is rich in less volatile component. The other low temperature branch 
intersects the critical line extending from critical point of more volatile component 
forming LCEP that is reach in more volatile component. Another distinctive feature of 
this type is the slope of LVS2 line. Typical examples of this type of phase behavior with 
negative slope are carbon dioxide + naphthalene (Lamb et al., 1986) and ethylene + 
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naphthalene (Van Welie et al., 1961).  Nitrogen + naphthalene system is an example of 
system with positive slope (De Leeuw et al., 1989). Other examples with negative slope 
of LVS2 are carbon dioxide + diphenylamine, ethane + naphthalene and ethylene + 
hexachlorethane (Rowlinson and Richandson, 1959). 
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Fig. 2.15. The continuous SBLG line in type V fluid phase behavior in the presence of the  
                 solid phase of component B (Peters, C. J., 1993; pp 122) 
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Fig. 2.16. The appearance of quadruple point in type V fluid phase behavior in the  
                 presence of the solid phase of component B (Peters, C. J., 1993; pp 122) 
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Fig. 2.17. The masked L1L2G curve in type V fluid phase behavior in the presence of the  
                 solid phase of component B (Peters, C. J., 1993; pp 122) 
 
 
Fig. 2.15, 2.16 and 2.17 show how the phase diagrams of type V fluid phase behavior is 
modified if the carbon number of the nonvolatile component increases for asymmetric 
binary mixtures of n-alkanes. The mixtures showing phase behavior conforming to Fig. 
2.15 are characterized by continuous single branch of LVS2 originating from triple point 
of less volatile component to lower temperature and pressures. The LVS2  curve doesn’t 
show instability and thus quadruple point doesn’t occur in such mixtures. Typical 
examples of this type are ethane + n-eicosane (Peters et al., 1987), ethane + docosane 
(Peters et al., 1988) and ethane + tricosane (Peters, 1993).    
 
With increase in carbon number, the triple point of the nonvolatile n-alkane shifts to 
higher temperature and three phase equilibrium line LVS2 will do so as well. Beyond a 
certain carbon number, the three phase equilibria LLV  and LVS2 intersects resulting in a 
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quadruple point. The three-phase line LLV no longer has a stable LCEP and in addition 
the LVS2 line has two branches connected to the quadruple point as shown in Fig. 2.16. 
Examples of this type are ethane + pentacosane (Peters et al., 1987a), ethane + 
tetracosane (Peters et al., 1987b) and propane + hexacontane (Peters et al., 1993).  
 
With further increase in carbon number the quadruple point and UCEP approach each 
other more. Consequently, with increasing carbon number, a larger part of the three phase 
line LLV will be suppressed due to the occurrence of the solid phase as shown in Fig. 
2.17. As before, the three-phase equilibrium LVS2 has two separated branches. The 
branch originating from critical point of less volatile component ends at an UCEP that is 
rich in less volatile component. The other branch of LVS2 terminates at LCEP that is rich 
in more volatile component. Typical examples of this type are ethane + hexacosane and 
ethane + octacosane (Peters, 1993).  
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Chapter 3. 
Numerical Methods 
 
Development of reliable thermodynamic tool for supercritical system requires that all 
solutions of a set of nonlinear equations are obtained. In context of generation of global 
phase equilibrium diagram from equation of state, need for global solution of nonlinear 
equations arise in computations of critical points and to determine the phase stability. 
Furthermore, global methods are also required to determine solid solubility in 
supercritical fluid reliably and also for stability calculations in isothermal flash problem.  
 
There are four classes of method for finding zeros of nonlinear equations (1) local 
methods (2) global methods (3) interval methods and (4) use of spreadsheet to tabulate 
and plot )(xF  vs x  for selected range of x . Local methods such as Newton method and 
quasi Newton methods and trust region methods yields only single solution and require 
user to provide initial guess. These methods are very efficient due to their quadratic 
convergence property and provide an attractive alternative when sufficient knowledge 
regarding location of root is available to user. However, the disadvantage of these 
methods is that the initial guess, sufficiently close to the solution being sought, has to be 
provided for guaranteed convergence.  
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In context of computation of global phase equilibrium diagrams, use of local method 
occurs for calculations of thermodynamic landmarks such as critical endpoints, 
azeotropic endpoints, and critical azeotrope. In two-stage strategy for phase equilibrium 
calculations, good initial guess are often obtained from calculation of phase stability 
roots. Using these guess values, we have used trust region dogleg approach to solve 
system of nonlinear equations formed by equifugacity relations and equation of state.  
 
3.1. Interval Method 
The interval analysis (Moore R. E., 1966; Neumaier, A., 1990; Ratschek and Rokne, 
1988) is a powerful method that is able to find all roots of the given set of nonlinear 
equations with mathematical certainty. Hansen (1992) and Kearfortt (1996) provide 
excellent introduction to equation solving and global optimization using interval 
methods. The interval method has been successfully applied to wide variety of problems 
such as phase equilibrium calculations (Hua et al., 1999; Xu et al., 2000; Scurto et al., 
2003; Burgos et al., 2004), phase stability determination (Hua et al., 1996, 1998a, 1998b; 
Tessier et al., 2000; Xu et al., 2005), parameter estimation (Gau et al., 2002; Lin et al., 
2006; Simoni et al., 2007), computation of critical points (Stradi et al., 2001), calculation 
of homogeneous azeotrope (Maier et al., 1998, 1999) and isothermal flash calculations 
using SAFT equation of state (Xu et al., 2002). The method is described herewith briefly. 
 
Consider the solution of the system of nonlinear equations 0)( =xf  where the goal is to 
find all solutions in given interval 0X . The basic iteration step in interval Newton method 
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is the solution of linear interval equations to obtain new interval )(kN  where k is the 
iteration number.  
 
)())(( )()()()(' kkkk xfxNXF −=−        (3.1) 
 
)( )(' kXF  is an interval extension of the real Jacobian )(' xf  over the current interval 
)(kX and )(kx  is a point in the interior of )(kX . It is shown that any root contained in )(kX  
is also contained in the interval extension of )(kX , that is, )(kN . If sufficient progress is 
made, that is, if kk NX ∩ is sufficiently smaller than original interval )(kX , Newton 
method is applied again to obtain new interval )1( +kN . Otherwise, the intersection is 
bisected and resulting subintervals are added to the sequence of subintervals to be tested 
for solution of ( )xf . This approach is referred to as an interval Newton/generalized 
bisection method. Although very robust, the method has its own limitations. First, the 
computing computational cost increase significantly when large system of equations 
arising due to multicomponent system is involved (Hua et al., 1999). Secondly, the 
method required special computing environment and is difficult to implement in existing 
process simulators. As our objective in this study is to automatically generate global 
phase equilibrium diagrams for binary system, the phase stability test has to be repeated 
after certain number of iterations. From recent results of phase stability calculations using 
interval Newton/generalized bisection approach in MATLAB programming environment 
reported by Gecegormez and Demirel (2005), we conclude that implementation of 
interval method for phase stability calculations in context of generation of global phase 
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diagram is not advantageous with respect to computational cost, even for binary system, 
when compared to alternative robust global method like homotopy continuation. Hence, 
in this study we haven’t explored interval methods for global phase diagram 
computations. However, we emphasize that, if desired, any of the global methods 
including interval method can be easily substituted for homotopy continuation method in 
the overall methodology proposed in this study for automatic generation of global phase 
diagram except for any possible complication arising due to conflict in computing 
environment.   
 
3.2. Homotopy Continuation Method 
The homotopy continuation method is globally convergent method that can be applied to 
find all roots of the system of nonlinear equations. It is a marching technique which stars 
from the known solution of simpler function and approaches the true solution as the 
homotopy parameter is varied. Allgower and Georg (1983) has discussed methods that 
use of multiple starting points, deflation, global Newton methods, global homotopy 
methods, and a d-trick homotopy (Allgower and Georg, 1980) to find multiple roots for 
polynomial systems. By far, the most successful of these approaches, which however is 
limited to systems of polynomial equations and does not apply to general systems of 
nonlinear equations, is the global homotopy method as discussed, e.g., by Garcia and 
Zangwill (1979), Chow et al. (1979), Watson (1986), Morgan (1986), Li (1987), and 
Watson et al. (1987). Early applications of the homotopy continuation method in the 
chemical industry have been reported for problems related to separation processes 
(Bhargava and Hlavacek, 1984; Byrne and Baird, 1985; Chavez et al., 1986; Hlavacek 
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and Rompay, 1985; Lin et al., 1987; Salgovic et al., 1981; Vickery and Taylor, 1986; 
Kovach and Seider, 1987) and process design (Wayburn and Seader, 1987). Seydel and 
Hlavacek (1987) published a review article on the role of continuation in engineering 
applications. Kuno and Seader (1988) applied global fixed point homotopy to find all real 
solutions of polynomial system of nonlinear equations with just one starting point and 
proposed criteria for choice of starting point. Seader et al. (1990) introduced mapped 
continuation methods for computing all solutions to general systems of nonlinear 
equations. Sun and Seider (1995) used Newton homotopy to perform phase stability 
calculations. In their approach, the multiple stationary points of the tangent plane distance 
function were determined and subset of these is selected as estimates for the 
minimization of the Gibbs free energy. Jalali and Seader (1999) applied continuation 
method to find all roots of the stationary conditions for the minima of the constraint 
nonlinear optimization problem for both the phase and the chemical equilibrium. Jalali-
Farahani and Seader (2000) applied fixed point homotopy for multiphase reacting system. 
Bausa and Marquart (2000) used homotopy continuation method for the phase stability 
test in VLLE flash calculations. Gritton et al. (2001) introduced method for seeking all 
roots, real and complex, to single, nonlinear equations using global continuation with 
fixed point and Newton homotopies. Finally, Aslam and Sunol (2004a, 2004b) applied 
homotopy continuation method to predict azeotropes.  
 
Various computer codes have been published to implement homotopy-continuation 
methods. These include DERPAR of Kubicek (1976), PITCON of Rheinboldt (1986), 
and HOMPACK90 of Watson, Sosonika, Melville, Morgan and Walker (1997). Deodel 
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(1986) implemented pseudo-arclength continuation algorithm presented by Keller (1977), 
in a computer program called AUTO. Dhooge et al. (2003) presented MATLAB 
implementation of this algorithm.  
 
3.2.1. Mathematical Representation 
Usually homotopy function ),( txH  is expressed as a linear combination of two 
functions, )(xF  whose solution is sought and relatively simpler function )(xG  whose 
solution is known or can be computed easily. Therefore,  
 
)()1()(),( xGtxtFtxH −+=         (3.2)  
 
Here, ( )txH ,  is homotopy function, ( )xF  represents equations whose solution is sought, 
( )xG  is simpler system of equations with known solution, and t  is homotopy parameter. 
Starting from the simpler solution of ( )xG  and homotopy parameter 0=t , values of 
homotopy function ),( txH are traced as t  varies. At homotopy parameter 1=t , ),( txH  
reduces to ( )xF . Therefore, values of ),( txH at 1=t  indicate solutions of original 
equations )(xF . Although the choice of ( )xG  is arbitrary, there are two most widely used 
functions as discussed by Garcia and Zangwill (1981); Wayburn and Seader (1987). 
 
1. Newton homotopy: For this case, ( )xG = ( ) ( )0xFxF − . Functional form of this 
    homotopy is  
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( ) ( )( )0)1()(),( xFxFtxtFtxH −−+=       (3.3) 
 
Here, 0x  is an initial point, and t  is homotopy parameter. Homotopy path is traced from 
the known solution 0x , and homotopy parameter 0=t  and values of homotopy 
function ),( txH are traced as t  varies. Values of ),( txH at 1=t  indicate solutions 
of )(xF . 
 
2. Fixed point homotopy:  In this case, ( )xG  is given by )( 0xx − . The functional form of  
    homotopy then becomes  
 
))(1()(),( 0xxtxtFtxH −−+=        (3.4) 
 
3.3. Numerical Tracing of Continuation Path 
Numerical tracing involves finding solutions for 0),( =txH for [ ]1,0∈t . This can be 
accomplished usually either by discrete methods or continuous methods. In the former 
method (Shacham, 1986), a sequence of values of t , 0 = nii tttttt <<<<<< − ....121 are 
generated for solving 0),( =itxH . At each increment t∆ of homotopy parameter, Newton 
method is used to solve 0),( =itxH , with a starting guess the value of x  that was 
previously found to satisfy 0),( 1 =−itxH . t∆ is chosen to be suitably small, so as to obtain 
convergence for each point along the homotopy path. The disadvantage of discrete 
method is that if turning point is encountered, the solution procedure fails.  
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In the continuous method, the homotopy function ),( txH  is transformed to the ordinary 
differential equations by differentiation with respect to some parameter such as the arc 
length of the path. The resulting ordinary differential equations are then solved as an 
initial-value problem starting from 0=t  to 1=t  using predictor-corrector method of 
integration. We have implemented pseudo-arclength continuation method to generate the 
homotopy path. The methodology is described here briefly.  
 
In predictor step, the new values of variables x  and parameter t  are generated after 
computing derivatives of variables x  and parameter t  with respect to the arc length. The 
derivatives can be calculated by solving following system of equations. 
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The vector of derivatives with respect to arc length v is given by 
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The derivatives are normalized as 
 
1=vvT           (3.7) 
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Once these derivatives are known for any point ix  on the curve, next point is predicted 
using the derivatives and incremental arc length or step size s∆ by 
 
svxx iipre ∆+=          (3.8) 
 
Here subscript i  indicates i
th
 point on the curve. It is important to trace the path 
accurately while bypassing the singular point. The pseudo-arclength continuation 
algorithm (Keller, 1977; Allgower and Georg, 1990) is one of the effective approaches to 
achieve this. The other approach is dynamic re-parameterization introduced by Kubicek 
(1976). The earlier approach is followed here for path tracing. Accordingly, the next 
point on the curve 1+ix  can be obtained by solving following equations  
 
( ) 0, =txH           (3.9) 
 
( ) 0=− preT xxv                    (3.10) 
 
The solution of above equations minimizes the distance between prex  and curve 
described by Eq. 3.9. Newton correction step for can be summarized as 
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and  
xxx kk ∆−=+1          (3.12) 
 
3.3.1. Step Size Control 
The efficient tracing of continuation path requires step size control in the predictor-
corrector algorithm. The basic purpose of step size control is to allow maximum step size 
for predictor and at the same time guarantee convergence of Newton correction. Various 
algorithms for step size control have been proposed (Den Heijer and Rheinboldt, 1981; 
Georg, 1980). However, the convergence-dependent control has proved to be simplest, 
reliable and can be easily implemented. That is, the step size is reduced and corrections 
are repeated if no convergence occurs after a prescribed number of iterations; step size 
1+∆ is   is increased with respect to is∆  if convergence required only a few iterations and 
the current step size is kept ( ii ss ∆=∆ +1 ) if convergence happens after a ‘moderate’ 
number of iterations. The step size control algorithm (Dhooge, 2003) has been 
implemented as  
 
If 4<< iterNiter , step size is increased by ii sfracincss ∆∆=∆ + )_(,max( max1 ) 
If Niteriter <<4 , ii ss ∆=∆ +1  and if Niterter > , ii sfracdecss ∆∆=∆ + )_(,min( min1 ) 
Here, iter is number of Newton correction required for convergence, Niter is maximum 
allowable Newton corrections,  fracinc _  is set to 1.3, fracdec _ is set to 0.5. Values of 
maximum allowable step size maxs∆ and minimum allowable step size mins∆ are set as 0.5 
and 10
-8
 respectively.  
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3.4. Derivatives by Automatic Differentiation (AD) 
While numerical tracing of continuation path, accurate derivative information for Newton 
correction step is essential for predicting the subsequent point on the curve reliably. Also, 
the local method of solution such as trust region dogleg method also uses derivative 
information to compute solution. Usually, these derivatives are obtained by finite 
difference technique. Three different type of difference schemes that are widely used are 
forward difference, backward difference and central difference schemes. Finite difference 
method yields only approximate values for the derivative, results obtained may not be 
accurate in many situations. Symbolic differentiation is one of the methods to calculate 
accurate derivatives. In this technique, the algebraic specification for the function f is 
manipulated by symbolic manipulation tools to produce new algebraic expressions for 
each component of gradient. Widely used packages for symbolic manipulation are 
Mathematica, Maple and Macsyma.  Although true derivatives can be calculated by this 
technique, the analytical expressions obtained often become tedious and unmanageable, 
especially when the function whose derivative is sought is very complicated.  Automatic 
differentiation is another class of technique that can obtain true derivative information 
and at the same time avoids derivation of complicated analytical expressions. Automatic 
differentiation technique uses the computational representation of a function to produce 
exact values for the derivatives. These techniques are based on the observation that any 
function, no matter how complicated, can be evaluated by performing a sequence of 
simple elementary operations involving just one or two arguments at a time. Therefore, 
each line of a computer program usually contains just a few arithmetic operations. 
Examples of two argument operations include addition, multiplication, and power 
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operation. Single argument operations are trigonometric, exponential and logarithmic 
function. Another important ingredient of automatic differentiation tools is chain rule.  
There are two basic modes of automatic differentiation: forward and reverse modes. To 
understand the concept behind forward mode, example described in (Nocedal, 1999) is 
explained here. Consider the function of 3 variables: 
 
( ) ( )
3
321
21sin
x
exxx
xf
xx+
=         (3.13) 
 
The function evaluation can be divided into number of different carefully ordered 
elementary operations and by introducing intermediate variables ....., 54 xx that contain the 
results of intermediate computations.  The evaluation of function f  can be expressed in 
arithmetic terms as 
 
214 * xxx =           (3.14) 
35 sin xx =           (3.15)  
4
6
x
ex =           (3.16) 
547 * xxx =           (3.17) 
768 xxx +=           (3.18) 
389 / xxx =           (3.19) 
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In this hierarchy, any node can be evaluated when the values of all its parents are known, 
so computation flows through the graph from left to right. This direction of slow of 
computation is called a forward sweep. In the forward mode of automatic differentiation, 
directional derivative of each intermediated variable ix  in a given direction p  is 
evaluated simultaneously with the evaluation of ix . The directional derivative associated 
with each variable can be defined as 
 
( ) j
j j
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iip p
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x
pxxD ∑
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3
1
   .9,......2,1=i     (3.20) 
 
Here, in this example aim is to compute ipxD . As soon as the value of ix  at any node is 
known, we can find corresponding value of ipxD from chain rule. For example, suppose 
values of 4x , 4xD p , 5x  and 5xD p  are known, and value of 7x is to be computed. We 
have 547 xxx = ; that is 7x is a function of the two variables 4x and 5x , which in turn are 
functions of 1x , 2x and 3x . If chain rule is applied, we have 
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By performing inner product of both sides of this expression with p and applying the 
definition of directional derivative (Eq. 3.20), we obtain 
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This way, the directional derivatives ip xD are evaluated side by side with the 
intermediate results ix , and at the end of the procedure, ( ) pxffDxD
T
pp ∇==9 can be 
calculated.  
 
3.4.1. The Reverse Mode 
The reverse mode of automatic differentiation doesn’t perform function and gradient 
evaluations simultaneously. Instead, after the evaluation of f is complete, the partial 
derivatives of f with respect to each variable ix are recovered. At the end of this process, 
the gradient vector f∇ can be assembled from the partial derivatives 
ix
f
∂
∂
 with respect to 
the independent variables ix , =i 1, 2, …… n . 
 
3.4.2. Software Packages for Automatic Differentiation 
Various software packages for automatic differentiation are available.  Packages such as 
ADO1 (Pryce and Reid, 1998) and ADOL-C (Griewank et al., 1996) implement 
automatic differentiation in C++ by using operator overloading approach. AD packages 
in Fortran (Bischof et al., 1996; FastOpt 2003; Tapenade 2003) and C (Bischof et al., 
1997) uses source transformation approach to implement the methodology.  
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The first monumental effort towards implementation of AD in MATLAB work was that 
of Coleman and Verma [1998a, 1998b], and Verma [1998] who, in a significant coding 
effort, produced an operator-overloading AD package named ADMAT that provides 
facilities for forward and reverse mode AD for both first and second derivatives and run-
time Jacobian sparsity detection. These authors later interfaced ADMAT with ADMIT 
[Coleman and Verma 2000], a package for efficient sparse Jacobian calculation. 
Vehreschild (2001) developed ADiMat, hybrid source-transformation/operator-
overloading AD tool. Finally, Forth (2001, 2004, and 2006) developed package called 
MAD using operator overloading approach.  
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Chapter 4. 
Phase Stability Test 
 
In order to identify multiphase regions, the phase stability test is performed extensively 
while generating global phase equilibrium diagram. Clearly, to generate the true phase 
behavior, the phase stability test has to be robust and reliable. This chapter introduces 
phase stability problem and discusses results of implementation of homotopy 
continuation based global method, as proposed by Sun and Seider (1995), for various test 
systems. The purpose of these computations is to ensure correct implementation of 
proposed methodology so that it can later be implemented in the overall methodology for 
calculation of global phase equilibrium diagrams 
 
4.1. Gibbs Free Energy Minimization 
In order to compute phase compositions at a given pressure and temperature of system 
having C components and P phases, the Gibbs free energy is minimized. The problem 
can be formulated as (McDonald and Floudas, 1995a).  
 
( ) ij
P
i
C
j
ijGnnG ∑∑
= =
=
1 1
min         (4.1) 
 
s. t.  0=− bAn                                             (4.2) 
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        Tnn <≤0              (4.3) 
 
Where Tn  is total number of moles of the component in system. )(nG  represents the 
Gibbs free energy of the system, ijG  is partial molar Gibbs free energy of species i  in 
phase j . Eq. 4.2 gives material balance relation for all the components involved and Eq. 
4.3 shows nonnegativity of number of moles of any component. The stationary conditions 
of this minimization problem are well known relations of equifugacities of each 
component in all phases. A common problem in computing phase equilibria is that the 
number of phases P  present at equilibrium are not known a priori. To overcome this 
problem, two major approaches have been introduced. In the first approach, solution of 
number and phase compositions is obtained simultaneously as proposed by Castillo and 
Grossmann (1981), Paules and Floudas (1989), and McDonald and Floudas (1995b). In 
the methodology, integer variables are introduced and resulting MINLP is solved.  
 
In the second approach, new phase is added sequentially and each solution of equilibrium 
conditions is tested for phase stability. (Gautam and Seider, 1979a,b,c; Soares et al., 
1982; Nghiem and Li, 1984; Wu and Bishnoi, 1986; Castier et al., 1989). Phase stability 
problem is frequently formulated in terms of tangent plane distance function criteria. 
(Baker et al., 1981; Michelsen, 1982a). Later, Baker et al. (1982) supplied proof of the 
criteria. As reported by Jalali-Farahani and Seader (2000), a brief discussion on 
formulation of the tangent plane distance function is discussed here.  
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4.2. Tangent Plane Distance Function (TPDF) 
The Gibbs free energy of a mixture of C components at a given temperature and pressure 
with mole numbers in is 
 
∑
=
=
C
i
iinG
1
µ           (4.4) 
 
where iµ is the chemical potential of component i . The mixture is assumed to split into 
two phases, I and II with mole numbers ( )ε−Tn and ε  respectively.  Here, ε  is a very 
small amount of the second phase. Assuming the mole fraction of the second phase is iy , 
change in Gibbs free energy is: 
 
( ) ( ) ( )TTIII nGGnGGGGG −+−=−+=∆ εε     (4.5) 
 
A Taylor series expansion of IG  gives 
 
( ) ( ) ( ) ∑∑
==
−=





∂
∂
−=−
C
i
iiT
n
C
i i
iTT ynG
n
G
ynGnG
T
11
µεεε    (4.6) 
 
Thus, 
 
( ) ( ) i
C
i
C
i
iiii yyyGG µµεµεε −=−=∆ ∑ ∑
= =1 1
      (4.7) 
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Here, iµ is chemical potential for in  in original mixture and ( )yiµ is chemical potential 
for component i in perturbed phase. Phase stability of original mixture requires that the 
Gibbs free energy be at the global minimum. Therefore, necessary and sufficient 
condition for phase stability (Michelsen, 1982a) is  
 
( ) ( ) 0
1
≥−=∑
=
i
C
i
ii yyyF µµ   y∀       (4.8) 
 
For phase stability calculations based on equation of state, Eq. 4.8 becomes 
 
( ) ( ) ( )[ ]∑
=
−−+=
C
i
iiiii zzyyy
RT
yF
1
lnlnlnln φφ      (4.9) 
 
Where iφ  is fugacity coefficient of component i  and z  is mole fraction vector of original 
mixture.  
 
( )yF  is so called tangent plane distance function, that is, vertical distance from tangent 
plane to molar Gibbs energy surface at composition of original mixture to Gibbs energy 
surface. ( )yF  is positive for y∀ , if all the minima are positive and a given phase is 
stable. If any of the minima is negative, phase is considered unstable. Therefore, use of 
global and reliable method is essential to arrive at true inference from phase stability. 
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Various techniques have been proposed to perform phase stability analysis. Method due 
to Michelsen uses Newton based local method with carefully chosen multiple initial 
points in order to locate all stationary points of tangent plane distant function. Although 
efficient, these methods do not provide any guarantee that all roots are obtained. The area 
method of Eubank et al. (1992) is based on exhaustive search over the grid. The 
disadvantage of this method is that it becomes computationally intensive as number of 
component increases. McDonald and Floudas (1995a, b, c, 1997), Harding & Floudas 
(2000) used α BB (α -based branch and bound) algorithm (Adjiman et al., 1998a, b) for 
phase stability analysis. Although this method guarantees the global solution, very often, 
the problem has to be reformulated to underestimate several non-convex terms (Al-
Khayyal and Falk, 1983; Maranas and Floudas, 1995) in the original problem leading to 
increase in number of constraints and variables. Interval method has also been applied 
(Hua et al., 1996, 1998a, 1998b; Tessier et al., 2000; Xu et al., 2005) to phase stability 
problem which guarantees that all roots of tangent plane distant function are calculated. 
Although very robust, the method has its own limitations. First, the computing 
computational cost increase significantly when large system of equations arising due to 
multicomponent system is involved (Hua et al., 1999). Secondly, the method requires 
special computing environment and is difficult to implement in existing process 
simulators. 
 
 
4.3. Homotopy Continuation Method 
 
The Newton homotopy continuation method is an alternate method that can efficiently 
and reliably locate all roots of minima of tangent plane distant function. Sun and Seider 
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(1995) used homotopy continuation method to check the phase stability for asymmetric 
and symmetric models. Jalali-Farahani and Seader (2000) applied homotopy continuation 
method for multiphase reacting system. We have implemented methodology introduced 
by Sun and Seider (1995) for all phase stability computations during generation of global 
phase equilibrium diagrams.  
 
 
The Newton homotopy has the form 
 
))()()(1()(),( 0xFxFtxtFtxH −−+=       (4.10) 
 
Starting from the known solution 0x of system of equations )(xF , and homotopy 
parameter 0=t , values of homotopy function ),( txH  are traced as t  varies. Values 
of ),( txH at 1=t  indicate solutions of )(xF . Success in finding all of the solutions along 
a single path has only been demonstrated for simple polynomials when all of the 
variables are relaxed from the real to the complex domain. Since the introduction of 
complex variables doubles the dimensionality of the system and of no practical relevance 
for justification for non-linear systems other than polynomials such as phase stability 
analysis, the homotopy paths are calculated in the real domain in this study. As suggested 
by Sun and Seider (1995), two types of initial points, type A and type B are used for 
homotopy continuation method. Type A initial points are based upon Wilson's low-
pressure equation, as suggested by Michelsen (1982a) while Type B initial points are 
defined near two vertices of the composition space. Two types of initial points, shown in 
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Table 4.1, are used for minimizing the TPDF. Each type is utilized twice, resulting in 
four homotopy paths for each problem.  
 
Table 4.1. Initial points for the homotopy paths 
Type A Type B 
( )
( )∑
=
=
C
i
ii
ii
i
zK
zK
x
1
0
/
/
, 
Ci ,.......,2,1=       
∑
=
=
C
i
i
i
Y
Y
x
1
0
0
0
1
1
, Ci ,.......,2,1=   
( )
( )∑
=
=
C
i
ii
ii
i
zK
zK
x
1
0
, Ci ,.......,2,1=  
∑
=
=
C
i
i
i
Y
Y
x
1
0
0
0
2
2
, Ci ,.......,2,1=  
 
Where  
















−=
T
T
P
P
K
C
i
C
i
i 142.5exp  
=1Y [1 0.05 0.05…0.05]T 
=2Y [0.05 0.05 0.05…1]T 
 
 
4.4. Results 
 
To test our implementation of above stated methodology for phase stability analysis in 
MATLAB using cubic equation of states such as PR and SRK, several different test 
problems from Sun and Seider (1995) and Hua et al. (1998a) have been used. However, it 
should be pointed out that in order to determine phase stability, finding all roots of 
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minima of tangent plane distance function are not always necessary. For example, before 
the homotopy continuation based global method is implemented, the stationary points are 
sought with local solver using type A and type B initial points. This is essentially the 
method suggested by Michelsen. If any root with negative TPD is found, the phase is 
considered unstable. On the contrary, if all roots have positive TPD, the homotopy 
continuation based global method is used to compute all stationary points. TPD for all 
these roots are computed subsequently to determine stability. Here, in order to 
demonstrate capability of homotopy continuation method to locate all the stationary 
points, the use of local method is not made. While generating global phase equilibrium 
diagram, phase stability is determined local methods are used along with the homotopy 
continuation method to reduce the computational cost.  
  
 
4.4.1. Hydrogen Sulfide + Methane  
 
The SRK equation of state is used to model this mixture at P = 40.53 bar and T = 190 K 
with physical properties are, CT = [373.2 190.6], CP  = [89.4 46] and ω = [0.1 0.08]. 
Binary interaction parameter 12k = 0.08. Several different feed mixtures are tested for 
phase stability using homotopy continuation method. Results are shown in Table 4.2. For 
each of the test mixtures, all stationary points of TPDF are successfully located using 
homotopy continuation method. Results are also in excellent agreement with those 
reported by Hua et al. (1998a). Fig. 4.1-4.4 show homotopy continuation paths for feed 
mixture z = (0.0187, 0.9813) using two type A and two type B initial points obtained by 
expressions in Table 4.1. Results indicate that each of the initial points is able to locate all 
the phase stability roots.  
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  Fig. 4.1. Homotopy continuation paths for hydrogen sulphide-methane   
                system at P = 40.53 bar and  T = 190 K using SRK equation of state  
                for z = (0.0187,0.9813), starting with type A1 initial point 
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Fig. 4.2. Homotopy continuation paths for hydrogen sulphide-methane   
              system at P = 40.53 bar and  T = 190 K using SRK equation of state  
              for z = (0.0187,0.9813), starting with type A2 initial point 
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Fig. 4.3. Homotopy continuation paths for hydrogen sulphide-methane   
              system at P = 40.53 bar and  T = 190 K using SRK equation of state  
              for z = (0.0187,0.9813), starting with type B1 initial point 
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Fig. 4.4. Homotopy continuation paths for hydrogen sulphide-methane system at  
               P = 40.53 bar and  T = 190 K using SRK equation of state for  
              z = (0.0187,0.9813), starting with type B2 initial point 
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Table 4.2. Results of phase stability analysis for hydrogen sulphide (1) – methane (2) 
                 system for P = 40.53 bar and T = 190 K using SRK equation of state 
 
Feed 
z  
Phase stability roots 
( )Zxx ,, 21  
TPD 
( )






RT
yF
 
0.0115,0.9885 0.0328   0.9672 0.1998 
0.0237  0.9763 0.2514 
0.0115  0.9885 0.5459 
 
0.0130 
0.0137 
0.0000 
 
0.0187,0.9813 0.4831  0.5169  0.1068 
0.8881  0.1119  0.0937 
0.0773  0.9227  0.1640 
0.0313  0.9687  0.2964 
0.0187  0.9813  0.5319 
 
0.0697 
0.0023 
-0.0042 
0.0079 
0.0000 
 
0.07,0.93 0.5184  0.4816  0.1051 
0.8770  0.1230  0.0940 
0.0700  0.9300 0.1675 
0.0303  0.9697  0.2916 
0.0177  0.9823  0.5338 
 
0.0952 
0.0469 
0.0000 
0.0100 
0.0014 
 
 
0.5,0.5 0.0182  0.9818  0.5328 
0.0308  0.9692  0.2941 
0.0736  0.9264  0.1658 
0.5000  0.5000  0.1060 
0.8830  0.1170  0.0938 
 
-0.0811 
-0.0729 
-0.0839 
0.0000 
-0.0579 
 
0.888,0.112 0.0187  0.9813  0.5319 
0.0313  0.9687  0.2963 
0.0772  0.9228  0.1640 
0.4836  0.5164  0.1068 
0.8880  0.1120  0.0938 
 
-0.0029 
0.0050 
-0.0070 
0.0671 
0.0000 
0.89, 0.11 0.0189 0.9811 0.5315 
0.0315 0.9685 0.2973 
0.0788 0.9212 0.1633 
0.4766 0.5234 0.1072 
0.8900 0.1100 0.0937 
 
0.0058 
0.0136 
0.0010 
0.0712 
0.0000 
 
 
 
 
4.4.2. Methane + Propane 
 
SRK equation of state is used to model this mixture at T = 277.6 K and P = 50 bar and 
100 bar. Physical properties for this system are, CT = [190.6 369.8], CP  = [46 42.5] and 
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ω = [0.08 0.152].Binary interaction parameter 12k = 0.029. Results for different feed 
mixtures for P = 50 bar and 100 bar are shown in Table 4.3 and Table 4.4 respectively. 
For each of the test mixtures, all stationary points of TPDF are successfully located using 
homotopy continuation method. Again, results are also in excellent agreement with those 
reported by Hua et al. (1998a).  
 
 
Table 4.3. Results of phase stability analysis for methane (1) – propane (2) 
                 system for P = 50 bar and T = 277.6 K using SRK equation of state 
 
Feed Phase stability roots 
( )Zxx ,, 21  
TPD 
( )






RT
yF
 
0.1,0.9 0.1000 0.9000 0.1878 
 
0.0000 
 
0.4,0.6 0.8661 0.1339 0.8208 
0.5507 0.4493 0.2491 
0.4000 0.6000 0.1938 
 
-0.1549 
0.0104 
0.0000 
0.6,0.4 0.7052 0.2948 0.6779 
0.6000 0.4000 0.4703 
0.1913 0.8087 0.1864 
 
-0.0064 
0.0000 
-0.2249 
0.9,0.1 0.9000 0.1000 0.8421 0.0000 
 
 
 
 
Table 4.4. Results of phase stability analysis for methane (1) – propane (2) 
                 system for P = 100 bar and T = 277.6 K using SRK equation of state 
  
Feed Phase stability roots 
( )Zxx ,, 21  
TPD 
( )






RT
yF
 
0.4,0.6 0.4000 0.6000 0.3562 
 
0.0000 
 
0.73,0.27 0.7588 0.2412 0.5287 
0.6453 0.3547 0.4147 
0.7300 0.2700 0.4913 
 
-2.6759 x 10
-5 
-3.6971 x 10
-4
 
0.0000 
 
0.9,0.1 0.9000 0.1000 0.7170 
 
0.0000 
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 4.4.3. Nitrogen + Ethane 
 
The PR equation of state is used to model this mixture at P = 76 bar and T = 270 K. The 
physical properties for this system are CT = [126.4 305.4], CP  = [33.9 48.8] and ω = [0.04 
0.098]. Binary interaction parameter 12k = 0.08. Several different feed mixtures are tested 
for phase stability using homotopy continuation method. Results are shown in Table 4.5. 
For each of the test mixtures, all stationary points of TPDF are successfully located using 
homotopy continuation method. Results are also in excellent agreement with those 
reported by Hua et al. (1998a). Fig. 4.5-4.8 show homotopy continuation paths for feed 
mixture z = (0.18, 0.82) using two type A and two type B initial points obtained by 
expressions in Table 4.1. Results indicate that each of the initial points is able to locate all 
the phase stability roots.  
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Fig. 4.5. Homotopy continuation paths for nitrogen-ethane   
              system at P = 76 bar and  T = 270 K using PR equation of state  
               for z = (0.18,0.82), starting with type A1 initial point 
 
 56 
-2 -1 0 1 2 3
0
0.2
0.4
0.6
0.8
1
Homotopy parameter
M
o
le
 f
ra
c
ti
o
n
C2H6N2
 
Fig. 4.6. Homotopy continuation paths for nitrogen-ethane   
              system at P = 76 bar and  T = 270 K using PR equation of state  
               for z = (0.18,0.82), starting with type A2 initial point 
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Fig. 4.7. Homotopy continuation paths for nitrogen-ethane   
              system at P = 76 bar and  T = 270 K using PR equation of state  
               for z = (0.18,0.82), starting with type B1 initial point 
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Fig. 4.8. Homotopy continuation paths for nitrogen-ethane   
              system at P = 76 bar and  T = 270 K using PR equation of state  
               for z = (0.18,0.82), starting with type B2 initial point 
 
 
 
Table 4.5. Results of phase stability analysis for nitrogen (1) – ethane (2) 
                  system for P = 76 bar and T = 270 K using PR equation of state 
 
Feed Phase stability roots 
( )Zxx ,, 21  
TPD 
(F(y)/RT) 
0.1,0.9 0.1000 0.9000 0.2407 
 
 
0.0000 
 
0.18,0.82 0.4943 0.5057 0.6766 
0.2961 0.7039 0.3737 
0.1800 0.8200 0.2661 
 
 
-9.7219 x 10
-3 
5.7884 x 10
-3
 
0.0000 
 
0.3,0.7 0.4892 0.5108 0.6712 
0.3000 0.7000 0.3804 
0.1767 0.8233 0.2647 
 
-0.0137 
0.0000 
-6.8863 x 10
-3 
 
0.44,0.56 0.4400 0.5600 0.6136 
0.3353 0.6647 0.4453 
0.1548 0.8452 0.2561 
 
0.0000 
2.6463 x 10
-3 
-0.0155 
0.6,0.4 0.6000 0.4000 0.7712 
 
0.0000 
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4.4.4. Carbon Dioxide + Methane 
 
PR equation of state is used to model this mixture at T = 220 K and P = 60.8 bar. 
Physical properties for this system are, CT = [304.2 190.6], CP  = [73.8 46] and ω = 
[0.225 0.08].Binary interaction parameter 12k = 0.095. Results for different feed mixtures 
are shown in Table 4.6. Results indicate that all stationary points of TPDF are 
successfully located using homotopy continuation method. Again, results are also in 
excellent agreement with those reported by Hua et al. (1998a).  
 
 
Table 4.6. Results of phase stability analysis for carbon dioxide (1) – methane (2) 
                 system for P = 60.8 bar and T = 220 K using PR equation of state 
 
Feed Phase stability roots 
( )Zxx ,, 21  
TPD 
( )






RT
yF
 
0.1,0.9 0.1000 0.9000 0.5600 
 
0.0000 
0.2,0.8 0.4972 0.5028 0.1595 
0.2589 0.7411 0.2942 
0.2000 0.8000 0.4465 
 
-7.3903 x 10
-3 
2.2125 x 10
-3 
0.0000 
0.3,0.7 0.1847 0.8153 0.4707 
0.3000 0.7000 0.2319 
0.3558 0.6442 0.1974 
 
-7.0607 x 10
-3 
0.0000 
-1.5927 x 10
-4 
 
0.6,0.4 0.6000 0.4000 0.1452 
 
0.0000 
0.43,0.57 0.1912 0.8088 0.4610 
0.2732 0.7268 0.2647 
0.4300 0.5700 0.1733 
 
-0.00131821971727 
0.00315818610621 
0 
 
 
 
 
4.4.5. Nitrogen + Methane + Ethane 
 
The PR equation of state is used to model this mixture at P = 76 bar and T = 270 K. The 
physical properties for this system are CT = [126.4 190.6 305.4], CP  = [33.9 46 48.8] and 
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ω = [0.04 0.08 0.098]. Binary interaction parameters are 12k = 0.038, 13k = 0.08 and 23k = 
0.021. Several different feed mixtures, reported by Hua et al. (1998b), are tested for 
phase stability using homotopy continuation method. Results are shown in Table 4.7. For 
each of the test mixtures, all stationary points of TPDF are successfully located using 
homotopy continuation method. Results are also in excellent agreement with those 
reported by Hua et al. (1998b). Fig. 4.9-4.12 show homotopy continuation paths for feed 
mixture z = (0.3, 0.1, 0.6) using two type A and two type B initial points obtained by 
expressions in Table 4.1.  
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Fig. 4.9. Homotopy continuation paths for nitrogen-methane-ethane   
              system at P = 76 bar and  T = 270 K using PR equation of state  
              for z = (0.3,0.1,0.6), starting with type A1 initial point 
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Fig. 4.10. Homotopy continuation paths for nitrogen-methane-ethane   
              system at P = 76 bar and  T = 270 K using PR equation of state  
               for z = (0.3, 0.1,0.6), starting with type A2 initial point 
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Fig. 4.11. Homotopy continuation paths for nitrogen-methane-ethane   
              system at P = 76 bar and  T = 270 K using PR equation of state  
               for z = (0.3,0.1,0.6), starting with type B1 initial point 
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Fig. 4.12. Homotopy continuation paths for nitrogen-methane-ethane   
              system at P = 76 bar and  T = 270 K using PR equation of state  
               for z = (0.3,0.1,0.6), starting with type B2 initial point 
 
 
 
Table 4.7. Results of phase stability analysis for nitrogen (1), methane (2) 
                 and ethane (3) system for P = 76 bar and T = 270 K using PR equation of state 
 
Feed Phase stability roots 
( )Zxx ,, 21  
TPD 
( )






RT
yF
 
0.3,0.1,0.6 0.1331   0.3000   0.3116 
0.0678   0.1000   0.1016 
0.7991   0.6000   0.5868 
0.2622   0.4964   0.5185 
 
-0.0148 
0.0000 
-5.7925 x 10
-6 
 
0.08,0.38,0.54 0.0800 
0.3800 
0.5400 
0.4058 
0.0000 
0.05,0.05,0.9 0.0500 
0.0500 
0.9000 
0.2356 
0.0000 
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Chapter 5. 
Critical Point Calculations 
 
Knowledge of critical points is important for various practical applications such as 
supercritical fluid processing and for hydrocarbon production and processing. 
Determination of critical points is also helpful for classifying the overall phase behavior 
of mixture, as shown by well known scheme by van Konynenberg and Scott (1980). 
Often, measurements of critical points are expensive due to high pressures involved. 
Therefore, critical points are frequently calculated from equation of state. Since, a given 
mixture may have multiple or no critical roots, the numerical method should be capable 
of locating all roots reliably.  
 
The basis for any critical point formulation was introduced by Gibbs (1876). He derived 
that the critical phase must obey two conditions and presented several different forms 
depending upon which thermodynamic variables are considered to be independent. The 
critical conditions resulting from consideration of pressure, temperature and mole 
fractions as independent variables are those used by Peng and Robinson (1977). Later, 
Reid and Beegle (1977) used Legendre transforms to arrive at variety of forms of critical 
conditions. Peng and Robinson calculated critical points of mixture containing upto 
twelve components using their equation of state (Peng and Robinson, 1976). The first 
condition of criticality used by Peng and Robinson (1976) was 
 63 
0)( == BDetW           (5.1) 
 
 
Where, B has elements  
 

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
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

∂∂
∂
=
ji
ij
xx
G
b
2
         (5.2) 
 
G  is Gibbs free energy and x is vector of independent mole fractions 
 
The second criticality condition is 
 
0)( ' == BDetY          (5.3) 
 
Where 'B is obtained by replacing first row of Bwith elements  
 








∂
∂
jX
Y
                         j=1, ……..C-1       (5.4)  
 
as established by Gibbs.  
 
Eqs. 5.1 and 5.3 are then solved for pressure and temperature using Newton-Raphson 
iteration with numerical derivatives of W and Y with respect to temperature and pressure.  
 
When pressure explicit equation of state is used, the variables most convenient to deal as 
an independent variables are, the temperature the volume and the mole numbers or the 
mole fractions. This choice of independent variables results in a formulation of critical 
point conditions expressed in form of Helmholtz free energy. Baker and Luks (1980) 
used this form to find critical points with modified Redlich-Kwong equation of state. The 
two criticality conditions solved are 
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 0)( == BDetW          (5.5) 
 
Where first B has first row and first column elements  
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The remaining elements of B are 
 
VTji
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A
B
,
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1,1 
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

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∂
=++          (5.7) 
 
 
The second critical equation used by Baker and Luks is  
 
 
0)( ' == BDetY          (5.8) 
 
Here, 'B is obtained by replacing the last row of the Bmatrix with 
 
 








∂
∂
jn
W
   j =1, ……..,C       (5.9) 
 
 
The two critical conditions 0=W and 0=Y are solved for temperature and pressure by 
the Newton-Raphson procedure and by Powell’s method.  
 
The practical difficulties with using above stated formulation is in evaluating the 
necessary derivatives of determinants for mixtures with more than two or three 
components. Heidemann and Khalil (1980) proposed alternative formulation of critical 
point conditions based on Helmholtz free energy A . A brief description of derivation of 
critical conditions by Heidemann and Khalil is described here. 
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Therefore, critical phase are located through an examination of the internal stability of a 
phase model. In terms of Gibbs free energy, the stability conditions for homogenous 
phase at temperature 0T and 0P is 
 
( ) ∑ ≥− 0..., 021 iinnnG µ         (5.10) 
 
The equivalent inequality in terms of the Helmholtz free energy at temperature 0T is 
 
( ) ∑ ≥+− 0...,, 0021 VPnnnVA iiµ        (5.11) 
 
Here, 1n , 2n ,….., Nn  indicate mole numbers. To determine internal stability of a 
homogeneous phase held at conditions ( )0020100 ,.....,,, NnnnPT , the inequalities 5.10 and 
5.11 should be evaluated when the variables with superscript 0 are changed. The mole 
numbers and the volume in the varied phase are 
 
iii nnn ∆+=
0
          (5.12) 
VVV ∆+= 0           (5.13) 
 
The Helmholtz free energy and the Gibbs free energy of the varied phase can be found by 
expanding in a Taylor series around 0A and 0G respectively. If variations are restricted to 
constant temperature  
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Here variable list is represented as a vector X with elements iX . Thus,  
 
 ( ) ( )TT VnnXXX ,.....,,...., 2121 ==        (5.15) 
 
On inserting expression for A  in Eq. 5.14, the criteria for stability with respect to 
infinitesimal variations at fixed T becomes 
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           (5.16) 
 
Reid and Beegle (1977) defined critical phase as a stable phase in the limit of stability. 
Hence, a critical phase must obey two conditions (Heidemann, 1993).  
 
1. There must be some variation in phase for which the quadratic form in Eq. 5.16 is zero 
  
2. The corresponding cubic form must be zero for the variation that makes the quadratic  
    form zero.  
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In their derivation, Heidemann and Khalil avoid complexity arising due to volume 
derivatives in critical conditions by setting 0=∆V . Therefore, new vector of 
infinitesimal changes becomes 
 
( )TCnnnn ∆∆∆=∆ ,.....,, 21         (5.17) 
 
Where C is number of components 
The critical conditions then becomes 
 
0=∆nQ           (5.18) 
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01 =−∆∆ nnT           (5.20) 
 
Element of matrix Q  are 
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In Eq. 5.19,
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where in , jn , kn  are component mole numbers and n∆ is a nonzero vector of 
perturbations in mole numbers. In order to ensure nonzero value, perturbation vector n∆  
is normalized as shown in Eq. 5.20. The computational effort required to evaluate cubic 
form in Eq. 5.19 is much less compared to that required to evaluate determinants in Eq. 
5.3 or Eq. 5.8 in the Peng-Robinson or Baker and Luks approaches. Evaluation of cubic 
form requires on the order of 3c  multiplications, where c is the number of components. 
The earlier alternatives require on the order of 5c  multiplications (Heidemann, 1993). 
Thus, the formulation by Heidemann and Khalil is relatively simple to implement 
computationally and can be easily formulated for any pressure explicit equation of state. 
Also, since our algorithm is general for any pressure explicit equation of state, we have 
used this formulation to calculate mixture critical points.   
 
The problem attacked by Heidemann and Khalil is to solve for critical temperature, 
pressure and volume, given the mixture mole fractions. Their method employs two stage 
nested single variable iteration loops using Newton-Raphson solver. First, matrix 
corresponding to quadratic form Q is solved for temperature on the stability limit 
( ( ) 0det =Q ) at a given volume using Newton-Raphson iteration with numerical 
differentiation to obtain derivative
nVT
Q
,






∂
∂
. When this criteria is satisfied, Eqs. 5.18 and 
5.20 are solved for n∆ . The values of n∆ , molar volume and temperature are then allow 
cubic form of Eq. 5.19 to be evaluated. The cubic form is now treated as a function of a 
single variable, the molar volume, for given values of n∆ and temperature. Eq. 5.19 is 
then solved for molar volume again using Newton-Raphson iteration with numerical 
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differentiation to evaluate the derivative of cubic form with respect to molar volume. 
Once solution is obtained in form of critical temperature and molar volume, critical 
pressure is found from equation of state. The method of Heidemann and Khalil is very 
efficient and reliable for locating a single high temperature liquid-vapor critical point. 
However, if more than one critical points are sought, they must be calculated by 
providing initial guess for volume near desired root. This requires user to have a priori 
knowledge about number and characteristics of roots. However, if such information is not 
available, user wouldn’t know when to stop trying different initial guess. Therefore, this 
method is not suitable to predict any of the phase diagrams other than type I and II as 
suggested by Sadus (1994). 
 
The methodology proposed by Hicks and Young (1977) is more robust strategy that can 
find multiple critical points for a given composition. The basic idea of this method is to 
specify the temperature-molar volume space for search and then trace the locus of points 
where determinant of matrix  Q  is zero while monitoring the cubic form for sign change. 
If change in sign of cubic form is observed, the search area is narrowed down till the 
solution is obtained. Van Pelt et al. (1993) calculated critical lines in binary mixture using 
simplified perturbed-hard-chain theory. Castier and Sandler (1997) used modified Hicks 
and Young method in which the locus of points are traced using predictor-corrector 
continuation method with cubic predictors. Once the change of sign of cubic form is 
detected, good initial guess is obtained from temperature-volume subspace and the 
criticality conditions are solved using Heidemann and Khalil method.   
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Stradi et al. (2001) computed all the roots of critical points for a mixture of given 
composition using interval Newton method. They used formulation based on Heidemann 
and Khalil and seek simultaneous solutions of n∆ , critical temperature and volume for 
given compositions. Critical pressure is then computed using equation of state. Although 
robust, the computation cost for interval method increase significantly as number of 
components increases. In the procedure to compute global phase equilibrium diagrams, 
all roots of critical points for a given composition or temperature are sought repetitively 
over wide range of temperatures or compositions in order to detect all possible isolated 
critical lines. Also, interval method requires special computing environment and may not 
be feasible to implement existing process simulators. Hence, interval method is not 
desired method to implement in GPED computations.  
 
We have explored the application of homotopy continuation method to locate all the 
critical points for a mixture for a specified temperature. Before implementing the 
homotopy continuation method in GPED procedure for computing all critical roots for 
given composition or temperature, we considered different systems of known 
compositions already studied by Stradi et al. (2001) and applied Newton based homotopy 
continuation method with pure component critical points as initial points in order to test 
performance of homotopy method. Equation of states considered for this study is 
generalized cubic equation of state (Stradi et al., 2001) described by 
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a
bv
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P
21 ++
−
−
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and van der Waals mixing rules with a binary interaction parameter ijk . 
Here values of parameters 1D  and 2D  are calculated with following formulas 
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=         (5.25) 
0u =1, 0w =0 for SRK equation of state and  
0u =2, 0w =-1 for PR equation of state 
 
For this generalized equation of state, criticality conditions given by Eqs. 5.18 and 5.19 
can be expressed using expressions given by Michelsen and Heidemann (1981). Later, 
Stradi et al. (2001) reported correction in one of the terms. These expressions are  
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Although, critical roots are calculated using cubic equation of states such as PR and SRK, 
the methodology is applicable to any equation of state.  
 
5.1. Results 
 
To test the implementation of above stated methodology for critical point calculations in 
MATLAB using cubic equation of states such as PR and SRK, several different test 
problems from Stradi et al. (2001) have been used. For each test problem, various feed 
compositions are used to compute critical points. Physical properties of pure components 
are obtained from DIPPR database (Daubert and Danner, 1994). In order to determine 
stable critical points, computed critical points are then tested for phase stability using 
homotopy continuation method as discussed in chapter 4. Homotopy continuation paths 
for critical root computations and phase stability computations are shown in Appendix C.  
 
 
5.1.1. Methane + Hydrogen Sulfide 
 
The SRK equation of state is used to model this mixture with binary interaction 
parameter 12k = 0.08. Several different feed mixtures are used to compute all critical 
points using homotopy continuation method. Results are shown in Table 4.2. For each of 
the test mixtures, all roots of criticality conditions (5.26-5.27) are successfully located 
using homotopy continuation method. Results are also in agreement with those reported 
using interval method by Stradi et al. (2001). Fig. 5.1-5.4 show homotopy continuation 
paths for feed mixture z = (0.49, 0.51) using pure component critical point as an initial 
point for homotopy path. Results indicate that two initial points together are able to locate 
all the critical roots for this feed mixture.  
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Fig. 5.1. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.49,0.51),  
               starting with critical point of methane 
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Fig. 5.2. Homotopy continuation paths for perturbation mole numbers for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.49,0.51),  
               starting with critical point of methane 
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Fig. 5.3. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.49,0.51),  
               starting with critical point of hydrogen sulfide 
-1 0 1 2 3 4
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Homotopy parameter
d
n
 (
m
o
le
)
dn1
dn2
 
Fig. 5.4. Homotopy continuation paths for perturbation mole numbers for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.49,0.51),  
               starting with critical point of hydrogen sulfide 
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Table 5.1. Computed critical points for mixtures of methane (1) and hydrogen sulfide (2) 
                 using SRK equation of state 
 
Feed 
Composition 
 
1n∆  
(mole) 
2n∆  
(mole) 
Critical 
Volume 
(cm
3
) 
Critical 
Temperature 
(K) 
Critical 
Pressure 
(bar) 
(0.998,0.002) 0.9999 
 
0.0041 
 
114.28 
 
190.81 
 
46.27 
 
(0.97,0.03) 0.9977 
0.7022 
 
0.0677 
0.7119 
 
107.93 
38.34 
 
196.60 
61.20 
 
50.58 
-759.40 
 
(0.948,0.052) 0.9918 
0.6289 
 
0.1278 
0.7775 
 
102.57 
41.73 
 
201.16 
91.34 
 
53.70 
-435.92 
 
(0.94,0.06) 0.9887 
0.6120 
 
0.1500 
0.7909 
 
100.74 
42.80 
 
202.63 
100.21 
 
54.88 
-384.39 
(0.93,0.07) 0.9834 
0.5935 
 
0.1815 
0.8048 
 
98.27 
44.21 
 
204.54 
111.37 
 
56.47 (u) 
-307.43 
 
(0.86,0.14) 0.8728 
0.5660 
 
0.4880 
0.8244 
 
79.35 
55.29 
 
214.06 
176.88 
 
65.74 (u) 
-15.01 
(0.85,0.15) 0.8332 
0.5827 
0.5529 
0.8127 
 
75.93 
57.62 
 
213.98 
185.90 
 
65.63 (u) 
9.43(u) 
(0.84,0.16) 0.7728 
0.6177 
 
0.6346 
0.7864 
 
71.53 
60.95 
 
212.29 
196.16 
 
63.25 (u) 
33.51 (u) 
 
(0.75,0.25) No root     
(0.53,0.47) 0.9055 -0.4243 
 
49.93 
 
51.50 
 
-1172.44 
 
(0.51,0.49) -0.1253 
-0.4011 
0.9074 
 
0.9921 
0.9160 
-0.4203 
 
63.90 
49.73 
49.17 
 
279.04 
245.66 
50.60 
 
143.38 
157.78 
-1233.63 
 
(0.52,0.48) 
 
 
-0.1749 
-0.3161 
0.9065 
 
0.9846 
0.9487 
-0.4223 
 
60.63 
53.51 
49.54 
 
271.55 
255.20 
51.06 
 
143.63 
147.47 
-1202.86 
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Table 5.1 (Continued) 
(0.49,0.51) -0.0800 
-0.5289 
-0.6813 
0.9091 
 
0.9968 
0.8487 
0.7320 
-0.4166 
 
67.85 
43.94 
34.89 
48.47 
 
288.25 
228.61 
205.63 
49.63 
 
142.80 
229.13 
1756.08 
-1296.60 
 
(0.36,0.64) -0.0064 
0.9188 
 
0.9999 
-0.3947 
 
83.21 
44.41 
 
322.47 
41.65 
 
132.38 
-1783.79 
 
(0.24,0.76) 0.0037 
 
0.9999 
 
94.54 
 
343.48 
 
118.43 
 
(0.09,0.91) 0.0028 
 
0.9999 
 
107.88 
 
363.45 
 
100.07 
 
 
 
5.1.2. Carbon Dioxide + n-Decane 
 
The SRK equation of state is used to model the mixture of carbon dioxide and n-decane 
with binary interaction parameter 12k = 0. Computed critical points for several different 
feed mixtures are shown in Table 5.2. For each of the feed mixtures, homotopy paths 
starting from two pure component critical points are able to locate all roots of criticality 
conditions. Results are again in agreement with those reported using interval method by 
Stradi et al. (2001).  
 
 
5.1.3. Carbon Dioxide + n-Hexadecane 
 
The SRK equation of state is used to model the mixture of carbon dioxide and n-
hexadecane with binary interaction parameter 12k = 0. Computed critical points for several 
different feed mixtures are shown in Table 5.3. It is found that for each of the feed 
mixtures, homotopy paths starting from two pure component critical points are able to 
 77 
locate all roots of criticality conditions. Results are also in agreement with those reported 
using interval method by Stradi et al. (2001).  
 
 
Table 5.2. Computed critical points for mixtures of carbon dioxide (1) and n-octane (2) 
                 using SRK equation of state 
 
Feed 
Composition 
 
1n∆  
(mole) 
2n∆  
(mole) 
Critical 
Volume 
(cm
3
) 
Critical 
Temperature 
(K) 
Critical 
Pressure 
(bar) 
(0.9,0.1) 0.7352 
0.9896 
0.6779 
-0.1442 
 
127.93 
55.68 
 
384.35 
130.33 
 
137.22 
-992.74 
 
(0.88,0.22) 0.6051 
0.9902 
0.7962 
-0.1397 
 
136.42 
58.94 
 
398.14 
128.06 
 
140.81 
-100.66 
 
(0.878,0.122) 0.5920 
0.9902 
 
0.8059 
-0.1394 
 
137.30 
59.26 
 
399.48 
127.79 
 
141.04 
-1008.40 
 
(0.875,0.125) 0.5725 
0.9903 
 
0.8199 
-0.1389 
 
138.63 
59.72 
 
401.46 
127.37 
 
141.34 
-1011.22 
 
(0.871,0.129) 0.5468 
0.9904 
 
0.8373 
-0.1382 
 
140.42 
60.33 
 
404.07 
126.78 
 
141.67 
-1015.16 
 
(0.8,0.2) 0.2129 
0.9914 
 
0.9771 
-0.1308 
 
174.63 
70.49 
 
444.34 
114.74 
 
137.25 
-1103.84 
 
(0.6,0.4) 0.0004 
0.9929 
 
0.9999 
-0.1186 
 
283.63 
96.74 
 
509.92 
81.79 
 
95.01 
-1377.76 
 
(0.4,0.6) -0.0134 0.9999 
 
398.83 
 
540.67 
 
61.83 
 
(0.2,0.8) -0.0076 
 
0.9999 
 
515.90 
 
557.84 
 
39.92 
(0.1,0.9) -0.0037 
 
0.9999 
 
574.77 
 
563.81 
 
31.74 
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Table 5.3. Computed critical points for mixtures of carbon dioxide (1) and n-hexadecane                             
                (2) using SRK equation of state 
 
Feed 
Composition 
 
1n∆  
(mole) 
2n∆  
(mole) 
Critical 
Volume 
(cm
3
) 
Critical 
Temperature 
(K) 
Critical 
Pressure 
(bar) 
(0.97,0.03) 0.5617 
0.9981 
0.9958 
 
0.8273 
-0.0609 
-0.0913 
 
100.06 
57.95 
50.91 
 
367.73 
173.03 
187.67 
 
172.54 
-602.48 
-232.69 
 
(0.94,0.06) -0.7007 
0.9985 
 
0.7134 
-0.0554 
126.10 
69.78 
 
441.17 
159.95 
 
234.79 
-686.29 
 
(0.93,0.07) -0.7399 
0.9985 
 
0.6727 
-0.0547 
 
136.37 
73.35 
 
464.12 
155.12 
 
242.72 
-718.55 
 
(0.58,0.42) -0.2590 
 
0.9659 
 
604.56 
 
690.18 
 
74.90 
 
(0.5,0.5) -0.1928 
 
0.9812 
 
716.21 
 
699.79 
 
58.98 
 
 
 
5.1.4. Methane + Carbon Dioxide + Hydrogen Sulfide 
 
The PR equation of state is used to model this system with binary interaction 
parameters 12k = 0.0919, 23k = 0.0974 and 13k = 0. Computed critical points for two feed 
mixtures are shown in Table 5.4. For each of the test mixtures, all roots of criticality 
conditions (5.26-5.27) are successfully located using homotopy continuation method. 
Results are again in agreement with those reported using interval method by Stradi et al. 
(2001). Fig. 5.5-5.10 show homotopy continuation paths for feed mixture z = 
(0.5,0.1,0.4) using pure component critical point as an initial point for homotopy path. 
Results indicate that these three initial points, together, are able to locate all the critical 
roots for this feed mixture.  
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Fig. 5.5. Homotopy continuation paths for critical temperature and critical volume for   
               methane+carbon dioxide+hydrogen sulfide system using PR equation of state with 
               z = (0.5,0.1,0.4), starting from critical point of methane 
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Fig. 5.6. Homotopy continuation paths for perturbation mole numbers for  
              methane+carbon dioxide+hydrogen sulfide system using PR equation of state with 
              z = (0.5,0.1,0.4), starting from critical point of methane 
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Fig. 5.7. Homotopy continuation paths for critical temperature and critical volume for   
               methane+carbon dioxide+hydrogen sulfide system using PR equation of state with 
               z = (0.5,0.1,0.4), starting from critical point of carbon dioxide 
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Fig. 5.8. Homotopy continuation paths for perturbation mole numbers for   
               methane+carbon dioxide+hydrogen sulfide system using PR equation of state with 
               z = (0.5,0.1,0.4), starting from critical point of carbon dioxide 
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Fig. 5.9. Homotopy continuation paths for critical temperature and critical volume for   
               methane+carbon dioxide+hydrogen sulfide system using PR equation of state with 
               z = (0.5,0.1,0.4), starting from critical point of hydrogen sulfide 
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Fig. 5.10. Homotopy continuation paths for perturbation mole numbers for   
                 methane+carbon dioxide+hydrogen sulfide system using PR equation of state with 
                 z = (0.5,0.1,0.4), starting from critical point of hydrogen sulfide 
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Table 5.4. Computed critical points for mixtures of methane (1), carbon dioxide (2) and  
                 hydrogen sulfide (3) using PR equation of state 
 
Feed 
Composition 
 
1n∆  
(mole) 
2n∆  
(mole) 
3n∆  
(mole) 
Critical 
Volume 
(cm
3
) 
Critical 
Temperature 
(K) 
 
Critical 
Pressure 
(bar) 
(0.07,0.616,0.314) 0.0319 
-0.0697 
 
0.8214 
-0.0428 
 
0.5695 
0.9010 
 
98.74 
35.27 
 
311.78 
128.19 
 
83.04 
-1200.50 
 
(0.5,0.1,0.4) 0.2311 
-0.6706 
 
0.1399 
0.0702 
 
0.9628 
0.7385 
 
72.77 
31.87 
 
284.99 
137.12 
112.68 
28.28 
 
 
 
5.1.5. Ethane + Butane  + Heptane  
 
The PR equation of state is used to model this system with binary interaction 
parameter 12k = 0.0096, 23k = 0.0033, 23k = 0.0067. Computed critical points for three 
different feed mixtures are shown in Table 5.5. For each of the feed mixtures, homotopy 
paths starting from three pure component critical points are able to locate all roots of 
criticality conditions. Results are again in agreement with those reported using interval 
method by Stradi et al. (2001).  
 
Table 5.5. Computed critical points for mixtures of ethane (1), butane (2) and  
                 heptane (3) using PR equation of state 
 
Feed 
Composition 
 
1n∆  
(mole) 
2n∆  
(mole) 
3n∆  
(mole) 
Critical 
Volume 
(cm
3
) 
Critical 
Temperature 
(K) 
 
Critical 
Pressure 
(bar) 
0.429,0.373,0.198 0.2963 
 
0.6821 
 
0.6686 237.89 
 
439.49 
 
63.19 
0.726,0.171,0.103 0.7652 
 
0.4361 
 
0.4736 
 
173.97 
 
388.65 
 
74.88 
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Table 5.5 (Continued) 
0.514,0.412,0.074 0.4452 
 
0.8525 
 
0.2740 
 
205.88 
 
403.54 
 
62.48 
 
 
 
5.1.6. Ethane + Pentane + Heptane  
The PR equation of state is used to model this system with binary interaction 
parameter 12k = 0.0078, 23k = 0.0074, 23k = 0.0067. Computed critical points for different 
feed mixtures are shown in Table 5.6. For each of the feed mixtures, homotopy paths 
starting from three pure component critical points are able to locate all roots of criticality 
conditions. Results are again in agreement with those reported using interval method by 
Stradi et al. (2001).  
 
Table 5.6. Computed critical points for mixtures of ethane (1), pentane (2) and  
                 heptane (3) using PR equation of state 
 
Feed 
Composition 
 
1n∆  
(mole) 
2n∆  
(mole) 
3n∆  
(mole) 
Critical 
Volume 
(cm
3
) 
Critical 
Temperature 
(K) 
 
Critical 
Pressure 
(bar) 
0.612,0.271,0.117 0.5043 
 
0.7359 
 
0.4518 
 
214.22 
 
424.75 
 
70.43 
 
0.615,0.296,0.089 0.5099 
 
0.7916 
 
0.3367 
 
211.25 
 
419.53 
 
69.39 
 
0.801,0.064,0.135 0.7738 
 
0.1991 
 
0.6013 
 
170.12 
 
394.71 
 
82.93 
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5.1.7. Nitrogen + Methane + Propane  
 
The PR equation of state is used to model this system with binary interaction 
parameter 12k = 0.0311, 23k = 0.014 and 13k = 0.0852. Computed critical points for 
different feed mixtures are shown in Table 5.7. For each of the feed mixtures, homotopy 
paths starting from three pure component critical points are able to locate all roots of 
criticality conditions. Results are in agreement with those reported using interval method 
by Stradi et al. (2001).  
 
Table 5.7. Computed critical points for mixtures of nitrogen (1), methane (2) and  
                 propane (3) using PR equation of state 
 
Feed 
Composition 
 
1n∆  
(mole) 
2n∆  
(mole) 
3n∆  
(mole) 
Critical 
Volume 
(cm
3
) 
Critical 
Temperature 
(K) 
 
Critical 
Pressure 
(bar) 
0.043,0.415,0.542 -0.0124 
 
0.1264 
 
0.9919 
 
139.36 
 
327.50 
 
87.10 
 
0.0855,0.4115,0.5030 -0.0272 
 
0.1327 
 
0.9908 
 
130.35 
 
321.80 
 
96.41 
 
 
0.095,0.36,0.545 -0.0283 
 
0.1068 
 
0.9939 
 
137.08 
 
328.21 
 
92.71 
 
 
0.0465,0.453,0.5005 -0.0144 
 
0.1492 
 
0.9887 
 
132.05 
 
321.30 
 
91.91 
 
 
 
5.1.8. Nitrogen + Methane + Hexane  
 
The SRK equation of state is used to model this system with binary interaction 
parameter 12k = 0.0278, 23k = 0.0374 and 13k = 0.1496. Computed critical points for 
different feed mixtures are shown in Table 5.8. For each of the feed mixtures, homotopy 
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paths starting from three pure component critical points are able to locate all roots of 
criticality conditions. Results are in agreement with those reported using interval method 
by Stradi et al. (2001).  
 
Table 5.8. Computed critical points for mixtures of nitrogen (1), methane (2) and  
                 hexane (3) using SRK equation of state 
 
Feed 
Composition 
 
1n∆  
(mole) 
2n∆  
(mole) 
3n∆  
(mole) 
Critical 
Volume 
(cm
3
) 
Critical 
Temperature 
(K) 
 
Critical 
Pressure 
(bar) 
0.02,0.68,0.30 -0.0215 
0.0371 
 
-0.2617 
0.9846 
 
0.9649 
-0.1711 
 
160.96 
71.60 
 
417.14 
29.80 
 
169.74 
-1493.87 
 
0.07,0.46,0.47 0.1803 
-0.0486 
 
0.9679 
-0.1154 
 
-0.1752 
0.9921 
 
86.89 
239.07 
 
21.93 
463.50 
 
-1757.70 
112.38 
 
0.08,0.52,0.4 0.1834 
-0.0654 
 
0.9669 
-0.1540 
 
-0.1775 
0.9859 
 
81.11 
205.88 
 
25.85 
449.77 
 
-1618.51 
136.06 
 
 
 
5.1.9. Methane + Carbon Dioxide + Hexane  
 
The SRK equation of state is used to model this system with binary interaction 
parameter 12k = 0.0933, 23k = 0.1178 and 13k = 0.0374. Computed critical points for 
different feed mixtures are shown in Table 5.9. For each of the feed mixtures, homotopy 
paths starting from three pure component critical points are able to locate all roots of 
criticality conditions. Results are in agreement with those reported using interval method 
by Stradi et al. (2001).  
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Table 5.9. Computed critical points for mixtures of methane (1), carbon dioxide (2) and  
                 hexane (3) using SRK equation of state 
Feed 
Composition 
 
1n∆  
(mole) 
2n∆  
(mole) 
3n∆  
(mole) 
Critical 
Volume 
(cm
3
) 
Critical 
Temperature 
(K) 
 
Critical 
Pressure 
(bar) 
0.7,0.1,0.2 -0. 3640 
 
0.02378 
 
0.9311 
 
118.73 
 
365.26 
 
199.69 
 
0.74,0.01,0.25 0.9836 
0.9618 
-0.3324 
 
0.0450 
0.2369 
0.0013 
 
-0.1748 
-0.1374 
0.9431 
 
65.59 
59.36 
138.55 
 
31.78 
16.56 
393.70 
 
-1455.49 
-1862.20 
189.13 
 
0.79,0.05,0.16 -0.5037 
 
0.0171 
 
0.8637 
 
97.93 
 
328.39 
 
219.17 
 
 
0.78,0.15,0.07 -0.5949 
-0.9423 
-0.7278 
 
0.2933 
0.1799 
-0.5862 
 
0.7484 
0.2823 
0.3562 
 
66.02 
46.00 
43.73 
 
225.50 
109.87 
95.44 
 
108.56 
-314.99 
-341.50 
 
 
 
5.1.10. Methane + Carbon Dioxide + Hydrogen Sulfide  
The SRK equation of state is used to model this system with binary interaction 
parameter 12k = 0.0933, 23k = 0.0989 and 13k = 0.08. Computed critical points for feed 
mixture =z (0.5,0.1,0.4) is shown in Table 5.10. Homotopy paths starting from three 
pure component critical points are able to locate all roots of criticality conditions.  
 
Table 5.10. Computed critical points for mixtures of methane (1), carbon dioxide (2) and  
                 hydrogen sulfide (3) using SRK equation of state 
Feed 
Composition 
 
1n∆  
(mole) 
2n∆  
(mole) 
3n∆  
(mole) 
Critical 
Volume 
(cm
3
) 
Critical 
Temperature  
(K) 
 
Critical 
Pressure 
(bar) 
0.5,0.1,0.4 -0.0168 
-0.4064 
 
0.1336 
0.0903 
 
0.9909 
0.9092 
 
68.62 
49.48 
 
273.88 
231.30 
 
122.39 
103.44 
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Chapter 6. 
Computation of Global Phase Equilibrium Diagram for Binary System 
 
6.1. Introduction 
As mentioned earlier, knowledge of the global phase equilibrium diagrams (P-T-x-y 
projections) is necessary for analysis of processes at under different operation regions (P-
T space) in an effort to determine the best design and operating conditions. This is 
especially true for processes operating at high pressure such as supercritical fluid 
extraction (SFE), rapid expansion of supercritical solution (RESS), gas antisolvent 
(GAS), supercritical antisolvent (SAS), and particles from gas-saturated solutions 
(PGSS). Moreover, successful prediction of the global phase equilibrium diagram from a 
suitable equation of state can minimize the experimental efforts needed to generate the 
global phase equilibrium diagram, and at the same time, provide a valuable tool to 
determine the most suitable thermodynamic model that reproduces the experimental 
behavior with best accuracy. The procedure introduced by Cismondi and Michelsen 
(2007) to generate different type of phase diagrams classified by van Konynenburg and 
Scott doesn’t take into account the possibility of appearance of solid phase. The authors 
also mentioned that the procedure can not detect type VI phase behavior where closed 
liquid-liquid critical curve is present. 
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Motivated by the need to improve reliability of global phase equilibrium diagram 
calculations and importance of capability to handle solid phase for supercritical fluid 
technology, in this chapter, we have developed a systematic methodology to calculate 
global phase equilibrium diagram for binary system from equation of state models that 
includes solid phase modeling and can also predict type VI phase diagram. The procedure 
enables automatic generation of GPED which incorporates calculations of all important 
landmarks such as critical endpoints (CEP ), quadruple point (QP if any), critical 
azeotropic points (CAP), azeotropic end-points (AEP), pure azeotropic points (PAP), 
critical line, liquid-liquid-vapor line ( LLV , if any), solid-liquid-liquid line ( SLL if any), 
solid-liquid-vapor line ( SLV ) and azeotropic line. The proposed strategy is completely 
general that doesn’t require any knowledge about the type of phase diagram and can be 
applied to any equation of state model. The scope of is limited to the methodology to 
generate global phase equilibrium diagram from equation of state provided the binary 
interaction parameter is available. Therefore, the issues like, how well the generated 
phase diagram is compared with the experimental data or how the binary interaction 
parameters are obtained are beyond the scope of this work.  
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6.2. Algorithm for Computation of Global Phase Equilibrium Diagram 
 
Fig. 6.1. Schematic of procedure for calculation of global phase equilibrium diagram 
Trace pure component 
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(6.9-6.10) lines for each 
component 
Stable Unstable Critically merge 
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trace S2LV (6.12-6.18), LLV 
(6.46-6.55) and S2LL (6.12-
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S1LV 
Locate CEP (6.37-6.44) and 
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6.32) connecting LLV  
A 
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Fig. 6.1 (Continued) 
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The overall strategy is shown in Fig. 6.1. First, vapor-liquid ( LV ), solid-liquid ( SL ) and 
solid-vapor ( SV ) phase equilibrium lines are traced for each component. Pure azeotrope 
points )(PAP , if found, are located while tracing LV line. Once these lines are generated, 
information for triple point pressures and PAP  (if any) becomes available. In the 
subsequent step, solid-liquid-vapor ( LVS2 ) line is traced first from the triple point of less 
volatile component. Along the LVS2 , existence of quadruple point is checked by 
performing the phase stability analysis. If phase instability is detected, QP is computed. 
The three phase lines (solid-liquid-vapor, liquid-liquid-vapor and solid-liquid-liquid) 
emerging from QP  are traced subsequently. If liquid and vapor phases merge critically 
while tracing the LVS2 line, computations stop and search for second branch of LVS2  is 
initiated. Once found, this second branch of LVS2  is traced till liquid and vapor phases 
merges critically. The solid-liquid-vapor curve emerging from the triple point of more 
volatile component ( LVS1 ) is then traced till either one of the phases becomes unstable 
or lower limit of temperature is reached. If instability is detected, quadruple point LLVS1  
is located and LLV  line emerging from LLVS1  is traced two of the fluid phased merge 
critically. The critical endpoint is then located and associated critical line is traced with 
pressure as a parameter till upper limit of pressure is reached.  While tracing LLV line 
emerging from either LLVS1  or LLVS2 , the equilibrium compositions of any of the 
liquid phase and vapor phase are checked for appearance of any azeotropic endpoint 
( )AEP . 
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Next, the critical line is traced from critical point of less volatile component. As with the 
LVS2  curve, phase stability is checked along the critical curve. If instability is detected 
or LVS2 line is found to intersect the critical line, the critical endpoint (CEP ) is located. 
In the next step, critical curve starting from critical point of more volatile component is 
traced. Again, if instability is detected or the second branch of LVS2  is found to intersect 
the critical line, the other critical endpoint is located. In case of unstable critical lines, the 
LLV line connecting these two critical endpoints is traced in the subsequent step. If 
critical azeotrope ( )CAP is present for any system, it is located while tracing the critical 
curve.  
 
The system is checked for the existence of high pressure critical lines. If present, the high 
pressure critical line is traced and also checked for the phase stability. If instability is 
detected, critical endpoints are located and three phase line is traced subsequently. While 
tracing the high pressure critical line, the existence of critical endpoint with noncritical 
phase as a solid phase is checked. The logic behind the check should become clearer 
when we discuss high pressure critical line later in the paper. If critical endpoint is found, 
the LLS2  line emerging from the critical endpoint is traced subsequently. Finally, 
azeotropic lines are traced from AEP , PAP  and CAP  
 
6.3. Tracing the Critical, Two Phase or Three Phase Line 
All possible types of phase equilibrium points for binary system with one degree of 
freedom can be traced as lines. We have used the predictor corrector method to trace any 
of the different types of phase equilibrium lines. The predictor-corrector method starts 
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computation with the known initial point. First, sensitivities of each variable and 
parameter are found with respect to the arc length at the initial point. Then, the next point 
is predicted using these derivatives and incremental arc length s∆ as 
 
s
ds
dx
xx pre ∆




+= 0          (6.1) 
 
Here, prex  is vector of predicted values and 0x is the known initial point on the curve. 
Once the new point is predicted on the line, correction is applied using Newton’s method. 
The increment in arc-length s∆  depends upon the number of iterations required in the 
correction step. If solution is obtained in less than four iterations, the current s∆  is 
increased. The predicted value of parameter is fixed and remaining variables are treated 
as unknowns while applying the correction step. Predictor-corrector method can be 
applied either in the direction of increasing or decreasing value of the parameter. It 
should be noted that in the predictor corrector method implemented by Cismondi and 
Michelsen (2007), the variable showing greatest sensitivity is chosen as a continuation 
parameter for the subsequent iteration. In the present methodology, the choice of variable 
as a continuation parameter for a particular type of phase diagram is made solely based 
on the physical insight obtained from the behavior of different types of phase diagrams. 
Since the sensitivities of variables assures prediction good enough initial point for 
Newton correction, the choice of parameter has not been found to be a limiting factor for 
any of the examples considered in this study. Accurate derivative information is very 
essential to reliably trace the line. We have used MATLAB based forward mode 
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automatic differentiation package MAD (Forth, 2006) to calculate the Jacobian while 
applying Newton correction. This way, cumbersome derivation of analytical expressions 
can be avoided and at the same time, reliable derivative information can be obtained.  
 
6.4. Phase Stability Calculations 
Tangent plane distance function (TPDF) based formulation (Michelsen, 1982a) is used to 
perform all the phase stability computations. Accordingly, the necessary and sufficient 
condition for global phase stability can be expressed as  
 
( ) ( )( ) 0)(
1
≥−=∑
=
C
i
iii zyyyF µµ           y∀       (6.2) 
 
where )(yF is the distance between Gibbs free energy of mixing surface and the tangent 
at phase composition z .  The phase is stable if the TPDF is positive for all [ ]1,0∈iy . To 
perform the phase stability test, first, all the roots of minima of TPDF are computed. 
Tangent plane distances are then evaluated at all these roots. Any negative value of TPDF 
indicates phase instability. Clearly, to ensure reliability of phase stability test, it is 
essential to locate all minima of TPDF. We use Newton homotopy based global method 
to find all roots of minimum of TPDF. If properly initiated, this method is able to find all 
roots of system of equations by varying homotopy parameter from zero. The Newton 
homotopy has the form 
 
)()()(1()(),( 0xFxFtxtFtxH −−+=       (6.3) 
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Starting from the known solution 0x of system of equation )(xF , and homotopy 
parameter 0=t , values of homotopy function ),( txH are traced as t  varies. Values 
of ),( txH at 1=t  indicate solutions of )(xF  . As suggested by Sun and Seider (1995), 
two types of initial points are used for homotopy continuation method. Type A points are 
based on Wilson’s low pressure equation as suggested by Michelsen (1982a) and type B 
points are pure component vertexes.   
 
To ensure robustness and efficiency of the phase stability test, Cismondi and Michelsen 
(2007) used graphical visualization of TPDF after each new point on the line. In this 
study, we implement different methodology. In order to minimize the computational cost 
associated with the phase stability test, phase stability test is not performed after each of 
the newly found point on the curve. We check the phase stability only after number of 
points on the line following the previous phase stability test exceeds an arbitrarily defined 
value of 5. In order to further minimize the computational cost, we use both the local and 
the global methods to find roots of the minima of TPDF. First, phase stability roots are 
computed locally based on type A and type B initial points. If any negative value of TPD 
is found, the use of global method is sought only if phase split computations are to be 
performed. If local method indicates stable phase, then homotopy continuation based 
global method is used to further check the phase stability. Implementation of both local 
and global method should be clearer later in the section where methodology to locate the 
critical endpoint along the line is discussed.  
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6.4.1. Location of First Unstable Point and Phase Split Calculations 
Location of the point of incipient phase instability is essential to successfully perform the 
subsequent phase split calculations. Since in the algorithm, phase stability test is not 
performed after each new point on the line, it is quite possible that the point of incipient 
phase instability is missed. Therefore, to locate the first unstable point along the line, we 
use the method that is similar to the bisection method of root finding. According to this 
methodology, once the phase instability is detected, the points between the last and 
current phase stability test are explored further for detection of first unstable point. Next, 
the phase stability test is performed on the point lying in the middle of the interval. This 
is equivalent to dividing the original interval into two intervals. Depending upon the 
stability of current point, one of the two intervals is chosen. The interval having a stable 
point on one extreme and the unstable point on other extreme is chosen while the other 
interval having all stable or all unstable points on each extreme is discarded. This 
procedure is repeated till the current interval reduces to a desired unstable point. Once 
this first unstable point is detected, phase split calculations are performed to locate the 
critical endpoint. The initial guess for phase compositions and compressibility factors are 
obtained from the phase stability roots. All the phase stability roots at the unstable point 
are computed using global method and depending upon the number of phase involved, 
different combination of those are provided as an initial guess for phase split 
computations. 
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6.5. Calculations of Two Phase Lines For Pure Component 
As mentioned before in the overall strategy for the global phase equilibrium diagram 
calculations, vapor-liquid, liquid-solid and vapor-solid lines for pure component are 
calculated in the beginning. The vapor liquid equilibrium for any of the component can 
be formulated by equating fugacity of component in each phase as  
 
),,(ln),,(ln TPZfTPZf VVLL =        (6.4) 
 
Other two equations are obtained from equation of state each phase as 
 
0),,( =TPZF L          (6.5) 
 
0),,( =TPZF V          (6.6) 
 
where LZ , VZ and P are treated as unknowns and T is set as a parameter. The initial point 
on the vapor liquid line is obtained as follows. First, T  is set to )1( 1, −CT K and P is set 
to 1Pc .
LZ and VZ are then calculated using equation of state. In order to discard the trivial 
root, acceptable difference between vapor and liquid compressibility factors is arbitrarily 
set at 0.1. The temperature perturbation is applied and new vapor and liquid 
compressibility factors are calculated till the difference between them is at least 0.1. Once 
the acceptable initial point is found, vapor-liquid line is traced successfully with till either 
the triple point (lower bound) or the critical point (upper bound) of the component is 
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reached. Near the critical point, when the Jacobian of the system of equation approaches 
singularity, the equilibrium calculation is found difficult to converge. At this point, the 
line tracing stops. Also, when triple point temperature is reached, values 
of LZ , VZ and P are recorded for future use. 
 
Calculations of solid-vapor ( SV ) and solid-liquid ( SL ) lines for each component follow 
subsequently. The modeling equations for solid-fluid equilibrium are as below.  
 
For SV equilibrium, 
 
),(),,( TPfTPZf SVV =         (6.7)  
 
0),,( =TPZF V          (6.8) 
 
For SL  equilibrium, 
 
),(),,( TPfTPZf SLL =         (6.9) 
 
0),,( =TPZF L          (6.10) 
 
For SV  line, VZ and P  are treated as unknowns and T is set as a parameter. For SL  line, 
LZ and T  are considered unknowns while P is set as a parameter. It is clear that tracing 
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of the SL  and SV  lines involve solid fluid equilibrium computations at temperature and 
pressure range that is well above the triple point temperature and pressure of component. 
Therefore, for satisfactory prediction of these lines, it is required that effects of 
temperature and pressure on solid phase fugacity are included in the modeling equation.  
Assuming pure solid phase, the solid phase fugacity is written as 
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Detailed derivation of above equation for solid phase fugacity can be found in (Pan and 
Radosz, 1999).Tracing the vapor-solid line begins from the triple point of component. 
With known temperature, pressure, liquid and vapor phase compressibility at triple point, 
the initial point for vapor-solid line is known. The equilibrium line is traced with 
temperature as a parameter till the temperature reaches user provided lower limit of 
search. Same way, liquid solid line is traced from triple point with pressure as a 
parameter till the upper limit of pressure is reached. In all the global phase equilibrium 
diagrams that are generated, the upper limit ore pressure is specified as the critical 
pressure of the component.  
 
6.6. Calculation of SLV  Line 
The SLV line emerging from triple point of both the components is traced and tested for 
phase stability along the way.  
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The model equations for SLV equilibrium are 
 
0),(),,,,( 21 =− TPfTPZxxf
S
i
LL
i          1=i  or 2  (6.12) 
 
0),,,,(),,,,( 2121 =− TPZyyfTPZxxf
VV
i
LL
i   2,1=i       (6.13-6.14)  
 
0),,( =TPZF V          (6.15) 
 
0),,( =TPZF L          (6.16) 
 
0121 =−+ xx          (6.17) 
 
0121 =−+ yy          (6.18) 
 
Two different SLV  lines exist in global phase equilibrium diagram each originating from 
triple point of component. First, we trace LVS2  line emerging from triple point of less 
volatile component. Here, seven unknowns are LZ , VZ ,T , 1x , 2x , 1y and 2y .P is chosen as 
a parameter. Beginning with the known triple point information, the initial point is 
located as per the methodology stated below.  
 
 First, small perturbation 1010−=∆c  is applied to both liquid and vapor phase 
compositions. The new compositions of liquid and vapor phase become [1-10
-10
 10
-10
]
T
. 
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The initial values of unknowns LZ , VZ ,T  and parameter P are set to be equal to the 
corresponding values at triple point of less volatile component. LVS2 equilibrium 
equations (Eqs. 6.12-6.18) are then solved. Once LVS2  point is found, it is tested for 
phase stability. If stable initial point is not found, equilibrium equations are solved 
repeatedly with pressure value at new iteration slightly higher the pressure value of 
previous iteration. If stable equilibrium point is found, LVS2  line is traced with phase 
stability test along the line till the lower limit on temperature is reached. If instability is 
detected, the point of incipient instability is located as discussed before in section 6.1 and 
equations for quadruple point ( LLVS2 equilibrium point) are solved subsequently. 
Quadruple point is formulated as 
 
0),(),,( 1
1 =− TPfTPZf Si
LL
i          2=i    (6.19) 
 
0),,(),,( 2
211 =− TPZfTPZf LLi
LL
i     2,1=i       (6.20-6.21)  
 
0),,(),,( 2
2 =− TPZfTPZf LLi
VV
i     2,1=i       (6.22-6.23) 
 
0),,,,( 121 =TPZxxF
L         (6.24) 
   
0),,,,( 221 =TPZzzF
L         (6.25) 
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0),,,,( 21 =TPZyyF
V         (6.26) 
 
0121 =−+ xx          (6.27) 
 
0121 =−+ zz           (6.28) 
 
0121 =−+ yy          (6.29) 
 
The eleven unknowns this system of equations are PZZZyyzzxx VLL ,,,,,,,,, 21212121  
and T . Once Eqs. 6.19-6.29 are solved, the calculated QP is checked for phase stability. 
With the stableQP , first, the solid-liquid-liquid ( LLS2 ) line is traced with pressure as a 
parameter. LLV and LVS2  lines are then traced with temperature as a parameter. Line 
tracing stops automatically if two of the fluid phases merge critically or if the upper or 
the lower limit of PT  space reaches.  
 
For some of the systems, it is found that an effort to locate an initial SLV point along the 
SLV line with the above stated local method fails mainly because good initial guess is 
now known. In such case, we follow alternate methodology using Newton homotopy 
method. One of the major advantages of continuation method is that the convergence 
behavior is not dependent on initial guess. We exploit this feature to locate the initial 
solid-liquid-vapor equilibrium point. As before, the search is made for solid-liquid-vapor 
equilibrium root for a given value of pressure. For LVS2  root, the liquid and vapor phase 
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compositions of this initial point on homotopy path is taken as [10
-8
 1-10
-8
]
T
. The values 
of liquid and vapor phase compressibility of the initial point on homotopy path are 
obtained from corresponding values at triple point of less volatile component. 
Temperature of this initial point is same as the triple point temperature of less volatile 
component. The continuation method is then applied with this initial point for several 
different pressures till stable solution of solid-liquid-vapor phase equilibrium is obtained.  
 
If LVS2  line intersects with the critical line emerging from the critical point of less 
volatile component, LVS2 shows discontinuity characterized by appearance of upper 
critical endpoint (UCEP ). Therefore, there exists a second branch of the LVS2  below 
the critical temperature of more volatile component line which needs to be traced in order 
to produce the correct phase behavior. We try to locate this second branch at the 
pressures below the triple point pressure of more volatile component. Here, the model 
equations to be solved are 6.12-6.18 and unknowns are LZ , VZ ,T  , 1x , 2x , 1y and 2y for a 
give value of pressure P . In order to locate the point on this second branch of LVS2 line, 
the composition of both the liquid and the vapor phase are set to [1-10
-8
 10
-8
]
T
. The initial 
values of unknowns LZ , VZ ,T and P are chosen to be equal to the corresponding values 
at triple point of more volatile component.  Model equations are solved and the solution 
is checked for phase stability. If stable initial point is not found, the procedure is repeated 
with pressure value at new iteration slightly less than the pressure value of previous 
iteration. Once the stable point is found, the LVS2  line is traced with temperature as a 
parameter till the liquid and the vapor phase merges critically.  
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If this methodology to locate the second branch of LVS2 fails, an alternate procedure 
based on homotopy continuation method, similar to the one described earlier is followed. 
Several different trial pressures below the critical point of more volatile component are 
tested in a search for a stable solutions of solid-liquid-vapor equilibrium point on the 
second branch of LVS2 line starting from an initial pressure of 1−Pc  bar. For each 
given value of pressure, homotopy continuation method is used with initial compositions 
of liquid and vapor phase as [1-10
-8
 10
-8
]
T
. The pressure is then decremented by one bar 
successively and for each new value of pressure, search for stable solid-liquid-vapor 
equilibrium is performed using homotopy continuation method till the stable solid-liquid-
vapor equilibrium point is obtained. After successfully locating this initial solid-liquid-
vapor equilibrium point, LVS2 line is traced with temperature as a continuation 
parameter. Such methodology is found to locate the second branch of LVS2 line 
successfully.  
 
LVS1 emerging from triple point of less volatile component also needs to be traced. Here, 
unknowns are LZ , VZ ,P  , 1x , 2x , 1y and 2y . Temperature T  is set as a parameter. In order 
to locate the initial point on LVS1 line, the composition of both the liquid and the vapor 
phase are set to [10
-14
 1-10
-14
]
T
. Similar to the LVS2  computations, initial values of 
unknowns LZ , VZ ,T  and parameter P are chosen to be equal to the corresponding values 
at triple point of more volatile component.  Model equations (6.12-6.18) are then solved 
and solution is checked for phase stability. If stable initial point is not found, the 
procedure is repeated with temperature value at new iteration slightly less than the 
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temperature at previous iteration. Once the stable LVS1  equilibrium point is located, the 
LVS1  line is traced till either one of the phases becomes unstable or lower limit of 
temperature is reached. If instability is detected, quadruple point LLVS1  is located and 
LLV  line emerging from LLVS1  is traced two of the fluid phased merge critically. 
Although, intersection of LVS1  line and LVS2 line indicates location of LVSS 21  
quadruple point, further computations of quadruple point has not been opted in this study 
mainly because the pure solid phase assumption may be hold true which will result  in an 
inability of equation of state to represent such quadruple point.  
 
Similarly, if earlier described method based on composition perturbation fails to locate 
the initial point on LVS1  line, the task can be accomplished with the help of homotopy 
continuation method. As with the LVS2 line, the search is made for solid-liquid-vapor 
equilibrium root for a given value of pressure using homotopy continuation method. The 
initial point on the homotopy path, however, differs from the one used to located 
LVS2 line. The liquid and vapor phase compositions of the initial point is taken as [1-10
-8
 
10
-8
]
T
 and the initial temperature is the same as the one corresponding to the triple point 
of more volatile component. As before, several different pressures are tested for stable 
LVS1 equilibrium root. The strategy for generating different pressures is same as the one 
used earlier to locate the initial point on the LVS2 line.  
 
It should be noted that the use of homotopy continuation method is made just to locate 
the initial point on LVS2 or LVS1 line. Therefore, the objective here is not to locate all 
 106 
the roots of the solid-liquid-vapor equilibrium for a given pressure. If at least one solid-
liquid-vapor equilibrium point is identified successfully, LVS2 or LVS1 line going 
through this equilibrium point can be easily traced subsequently.  
 
6.7. Critical Line 
 
Since our algorithm is general for any pressure explicit equation of state, we use 
formulation based on the Helmholtz free energy A , proposed by Heidemann and Khalil 
(1980) to calculate the critical points. The criticality conditions for mixture of 
C component can be expressed as 
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In Eq. 31,
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where n , jn are component mole numbers and n∆ is a nonzero vector of perturbations in 
mole numbers. Second and third derivative of Helmholtz free energy with respect to the 
mole numbers are obtained analytically. Eqs. 6.30-6.32 are solved for Vc , Pc  and mole 
fractions and n∆ for a given temperature. We have used predictor corrector based 
continuation method to trace the critical line with temperature as a parameter. Known 
value of component critical point serves as an initial point for predictor corrector method. 
While tracing the critical line, three different types of phase stabilities (van Pelt et al., 
1993; Kolar and Kojima, 1996) are tested. Mathematical representations of these phase 
stability criteria are as below.  
 
Mechanical phase stability: The critical phase is mechanically stable if  
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Diffusional stability: The calculated critical phase is diffusionally stable with respect to 
small fluctuation of mole numbers if  
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Global phase stability: The critical phase is stable if it satisfies the TPDF stability criteria 
discussed earlier in section 4. Global phase stability test is performed only if the critical 
phase is found stable with respect to mechanical and diffusional phase stabilities. If either 
of the first two instabilities is detected, the program proceeds towards location of critical 
endpoint. With the analytical expression for third derivatives of Helmholtz free energy 
being derived, the fourth order derivatives used in Eq. 6.36 are obtained by forward mode 
automatic differentiation.  
 
6.7.1. Critical Endpoint 
At critical endpoint, critical phase coexists with another phase. The equations solved for 
critical endpoint are  
 
( ) 0,,, 21 =VcTcnnF      (Criticality conditions expressed by 6.30-6.32)     (6.37-6.39) 
 
( ) ( ) 0,,,,,,,, 2121 =− PcTcZyyfPcZcTcnnf VViCi   2,1=i        (6.40-6.41) 
 
( ) 0,,,, 21 =VZPcTcyyF         (6.42) 
 
0121 =−+ nn          (6.43) 
 
0121 =−+ yy          (6.44) 
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Two types of critical endpoints are possible depending upon the type phase coexisting 
with the critical phase. Detection of instability along the critical line leads to calculation 
for critical endpoint where the critical phase is in equilibrium with a vapor phase. The 
unstable point on the critical line along with the phase stability roots at this point forms a 
good initial guess for the critical endpoint calculation. 
 
While tracing LLV or LLS2 line, if two liquid phases are found to merge critically, we 
record this point as a three phase endpoint and try to locate the critical endpoint from this 
information. However, we found that the major difficulty in locating the critical endpoint 
from three phase endpoint is that the good initial guess for perturbation mole numbers, 
n∆ are not readily available. n∆ can be calculated from compositions of three phase 
endpoint.  For instance, first, equations 6.30 and 6.32 are solved to compute the n∆ . 
Then compositions, pressure, temperature and compressibility factor of the three phase 
endpoint and calculated n∆  are then used as initial guess to solve for the critical 
endpoint.  If two fluid phases of LLS2  line merges critically into one phase, critical 
endpoint is observed, where solid phase coexists with the critical phase. In this case, in 
addition to the equations describing the critical phase (Eqs. 6.37-6.39, 6.40, 6.43), the 
solid fluid equifugacity relation has to be incorporated as  
 
( ) ( ) 0,,,,, 21 =− PcTcfPcZcTcnnf
S
i
C
i  2=i      (6.45)  
 
 
For carbon dioxide-tetradecane system, it is found that above mentioned methodology 
fails to locate the critical endpoint. The failure is again, because of the poor initial guess 
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for perturbation mole number. In such instances, the algorithm uses homotopy 
continuation based robust method to calculate the all critical points. Here, we sought all 
roots of the critical points for the critical composition of recorded three phase endpoint. 
From all computed critical points, the critical point, having value of critical temperature 
closest to the pressure corresponding to the three phase endpoint, is chosen as the critical 
point of interest for critical endpoint computation. The composition and mole numbers of 
this critical point, along with the composition compressibility factor, pressure and 
temperature corresponding to the noncritical phase of three phase endpoint, is used as an 
initial point. Calculation for critical endpoint is then performed with local method such as 
trust region dogleg approach. If converged solution is not obtained, computation for 
critical endpoint is repeated with a slightly different initial guesses for temperature and 
pressure. In this case, instead of using values of pressure and temperature corresponding 
to the three phase endpoint as an initial guess, the values corresponding to the calculated 
critical point are used. Once stable critical endpoint is located, the critical line emerging 
from this endpoint is traced with pressure as a continuation parameter.  
 
It is found that if calculated critical point is not close enough to the three phase endpoint, 
above stated methodology fails to calculate the critical endpoint because the calculated 
critical point is not close enough to the three phase endpoint and therefore does not 
provide a good initial guess.  In such case, first, the critical line is traced from calculated 
critical point with pressure as a continuation parameter. The critical point in the vicinity 
of the three phase endpoint provide good initial guess for critical composition and mole 
numbers for computations of critical endpoint root. Thus, the robust method discussed 
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above enables one to trace the critical line connecting the LLV line and at the same time 
locate the critical endpoint. The type II phase behavior observed for systems such as 
carbon dioxide-methane and carbon dioxide – n-tetradecane has been successfully 
computed using this methodology.  
 
 
6.8. Calculation of LLV  Line 
 
The LLV equilibrium equations are 
 
0),,(),,( 2
211 =− TPZfTPZf LLi
LL
i     2,1=i       (6.46-6.47)  
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0121 =−+ yy          (6.55) 
The ten unknowns are, VLL ZZZyyzzxx ,,,,,,,, 21212121  andP . Temperature T is chosen 
as a parameter. To be able to trace the LLV  line from critical endpoint, it is essential first 
to locate the LLV point in the vicinity of the critical endpoint. The procedure similar to 
the one proposed by Cismondi and Michelsen (2007) is implemented to locate the initial 
LLV  point, except that we use more than one values of composition perturbations. We 
implement the strategy as follows.  
 
Let perturbation in composition ( )21 ,min* nntol=∆ .  
Set two liquid compositions as [ ]∆−−∆+ 11 1, nn  and [ ]∆+−∆− 11 1, nn  
Take initialT ,P  and vapor phase compositions equal to the corresponding values at 
critical endpoint 
Calculate compressibility factor for each liquid phase 
Solve LLV  equilibrium equations (6.46-6.55) and check phase stability. 
 
The above procedure is repeated for different values of variable tol (0.001, 0.005, 0.01, 
0.05, 0.1, 0.2, 0.3, 0.4 and 0.5) till stable initial LLV point and associated vector of 
sensitivities are found. Once stable LLV  point is found, LLV  line is traced with 
temperature as a continuation parameter.  
 
 
6.9. High Pressure Critical Lines 
 
Widely used methods for calculation of critical points are those of Hicks and Young 
(1977) and Heidemann and Khalil (1980). Method by Heidemann and Khalil is a local 
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method that computes critical temperature and critical volume for mixture of given 
composition. Due to its local nature, more than one initial guess is required if multiple 
critical points exists for a given composition. Therefore, this method is not suitable to 
predict any of the phase diagrams other than type I and II as suggested by Sadus (1994). 
The methodology proposed by Hicks and Young (1977) is more robust strategy that can 
find multiple critical points for a given composition. The basic idea of this method is to 
specify the temperature-molar volume space for search and then trace the locus of points 
where determinant of matrix  Q ( Eq. 6.30) is zero while monitoring the cubic form (Eq. 
6.31) for sign change. If change in sign of cubic form is observed, the search area is 
narrowed down till the solution is obtained. Van Pelt et al. (1993) calculated critical lines 
in binary mixture using simplified perturbed-hard-chain theory. Castier and Sandler 
(1997a, 1997b) used modified Hicks and Young method in which the locus of points are 
traced using predictor-corrector continuation method with cubic predictors. Once the 
change of sign of cubic form is detected, good initial guess is obtained from temperature-
volume subspace and the criticality conditions are solved using Heidemann and Khalil 
method. Stradi et al. (2001) computed all the roots of critical points for a mixture of given 
composition using interval Newton method. All these methods require specifying 
composition in order to compute the critical points.  
 
Type IV and type VI phase behavior is characterized by high pressure critical line that is 
not connected to either of the critical line. In type VI phase behavior, this high pressure 
line is characterized by formation of closed loop critical line. Moreover, if the phase 
behavior shows more than one closed loop critical lines, then continuous global search 
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has to be performed over the either the pressure or the temperature space. Therefore, such 
phase behavior can be predicted reliably only if all the critical roots are located.  
 
We have explored the application of homotopy continuation method to locate all the 
critical points for a mixture for a specified temperature. Before applying the homotopy 
continuation method, we considered different systems of known compositions studied by 
Stradi et al. (2001) and applied Newton based homotopy continuation method with pure 
components as initial points in order to find all the critical roots for those systems. For all 
the cases, it was found that homotopy method is able to find all the roots for those 
systems. This motivated us to explore further the Newton homotopy method to locate all 
the critical roots of a mixture for a given temperature or for a given composition. Here, 
the unknowns are critical volume, critical compositions and n∆ . Critical pressure can be 
calculated from equation of state once these unknowns are solved for. To implement the 
homotopy continuation method in the algorithm, the initial temperature is set to the 
maximum of pure component critical temperatures and critical endpoints (if any). If 
stable critical roots are found, all the critical roots among them that are already located 
while tracing the critical line from either the more volatile or the less volatile component 
are discarded. In the subsequent step, the critical lines originating from the remaining 
critical roots are traced. Temperature is decremented by 2 K iteratively and homotopy 
continuation method is applied at each new value of temperature to locate all critical 
roots as discussed above. The search is continued till the iterative value of temperature 
becomes equal to less than the triple point temperature of more volatile component. We 
call this temperature a lower limit of search. The method is found to successfully predict 
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type VI phase behavior. Here, the upper and lower limits of temperature search have been 
decided after examining different types of phase behaviors observed experimentally. It 
should be noted that above stated methodology can also be implemented by taking 
composition as a parameter instead of temperature.  
 
From computations with van der Waals equation of state for homologous series of binary 
mixtures of carbon dioxide + n-alkanes and ethane + n-alkanes, new possibilities for 
solid-fluid phase equilibrium topography have been reported in the literature (Garcia and 
Lucks, 1999; Labadie et al., 2000). It was found that the topography shows existence of 
second branch of LLS 2  at high pressures. Although, experimental evidence of such 
behavior has not been reported (Labadie et al., 2000), we have included the procedure to 
detect the presence of this second branch of LLS 2  to preserve applicability of our 
methodology to any pressure explicit equation of state. To monitor and detect the 
presence, we perform computation for critical endpoint (with solid phase as a noncritical 
phase) at each new point along the high pressure critical line. If physically realistic root 
of critical endpoint is found, phase stability test is performed. If stable critical endpoint is 
found, the initial point on LLS 2 branch is located with initial guess obtained from 
perturbations in compositions of critical phase as discussed earlier in section 8. If stable 
critical endpoint is not found, high pressure LLS 2  is considered nonexistent.  
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6.10. Critical Azeotropic Point, Azeotropic Endpoints, Pure Azeotropic Points and  
         Azeotropic lines 
The proposed method is capable of tracing all the azeotropic phenomena that appears in 
the phase diagram over P-T-x-y space for a given equation of state. In order to trace all 
azeotropic lines reliably, it is essential first to locate all azeotropic phenomena that have 
zero degree of freedom such as critical azeotropic points (CAP), azeotropic end-points 
(AEP) and pure azeotropic points (PAP). From here onwards, we refer them collectively 
as azeotropic points. We describe here brief introduction of azeotropic points and 
algorithmic strategy to locate them.  
 
The CAP occurs when azeotrope becomes critical and fluid behaves as a pure substance. 
Hence, at critical azeotrope following conditions are satisfied (Rowlinson and Swinton, 
1982; Nezbeda et al., 1997)  
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( ) 0,,,, 21 =ZPTnnF          (6.59) 
 
 
  
0121 =−+ nn          (6.60) 
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In order to locate the CAP, absolute value of derivative of pressure with respect to mole 
number expressed by equation 6.56 is observed along the critical curve. If change in sign 
occurs, equations for critical azeotrope (Eqs. 6.56-6.60) are solved with initial guess 
provided by either the current point on critical curve or the previous point.  
 
In global phase equilibrium diagram, AEP arises when azeotropic line becomes unstable 
and azeotrope is in equilibrium with another phase. Thus, in addition to the 
LLV equilibrium relations (Eqs. 6.46-6.55) or SLV equilibrium relations (Eqs. 6.12-6.18) 
equality of composition of any of the liquid phases and the vapor phase are satisfied at 
AEP which can be expressed as 
 
011 =− yz    or   011 =− yx         (6.61) 
 
AEP is located while tracing the LLV line by checking the equality of compositions of 
any of the liquid phase and the vapor phase. Once such point is detected, equations 6.46-
6.55 and 6.61 are solved simultaneously to compute AEP.  
 
PAP occurs when azeotropic line intersects the pure component LV line. Hence, mole 
fraction of one of the component approaches zero at PAP. We follow the methodology 
where PAP is located while tracing the LV line. At each new point along the LV line, the 
equations for homogenous azeotrope are solved with perturbation of 10
-3
 in composition 
of the other component. For example, while tracing the LV line of less volatile 
component, the equations 6.62-6.65 are solved for liquid and vapor phase 
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compressibility, pressure and temperature keeping compositions of liquid and vapor 
phase fixed as [10
-3
 1-10
-3
]
T
. Similarly, while tracing the LV line for more volatile 
component, compositions of liquid and vapor phase are taken equal to [1-10
-3
 10
-3
]
T
. The 
modeling equations for homogenous azeotrope are 
 
 
0),,(),,( =− TPZfTPZf VVi
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011 =− yx           (6.68) 
 
 
Azeotropic lines are then traced from each of the azeotropic points till any of the other 
azeotropic points is encountered. This procedure is repeated till all azeotropic points are 
covered. In order to locate initial point on azeotropic line from critical azeotrope, 
perturbations in composition are applied and procedure for location of initial LLV point, 
as discussed in section 8, is followed. 
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6.11. Results 
For illustration purpose, the proposed algorithm has been implemented using cubic 
equation of states like SRK and PR. Since the scope of the study is limited to generation 
of the phase diagram, no effort has been made to compare the phase diagrams with 
experiments. The different examples considered here are chosen such that the capability 
of proposed algorithm to generate different types of phase diagrams can be tested.  The 
pure component properties are obtained from DIPPR database (Daubert and Danner 
(1994)). The molar solid density of solute is modeled as a polynomial of temperature. 
Therefore, we have used following relation to model solid phase molar volume.  
 
( ) 132 −+++= DTCTBTAvs  
 
Where ,A  ,B  C  and D  are parameters of polynomial expression.  
 
6.11.1. Methane + Carbon Dioxide  
The inputs for Methane-carbon dioxide system is summarized in Table 6.1.  
    
Table 6.1. Inputs for methane-carbon dioxide system 
 
 Unit 
4CH  2CO  
Tc  K 190.4 304.1 
Pc  bar 46 73.8 
Vc  cm
3
/mol 99.2 93.9 
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Table 6.1 (Continued) 
ω   0.011 0.239 
tT  K 90.67 216.58 
A  mol/lt 33.022 32.939 
B  mol/lt -0.01587 0.06842 
C  mol/lt -0.000155 -0.0002847 
D  mol/lt 0 0 
E  mol/lt 0 0 
fH∆  J/mol 940 8609.1 
SCp  J/mol K 43.6009 59.446 
LCp  J/mol K 53.3357 78.2658 
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Fig. 6.2. P-T projection of LVS2 line for methane-carbon dioxide system using SRK  
              equation of state with 1.0=ijk  
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Fig. 6.3. P-T projections of solid ( 1S )-fluid-fluid equilibrium lines for methane-carbon 
              dioxide system using SRK equation of state with 1.0=ijk  
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Fig. 6.4. x-T projections of solid ( 1S )-fluid-fluid equilibrium lines for methane-carbon 
              dioxide system using SRK equation of state with 1.0=ijk  
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LVS2  line that emerges from triple point of carbon dioxide shows maxima in pressure 
and extends to low pressures and low temperature without showing any phase instability 
as shown in Fig. 6.2. The P-T projection of LVS1   line seems to superimpose on the 
LVS2 projection near triple point of methane. Although, this indicates possible 
occurrence of  LVSS 21  phase equilibrium point, due to limitations of equation of state to 
represent such phase equilibrium, it has not been opted for further computations. 
Nevertheless, we have traced the LVS1  line further well below the triple point of 
methane to capture any possible phase equilibrium phenomena that can be captured from 
given equation of state. It should be noted however that any of the phase equilibrium 
phenomena that appears well below the temperature of occurrence of possible 
LVSS 21 phase equilibrium point are metastable with respect to formation of solid phase. 
While tracing LVS1  line, we observed that it shows instability leading to appearance of 
metastable LLVS1  quadruple point as shown in Fig. 6.3. LVS1 , LLS1  and LLV phase 
equilibrium lines emerging from this quadruple point are then traced subsequently. The 
LLS1  line extending to high pressures shows maxima in temperature.  These equilibrium 
lines are also traced where they are unstable with respect to formation of another phase. 
Meaning, VLS 11  line is traced below the temperature corresponding to the quadruple 
point. We observed that the this unstable VLS 11 line first moves to lower temperature and 
then traces back to higher temperatures till the point where it turns back again in direction 
of decreasing temperature and moves further at lower temperatures, passing through the 
VLS 21 phase equilibrium compositions corresponding to the LLVS1  quadruple point as 
shown in Fig. 6.4. Here, 1L  is liquid phase richer in more volatile component and 2L is 
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the liquid phase richer in less volatile component. While tracing the LLV  line, two of the 
liquid phases of the LLV line are found to merge critically at temperature that is well 
below the triple point of carbon dioxide leading to appearance of critical endpoint as 
shown in Fig. 6.3. 
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Fig. 6.5. P-T projection of critical lines for methane-carbon dioxide system using SRK  
              equation of state with 1.0=ijk  
 
The critical line that originates from this critical endpoint and extends to higher pressures 
is loci of liquid-liquid critical points. The critical line emerging from critical point of 
carbon dioxide is not found to be interfered by LVS2  line. Therefore, continuous critical 
curve connecting critical points of pure components is observed. The computed global 
phase equilibrium diagram that is shown in Fig. 6.6 indicates that the phase behavior 
shown by methane-carbon dioxide falls into type II phase behavior in van Konynenburg 
classification scheme.  
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Fig. 6.6. P-T projection of global phase equilibrium diagram for methane-carbon dioxide  
              system using SRK equation of state with 1.0=ijk  
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Fig. 6.7. x-T projection of global phase equilibrium diagram for methane-carbon dioxide  
              system using SRK equation of state with 1.0=ijk  
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In order to assess the sensitivity of thermodynamic landmark in global phase equilibrium 
diagram and also to explore any possible transformation of type of the phase behavior, 
we generated the phase diagram with slightly different value of binary interaction 
parameter. As shown in Fig. 6.8, phase diagrams generated for ijk = 0.12 suggest that the 
critical endpoint is quite sensitive to choice of ijk . Increase in binary interaction 
parameter results in higher values of temperature and pressure of critical endpoint.  
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Fig. 6.8. P-T projection of global phase equilibrium diagram for methane-carbon dioxide  
              system using SRK equation of state with 12.0=ijk  
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Fig. 6.9. x-T projection of global phase equilibrium diagram for methane-carbon dioxide  
              system using SRK equation of state with 12.0=ijk  
 
 
Table 6.2 Computed thermodynamic landmarks for methane-carbon dioxide system with   
                ijk = 0.1  
 CEP 
 
QP 
P (bar) 
 
34.99 0.10 
T  (K) 
 
191.26 90.28 
1Lx  0.5027 
0.4973 
 
0.9953 
0.0047 
2Lx  NA 0.0040 
0.9960 
 
Vx  0.9346 
0.0654 
 
0.9999 
0.0000 
1LZ  0.0987 0.0005 
 
2LZ  NA 0.0004 
 
VZ  0.6353 0.9948 
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Table 6.3 Computed thermodynamic landmarks for methane-carbon dioxide system with   
                ijk = 0.12  
 
 CEP 
 
QP 
P (bar) 
 
49.26 
 
0.10 
T  (K) 
 
205.19 
 
90.41 
1Lx  0.5104 
0.4896 
 
0.9972 
0.0028 
2Lx  NA 0.0023 
0.9977 
 
Vx  0.8827 
0.1173 
 
0.9999 
0.0000 
1LZ  0.1420 
 
0.0005 
2LZ   0.0004 
VZ  0.5289 0.9947 
 
 
6.11.2. Carbon Dioxide + n-Decane  
The global phase equilibrium diagrams are generated using PR equation of state. The 
inputs for carbon dioxide-decane system are summarized in Table 6.4. 
 
Table 6.4 Inputs for carbon dioxide-n-decane system 
 
 Unit 
2CO  n-decane 
Tc  K 304.1 617.7 
Pc  bar 73.8 21.1 
Vc  cm
3
/mol 93.9 624 
ω   0.239 0.49 
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Table 6.4 (Continued) 
tT  K 216.58 243.4 
A  mol/lt 32.939 6.8978 
B  mol/lt 0.06842 -0.00246 
C  mol/lt -0.0002847 0 
D  mol/lt 0 0 
E  mol/lt 0 0 
fH∆  J/mol 8609.1 28715 
SCp  J/mol K 59.446 241.66 
LCp  J/mol K 78.2658 295.99 
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Fig. 6.10. P-T projections of solid ( 1S )-fluid-fluid equilibrium lines for carbon dioxide-n- 
              decane system using PR equation of state with 92.0=ijk  
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Fig. 6.11. P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for carbon dioxide- 
                n-decane system using PR equation of state with 92.0=ijk  
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Fig. 6.12. Magnified P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for  
                carbon dioxide-n-decane system using PR equation of state with 92.0=ijk  
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Similar to methane-carbon dioxide system, LVS1 shows instability leading to formation 
of metastable QP as shown in Fig. 6.10. However, unlike methane-carbon dioxide 
system, the LVS2 line also becomes unstable forming a stable LLVS2 quadruple point as 
indicated in Fig. 6.11. On tracing the LVS2 line below temperatures corresponding to the 
quadruple point, we observed that this unstable LVS2 line first moves to lower 
temperature and then traces back to higher temperatures till the point where it turns back 
again in direction of decreasing temperature and moves further at lower temperatures, 
passing through the LLVS2  quadruple point as shown in Fig. 6.12. LVS2 , LLS2  and 
LLV phase equilibrium lines emerging from this quadruple point are then traced 
subsequently. Two of the liquid phases of the LLV line are found to merge critically at 
temperature that is below the critical point temperature of carbon dioxide but above the 
triple point temperature of carbon dioxide leading to appearance of critical endpoint as 
shown in Fig. 6.11. On tracing the metastable LLV phase equilibrium line below 
temperatures corresponding to LLVS2 quadruple point, it is found that the LLV line 
passes through the metastable LLVS1 quadruple point and extends to lower temperatures. 
Thus there exist loci of metastable LLV equilibrium points connecting LLVS1 and 
LLVS2  quadruple points. 
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Fig. 6.13. P-T projections of critical lines for carbon dioxide-n-decane system using PR  
              equation of state with 92.0=ijk  
 
There critical line that originates from this critical endpoint is loci of liquid-liquid critical 
points and extends to higher pressures. Unlike methane-carbon dioxide system, this 
liquid-liquid critical line is well above temperatures corresponding to the solid-liquid line 
of carbon dioxide and therefore is a stable critical line. The critical line emerging from 
critical point of carbon dioxide is not found to be interfered by LVS2  line. Therefore, 
continuous critical curve connecting critical points of pure components is observed as 
shown in Fig. 6.13.  
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Fig. 6.14. P-T projection of global phase equilibrium diagram for carbon dioxide-n- 
                decane system using PR equation of state with 92.0=ijk  
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Fig. 6.15. P-T projection of quadruple points and critical endpoint for carbon dioxide-n- 
               decane system using PR equation of state with 92.0=ijk  
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Fig. 6.16. x-T projection of global phase equilibrium diagram for carbon dioxide-n- 
                decane system using PR equation of state with 92.0=ijk  
 
 
P-T and x-T projections of global phase equilibrium diagram shown in Fig. 6.14, 6.15 
and Fig. 6.16 indicate that the phase behavior shown by carbon dioxide-decane system 
belongs to type II phase behavior in van Konynenburg classification scheme. Global 
phase equilibrium diagrams generated for ijk =0.094 are shown in Fig. 6.17 and Fig. 6.18.  
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Fig. 6.17. P-T projection of global phase equilibrium diagram for carbon dioxide-n- 
                decane system using PR equation of state with 94.0=ijk  
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Fig. 6.18. x-T projection of global phase equilibrium diagram for carbon dioxide-n- 
                decane system using PR equation of state with 94.0=ijk  
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Computed thermodynamic landmarks are summarized in Tables 6.5 and 6.6. 
Table 6.5 Computed thermodynamic landmarks for carbon dioxide-decane system with   
                ijk = 0.92  
 
 CEP  
 
QP(metastable)  QP(stable)  
P 
(bar) 
 
24.80 
 
4.89 
 
8.94 
 
T  
(K) 
 
262.68 
 
216.13 
 
231.02 
 
1Lx  0.8957 
0.1043 
 
0.5286 
0.4714 
 
0.6240 
0.3760 
 
2Lx  NA 0.9978 
0.0022 
 
0.9935 
0.0065 
 
Vx  0.9999 
1.5716 x 10
-5 
 
0.9999 
1.3703 x 10
-7 
 
0.9999 
6.6430 x 10
-7 
 
1LZ  0.0714 
 
0.0315 
 
0.0474 
 
2LZ  NA 0.0098 
 
0.0181 
 
VZ  0.7650 0.9289 0.8885 
 
 
 
 
Table 6.6 Computed thermodynamic landmarks for carbon dioxide-decane system with   
                ijk = 0.94  
 
 CEP 
 
QP(metastable) QP(stable) 
P 
(bar) 
 
26.41 
 
4.89 
 
9.03 
 
T  
(K) 
 
264.92 
 
216.14 
 
231.28 
 
1Lx  0.8939 
0.1061 
 
0.5182 
0.4818 
 
0.0061 
0.0039 
 
2Lx  NA 
 
0.9980 
0.0020 
0.9940 
0.0060 
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Table 6.6 (Continued) 
 
Vx  0.9999 
2.0052 x 10
-5 
 
0.9999 
1.3902 x 10
-7
 
 
0.9999 
6.9251 x 10
-7 
1LZ  0.0764 
 
0.0320 
 
0.0486 
 
2LZ  NA 0.0098 0.0182 
 
VZ  0.7539 
 
0.9289 0.8877 
 
 
 
6.11.3. Carbon Dioxide + Naphthalene 
The system is modeled using PR equation of state. The inputs for carbon dioxide-
naphthalene system are summarized in Table 6.7. 
 
 
Table 6.7 Inputs for carbon dioxide-naphthalene system 
 
 Unit 
2CO  naphthalene 
Tc  K 304.1 748.4 
Pc  bar 73.8 40.5 
Vc  cm
3
/mol 93.9 413 
ω   0.239 0.302 
tT  K 216.58 353.4 
A  mol/lt 32.939 9.8311 
B  mol/lt 0.06842 -0.0022759 
C  mol/lt -0.0002847 0 
D  mol/lt 0 0 
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Table 6.7 (Continued) 
E  mol/lt 0 0 
fH∆  J/mol 8609.1 18790 
SCp  J/mol K 59.446 207.43 
LCp  J/mol K 78.2658 216.234 
 
 
Fig. 6.19 shows P-T projection of 2S -fluid-fluid equilibrium phenomena for carbon 
dioxide-naphthalene system. There are two branches of LVS2 line, one exists at higher 
temperature and other exists at lower temperature. The higher temperature branch 
originating from triple point of naphthalene shows pressure minimum and continues at 
higher pressures. Liquid and vapor phase merges critically at higher pressure leading to 
appearance of upper critical endpoint (UCEP). The low temperature branch of LVS2  
intersects the critical line originating from critical point of carbon dioxide forming lower 
critical endpoint (LCEP). The LVS1  line shows instability leading to appearance of 
metastable LLVS1  quadruple point as shown in Fig. 6.20. LVS1 , LLS1  and LLV phase 
equilibrium lines emerging from this quadruple point are then traced subsequently.  
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Fig. 6.19. P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for carbon dioxide- 
              naphthalene system using PR equation of state with 1.0=ijk  
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Fig. 6.20. P-T projections of solid ( 1S )-fluid-fluid equilibrium lines for carbon dioxide- 
              naphthalene system using PR equation of state with 1.0=ijk  
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Fig. 6.21 shows P-T projection of critical lines in this system. The critical line originating 
from critical point of naphthalene shows both maximum and minimum in pressure and 
intersects LVS2 line originating from triple point of naphthalene forming UCEP. 
Similarly, the critical line originating from critical point of carbon dioxide intersects 
other branch of LVS2 line forming LCEP.  
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Fig. 6.21. P-T projections of critical lines for carbon dioxide-naphthalene system using  
                PR equation of state with 1.0=ijk  
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PT and xT  projections of global phase equilibrium diagram are shown in Fig. 6.22-6.23 
and Fig. 6.24 respectively. The predicted phase diagram is qualitatively identical to the 
experimental observations.  The critical line at pressures above the point of intersection 
of LVS2  line and critical line (UCEP) is locus of metastable critical points. Fig. 6.23 
shows magnified P-T projections near critical point of carbon dioxide. The critical line 
originating from critical point of carbon dioxide intersects LVS2 line forming LCEP. The 
critical line for temperatures above LCEP becomes metastable. The LLV line emerging 
from metastable quadruple point LLVS1  intersects with this metastable critical line 
leading to appearance of metastable critical endpoint. The critical line at temperatures 
above the metastable critical endpoint forms a cusp with maxima in temperature and 
traces back with decreasing temperature and decreasing pressures. This critical line 
eventually traces to negative pressures and lower temperatures as shown in Fig. 6.22. 
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Fig. 6.22. P-T projection of global phase equilibrium diagram for carbon dioxide- 
               naphthalene system using PR equation of state with 1.0=ijk  
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Fig. 6.23. Magnified P-T projections of critical endpoints for carbon dioxide-naphthalene  
               system using PR equation of state with 1.0=ijk  
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Fig. 6.24. x-T projection of global phase equilibrium diagram for carbon dioxide- 
               naphthalene system using PR equation of state with 1.0=ijk  
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Global phase equilibrium diagrams are also generated for 09.0=ijk  as shown in Fig. 
6.25-6.27. Qualitative nature of phase diagrams remains identical to type III phase 
behavior that is observed for 1.0=ijk  However, Pressure and temperature at UCEP is 
found to decrease when the binary interaction parameter is changed from 0.1 to 0.09. The 
P-T location of UCEP is found to be more sensitive to the choice of binary interaction 
parameter than the LCEP.  
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Fig. 6.25. P-T projection of global phase equilibrium diagram for carbon dioxide- 
               naphthalene system using PR equation of state with 09.0=ijk  
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Fig. 6.26. Magnified P-T projections of critical endpoints for carbon dioxide-naphthalene  
               system using PR equation of state with 09.0=ijk  
0 200 400 600 800
0
0.2
0.4
0.6
0.8
1
Critical line
S2LV
LLV
S2LV
 
Fig. 6.27. x-T projection of global phase equilibrium diagram for carbon dioxide- 
               naphthalene system using PR equation of state with 09.0=ijk  
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Table 6.8. Computed thermodynamic landmarks for carbon dioxide-naphthalene system  
              with ijk = 0.1  
 
 QP 
(metastable)  
CEP 
 (metastable) 
 
LCEP  
 
UCEP  
P (bar) 
 
4.80 
 
78.23 
 
76.32 
 
418.51 
 
T  (K) 215.84 307.84 
 
306.28 
 
327.12 
 
1Lx  0.4402  
0.5598 
 
0.5628 
0.4372 
 
0.9985 
0.0015 
 
0.8512 
0.1488 
 
2Lx  0.9899 
0.0101 
 
NA NA NA 
 
Vx  0.9999 
2.0376 x 10
-8 
 
0.9972  
0.0028 
 
NA 
 
NA 
 
1LZ  0.0230 
 
0.2485 
 
0.3037 
 
0.8625 
 
2LZ  0.0098 
 
NA NA NA 
 
VZ  0.9301 
 
0.3002 
 
NA NA 
 
 
Table 6.9. Computed thermodynamic landmarks for carbon dioxide-naphthalene system 
                 with  ijk = 0.09  
 QP 
(metastable)  
CEP 
(metastable)  
 
LCEP  
 
UCEP  
P (bar) 
 
4.73 
 
78.93 
 
76.92 
 
300.11 
 
T  (K) 
 
215.65 
 
308.35 
 
306.75 
 
322.36 
 
1Lx  0.5096 
0.4904 
 
0.6089 
0.3911 
 
0.9982 
0.0018 
 
0.8566 
0.1434 
 
2Lx  0.9838 
0.0162 
 
NA 
 
NA 
 
NA 
 
Vx  0.9999 
1.8604 x 10
-8 
0.9969 
0.0031 
 
NA 
 
NA 
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Table 6.9 (Continued) 
1LZ  0.0210 
 
0.2385 
 
0.3022 
 
0.6371 
 
2LZ  0.0098 
 
NA NA NA 
 
VZ  0.9309 
 
0.2981 
 
NA 
 
NA 
 
 
 
6.11.4. Carbon Dioxide + n-Tetradecane 
The inputs for carbon dioxide + n-tetradecane system is summarized in Table 6.10 
 
Table 6.10 Inputs for carbon dioxide-n-tetradecane system 
 
 Unit 
2CO  n-tetradecane 
Tc  K 304.1 693 
Pc  bar 73.8 15.7 
Vc  cm
3
/mol 93.9 894 
ω   0.239 0.644 
tT  K 216.58 279.01 
A  mol/lt 32.939 4.607 
B  mol/lt 0.06842 0 
C  mol/lt -0.0002847 0 
D  mol/lt 0 0 
E  mol/lt 0 0 
fH∆  
 
J/mol 8609.1 45070 
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Table 6.10 (Continued) 
SCp  J/mol K 59.446 360.99 
LCp  J/mol K 78.2658 430.26 
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Fig. 6.28. P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for carbon dioxide- 
              n-tetradecane system using SRK equation of state with 09.0=ijk  
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Fig. 6.29. Magnified P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for  
                carbon dioxide-n-tetradecane system using SRK equation of state with 
                09.0=ijk  
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Fig. 6.30. P-T projections of solid ( 1S )-fluid-fluid equilibrium lines for carbon dioxide- 
                n-tetradecane system using SRK equation of state with 09.0=ijk  
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The LVS1 line shows instability leading to formation of metastable QP as shown in Fig. 
6.30. The LVS2 line also becomes unstable forming a stable LLVS2 quadruple point as 
indicated in Fig. 6.28. Similar to carbon dioxide + n-decane system, on tracing the 
LVS2 line below temperatures corresponding to the quadruple point, we observed that 
this unstable LVS2 line first moves to lower temperature and then traces back to higher 
temperatures till the point where it turns back again in direction of decreasing 
temperature and moves further at lower temperatures, passing through the LLVS2  
quadruple point as shown in Fig. 6.29. LVS2 , LLS2  and LLV phase equilibrium lines 
emerging from this quadruple point are then traced subsequently. Liquid and vapor phase 
of the LLV line are found to merge critically at temperature that is below the critical 
point temperature of carbon dioxide but above the triple point temperature of carbon 
dioxide leading to appearance of critical endpoint as shown in Fig. 6.28. Similar to 
carbon dioxide + n-decane system, on tracing the metastable LLV phase equilibrium line 
below temperatures corresponding to LLVS2 quadruple point, it is found that the 
LLV line passes through the metastable LLVS1 quadruple point and extends to lower 
temperatures. Thus, there exist loci of metastable LLV equilibrium points 
connecting LLVS1 and LLVS2  quadruple points. 
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Fig. 6.31. P-T projections of critical lines for carbon dioxide-n-tetradecane system using  
                SRK equation of state with 09.0=ijk  
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Fig. 6.32. Magnified P-T projections of critical lines for carbon dioxide-n-tetradecane  
                 system using SRK equation of state with 09.0=ijk  
 150 
Fig. 6.31 and 6.32 show P-T projections of critical lines for carbon dioxide+n-tetradecane 
system. The critical line emerging from critical point of n-tetradecane traces to the 
temperature that is lower than the critical point of carbon dioxide, shows minima in 
temperature and pressure and traces to higher pressures, as shown in Fig. 6.31. The 
critical line emerging from critical point of carbon dioxide shows maximum in 
temperature and trace back at lower temperatures and pressures forming a cusp in P-T 
space as shown in Fig. 6.32. Thus, there exists an unstable critical line extending down to 
negative pressures.  
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Fig. 6.33. P-T projection of global phase equilibrium diagram for carbon dioxide- 
               n-tetradecane system using SRK equation of state with 09.0=ijk  
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Fig. 6.34. P-T projection of magnified region A of global phase equilibrium diagram for  
                carbon dioxide-n-tetradecane system using SRK equation of state with 09.0=ijk  
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Fig. 6.35. P-T projection of magnified region B of global phase equilibrium diagram for  
                carbon dioxide-n-tetradecane system using SRK equation of state with  
                09.0=ijk  
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Fig. 6.36. x-T projection of global phase equilibrium diagram for carbon dioxide- 
               n-tetradecane system using SRK equation of state with 09.0=ijk  
 
 
P-T and x-T projections of global phase equilibrium diagram are shown in Fig. 6.33-6.35 
and Fig. 6.36 respectively.  The LLV line connecting two quadruple points intersects with 
the critical line emerging from critical point of carbon dioxide leading to appearance of 
critical endpoint. As indicated by P-T projections in Fig. 6.35, the LLS2  line that 
emerges from the quadruple point and extends at higher pressures, intersects with the 
critical line emerging from the critical point of n-tetradecane, leading to formation of 
critical endpoint where critical phase coexists with the solid n-tetradecane. Further 
tracing of critical line at the pressures above this critical endpoint results in metastable 
critical line. Thus, the computed global phase equilibrium diagram indicates that the 
global phase behavior of carbon dioxide-n-tetradecane is type III in classification scheme. 
The results are consistent with the experiments qualitatively.  
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Table 6.11. Computed thermodynamic landmarks for carbon dioxide-n-tetradecane  
                  system with ijk = 0.09  
 
 CEP  
 
CEP QP 
(metastable)  
QP 
(stable)  
P (bar) 
 
87.49 
 
342.32 
 
5.01 
 
27.53 
 
T  (K) 
 
314.43 
 
1319.02 216.55 
 
265.09 
 
1Lx  0.9924 
0.0076 
 
0.9445 
0.0555 
0.9998 
0.0002 
 
0.9840 
0.0160 
 
2Lx  NA NA 0.5236 
0.4764 
 
0.7985 
0.2015 
 
Vx  0.8724 
0.1276 
 
NA 0.9999 
8.1 x 10
-11 
0.9999 
2.1625 x 10
-7 
 
1LZ  0.3284 
 
2.7071 0.0113 
 
0.0712 
 
2LZ  NA NA 0.0510 
 
0.1392 
 
VZ  0.3396 
 
NA 0.9308 
 
0.7566 
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Fig. 6.37. P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for carbon dioxide- 
                n-tetradecane system using SRK equation of state with 084.0=ijk  
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Fig. 6.38. Magnified P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for  
                carbon dioxide-n-tetradecane system using SRK equation of state with 084.0=ijk  
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Fig. 6.39. P-T projections of solid ( 1S )-fluid-fluid equilibrium lines for carbon dioxide- 
              n-tetradecane system using SRK equation of state with 084.0=ijk  
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The qualitative nature of solid-fluid-fluid phase equilibrium phenomena is preserved 
when ijk changes from 0.09 to 0.084. As with 09.0=ijk , both LVS1  and LVS2 lines 
show instability leading to formation of metastable LLVS1 and stable LLVS2  quadruple 
points respectively as shown in Fig. 6.37 and Fig. 6.39. The magnified P-T projection of 
quadruple point, as shown in Fig. 6.38, also indicates that the solid-fluid-fluid phase 
equilibrium topology is identical to that observed for 09.0=ijk . Thus, there exist loci of 
metastable LLV equilibrium points connecting LLVS1 and LLVS2  quadruple points. 
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Fig. 6.40. P-T projections of critical lines and LLV line for carbon dioxide-n-tetradecane  
                system using SRK equation of state with 084.0=ijk  
 156 
305 310 315 320
60
65
70
75
80
85
90
95
100
Temperature (K)
P
re
s
s
u
re
 (
b
a
r)
CP(CO2)
Unstable critical lines
Stable critical
lines
LCEP
UCEP
LLV
 
Fig. 6.41. Magnified P-T projections of critical lines and LLV line for carbon dioxide-n- 
                tetradecane system using SRK equation of state with 084.0=ijk  
 
Unlike the critical phenomena for 09.0=ijk , the critical line originating from critical 
point of n-tetradecane shows phase instability leading to formation of LCEP as shown in 
Fig. 6.41. Beyond LCEP this critical line becomes unstable and continues to higher 
pressure after showing minima in temperature and pressure below the critical point of 
carbon dioxide. The critical line emerging from the critical point of carbon dioxide also 
shows phase instability forming UCEP. The LLV line connects these two critical 
endpoints. It should be noted here that unlike phase behavior for 09.0=ijk , this LLV line 
is not associated with any of the two quadruple points and exists only between two 
critical endpoints.  
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Fig. 6.42. P-T projection of global phase equilibrium diagram for carbon dioxide- 
               n-tetradecane system using SRK equation of state with 084.0=ijk  
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Fig. 6.43. P-T projection of magnified region A of global phase equilibrium diagram for  
                carbon dioxide-n-tetradecane system using SRK equation of state with  
                084.0=ijk  
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Fig. 6.44. P-T projection of magnified region B of global phase equilibrium diagram for  
                carbon dioxide-n-tetradecane system using SRK equation of state with  
                084.0=ijk  
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Fig. 6.45. x-T projection of global phase equilibrium diagram for carbon dioxide- 
               n-tetradecane system using SRK equation of state with 084.0=ijk  
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P-T and x-T projections of global phase equilibrium diagram are shown in Fig. 6.42-6.44 
and Fig. 6.45 respectively. Unlike the phase behavior for 09.0=ijk , the LLV line 
connecting two quadruple points, intersects the critical line emerging from critical point 
of n-tetradecane instead of intersecting the critical line emerging from critical point of 
carbon dioxide. This leads to appearance of another critical endpoint on the critical line 
originating from critical point of n-tetradecane as shown in Fig. 6.43. The critical line 
beyond this critical endpoint results in the stable critical line that extends at high 
pressures. As with 09.0=ijk , the LLS2  line that emerges from the quadruple point and 
extends at higher pressures, intersects the critical line emerging from the critical point of 
n-tetradecane, leading to formation of critical endpoint where critical phase coexists with 
the solid n-tetradecane as shown in Fig. 6.44. Further tracing of critical line at the 
pressures above this critical endpoint results in metastable critical line. Thus, computed 
global phase equilibrium diagram indicates that transition in the global phase behavior of 
carbon dioxide-n-tetradecane changes from type III to type IV is observed with SRK 
equation of state when ijk  is changed from 0.09 to 0.084. The results are consistent with 
the observation made by Cismondi and Michelsen (2007).  Calculated thermodynamic 
landmarks are summarized in Table 6.12. 
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Table 6.12. Computed critical endpoints for carbon dioxide-n-tetradecane  
                  system with ijk = 0.084  
 
 CEP  
 
CEP LCEP  UCEP  
P (bar) 
 
36.84 
 
326.54 81.38 
 
90.70 
 
T  (K) 
 
276.42 
 
1050.73 
 
311.38 
 
316.38 
 
1Lx  0.9237 
0.0763 
 
0.9428 
0.0572 
 
0.9419 
0.0581 
 
0.9064 
0.0936 
 
2Lx  NA NA NA 
 
NA 
 
Vx  0.9999 
1.2633 x 10
-6 
 
NA 0.9988 
0.0012 
 
0.9894 
0.0106 
 
1LZ  0.1259 
 
2.3011 
 
0.2695 
 
0.3236 
 
2LZ  NA NA NA 
 
NA 
 
VZ  0.6994 
 
NA 0.4280 
 
0.3262 
 
 
 
 
 
Table 6.13. Computed quadruple points for carbon dioxide-n-tetradecane  
                  system with ijk = 0.084  
 
 QP 
(metastable)  
QP 
(stable)  
P (bar) 
 
5.01 
 
26.67 
 
T  (K) 
 
216.54 
 
264.09 
 
1Lx  0.9997 
0.0003 
 
0.9779 
0.0221 
 
2Lx  0.5517 
0.4483 
 
0.8333 
0.1667 
 
Vx  0.9999 
7.8 x 10
-11 
 
0.9999 
1.7209 x 10
-7 
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Table 6.13 (Continued) 
1LZ  0.0113 
 
0.0713 
 
2LZ  0.0487 
 
0.1230 
 
VZ  0.9308 
 
0.7627 
 
 
 
6.11.5. Methane + Hexane 
The binary mixture is methane and hexane is modeled using PR equation of state. Inputs 
for this system are summarized in Table 6.14. 
 
Table 6.14 Inputs for methane + hexane system 
 
 Unit Methane n-Hexane 
Tc  K 190.4 507.6 
Pc  bar 46 30.25 
Vc  cm
3
/mol 99.2 368 
ω   0.011 0.3 
tT  K 90.67 177.84 
A  mol/lt 33.022 10.657 
B  mol/lt -0.01587 -0.004653 
C  mol/lt -0.000155 0 
D  mol/lt 0 0 
E  mol/lt 0 0 
fH∆  J/mol 940 12343 
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Table 6.14 (Continued) 
SCp  J/mol K 43.6009 127.501 
LCp  J/mol K 53.3357 169.393 
 
LVS2  and LVS1 lines for methane, hexane system do not show any phase instability as 
shown in Fig. 6.46 and Fig. 6.47 and extends down to lower pressures and temperatures.  
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Fig. 6.46. P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for carbon methane- 
                 carbon dioxide system using PR equation of state with 0=ijk  
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Fig. 6.47. P-T projections of solid ( 1S )-fluid-fluid equilibrium lines for carbon methane- 
                 carbon dioxide system using PR equation of state with 0=ijk  
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Fig. 6.48. P-T projections of critical lines and LLV line for methane-hexane  
                system using PR equation of state with 0=ijk  
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Fig. 6.49. Magnified P-T projections of critical lines and LLV line in Fig. 6.48 for  
                methane-hexane system using PR equation of state with 0=ijk  
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Fig. 6.50. Magnified P-T projections of critical lines and LLV line in Fig. 6.49 for carbon  
                methane-hexane system using PR equation of state with 0=ijk  
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The P-T projections of critical phenomena observed using PR equation of state and 
0=ijk  are shown in Fig. 6.48-6.50. It is interesting to observe that the critical line 
originating from critical point of hexane extends to the negative pressures, turns back in 
the direction of increasing pressure forming a cusp as shown in Fig. 6.49. Continuation of 
this unstable critical line results in formation of another cusp with maxima in pressure. 
This critical line than turns back in direction of decreasing pressure and eventually 
connects with the critical point of methane. Thus, continuous critical line connecting 
critical points of methane and hexane is observed. However, excluding the critical points 
with negative pressures, the critical points along this continuous critical line is not found 
to be stable for all temperatures and pressures. As shown in Fig. 6.50, the critical line 
originating from critical point of hexane shows phase instability leading to formation of 
LCEP. Beyond LCEP this critical line becomes unstable. Continuation of the critical line 
beyond the LCEP results in second change in phase stability from unstable to stable, 
leading to formation of another critical endpoint, also called UCEP. Also, there exists a 
LLV line connecting these two critical endpoints.  
 
Fig. 6.51-6.52 and Fig. 6.53 show P-T and x-T projections of global phase equilibrium 
diagram for methane-hexane system. Results indicate the phase behavior for this system 
falls into type V in classification scheme by van Konynenburg and Scott. The computed 
thermodynamic landmarks are summarized in Table 6.15.   
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Fig. 6.51. P-T projection of global phase equilibrium diagram for methane-hexane system  
                using PR equation of state with 0=ijk  
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Fig. 6.52. Magnified P-T projection of global phase equilibrium diagram in Fig. 6.51 for 
                 methane-hexane system using PR equation of state with 0=ijk  
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Fig. 6.53. x-T projection of global phase equilibrium diagram for methane-hexane system  
                using PR equation of state with 0=ijk  
 
 
 
Table 6.15 Computed thermodynamic landmarks for methane-hexane system with   
                ijk = 0  
 
 LCEP 
 
UCEP 
P 
(bar) 
 
38.52 
 
48.54 
 
T  
(K) 
 
185.48 
 
192.68 
 
1Lx  0.9482 
0.0518 
 
0.8461 
0.1539 
 
2Lx  NA 
 
NA 
 
Vx  0.9999 
3.6196 x 10
-5 
 
0.9986 
0.0014 
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Table 6.15 (Continued) 
1LZ  0.1299 
 
0.1667 
 
2LZ  NA NA 
VZ  0.5063 
 
0.2909 
 
 
 
6.11.6. Ethylene + Naphthalene 
The system is modeled using PR equation of state with binary interaction parameter 
0=ijk . The inputs for Ethylene-naphthalene system are summarized in Table 6.16. 
 
Fig. 6.54 shows P-T projection of 2S -fluid-fluid equilibrium phenomena for carbon 
dioxide-naphthalene system. Similar to carbon dioxide-naphthalene system, there are two 
branches of LVS2 line, one exists at higher temperature and other exists at lower 
temperature. The higher temperature branch originating from triple point of naphthalene 
shows pressure minimum and continues at higher pressures. Liquid and vapor phase 
merges critically at higher pressure leading to appearance of upper critical endpoint 
(UCEP). The low temperature branch of LVS2  intersects the critical line originating 
from critical point of ethylene forming lower critical endpoint (LCEP). The LVS1  line 
doesn’t show any instability as shown in Fig. 6.55.  
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Table 6.16 Inputs for ethylene-naphthalene system 
 
 Unit Ethylene Naphthalene 
Tc  K 282.41 748.4 
Pc  bar 50.318 40.5 
Vc  cm
3
/mol 129.07 413 
ω   0.087 0.302 
tT  K 103.97 353.4 
A  mol/lt 25.665 9.8311 
B  mol/lt 0 -0.0022759 
C  mol/lt 0 0 
D  mol/lt 0 0 
E  mol/lt 0 0 
fH∆  J/mol 3351 18790 
SCp  J/mol K 0 207.43 
LCp  J/mol K 0 216.234 
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Fig. 6.54. P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for ethylene- 
              naphthalene system using PR equation of state with 0=ijk  
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Fig. 6.55. P-T projections of solid ( 1S )-fluid-fluid equilibrium lines for ethylene- 
              naphthalene system using PR equation of state with 0=ijk  
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Fig. 6.56 shows P-T projection of critical lines in this system. Similar to type IV phase 
behavior for carbon dioxide-n-tetradecane system, the critical line originating from 
critical point of naphthalene shows phase instability leading to formation of LCEP as 
shown in Fig. 6.57. Beyond LCEP this critical line becomes unstable and continues to 
negative pressures and at temperatures that is below the critical temperature of ethylene. 
The critical line emerging from the critical point of ethylene also shows phase instability 
forming UCEP. The LLV line connects these two critical endpoints. It should be noted 
here that this LLV line is not associated with any of the two quadruple points and exists 
only between two critical endpoints.  
 
200 300 400 500 600 700 800
-100
-50
0
50
100
150
200
250
300
Temperature (K)
P
re
s
s
u
re
 (
b
a
r)
Critical lines
CP(Naphthalene)
 
Fig. 6.56. P-T projections of critical lines and LLV line for ethylene-naphthalene system  
                using PR equation of state with 0=ijk  
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Fig. 6.57. Magnified P-T projections of critical lines and LLV line for ethylene- 
                naphthalene system using PR equation of state with 0=ijk  
 
 
PT and xT  projections of global phase equilibrium diagram are shown in Fig. 6.58-6.59 
and Fig. 6.60 respectively. The critical line originating from critical point of naphthalene 
exhibits maximum in pressure and intersects LVS2 line originating from triple point of 
naphthalene forming UCEP. Similarly, the critical line originating from critical point of 
ethylene intersects the second branch of LVS2 line forming LCEP.  
 
The critical line at pressures below the point of intersection of LVS2  line and critical line 
(UCEP) is locus of metastable critical points. Fig. 6.59 shows magnified P-T projections 
near critical point of carbon dioxide. The critical line originating from critical point of 
ethylene intersects LVS2 line forming LCEP. The critical line for temperatures above this 
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LCEP becomes metastable. The LLV line emerging from metastable CEP (point of 
occurrence of phase instability along the critical line originating from critical point of 
naphthalene) intersects with this metastable critical line leading to appearance of 
metastable critical endpoint. The critical line at temperatures above the metastable critical 
endpoint forms a cusp with maxima in temperature and traces back with decreasing 
temperature and decreasing pressures. This critical line eventually traces to negative 
pressures and lower temperatures as shown in Fig. 6.59.   
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Fig. 6.58. P-T projection of global phase equilibrium diagram for ethylene- 
               naphthalene system using PR equation of state with 0=ijk  
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Fig. 6.59. Magnified P-T projections of critical endpoints for ethylene-naphthalene  
               system using PR equation of state with 0=ijk  
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Fig. 6.60. x-T projection of global phase equilibrium diagram for ethylene- 
               naphthalene system using PR equation of state with 0=ijk  
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Table 6.17 Computed thermodynamic landmarks for ethylene-naphthalene system using  
                 PR equation of state with ijk = 0  
 
  
LCEP 
(stable) 
 
LCEP 
(metastable)  
 
 
UCEP 
(stable) 
 
UCEP 
(metastable)  
P 
(bar) 
 
51.14 
 
27.88 
 
158.17 
 
52.34 
 
T  
(K) 
 
283.41 
 
258.42 
 
311.14 
 
284.80 
 
1Lx  0.9996 
0.0004 
 
0.9089 
0.0911 
 
0.8926 
0.1074 
 
0.7100 
0.2900 
 
2Lx  NA NA 
 
NA NA 
 
Vx  NA 0.9999 
3.2221 x 10
-6 
 
NA 0.9989 
0.0011 
 
1LZ  0.3036 
 
0.0817 
 
0.4262 
 
0.1673 
 
2LZ  NA NA NA NA 
VZ  NA 0.6527 
 
NA 0.2970 
 
 
 
6.11.7. 2-Butanol + Water 
The inputs for carbon 2-butanol, water system is summarized in Table 6.18. Since 
classical mixing rules are not suitable for such highly non-ideal system, we have used 
Peng-Robinson equation of state with Wong-Sandler mixing rules with temperature 
dependent mixing parameters as found in Alvarado el. al., 1998. The LVS2 line extends 
to lower pressure and temperatures without showing any phase instability as shown in 
Fig. 6.61.  
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Table 6.18. Input for 2-butanol-water system 
 Unit 2-Butanol water 
Tc  K 536.05 647.14 
Pc  bar 41.79 220.64 
Vc  cm
3
/mol 269 55.95 
κ   0.3641 -0.06635 
ω   0.574 0.344 
tT  K 184.7 273.16 
A  mol/lt 14.7 53.03 
B  mol/lt 0 -0.007841 
C  mol/lt 0 0 
D  mol/lt 0 0 
E  mol/lt 0 0 
fH∆  J/mol 5970 285830 
SCp  J/mol K 107.18 38.12 
LCp  J/mol K 130.47 76.15 
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Fig. 6.61. P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for 2-butanol, water  
                system using PR equation of state with 3.0=ijk  
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Fig. 6.62. P-T projections of critical lines for carbon methane-hexane  
                system using PR equation of state with 3.0=ijk  
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The continuous critical line connecting the critical points of water and 2-butanol is found 
as indicated by the P-T projection of critical line shown in Fig. 6.62.  
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Fig. 6.63. P-T projections of closed loop critical line and associated LLV line for 2- 
                butanol, water system using PR equation of state with 3.0=ijk  
 
The existence of closed loop critical line has been verified for 2-butanol-water system 
experimentally by Alvarado el. al., 1998. As shown in Fig. 6.63, the presence of closed 
loop critical line is successfully detected using continuation based global method. Also, 
LLV compositions between two endpoints of closed loop critical line suggests existence 
of heterogeneous azeotrope for this system.  
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Fig. 6.64. P-T projections of global phase equilibrium diagram for 2-butanol, water  
                system using PR equation of state with 3.0=ijk  
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Fig. 6.65. x-T projections of global phase equilibrium diagram for 2-butanol, water  
                system using PR equation of state with 3.0=ijk  
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Fig. 6.64-6.65 show P-T and x-T projections of global phase equilibrium diagram for 2-
butanol, water system using 3.0=ijk . The presence of closed loop critical line suggests 
that computed phase diagram is of type VI. The experimental results by Alvarado el. al., 
1998 also verified this conclusion. Pure azeotropic point (PAP) and critical azeotropic 
point (CAP) are successfully located using the methodology described earlier while 
tracing the pure component liquid-vapor line and the critical line respectively. Associated 
azeotropic lines are then traced. Results in Fig. 6.65 indicate that the system shows three 
PAP; two of which appear on 2-butanol vapor-liquid line and one appears on vapor-liquid 
line of water. Also, there exists a critical azeotropic point (CAP) on the continuous 
critical line connecting critical points of 2-butanol and water. The azeotropic line 
emerging from CAP terminates at one of the PAP on 2-butanol vapor liquid line. The 
azeotropic line originating from second PAP on the 2-butanol vapor-liquid line intersects 
the LVS2 forming azeotropic endpoint (AEP). On further tracing of this azeotropic line, it 
becomes metastable and terminates at some low temperature.  For ijk =0.3, when 
azeotropic line is traced from PAP appearing on water liquid-vapor line, it intersects 
the LLV line twice at AEP as shown in Fig. 6.65. This suggests that the azeotropic 
phenomena between these two AEP are unstable with respect to formation of vapor 
phase. With further tracing, this azeotropic line intersects the LVS2 forming azeotropic 
endpoint (AEP) after which it becomes metastable and terminates at low value of 
temperature.  For ijk =0.3, total four azeotropic endpoints are found as shown in Fig. 6.65. 
In summary, for ijk =0.3, three PAP, one CAP and four AEP are observed for 2-butanol-
water system with Peng-Robinson equation of state and Wong -Sandler mixing rules.  
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When ijk  is changed from 0.3 to 0.28, keeping all other temperature dependent parameter 
of Wong-Sandler mixing rules identical, a phenomenon of heterogeneous azeotrope is not 
observed as shown in Fig. 6.67. Moreover, the azeotropic line emerging from the PAP 
appearing on the water liquid-vapor line doesn’t intersect the LLV line. Therefore 
number of AEP reduces from four to two when ijk  is changed from 0.3 to 0.28. Other 
than these two differences, all azeotropic and critical phenomena is qualitatively identical 
to those observed for ijk =0.3. In summary, for ijk =0.28, three PAP, one CAP and two 
AEP are observed. Also, a phenomenon of heterogeneous azeotrope is not observed for 
this value ijk =0.28. 
 
200 300 400 500 600 700 800
0
100
200
300
400
500
600
700
800
900
Temperature K
P
re
s
s
u
re
 b
a
r
Critical line
Critical line
SL
LV
 
Fig. 6.66. P-T projections of global phase equilibrium diagram for 2-butanol, water  
                system using PR equation of state with 28.0=ijk  
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Fig. 6.67. x-T projections of global phase equilibrium diagram for 2-butanol, water  
                system using PR equation of state with 28.0=ijk  
 
 
 
The computed thermodynamic landmarks for 3.0=ijk and 28.0=ijk are summarized in  
Table 6.19 to Table 6.23.  
 
 
Table 6.19. Computed critical endpoints for 2-butanol + water system using 3.0=ijk  
 
 CEP  
 
CEP 
P 
(bar) 
 
0.0098 
 
2.60 
 
T  
(K) 
 
277.52 
 
395.59 
 
1Lx  0.1555 
0.8444 
 
0.1234 
0.8766 
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Table 6.19 (Continued) 
2Lx  NA 
 
NA 
 
Vx  0.3471 
0.6529 
 
0.2254 
0.7746 
 
1LZ  1.162 x 10
-5 
 
0.002253193604 
2.2532 x 10
-3
 
2LZ  NA NA 
VZ  0.9997 
 
0.9747 
 
 
 
 
Table 6.20. Computed azeotropic endpoints for 2-butanol + water system using 3.0=ijk  
 
 AEP  
 
AEP  AEP AEP  
P 
(bar) 
 
0.0054 
 
0.0069 
 
0.1215 
 
0.8264 
 
T  
(K) 
 
269.91 
 
272.70 
 
317.44 
 
360.91 
 
1Lx  0.8411 
0.1589 
 
0.4342 
0.5658 
 
0.3451 
0.6549 
 
0.2858 
0.7142 
 
2Lx  NA 
 
NA 
 
0.0364 
0.9636 
 
0.0425 
0.9575 
 
Vx  0.8411 
0.1589 
 
0.4342 
0.5658 
 
0.3451 
0.6549 
 
0.2858 
0.7142 
 
1LZ  1.81173 x 10
-5
 
 
1.2877 x 10
-5 
 
1.7722 x 10
-4 
9.9708 x 10
-4 
2LZ  NA NA 1.0576 x 10
-4 
 
6.6261 x 10
-4 
 
VZ  0.9997 
 
0.9998 
 
0.9975 
 
0.9888 
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Table 6.21. Computed pure azeotropic points and critical azeotropic points for 2-butanol 
                   + water system using 3.0=ijk  
 
 PAP  
 
PAP  PAP CAP  
P 
(bar) 
 
0.0130 
 
1.3920 
 
41.6149 
 
194.52 
 
T  
(K) 
 
282.08 
 
381.42 
 
525.13 
 
682.78 
 
1Lx  0.9990 
0.0010 
 
0.9990 
0.0010 
 
0.0010 
0.9990 
 
0.4424 
0.5576 
 
Vx  0.9990 
0.0010 
 
0.9990 
0.0010 
 
0.0010 
0.9990 
 
0.4424 
0.5576 
 
1LZ  5.1493 x 10
-5 
 
0.004624112899 
4.6241 x 10
-3 
0.0268 
 
0.3073 
 
VZ  0.9992 
 
0.9604 
 
0.8465 
 
0.3076 
 
 
 
Table 6.22. Computed critical endpoints and azeotropic endpoints for 2-butanol + water 
system using 28.0=ijk  
 CEP  
 
CEP AEP  
 
AEP  
 
P (bar) 
 
0.0127 
 
2.13 
 
5.5085 x 10
-3 
6.7491 x 10
-3 
T  (K) 
 
281.20 
 
389.40 
 
270.29 
 
272.64 
 
1Lx  0.1531 
0.8469 
 
0.1229 
0.8771 
 
 
0.8087 
0.1913 
 
0.4432 
0.55682 
 
2Lx  NA 
 
NA 
 
NA 
 
NA 
 
Vx  0.3430 
0.6570 
 
0.2283 
0.7717 
 
0.8087 
0.1913 
 
0.4432 
0.5568 
 
1LZ  1.499 x 10
-5 
 
1.8816 x 10
-4
 1.7866 x 10
-5 
1.2993 x 10
-5 
2LZ  NA NA NA NA 
VZ  0.9996 
 
0.9780 
 
0.9997 
 
0.9998 
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Table 6.23. Computed pure azeotropic points and critical azeotropic  points for 2-butanol 
                   + water system using 28.0=ijk  
 
 PAP  
 
PAP  PAP CAP  
P (bar) 
 
0.0169 
 
1.04 
 
38.81 
 
193.49 
 
T  (K) 
 
286.05 
 
372.61 
 
521.03 
 
683.54 
 
1Lx  0.9990 
0.0010 
 
0.9990 
0.0010 
 
0.0010 
0.9990 
 
 
0.4400 
0.5600 
 
Vx  0.9990 
0.0010 
 
0.9990 
0.0010 
 
0.0010 
0.9990 
 
0.4400 
0.5600 
 
1LZ  0.00006670992
3 
6.6710 x 10
-5 
 
0.003486064016 
3.3486 x 10
-3 
 
0.0250 
 
0.3074 
VZ  0.9989 
 
0.9685 
 
0.8542 
 
0.3074 
 
6.12. Conclusion 
We have developed systematic methodology for automatic generation of global phase 
equilibrium diagram. The algorithm is not only able to generate all major six types of 
phase diagrams but also can handle different types of solid-fluid topography resulting 
from the presence of solid phase. The methodology is also capable of locating and tracing 
all possible azeotropic phenomena appearing in global phase equilibrium diagram. The 
algorithm doesn’t require prior knowledge about phase behavior and can be applied to 
any pressure explicit equation of state. Accurate derivatives are calculated using forward 
mode automatic differentiation. The presence of closed loop critical line (type VI phase 
behavior) can be reliably predicted using Newton homotopy continuation method by 
locating all critical roots within the temperature interval.  
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Chapter 7. 
Global Phase Equilibrium Diagram for Ternary System 
 
7.1. Introduction 
In a wide varied of industrial processes such as supercritical fluid extraction for tea or 
coffee decaffeination and for recovery of components in natural products such as hops, 
essential oils and nutraceuticals, it is a common practice to add a chemical modifier, 
called cosolvent or entrainer, to supercritical fluid to enhance solid solubility or 
selectivity. For example, when a solid component to be solubalise in supercritical fluid is 
a polar substance, polar cosolvent such as ethanol or methanol can be added to 
supercritical carbon dioxide. When cosolvent is added to supercritical fluid to enhance 
solubility, possibility of formation of other liquid phase is much more compared to the 
binary system. Material processing techniques such as GAS (Gas anti solvent) or SAS 
(supercritical antisolvent processes) also requires knowledge of operating condition at 
which solid precipitation from a liquid solution occurs due to addition of pressurized gas. 
Also, for many reactions in supercritical fluids knowledge of phase behavior is important 
because often, a single phase operation is desired. Hence in order to design all these 
processes, it is desired that ternary solid-fluid phase behavior is captured for wide range 
of temperature and pressure using suitable equation of state.  
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Although, most processes of interest have more than just two components, the available 
data that can assist in understanding the high pressure phase behavior for ternary system 
are very meager. This absence of data may be due to the fact that complete experimental 
characterization of ternary phase behavior is daunting task and require great amount of 
resources. In such case the global phase behavior of constituent binary mixtures can 
provide valuable insight into the nature of phase behavior for ternary system. The 
extension to ternary phase behavior from binary mixtures can be obtained by calculations 
of critical surfaces. Furthermore, in order to understand influence of solid phase on 
ternary phase behavior, solid-liquid-vapor surfaces can be calculated once phase 
diagrams for the constituent binary system are available.   
 
7.1.1. Critical Transitions in Ternary Mixtures.  
A critical transition occurs when all of the physical properties of coexisting phases 
become identical. The nature of the critical transition is a good indicator of the global 
nature of the phase behavior of the fluid, as exemplified for binary fluid mixtures, by the 
work of van Konynenburg and Scott (1980) which is discussed in earlier. Sadus (1992, 
1993) has reported following types of critical transitions based on phenomenological 
interpretation of critical calculations.  
 
1. Multiphase critical points (i.e. tricritical, tetracritical etc.) involving three or more 
phases undergoing simultaneous transition to produce a single homogenous phase.  
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2. Class 2: Lower critical solution phenomena (LCST) and gas-liquid critical transition 
meet at a relatively low temperature. A critical transition is between two-phase liquid-
liquid and two phase gas-liquid phenomena.  
3. Class 3(a): A line of LCST and an UCST locus meet. The resulting critical transition is 
between the different liquid-liquid phenomena.  
4. Class 3(b): There is a transition between two different two-phase upper critical solution 
phenomena.  
 
The only classification study found in literature was due to Bluma and Dieters (1999). 
They determined eight different classes of ternary fluid mixtures and their relationship to 
the classes of the binary subsystems from van der Waals equation of state. The binary 
subsystems considered were type I, type II, and type III.  
 
Thus, successful generation of global phase equilibrium diagram for ternary system not 
only provide valuable computational tool to help in classification of ternary phase 
diagram, it also helps to identify meaningful operating conditions for various industrial 
processes as described earlier. Experimental efforts to study phase behavior of ternary 
system also reduces significantly with aid of such tool.  
 
Different thermodynamic phenomena that are observed in binary system provide good 
initial insight into phase behavior of ternary system. According to Gibbs phase rule, when 
binary system is extended to ternary, one additional degree of freedom appears due to 
increase in number of components. Therefore, phase equilibrium having zero degree of 
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freedom in binary system extend to phenomena with one degree of freedom for ternary. 
Similarly, phase equilibrium having one degree of freedom have two degree of freedom 
in ternary system. Geometrically, this means that phase equilibriums shown as a point 
and a curve binary global phase equilibrium diagram transforms to curve and region 
respectively. We will now describe formulation of various types of phase equilibrium for 
ternary system starting with those having one degree of freedom.  
 
7.2. Phase Equilibrium with One Degree of Freedom  
Several different phase equilibrium phenomena with zero DOF are observed in binary 
system such as critical endpoint (CEP), Azeotropic critical point (ACP), quadruple point 
(QP), and azeotropic endpoint (AEP). The associated phenomena in ternary are critical 
endpoint curve (CEC), critical azeotropic curve (CAC), quadruple curve (QC) and 
azeotropic endpoint curve (AEPC) respectively. It is important to trace these curves as 
they represent edges common to the two surfaces in global ternary phase diagram. The 
formulation of each of the phenomena is described here  
 
7.2.1. Critical Endpoint curve 
As explained before, criticality conditions based on formulation by Heidemann and 
Khalil are,  
 
0=∆nQ           (7.1) 
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,, 0         (7.2) 
 
01 =−∆∆ nnT           (7.3) 
 
Along critical endpoint curve, critical phase is in equilibrium with noncritical phase. 
Therefore, phase equilibrium is described by  
 
( ) 0,,,, 321 =VcTnnnF        (Criticality conditions)     (7.4) 
 
The equifugacity relations are 
 
( ) ( ) 0,,,,,,,,,, 321321 =− PTZyyyfPZcTnnnf VViCi   3,2,1=i          (7.5-7.7) 
 
Equation of state for non critical phase is  
 
( ) 0,,,,, 321 =VZPTyyyF         (7.8) 
 
Constraints for mole numbers and mole fractions are 
 
01321 =−++ nnn          (7.9) 
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01321 =−++ yyy          (7.10) 
 
When noncritical phase is a solid phase, one of the three equifugacity equations (7.5-7.7) 
is modified to  
 
( ) ( ) 0,,,,, 321 =− PTfPZcTnnnf
S
i
C
i    i =1, 2 or 3   (7.11) 
 
 
Eight unknowns for these equations are mole numbers of critical phase 321 ,, nnn , mole 
fractions of noncritical phase 321 ,, yyy , compressibilities Zc , 
VZ  and pressure P . 
Temperature T is chosen as a continuation parameter. Tracing of critical endpoint curve 
begins with binary critical endpoints. Therefore, values of mole fractions, pressure and 
compressibility factors for binary critical endpoint provide good initial point to trace the 
curve. Mole fractions and mole numbers of component not associated with binary critical 
endpoint can be chosen as arbitrarily small value, for example, 10
-5
. 
 
7.2.2. Quadruple Curve 
Solid-liquid-liquid-vapor (SLLV) of liquid-liquid-liquid-vapor (LLLV) equilibrium exists 
along the quadruple curve. The modeling equations can be expressed as below.  
 
For SLLV equilibrium, the equifugacity relations are 
 
0),(),,( 1
1 =− TPfTPZf Si
LL
i          2,1=i  or 3            (7.12) 
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0),,(),,( 2
211 =− TPZfTPZf LLi
LL
i     3,2,1=i      (7.13-7.15)  
 
0),,(),,( 2
2 =− TPZfTPZf LLi
VV
i     3,2,1=i      (7.16-7.18) 
 
Equation of state can be written for each phase as  
 
0),,,,,( 1321 =TPZxxxF
L         (7.19) 
   
0),,,,,( 2321 =TPZzzzF
L         (7.20) 
 
0),,,,,( 321 =TPZyyyF
V         (7.21) 
 
Mole fraction constraints become 
01321 =−++ xxx          (7.22) 
 
01321 =−++ zzz          (7.23) 
 
01321 =−++ yyy          (7.24) 
 
If temperature T is set as a parameter, thirteen unknowns are mole fractions of each of 
the liquid phase, 321321 ,,,,, zzzxxx , vapor phase mole fractions 21 , yy , 3y , 
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compressibility VLL ZZZ ,, 21  and pressure P . The quadruple curve can be traced from 
each of the binary quadruple point. The starting point on QC will have all compositions, 
compressibility and pressure of binary quadruple point. As with critical endpoint curve, 
composition of component not associated with binary QC can have arbitrary small 
values, for example, 10
-5
.  
 
 
Three liquid phase and one vapor phase are in equilibrium along the LLLV curve. 
Therefore, all modeling equations for SLLV curve apply except the equifugacity relation 
for solid phase. The additional equations due to the third liquid phase are  
 
0),,(),,( 3
322 =− TPZfTPZf LLi
LL
i     3,2,1=i      (7.25-7.27) 
 
0),,,,,( 3321 =TPZaaaF
L         (7.28) 
 
01321 =−++ aaa          (7.29) 
 
where 321 ,, aaa  are mole fractions of 3L  liquid phase. Seventeen unknowns in this case 
are mole fractions of each of the liquid phase, 321321 ,,,,, zzzxxx , 321 ,, aaa , vapor phase 
mole fractions 21 , yy , 3y , compressibility 
VLLL ZZZZ ,,, 321 and pressure P . Temperature 
T can be chosen as a parameter.  If there are any LLLV points associated with global 
phase equilibrium diagram of binary systems, they can be extended as a curve when 
generating global phase equilibrium diagram for ternary system. The procedure similar to 
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that discussed for SLLV equilibrium curve or critical endpoint curve should be followed 
to generate initial point along the LLLV curve.  
 
 
7.2.3. Critical Azeotropic Curve 
 
It is trace of all critical azeotropes in ternary system. Modeling equations are (Nezbeda et 
al., 1997) 
 
0
21
=





∂
∂
=





∂
∂
n
P
n
P
         (7.30) 
 
 
0=





∂
∂
V
P
          (7.31) 
 
 
0
2
2
=





∂
∂
V
P
          (7.32) 
 
 
( ) 0,,,, 321 =ZPTnnnF         (7.33) 
 
  
01321 =−++ nnn          (7.34) 
 
 
Critical azeotropic curve can be traced with temperature as a parameter. Five unknowns 
in this case are mole numbers 321 ,, nnn , compressibility Z and pressure P . 
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7.2.4. Azeotropic Endpoint Curve 
Along azeotropic endpoint curve, the azeotropic phase is in equilibrium with another 
non-azeotropic phase. Therefore, in addition to modeling equations for liquid-liquid-
vapor phase equilibrium described above, following relations are satisfied.  
 
 
011 =− yz , 022 =− yz     or       (7.35-7.36) 
 
 
011 =− yx , 022 =− yx   
 
  
Similar to the quadruple curve, if temperature T is set as a parameter, thirteen unknowns 
are mole fractions of each of the liquid phase, 321321 ,,,,, zzzxxx , vapor phase mole 
fractions 21 , yy , 3y , compressibility 
VLL ZZZ ,, 21  and pressure P . The AEPC can be 
traced from each of the binary azeotropic endpoints. The initial point on AEPC will have 
all compositions, compressibility and pressure of corresponding binary AEP. As with 
other degree of freedom one phenomena described before, composition of component not 
associated with binary AEP can have arbitrary small values, for example, 10
-5
.  
 
7.2.5. Double Azeotropic Curve 
Double azeotrope is a phenomenon where three phases are in equilibrium with identical 
compositions and different densities. Therefore, in addition to liquid-liquid-vapor 
equilibrium equations, following relations are satisfied.  
  
01111 =−=− zyyx              (7.37-7.38) 
02222 =−=− zyyx  
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In binary phase diagram, DA appears as a point of intersection of two azeotropic lines. 
From all such points, DAC can be traced starting with associated binary DP. The initial 
point on DAC can be obtained from binary DP values. As stated before, the composition 
of component not associated with binary DP can assume arbitrarily small value.  
 
7.3. Phase Equilibrium with Zero Degree of Freedom  
As explained before, phase equilibrium phenomena with zero degree of freedom appears 
as a point in ternary phase diagram. They can be located while tracing the degree of 
freedom one phenomena. Formulations and explanation of all such phenomena are 
described in this section.  
 
7.3.1. Tricritical Point 
 
In global phase equilibrium diagram of ternary system, tricritical point occurs when two 
critical endpoint curves intersects, as exemplified by Adrian et al. (1998). Thus, three 
phases become identical at tricritical point. Thermodynamically, a tricritical point is 
defined by following conditions (Kohse and Heidemann, 1993) 
 
0
,
=





∂
∂
TP
i
i
x
G
    for 4,3,2=i  and 5           (7.39-7.42) 
 
 
 
7.3.2. Quadruple Critical Endpoint 
 
Quadruple critical endpoint (QCEP) arises due to coexistence of a critical phase and two 
noncritical phases in presence of solid phase. It is also a point of intersection of QC and 
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CEC. While tracing QC, if two of the fluid phases merge critically, QCEP can be located 
subsequently by solving following phase equilibrium relations 
 
 
( ) 0,,,, 321 =VcTnnnF        (Criticality conditions)                (7.43) 
 
The equifugacity relations are 
 
( ) ( ) 0,,,,,,,,,, 321321 =− PTZyyyfPZcTnnnf VViCi   3,2,1=i      (7.44-7.46) 
 
 
( ) ( ) 0,,,,,,,,,, 321321 =− PTZyyyfPZTxxxf VViLLi  3,2,1=i      (7.47-7.49) 
 
 
Equation of state for each of the phases is  
 
 
( ) 0,,,,, 321 =ZcPTnnnF                                  (7.50) 
 
 
0),,,,,( 1321 =TPZxxxF
L         (7.51) 
 
 
0),,,,,( 321 =TPZyyyF
V         (7.52) 
 
 
Constraints on mole numbers and mole fractions are 
 
 
01321 =−++ nnn          (7.53) 
 
 
01321 =−++ xxx          (7.54) 
 
 
01321 =−++ yyy          (7.55) 
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If one of the noncritical phase is solid, all of the above equations remains same except 
that fugacity relations given by equations 7.44 to 7.46 is changed to 
 
( ) ( ) 0,,,,,, 321 =− PTfPZTxxxf SiLLi                2,1=i  or 3    (7.56) 
 
 
 
7.3.3. Quadruple Azeotropic Endpoint 
 
Quadruple azeotrpoic endpoint appears on quadruple curve when composition of any of 
the two fluid phases becomes identical.  QAEP point also arises when azeotropic end 
curve shows phase instability resulting in phase equilibrium where azeotropic phases are 
in equilibrium with two other phases. Thus, QAEP is a point of coalescence of AEC and 
QC.  
 
When the phase equilibrium at QAEP consists of all fluid phases, in addition to the LLLV 
phase equilibrium described by equations 7.13-7.24 and 7.25-7.29, condition for equality 
of compositions is satisfied. Similarly, when solid phase is present, SLLV phase 
equilibrium equations given by 7.12-7.24 are satisfied in addition to the conditions of 
equality of composition. Thus, at QAEP 
 
011 =− yx , 022 =− yx   or           (7.57-7.58) 
 
 
011 =− yz , 022 =− yz   or           (7.59-7.60) 
 
 
011 =− ya , 022 =− ya              (7.61-7.62) 
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Here, 2121 ,,, zzxx , 21 ,aa are liquid phase mole fractions and 21 , yy  are vapor phase mole 
fractions.  
 
QAEP can be located by monitoring phase compositions while tracing the quadruple 
curve. If mole fractions of any of the two phases approaches equality, equations for 
QAEP can be solved easily using Newton based local method. Eighteen unknowns to be 
solved for QAEP are mole fractions of each of the liquid 
phase, 321321321 ,,,,,,,, aaazzzxxx , vapor phase mole fractions 21 , yy , 3y , compressibility 
VLLL ZZZZ ,,, 321 , pressure P and temperature T . 
 
7.3.4. Quintuple Point 
At quintuple point, five phases are in equilibrium. Therefore, in addition to modeling 
equations for LLLV curve as described before, following equations relating fugacity of 
additional phase apply. 
 
For LLLLV equilibrium 
 
0),,(),,( 3
433 =− TPZfTPZf LLi
LL
i    3,2,1=i       (7.63-7.65) 
 
 
01321 =−++ bbb                     (7.66) 
 
 
0),,,,,( 4321 =TPZbbbF
L                    (7.67)  
 
 
Where 21 ,bb and 3b are mole fraction of liquid phase 4L . Equation 7.67 is equation of 
state for this liquid phase.  
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For SLLLV equilibrium, these additional equations are 
 
 
0),(),,( 2
3 =− TPfTPZf Si
LL
i    2,1=i or 3              (7.68)  
 
7.3.5. Critical Azeotropic Endpoint 
Critical azeotropic endpoint (CAEP) occurs when critical azeotrope becomes unstable 
resulting in a formation of second phase. With respect to generation of global phase 
equilibrium diagram for ternary system, CAEP appears when azeotropic phase becomes 
critical during tracing of the AEP curve. CAEP can also arise while generating critical 
azeotropic curve due to occurrence of phase instability which results in a formation of 
second noncritical phase. Thus, CAEP is a point of intersection of AEC and CEC. The 
modeling equations for CAEP include those for the CAC as described by equations 7.30-
7.34 and  
 
( ) ( ) 0,,,,,,,,,, 321321 =− PTZyyyfPZcTnnnf VViCi   3,2,1=i      (7.69-7.71) 
 
0),,,,,( 321 =TPZyyyF
V         (7.72) 
 
01321 =−++ yyy          (7.73) 
 
The unknowns to be solved for are mole numbers 321 ,, nnn , mole fractions 321 ,, yyy , 
compressibilityZc , VZ , P  and T . 
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7.3.6. Critical Double Azeotropic Point  
Critical double azeotrope arises when two of the phase of double azeotropic curve 
becomes critical. This is also a point of intersection of critical azeotropic curve and 
double azeotropic curve. Therefore, all equations for critical endpoint curve described by 
equations 7.4-7.11 apply. In addition, a condition for equality of compositions also 
occurs. These conditions then become 
 
02211 =−=− ynyn             (7.74-7.75) 
 
7.3.7. Double Azeotropic Endpoint 
This phenomenon is observed when phase instability occurs along double azeotropic 
curve leading to formation of another phase that is in equilibrium with double azeotrope. 
Thus, DAEP is point of intersection of four phase equilibrium curve and double 
azeotropic curve. At DAEP, all modeling equations for LLLV equilibrium apply, in 
addition to the conditions for equality of compositions. Therefore,  
 
01111 =−=− zyyx             (7.76-7.77) 
 
 
02222 =−=− zyyx             (7.78-7.79) 
 
7.4. Phase Equilibrium with Two Degree of Freedom 
As explained before, phase equilibrium associated with two degree of freedom appears as 
curve in global phase equilibrium diagram for binary system. However, in a global phase 
equilibrium diagram of ternary system, they appear as a surface can be traced from 
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associated binary phenomena. We described here possible phenomena with two degree of 
freedom that arises in ternary system.  
 
7.4.1. Critical Surface 
Each point on critical surface obeys criticality conditions as described by equations 7.1 – 
7.3. Having calculated critical lines for binary system, we propose a method to locate 
critical surface where TP − locus of the binary critical line is divided into number of 
arbitrary intervals by selecting points at different location along the length of critical 
curve. Since critical surface for ternary system has two degree of freedoms, one of the 
variables from pressure and temperature has to be fixed in order to calculate critical 
points. We keep temperature constant and choose pressure as a continuation parameter 
while calculating critical points. Similarly, if temperature is chosen as a continuation 
parameter, pressure is kept constant.  
 
The critical points are then be calculated by tracing the critical curve for ternary system 
as given by equations 7.1-7.3, starting from each point that is present along the binary 
critical curve. Thus, critical surface associated with the binary critical curve is generated 
when this procedure is complete. The initial point for continuation of ternary critical 
points from each point along the binary critical curve can be obtained from values 
associated with binary critical point. Arbitrarily small value of mole number, for example 
10
-5
, can be applied for component not associated with the binary pair.  
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7.4.2. Solid-Liquid-Vapor Surface 
As with the critical phenomena, solid-liquid-vapor (SLV) equilibrium appears as a surface 
in global phase equilibrium diagram for ternary due to increased number of degree of 
freedom from one in binary system to two in ternary system. The methodology similar to 
that followed for locating critical surface can be followed to locate SLV surface. As with 
the critical surface, the computation begins with SLV curve of associated binary pair. To 
locate SLV surface from binary SLV curve, we propose a method in which TP − locus of 
the binary SLV curve is divided into number of arbitrary intervals by selecting points at 
different location along the length of SLV curve. 
 
Since SLV surface for ternary system has two degree of freedoms, one of the variables 
from pressure and temperature has to be fixed in order to calculate SLV equilibrium 
points. We keep temperature constant and choose pressure as a continuation parameter 
while calculating SLV equilibrium points.  
 
The SLV equilibrium points are then calculated by tracing the SLV curve for ternary 
system, starting from each point that is present along the binary SLV curve. Thus, SLV 
surface associated with the binary SLV curve is generated when ternary SLV equilibrium 
curve is traced for all points along the binary SLV curve. As with the critical surface, the 
initial point for continuation of ternary SLV points from each point along the binary SLV 
curve can be obtained from values associated with binary SLV point. Arbitrarily small 
value of mole fraction, for example 10
-5
, can be applied for component not associated 
with the binary pair.  
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Fig. 7.1. Schematic of procedure for calculation of global phase equilibrium diagram for  
            ternary system 
Gnerate GPED for each of the 
constituent binary systems as 
described earlier 
Stable 
Unstable 
Critically merge 
Locate Quintuple point (7.63-
7.68) and trace quadruple curves 
(7.12-4.24) emerging from this 
point 
Locate quadruple critical 
endpoint (7.43-7.56) and 
trace critical endpoint 
curves (7.1-7.11) 
emerging from QCEP  
Unstable 
Locate QCEP (7.43-7.56) 
and trace critical endpoint 
curve (7.1-7.11) and 
quadruple curve (7.12-
7.24) emerging from this 
CEP 
Trace quadruple curve 
(Eqs.7.12-7.24) from 
all binary quadruple 
points 
Connecting 
block A 
Trace critical endpoint 
curve (7.1-7.11) from all 
binary critical endpoints 
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Fig. 7.1 (Continued) 
 
 
7.4.3. LLV  Surface 
 
LLV surfaces can be traced from associated binary LLV lines by following the same 
procedure as described in critical surface and solid-liquid-vapor surface. The modeling 
equations for LLV equilibrium are described by equations 7.13-7.24.  
 
 
7.5. Methodology to Generate Global Phase Equilibrium Diagram for 
       Ternary System 
 
Schematic of algorithmic strategy is shown in Fig. 7.1. The problem that is to be solved is 
generating all phase equilibrium phenomena having degree of freedom zero, one and two 
from given equation of state model and binary interaction parameters. The first step 
towards implementation of the methodology starts with binary phase diagrams. Global 
A 
Trace critical surface (7.1-
7.3) from all binary critical 
curves till it intersects with 
critical endpoint curve 
Trace SLV surface from all 
binary SLV curves till it 
intersects with critical 
endpoint curve or quadruple 
curve 
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phase equilibrium diagrams for all constituent binary mixtures are generated first using 
the methodology discussed earlier in chapter 6. After all binary phase diagrams are 
generated successfully, all binary phase equilibrium phenomena with zero degree of 
freedom such as CEP, QP, CAP, DAP and those with one degree of freedom such as SLV 
curve, critical curve and LLV curve gets calculated.  
 
The global phase equilibrium diagram for ternary system can be generated from these 
binary thermodynamic landmarks. Starting with binary phase phenomena having zero 
degree of freedom such as quadruple point, quadruple curve is first traced and phase 
stability is checked along the quadruple curve. If phase becomes unstable, the point of 
incipient instability can be located by repetitive phase stability tests on successively 
reduced quadruple curve interval as described in detail in chapter 6.  Once such point is 
located, quintuple point can be found by phase stability and phase split computations. 
Four four-phase lines emerging from the quintuple point are then traced with temperature 
as a continuation parameter.  
 
Instead of a phase becoming unstable, if any of the two phases of quadruple equilibrium 
merges critically while tracing the quadruple curve, the quadruple critical endpoint 
(QCEP) is formed. QCEP can then be solved locally with the initial guess provided by 
the endpoint on quadruple curve.  As explained earlier, two noncritical phases are in 
equilibrium with critical phase at QCEP. Therefore, two CEC emerges from QCEP which 
can be traced subsequently and phase stability is checked along the each of the CEC.  
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In the subsequent step, CEC are traced from each binary CEP and phase stability is 
checked along the curve. If phase instability is detected, QCEP encountered again. In this 
case, the point of incipient instability is first located by repetitive phase stability tests on 
successively reduced CEC intervals as described in detail in chapter 6. Once such point is 
located, QCEP can be found by phase stability and phase split computations.  
 
Other curves emerging from QCEP are the second critical endpoint curve and the four 
phase curve. The critical endpoint curve is traced first and phase stability is checked 
while tracing the curve. In the next step, four phase point emerging from QCEP should be 
traced. In order to locate the initial point on four phase curve, perturbation should be 
applied to composition of critical phase. The different initial guesses produced this way 
are then used as an initial guess to solve for the four phase point. The second critical 
endpoint curve emerging from QCEP is traced with temperature as a continuation 
parameter subsequently.  
 
The next step towards generation of GPED for ternary is to trace all critical surfaces. As 
explained before, critical points of ternary mixture for surface with on of the edges 
formed by critical curve of the binary component pair. The methodology to generate 
critical surface from each of the binary critical curve, as discussed earlier in the chapter, 
is implemented repetitively for all critical curves appearing in all GPED of binary pairs. 
This leads to generation of all possible critical surfaces from binary critical curves. While 
tracing critical points of ternary mixture, program should stop execution if critical 
endpoint curve is found to intersect the critical curve. This point of intersection indicates 
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phase instability of critical point characterized by formation of another noncritical phase 
that is in equilibrium with the critical phase.  
 
Finally, the SLV surface can be generated from all SLV curves formed by binary pairs of a 
ternary mixture. The methodology to generate SLV surface from each of the binary SLV 
curve, as discussed earlier in the chapter, is implemented repetitively for all SLV curves 
appearing in all GPED of binary pairs. This leads to generation of all possible SLV 
surfaces from binary critical curves. While tracing SLV equilibrium points of ternary 
mixture, two possibilities arise. Either two of the fluid phases merge critically resulting in 
the intersection of SLV curve with the CEC or the SLV equilibrium shows phase 
instability leading to intersection of SLV curve with QC. If any of these situations occurs 
while tracing the SLV equilibrium points, program should stop execution.  
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Chapter 8. 
Reliable Computation of Density Roots, Phase Stability and Phase Equilibrium 
using SAFT Equation of State 
 
8.1. Introduction 
In the recent years, with advances in computing technologies and statistical mechanics, 
the molecularly based equations of state like SAFT (statistical associated fluid theory) 
(Chapman et al., 1988, 1990; Huang and Radosz, 1990, 1991; Fu and Sandler, 1995) have 
become increasingly popular tools for modeling the phase behavior, particularly for the 
system involving the associating or the chainlike molecules. Chapman et al. (1988, 1990) 
introduced the statistical associated-fluid theory (SAFT) based on the first-order 
perturbation theory of Wertheim (1987). In the statistical associated-fluid theory, the 
residual Helmholtz energy is given by a sum of expressions to account for the effects of 
short-range repulsions, long-range dispersion forces, chemically bonded aggregation and 
association and/or solvation between different molecules (Chapman et al., 1988, 1990). 
Although various modifications of the SAFT equation have been developed over the 
years, one of the most successful modifications of SAFT was introduced by Huang and 
Radosz (1990, 1991). In their development, the dispersion term in the original SAFT 
equation was modified with that developed by Chen and Kreglevski (1977). Other 
modifications of the SAFT equation of state are, LJ-SAFT in which Lennard-Jones 
served as a reference for the chain formation (Banaszak et al., 1994; Johnson et al., 1994; 
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Muller et al., 1994; Kraska and Gubbins, 1996a, 1996b; Blas and Vega, 1997) and VR-
SAFT in which attractive potentials are allowed to show variable widths (Gil-Villegas et 
al., 1997).  
 
The other most widely used modification was developed by Gross and Sadowski (2001) 
who introduced the perturbed chain-SAFT equation of state based on the perturbation 
theory of Barker and Handerson (1967, 1967a). In their development, unlike the earlier 
modifications of SAFT, a hard chain fluid serves as a reference to the perturbation theory 
rather than the spherical molecules. PC-SAFT has been applied successfully to model 
phase equilibrium of system involving polymers (Gross and Sadowski, 2002a; Tumakaka 
et al., 2002; Gross et al., 2003; Kouskoumvekaki et al., 2004a, 2004b; Lindvig et al., 
2004; vol Solms et al., 2004), polar compounds (Tumakaka et al., 2004; Dominik et al., 
2005) and associating fluids (Gross and Sadowski, 2002b; von Solms et al., 2003). 
Cheluget et al., 2002 modeled fractionation of polyethylene using PC-SAFT. Due to its 
wide use, the modification proposed by Huang and Radosz, (1990, 1991) has been used 
to solve all the test problems considered in this study.   
 
It is often found difficult to calculate the phase behavior reliably from even a relatively 
simple equation of state. SAFT equation of state brings added computational cost when 
modeling phase behavior of associating compounds due to presence of so called internal 
variables that characterizes association behavior of constituent species. Therefore, we felt 
the need to modify the computational procedure for phase stability and phase split 
calculations efficient and reliable methods for phase equilibrium calculations involving 
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SAFT equation before such equation of state can then be incorporated in the library of 
equation of states for global phase equilibrium diagram calculations. For instance, we 
found that simultaneous treatment of external and internal variables leads to poor 
convergence behavior for phase split calculations even if good initial guess are provided 
by phase stability calculations. 
 
Since the number of phases is not known priori in phase equilibrium calculations, the two 
stage strategy is often followed to compute the phase equilibrium as explained by 
Michelsen (1982a, 1982b). First, for the given feed composition and for the fixed 
temperature and pressure, the phase split problem is solved, which determines whether 
the considered mixture will split into two different phases. The second step is the phase 
split problem which determines the compositions of the known number of phases. Once 
the phase split problem is solved, the two phases are then checked for the phase stability. 
If phase instability is encountered, the phase split problem is solved again to obtain an 
improved bound on total Gibbs energy of the system either with same number of phases 
or with increased number of phases.  
 
Reliable computation of the phase equilibrium is equivalent to finding the global 
minimum of the total Gibbs free energy of the system. The nonlinear system of equations 
arise The Khun-Tucker conditions for the minimization of the Gibbs free energy result 
into the set of nonlinear equations. For high pressure multicomponent phase equilibrium 
calculations, these equations take highly nonlinear behavior and therefore can have 
multiple roots that correspond to local minima of the Gibbs free energy of the system. In 
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other words, these are not true phase behaviors of the system because they are not 
observed in nature. Therefore, finding true phase behavior that corresponds to global 
minimum of the Gibbs free energy of the system is very critical for any high pressure 
phase equilibrium calculations.  
 
It is shown that the phase stability analysis is equivalent of the global optimality test that 
determines whether the phase being tested corresponds to the global minimum of the total 
Gibbs free energy. If it is found that the phase is not stable, the phase split calculations 
are performed which seeks the local minimum of the Gibbs free energy of the system. 
The number of phases is changed and the phase stability and phase split calculations are 
repeated till all the phases are found stable with respect to the phase stability test. Clearly, 
the phase stability calculations have to be performed globally to obtain the solution 
corresponding to the global minimum of the Gibbs free energy. Conventional 
initialization dependent techniques (Michelsen, 1982a, 1982b; Lucia et al., 2000) can 
often fail to compute the global minimum of the phase stability problem. Hence there has 
been significant thrust towards development of methods that are more reliable. Adjiman 
et al. (1998a, 1998b) developed α BB (α -based branch and bound) algorithm for global 
optimization of twice continuously differentiable constrained  NLPs which has been 
applied for the calculation of phase equilibrium (McDonald and Floudas, 1995), phase 
and chemical equilibrium (McDonald and Floudas, 1995a, 1997), phase stability 
(McDonald and Floudas, 1995b; Harding & Floudas, 2000) and homogeneous azeotropes 
(Harding et al., 1997; Maranas et al., 1996). Although the method guarantees the global 
solution, very often, the problem has to be reformulated to underestimate several 
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nonconvex terms (Al-Khayyal and Falk, 1983; Maranas and Floudas, 1995) in the 
original problem which also increases number of constraints and variables.  
 
Interval analysis is another approach which gives mathematical and computational 
guarantee of the global optimum solution. Xu and Stadtherr (2002) have applied the 
interval based method to reliably compute the phase stability and the phase equilibrium 
from SAFT equation of state. Although the method is completely reliable, the 
computation time is required for the phase stability and the phase equilibrium 
computations are high even for binary system and can increase further as the number of 
components increases. Also, the technique required special computing environment and 
difficult to implement in existing process simulation packages.  
 
An alternative approach to solve the phase stability problem globally is the use of the 
homotopy continuation method. Sun and Seider (1995) have shown that all the for the 
activity coefficient models and cubic EOS models, all the solutions of the phase stability 
problem can be found out if the homotopy path is started using the well chosen initial 
points. We demonstrate here the use of the homotopy continuation method to reliably 
compute the phase stability and the phase equilibrium problems for the SAFT equation of 
state models.  
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8.2. Problem Formulation 
8.2.1. SAFT Equation of State 
In the SAFT model, molecules of each species are treated as chains composed of equal-
size, spherical segments. The parameters associated with these segments are number of 
segments, temperature independent segment molar volume and temperature independent 
segment interaction energy. As stated earlier, SAFT equation of state expresses the 
residual Helmholtz energy per unit mole of mixture resa (Helmholtz energy relative to 
that of an ideal gas mixture of the same composition and at the same temperature and 
density) as a combination of the hard-sphere, dispersion, chain, and association 
contributions.  
 
assocchaindishsres aaaaa +++=          (8.1) 
 
Here, the sum of the first two terms is the hard-sphere-chain reference system accounting 
for molecular repulsion and chain connectivity (chemical bonding) while the sum of the 
last two terms is the perturbation accounting for molecular attraction and for association 
due to specific interactions like hydrogen bonding (Prausnitz et al., 1999).   
 
The hard sphere contribution hsa is based on the hard sphere equation of state (Boublik, 
1970) and is given by 
 
( ) 







−







−−
−
−+
= )1ln(
1
336
32
3
3
2
02
33
2
3213212
3
ξ
ξ
ξ
ξ
ξξ
ξξξξξξξ
ρπ A
hs
NRT
a
     (8.2) 
 215 
Where ∑
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=
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Here, ρ  is the total molar density of the mixture, ix  is the mole fraction of the 
component i , N is the total number of component in the mixture and AN  is Avogadro’s 
number. iid  is the temperature dependent segment diameter that is given by 
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Here k is Boltzmann’s constant and 
6
2π
τ =  is the packing fraction for closed packed 
spheres. The dispersion term disa used by Huang and Radosz (1990, 1991) is given by 
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Where m is the average segment number, u is average segment energy, η is the packing 
fraction and τ is the upper limit on packing fraction η given by the closest packing of 
equal diameter spheres which is 
6
2π
. ijD  represents Chen and Kreglewski (1977) 
constant. The average values of segment number, segment energy and packing fraction 
are obtained from 
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ijk  is binary interaction parameters that can be fit to the experimental data. im  represents 
number of segments, 
00
iv  is temperature independent segment molar volume and 
0
iu is 
temperature independent segment interaction energy for species i . There are different 
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versions of SAFT that use different expression for dispersion term (Fu and Sandler, 
1995).  The mixing rules used to obtain above expressed average values can also differ. 
For instance, Huang and Radosz (1991) also describe mixing rules based on volume 
fraction. Though we have demonstrated the methodology for particular SAFT model, the 
procedure followed here for reliable computation of phase equilibrium is general and 
applicable to any version of SAFT equation of state.  
 
The chain term obtained from Chapman (1990) can be expressed as 
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Here, )( ii
hs
ii dg is pair correlation function given by 
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The more general correlation function is  
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The association term is expressed as 
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where summation over iA  indicates summation over all association sites over component 
i . iM  is number of association sites on component i .
iAX is the mole fraction of 
molecules of i that are not bonded at the association site iA . This can be calculated from  
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where the summation over jB  gives summation over all association sites on 
component j . It should be noted from equation 8.19 that i
A
X can not be found explicitly. 
Thus, when SAFT model has associated compounds, the additional internal iteration has 
to be implemented to solve for these internal variables i
A
X , except for the cases where 
they can be solved explicitly. The association strength function j
BjA∆ in above equation is 
given by  
( )( ) jBiAijjBiAijhsijjBiA kkTdg 31)/exp( σε −=∆      (8.20) 
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Interactions between site iA and jB  is characterized by SAFT parameters
jBjAε and j
BjAk  
parameters representing association energy and dimensionless association volume 
respectively. In mixture that has associating components, self associated interactions 
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involve same type of site )( BA = while cross associated interactions involve different 
type of sites.  
 
At constant temperature, residual Helmholtz energy of a mixture is function of 
composition of constituent components and mixture density. The SAFT equation of state 
can be expressed in pressure explicit form as,  
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Here, the last term in equation indicates the ideal gas contribution. 
 
8.2.2. Phase Stability Problem 
Whether a mixture at given temperature and pressure will split into two phase or not is a 
crucial step in two step strategy for phase equilibrium calculations and hence require 
application of reliable method. Widely used approach for this is tangent plane distance 
function based approach (Baker et al., 1982; Michelsen, 1982a) where the distance 
between tangent plane at Gibbs free energy surface at given feed composition and the 
Gibbs free energy is observed to determine stability. It this distance ever becomes 
negative over whole composition range, the given mixtures is considered unstable.   
 
Since the SAFT EOS is most conveniently expressed in terms of the Helmholtz energy, 
as explained above, a volume-based formulation of tangent-plane analysis proposed by 
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Nagaragen et al. (1991) is chosen in this study.  For this case, the tangent plane condition 
is expressed in terms of the molar component densities as 
 
( ) ( ) ( ) ( )( )].[ 000 ρρρρρρ −∇+−= aaaD       (8.23) 
 
where ( )ρD  is tangent plane distance, ∇ indicates gradient and 0ρ is density of feed 
mixture. The Helmholtz energy density ( )ρa  can be calculated by adding ideal gas 
mixing term to the residual molar Helmholtz energy (Xu and Stadtherr, 2000) as 
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A feed mixture at constant T, P, and composition (molar densities) is not stable if the 
Helmholtz energy density surface ( )ρa  ever falls below a plane tangent to the surface 
at ( )0ρa , that is, the tangent plane distance function ( )ρD  ever becomes negative. The 
convenient way to determine whether ( )ρD  remains positive over entire range or 
composition or becomes negative at any composition is to first find all the minima of 
( )ρD  and check sign of minimum value among all the minima. If this value is negative 
then feed mixture is considered unstable and will split into two phases. Clearly, it is 
important to find the global minima of tangent plane distance function to reliable predict 
whether a given mixture will split into two phases or not. Therefore unconstrained 
minimization of ( )ρD  should be sought. Alternatively, this optimization problem can be 
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formulated as an equation solving problem. Here, the equations to be solved for are the 
stationary conditions of optimization problem. The stationary conditions for minimization 
of  ( )ρD  can be expressed as 
 
( ) ( ) 00 =∇−∇ ρρ aa          (8.25) 
 
Before mixture of given composition, P and T is to be check for phase stability, it is first 
essential to find true density of the mixture, i.e., the mixture density corresponding to the 
minimum of Gibbs free energy. The element of complexity is added further to the phase 
stability problem by the fact that the given mixture might have more than one density 
roots due to higher order density terms in SAFT equation of state. Hence, first, all the 
density roots associated with SAFT equation of state (Eq. 8.22) should be computed and 
density corresponding to the minimum of Gibbs free energy should be sought. The 
rational behind using volume based formulation for phase stability problem is also 
justified by the occurrence of multiplicity of density roots of mixture of given 
composition at fixed T and P. For usual approach for phase stability analysis based on 
equation of state where composition and mixture volume based formulation is used, the 
molar Gibbs free energy function can be multi-valued at composition which yields 
multiple roots of mixture volume. Hence, in such case, the molar Gibbs free energy 
function might not continuous. However, for volume based formulation the Helmholtz 
energy density function is continuous function of component densities and is not 
multivalued with respect to component densities (Nagarajan et al., 1991; Xu and 
Stadtherr, 2000). Although, the complexity arising due to discontinuous Gibbs free 
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energy function has not found limiting factor while applying homotopy continuation 
method for phase stability analysis for cubic equation of state (Sun and Seider, 1995), we 
believe that for SAFT equation of state, volume based approach should be advantageous 
than the conventional approach due to higher order of density of SAFT equation of state.  
 
8.2.3. Phase Split Problem 
As described earlier, as per the two stage strategy (Sun and Seider, 1995) for phase 
equilibrium problem, the global roots of phase stability problem are used as an initial 
guess for the phase split problem and the phase split problem is first solved locally for 
different initial guess. This methodology to tackle the phase split problem has been found 
to guarantee the find the global phase equilibrium root and at the same time provide good 
initial guess to compute the phase split problem locally (Michelsen, 1982a). The 
equations to be solved for phase split calculations are 
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Here, the subscript j indicates the component and the superscript i indicates the phase.  
Pxf iii φˆ=           (8.30) 
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where fugacity coefficient iφˆ  can be derived from following relation (Huang and Radosz, 
1991). 
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8.3. Problem Solving Methodology 
 
Fig. 8.1. Schematics of procedure for phase equilibrium calculations 
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Fig. 8.1 (Continued) 
 
As shown in Fig. 8.1, the first step towards phase equilibrium calculations is to compute 
all density roots of mixture of given composition at fixed T and P and then find the 
density root corresponding to minimum Gibbs free energy. Once density root is known, 
mixture is tested for phase stability by finding all roots of tangent plane distance function. 
If instability is detected, number of phases is incremented by one and phase split 
computations are performed with initial guess obtained from phase stability roots. 
Meaningful solutions of phase split problem are then tested for phase stability in order to 
find the root corresponding to global minimum of Gibbs free energy. For any phase 
stability root, if all phases are found stable, procedure stops and phase compositions are 
All 
phases 
stable ? 
Output phase 
compositions 
Increase number of 
phase by one 
Perform phase split 
calculations 
No 
Yes 
Connecting block 
           A 
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displayed. Otherwise, number of phases is incremented by one and phase split and phase 
stability calculations are repeated till stable solution is not found. Since we fixed two 
degrees of freedom, P and T, for binary phase equilibrium problem, possible number of 
phases from Gibbs phase rule are CN p <=  where C  is number of components (2 in this 
case). Therefore, we have not considered the case where more than two phases may be 
present. However, extension of this methodology to include the possibility of more than 
two phases is straight forward. In the event that the phase stability test indicates existence 
of three phases, one of the two fixed degree of freedoms (P or T) should to be relaxed and 
phase split, phase stability calculations should be repeated till stable solutions is found. 
Similarly, if possibility of four phase equilibrium is encountered, both P and T should be 
treated as unknowns and phase split calculations should be performed.  
 
8.3.1. Density Root Calculations 
Aslam and Sunol (2006a) applied fixed point homotopy continuation method to compute 
density roots of SAFT equation of state to non-associating system. In this study, we have 
used the Newton homotopy method for finding all density roots in order to proceed 
towards phase equilibrium calculations. As concluded by Kenneth et al. (2001) and 
Diener (1987), the homotopy path that includes all real roots of a single nonlinear 
equation can be generated from Newton homotopy if starting point 0x  is chosen such that 
function value ( )0xF  is not zero. Accordingly, we chose the initial density of mixture to 
be arbitrarily small value of 10
-6
 mol/L. The functional form of the global Newton 
homotopy (GNH) method is defined as 
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                                            (8.32) 
 
 Here, ( )txH ,  is homotopy function, ( )xF  represents equations whose solution is sought, 
0x  is an initial point, and t  is homotopy parameter. Starting from the known 
solution 0x of system of equation )(xF , and homotopy parameter 0=t , values of 
homotopy function ),( txH are traced as t  varies. Values of ),( txH at 1=t  indicate 
solutions of )(xF . While applying this methodology to density root calculations, we have 
treated internal variables separately, meaning, with increase in homotopy parameter, 
prediction is applied only to mixture density value.  
 
Not all the computed density roots of SAFT equation of state are physically meaningful. 
It is clear from equation 8.8 that the upper limit on packing fraction sets upper limit of 
mixture density value. Hence, in order for the density root to be physically meaningful, 
calculated packing fraction η for any density root should not exceed the upper limit on 
packing fraction η  equals to
6
2π
. Homotopy continuation method has been found to be 
able to compute all roots including the roots for which packing fraction exceeds the 
maximum allowable value. However, only physically meaningful roots are reported for 
each of the test problems considered in this study.  The density root corresponding to the 
minimum of Gibbs free energy is then calculated.  
 
The mixture is then tested for phase stability. The Newton homotopy continuation based 
global method is used to find all roots of phase stability problem. Since volume based 
( ) ( ) ( ) ( ) ( )( )01, xFxFtxFtxH −−+=
 227 
formulation is used, the unknowns are component density vectors. The component 
densities chosen as initial points for homotopy path in this case are arbitrarily small 
values of [10
-6
 10
-6
] mol/L.  Once all phase stability roots are found, phase split problem 
is solved locally using trust region dogleg approach (Nocedal and Wright, 1999). While 
modeling associating compounds, we found that the local method of calculation 
involving simultaneous solution of external and internal variables often fails to converge. 
In order to avoid this, and treat internal variables separately, the existing trust region 
dogleg method has been modified such that after each new value of phase compositions 
and densities, a subroutine to solve for internal variables is called that uses Newton 
method to calculate internal variables. Since internal variables are bound between 0 and 
1, initial guess of 0.5 for internal variables is found to be reasonable for all the test 
problems considered in this study.  
 
8.4. Test Problems and Results 
To test our methodology and to compare our results and computation time with those 
obtained by interval method, the binary systems selected are same as Xu and Stadtherr, 
(2000). Different types of binary mixtures such as self-associating, cross-associating and 
non-associating components are used in computations. For all the test problems, the 
SAFT parameters used for each component are taken from Huang and Radosz, 1991. 
Table 8.1 summarizes the SAFT parameter used for test problems. The binary interaction 
parameters and feed information for associating systems are from Fu and Sandler (1995) 
and those for the non-associating system are from Huang and Radosz, 1991. The 
computation time is reported for Intel Pentium ® Duo 3.0 GHz processor.  
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8.4.1. Self Associating Type 1A 
The mixture of acetic acid (1) and benzene (2) belongs to this category. Benzene has no 
association site while acetic acid molecule self associates with parameters 
3941/11 =kAAε  K and 03926.011 =AAk . Fig. 8.2 and Fig. 8.3 show the homotopy path for 
the density roots and the phase stability. Table 8.1 shows summary of the results. 
Although, it is found that for this case, internal variables can be solved for explicitly 
using equation 8.19 without iteration, but to emphasize generality of the approach, this 
property has not been exploited in solving this problem. Binary interaction parameter 
ijk equals to 0.031 is used as given by Fu and Sandler (1995).  
 
 
Fig. 8.2. Homotopy path for density roots for acetic acid + benzene system  
-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 
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5 
10 
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 Density               
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 Fig. 8.3. Homotopy path for the computation of phase stability roots for acetic acid 
               + benzene system 
 
 
Fig. 8.2 and Fig. 8.3 show the homotopy paths for the density roots and phase stability 
roots for this system. It can be seen that all roots are successfully located using our 
approach. Table 8.1 summarizes phase equilibrium results and computations time.  
 
8.4.2. Self Associating Type 2B 
This system is mixture of n-heptane (1) and 1-propanol (2). The n-heptane molecule has 
no association sites and 1-propanol molecule self associates. Here type 2B means that 
there are two different types of association sites on 1-propanol molecule, one is on the 
hydrogen in the hydroxyl group and other is on the oxygen in the hydroxyl group. Also, 
the same type of sites has no association between them. That is, 022 =∆ AA , 022 =∆ BB  and 
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02222 ≠∆=∆ ABBA . Parameters for this association are 2619/22 =kBAε  K and 
01968.022 =BAk . ijk  equal to 0.018 is used for binary interaction parameter, as given by 
Fu and Sandler, 1995. Computational results for phase stability and phase equilibrium 
matches with those obtained by Xu and Stadtherr (2000), Fu and Sandler (1995). The 
CPU time required is much less than interval methodology.  
 
8.4.3. 1A + 2B Cross Associating System 
This system is a mixture of acetic acid (1) and 1-butanol (2). Acetic acid has association 
site of type 1A and 1-butanol has type 2B, both as described above. Thus, there are a total 
of three association sites, A1 on acetic acid and A2 and B2 on 1-butanol. The mixing 
rules used for the nonzero association parameters, as given by Fu and Sandler (1995) are  
 
( )22112121 BAAABAAA εεεε ==         (8.33) 
2
2111
2121
BAAA
BAAA kk
kk
+
==         (8.34)  
 
ijk  equal to 0.018 is used for binary interaction parameter, as given by Fu and Sandler, 
1995. Again for this problem, computation results matches with those computed by Fu 
and Sandler (1995) using SAFT model.  
 
8.4.4. Non Associating System 
Mixture of ethane(1) and n-eicosane (2) belongs to this category. There are no association 
sites of either of the molecules. Therefore, contribution to the Helmholtz energy due to 
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association assoca is zero. Value of binary interaction parameter used was 076.0=ijk  
from Huang and Radosz (1991). The results are summarized in Table 8.1. The calculated 
results match with those reported by Huang and Radosz (1991). 
 
Table 8.1. Computed density roots and phase equilibrium compositions for different  
                 types of associating systems using SAFT equation of state 
 
System Type Density 
Roots 
(mol/L) 
Phase 
stability roots 
( 21,ρρ ) 
(mol/L) 
Phase 
I 
 
Phase 
II 
CPU 
Time (s) 
(Int) 
CPU 
time (s) 
This 
study 
n-Heptane (1) 
1-Propanol(2) 
(0.45,0.55) 
P = 0.35 bar 
T = 333 K 
2B 
Self 
Associatin
g 
0.013
g
 
1.1609 
9.1835 
0.0066, 0.0064 
  0.586, 2.755 
  9.520, 1.822 
0.4875 
0.5125 
0.0128 
0.158 
0.842 
11.36
6 
386.5 263.6 
Acetic acid(1) 
Benzene (2) 
(0.25,0.75) 
P = 0.25 bar 
T = 323 K 
1A 
Self 
Associatin
g 
0.0099
g 
1.463 
12.384 
0.0023, 0.0075 
  2.856, 2.918 
 10.463, 4.362 
0.238 
0.762 
0.0096 
0.706 
0.294 
14.82
3 
719.2 220.08 
Acetic acid(1) 
Butanol (2) 
(0.95, 0.05) 
P = 0.0266 
bar 
T = 308 K  
1A + 2B 
Cross 
Associatin
g 
0.0012
g 
1.161 
16.959 
30.826 
0.0011, 
0.00005 
  5.832, 0.922 
13.269, 2.698  
0.963 
0.037 
0.0012 
0.831 
0.169 
15.96
6 
1766.4 275.05  
Ethane (1) 
n-Eicosane(2) 
(0.95, 0.05) 
P = 250 bar 
T = 423 K 
Non 
Associatin
g 
9.166 8.818, 0.119 
8.645, 0.494 
7.306, 1.038 
0.987 
0.0134 
8.938 
0.876 
0.125 
8.343 
131.3 92.6 
 
 
8.5. Observations and Conclusion 
Computation time for homotopy continuation time is much less compared to interval 
method for all test problems. Variation in computing time for different types of 
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associating systems is also less pronounce for Newton homotopy method compared to 
interval method.  It is also found that significant advantage in terms of computing time is 
obtained for 1A+2B cross associating system (275.05 s compared to 1766.4 s) with 
homotopy continuation method. This indicates that when system of components have 
higher number of association sites, Newton homotopy method gives much attractive 
computing time when compared to interval method.  We can conclude that the homotopy 
continuation method provides efficient and reliable computational tool for isothermal 
flash computations using SAFT equation of state. With the implementation of volume 
based formulation, all roots of the phase stability problem can be computed by Newton 
homotopy method with only one initial density vector. 
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Chapter 9. 
Reliable Computation of Solid Solubility using Homotopy Continuation Method for 
Binary and Ternary Systems with or without Cosolvent 
 
9.1. Introduction 
In this chapter we have discussed reliable computational technique to compute solid 
solubility in supercritical fluid with or without solvent. For supercritical fluids, simple 
variation of temperature and pressure result into tunable solvent properties which make 
them very favorable for supercritical fluid extraction process. Calculation of solid-fluid 
equilibrium is foundation for modeling and design of such process that use supercritical 
fluids (SCFs) to selectively extract solid solutes, such as, for example, in the 
decaffeination of tea or coffee. Other widely used applications of SFE are for extraction 
of natural products and for removal of heavy metals from solid matrix. There are 
extensive data available in literature on solid-fluid equilibria. (McHugh and Kurkonis, 
1994; Dohrn and Brunner, 1995).  
 
In a wide varied of industrial processes such as supercritical fluid extraction for tea or 
coffee decaffeination and for recovery of components in natural products such as hops, 
essential oils and nutraceuticals, it is a common practice to add a chemical modifier, 
called cosolvent or entrainer, to supercritical fluid to enhance solid solubility or 
selectivity. For example, when a solid component to be solubalise in supercritical fluid is 
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a polar substance, polar cosolvent such as ethanol or methanol can be added to 
supercritical carbon dioxide. When cosolvent is added to supercritical fluid to enhance 
solubility, possibility of formation of other liquid phase is much more compared to the 
binary system. Material processing techniques such as GAS (Gas anti solvent) or SAS 
(supercritical antisolvent processes) also requires knowledge of operating condition at 
which solid precipitation from a liquid solution occurs due to addition of pressurized gas. 
Also, for many reactions in supercritical fluids knowledge of phase behavior is important 
because often, a single phase operation is desired. Hence in order to design all these 
processes, it is desired that reliable method is used for calculation of solid-fluid phase 
equilibrium problem.  
 
Equation of states are sided used to model solid solubility in supercritical fluid process 
design calculations, because of their simplicity, flexibility, and ability to capture the 
correct temperature and pressure dependence of the density and all density dependent 
properties, such as solubility (Brennecke and Eckert, 1989; Xu et al., 2000).  The binary 
interaction parameter required to model solid-fluid equilibrium is usually computed by 
regression of solid-fluid or fluid-fluid phase equilibrium data. Either simpler cubic 
equation of state with van der Waals mixing rules or more complicated mixing rules such 
as Wong-Sandler (Wong and Sandler, 1992), and Huron-Vidal (Huron and Vidal, 1979) 
may be used. More complicated equation of state such as SAFT may yield more accurate 
results but requires regression of much more parameters than those for cubic equation of 
state.  
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In order to determine solid solubility in supercritical fluid, equifugacity relations for 
solid-fluid equilibrium are solved. Due to highly nonlinear nature of these equations, 
often multiple roots exist for certain values of temperature, pressure and binary 
interaction parameter. The traditional local solution method such as Newton and Quasi 
Newton method converges only to single solution provided initial guess sufficiently 
closed to the solution is provided. Therefore, more robust methods are needed to ensure 
that all possible roots of equifugacity relation are successfully computed. To determine 
true solubility, the computed solutions are then required to be tested for phase stability 
because only stable solution corresponds to the solubility observed in nature. There are 
two criteria to determine stability. One is based on partial derivatives of Helmholtz free 
energy (Beegle et al., 1974) that can differentiate between unstable and metastable phase. 
The other criterion is tangent plane distance function (Baker et al., 1982; Michelsen, 
1982a) based global criteria that can detect stable and unstable phase. Phase stability test 
based on later criteria requires locating all roots of minima of tangent plane distance 
function and hence requiring reliable global method.  
 
Xu et al. (2000, 2003) have used interval method to compute equifugacity relation of 
solid-fluid equilibria and then tested these solutions for global phase stability. The 
interval analysis based algorithm provides a very reliable method to calculate all the 
solutions of a system of non-linear equations. Although reliable, the interval method 
requires special computing environment and is difficult to implement in process 
simulators. (Aslam, 2005). The homotopy continuation method is an alternate global 
method which if properly initiated leads to all possible solutions of system of equations. 
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Details about homotopy continuation method and its application are discussed in chapter 
3 of this dissertation. Aslam and Sunol (2006b) used this method to compute solid 
solubility. We have reformulated the solid fugacity equation based on subcool liquid 
reference state and implemented homotopy continuation method to calculate all solubility 
roots. Once all roots of solid-fluid equifugacity relation are obtained they are tested 
further for global phase stability with Newton homotopy continuation method (Sun and 
Seider, 1995).  
 
9.1.1 Phase Stability 
For fluid-fluid equilibrium at constant temperature and pressure, if tangent plane to the 
Gibbs free energy surface at given mixture composition remains below the Gibbs free 
energy surface for whole composition phase, phase is stable. If Gibbs free energy surface 
ever falls below tangent plane, given phase is unstable. However, as explained by Marcia 
et al. (1997) and Xu et al. (2000), for solid-fluid equilibrium there are some important 
differences  
 
 
1. A pure solid phase is represented by a single point at composition 2y equals one and 
    Gibbs energy of pure solid phase relative to pure fluid phase at the given temperature  
    and pressure. Thus the point representing the solid is fixed when temperature and     
    pressure are specified.  
 
2. A solution to the equifugacity relation of fluid solid equilibrium can be interpreted as a    
    tangent to the Gibbs free energy surface that also passes through a point representing  
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    the solid phase. Similar to fluid-fluid case, if Gibbs free energy surface ever falls  
    below this tangent, then fluid-solid equilibrium is not stable.  
 
The phase stability is determined usually by tangent plant distance function (Baker et al., 
1982; Michelsen, 1982a) which is the distance between tangent plane at feed composition 
and the Gibbs free energy surface. The necessary and sufficient condition for global 
phase stability can be expressed as  
 
( ) ( )( ) 0)(
1
≥−=∑
=
C
i
iii zyyyF µµ           y∀         (9.1) 
 
where )(yF is the distance between Gibbs free energy of mixing surface and the tangent 
at phase composition z .  The phase is stable if the TPDF is positive for all [ ]1,0∈iy . To 
perform the phase stability test, first, all the roots of minima of TPDF are computed. 
Tangent plane distances are then evaluated at all these roots. Any negative value of TPDF 
indicates phase instability. Clearly, to ensure reliability of phase stability test, it is 
essential to locate all minima of TPDF. 
 
The differentiation of tangent plane distant function with respect to mole fractions gives 
stationary condition as (Jalali-Farahani and Seader, 2000) 
 
( ) ( ) Kzy ii =− µµ    i∀         (9.2) 
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Where K  is independent of component. All roots of these stationary conditions are then 
sought using Newton homotopy based global method.  
 
The above stated two differences on phase stability in solid-fluid phase equilibrium 
calculation reveal an important difference between fluid-fluid and solid-fluid equilibrium 
problem.  For fluid-fluid equilibrium problem, often two stage strategy is followed to 
solve equilibrium relations. As per the procedure followed in two stages, first, a given 
phase is solved for phase stability. If instability is detected, phase split calculations are 
performed with initial guess for two new phases obtained from phase stability roots. In 
contrast, phase split calculations in the two stage methodology is not required initially for 
solid-fluid equilibrium calculations, since all roots of solid fluid equilibrium are sought in 
the beginning without performing phase stability test. As explained earlier, once 
solubility roots are computed, they are tested for phase stability. Multiple stable phases 
indicate that multiple fluid phases are in equilibrium with the solid phase.  
 
In order to understand the situations under which multiple solutions of solid-fluid 
equilibrium problem exist, it is important to study typical solid-fluid phase behavior at 
high pressure. Detail discussion of influence of solid phase on fluid phase behavior can 
be found in earlier introductory chapters in dissertation and also in Peters (1993). Xu et 
al. (2000) has provided comprehensive discussion on typical solid-fluid phase behavior 
and explained situations under which multiple roots of solid-fluid equilibria can occur.   
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9.2. Problem Formulation 
 
Phase equilibrium between solid and fluid phase can be described by classical 
thermodynamic relation equating fugacity of component in each phase. Here, we will 
assume that the solubility of supercritical fluid in solid is negligible. The equifugacity 
relation is expressed by 
 
( ) ( )PTfvyPTf SF ,,,,ˆ 22 =           (9.3) 
 
 
where y is a vector of fluid phase mole fractions that is ( )TCyyyy ,...., 21=  and v is molar 
volume of fluid mixture. It is desired to compute, from appropriate thermodynamic 
models, the solubility (mole fraction) 2y of the solute in the fluid phase at a specified 
temperature, pressure, and overall composition.  
 
If subcool liquid is considered as a reference state, fugacity of solid phase can be 
modeled as (Pan and Radosz, 1999) 
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Where fH∆ is heat of fusion of solute at triple point temperature. 
L
f2 , 
Lv  and LCp are 
fugacity, molar volume and heat capacity of solute in a hypothetical sub-cooled liquid 
state. tP  and tT  are triple point pressure and triple point temperature of solute 
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respectively. In the absence of experimental data, values of heat of fusion, triple point 
temperature and triple point pressure can be replaced by the values at normal melting 
point temperature (Prausnitz et al., 1999). 
 
If sublimation pressure is considered as a reference state, solid fugacity becomes 
(Prausnitz et al., 1999) 
 
( )






−= sub
S
subsubS
PP
RT
v
Pf 2
2
222 expφ          (9.5) 
 
where 
sub
P2  is sublimation pressure at the system temperature,  
sub
2φ  is fugacity 
coefficient of pure solute at system temperature and sublimation pressure
sub
P2  and  
S
v2 is molar volume of pure solid.  
 
The fluid phase behavior can be modeled by appropriate cubic equation of state. We have 
considered here Peng-Robinson equation of state (Peng and Robinson, 1976) with 
standard van der Waals mixing rules. Thus,  
 
( ) ( )bvbbvv
a
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RT
P
−++
−
−
=                (9.6) 
 
With ∑=
i
iibyb            (9.7) 
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         ∑∑=
i j
ijji ayya           (9.8)  
         ( ) ( )ijjjiiij kaaa −= 12/1           (9.9) 
The binary interaction parameter ijk is obtained by fitting experimental solid-fluid 
equilibrium data to model equations.  
 
The material balances should also be considered. As stated earlier, we have assumed that 
solute is a pure solid phase and fluid phase doesn’t dissolve into solid phase. This 
assumption simplifies material balance equations considerably. Considering material 
balance for each solvent, with simple algebra, it can be shown that  
 
C
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y
y
y
y
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........
00 3
3
1
1 ==         (9.10) 
 
   
For 1−C solvents (where 3≥C ), above expression reduces to 2−C  independent 
equations relating mole fractions of solvents in the fluid phase.  
 
As emphasized by Bullard and Biegler (1991), Xu et al. (2000), solute material balance 
add other constraint on feasible values that solute mole fraction can attain. For one mole 
of feed solute-solvents mixture, material balance on solute yields   
 
sysy +−= 22 )1(0  or 
s
sy
y
−
−
=
1
02
2        (9.11) 
 
 
Where s is number of moles of solid phase. In order for any or both phases to exist, the 
condition 10 ≤≤ s  has to be satisfied. From equation 9.11, it follows that  22 00 yy ≤≤  
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As discussed before, major issue in solving equations 9.3, 9.5 and 9.6 is the solutions 
multiplicity. The computed solution also needs to be checked for phase stability where 
need for global method is felt.  
 
9.3. Solution Method 
We have used Newton homotopy based global method to find all roots of solid-fluid 
phase equilibrium problem (Eqs. 9.3, 9.5, 9.6).  
 
The Newton homotopy has the form 
 
)()()(1()(),( 0xFxFtxtFtxH −−+=       (9.12) 
 
Here, )(xF  is system of equations whose solution is sought. Starting from the known 
initial point 0x for system of equation )(xF , and homotopy parameter 0=t , values of 
homotopy function ),( txH are traced as t  varies. Values of ),( txH at 1=t  indicate 
solutions of )(xF . 
 
Aslam and Sunol (2006b) used this method to locate all roots of solid-fluid equilibrium 
for solute-solvent. The approach used sublimation pressure as a reference state to 
calculate fugacity of solid phase and the initial point of homotopy path was chosen as a 
small value of solubility calculated by 
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P
P
y
sub
=20           (9.13) 
 
However, to author’s knowledge, homotopy continuation method hasn’t been explored 
for subcool liquid based fugacity of solid. Also, the method has not been extended to 
systems where cosolvent or entrainer is used to enhance the solubility of solute in 
solvent. The objective of the study in this chapter is to apply homotopy continuation 
based reliable method to compute solubility of solute in fluid phase using subcool liquid 
based expression for fugacity of solid phase and then extend the methodology to ternary 
system with cosolvent or entrainer. We have demonstrated our methodology for two 
different cases 
 
1. For solid-fluid phase equilibrium without any cosolvent 2=C  
2. For solid-fluid phase equilibrium with one cosolvent  3=C  
 
Various binary and ternary example systems that are encountered commonly in 
supercritical fluid extraction processes are considered in order to test the methodology 
based on homotopy continuation method. These binary and ternary systems are also 
studied by Xu et al. (2000) and Scurto et al. (2003) using interval method.  
 
9.4. Results and Discussion 
As stated earlier, multiple stable roots of solid solubility exists along the solid-liquid-
vapor line. Therefore, if P-T projections of solid-liquid-vapor phase equilibrium line are 
generated before applying homotopy continuation method, it also provided a test of 
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reliability of the method to compute all the solubility roots. Moreover, the subcool liquid 
reference formulation of solid phase fugacity uses triple point pressure information. For a 
given equation of state, this information can also be obtained by tracing the pure 
component liquid-vapor line down to the triple point temperature of the solute. The initial 
point of homotopy continuation path is calculated from equation 9.13 that requires 
information of sublimation pressure for a given system temperature. Information about 
sublimation pressures can be obtained by generating sublimation curve for a given system 
using specified equation of state and binary interaction parameter. Therefore, we feel 
necessary to generate global phase equilibrium diagram for a system before attempting 
the computations of solid solubility roots. Thus, in each of the binary systems considered 
in this study, the global phase equilibrium diagram is generated before the computation of 
solubility of solute.  
 
9.4.1. Carbon Dioxide + Naphthalene 
The global phase behavior for this system for binary interaction parameter ijk =0.1 has 
already been discussed in chapter 6. The physical properties for this system are same as 
listed in Table 6.7 used earlier for generation of global phase equilibrium diagram. The P-
T projections of solid-liquid-vapor equilibrium line and global phase equilibrium diagram 
are shown in Fig. 6.19 and Fig. 6.22. As explained earlier, there are two branches of 
LVS2 line, one exists at higher temperature and other exists at lower temperature. The 
higher temperature branch originating from triple point of naphthalene shows pressure 
minimum and continues at higher pressures. Liquid and vapor phase merges critically at 
higher pressure leading to appearance of upper critical endpoint (UCEP). The low 
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temperature branch of LVS2  intersects the critical line originating from critical point of 
carbon dioxide forming lower critical endpoint (LCEP). 
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Fig. 9.1. P-T projection of global phase equilibrium diagram for carbon dioxide- 
               naphthalene system using PR equation of state with 1.0=ijk  
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Fig 9.2. P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for carbon dioxide- 
              naphthalene system using PR equation of state with 1.0=ijk  
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The system temperature is fixed at 327.2. From Fig. 9.2, it is evident that for 
2.327=T and sufficiently high pressure, system exhibits solid-liquid-vapor phase 
equilibrium. Solubility roots are then sought at this temperature for different pressures 
using homotopy continuation method. The initial point for each test pressure can be 
found from equation 9.13. From computations of global phase equilibrium diagram, the 
sublimation pressure at ,2.327=T  is calculated to be 0.007018 bar. Also, the computed 
triple point pressure is 0.0106 bar. Fig. 9.3 shows homotopy continuation path at 100 bar 
and 372.2 K for this system. The homotopy path continues in direction of increasing 
homotopy parameter, traces back and then turns again in direction of increasing 
homotopy parameter, locating all three solubility roots for this system. Table 9.1 lists 
computed solubility roots for different pressures using homotopy continuation method. 
For P= 7.018, 50 and 100 bar, three solubility roots exists. For each of these test 
pressures, the root corresponding to the lowest value of solubility is the stable root. 
Values of compressibility factors for these roots also indicate that this stable root 
corresponds to the solid-vapor phase equilibrium root. For 1.119=P bar however, the 
root with highest solubility value is the stable one. Comparison of compressibility factors 
of the roots at 1.119=P  also suggests that this stable root corresponds to the solid-liquid 
phase equilibrium. Thus, there is a jump in solute solubility when pressure is increased 
from 100 bar to 119.1 bar. This jump occurs due to occurrence of stable solid-liquid-
vapor phase equilibrium between 100=P  and 1.119=P  which is in qualitative 
agreement with the trend of solubility with respect to pressure at the temperature where 
stable solid-liquid-vapor phase equilibrium is expected to occur. The computed P-T locus 
of LVS2 lines shown in Fig. 9.2 also confirms that between 100=P  bar and 1.119=P  
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bar, stable solid-liquid-vapor phase equilibrium root exists. For 150=P  bar, 250 and 282 
bar also, three solubility roots exist. Among these three roots, the stable phase 
equilibrium root is the one with the highest value of solubility as shown in Table 9.1. 
Values of compressibility factors also suggest that these stable roots correspond to solid-
liquid phase equilibrium. It should be noted that for 282=P  two of the unstable roots 
seem to merge critically with the compressibility factors of these two roots approaches to 
the critical value. This point is called limit point. For test pressures higher than this limit 
point, e.g. for 300=P  bar, 500 and 600 only single stable solid-liquid solubility root 
exists as shown in Table 9.1.  
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Fig. 9.3. Homotopy continuation paths for solubility roots for carbon dioxide + 
              naphthalene system at 100 bar  and 327.2 K using PR equation of state with  
             1.0=ijk  
 
 
 
 
 248 
Table 9.1. Computed solubility roots for carbon dioxide + naphthalene system using PR  
                equation of state with 1.0=ijk  
 
P  
(bar) 
Solubility roots 
( )Zxx ,, 21  
Phase  
stability 
7.018 0.9997    0.0003     0.9710 
0.8013    0.1987     0.0182 
0.4806    0.5194     0.0235 
 
S 
U 
U 
50 0.9998    0.0002    0.7764 
0.8202    0.1798    0.1243 
0.5069    0.4931    0.1622 
 
S 
U 
U 
100 0.9980    0.0020    0.4773 
0.8373    0.1627    0.2379 
0.5422    0.4578    0.3113 
 
S 
U 
U 
119.1 0.9928    0.0072    0.3770 
0.8434    0.1566    0.2788 
0.5556    0.4444    0.3648 
 
U 
U 
S 
150 0.9801    0.0199    0.3642 
0.8528    0.1472    0.3423 
0.5770    0.4230   0.4476 
 
U 
U 
S 
 
250 0.9376    0.0624    0.5059 
0.8831    0.1169    0.5271 
0.6470    0.3530    0.6823 
U 
U 
S 
 
282 0.9150    0.0850    0.5680 
0.8998    0.1002    0.5760 
0.6703    0.3297    0.7460 
 
U 
U 
S 
300 0.6839    0.3161   0.7791 
 
S 
500 0.9022   0.0978    0.9397 
 
S 
600 0.9174    0.0826    1.0737 
 
S 
 
 
 
9.4.2. Carbon Dioxide + Biphenyl 
The P-T projections of global phase equilibrium diagram and solid-liquid-vapor 
equilibrium line for carbon dioxide + biphenyl system are shown in Fig. 9.4 and Fig. 9.5 
 249 
respectively. The global phase equilibrium diagram has been generated using 
methodology discussed in chapter 6. The physical properties for this system are listed in 
Table 9.2 and value of binary interaction parameter ijk  for this system is 0.08. Similar to 
the carbon dioxide + naphthalene system, computed results show that there are two 
branches of LVS2 line; one exists at higher temperature and other exists at lower 
temperature. The higher temperature branch originating from triple point of naphthalene 
shows pressure minimum and continues at higher pressures. Liquid and vapor phase of 
this solid-liquid-vapor phase equilibrium line merges critically at higher pressure leading 
to appearance of upper critical endpoint (UCEP). The low temperature branch of LVS2  
intersects the critical line originating from critical point of carbon dioxide forming lower 
critical endpoint (LCEP). The UCEP exists at P = 465.66 bar and T = 306.9 K while the 
calculated P-T locus of LCEP is P = 76.019 bar and T = 305.884 K. Computed 
thermodynamic landmarks are summarized in Table 9.3. 
 
Table 9.2. Inputs for carbon dioxide + biphenyl system 
 Unit 
4CH  2CO  
Tc  K 190.4 304.1 
Pc  bar 46 73.8 
Vc  cm
3
/mol 99.2 93.9 
ω   0.011 0.239 
tT  K 90.67 216.58 
A  mol/lt 33.022 32.939 
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Table 9.2 (Continued) 
B  mol/lt -0.01587 0.06842 
C  mol/lt -0.000155 -0.0002847 
D  mol/lt 0 0 
E  mol/lt 0 0 
fH∆  J/mol 940 8609.1 
SCp  J/mol K 43.6009 59.446 
LCp  J/mol K 53.3357 78.2658 
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Fig. 9.4. P-T projection of global phase equilibrium diagram for carbon dioxide- 
               biphenyl system using PR equation of state with 08.0=ijk  
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Fig 9.5. P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for carbon dioxide- 
              biphenyl system using PR equation of state with 08.0=ijk  
 
 
 
Table 9.3. Computed thermodynamic landmarks for carbon dioxide-biphenyl system  
              with ijk = 0.08  
 
 QP 
(metastable)  
CEP 
 (metastable) 
 
LCEP  
 
UCEP  
P (bar) 
 
4.77 
 
76.35 
 
76.02 
 
465.66 
 
T  (K) 215.76 
 
306.14 
 
305.88 
 
306.90 
 
1Lx  0.9871 
0.0129 
 
0.5863 
0.4137 
 
0.9991 
0.0009 
 
0.8710 
0.1290 
 
2Lx  0.5336 
0.4664 
 
NA NA NA 
 
Vx  0.9999 
0.0000 
 
0.9990 
0.0010 
 
NA 
 
NA 
 
1LZ  9.7971 x 10
-3 
 
0.2509 
 
0.3015 
 
0.9667 
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Table 9.3 (Continued) 
2LZ  0.0221 
 
NA NA NA 
 
VZ  0.9305 
 
0.3005 
 
NA NA 
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Fig. 9.6. Homotopy continuation paths for solubility roots for carbon dioxide + 
              biphenyl system at 200 bar  and 309.3 K using PR equation of state with  
             08.0=ijk  
 
 
The system temperature is fixed at 309.3. From Fig. 9.5, it is known that for 
3.309=T and sufficiently high pressure, system exhibits solid-liquid-vapor phase 
equilibrium. Solubility roots are then sought at this temperature for different pressures 
using homotopy continuation method. The initial point for each test pressure can be 
found from equation 9.13. From computations of global phase equilibrium diagram, the 
sublimation pressure at ,3.309=T is calculated to be 0.0006705 bar. Also, the computed 
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triple point pressure is 0.0011 bar. Fig. 9.6 shows homotopy continuation path at 200 bar 
and 309.3 K for this system. The homotopy path continues in direction of increasing 
homotopy parameter, traces back and then turns again in direction of increasing 
homotopy parameter, locating all three solubility roots for this system. Table 9.4 lists 
computed solubility roots for different pressures using homotopy continuation method. 
The qualitative trend of these solubility roots with respect to pressure is similar to the one 
observed in carbon dioxide + naphthalene system. For P= 67.05, three solubility roots 
exists. Among these three roots, the root corresponding to the lowest value of solubility is 
the stable root. Values of compressibility factors for these roots also indicate that this 
stable root corresponds to the solid-vapor phase equilibrium root. For 131=P bar 
however, among the three computed solubility roots, the root with highest solubility 
value is the stable root. Comparison of compressibility factors of the roots at 131=P  
also suggests that this stable root corresponds to the solid-liquid phase equilibrium. Thus, 
there is a jump in solute solubility when pressure is increased from 67.05 bar to 131 bar. 
This jump occurs due to the presence of the stable solid-liquid-vapor phase equilibrium 
between 05.67=P  bar and 131=P  bar which is in qualitative agreement with the trend 
of solubility with respect to pressure at the temperature where stable solid-liquid-vapor 
phase equilibrium is expected to occur. The computed P-T locus of LVS2 lines shown in 
Fig. 9.5 also confirms that between 05.67=P  bar and 131=P  bar stable solid-liquid-
vapor phase equilibrium root exists. For 200=P  bar, 270 bar also, three solubility roots 
exist. Among these three roots, the stable phase equilibrium root is the one with the 
highest value of solubility as shown in Table 9.4. Values of compressibility factors also 
suggest that these stable roots correspond to solid-liquid phase equilibrium. It should be 
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noted that for 270=P  bar, two of the unstable roots seem to merge critically with the 
compressibility factors of these two roots approaching the critical value. This point is 
called limit point. For test pressures higher than this limit point, e.g. for 400=P  bar and 
600 bar only single stable solid-liquid solubility root exists as shown in Table 9.4.  
 
 
Table 9.4. Computed solubility roots for carbon dioxide + biphenyl system using PR  
                equation of state with 08.0=ijk  
 
P  
(bar) 
Solubility roots 
( )Zxx ,, 21  
Phase  
stability 
67.05 0.9999   6.3845 x 10
-5
   0.5754 
0.8396   0.1604             0.1615 
0.6184   0.3816             0.2110 
 
S 
U 
U 
131 0.9835   0.0165   0.2892 
0.8591   0.1409   0.3009 
0.6399   0.3600   0.3983 
 
U 
U 
S 
200 0.9650   0.0350   0.4008 
0.8814   0.1186   0.4356 
0.6617   0.3383   0.5866 
 
U 
U 
S 
270 0.9316   0.0684   0.5359 
0.9182   0.0818   0.5456 
0.6824   0.3176   0.7644 
 
U 
U 
S 
400 0.7182   0.2818   1.0622 S 
 
600 0.7682   0.2318   1.4472 
 
S 
 
 
 
9.4.3. Carbon Dioxide + Anthracene 
The P-T projections of global phase equilibrium diagram and solid-liquid-vapor 
equilibrium line for carbon dioxide + anthracene system are shown in Fig. 9.7 and Fig. 
9.8 respectively. The global phase equilibrium diagram has been generated using 
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methodology discussed in chapter 6. The physical properties for this system are listed in 
Table 9.5 and value of binary interaction parameter ijk  for this system is 0.0675. Similar 
to the carbon dioxide + biphenyl and carbon dioxide + naphthalene systems, computed 
results show that there are two branches of LVS2 line; one exists at higher temperature 
and other exists at lower temperature. The higher temperature branch originating from 
triple point of naphthalene shows pressure minimum and continues at higher pressures. 
Liquid and vapor phase of this solid-liquid-vapor phase equilibrium line merges critically 
at higher pressure leading to appearance of upper critical endpoint (UCEP). The low 
temperature branch of LVS2  intersects the critical line originating from critical point of 
carbon dioxide forming lower critical endpoint (LCEP). The UCEP exists at P = 543.81 
bar and T = 468.86 K while the calculated P-T locus of LCEP is P = 73.84 bar and T = 
304.13 K.  
 
Table 9.5. Inputs for carbon dioxide + anthracene system 
 
 Unit 
4CH  2CO  
Tc  K 190.4 304.1 
Pc  bar 46 73.8 
Vc  cm
3
/mol 99.2 93.9 
ω   0.011 0.239 
tT  K 90.67 216.58 
A  mol/lt 33.022 32.939 
B  mol/lt -0.01587 0.06842 
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Table 9.5 (Continued) 
C  mol/lt -0.000155 -0.0002847 
D  mol/lt 0 0 
E  mol/lt 0 0 
fH∆  J/mol 940 8609.1 
SCp  J/mol K 43.6009 59.446 
LCp  J/mol K 53.3357 78.2658 
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Fig. 9.7. P-T projection of global phase equilibrium diagram for carbon dioxide- 
               anthracene system using PR equation of state with 0675.0=ijk  
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Fig 9.8. P-T projections of solid ( 2S )-fluid-fluid equilibrium lines for carbon dioxide- 
              anthracene system using PR equation of state with 0675.0=ijk  
 
 
 
Table 9.6. Computed thermodynamic landmarks for carbon dioxide-biphenyl system  
              with ijk = 0.0675  
 QP 
(metastable) 
CEP 
(metastable) 
 
LCEP 
 
UCEP 
P 
(bar) 
 
4.79 
 
75.86 
 
73.84 
 
543.81 
 
T  (K) 
 
215.81 
 
305.66 
 
304.13 
 
468.86 
 
1Lx  0.9880 
0.0120 
 
0.6899 
0.3101 
 
0.9999 
1.0970 x 10
-5 
 
0.8872 
0.1128 
 
2Lx  0.6572 
0.3428 
 
NA 
 
NA 
 
NA 
 
Vx  0.9999 
2 x 10
-11 
 
0.9995 
5.4475 x 10
-4 
 
NA 
 
NA 
 
1LZ  9.9904 x 10
-3 
 
0.2996 
 
0.3072 
 
1.0703 
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Table 9.6 (Continued) 
2LZ  0.0234 
 
NA NA NA 
 
VZ  0.9302 
 
0.2674 
 
NA 
 
NA 
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Fig. 9.9. Homotopy continuation paths for solubility roots for carbon dioxide + 
              anthracene system at 150 bar  and 474.4 K using PR equation of state with  
             0675.0=ijk  
 
The system temperature is fixed at 474.4. From Fig. 9.8, it is known that for 
4.474=T and sufficiently high pressure, system exhibits solid-liquid-vapor phase 
equilibrium. Solubility roots are then sought at this temperature for different pressures 
using homotopy continuation method. The initial point for each test pressure can be 
found from equation 9.14. From computations of global phase equilibrium diagram, the 
sublimation pressure at ,4.474=T is calculated to be 0.07511 bar. Also, the computed 
 259 
triple point pressure is 0.0914 bar. Fig. 9.8 shows homotopy continuation path at 150 bar 
and 474.4 K for this system. The homotopy path continues in direction of increasing 
homotopy parameter, traces back and then turns again in direction of increasing 
homotopy parameter, locating all three solubility roots for this system. Table 9.7 lists 
computed solubility roots for different pressures using homotopy continuation method. 
The qualitative trend of these solubility roots with respect to pressure is similar to those 
observed in carbon dioxide + naphthalene and carbon dioxide + biphenyl systems. For 
P= 7.511, 75.11 and 150 bar, three solubility roots exists. For each of these test 
pressures, the root corresponding to the lowest value of solubility is the stable root. 
Values of compressibility factors for these roots also indicate that this stable root 
corresponds to the solid-vapor phase equilibrium root. For 241=P bar however, among 
the three computed solubility roots, the root with highest solubility value is the stable 
root. Comparison of compressibility factors of the roots at 241=P  also suggests that this 
stable root corresponds to the solid-liquid phase equilibrium. Thus, there is a jump in 
solute solubility when pressure is increased from 150 bar to 241 bar. This jump occurs 
due to the presence of the stable solid-liquid-vapor phase equilibrium between 150=P  
bar and 241=P  bar which is in qualitative agreement with the trend of solubility with 
respect to pressure at the temperature where stable solid-liquid-vapor phase equilibrium 
is expected to occur. The computed P-T locus of LVS2 lines shown in Fig. 9.8 also 
confirms that between 150=P  bar and 241=P  bar, stable solid-liquid-vapor phase 
equilibrium root exists. For 350=P  bar, 400 bar also, three solubility roots exist. 
Among these three roots, the stable phase equilibrium root is the one with the highest 
value of solubility as shown in Table 9.7. Values of compressibility factors also suggest 
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that these stable roots correspond to solid-liquid phase equilibrium. It should be noted 
that for 400=P  bar, two of the unstable roots seem to merge critically with the 
compressibility factors of these two roots approaching the critical value. This point is 
called limit point. For test pressures higher than this limit point, e.g. for 500=P  bar and 
600 bar, only single stable solid-liquid solubility root exists as shown in Table 9.7.  
 
 
Table 9.7. Computed solubility roots for carbon dioxide + anthracene system using PR  
                equation of state with 0675.0=ijk  
 
P  
(bar) 
Solubility roots 
( )Zxx ,, 21  
Phase  
stability 
7.511 0.9926   0.0074   0.9916 
0.6702   0.3298   0.0293 
0.2133   0.7867   0.0342 
 
S 
U 
U 
75.11 0.9975   0.0025   0.9310 
0.7263   0.2737   0.2582 
0.3054   0.6946   0.3130 
 
S 
U 
U 
150 0.9959   4.1328 x 10
-3
   0.8857 
0.7748   0.2252   0.4568 
0.3957   0.6043   0.5688 
 
S 
U 
U 
241 0.9909   9.0783 x 10
-3
   0.8629 
0.8214   0.1786   0.6450 
0.4921   0.5079  0.8165 
 
U 
U 
S 
350 0.9778   0.0222   0.8775 
0.8689   0.1311   0.8189 
0.5937   0.4063   1.0395 
 
U 
U 
S 
400 0.9663   0.0337   0.8986 
0.8916   0.1084   0.8827 
0.6360   0.3640   1.1181 
 
U 
U 
S 
500 0.7144 0.2856   1.2365 
 
S 
600 0.7855  0.2145  1.3103 
 
S 
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9.4.4. Carbon Dioxide + Ethane + Naphthalene 
 
Ethane acts as a cosolvent for a system of carbon dioxide + naphthalene. The amount 
ethane is prespecified mostly in the form of ratio with respect to the solvent carbon 
dioxide. This system is modeled using PR equation of state with 12k =0.131, 23k =0.04 
and 13k =0.09. Here, carbon dioxide is treated as component 1, ethane as component 2 and 
naphthalene as component 3. In order to facilitate comparison of our results with those 
obtained by Scurto et al. (2003), the physical properties used by Scurto et al. (2003) are 
used for this ternary system. Specific loading of cosolvent ethane is considered to model 
our system. The ratio of carbon dioxide to ethane, α  for this system is equal to 0.7. 
Solubility roots for this cosolvent-solvent-solute system are computed using homotopy 
continuation based global methods for two different temperatures, 323=T K and 
333=T K. The initial mole fractions of solute for each test pressure can be found from 
equation 9.14. Once the solute mole fraction has been calculated from above relation, the 
compositions of solvent and cosolvent for the initial point of homotopy path can be easily 
computed from mole fraction constraint (summation of mole fractions of all components 
equal to one) and specified ratio of solvent to cosolvent composition. The computed 
vector of these compositions is then used as an initial point for homotopy path.  
 
The sample homotopy continuation paths for 323=T  and 100=P bar are shown in Fig. 
9.10. The homotopy paths are able to locate all three solubility roots as shown in Fig. 
9.10. Computed solubility roots for different pressure at 323=T are shown in Table 9.9. 
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Fig. 9.10. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                system at 100 bar  and 323 K using PR equation of state              
 
 
 
For P= 5, 50, 80 and 95 bar, three solubility roots exists. For each of these test pressures, 
the root corresponding to the lowest value of solubility is the stable root. Values of 
compressibility factors for these roots also indicate that this stable root corresponds to the 
solid-vapor phase equilibrium root. For 100=P bar however, among the three computed 
solubility roots, the root with highest solubility value is the stable root. Comparison of 
compressibility factors of the roots at 100=P  also suggests that this stable root 
corresponds to the solid-liquid phase equilibrium. Thus, there is a jump in solute 
solubility when pressure is increased from 95 bar to 100 bar. This jump occurs due to the 
presence of the stable solid-liquid-vapor phase equilibrium between 95=P  bar 
and 100=P  bar. It should be noted that unlike the binary system where P-T locus solid-
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liquid-vapor phase equilibrium is a line, the P-T locus of solid-liquid-vapor phase 
equilibrium for a ternary system is a region. This is due to increased degree of freedom 
from one to two when number of component increases from two to three. Therefore, the 
jump in solubility for ternary system corresponds to crossing the solid-liquid-vapor 
surface when pressure increases from 95 bar to 100 bar.  
 
 For 100=P  bar, 128 bar also, three solubility roots exist. Among these three roots, the 
stable phase equilibrium root is the one with the highest value of solubility as shown in 
Table 9.8. Values of compressibility factors also suggest that these stable roots 
correspond to solid-liquid phase equilibrium. It should be noted that for 128=P  bar, two 
of the unstable roots seem to merge critically with the compressibility factors of these 
two roots approaching the critical value. This point is called limit point. For test pressures 
higher than this limit point, e.g. for 200=P  bar, 300 bar and 400 bar, only single stable 
solid-liquid solubility root exists as shown in Table 9.8.  
 
 
Table 9.8. Computed solubility roots for carbon dioxide + ethane + naphthalene system  
                 using PR equation of state at T = 323 
 
P  
(bar) 
Solubility roots 
( )Zxx ,, 21  
Phase  
stability 
5 0.4116  0.5881   2.8173 x 10
-4
   0.9739 
0.3330  0.4756   0.1914   0.0147 
0.2284  0.3263   0.4453   0.0168 
 
S 
U 
U 
50 0.4117  0.5881   2.7657 x 10
-4
  0.7138 
0.3456  0.4938   0.1606   0.1421 
0.2390  0.3414   0.4196   0.1628 
 
S 
U 
U 
80 0.4111  0.5873   1.6154 x 10
-3
   0.5066 
0.3547  0.5067   0.1385   0.2223 
0.2465  0.3522   0.4013   0.2553 
 
S 
U 
U 
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Table 9.8 (Continued) 
95 0.4097  0.5853   5.0658 x 10
-3
   0.4251 
0.3599  0.5141   0.1260   0.2611 
0.2502  0.3574   0.3924   0.3002 
 
S 
U 
U 
100 0.4088  0.5841   7.0809 x 10
-3
    0.4094 
0.3617  0.5168   0.1215              0.2740 
0.2514  0.3591   0.3895              0.3150 
 
U 
U 
S 
128 0.4001  0.5715   0.0284    0.3862 
0.3751  0.5359   0.0891    0.3459 
0.2579  0.3685   0.3736    0.3959 
 
U 
U 
S 
200 0.2734  0.3906  0.3361    0.5916 
 
S 
300 0.2918  0.4168  0.2914    0.8379 
 
S 
400 0.3068  0.4383  0.2549    1.0612 
 
S 
 
 
 
Table 9.9. Computed solubility roots for carbon dioxide + ethane + naphthalene system  
                 using PR equation of state at T = 333 
 
P 
(bar) 
Solubility roots 
( )Zxx ,, 21  
Phase 
stability 
5 0.4115  0.5879   6.0792 x 10
-4
   0.9762 
0.3427  0.4896  0.1676  0.0154 
0.1506  0.2152   0.6342   0.0189 
 
S 
U 
U 
50 0.4116  0.5880    4.6848 x 10
-4
  0.7476 
0.3562  0.5088    0.1350  0.1486 
0.1629  0.2328    0.6043  0.1838 
 
S 
U 
U 
60 0.4115  0.5878   6.7264 x 10
-4
   0.6927 
0.3593  0.5133   0.1274   0.1771 
0.1657  0.2367   0.5976   0.2192 
 
S 
U 
U 
65 0.4114  0.5878   8.2916 x 10
-4
   0.6647 
0.3609  0.5156   0.1235   0.1912 
0.1671  0.2387   0.5942   0.2368 
 
U 
U 
S 
100 0.4095  0.5850   5.4900 x 10
-3
   0.4859 
0.3735  0.5336   0.09293   0.2891 
0.1764  0.2520   0.5716   0.3565 
 
U 
U 
S 
128 0.3998  0.5712   0.0289   0.4124 
0.3899  0.5570   0.0530   0.3787 
0.1836  0.2623   0.5541   0.4488 
 
U 
U 
S 
200 0.2010  0.2872   0.5118   0.6723 
 
S 
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Table 9.9 (Continued) 
300 0.2229  0.3184   0.4586   0.9538 
 
S 
400 0.2424  0.3463   0.4113   1.2062 
 
S 
 
 
 
Table 9.9 shows computed solubility roots for different pressure at 333=T . For P= 5, 
50, and 60 bar three solubility roots exists. For each of these test pressures, the root 
corresponding to the lowest value of solubility is the stable root. Values of 
compressibility factors for these roots also indicate that this stable root corresponds to the 
solid-vapor phase equilibrium root. For 65=P  bar however, among the three computed 
solubility roots, the root with highest solubility value is the stable root. Comparison of 
compressibility factors of the roots at 65=P  bar also suggests that this stable root 
corresponds to the solid-liquid phase equilibrium. Thus, there is a jump in solute 
solubility when pressure is increased from 60 bar to 65 bar. This jump occurs due to the 
presence of the stable solid-liquid-vapor phase equilibrium between 60=P bar 
and 65=P  bar. Therefore, the jump in solubility for ternary system corresponds to 
crossing the solid-liquid-vapor surface when pressure increases from 60 bar to 65 bar.  
 
 For 100=P  bar, 128 bar also, three solubility roots exist. Among these three roots, the 
stable phase equilibrium root is the one with the highest value of solubility as shown in 
Table 9.9. Values of compressibility factors also suggest that these stable roots 
correspond to solid-liquid phase equilibrium. For higher pressure, e.g. for 200=P  bar, 
300 bar and 400 bar, only single stable solid-liquid solubility root exists as shown in  
 266 
Table 9.9. For both 323=T K and 333=T K, results are consistent with those reported 
by Scurto et al. (2003). 
 
 
9.4.5. Carbon Dioxide + Propane + Naphthalene 
 
For this system, propane acts as a cosolvent for a system of carbon dioxide + 
naphthalene. This system is modeled using PR equation of state with 12k =0.125, 
23k =0.041 and 13k =0.09. Here, carbon dioxide is treated as component 1, propane as 
component 2 and naphthalene as component 3. The physical properties, used by Scurto et 
al. (2003), are used for this ternary system. Specific loading of cosolvent propane is 
considered to model our system. The ratio of carbon dioxide to ethane, α  for this system 
is equal to 5.6. Solubility roots for this cosolvent-solvent-solute system are computed 
using homotopy continuation based global methods for two different temperatures, 
2.328=T K. The initial point for homotopy path is computes as described in the 
discussion for carbon dioxide + ethane + naphthalene system.  
 
The sample homotopy continuation paths for 2.328=T  and 110=P bar are shown in 
Fig. 9.11. The homotopy paths are able to locate all three solubility roots as shown in Fig. 
9.11. Computed solubility roots for different pressure at 2.328=T are shown in Table 
9.10. 
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Fig. 9.11. Homotopy continuation paths for carbon dioxide + propane + naphthalene  
                system at 110 bar  and 328.2 K using PR equation of state  
 
 
 
For P= 5, 50 and 60 bar, three solubility roots exists. For each of these test pressures, the 
root corresponding to the lowest value of solubility is the stable root. Values of 
compressibility factors for these roots also indicate that this stable root corresponds to the 
solid-vapor phase equilibrium root. For 75=P bar however, among the three computed 
solubility roots, the root with highest solubility value is the stable root. Comparison of 
compressibility factors of the roots at 75=P  bar also suggests that this stable root 
corresponds to the solid-liquid phase equilibrium. Thus, there is a jump in solute 
solubility when pressure is increased from 60 bar to 75 bar. Therefore, the jump in 
solubility for ternary system corresponds to crossing the solid-liquid-vapor surface when 
pressure increases from 60 bar to 75 bar. 
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 For 110=P  bar, three solubility roots exist. Among these three roots, the stable phase 
equilibrium root is the one with the highest value of solubility as shown in Table 9.10. 
Values of compressibility factors also suggest that these stable roots correspond to solid-
liquid phase equilibrium. For higher pressures, e.g. for 200=P  bar, 300 bar and 400 bar, 
only single stable solid-liquid solubility root exists as shown in Table 9.10. The 
computed solubility roots are consistent with those reported by Scurto et al. (2003). 
 
 
Table 9.10. Computed solubility roots for carbon dioxide + propane + naphthalene  
                   system using PR equation of state at T = 328.2 
 
P  
(bar) 
Solubility roots 
( )Zxx ,, 21  
Phase  
stability 
5 0.8481   0.1515   4.2140 x 10
-4  0.9760 
0.7176   0.1281   0.1543  0.0140 
0.3804   0.0679   0.5517  0.0176 
 
S 
U 
U 
50 0.8482   0.1515   3.2223 x 10
-4  0.7351 
0.7451   0.1331   0.1218  0.1343 
0.4062   0.0725   0.5212  0.1704 
 
S 
U 
U 
60 0.8481   0.1514  4.7394 x 10
-4  0.6719 
0.7516   0.1342  0.1142  0.1598 
0.4118   0.0735  0.5147  0.2030 
 
S 
U 
U 
75 0.8476  0.1514   1.0485 x 10
-3  0.5655 
0.7621  0.1361   0.1018  0.1976 
0.4200  0.0750   0.5050  0.2511 
 
U 
U 
S 
110 0.8518  0.1313   0.0169  0.3444 
0.7983  0.1425   0.0592  0.2891 
0.4644  0.1054   0.4303  0.3458 
 
U 
U 
S 
200 0.4836  0.0864   0.4300  0.6157 
 
S 
300 0.5288  0.0944   0.3768  0.8656 
 
S 
400 0.5693  0.1017   0.3290  1.0845 
 
S 
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9.5. Conclusion 
 
In this chapter, we have described a methodology to reliably compute all the roots of 
solid solubility for solute-solvent system with or without cosolvent using homotopy 
continuation method. The subcool liquid based expression for fugacity of solute has been 
used to model the solid phase. For binary system, it has been found that this initial point 
is capable to reliable compute all the solubility roots. Results for ternary systems with 
cosolvent indicate that all roots of solubility could be obtained by tracing homotopy path 
starting from only one initial point. This initial point is computed from solute sublimation 
pressure, system pressure, ratio of solvent to solute loading and mole fraction constraint.  
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Chapter 10. 
Scope of Further Work 
 
We have developed systematic methodology to generate global phase equilibrium 
diagram that is not only able to generate all major six types of phase diagrams but also 
can handle different types of solid-fluid topography resulting from the presence of solid 
phase. The methodology is also capable of locating and tracing all possible azeotropic 
phenomena appearing in global phase equilibrium diagram. The algorithm doesn’t 
require prior knowledge about phase behavior and can be applied to any pressure explicit 
equation of state. Accurate derivatives are calculated using forward mode automatic 
differentiation. The presence of closed loop critical line (type VI phase behavior) can 
reliably predicted using Newton homotopy continuation method by locating all critical 
roots within the temperature interval. For theoretically more accurate equation of state 
such as SAFT, the methodology based on homotopy continuation method is able to 
compute the isothermal flash calculations reliably and efficiently for different types of 
associating systems. All roots of density are obtained using Newton homotopy 
continuation method when very low value of density is used as an initial point on 
homotopy path. Also, when the volume based formulation is used for phase stability 
calculations, all roots of minima of tangent plane distance function are obtained with only 
one initial point. For both binary and ternary systems, the initial point based on ideal 
solubility and mass balance constrains is able to locate all roots of solid solubility.   
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As stated earlier, our approach is applicable to any pressure explicit equation of state. 
Therefore, a direction for further work in the area of global phase equilibrium 
calculations is to apply the proposed algorithm to explore phase behavior exhibited by 
more complex systems having chain like or polar molecules using molecularly based 
equation of state such as SAFT and their modifications like PC-SAFT, LJ-SAFT and VR-
SAFT. When using any of these equations of states, the volume based formulation for 
phase stability test, as discussed in chapter 8 becomes useful.  
 
As explained before, the classification of ternary phase diagram has not been explored 
much mainly due to the requirement of significant experimental effort. Thus, another 
excellent direction for further work is to implement the strategy, as discussed in chapter 
7, to automatically generate global phase equilibrium diagram for ternary systems. Here, 
different systems of ternary components whose constituent binary systems show wide 
range of phase behavior from type one to type six type, should be considered for 
investigation. The development of the computational tool for ternary global phase 
equilibrium diagrams, and of course, results from parallel experimental efforts, will lead 
to greater understanding of the ternary phase behavior. Such predictive tool also helps in 
classification of ternary phase diagram, if any novel type of global ternary phase diagram 
is discovered computationally and later verified experimentally.  
 
Finally, the procedure to regression of binary interation parameters should be integrated 
with the proposed automated strategy and subsequently, the graphical user interface 
should be added in order to improve the user friendly aspect. 
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Appendix A. 
 
Cubic Equations of State, Fugacity Expressions and Criticality Conditions 
 
 
 
This appendix describes various fugacity expressions and criticality conditions for SRK 
and PR equation of state. These expressions are used in chapter 4 to compute phase 
stability roots, in chapter 4 to compute critical points, and finally in chapter 6 to compute 
global phase equilibrium diagrams for various systems.  
 
 
A.1. SRK Equation of State 
 
 
For pure fluid, the Solve Redlich Kwong equation of state is described as 
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P
+
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−
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Where the temperature dependent repulsive term b is given by 
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)(Ta  accounts for temperature dependent attractive term that is given by 
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Where  
 
2176.0574.1480.0 ωω −+=k             (A.4)  
 
 
For mixtures, with van der Waals one parameter mixing rules, 
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Where ijk  is binary interaction parameter between species i and j  
           
The equation can be converted into dimensionless cubic form (Walas, 1985) by  
 
 
2)/(RTPaA mm =          (A.8)  
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The SRK equation for a given mixture then becomes  
 
 
( ) 0223 =−−−+− mmmmm BAZBBAZZ       (A.12) 
 
For pure component, equation is expressed by 
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The fugacity of pure component can be derived from the relation (Prausnitz, J. M., 1999) 
given by 
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For SRK equation of state, above equation yields 
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The fugacity coefficient iφˆ ,of component i in a mixture is found from relation 
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where in  is mole number of component i , Tn  is total number of moles and V  is total 
volume of fluid mixture. 
 
For SRK equation of state, above expression yields (Walas, 1985) 
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The fugacity of component i in a mixture is then obtained by 
 
Pyf iii φˆ=            (A.18) 
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Where iy is mole fraction of component i  
 
 
 
A.2. Peng-Robinson Equation of State 
 
 
For pure fluid, the Peng-Robinson equation can be described as below (Peng and 
Robinson, 1976). 
 
( ) ( )bvbbvv
Ta
bv
RT
P
−++
−
−
=
)(
        (A.19)  
 
 
Where the temperature dependent repulsive term b is given by 
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)(Ta  accounts for temperature dependent attractive term that is given by 
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where  
 
 
22699.054226.137464.0 ωω −+=k                      (A.22) 
 
 
Where ω is an eccentric factor ( 5.00 ≤≤ω ). 
 
 
The equation can be converted into dimensionless cubic form (Walas, 1985) by  
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2)/(RTPaA mm =          (A.23) 
  
 
RTPbB ii /=           (A.24) 
       
 
RTPbB mm /=          (A.25) 
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The PR equation for a given mixture then becomes  
 
 
( ) ( ) ( ) 0231 32223 =−−−−−+−− mmmmmmmm BBBAZBBAZBZ    (A.27) 
 
 
For pure component, equation is expressed by 
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Where 
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The expression for pure component fugacity coefficient can be derived from equation 
(A1.14) as 
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For mixture with one parameter van der Waals mixing rules, equation for fugacity of 
component i in a mixture is obtained from relation (A1.16) as 
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A.2.1. Wong-Sandler Mixing Rules 
 
Wong-Sandler mixing rules (Wong and Sandler, 1992) are suitable for highly nonideal 
system where van der Waals mixing rules fail. According to this mixing rules  
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C is the equation dependent constant. For Peng-Robinson equation of state, 
 
 
 
62322.02/)12ln( −=−=C  
 
 
The excess Gibbs free energy, exG  is obtained from activity coefficient model such as 
NRTL 
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Thus,  
 
∑ ∑
∑










=
i
k
kki
j
jjiji
i
ex
xG
xG
x
RT
G
τ
        (A.34) 
 
 
Where 
 
( )jijijiG τα−= exp  
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ijk , ijτ , jiτ  and ijα are four dimensionless parameters.  
 
 
The fugacity coefficient for component i in a mixture can be expressed as (Orbey and 
Sandler, 1998) 
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Following additional variables are helpful to derive expression of fugacity coefficient as 
defined by Orbey and Sandler, 1998.  
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For NRTL model, expressions for activity coefficients can be coded as (Walas, 1985). 
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A.3. Critical Points 
 
The derivatives used in critical criteria and the stability test can be expressed in terms of 
derivatives with respect to fugacities as 
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where n indicates mole number. The second and third derivatives of Helmholtz free 
energy are obtained analytically and the fourth derivative is obtained using automatic 
differentiation technique.  
 
For SRK and PR equation of state with van der Waals mixing rules, expressions derived 
by Michelsen and Heidemann (1981), Stradi et al. (2001) are used. These expressions are 
stated in chapter 4. The parameters used in those expressions are defined as below.  
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For PR equation of state with Wong-Sandler mixing rules, however, analytical 
expressions criticality conditions are derived using  
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Where ma  and mb are given by equations (A.31) and (A.32) respectively 
The derivatives of ma  and mb with respect to mole numbers can be obtained from 
equation (A.36) and (A.37) 
In order to facilitate temperature and total volume as independent variables, PR equation 
of state can be substituted in place of P  as  
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Derivatives of the resulting expression with respect to mole numbers are then derived 
analytically to formulate the criticality conditions. 
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Homotopy Continuation Paths for Phase Stability Calculations 
 
 
 
This appendix shows homotopy continuation paths for phase stability calculations for 
various test systems reported in chapter 4. As explained in chapter 4, four initial points, 
two of type A (A1 and A2) and two of type B (B1 and B2), are used for each of the feed 
mixtures, resulting in four homotopy continuation paths for any of the feed mixtures.  
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   Fig. B.1. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.0115,0.9885),  
                 starting with type A1 initial point 
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   Fig. B.2. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.0115,0.9885),  
                 starting with type A2 initial point 
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Fig. B.3. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.0115,0.9885),  
                 starting with type B1 initial point 
 
 308 
Appendix B (Continued) 
-1 -0.5 0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Homotopy parameter
M
o
le
 f
ra
c
ti
o
n
H2S
CH4
 
Fig. B.4. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.0115,0.9885),  
                 starting with type B2 initial point 
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   Fig. B.5. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.07,0.93),  
                 starting with type A1 initial point 
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Fig. B.6. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
               40.53 bar and  T = 190 K using SRK equation of state for z = (0.07,0.93),  
               starting with type A2 initial point 
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 Fig. B.7. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                40.53 bar and  T = 190 K using SRK equation of state for z = (0.07,0.93),  
                starting with type B1 initial point 
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Fig. B.8. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.07,0.93),  
                 starting with type B2 initial point 
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Fig. B.9. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.5,0.5),  
                 starting with type A1 initial point 
 311 
Appendix B (Continued) 
-1 -0.5 0 0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Homotopy parameter
M
o
le
 f
ra
c
ti
o
n
H2S
CH4
 
Fig. B.10. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.5,0.5),  
                 starting with type A2 initial point 
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Fig. B.11. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.5,0.5),  
                 starting with type B1 initial point 
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Fig. B.12. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.5,0.5),  
                 starting with type B2 initial point 
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Fig. B.13. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.888,0.112),  
                 starting with type A1 initial point 
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Fig. B.14. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.888,0.112),  
                 starting with type A2 initial point 
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Fig. B.15. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.888,0.112),  
                 starting with type B1 initial point 
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Fig. B.16. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.888,0.112),  
                 starting with type B2 initial point 
-1 -0.5 0 0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Homotopy parameter
M
o
le
 f
ra
c
ti
o
n
H2S
CH4
 
Fig. B.17. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.89,0.11),  
                 starting with type A1 initial point 
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Fig. B.18. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.89,0.11),  
                 starting with type A2 initial point 
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Fig. B.19. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.89,0.11),  
                 starting with type B1 initial point 
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Fig. B.20. Homotopy continuation paths for hydrogen sulphide-methane system at P =  
                 40.53 bar and  T = 190 K using SRK equation of state for z = (0.89,0.11),  
                 starting with type B2 initial point 
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Fig. B.21. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.1,0.9),  
                 starting with type A1 initial point 
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Fig. B.22. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.1,0.9),  
                 starting with type A2 initial point 
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Fig. B.23. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.1,0.9),  
                 starting with type B1 initial point 
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Fig. B.24. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.1,0.9),  
                 starting with type B2 initial point 
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Fig. B.25. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.4,0.6),  
                 starting with type A1 initial point 
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Fig. B.26. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.4,0.6),  
                 starting with type A2 initial point 
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Fig. B.27. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.4,0.6),  
                 starting with type B1 initial point 
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Fig. B.28. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.4,0.6),  
                 starting with type B2 initial point 
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Fig. B.29. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.6,0.4),  
                 starting with type A1 initial point 
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Fig. B.30. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.6,0.4),  
                 starting with type A2 initial point 
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Fig. B.31. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.6,0.4),  
                 starting with type B1 initial point 
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Fig. B.32. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.6,0.4),  
                 starting with type B2 initial point 
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Fig. B.33. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.9,0.1),  
                 starting with type A1 initial point 
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Fig. B.34. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.9,0.1),  
                 starting with type A2 initial point 
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Fig. B.35. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.9,0.1),  
                 starting with type B1 initial point 
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Fig. B.36. Homotopy continuation paths for methane-propane system at P =  
                 50 bar and  T = 277.6 K using SRK equation of state for z = (0.9,0.1),  
                 starting with type B2 initial point 
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Fig. B.37. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and  T = 277.6 K using SRK equation of state for z = (0.4,0.6),  
                 starting with type A1 initial point 
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Fig. B.38. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and  T = 277.6 K using SRK equation of state for z = (0.4,0.6),  
                 starting with type A2 initial point 
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Fig. B.39. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and T = 277.6 K using SRK equation of state for z = (0.4,0.6),  
                 starting with type B1 initial point 
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Fig. B.40. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and T = 277.6 K using SRK equation of state for z = (0.4,0.6),  
                 starting with type B2 initial point 
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Fig. B.41. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and T = 277.6 K using SRK equation of state for z = (0.73,0.27),  
                 starting with type A1 initial point 
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Fig. B.42. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and T = 277.6 K using SRK equation of state for z = (0.73,0.27),  
                 starting with type A2 initial point 
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Fig. B.43. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and T = 277.6 K using SRK equation of state for z = (0.73,0.27),  
                 starting with type B1 initial point 
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Fig. B.44. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and T = 277.6 K using SRK equation of state for z = (0.73,0.27),  
                 starting with type B2 initial point 
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Fig. B.45. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and T = 277.6 K using SRK equation of state for z = (0.9,0.1),  
                 starting with type A1 initial point 
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Fig. B.46. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and T = 277.6 K using SRK equation of state for z = (0.9,0.1),  
                 starting with type A2 initial point 
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Fig. B.47. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and T = 277.6 K using SRK equation of state for z = (0.9,0.1),  
                 starting with type B1 initial point 
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Fig. B.48. Homotopy continuation paths for methane-propane system at P =  
                 100 bar and T = 277.6 K using SRK equation of state for z = (0.9,0.1),  
                 starting with type B2 initial point 
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Fig. B.49. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.1,0.9),  
                 starting with type A1 initial point 
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Fig. B.50. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.1,0.9),  
                 starting with type A2 initial point 
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Fig. B.51. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.1,0.9),  
                 starting with type B1 initial point 
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Fig. B.52. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.1,0.9),  
                 starting with type B2 initial point 
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Fig. B.53. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.3,0.7),  
                 starting with type A1 initial point 
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Fig. B.54. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.3,0.7),  
                 starting with type A2 initial point 
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Fig. B.55. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.3,0.7),  
                 starting with type B1 initial point 
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Fig. B.56. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.3,0.7),  
                 starting with type B2 initial point 
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Fig. B.57. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.6,0.4),  
                 starting with type A1 initial point 
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Fig. B.58. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.6,0.4),  
                 starting with type A2 initial point 
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Fig. B.59. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.6,0.4),  
                 starting with type B1 initial point 
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Fig. B.60. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.6,0.4),  
                 starting with type B2 initial point 
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Fig. B.61. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.18,0.82),  
                 starting with type A1 initial point 
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Fig. B.62. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.18,0.82),  
                 starting with type A2 initial point 
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Fig. B.63. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.18,0.82),  
                 starting with type B1 initial point 
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Fig. B.64. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.18,0.82),  
                 starting with type B2 initial point 
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Fig. B.65. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.44,0.54),  
                 starting with type A1 initial point 
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Fig. B.66. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.44,0.54),  
                 starting with type A2 initial point 
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Fig. B.67. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.44,0.54),  
                 starting with type B1 initial point 
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Fig. B.68. Homotopy continuation paths for nitrogen-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.44,0.54),  
                 starting with type B2 initial point 
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Fig. B.69. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.1,0.9),  
                 starting with type A1 initial point 
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Fig. B.70. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.1,0.9),  
                 starting with type A2 initial point 
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Fig. B.71. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.1,0.9),  
                 starting with type B1 initial point 
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Fig. B.72. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.1,0.9),  
                 starting with type B2 initial point 
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Fig. B.73. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.2,0.8),  
                 starting with type A1 initial point 
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Fig. B.74. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.2,0.8), 
                 starting with type A2 initial point 
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Fig. B.75. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.2,0.8), 
                 starting with type B1 initial point 
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Fig. B.76. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.2,0.8), 
                 starting with type B2 initial point 
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Fig. B.77. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.3,0.7), 
                 starting with type A1 initial point 
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Fig. B.78. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.3,0.7), 
                 starting with type A2 initial point 
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Fig. B.79. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.3,0.7), 
                 starting with type B1 initial point 
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Fig. B.80. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.3,0.7), 
                 starting with type B2 initial point 
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Fig. B.81. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.6,0.4), 
                 starting with type A1 initial point 
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Fig. B.82. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.6,0.4), 
                 starting with type A2 initial point 
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Fig. B.83. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.6,0.4), 
                 starting with type B1 initial point 
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Fig. B.84. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.6,0.4), 
                 starting with type B2 initial point 
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Fig. B.85. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.43,0.57), 
                 starting with type A1 initial point 
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Fig. B.86. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.43,0.57), 
                 starting with type A2 initial point 
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Fig. B.87. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.43,0.57), 
                 starting with type B1 initial point 
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Fig. B.88. Homotopy continuation paths for carbon dioxide-methane system at P =  
                 60.8 bar and T = 220 K using PR equation of state for z = (0.43,0.57), 
                 starting with type B2 initial point 
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Fig. B.89. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.3,0.1,0.6), 
                 starting with type A1 initial point 
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Fig. B.90. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.3,0.1,0.6), 
                 starting with type A2 initial point 
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Fig. B.91. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.3,0.1,0.6), 
                 starting with type B1 initial point 
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Fig. B.92. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.3,0.1,0.6), 
                 starting with type B2 initial point 
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Fig. B.93. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.05,0.05,0.9), 
                 starting with type A1 initial point 
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Fig. B.94. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.05,0.05,0.9), 
                 starting with type A2 initial point 
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Fig. B.95. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.05,0.05,0.9), 
                 starting with type B1 initial point 
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Fig. B.96. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.05,0.05,0.9), 
                 starting with type B2 initial point 
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Fig. B.97. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.08,0.38,0.54), 
                 starting with type A1 initial point 
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Fig. B.98. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.08,0.38,0.54), 
                 starting with type A2 initial point 
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Fig. B.99. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.08,0.38,0.54), 
                 starting with type B1 initial point 
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Fig. B.100. Homotopy continuation paths for carbon dioxide-methane-ethane system at P =  
                 76 bar and T = 270 K using PR equation of state for z = (0.08,0.38,0.54), 
                 starting with type B2 initial point 
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Appendix C. 
 
Homotopy Continuation Paths and Phase Stability Roots for Critical Point 
Calculations 
 
 
This appendix shows homotopy continuation paths for phase stability roots for computed 
critical points for various test systems reported in chapter 4.  
 
 
C.1. Homotopy Continuation Paths  
 
As explained earlier in chapter 4, two pure component vertices are used as initial points, 
resulting in two homotopy continuation paths for any of the feed mixtures. In order to 
ease interpretation, continuation paths for perturbation mole numbers are shown 
separately from the critical temperature and critical volume.  
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Fig. C.1. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.998,0.002),  
               starting with critical point of methane 
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Fig. C.2. Homotopy continuation paths for perturbation mole numbers for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.998,0.002),  
               starting with critical point of methane 
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Fig. C.3. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.998,0.002),  
               starting with critical point of hydrogen sulfide 
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Fig. C.4. Homotopy continuation paths for perturbation mole numbers for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.998,0.002),  
               starting with critical point of hydrogen sulfide 
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Fig. C.5. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.97,0.03),  
               starting with critical point of methane 
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Fig. C.6. Homotopy continuation paths for perturbation mole numbers for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.97,0.03),  
               starting with critical point of methane 
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Fig. C.7. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.97,0.03),  
               starting with critical point of hydrogen sulfide 
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Fig. C.8. Homotopy continuation paths for perturbation mole numbers for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.97,0.03),  
               starting with critical point of hydrogen sulfide 
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Fig. C.9. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.9475,0.0525),  
               starting with critical point of methane 
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Fig. C.10. Homotopy continuation paths for perturbation mole numbers for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.9475,0.0525),  
               starting with critical point of methane 
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Fig. C.11. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.9475,0.0525),  
               starting with critical point of hydrogen sulfide 
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Fig. C.12. Homotopy continuation paths for mole numbers for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.9475,0.0525),  
               starting with critical point of hydrogen sulfide 
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Fig. C.13. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.94,0.06),  
               starting with critical point of methane 
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Fig. C.14. Homotopy continuation paths for perturbation mole numbers for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.94,0.06),  
               starting with critical point of methane 
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Fig. C.15. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.94,0.06),  
               starting with critical point of hydrogen sulfide 
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Fig. C.16. Homotopy continuation paths for perturbation mole numbers for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.94,0.06),  
               starting with critical point of hydrogen sulfide 
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Fig. C.17. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.93,0.07),  
               starting with critical point of methane 
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Fig. C.18. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.93,0.07), starting with critical point of  
                 methane 
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Fig. C.19. Homotopy continuation paths for critical temperature and critical volume for   
               methane-hydrogen sulfide system using SRK equation of state with z = (0.93,0.07),  
               starting with critical point of hydrogen sulfide 
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Fig. C.20. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.93,0.07), starting with critical point of  
                 hydrogen sulfide 
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Fig. C.21. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.86,0.14), starting with   
                 critical point of methane 
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Fig. C.22. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.86,0.14), starting with critical point of  
                 methane 
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Fig. C.23. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.86,0.14), starting with   
                 critical point of hydrogen sulfide 
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Fig. C.24. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.86,0.14), starting with critical point of  
                 hydrogen sulfide 
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Fig. C.25. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.85,0.15), starting with   
                 critical point of methane 
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Fig. C.26. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.85,0.15), starting with critical point of  
                 methane 
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Fig. C.27. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.85,0.15), starting with   
                 critical point of hydrogen sulfide 
 371 
Appendix C (Continued) 
-0.5 0 0.5 1 1.5 2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Homotopy parameter
d
n
 (
m
o
le
)
dn1
dn2
 
Fig. C.28. Homotopy continuation paths for perturbation mole numbers for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.85,0.15), starting with   
                 critical point of hydrogen sulfide 
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Fig. C.29. Homotopy continuation paths for critical volume and critical temperature numbers for  
                 methane-hydrogen sulfide system using SRK equation of state with z = (0.84,0.16),   
                 starting with critical point of methane 
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Fig. C.30. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.84,0.16), starting with critical point of  
                 methane 
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Fig. C.31. Homotopy continuation paths for critical temperature and critical volume for methane- 
                  hydrogen sulfide system using SRK equation of state with z = (0.84,0.16), starting   
                  with critical point of hydrogen sulfide 
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Fig. C.32. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.84,0.16), starting with critical point of  
                 hydrogen sulfide 
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Fig. C.33. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.75,0.25), starting with  
                 critical point of methane 
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Fig. C.34. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.75,0.25), starting with critical point of  
                 methane 
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Fig. C.35. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.75,0.25), starting with  
                 critical point of hydrogen sulfide 
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Fig. C.36. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.75,0.25), starting with critical point of  
                 hydrogen sulfide 
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Fig. C.37. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.53,0.47), starting with  
                 critical point of methane 
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Fig. C.38. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.53,0.47), starting with critical point of  
                 methane 
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Fig. C.39. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.53,0.47), starting with  
                 critical point of hydrogen sulfide 
 377 
Appendix C (Continued) 
-0.5 0 0.5 1
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Homotopy parameter
d
n
 (
m
o
le
)
dn2
dn1
 
Fig. C.40. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.53,0.47), starting with critical point of  
                 hydrogen sulfide 
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Fig. C.41. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.52,0.48), starting with  
                 critical point of methane 
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Fig. C.42. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.52,0.48), starting with critical point of methane 
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Fig. C.43. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.52,0.48), starting with  
                 critical point of hydrogen sulfide 
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Fig. C.44. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                  using SRK equation of state with z = (0.52,0.48), starting with critical point of  
                 hydrogen sulfide 
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Fig. C.45. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.51,0.48), starting with  
                 critical point of methane 
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Fig. C.46. Homotopy continuation paths for mole numbers for methane-hydrogen sulfide system  
                 using SRK equation of state with z = (0.51,0.48), starting with critical point of methane 
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Fig. C.47. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.51,0.48), starting with  
                 critical point of hydrogen sulfide 
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Fig. C.48. Homotopy continuation paths for mole numbers for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.51,0.48), starting with  
                 critical point of hydrogen sulfide 
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Fig. C.49. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.36,0.64), starting with  
                 critical point of methane 
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Fig. C.50. Homotopy continuation paths for mole numbers for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.36,0.64), starting with  
                 critical point of methane 
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Fig. C.51. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.36,0.64), starting with  
                 critical point of hydrogen sulfide 
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Fig. C.52. Homotopy continuation paths for mole numbers for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.36,0.64), starting with  
                 critical point of hydrogen sulfide 
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Fig. C.53. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.24,0.76), starting with  
                 critical point of methane 
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Fig. C.54. Homotopy continuation paths for mole numbers for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.24,0.76), starting with  
                 critical point of methane 
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Fig. C.55. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.24,0.76), starting with  
                 critical point of hydrogen sulfide 
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Fig. C.56. Homotopy continuation paths for mole numbers for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.24,0.76), starting with  
                 critical point of hydrogen sulfide 
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Fig. C.57. Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.09,0.91), starting with  
                 critical point of methane 
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Fig. C.58. Homotopy continuation paths for mole numbers for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.09.91) starting with  
                 critical point of methane 
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Fig. C.59 Homotopy continuation paths for critical temperature and critical volume for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.09.91) starting with  
                 critical point of hydrogen sulfide 
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Fig. C.60. Homotopy continuation paths for mole numbers for methane- 
                 hydrogen sulfide system using SRK equation of state with z = (0.09.91) starting with  
                 critical point of hydrogen sulfide 
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Fig. C.61. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.878,0.122), starting  
                 with critical point of carbon dioxide 
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Fig. C.62. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.878,0.122), starting  
                 with critical point of carbon dioxide 
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Fig. C.63. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.878,0.122), starting  
                 with critical point of n-octane 
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Fig. C.64. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.878,0.122), starting  
                 with critical point of n-octane 
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Fig. C.65. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.875,0.125), starting  
                 with critical point of carbon dioxide 
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Fig. C.66. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.875,0.125), starting  
                 with critical point of carbon dioxide 
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Fig. C.67. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.875,0.125), starting  
                 with critical point of n-octane 
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Fig. C.68. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.875,0.125), starting  
                 with critical point of n-octane 
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Fig. C.69. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.871,0.129), starting  
                 with critical point of carbon dioxide 
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Fig. C.70. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.871,0.129), starting  
                 with critical point of carbon dioxide 
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Fig. C.71. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.871,0.129), starting  
                 with critical point of n-octane 
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Fig. C.72. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.871,0.129), starting  
                 with critical point of n-octane 
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Fig. C.73. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.88,0.12), starting  
                 with critical point of carbon dioxide 
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Fig. C.74. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.88,0.12), starting  
                 with critical point of carbon dioxide 
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Fig. C.75. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.88,0.12), starting  
                 with critical point of n-octane 
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Fig. C.76. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.88,0.12), starting  
                 with critical point of n-octane 
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Fig. C.77. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.9,0.1), starting  
                 with critical point of carbon dioxide 
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Fig. C.78. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.9,0.1), starting  
                 with critical point of carbon dioxide 
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Fig. C.79. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.9,0.1), starting  
                 with critical point of n-octane 
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Fig. C.80. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.9,0.1), starting  
                 with critical point of n-octane 
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Fig. C.81. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.8,02), starting  
                 with critical point of carbon dioxide 
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Fig. C.82. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.8,0.2), starting  
                 with critical point of carbon dioxide 
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Fig. C.83. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.8,0.2), starting  
                 with critical point of n-octane 
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Fig. C.84. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.8,0.2), starting  
                 with critical point of n-octane 
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Fig. C.85. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.6,0.4), starting  
                 with critical point of carbon dioxide 
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Fig. C.86. Homotopy continuation paths for perturbation mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.6,0.4), starting  
                 with critical point of carbon dioxide 
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Fig. C.87. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.6,0.4), starting  
                 with critical point of n-octane 
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Fig. C.88. Homotopy continuation paths for perturbation mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.6,0.4), starting  
                 with critical point of n-octane 
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Fig. C.89. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.4,0.6), starting  
                 with critical point of carbon dioxide 
 402 
Appendix C (Continued) 
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Homotopy parameter
d
n
 (
m
o
le
)
dn1
dn2
 
Fig. C.90. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.4,0.6), starting  
                 with critical point of carbon dioxide 
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Fig. C.91. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.4,0.6), starting  
                 with critical point of n-octane 
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Fig. C.92. Homotopy continuation paths for mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.4,0.6), starting  
                 with critical point of n-octane 
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Fig. C.93. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.2,0.8), starting  
                 with critical point of carbon dioxide 
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Fig. C.94. Homotopy continuation paths for perturbation mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.2,0.8), starting  
                 with critical point of carbon dioxide 
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Fig. C.95. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.2,0.8), starting  
                 with critical point of n-octane 
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Fig. C.96. Homotopy continuation paths for perturbation mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.2,0.8), starting  
                 with critical point of n-octane 
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Fig. C.97. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.1,0.9), starting  
                 with critical point of carbon dioxide 
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Fig. C.98. Homotopy continuation paths for perturbation mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.1,0.9), starting  
                 with critical point of carbon dioxide 
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Fig. C.99. Homotopy continuation paths for critical temperature and critical volume for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.1,0.9), starting  
                 with critical point of n-octane 
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Fig. C.100. Homotopy continuation paths for perturbation mole numbers for carbon  
                 dioxide-n-octane system using SRK equation of state with z = (0.1,0.9), starting  
                 with critical point of n-octane 
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Fig. C.101. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hydrogen sulfide system using PR equation of state 
                  with z = (0.07,0.616,0.314), starting with critical point of methane 
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Fig. C.102. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hydrogen sulfide system using PR equation of state 
                  with z = (0.07,0.616,0.314), starting with critical point of methane 
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Fig. C.103. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hydrogen sulfide system using PR equation of state 
                  with z = (0.07,0.616,0.314), starting with critical point of carbon dioxide 
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Fig. C.104. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hydrogen sulfide system using PR equation of state 
                  with z = (0.07,0.616,0.314), starting with critical point of carbon dioxide 
-0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4
-500
0
500
1000
1500
2000
2500
Homotopy parameter
T
e
m
p
e
ra
tu
re
 (
K
) 
/ 
V
o
lu
m
e
 (
c
m
3
)
Volume
Temperature
 
Fig. C.105. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hydrogen sulfide system using PR equation of state 
                  with z = (0.07,0.616,0.314), starting with critical point of hydrogen sulfide 
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Fig. C.106. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hydrogen sulfide system using PR equation of state 
                  with z = (0.07,0.616,0.314), starting with critical point of hydrogen sulfide 
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Fig. C.107. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.429,0.373,0.198), starting with critical point of ethane 
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Fig. C.108. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.429,0.373,0.198), starting with critical point of ethane 
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Fig. C.109. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.429,0.373,0.198), starting with critical point of butane 
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Fig. C.110. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.429,0.373,0.198), starting with critical point of butane 
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Fig. C.111. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.429,0.373,0.198), starting with critical point of heptane 
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Fig. C.112. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.429,0.373,0.198), starting with critical point of heptane 
-0.5 0 0.5 1 1.5 2
-50
0
50
100
150
200
250
300
350
400
450
Homotopy parameter
T
e
m
p
e
ra
tu
re
 (
K
) 
/ 
V
o
lu
m
e
 (
c
m
3
)
Temperature
Volume
 
Fig. C.113. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.514,0.412,0.074), starting with critical point of ethane 
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Fig. C.114. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.514,0.412,0.074), starting with critical point of ethane 
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Fig. C.115. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.514,0.412,0.074), starting with critical point of butane 
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Fig. C.116. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.514,0.412,0.074), starting with critical point of butane 
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Fig. C.117. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.514,0.412,0.074), starting with critical point of heptane 
 416 
Appendix C (Continued) 
-0.1 0 0.1 0.2 0.3 0.4 0.5 0.6
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Homotopy parameter
d
n
 (
m
o
le
)
dn3
dn2dn1
 
Fig. C.118. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.514,0.412,0.074), starting with critical point of heptane 
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Fig. C.119. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.726,0.171,0.103), starting with critical point of ethane 
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Fig. C.120. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.726,0.171,0.103), starting with critical point of ethane 
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Fig. C.121. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.726,0.171,0.103), starting with critical point of butane 
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Fig. C.122. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.726,0.171,0.103), starting with critical point of butane 
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Fig. C.123. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.726,0.171,0.103), starting with critical point of heptane 
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Fig. C.124. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-butane-heptane system using PR equation of state with  
                   z = (0.726,0.171,0.103), starting with critical point of heptane 
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Fig. C.125. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.612,0.271,0.117), starting with critical point of ethane 
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Fig. C.126. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.612,0.271,0.117), starting with critical point of ethane 
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Fig. C.127. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.612,0.271,0.117), starting with critical point of pentane 
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Fig. C.128. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.612,0.271,0.117), starting with critical point of pentane 
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Fig. C.129. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.612,0.271,0.117), starting with critical point of heptane 
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Fig. C.130. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.612,0.271,0.117), starting with critical point of heptane 
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Fig. C.131. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.615,0.296,0.089), starting with critical point of ethane 
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Fig. C.132. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.615,0.296,0.089), starting with critical point of ethane 
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Fig. C.133. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.615,0.296,0.089), starting with critical point of pentane 
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Fig. C.134. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.615,0.296,0.089), starting with critical point of pentane 
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Fig. C.135. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.615,0.296,0.089), starting with critical point of heptane 
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Fig. C.136. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.615,0.296,0.089), starting with critical point of heptane 
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Fig. C.137. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.801,0.064,0.135), starting with critical point of ethane 
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Fig. C.138. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.801,0.064,0.135), starting with critical point of ethane 
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Fig. C.139. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.801,0.064,0.135), starting with critical point of pentane 
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Fig. C.140. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.801,0.064,0.135), starting with critical point of pentane 
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Fig. C.141. Homotopy continuation paths for critical temperature and critical volume for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.801,0.064,0.135), starting with critical point of heptane 
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Fig. C.142. Homotopy continuation paths for perturbation mole numbers for  
                   ethane-pentane-heptane system using PR equation of state with  
                   z = (0.801,0.064,0.135), starting with critical point of heptane 
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Fig. C.143. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with  
                   z = (0.043,0.415,0.542), starting with critical point of nitrogen 
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Fig. C.144. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with  
                   z = (0.043,0.415,0.542), starting with critical point of nitrogen 
-0.5 0 0.5 1 1.5 2
-50
0
50
100
150
200
250
300
350
400
Homotopy parameter
T
e
m
p
e
ra
tu
re
 (
K
) 
/ 
V
o
lu
m
e
 (
c
m
3
)
Temperature
Volume
 
Fig. C.145. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with  
                   z = (0.043,0.415,0.542), starting with critical point of methane 
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Fig. C.146. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with  
                   z = (0.043,0.415,0.542), starting with critical point of methane 
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Fig. C.147. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with  
                   z = (0.043,0.415,0.542), starting with critical point of propane 
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Fig. C.148. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with  
                   z = (0.043,0.415,0.542), starting with critical point of propane 
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Fig. C.149. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with  
                   z = (0.0855,0.4115,0.503), starting with critical point of nitrogen 
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Fig. C.150. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with  
                   z = (0.0855,0.4115,0.503), starting with critical point of nitrogen 
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Fig. C.151. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.0855,0.4115, 
                   ,0.503), starting with critical point of methane 
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Fig. C.152. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.0855,0.4115, 
                   ,0.503), starting with critical point of methane 
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Fig. C.153. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.0855,0.4115, 
                   ,0.503), starting with critical point of propane 
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Fig. C.154. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.0855,0.4115, 
                   ,0.503), starting with critical point of propane 
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Fig. C.155. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.095,0.36, 
                   ,0.545), starting with critical point of nitrogen 
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Fig. C.156. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.095,0.36, 
                   ,0.545), starting with critical point of nitrogen 
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Fig. C.157. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.095,0.36, 
                   ,0.545), starting with critical point of methane 
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Fig. C.158. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.095,0.36, 
                   ,0.545), starting with critical point of methane 
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Fig. C.159. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.095,0.36, 
                   ,0.545), starting with critical point of propane 
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Fig. C.160. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.095,0.36, 
                   ,0.545), starting with critical point of propane 
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Fig. C.161. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.0465,0.453, 
                   ,0.5005), starting with critical point of nitrogen 
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Fig. C.162. Homotopy continuation paths for perturbation mole numbers for 
                   nitrogen-methane-propane system using PR equation of state with z = (0.0465,0.453, 
                   ,0.5005), starting with critical point of nitrogen 
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Fig. C.163. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.0465,0.453, 
                   ,0.5005), starting with critical point of methane 
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Fig. C.164. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.0465,0.453, 
                   ,0.5005), starting with critical point of methane 
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Fig. C.165. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.0465,0.453, 
                   ,0.5005), starting with critical point of propane 
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Fig. C.166. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-propane system using PR equation of state with z = (0.0465,0.453, 
                   ,0.5005), starting with critical point of propane 
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Fig. C.167. Homotopy continuation paths for critical temperature and critical volume for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.97,0.03), starting with critical point of carbon dioxide 
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Fig. C.168. Homotopy continuation paths for perturbation mole numbers for carbon  
                 dioxide-n-hexadecane system using SRK equation of state with z = (0.97,0.03), starting  
                 with critical point of carbon dioxide 
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Fig. C.169. Homotopy continuation paths for critical temperature and critical volume for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.97,0.03), starting with critical point of n-hexadecane 
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Fig. C.170. Homotopy continuation paths for perturbation mole numbers for carbon  
                 dioxide-n-hexadecane system using SRK equation of state with z = (0.97,0.03), starting  
                 with critical point of n-hexadecane 
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Fig. C.171. Homotopy continuation paths for critical temperature and critical volume for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.94,0.06), starting with critical point of carbon dioxide 
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Fig. C.172. Homotopy continuation paths for perturbation mole numbers for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.94,0.06), starting with critical point of carbon dioxide 
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Fig. C.173. Homotopy continuation paths for critical temperature and critical volume for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.94,0.06), starting with critical point of n-hexadecane 
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Fig. C.174. Homotopy continuation paths for perturbation mole numbers for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.94,0.06), starting with critical point of n-hexadecane 
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Fig. C.175. Homotopy continuation paths for critical temperature and critical volume for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.93,0.07), starting with critical point of carbon dioxide 
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Fig. C.176. Homotopy continuation paths for perturbation mole numbers for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.93,0.07), starting with critical point of carbon dioxide 
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Fig. C.177. Homotopy continuation paths for critical temperature and critical volume for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.93,0.07), starting with critical point of n-hexadecane 
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Fig. C.178. Homotopy continuation paths for perturbation mole numbers for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.93,0.07), starting with critical point of n-hexadecane 
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Fig. C.179. Homotopy continuation paths for critical temperature and critical volume for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.58,0.42), starting with critical point of carbon dioxide 
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Fig. C.180. Homotopy continuation paths for perturbation mole numbers for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.58,0.42), starting with critical point of carbon dioxide 
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Fig. C.181. Homotopy continuation paths for critical temperature and critical volume for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.58,0.42), starting with critical point of n-hexadecane 
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Fig. C.182. Homotopy continuation paths for perturbation mole numbers for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.58,0.42), starting with critical point of n-hexadecane 
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Fig. C.183. Homotopy continuation paths for critical temperature and critical volume for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.5,0.5), starting with critical point of carbon dioxide 
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Fig. C.184. Homotopy continuation paths for perturbation mole numbers for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.5,0.5), starting with critical point of carbon dioxide 
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Fig. C.185. Homotopy continuation paths for critical temperature and critical volume for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.5,0.5), starting with critical point of n-hexadecane 
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Fig. C.186. Homotopy continuation paths for perturbation mole numbers for  
                   carbon dioxide-n-hexadecane system using SRK equation of state with 
                   z = (0.5,0.5), starting with critical point of n-hexadecane 
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Fig. C.187. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.02,0.68,0.3), starting with critical point of nitrogen 
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Fig. C.188. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.02,0.68,0.3), starting with critical point of nitrogen 
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Fig. C.189. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.02,0.68,0.3), starting with critical point of methane 
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Fig. C.190. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.02,0.68,0.3), starting with critical point of methane 
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Fig. C.191. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.02,0.68,0.3), starting with critical point of n-hexane 
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Fig. C.192. Homotopy continuation paths for mole numbers for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.02,0.68,0.3), starting with critical point of n-hexane 
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Fig. C.193. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.07,0.46,0.47), starting with critical point of nitrogen 
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Fig. C.194. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.07,0.46,0.47), starting with critical point of nitrogen 
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Fig. C.195. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.07,0.46,0.47), starting with critical point of methane 
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Fig. C.196. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.07,0.46,0.47), starting with critical point of methane 
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Fig. C.197. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.07,0.46,0.47), starting with critical point of n-hexane 
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Fig. C.198. Homotopy continuation paths for mole numbers for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.07,0.46,0.47), starting with critical point of n-hexane 
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Fig. C.199. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.08,0.52,0.4), starting with critical point of nitrogen 
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Fig. C.200. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.08,0.52,0.4), starting with critical point of nitrogen 
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Fig. C.201. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.08,0.52,0.4), starting with critical point of methane 
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Fig. C.202. Homotopy continuation paths for perturbation mole numbers for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.08,0.52,0.4), starting with critical point of methane 
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Fig. C.203. Homotopy continuation paths for critical temperature and critical volume for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.08,0.52,0.4), starting with critical point of n-hexane 
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Fig. C.204. Homotopy continuation paths for mole numbers for  
                   nitrogen-methane-hexane system using SRK equation of state 
                  with z = (0.08,0.52,0.4), starting with critical point of n-hexane 
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Fig. C.205. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.7,0.1,0.2), starting with critical point of methane 
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Fig. C.206. Homotopy continuation paths for mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.7,0.1,0.2), starting with critical point of methane 
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Fig. C.207. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.7,0.1,0.2), starting with critical point of carbon dioxide 
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Fig. C.208. Homotopy continuation paths for mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.7,0.1,0.2), starting with critical point of carbon dioxide 
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Fig. C.209. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.7,0.1,0.2), starting with critical point of hexane 
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Fig. C.210. Homotopy continuation paths for mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.7,0.1,0.2), starting with critical point of hexane 
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Fig. C.211. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.74,0.01,0.25), starting with critical point of methane 
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Fig. C.212. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.74,0.01,0.25), starting with critical point of methane 
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Fig. C.213. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.74,0.01,0.25), starting with critical point of carbon dioxide 
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Fig. C.214. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.74,0.01,0.25), starting with critical point of carbon dioxide 
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Fig. C.215. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.74,0.01,0.25), starting with critical point of hexane 
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Fig. C.216. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.74,0.01,0.25), starting with critical point of hexane 
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Fig. C.217. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.78,0.15,0.07), starting with critical point of methane 
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Fig. C.218. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.78,0.15,0.07), starting with critical point of methane 
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Fig. C.219. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.78,0.15,0.07),  starting with critical point of carbon dioxide 
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Fig. C.220. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.78,0.15,0.07),  starting with critical point of carbon dioxide 
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Fig. C.221. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.78,0.15,0.07),  starting with critical point of hexane 
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Fig. C.222. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.78,0.15,0.07),  starting with critical point of hexane 
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Fig. C.223. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.79,0.05,0.16), starting with critical point of methane 
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Fig. C.224. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.79,0.05,0.16), starting with critical point of methane 
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Fig. C.225. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.79,0.05,0.16), starting with critical point of carbon dioxide 
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Fig. C.226. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.79,0.05,0.16), starting with critical point of carbon dioxide 
-0.5 0 0.5 1 1.5 2 2.5
-500
0
500
1000
1500
2000
2500
Homotopy parameter
T
e
m
p
e
ra
tu
re
 (
K
) 
/ 
V
o
lu
m
e
 (
c
m
3
)
Volume
Temperature
 
Fig. C.227. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.79,0.05,0.16), starting with critical point of hexane 
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Fig. C.228. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hexane system using SRK equation of state 
                  with z = (0.79,0.05,0.16), starting with critical point of hexane 
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Fig. C.229. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hydrogen sulfide system using SRK equation of state 
                  with z = (0.5,0.1,0.4), starting with critical point of methane 
 472 
Appendix C (Continued) 
-0.2 0 0.2 0.4 0.6 0.8 1 1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Homotopy prameter
d
n
 (
m
o
le
)
dn3
dn1
dn2
 
Fig. C.230. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hydrogen sulfide system using SRK equation of state 
                  with z = (0.5,0.1,0.4), starting with critical point of methane 
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Fig. C.231. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hydrogen sulfide system using SRK equation of state 
                  with z = (0.5,0.1,0.4), starting with critical point of carbon dioxide 
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Fig. C.232. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hydrogen sulfide system using SRK equation of state 
                  with z = (0.5,0.1,0.4), starting with critical point of carbon dioxide 
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Fig. C.233. Homotopy continuation paths for critical temperature and critical volume for  
                   methane-carbon dioxide-hydrogen sulfide system using SRK equation of state 
                  with z = (0.5,0.1,0.4), starting with critical point of hydrogen sulfide 
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Fig. C.234. Homotopy continuation paths for perturbation mole numbers for  
                   methane-carbon dioxide-hydrogen sulfide system using SRK equation of state 
                  with z = (0.5,0.1,0.4), starting with critical point of hydrogen sulfide 
 
 
 
C.2. Phase Stability of Computed Critical Points 
 
This section of the appendix shows phase stability roots for calculated critical points for 
various test systems reported in chapter 4. The name ‘psroots’ indicates computed phase 
stability roots and ‘tdp’ is calculated tangent plane distances given feed mixture and 
phase stability roots.  
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C.2.1. Computed Phase Stability Roots and Tangent Plane Distance Functions for  
           Methane (1) - Hydrogen Sulfide (2) System using SRK Equation of State 
 
 
z=(0.998,0.002) 
 
psroots = 
  
   0.99800000000000 
   0.00200000000000 
   0.33328622728225 
  
tpd = 
  
    0 
 
 
 
z=(0.97,0.03) 
 
psroots = 
  
   0.97000000000000 
   0.03000000000000 
   0.33181934964932 
  
tpd = 
  
    0 
 
 
 
z=(0.9475,0.0525) 
 
psroots = 
  
   0.17849659736361   0.45429259388770   0.94755569336425 
   0.82150340263639   0.54570740611230   0.05244430663575 
   0.12202868374129   0.13491985048875   0.32962235606170 
    
    
   tpd = 
  
   0.08015370197490   0.06289445142883 0 
 
 
 
 
 476 
Appendix C (Continued) 
 
z=(0.94,0.06) 
 
psroots = 
  
   0.94000000000000   0.51902807091244   0.15620394507492 
   0.06000000000000   0.48097192908756   0.84379605492508 
   0.32816540885049   0.14243498447584   0.12342745266263 
  
  
tpd = 
  
   0   0.05135095688353   0.01499316778089 
  
 
 
z=(0.93,0.07) 
 
psroots = 
  
   0.93000000000000   0.58396756007370   0.14072580065778 
   0.07000000000000   0.41603243992630   0.85927419934222 
   0.32631212994716   0.15267877908241   0.12576654758052 
  
  
tpd = 
  
  0   0.02765142126219  -0.03219205537949 
  
 
 
z=(0.86,0.14) 
 
psroots = 
  
   0.86000000000000   0.84269714066929   0.12739257447656 
   0.14000000000000   0.15730285933071   0.87260742552344 
   0.29309563248928   0.27299639643964   0.14201336988506 
  
    tpd = 
  
                  0   0.00000007271314  -0.11623312128185 
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z=(0.84,0.16) 
 
psroots1 = 
  
   0.90816661176106   0.84000000000000   0.12366809380599 
   0.09183338823894   0.16000000000000   0.87633190619401 
   0.37871258327428   0.25631405651930   0.13716360523684 
  
  
tpd = 
  
  -0.00022938204272   0  -0.12024470955904 
   
   
   
psroots2 = 
  
   0.97344425520164   0.84000000000000   0.08539905760531 
   0.02655574479836   0.16000000000000   0.91460094239469 
   0.70879731331933   0.12523265758775   0.07576538623382 
  
  
tpd = 
  
  -0.12934010115129                  0  -0.19375546986869 
  
 
 
z=(0.85,0.15) 
 
 
psroots1 = 
  
   0.87294282481750   0.85000000000000   0.12722192049935 
   0.12705717518250   0.15000000000000   0.87277807950065 
   0.31185248938315   0.28007410736649   0.14179334069358 
  
  
tpd = 
  
  -0.00000047662011                  0  -0.11640340220263 
   
   
psroots2 = 
  
   0.98602656211494     0.85000000000000 
   0.01397343788506     0.15000000000000 
   0.91953273322179     0.28007410736649 
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tpd = -0.94018378628227 0 
  
 
 
z=(0.52,0.48) 
 
psroots1 = 
  
   0.52000000000000 
   0.48000000000000 
   0.38568510062256 
  
  
tpd = 
  
   0 
  
    
   psroots2 = 
  
   0.52000000000000 
   0.48000000000000 
   0.37190088101431 
  
  
tpd = 
  
   0 
 
 
 
z=(0.51,0.49) 
 
 
psroots1 = 
  
   0.51000000000000 
   0.49000000000000 
   0.39488618353200 
  
  
tpd = 
  
    0 
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 psroots2 = 
  
   0.51000000000000    
   0.49000000000000    
   0.38414048821565    
  
tpd = 
  
     0      
 
 
 
z=(0.49,0.51) 
 
 
psroots1 = 
  
   0.49000000000000 
   0.51000000000000 
   0.40430431587312 
  
  
tpd = 
  
     0 
 
   
psroots2 = 
  
   0.49000000000000 
   0.51000000000000 
   0.52970424027165 
  
  
tpd = 
  
     0 
      
      
      
psroots3 = 
  
   0.49000000000000 
   0.51000000000000 
   3.58387656195081 
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tpd = 
  
    0 
 
 
z=(0.36,0.64) 
 
 
psroots = 
  
   0.36000000000000 
   0.64000000000000 
   0.41083914672103 
  
  
tpd = 
  
    0 
 
 
 
z=(0.24,0.76) 
 
 
psroots = 
  
   0.24000000000000 
   0.76000000000000 
   0.39207545447128 
  
  
tpd = 
  
    0 
 
 
Z=(0.09,0.91) 
 
psroots = 
  
   0.09000000000000 
   0.91000000000000 
   0.35723861205820 
  
  
tpd = 
  
     0 
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C.2.2. Computed Phase Stability Roots and Tangent Plane Distance Functions for Carbon  
           Dioxide (1) - n-Octane (2) System using SRK Equation of State 
 
 
z=(0. 9,0. 1) 
 
 
psroots = 
  
   0.90000000000000 
   0.10000000000000 
   0.54936389777342 
  
  
tpd = 
  
   0 
 
 
z=(0.88,0.12) 
 
psroots = 
  
   0.88000000000000 
   0.12000000000000 
   0.58028977467143 
  
  
tpd = 
  
   0 
 
 
z=(0.878,0.122) 
 
 
psroots = 
  
   0.87800000000000 
   0.12200000000000 
   0.58302603165607 
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tpd = 
  
    0 
 
 
z=(0.875,0.125) 
 
psroots = 
  
   0.87500000000000 
   0.12500000000000 
   0.58701398684193 
  
  
tpd = 
  
    0 
 
 
z=(0.871,0.129) 
 
 
psroots = 
  
   0.87100000000000 
   0.12900000000000 
   0.59211769925453 
  
  
tpd = 
  
    0 
 
 
 
z=(0.8,0.2) 
 
 
  psroots = 
  
   0.80000000000000 
   0.20000000000000 
   0.64875296707905 
  
  
tpd = 
  
     0 
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z=(0.6,0.4) 
 
 
psroots = 
  
   0.60000000000000   
   0.40000000000000    
   0.63561790948214    
  
  
tpd =0 
 
 
z=(0.4,0.6) 
 
 
psroots = 
  
   0.40000000000000 
   0.60000000000000 
   0.54856736281096 
  
  
tpd = 
  
     0 
 
 
 
 
z=(0.2,0.8) 
 
 
psroots = 
  
   0.20000000000000 
   0.80000000000000 
   0.44398514742783 
  
  
tpd = 
  
     0 
 
 
z=(0.1,0.9) 
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psroots = 
  
   0.10000000000000 
   0.90000000000000 
   0.38912650911191 
  
  
tpd = 
  
     0 
 
 
C.2.3. Computed Phase Stability Roots and Tangent Plane Distance Functions for Carbon 
           Dioxide (1) - n-Hexadecane (2) System using SRK Equation of State 
 
 
z=(0.97,0.03) 
 
 
psroots = 
  
   0.97000000000000 
   0.03000000000000 
   0.56466923859807 
  
  
tpd = 
  
     0 
 
 
z=(0.94,0.06) 
 
psroots = 
  
   0.94000000000000 
   0.06000000000000 
   0.80713371534191 
  
  
tpd = 
  
   0 
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z=(0.93,0.07) 
 
 
psroots = 
  
   0.93000000000000 
   0.07000000000000 
   0.85772896452585 
  
  
tpd = 
  
   0 
 
 
z=(0.58,0.42) 
 
psroots = 
  
   0.58000000000000 
   0.42000000000000 
   0.78903328804999 
  
  
tpd = 
  
     0 
 
 
psroots = 
  
   0.50000000000000 
   0.50000000000000 
   0.72600526787994 
  
  
tpd = 
  
    0 
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C.2.4. Computed Phase Stability Roots and Tangent Plane Distance Functions for 
           Methane (1), Carbon Dioxide (2) and Hydrogen Sulfide (3) System using 
           PR Equation of State 
 
 
z=(0.07,0.616,0.314) 
 
psroots = 
  
   0.07000000000000 
   0.61600000000000 
   0.31400000000000 
   0.31632435578930 
  
  
tpd = 0 
 
 
 
z=(0.5,0.1,0.4) 
 
 
psroots1 = 
  
   0.50000000000000 
   0.10000000000000 
   0.40000000000000 
   0.34606135672349 
  
  
tpd = 
  
    0 
     
     
     
psroots2 = 
  
   0.50000000000000 
   0.10000000000000 
   0.40000000000000 
   0.07905450404739 
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tpd = 
  
     0 
  
 
C.2.5. Computed Phase Stability Roots and Tangent Plane Distance Functions for Ethane  
           (1), Butane (2) and Heptane (3) System using PR Equation of State 
 
 
z=(0.429,0.373,0.198) 
 
 
psroots = 
  
   0.42900000000000 
   0.37300000000000 
   0.19800000000000 
   0.41140335216941 
  
  
tpd = 
  
     0 
 
 
z=(0.514,0.412,0.074) 
 
psroots = 
  
   0.51400000000000 
   0.41200000000000 
   0.07400000000000 
   0.38336933646596 
  
  
tpd = 
  
    0 
 
 
 
z=(0.726,0.171,0.103) 
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psroots = 
  
   0.72600000000000 
   0.17100000000000 
   0.10300000000000 
   0.40312337938487 
  
  
tpd = 
  
    0 
 
 
C.2.6. Computed Phase Stability Roots and Tangent Plane Distance Functions for Ethane 
           (1), Pentane (2) and Heptane (3) System using PR Equation of State 
 
 
z=(0.612,0.271,0.117) 
 
 
psroots = 
  
   0.61200000000000 
   0.27100000000000 
   0.11700000000000 
   0.42725762213959 
  
  
tpd = 
  
   0 
 
 
z=(0.615,0.296,0.089) 
 
 
psroots = 
  
    0.61500000000000 
    0.29600000000000 
    0.08900000000000 
    0.42026105401776 
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tpd = 
  
         0 
 
 
z=(0.801,0.064,0.135) 
 
 
psroots = 
  
   0.80100000000000 
   0.06400000000000 
   0.13500000000000 
   0.42988854380823 
  
 
tpd = 
  
    0 
 
 
C.2.7. Computed Phase Stability Roots and Tangent Plane Distance Functions for  
           Nitrogen (1), Methane (2) and Propane (3) System using PR Equation of State 
 
 
z=(0.043,0.415,0.542) 
 
 
psroots = 
  
   0.04300000000000 
   0.41500000000000 
   0.54200000000000 
   0.44578702242002 
  
  
tpd = 
  
    0 
 
 
z=(0.085,0.4115,0.503) 
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psroots = 
  
   0.08550000000000    
   0.41150000000000    
   0.50300000000000   
   0.46968002606445    
  
  
tpd = 
  
  0 
 
 
 
z=(0.095,0.36,0.545) 
 
 
psroots = 
  
   0.09500000000000 
   0.36000000000000 
   0.54500000000000 
   0.46572733284306 
  
  
tpd = 
  
    0 
 
 
 
z=(0.0465,0.453,0.5005) 
 
 
psroots = 
  
   0.04650000000000 
   0.45300000000000 
   0.50050000000000 
   0.45432852870360 
  
  
tpd = 
  
    0 
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C.2.8. Computed Phase Stability Roots and Tangent Plane Distance Functions for  
           Nitrogen (1), Methane (2) and Hexane (3) System using SRK Equation of State 
 
 
z=(0.02,0.68,0.3) 
 
psroots = 
  
   0.02000000000000 
   0.68000000000000 
   0.30000000000000 
   0.78775560018287 
  
 
tpd = 
  
    0 
 
 
 
z=(0.07,0.46,0.47) 
 
psroots = 
  
   0.07000000000000 
   0.46000000000000 
   0.47000000000000 
   0.69714557849494 
  
  
tpd =0 
 
 
z=(0.08,0.52,0.4) 
 
 
psroots = 
  
   0.08000000000000 
   0.52000000000000 
   0.40000000000000 
   0.74907361068370 
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tpd = 
  
   0 
 
 
C.2.9. Computed Phase Stability Roots and Tangent Plane Distance Functions for  
           Methane (1), Carbon Dioxide (2) and Hexane (3) System using SRK Equation of 
           State 
 
 
z=(0.7,0.1,0.2) 
 
psroots = 
  
   0.70000000000000 
   0.10000000000000 
   0.20000000000000 
   0.78070352773358 
 
 
tpd = 
  
   0 
 
 
z=(0.74,0.01,0.25) 
 
 
psroots = 
  
   0.74000000000000 
   0.01000000000000 
   0.25000000000000 
   0.80053144510712 
  
  
tpd = 
  
    0 
 
 
z=(0.78,0.15,0.07) 
 
 
 
 
 
 
 493 
Appendix C (Continued) 
 
psroots = 
  
   0.78000000000000 
   0.15000000000000 
   0.07000000000000 
   0.38228809181339 
  
  
tpd = 
  
   0 
 
 
z=(0.79,0.05,0.16) 
 
 
psroots = 
  
   0.79000000000000 
   0.05000000000000 
   0.16000000000000 
   0.78611747797892 
  
 
tpd = 
  
   0 
 
 
C.2.10. Computed Phase Stability Roots and Tangent Plane Distance Functions for  
             Methane (1), Carbon Dioxide (2) and Hydrogen Sulfide (3) using SRK Equation  
             of State 
 
z=(0.5,0.1,0.4) 
 
psroots1 = 
  
   0.50000000000000 
   0.10000000000000 
   0.40000000000000 
   0.36878260065889 
   
tpd =0 
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Homotopy Continuation Paths for Solid-Fluid Phase Equilibrium Calculations 
 
 
This appendix shows homotopy continuation paths for solid-fluid phase equilibrium 
calculations for various test systems reported in chapter 9. As explained in chapter 4, 
initial point for homotopy path is calculated from the system pressure and sublimation 
pressure of solute.  
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Fig. D.1. Homotopy continuation paths for solubility roots for carbon dioxide + 
              naphthalene system at 7.018 bar  and 327.2 K using PR equation of state with  
             1.0=ijk  
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Fig. D.2. Homotopy continuation paths for solubility roots for carbon dioxide + 
              naphthalene system at 50 bar  and 327.2 K using PR equation of state with 1.0=ijk  
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Fig. D.3. Homotopy continuation paths for solubility roots for carbon dioxide + 
              naphthalene system at 119.1 bar  and 327.2 K using PR equation of state with  
             1.0=ijk  
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Fig. D.4. Homotopy continuation paths for solubility roots for carbon dioxide + 
              naphthalene system at 150 bar  and 327.2 K using PR equation of state with  
             1.0=ijk  
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Fig. D.5. Homotopy continuation paths for solubility roots for carbon dioxide + 
              naphthalene system at 189.809 bar  and 327.2 K using PR equation of state with  
             1.0=ijk  
 497 
Appendix D (Continued) 
0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Homotopy parameter
S
o
lu
b
il
it
y
 /
 C
o
m
p
re
s
s
ib
il
it
y
Solubility
Compressibility
 
Fig. D.6. Homotopy continuation paths for solubility roots for carbon dioxide + 
              naphthalene system at 250 bar  and 327.2 K using PR equation of state with  
             1.0=ijk  
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Fig. D.7. Homotopy continuation paths for solubility roots for carbon dioxide + 
              naphthalene system at 282 bar  and 327.2 K using PR equation of state with  
             1.0=ijk  
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Fig. D.8. Homotopy continuation paths for solubility roots for carbon dioxide + 
              naphthalene system at 300 bar  and 327.2 K using PR equation of state with  
             1.0=ijk  
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Fig. D.9. Homotopy continuation paths for solubility roots for carbon dioxide + 
              naphthalene system at 500 bar  and 327.2 K using PR equation of state with  
             1.0=ijk  
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Fig. D.10. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 naphthalene system at 600 bar  and 327.2 K using PR equation of state with  
                1.0=ijk  
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Fig. D.11. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 biphenyl system at 67.05 bar  and 309.3 K using PR equation of state with  
                 08.0=ijk  
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Fig. D.12. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 biphenyl system at 131 bar  and 309.3 K using PR equation of state with  
                 08.0=ijk  
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Fig. D.13. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 biphenyl system at 270 bar  and 309.3 K using PR equation of state with  
                 08.0=ijk  
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Fig. D.14. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 biphenyl system at 400 bar  and 309.3 K using PR equation of state with  
                 08.0=ijk  
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Fig. D.15. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 biphenyl system at 600 bar  and 309.3 K using PR equation of state with  
                 08.0=ijk  
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Fig. D.16. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 anthracene system at 7.511 bar  and 474.4 K using PR equation of state with  
                 0675.0=ijk  
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Fig. D.17. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 anthracene system at 75.11 bar  and 474.4 K using PR equation of state with  
                 0675.0=ijk  
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Fig. D.18. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 anthracene system at 241 bar  and 474.4 K using PR equation of state with  
                 0675.0=ijk  
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Fig. D.19. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 anthracene system at 350 bar  and 474.4 K using PR equation of state with  
                 0675.0=ijk  
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Fig. D.20. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 anthracene system at 400 bar  and 474.4 K using PR equation of state with  
                 0675.0=ijk  
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Fig. D.21. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 anthracene system at 500 bar  and 474.4 K using PR equation of state with  
                 0675.0=ijk  
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Fig. D.22. Homotopy continuation paths for solubility roots for carbon dioxide + 
                 anthracene system at 600 bar  and 474.4 K using PR equation of state with  
                 0675.0=ijk  
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Fig. D.23. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 5 bar  and 323 K using PR equation of state 
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Fig. D.24. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 50 bar  and 323 K using PR equation of state 
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Fig. D.25. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 80 bar  and 323 K using PR equation of state 
 
 
 507 
Appendix D (Continued) 
-0.5 0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Homotopy parameter
M
o
le
 f
ra
c
ti
o
n
CO2
Ethane
Naphthalene
 
Fig. D.26. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 95 bar  and 323 K using PR equation of state 
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Fig. D.27. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 128 bar  and 323 K using PR equation of state 
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Fig. D.28. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 200 bar  and 323 K using PR equation of state 
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Fig. D.29. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 300 bar  and 323 K using PR equation of state 
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Fig. D.30. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 400 bar  and 323 K using PR equation of state 
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Fig. D.31. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 5 bar  and 333 K using PR equation of state 
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Fig. D.32. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 50 bar  and 333 K using PR equation of state 
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Fig. D.33. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 60 bar  and 333 K using PR equation of state 
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Fig. D.34. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 65 bar  and 333 K using PR equation of state 
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Fig. D.35. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 100 bar  and 333 K using PR equation of state 
 
 
 512 
Appendix D (Continued) 
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Homotopy parameter
M
o
le
 f
ra
c
ti
o
n
CO2
Ethane
Naphthalene
 
Fig. D.36. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 128 bar  and 333 K using PR equation of state 
0 0.5 1 1.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Homotopy parameter
M
o
le
 f
ra
c
ti
o
n
CO2
Ethane
Naphthalene
 
Fig. D.37. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 200 bar  and 333 K using PR equation of state 
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Fig. D.38. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 300 bar  and 333 K using PR equation of state 
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Fig. D.39. Homotopy continuation paths for carbon dioxide + ethane + naphthalene  
                 system at 400 bar  and 333 K using PR equation of state 
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Fig. D.40. Homotopy continuation paths for carbon dioxide + propane + naphthalene  
                system at 5 bar  and 328.2 K using PR equation of state  
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Fig. D.41. Homotopy continuation paths for carbon dioxide + propane + naphthalene  
                system at 50 bar  and 328.2 K using PR equation of state  
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Fig. D.42. Homotopy continuation paths for carbon dioxide + propane + naphthalene  
                system at 60 bar  and 328.2 K using PR equation of state 
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Fig. D.43. Homotopy continuation paths for carbon dioxide + propane + naphthalene  
                system at 70 bar  and 328.2 K using PR equation of state 
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Fig. D.44. Homotopy continuation paths for carbon dioxide + propane + naphthalene  
                system at 75 bar  and 328.2 K using PR equation of state 
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Fig. D.45. Homotopy continuation paths for carbon dioxide + propane + naphthalene  
                system at 200 bar  and 328.2 K using PR equation of state 
 
 
 517 
Appendix D (Continued) 
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Homotopy parameter
M
o
le
 f
ra
c
ti
o
n
CO2
Propane
Naphthalene
 
Fig. D.46. Homotopy continuation paths for carbon dioxide + propane + naphthalene  
                system at 300 bar  and 328.2 K using PR equation of state 
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Fig. D.47. Homotopy continuation paths for carbon dioxide + propane + naphthalene  
                system at 400 bar  and 328.2 K using PR equation of state 
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