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In this note, we consider asystem of the form
$u_{t}=\Delta u+f(u,v)$ in $\Omega$ ,
$\frac{\partial}{\partial\nu}u=0$ on an, (1.1)
$\tau v_{t}=\int_{\Omega}g(u,v)dx$ .
where $u=u(x,t)\in \mathrm{R}$ and $v$ $=v(t)\in \mathrm{R}$ . This system is closely related to the
tw0-component reaction-diffusion system
$u_{t}=\Delta u+f(u,v)$ ,
in $\Omega$ , (1.2)
$\tau v_{t}=D\Delta v+|\Omega|g(u, v)$ ,
with the homogeneous Neumann boundary conditions. In fact, the system (1.1)
appears as alimit of (1.2) as $Darrow\infty$ and is called the shadow system of (1.2).




Our main objective is to study the stability of stationary solutions of (1.1).
This work is motivated by earlier results on the one-dimensional shadow system.
It was shown by Nishiura [8] and Ni, Takagi and Yanagida [6] that systems of the
form (1.1) may have stable stationary solutions that are spatially inhomogeneous
and monotone (see also [2] for adiscussion of similar results for scalar nonlocal
equations). In [6], it was also shown that atime-periodic solution may appear in
an autonomous shadow system through aHopf bifurcation. Anumerical compu-
tation by Fukushima and Yanagida (see the survey paper [5]) indicates that the
time-periodic solution is stable under some conditions if the solution is spatially
monotone. These results are in contrast to scalar reaction-diffusion equation for
which any stable periodic (or almost periodic) solution must be spatially homoge-
neous (cf. [4, 9, 10]).
On the other hand, Nishiura proved in [8, Theorem 4.1] that in one-dimensional
case, except for constant solutions and monotone solutions, there are no other
stable stationary solutions of (1.1). Recently, in [7], this result was extended to
any time-dependent solutions. More precisely, such solutions are unstable, unless
they are spatially constant or monotone.
In this article, we will consider the higher dimensional case. Let $(u,v)=$
$(w(x), \alpha)$ be asteady state of (1.1). Then $(u,v)=(w(x),\alpha)$ satisfies
$\Delta w+f(w,\alpha)=0$ in 0,
$\frac{\partial}{\partial\nu}w=0$ on an, (1.3)
$\int_{\Omega}g(w(x),\alpha)dx=0$ .
Stability of the steady state can be analyzed by the eigenvalue problem
$\lambda\varphi=\Delta\varphi+f_{u}\varphi+f_{v}\xi$ in $\Omega$ ,
$\frac{\partial}{\partial\nu}\varphi=0$ oonn $\partial\Omega$ , (1.4)
$\tau\lambda\xi=\int_{\Omega}g_{u}\varphi dx+\int_{\Omega}g_{v}dx\xi$ ,
where $\varphi=\varphi(x)$ is afunction on 0, (is ascalar, and
$f_{u}:= \frac{\partial f}{\partial u}(w(x),\alpha)$ ,
$g_{u}:= \frac{\partial g}{\partial u}(w(x),\alpha)$ ,
$f_{v}:= \frac{\partial f}{\partial v}(w(x),\alpha)$ ,
$g_{v}:= \frac{\partial g}{\partial v}(w(x),\alpha)$ .
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If there is an eigenvalue with apositive real part, the stationary solution is said
to be linearly unstable, while if all eigenvalues have negative real part, then the
stationary solution is said to be linearly stable. We note that for awide class of
systems including the shadow system, the linear stability implies the nonlinearly
stability.
We observe that $u=w(x)$ is astationary solution of the scalar reaction-
diffusion equation
$u_{t}=\Delta u+f(u, \alpha)$ in $\Omega$ ,
$\frac{\partial}{\partial\nu}u=0$ on an,
(1.5)
and the stability of $u=w(x)$ can be studied by the eigenyalue problem
$\mu\psi=\Delta\psi+f_{u}\psi$ in $\Omega$
$\frac{\partial}{\partial\nu}\psi=0$ on $\partial\Omega$ .
(1.6)
As is well-known, all eigenvalues of this problem are real, and there exists amax-
imal eigenvalue, denoted by $\mu_{1}$ , which is simple and the associated eigenfunction
can be taken positive. It was shown by Nishiura [8] and Ni-Polacik-Yanagida. [7]
that when $\Omega$ is an interval, the first eigenvalue does not Play an important role for
the stability of the stationary solution in the shadow system. Rather, the second
eigenvalue, denoted by #2, plays acrucial role. More precisely, when $w(x)$ is a
non-monotone function of $x$ , $(\psi,\xi, \lambda)=(\psi_{2}(x), 0, \mu_{2})$ satisfies (1.4), where $\psi(x)$
is an eigenfunction associated with $\mu_{2}$ . This result crucially depends on t|| $\mathrm{e}$ fact
that the function $w(x)$ is symmetric with respect to critical points, and cannot be
extended to the higher dimensional case. In fact, the second eigenvalue $\mu_{2}$ is not
necessarily an eigenvalue of (1.4).
Thus, the stability of stationary solutions in the shadow system is avery diffi-
cult problem in general. In this paper, we consider the stability question in the case
where the system has $\mathrm{g}\mathrm{r}\mathrm{a}\mathrm{d}\mathrm{i}\mathrm{e}\mathrm{n}\mathrm{t}/\mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w}$ -gradient structure. We say that the shadow
system has gradient structure if the nonlinear functions $f$ and $g$ are given by
$f=+ \frac{\partial}{\partial u}H(u,v)$ , $g=+ \frac{\partial}{\partial v}H(u,v)$ .
with some function $H(u,v)$ : $\mathrm{R}^{2}arrow \mathrm{R}$. In this case, the system has an energy
functional
$E(u,v)= \int_{\Omega}\{|\nabla u|^{2}-H(u,v)\}dx$ .
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Indeed, if $(u,v)$ satisfies (1. 1), then
$\frac{d}{dt}E(u,v)$ $= \int_{\Omega}\{\nabla u\cdot\nabla u_{t}-f(u,v)u_{t}-g(u,v)v_{t}\}dx$
$= \int_{\Omega}\{-(\Delta u+f(u,v))u_{t}-g(u,v)v_{t}\}dx$
$=$ $- \int_{\Omega}u_{t}^{2}dx-\tau v_{t}^{2}\leq 0$.
On the other hand, we say that the shadow system has skew-gradient structure if
$f$ and $g$ are given by
$f=+ \frac{\partial}{\partial u}H(u,v)$, $g=- \frac{\partial}{\partial v}H(u,v)$ .
In this case, we have as in the above computation
$\frac{d}{dt}E(u,v)=-\int_{\Omega}u_{t}^{2}dx+\tau v_{t}^{2}$.
This implies that $E(u,v)$ is not necessarily anon-increasing function of $t$ .
Now we state the main result.
Theorem 1.1 Suppose that the shadow system (1.1) has $gmdient/skew$-gradient
structure. If the second eigenvalue of (1.6) is positive, then the stationary solution
$(u,v)=(w(x),\alpha)$ is $lin$ early unstable.
Thus, in $\mathrm{g}\mathrm{r}\mathrm{a}\mathrm{d}\mathrm{i}\mathrm{e}\mathrm{n}\mathrm{t}/\mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w}$-gradient systems, the positivity of the second eigen-
value of (1.6) implies the instability of astationary solution of the shadow system,
although the second eigenvalue $\mu_{2}$ of (1.6) is not necessarily an eigenvalue of (1.4).
We can obtain asimilar result for the system with variable diffusion:
$u_{t}=\{d(x)ux)x$ $+f(u,v)$ in (a,b),
$u_{x}=0$ at $x=a,b$, (1.7)
$\tau v_{t}=\int_{a}^{b}g(u,v)dx$ ,
where $\mathrm{d}(\mathrm{x})$ is apositive function in the class of $C^{2}([a, b])$ . Let $(u,v)=(w(x), \alpha)$
be astationary solution of this system. Then the eigenvalue problem in this case
is written as
Ap $=(d(x)\varphi_{x})_{x}+f_{u}\varphi+f_{v}\xi$ in (a,b),
$\varphi_{x}=0$ at $x=a,b$, (1.1)
$\tau\lambda\xi=f_{a}g_{u}\varphi dx+\int_{a}^{b}g_{v}dx\xi$ .
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Consider also the auxiliary scalar eigenvalue problem
$\mu\psi=(d(x)\psi_{x})_{x}+f_{u}\psi$ in $(a, b)$ ,
(1.9)
$\varphi_{x}=0$ at $x=a$ , $b$ .
Then we have the following result.
Theorem 1.2 Suppose that the shadow system (1.7) has $gradient/skew$-gradient
structure. If the second eigenvalue of (1.9) is positive, then the stationary solution
$(u,v)=(w(x),\alpha)$ is linearly unstable.
In Section 2, we give afundamental properties of the eigenvalue problems. In
Section 3, we give proofs of the above theorems.
2Eigenvalue analysis
Let $(u, v)=(w(x), \alpha)$ be any stationary solution of (1.1), and consider the
eigenvalue problem (1.4). Solving
$\lambda\tau\xi=\int_{\Omega}(g_{u}\varphi+g_{v}\xi)dx$




Substituting this into the first equation of (1.4), we have
$\lambda\varphi=\Delta\varphi+f_{u}\varphi+\frac{1}{\lambda\tau-\overline{g_{v}}}f_{v}\int_{\Omega}g_{u}\varphi dx$. (2.1)
Let $L_{1}$ be aself-adjoint operator defined by
$L_{1}\varphi:=\Delta+f_{u}$
subject to the homogeneous Neumann boundary condition, and let $L_{1}$ be alinear
integral operator defined by
$L_{2} \varphi:=f_{v}\int_{\Omega}g_{u}\varphi dx$ .
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Here we introduce an auxiliary eigenvalue problem
$\sigma\Phi=L_{1}\Phi+sL_{2}\Phi$ , (2.2)
where $s$ is areal parameter. For each $s$ , we denote an eigenvalue of (2.2) by $\sigma(s)$ .
Then Ais an eigenvalue of (1.4) if it satisfies
$\sigma(\frac{1}{\tau\lambda-\overline{g_{v}}})=\lambda$. (2.3)
For self-adjointness of the integral operator $L_{2}$ , we have the following result.
Lemma 2.1 The $ope$ rator $L_{2}$ is self-adjoint if the shadow system (1.1) has gmdient/skew-
grcndient structure.
Proof, We have
$\langle L_{2}\varphi,\psi\rangle$ $:= \int_{\Omega}\{f_{v}\int_{\Omega}g_{u}\varphi dx\}\psi dx$
$= \int_{\Omega}f_{v}\psi dx\int_{\Omega}g_{u}\varphi dx$
$= \int_{\Omega}\varphi\{g_{u}\int_{\Omega}f_{v}\psi dx\}dx$
$=$ $\langle\varphi,L_{2}^{*}\psi\rangle$ .
Hence the adjoint operator of $L_{2}$ is given by
$L_{2}^{*} \psi=g_{u}\int_{\Omega}f_{v}\psi dx$ .
If the shadow system (1.1) has $\mathrm{g}\mathrm{r}\mathrm{a}\mathrm{d}\mathrm{i}\mathrm{e}\mathrm{n}\mathrm{t}/\mathrm{s}\mathrm{k}\mathrm{e}\mathrm{w}$ -gradient structure, then we have
$f_{v}= \frac{\partial^{2}H}{\partial u\partial v}$ , $g_{u}= \pm\frac{\partial^{2}H}{\partial u\partial v}$ ,
so that
$f_{v}\equiv\pm g_{u}$ .
Then the operator $L_{2}$ is self-adjoint. $\square$
The following lemma is due to Freitas (see Propositions 3.1, 3.3 and 3.5 of [1]).
Lemma 2.2 Suppose that the $ope$ rator $L_{2}$ is self-adjoint. Then there exist real
continuous functions $\sigma:(s)$ , $i=1,2,3$, $\ldots$ , with the following properties
138
$(\ovalbox{\tt\small REJECT})$ Each $\cdot\ovalbox{\tt\small REJECT}(\ovalbox{\tt\small REJECT})$ is an eigenvalue of (2.1) and satisfies $\mathrm{c}\mathrm{r}_{\mathrm{i}}(0)\ovalbox{\tt\small REJECT}$ $jl_{i_{t}}$ where $It\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}$ is an
i th eigenvalue of (1. 6).




and identically equal to $\mu_{i}$ if
$\int_{\Omega}f_{v}\varphi:^{dx\int_{\Omega}g_{u}\varphi_{i}dx=0}$ .
(c) If (Ji $(s)\not\equiv\mu$. and $\sigma_{j}(s)\not\equiv\mu_{j}$ , then
$\{\sigma_{i}(s);s\in \mathrm{R}\}\cap\{\sigma_{j}(s);s\in \mathrm{R}\}=\emptyset$ .
3Proofs of Theorems
Now, from the properties of $\sigma(s)$ , we have the following results concerning the
characteristic equation (2.3).
Proposition 3.1 Suppose that the shadow system (1.1) has gradient structure:
If $\mu_{1}>0$ and $\tau\mu_{1}\geq\overline{g_{v}}$, then (1.4) has a positive eigenvalue.
Proof. Let
$h_{1}( \lambda):=\sigma_{1}(\frac{1}{\tau\lambda-\overline{g_{v}}})$ .
Then $h_{1}(\lambda)$ is continuous in $\lambda\in(\overline{g_{v}}/\tau, \infty)$ and A $\in(-\infty,\overline{g_{v}}/\tau)$ . Clearly, Ais an
eigenvalue if $h_{1}(\lambda)=\lambda$ . Since $h_{1}(\lambda)arrow\mu_{1}$ as A $arrow+\infty$ by Lemma 2.2, we have
$\mathrm{h}\mathrm{i}(\mathrm{X})<\lambda$ if $\lambda>0$ is large.
For gradient systems, we have
$f_{v}\equiv g_{u}$






Then, by Lemma 2.2, $h_{1}(\lambda)$ is strictly decreasing in $\lambda\in(\overline{g_{v}}/\tau,\infty)$ and $h_{1}(+\infty)=$
$\mu_{1}$ so that
$h_{1}(\lambda)>\mu_{1}$ for $\lambda>\overline{g_{v}}/\tau$ .
Since $\mu_{1}\geq\overline{g_{v}}/\tau$ by assumption, we have $h_{1}(\lambda)>\lambda$ if A $=\varpi/\tau+0$ . Since
$h_{1}(\lambda)<\lambda$ for large $\lambda>0$ , we have $h_{1}(\lambda)=\lambda$ for some $\lambda>0$ . Hence there is a
positive eigenvalue of (1.4).
Next, suppose that
$\int_{\Omega}f_{v}\varphi.\cdot dx\int_{\Omega}g_{u}\varphi:^{dx=0}$ .
Then $h_{1}(\lambda)\equiv\mu_{1}$ for all A. If $\tau\mu_{1}\neq\overline{g_{v}}$ , then $\lambda=\mu_{1}$ satisfies $h_{1}(\lambda)=\lambda$ . If
$\tau\mu_{1}=\overline{g_{v}}$ , then $(\lambda, \varphi,\xi)=(\mu_{1},\psi_{1},0)$ satisfies (1.4) by direct substitution, where $\psi_{1}$
is an eigenfunction of (1.6) associated with $\mu_{1}$ . Hence $\lambda=\mu_{1}>0$ is an eigenvalue
of (1.4). $\square$
Proposition 3.2 Suppose that the shadow system (1.1) has gradient structure.
If $\mu_{2}>0$ , then (1.4) has a positive eigenvalue.
Proof. By $\mu_{2}>0$ and Lemma 2.2, we have $\sigma_{2}(s)\equiv\mu_{2}>0$ for all $s\in \mathrm{R}$ or
$\sigma_{1}(s)>0$ for all $s\in \mathrm{R}$. In the former case, $\lambda=\mu_{2}>0$ satisfies
$\sigma_{2}(\frac{1}{\tau\lambda-\overline{g_{v}}})=\lambda$ .
Hence $\lambda=\mu_{2}>0$ is an eigenvalue of (1.4).
In the latter case,
$h_{1}( \lambda):=\sigma_{1}(\frac{1}{\tau\lambda-\overline{g_{v}}})$
is positive, continuous and nonincreasing in $\lambda\in(-\infty,\overline{g_{v}}/\tau)$ and A $\in(\overline{g_{v}}/\tau)$ , $\infty)$ ,
and satisfies $h_{1}(\pm\infty)=\mu_{1}>0$. If $\overline{g_{v}}\leq 0$ , we have $h_{1}(\lambda)>\lambda$ for smal $\lambda>0$
and $h_{1}(\lambda)<\lambda$ for $\lambda>0$ sufficiently large. Hence there is a $\lambda\in(0,\infty)$ such that




we have $h.(\mathrm{A})>\mathrm{A}$ for )\langle $\ovalbox{\tt\small REJECT}$ $g_{v}/r+0$ and $\ovalbox{\tt\small REJECT} h_{\ovalbox{\tt\small REJECT}}.(\mathrm{A})<\mathrm{A}$ for A $>0$ sufficiently large.
Hence there is aAcE $(g_{v}/r,$oo) such that $h(\mathrm{A})\ovalbox{\tt\small REJECT}$ A. If $g_{v}>0$ and
$\lambda\downarrow/\tau 1_{\frac{\mathrm{i}\mathrm{m}}{g_{v}}}h_{1}(\lambda)\leq\overline{g_{v}}/\tau$ ,
we have $h_{1}(\lambda)>\lambda$ for $\lambda=\overline{g_{v}}/\tau-0$ and $h_{1}(\lambda)<\lambda$ for $\lambda=0$ . Hence there is a
A $\in(0,\overline{g_{v}}/\tau)$ such that $h(\lambda)=\lambda$ .
Thus, in any case, (1.4) has apositive eigenvalue. 0
Proposition 3.3 Suppose that the shadow system (1.1) has skew-gradient struc-
ture. If $\mu_{2}>0$ , then (1.4) has a positive eigenvalue.
Proof. By $\mu_{2}>0$ and Lemma 2.2, we have $\sigma_{2}(s)\equiv\mu_{2}>0$ for all $s\in \mathrm{R}$ or
$\sigma_{1}(s)>0$ for all $s\in \mathrm{R}$. In the former case, $\lambda=\mu_{2}>0$ satisfies
$\sigma_{2}(\frac{1}{\tau\lambda-\overline{g_{v}}})=\lambda$ .
Hence $\lambda=\mu_{2}>0$ is an eigenvalue of (1.4).
In the latter case,
$h_{1}( \lambda):=\sigma_{1}(\frac{1}{\tau\lambda-\overline{g_{v}}})$
is positive, continuous and nondecreasing in $\lambda\in(-\infty,\overline{g_{v}}/\tau)$ and A $\in(\overline{g_{v}}/\tau)$ , $\infty)$ ,
and satisfies $h_{1}(\pm\infty)=\mu_{1}>0$ . If $\overline{g_{v}}\leq 0$ , we have $h_{1}(\lambda)>\lambda$ for small $\lambda>\mathrm{O}\mathrm{a}\mathrm{n}\mathrm{d}$
$h_{1}(\lambda)<\lambda$ for $\lambda>0$ sufficiently large. Hence there is a $\lambda\in(0, \infty)$ such that
$h(\lambda)=\lambda$ . If $\overline{g_{v}}>0$ and
$\lambda\downarrow/\tau 1_{\frac{\mathrm{i}\mathrm{m}}{g_{v}}}h_{1}(\lambda)>\overline{g_{v}}/\tau$,
we have $h_{1}(\lambda)>\lambda$ for $\lambda=\overline{g_{v}}/\tau+0$ and $h_{1}(\lambda)<\lambda$ for $\lambda>0$ sufficiently large.




Then $h_{2}(0)>\mu_{2}>0$ and $h_{2}(\lambda)<\lambda$ for $\lambda=\overline{g_{v}}/\tau-0$. Hence there is a $\lambda\in(0,\overline{g_{v}}/\tau)$
such that $h_{2}(\lambda)=\lambda$ .
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Thus, in any case, (1.4) has apositive eigenvalue. $\square$
Now, Theorem 1.1 is direct consequence of Propositions 3.2 and 3.3. Theorem
1.2 can be proved in the same manner.
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