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P R E F A C E 
Variational inequality theory has become an effective 
technique for studying a wide class of problems arising in 
various branches of mathematical and engineering sciences 
in a natural, unified and general frame work. This theory 
has been generalized and extended in several directions 
using new and powerful methods that have led to the solutions 
of basic and fundamental problems thought to be in accessible 
previously. Some of these developments have made mutually 
enriching contacts with other areas of pure and applied 
sciences. Variational inequality theory as developed by the 
Italian and French Schools in the early 1960s and thereafter 
constituted a significant extension of the variational prin-
ciples, Wany problems of physics and engineering can be 
written in the form of equation a(u,v) = f(v), where a(,,.) 
is a bilinear form on a Hilbert space H and f e H*. A 
large number of boundary value problems can be written in 
the form of this equation. The existence and uniqueness of 
this problem was studied around 1954, At present such prob-
lems are rich source of inspiration for scientists and engi-
neers. Famous Italian Mathematician G. Stampacchia initiated 
the study of the inequality of the type: 
u ^  K C H : a(u„v-u) >. f(v-u), for all v e K. 
In 1967, d, fairly general theorem for existence and unique-
ness of solution of this type of problem was proved by J.L. 
Lions and G, Stampacchia, Most of the problems of mechanics 
and physics have been formulated in the form of such 
inequalities. 
Recently it has been shown that the development of the 
variational inequality theory led to a number of advances in 
the study of contact problems in solid mechanics, the general 
iii 
theory of transporation and economics equilibrium and, fluid 
flow through porous media etc. The variety of problems to 
which variational inequality techniques may be applied is 
impressive and amply representative for the richness of the 
field. One of the charms of this theory is that the location 
of the free boundary (contact area) becomes an instrinsic 
part of the solution and no special devices are needed to 
locate it. The development of the variational inequality 
theory can be viewed as the simultaneous pursuits of two 
different lines of research during the last two decades. On 
the one hand, it reveals the fundamental facts on the quali-
tative behaviour of solutions (regarding existence, unique-
ness and regularity) to important classes of nonlinear boun-
dary value problems, on the other hand, it also provides a 
mean for developing highly efficient new approximation and 
numerical methods to solve, for example free and moving boun-
dary value problems and complementarity problems. 
In most cases, the issue of the existence of solutions 
of variational inequalities related to contact problems is 
an open question. 
There are 5 chapters in this dissertation. In Chapter I 
some fundamental results concerning variational inequalities 
and multi-valued mappings, which are essential for presenta-
tion of the subject matter of the subsequent chapters, are 
presented. Quasivariational inequalities are discussed in 
Chapter II, while Chapter III is devoted to Generalized 
variational inequalities. Chapter IV deals with Generalized 
Quasivariational inequalities and the concept of Hemivaria-
tional inequalities is introduced in Chapter V. 
In the end a fairly comprehensive bibliography is 
presented. 
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CHAPTER I 
P R E L I M I N A R I E S 
1 . 1 . INTRODUCTION; 
In this preliminary chapter, we present some basic 
concepts needed for the presentation of the subsequent 
Chapters. For the proofs of the main results we refer to 
[50], [22]f [01], [03] and [51]. Section 1.2 deals with 
the resume of basic notions of Functional Analysis. Varia-
tional inequalities in R and Hilbert space are discussed 
in Section 1.3. Section 1.4 deals with some definitions 
and properties of multi-valued mappings. Some basic results 
concerning Sobolev spaces are discussed in Section 1.5. 
Section 1.6 deals with some physical problems represented 
by variational inequalities. 
1.2. BASIC NOTIONS OF FUNCTIONAL ANALYSIS: 
DEFINITIC^' 1.2.1: Let X and Y be real Banach spaces„ 
A mapping F : X — > Y is said to be continuous at x if 
for any sequence (x i, which converges to x, the sequence 
[F(X )J converges to F(x), 
DEFINITION 1.2.2: A mapping F : X — > Y is said to be 
weakly continuous at x if for any sequence [x j, which 
converges weakly to x, the sequence. [F(X )] converges 
weakly to F(x). 
DEFINITION 1.2.3: A mapping F : X — > Y is said to be 
completely continuous at x, if for any sequence [x j con-
verging weakly to x, the sequence [F(X )j converges to 
F(x). 
DEFINITION 1.2.4: A mapping F : X — > Y is said to be 
demicontinuous at x if for any sequence [x | converging 
to^ x the sequence [F(X )j converges weakly to F(x). 
DEFINITION 1.2.5: A mapping F : X — > Y is called hemi-
continuous at x , if for any sequence [x j converging to 
x along a line, the sequence lF(x )/ converges weakly to 
F(x^). That is, F(Xj^ ) = F(x^+ t^x) — > F(XQ) as t^—> 0, 
for all X €. X. 
REMARK 1.2.1: In finite dimensional spaces demicontinuity 
coincides with continuity where as hemicontinuity is just 
the continuity along the line. 
DEFINITION 1.2.6: Let F be a mapping of a set A into 
itself. A point x £. A is called a fixed point of F if 
F(x) = X (1.2.1) 
DEFINITION 1.2.7: Let M be a metric space with metric d. 
A mapping F : M — > M, is called a contraction mapping if 
cl(F(x), F(y)) < a d(x,y), for all x,y e M. (1.2.2) 
for some a, 0 £ a < 1. If a = 1, the mapping F is called 
nonempansive. 
: 3 : 
THEOREM 1.2.1 (Banach contraction principle) [>0 ]: Every 
contraction mapping F defined on a complete metric space 
V. into itself has a unique fixed point. 
THEOREM 1.2.2 (Brower)022]: Let F be a continuous mapping 
of a closed ball Z C R into itself. Then F admits at 
least one fixed point. 
THEOREM 1.2,3 (Hahn-Banach Theorem)[50]: If M is a normed 
space and V one of its linear varieties, then each conti-
nuous linear fjnctional on V can be extended as a conti-
nuous linear functional on M with the same norm. 
THEOREM 1.2.4 (Riez Theorem) [50]: If H is a Hilbert space, 
for each f €. H*, there exists one and only one x £1 H, 
su^h that 
f(y) = (x,y), for all y ^  H. (1.2.3) 
Further, x satisfies, |lx|| = ||fl| 
THEOREM 1.2.5 [50]: Let K be a closed convex subset of 
a Hilbert space H. Then for each x ^  H, there is a unique 
y £ K, such that 
I|x-yl1 = inf 1|x-vl| (1,2.4) 
V6K 
DEFINITION 1.2,8: The point y satisfying (1.2,4) is called 
the projection of x on K, and we write 
y = P^(x) (1.2,5) 
IN 
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REMARK 1.2.2: PJ>^) = x, for all x e K. 
THEOREM 1.2.6 [22].'; Let K be a closed, convex subset of 
a HilbeiJt space H„ Then, y = P|.(x), the projection of x 
on K, if and only if 
y e K : (y, v-y) > (x, v-y), for all v ^ K (1.2,6) 
COROLLARY 1.2.1: Let K be a closed, convex, subset of a 
Hilbert space H, Then the operator Pj, is nonexpansive, 
that is, 
|lP^(x)-Pj^(y)|| < ||x-y||, for all x,y e H (1.2.7) 
THEOREM 1.2.7 (Brouwer)[ ]: Let K C R^ be compact and 
convex and let F : K — > K, be continuous. Then F admits 
a fixed point, 
DEFINITION 1.2.9: Let X be a real Banach space with dual X*. 
An operator F : X —> X* (possibly nonlinear) is called 
monotone if 
(F(x)-F(y), x-y) > 0 for all x,y e D(F) (1.2.8) 
F is called stictly monotone if 
(F(x)-F(y), x-y) = 0 implies x = y (1.2.9) 
REMARK 1,2.3: If the Banach space X under consideration 
is complex then left hand side of the inequality in (1.2.8), 
we consider only the real part. If X is a Hilbert space 
than (.,.) will denote the inner product in X, and again 
. R 
(1.2.8) will define the monotonicity of F in X. 
EXAMPLE 1.2.1: Let f : R — > R be a monotone increasing 
function. Then it follows that f is monotone operator in 
the sense of Definition 1,2,4. 
EXAMPLE 1.2.2: Let X be a Hilbert space, and T : X — > X 
be nonexpansive operator: 
||T(x)-T(y)i| < ||x-y|| for all x,y €. X 
Then F = I-T is monotone. 
1.3. VARIATIONAL INEQUALITIES: 
In 1933, Signorini posed the problem of studying defor-
mation in an elastic body kept on a rigid support. This 
problem was unresolved till 1959. In 1959 Signorini again 
reformulated this problem. Fichera, Stampacchia and Lions 
started intensive study of this field which calminated in 
the development of the subject, known as variational inequa-
lities. By now there are several standard research mono-
graphs and textbooks dealing with various aspects of this 
theory (see e.g. Duvant and Lions [ll], Glowinski, Lions 
and Tremolieres [l6], Kinderlehrer and Stampacchia [22] and 
Tartar [59] etc.). In this section we mention some basic 
results concerning Variational Inequalities. 
VARIATIONAL INEQUALITIES IN R^: We can minimize a given 
continuous real valued function F(x) on the closed interval 
: 6 : 
[a,bj of the real line R and find a solution: 
X €. [a,b] : F(x) £ F(y), for every y e [a,b] (1.3.1) 
If F is differentiable, a necessary condition is satis-
fied by the derivative F'(x) of F at x: 
(i) If a £ X £ b, then F'(x) = 0 
(ii) If a = X, then F'(x) >_ 0 and 
(iii) If X = b, then F'(x) £ 0. 
(1,3.2) 
(1.3.3) 
(1.3.4) 
These statements can be expressed by the system of inequalities: 
X e [a,b] : F'(x)(y-x) >. 0, for every y e [a,b] (1,3.5) 
li F is also convex, then it can be easily seen that 
any solution x of (1.3.5) is also a solution of the minimi-
zation Problem (1.3.1). 
A problem like (1.3.5) was called a variational inequa-
lity by J.L. Lions and G. Stampacchia [23]. The nature of 
the argument leading from (1.3.1) to (1.3.5), involving the 
admissible variations, and the fact that arguments of this type 
are at the heart of the classical culculus of variations 
explain the choice of the name given to (1.3.5) and suggest 
that variational inequalities could be a powerful tool not 
only in leading with finite dimensional optimization problems, 
but also in quite more general constrained minimization 
problems for functionals. 
: 7 
PRCBLEV. 1.3.1: Let K be a closed and convex set in ^ 
and 
F : K --> (R'^) 
be continuous, find 
X ^  K : <F(:<), y-x> >^  0 for all y e K (1.3.6) 
THEOREM 1.3.1 [22]: Let K be a compact and convex subset 
of R^ and 
F : K — > (R^)* 
be continuous. Then there exists an x G K satisfying 
(1.3.6). 
COROLLARY 1.3.1: Let x be a solution to (1.3.6) and 
supoose that x G. K , the interior of K. Then F(x) = 0, 
DEFINITION 1.3.1: Let K be a convex set of R^ and 
X €" dK. A hyperplane 
<a, y-x> = 0 , a e (R^)*- [o] (1.3,7) 
is said to be a hyperplane of support, or a supporting 
hyperplane, of K if 
<a, y-x> 2 0, for all y € K. (1,3.8) 
COROLLARY 1.3,2: Let x be a solution of (1.3.6) and 
suppose that x ^  dK. Then F(x) determines a hyperplane 
of support for K, provided F(x) ^  0, 
: 8 : 
REMARK 1,3,1: If K is bounded, we have existence Theorem 
1,3.1 for solution to Problem 1.3.1. On the other hand, the 
problem does not always admits a solution. 
For example, if K = R, 
F(x)(y-x) >^  0, for all y £ R 
has no solution for F(x) = e <, 
PROBLEM 1.3,2: Let Kj^  = K '^  So, where K is a convex set, 
N Eo is a closed bail of radius R and center O C R and 
F : K^—> (R^)* 
be continuous, find 
^R^^R* ^^ (^ •R^ 'y-'^ R^  1 0» for all Y ^ ^^ (lo3,9) 
Whenever Kj^  ^  ^ . 
REMARK 1.3,2: Problem 1,3,2 has at least one solution by 
Theorem 1,3,1, 
THEOREM 1,3.2 [22]: Let K be a closed and convex set in 
R and 
N • 
F : K — > (R^) 
be continuous. A necessary and sufficient condition that 
there exist a solution to Problem 1.3.1 is that there exist 
an R > 0 such that a solution Xn ^  Kn of (lo3,9) satisfies, 
|xj^l < R (1.3,10) 
: 9 : 
COROLLARY 1.3,3: Let F : K — > (R^')* satisfies 
<F(x)-F(y), x-y> 
> +«^ as lx|—>4«, X 6 K (io3.11) |x-y 
for some y € N . Tnen there exist a solution to Problem 
(1.3.1). 
REV^ ARK 1.3.3: Generally, the solution to the variational 
inequality is not unique. There is however a very natural 
condition which ensures uniqueness. 
Suppose that x,x' g; K are two distint solutions to 
Problem 1.3.1, Then 
X C K : <F(x), y-x> >, 0, y ^  K 
(1.3.12) 
x'eK : <F(x'),y-x'> >, 0, ye.K. 
Sof setting y = x' in the first inequality, y = x in the 
second, and adding the two we obtain 
<F(x) - F(x'), x-x'> < 0 (1.3.13) 
Hence a natural condition for uniqueness is that 
<F(x)-F(x'),x-x'> >0, whenever x,x'eK, x?^ x' (1.3.14) 
It turns out that the condition of Corollary 1,3,3 and those 
implying uniqueness are useful in the study of existence in 
the infinite dimensional problem. 
: 10 : 
DEFINITION 1.3.2: Condition (1.3.11) of Corollary 1.3.3 is 
called coerciveness condition. 
THEOREf^ . 1.3.3 [22]; Let F : K^^—> (R ) be a continuous 
strictly monotone rr.apping of the closed convex K, C R". 
Let K^C K, be closed and convex. Suppose there exists 
solution of the problems. 
Xj e Kjt <F(xj),y-Xj> I 0, for y £ K^, j = 1,2 
(i) If F(x2) = 0, then >^i = ^ 2^ 
(ii) If F(x2) ^ 0, and x^  ^ "^2* "then the hyperplane 
<F(X2), y-X2> = 0 
separates x, from Y^,y» 
VARIATIONAL INEQUALITIES IN HILBERT SPACE; 
Many problems in elasticity and fluid mechanics can be 
expressed in terms of an unknown u, representing the dis-
placement of a machanical system, 
a(u,v-u) >. F{v-u), u £ K, for all v €1 K (1.3.15) 
where the set K of admissible displacements is a closed 
convex subset of a Hilbert space H. a(o,.) is a bilinear 
form and F is a bounded linear functional on H. The rela-
tion of the type (1.3.15) is called variational inequality. 
xi : 
DEFINITION 1.3.3: Let H be a Hilbert space, | | . ) | be the 
norm included by the inner product, a(o,.) : H x H — > R 
be bounded bilinear form, K be a nonempty closed convex 
subset of H, and F be a bounded linear functional on H. 
(i) The problem of finding u ^ K such that 
J(u) = inf J(v) (1.3,16) 
where 
J(v) = ^ a(v,v) - F(v) (1.3.17) 
is known as an abstract minimization problem 
(ii) a(.,.), is called coercive on H if there exists 
a > 0 such that 
a(v,v) > a ||vi|^, for all v € H. (1,3.18) 
(iii) A linear continuous mapping 
A : H — > H* 
determines a bilinear form via the pairing 
a(u,v) = <Au, v>, u,v^ H. (1.3.19) 
(^ v) Find u €1 K such that 
a(u,v-u) >. F(v-u), for all v e K (1.3.20) 
(1.3,20) is called a variational inequality and u is called 
its solution. 
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THEOREJ/. 1.3.4 [50]: If a(.,.) is symmetric and coercive, 
then u ^  K is a solution of the abstract minimization prob-
lerr. (1.3.16) if ari6 only if u is a solution of the varia-
tional Inequality (1.3.20). 
THEOREM 1.3.4' [50] (Lax-^ '.ilgram Lemma): Let H be a Hilbert 
space and a(.,.) : K x H — > R be a bounded bilinear form 
which is coercive. Also, let F : H — > R be bounded linear 
functional. Then there exist a unique element u e. H such 
that 
a(u,v) = F(v), for all v e K. 
REMARK 1.3,4: The following problem is known as the abstract 
variational probler., 
PROBLEM 1.3.3: Find an element u such that 
a(u,v) = F(v), for all wG H (1,3.21) 
where a(.,.) and F are as in Theorem 1,3,4, 
THEOREM 1.3.5 feo ] (Lions-Stampacchia) 1967: If a(.,.) is 
coercive the variational inequality (1,3,20) has a unique 
solution. 
REMARK 1,3,4: Theorem 1,3,5 says that variational inequality 
(1.3.20) has unique solution even if a(.,.) is nonsymmetric. 
REMARK 1,3,5: If we choose K = H in Theorem 1,3,5 then we 
get 
: 13 ; 
a(u,v) = F(v) 
which has a unique solution by Theorem 1.3.4. 
VARIATIONAL INTQLALITIES FOR MONOTONE OPERATORS; 
tVe have seen that a variational inequality associated 
to a bilinear form could be solved provided the form is coer-
cive. In fact the property of coerciveness implies strict 
monctonicity for a bilinear form, but certainly not vice versa, 
In general if the convex set K is unbounded, it will be 
necessary to add hypotheses of coerciveness to achieve the 
existence of solution, 
« 
Let X be a reflexive Banach space with dual X , 
* 
<.,.> denote a pairing between X and X and K is a 
closed convex sjbset of X. 
DEFINITION 1.3.4: The mapping A : K — > X is continuous 
on a finite dimensional subspace, if for any finite dimen-
sional subspace M of X, the restriction of A to K H M 
is weakly continuous that is 
A : K n M — > X* 
is weakly continuous. 
DEFINITION 1,3,5: A is coercive on K if there exists an 
element v ^  K such that 
<Au-Av,u-v> 
— > -H», as u I — > +«, for any u 6. K 
^-^11 (1.3.22) 
: 14 
THEOREM. 1.3.6 [25] (Minty): Let K be a nonempty closed 
« 
convex subset of X and A : K — > X be monotone and 
continuous on finite dimensional subspaces. Then u 
satisfies 
u ^  K : <Au,v-u> >. 0, for all v ^  K (1.3.23) 
if and only if it satisfies 
u ^  K : <Av,v-u> >. 0, for all v e K (1.3.24) 
THEOREM 1.3.6 [22]: Let K be a nonempty closed, bounded 
and convex subset of X and A : K — > X be monotone and 
continuous on finite dimensional subspaces. Then there 
exists a 
u € K : <Au,v-u> >. 0, for all v e K. (1.3.25) 
REMARK 1,3.5: If A is strictly monotone the solution u 
to the variational inequality (1.3.25) is unique 
The analogs of Theorem 1.3,2 and Corollary lo3»3 is 
as follows: 
THEOREM 1.3.7 [22]: Let K be a closed convex subset of X 
and A : K — > X be monotone and continuous on finite 
dimensional subspaces, A necessary and sufficient condition 
that there exists a solution to the variational inequality 
u ^  K : <Au,v-u> >, 0, for any v ^  K 
is that there exist an R > 0 such that at least one solution 
. 1 c; . 
of the variational inequality 
"D £ KQ: <Aup^ ,v-Up^ > >^  0, for any v €" Kn 
S = K ^ l^v : ||v|l < R ; 
satisfies the ineauality 
i jUf^ i i < R. 
COROLLARY 1,3.4: Let K be a nonempty closed convex subset 
* 
of X and A : K — > X be monotone, coercive and, conti-
nuous on finite dimensional subspaces. Then there exists 
V €. K : <Au, v-u> >, 0, for any v € K, 
Ca.'PLEMENTARITY PROBLEMS; 
Several problems in various fields, for example, econo-
mic, gam.e theory, geometry, mathematical programming and 
mechanics can be stated in the following unified forms: 
N N N 
Given a mapping F : R — > R , find x £ R such 
that 
X >. 0, F(x) >_ 0, <x, F(x)> = 0 (1.3o26) 
This problem, is refered to in the literature as the nonlinear 
comiplementarity problem (NCP)o 
Problenj(1.3,26) is called the linear complementarity 
problem (LCP) in the case when F is of the form 
F(x) = Mx + q (1.3.27) 
16 : 
where M is a nxn rr.atrix and q is an n-vector, 
PROBLEM 1,3.4: Given a cone K of R and a point-to-point 
n:apping F : R — > R , then generalized complementarity 
problem (GCP) is to find a vector x ^  K such that 
F(x)^K* and <x, F(x)> = 0 (lo3.28) 
* 
where K denotes the dual cone of K, that is, 
K*= ^y € R'^ ': <y,x> I 0, for all x e K ) {1»3.29) 
REMARK 1.3,6: Ncnlinear complementarity Problem (NLC) is 
a special case of the GCP, where K is the nonnegative 
orthant R . 
THEOREM 1.3.8 [22]: The solution set of the generalized 
complementarity problem (GCP) is equivalent to the solution 
set of the corresponding variational inequality. 
REMARK 1,3,7: In corresponding variational inequality the 
set K is not required to be cone. 
1.4. BASIC PROPERTIES OF MULTI-VALUED MAPPINGS; 
DEFINITION 1.4.1: Let X and Y be two sets, A multi-
valued mapping or set-valued mapping F from X to Y, is d 
map that associates with any x ^  X a subset F(x) of Y, 
called the image or the value of F at X. 
: i7b 
DEFINITION 1.4.2: A muiti-valued map F is said to be 
proper if there exists at least an element x e X such that 
F(x) ^  ^f that is ? is not the constant map (J). In this 
case we say that 
Dom(F) = [x e X : F(x) ^ ^] (1.4.1) 
is the domain of F« 
Actually, a multi-valued map F is characterized by 
its graph, the subset of XxY defined by 
Graph(F) =[(x,y) : yeF(x)j (1.4.2) 
Of course, if G is a non-empty subset of the product space 
XxY, it is the graph of F defined by 
y e F(x) if and only if (x,y) e G (1.4.3) 
The domain of F is the projection on X of Graph(F) and 
the image of F, the subset of Y defined by 
Im(F) = U' F(x) = U F(x) (1.4„4) 
xeX xeDom(F) 
is tne projection on Y of Graph(F). 
The inverse F~ of F is the multi-valued map from 
Y to X defined by 
x^F"-^(y) if and only if yeF(x) (1.4.5) 
or equivalently 
X e F"'^ (y) if and only if (x,y) €: Graph(F) (1.4.6) 
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Nov.' we have the following relations between Domains, Graph 
and images of F and F 
Dom(F~-^ ) = :[m(F), Ini(F"-^ ) = Dom(F) (1.4.7) 
and 
Graph(F"-^ ) == ||"(y,x) € YxX : (x,y) e Graph(F) j (1.4.8) 
DEFINITION 1.4.3: A multi-valued map F from X to Y is 
said to be strict if Dom(F) = X, that is if the images F(X) 
are nonempty for all x e. X. 
DEFINITION 1.4.4: Let K be a nonempty subset of X and 
F be a strict multi-valued mapping from K to Y. Then the 
extention of F, denoted by F, is a multi-valued map from 
X to Y defined by 
F(x) when x ^  X 
F^(x) = (1,4.9) 
^ when x ^  K 
whose domain Dom(F. ) is K, 
NOTE 1,4.1: Let (P) be a property of a subset (for instance, 
closed, convex, monotone, maximal monotone, etc.) we say 
that a multi-valued map F satisfies the property (P) if 
thg graph(F) satisfies this property. If the images of a 
multi-valued map are closed, convex, bounded, quasi convex, 
comoact and so on, we say that F is a closed-valued map, 
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convex-valued map, bounded-valued map, quasi convex-valued 
map, compact-valued map and so on. 
EXAMPLES OF MULTI-VALUED h\APS: 
EXAMBLI 1,4,1: Let F^ : R — > R, be defined by 
" a 
E,(x) = [a,x], for a fixed a ^  x, a^ R, 
a 
Then F is a multi-valued map, 
a 
EXAMPLE 1.4,2: Let f : R — > R, be given by 
f(x) = x+1 
Define F : R — > R by 
F(x) = f o j U ( f ( x ) ] , for each x e R. Then F i s 
a mul t i -va lued map. 
EXAMPLE 1 .4 .3 : Let F : [ 0 , l ] —> [ 0 , l ] , be defined by 
F(x) = j ' y : 0 < , y £ x ] 
then F is a multi-valued map. 
EXAMPLE 1.4.4: Let X be a normed space and f : X — > R 
then 
df : X — > X* defined as 
df(x)=fF€x*: (F,y-x) < f(y)-f(x), V y e Xj 
is a multi-valued map, which is called subgradient of f. 
If f(x) = |x| then df(x) = Sign x if x 7^  0, 
df(x) = [-1,1] if X = 0. 
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EXAA'.PLE 1.4.5: If f : X — > Y is a single valued map then 
f is a r.ulti-valued map whose domain is Im(f). This multi-
valued map is strict when f is surjective and signle valued 
when f is injective. This map play a very important role 
when we study equation f(x) = y and are interested in the 
behaviour of the set of solutions f (y) as y ranges over Y. 
EXAMPLE 1.4.6: We can associate a multi-valued map F with 
a given map f : X — > R U ( +« j in the following manner: 
f(x)+R^ when f(x) < « 
F(x) = 
^ when f(x) = +<». 
EXAV.PLE 1.4.7: A multi-valued mapping F defined below with 
the^  help of a family of functions f(.,u) from X to Y, 
when u ranges over a set U of parameters, 
F(x) = /f(x,u)J , u e U. 
is quite useful in control theory. Such type of maps are 
called parametrized maps. 
EXM^PLE 1.4.8: Let w be a function from XxY to R. Let 
us consider the minimization problems 
F(y) = inf w(x,y), for all y £. X 
X€X 
The function F is called the marginal function. 
Let G(y) = [x ^ X : w(x,y) = F(y)j 
be the subset of solutions to the minimization problem. 
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(i) One of the main purposes of optimization theory is to 
study the multi-valued map G. 
(ii) Relations and oartial ordering are multi-valued mappings, 
REMARK 1.4.1: (i): A relation can be established between 
single-valued and nulti-valued mappings in the following 
manners: 
Let F : X — > Y be multi-valued function from X to 
Y 
Y and let 2 denote the set of all non-empty subsets of Y. 
Y 
Then F induces a single-valued function f : X — > 2 by 
setting 
f(x) = F(x), for all x ^  X. 
in) It is quite clear that every single-valued function 
is a multi-valued function. 
The multi-valued function F : X — > Y such that 
F(x) = Y, for all x ^ X, is very often employed to show that 
many results of single-valued functions can not be extended 
to multi-valued functions without further assumptions. 
NOTION OF CONTINUITY FOR MULTI-VALUED MAPS; 
DEFINITION 1.4.5: A multi-valued map F : X — > Y (X and Y 
are topological spaces) is called upper semicontinuous (u.s.c.) 
at X ^ X , if for any neighbourhood N(F(x^)) of F(XQ) there 
exists a neighbourhood N(XQ) of x^ such that 
F(x)C: N(F(XQ)) for all x e N(x^) (1.4.10) 
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We say that F is upper semicontinuous if F is u.s.c. at 
every point x ^  X. 
DEFINITION 1.4.6: A multi-valued map F : X — > Y (X, Y are 
topological spaces) is called lower semicontinuous (l.s.c.) 
at a point ^Q ^  X, if for any y ^ F(x ) and any neighbour-
hood NCYQ) of y , there exists a neighbourhood N(x ) of 
X such that 
0 
F(x) nN(y^) ?^  0 for all X e N(XQ) (1.4.11) 
way say that F is lower semicontinuous if it is lower semi-
continuous at every x €. X. 
DEFINITION 1.4.7: Definition 1.4.6 could by phrased as 
follows: 
Given any generalized sequence x converging to x 
and Yfj ^  ^^'^o^' there exists a generalized sequence y 
that converges to y . 
EXM'.PLE 1.4,9: The maoping F_^, from R into the subsets 
defined by 
F_^ (0) = [-1,1] and F^(x) = fo], x ^  0 
is u.s.c, while it is not l.s.c. 
The mapping F_, defined by 
F_(0) = [o] and F_(x) = [-1,1], x ^  0 
is l.s.c, while it is not u.s.c. 
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I I 
I 
This map is u.s.c. and 
not 1, s.c. 
-» 
=r^  
This map is l.s.c, and 
not u.s.c. 
DEFINITION 1.4.8: A multi-valued map F from X to Y is 
said to be continuous at x ^ X if it is both u.s.c, and 
l.s.c, at X . F is said to be continuous if it is conti-
o 
nuous at every point x ^  X. 
MONOTONE OPERATORS; 
DEFINITION 1.4.9: Let X be a real Banach space. A multi-
X* 
valued mapping F : X—> 2 is called 
(i) Pseudcmonotone if for every pair of vectors Xj^  and 
X in Dom(f) and every y^^ in F(xj^ ) and y^ ^^ ^(^2^ 
<x.-X2,y2> >. 0 implies that <x^-X2,yi> >. 0. 
(ii) Monotone if <yi-y2» Xi-X2> >. 0» for all Xyi)^2^ Dom(F) 
and Yj^  ^  F(x^), y2 ^  F(x2). 
(iii) Strictly monotone if <y2-y2» ^l"'^2^ ^ °' ^ ° ^ •^'•"'• 
Xj^ ,X2 <^  Dom(f) and y^^ 61 F(xj^), y2 ^  F( X2)» 
(iv) Strongly monotoni if there exists an a > 0 such that 
<X2-x^, V ^ l ^ ^ «iix2-xj|^, for all ^^*^2^ Dom(F) and 
Yi € F(x^), y2 ^  F(x2)» 
(v) Maximally monotone if F is monotone over X and no 
other monotone mapping over X can properly contain F. 
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REJ>'.ARK; Strong monotonicity implies strict monotonicity, 
strict monotonicity implies r.onotonicity and monotonicity 
irr,plips Pseudor.onotonicity, 
FIXED POINT THEOREMS: 
Fixed point theorems concerning multi-valued mappings 
was initiated by Kakutani in 1941 in finite dimensional 
spaces. It was extended to infinite dimensional Banach space 
by gohnenblust and Karlin in 1950, and to locally convex 
spaces by Fan in 1952. 
Let F be a multi-valued map of a topological space X 
into itself, then x 6: X is a fixed point of F if x e F(x), 
A space X is said to have a fixed point property for a set 
of multi-valued mappings if each member of this set has a 
fixed point. 
THEOREA*. 1.4.1 [03 ] (Kakutani' s theorem): Let K be a non-
empty compact convex subset of R , and F a multi-valued 
mapping that assigns to each x £ K, a non-empty closed convex 
subset F(x) of K. Suppose that F is upper semicontinuous 
then there exist a fixed point of F in K. 
THEOREM 1.4.2 [51 ]: Let F : [a,b] — > [a,b] be upper semi-
continuous multi-valued mapping and F(x) is a closed inter-
val for each x £. [a,b], then F has a fixed point. 
THEOREM 1.4.3 [03 ](Himnielberg): Let K be a non-empty convex 
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subset of a norir-ed linear space X. Let F : K — > K be an 
upner semicontinuous r.ulti-valued mapping such that F(x) is 
closed and convex for each x ^  K and F( ) is contained 
in some compact subset C of K. Then F has a fixed point, 
THEOREM 1.4.4 [15] (Fan-Glicksberg): Let X be a locally 
convex Housdorff toooioqical vector space and K a non-empty 
compact convex set in X, Let F : K — > 2 be upper semi-
continuous such that for each x ^  K, F(x) is a non-empty 
closed convex subset of K. Then there exists a point x S K 
^ o 
s u c h t h a t x^ £ ^ ( ' ^ o ^ " 
AKALCX3UE OF BANACH CONTRACTION THEOREM; 
We denote 
X 
2 = set of all non-empty subsets of X, 
2V|= set of all non-empty closed and bounded subset 
of X, 
V 
X = set of all non-empty compact subsets of X, 
ome DEFINITION 1,4.10: N(£:,C) = ^x e X : d(x,c) < €, for s 
c ^ C ^ if E> Q and C is a closed bounded subset of a 
metric space X, 
DEFINITION 1.4.11: Let (X,d) be a metric space. If A,B 
are closed bounded subsets of X, the Housdorff metric, is 
defined as a nonneoative real numbers. 
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H (A,B) = inf [£ : A C N(£,B) and B C N(6,A) j . 
Y 
The rr.dpping H is a rr.etric for 2 , caiied Housdorff metric, 
DEFINITION 1.4.12: Let X be a metric space with metric d. 
Y 
For any two non-empty elements M and N of 2 we define 
a nurber d(V.,N) as follows: 
Let X ^  M and set 
d(x,N) = inf d(x,y) 
yeN 
and 
d(M,N) = sup inf d(x,y) 
xcM yfeN 
DEFINITION 1.4.13: Let (X,d^) and (Yjd^) be metric spaces 
Y 
A f notion F : X — > 2 , is said to be a multi-valued 
cl 
Lipscr.itz maooinq of X into Y if 
H(F(x), F(y)) < a d^(x,y), V x,y 6:X 
Where a >_ 0 is a fixed real number. The constant a is 
called Lipschitz constant for F. If F has Lipschitz cons-
tant a > 1, then F is caiied multi-valued contraction 
mapping. If F has Lipschitz constant a = 1, F is called 
nonexpansive. 
THECREVi 1,4,5 [30]: Let (X,d) be a complete metric space. 
Y 
If F : X — > 2 , is a multi-valued contraction mapping, then 
F has a fixed point. 
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1,5. S030LEV SPACES; 
D£FI\'ITICN' 1,5,i: Tne Sobolev space of order 1 on -Q_ (an 
n i / \ 
ooen subset of R' ), denoted by H (-Q.) is defined by 
H^(J^) = [f e: l2{-rL) : ffy e L2(-n-), 1 < i i n ]• (1.5.1) 
where r~ are distributional derivatives. 
X 
REMARK 1.5.1 ( i ) : If n = 1, Jl = [a,b], f : [ a , b ] —> R 
then 
H^(a,b) = [ f € L2(a,b) : | ^ G L 2 ( a , b ) j ( 1 . 5 . 2 ) 
(ii) f e L2(-^) nped not imply ^ € l^i-^)-
Fcr example: 
-1, X < 0 
f(x) = , -n.= [-1.1] 
0 , X >_ 0 
feL2(-a), but ^ = (p(0)^L2(-a). 
THEOREM. 1.5.1 [50]: H^ (JT-) is a Hilbert space with respect 
to tne inner prodiict, 
<f.g>^^^= <f,g>^^^^J^<|I-, ^>^^^j^y (1.5.3) 
REMARK 1.5.2: If Jl= [a,b], then H-^ (a,b) is a Hilbert 
space with respect to the inner product 
<f,g> = ;f(x)g(x)dx + / H7 H? ^ ^ (^•^•'^) 
h a 
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DEFINITION 1.5.2: For any integer m and 1 _< p < ~ the 
sobolev sp3ce (generalized sobolcv space) is the space of all 
functions f S L (-/I) whose all derivatives in the sence of 
distribution of order _< m also belong to L (-0.), that is 
W^»P(il) = y^^p' o'^f^L (-^ ), for all a,\a\<m'j (1.5.5) 
vf'''^{-ri) is a Banach space with the norm 
.a ..P -1/P 
i a j _< m p llfll^,P=Lf.JI°''llL„wJ' 
(1.5.6) 
For P = 2, we write '/'•^ (-fl) = Ff(-a). 
K'^'(-Q.) i s a H i l b e r t space wi th r e s p e c t t o t h e i n n e r p r o d u c t 
<f,g> ^ = Z <D^f, D'^g>, ,^. 
}f{Sl) ia,<rn ^^"^^ 
.a , ^a 
= / [, E D"f D g]dx 
J l i al<m 
( 1 . 5 . 7 ) 
The norm induced by this inner product is 
1/2 
H^ '(JT.) is called a Sobolev space of order m 
dn 
d 
(1.5.8) 
where 
H^(^ =ff:f£H^'(-^ and ^/^= 0, 0£klm-lj (1,5.9) 
 
is the outward normal derivative on the boundary /*. 
dn 
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DEFINITION l,5e3: Let C (^ n) = the space of infinitely 
dif ferentiable functions on-/X into R is dense in H {-^). 
If f e e (-^), we define the trace of f, denoted by V- as 
y. = f/^ = restriction of f on /". 
It can be seen that Vf €. L2( D if f ^  C~(-n.) 
X : c~(-a) — > L2(-n.) 
Vis continuous and linear with norm 
I l"^ u| 1-5 1 '^l l^ i 1 1 /•» '^ is a constant. 
THEOREM 1.5.2 (Trace Theorem) [Ol]: H^ (-a) ={f^H-^(-n.) :^f=o}, 
provided the boundary F is sufficiently smooth. 
THEOREM 1.5.3 [oi](?oincar's inequality): Let -a be an open 
bounded subset of R . Then there exists a constant C > 0 
such that for all v £" H^(JT) 
1/2 2 1/? 
(/ v^dx) H M l i < (I / llT-l dx) 'C^ (1.5.10) 
-0. H^{si) -n. ^ ^ i 
THEOREM 1.5.4 [oi](Green's formula): If v,(j) e H^(R") , 
where 
then 
R" = Jx = ( X ^ , X 2 , . . . , X ^ _ ^ , X ^ ) : X^ > o j 
•/•^  f f : ^^ = -•• I T : <1^  d^' i < i < n-i (1.5.11) 
R; ' R; ' 
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/v ^ dx = -/ 1 ^ (J) dx + / v(x,,x^,...,x , ,0). 
. R ; " R;; " R' 
.^(x^,X2,...,x^_^,0)dx' (1.5.12) 
where x' = (x,,x„,,..,x _,) 
THECREV. 1.5.5 [Ci ] (Generalized Green's formula): Let -A- be 
a bounded open subset with sufficiently regular boundary T 
(i) Then for u,v e H (-H-), we have 
/ ^ vdx = -/ u 1 ^ dx + / uv n. cir (1.5.13) 
where -n. is the ith component of the outer normal at T. 
(ii) (a) For all u e H^ (-n.) and for all v 6 H'^ (-f^ ) 
we have 
-/ (^ u)vdx = -Z / ^ V dx 
-^  i=l-^ dx^ 
= j / i%t7:^^- / |7-v^i<^^] (i^ -^^ )^ 
(b) -; (Au)vdx = £ ; ^ ^ dx - / 1 ^ vd r (1.5.15) 
-n. i=l^ ^^i °^i r 
1.6. PHYSICAL PROBLEMS REPRESENTED BY VARIATIONAL 
INEQUALITIES! 
2 
OBSTACLE PROBLEM; Let us consider a body A C R , which we 
shall call the abstacle, and two points P, and P^ , not belonging 
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to A (see FiQJL.6.1); let us connect P-j^  and P^ by a weight-
less elastic string whose points cannot penetrate A, We 
want to study the shape assumed by the string. Suppose that 
the ooundary of A is a cartesian curve of eauation y =y(x) 
and f .Tthenr.ore 
u(C) = u(l) = 0 ( 1 . 6 a ) 
if y = u(x) i"; f-e shape assumed by the string. Since the 
r=H/iX) 
y = u l X ) 
FIG. 1.6.1 
string connects P^  and P^ 
u(x) < y^(x) (lo6.2) 
Because the string does not penetrate the abstacle 
u"(x) >. 0 (1.6.3) 
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and because the string being elastic and weightless must 
a^ Esume a convex shaoe, and 
u(x) < V^(x) ==> u' '(x) = 0 (1.6„4) 
i.e. where it does not touch the abstacle the string takes a 
linear shape. Since the string tend to assume the shape with 
tr.e minimurr possible length, (in particular where there is no 
abstacle this would be i); (1.6.1), (1.6.2), (1.6.3) and 
(1.6.4) are equivalent to (1.6.1), (1.6.2), (1.6.3) and 
(1.6.5) with 
[u(x) - V^(x)] u"(x) = 0 (1.6.5) 
because if (1.6.4) is true then either u(x) -S^(x) = 0 or 
u''(x) = 0 and hence (1.6.5) is true, and if this is true 
then when u(x) ?^V^(x), we must have u''(x) = 0 and (1.6.2) 
ip.plies that u(x) ^ V^(x) only if u(x) <l//(x). Expressions 
(1.6.1), (1.6.2), (1.6.3) and (1.6.5) constitute a mathemati-
cal foriTiulation of the physical problem that we are dealing 
with. Equivalently, find u ^  K such that 
a(u, v-u) >. F(v,u), V v e K (I.606) 
where H = H J ( 0 , 1 ) , K = [ v e H^(0, ( ) : u(x) < V'(x), V X G [ 0 , 1 ] ] 
b 
a (u ,v ) = / uv 'dx , F(v) = 0, ( l o 6 . 7 ) 
Q 
SIGNORINI PROBLEM; We consider here a simple case of a plane-
domain. Let us consider a 2-dimensional elastic body 
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9 
SL = -H-in) C R ' having the following geometric structure: 
-^{ct) = /(x^.x^) €R^: a<x^<b, 0<a(xj^) <x^<r ] (1.6.8) 
a,b,r are given constants and a € C ' [a,b], (a is 
Lirschitz function on [a,b]). 
FIG. 1.6.2 
d-^io:) = r^Uf^ Ur^ioi), /^ / (p (1.6.9) 
Possible partition of d-^(a) is given by Fig. 1.6.2. The 
shape of the contact surface r" (a) is discribed by the graph 
of the function 3, belonging to set U ,, where 
^ad = [a6C°'^[a,b] : 0<aix^) < C^< r, l=f(x^)l < C^ 
X2^€[a,b] means -^(a) = C2 j, 
C . C,, Crs are given constants such that U . ^  ^. Suppose 
0* 1' 2 ^ a'-' 
that -il(a) is supported by a rigid frictionless foundation 
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(here by the set [\^ii'^2^ €. K \ Xj 1 0 Ij and subject to a 
body force f = (f^,f2) and surface tractions P = (P,,Pp) 
on r^* Signorini oroblem deals with the finding of 
disnlacer.ent 
u = u(-i) = (uj^(a), U2(a)). 
The deperience u on fx is emphasized by writing u = u(a). 
The actual surface of the support (foundation) on which the 
body corr.es in contact is not known in advance. Solution of 
this physical problerr. which plays very important role in solid 
rr.ec*^ n^ics and wide class of engineering and industrial prob-
lerr.s is equivalent to solving the boundary value problem: 
-^ T7- d..(u) = f., in -n.(n'), i = 1,2, (1.6.10) 
j=l ^ i ^ 
2 
T (u) = Z a.,(u) n. = P., on Tp, i = 1,2, (1.6.11) 
where n = {r\.t^^) is the unit normal vector to A^-flj, we 
2 
suor^ose that the stress tensor T(u) = /o,,(u)} is 
L ij y^j^i 
related to the strain (linearized) tensor 
•^ ij=l J i 
by rr.eans of a linear Hook's law: 
^ij^-) =Cijk ^kl^^) 
Elastic coefficients ^>^\yi are supposed to be bounded and 
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measurable in -Q-= (a,b) x (0,r), i.e. C^ .^|^ j_^ L (J^) 
satisfying the syir.rr.etry condition '^ijkl ^ ^jiki "^  ^ klij 
3.e, in SL as well as the elliptic condition. 
q^ > 0 such that q.^^ ^.. \^ >'^o\. \^ (1.6.12) 
for all 4, = C^ a.e. in -O. 
u^ = 0 on r^, i = 1,2 
T^(u) = c.,(.) n^  = 0 on f^ ^^ ^ 
T^(u) = o (u) n. >_ 0 
(u2-»-3) T^ (':) = 0 on Qfri) 
(lo6.13) 
(1.6.14) 
(1,6.15) 
(1.6.16) 
U2(x^, a(x, )) _> -^(xj^), V x^  ^  [a,b] 
Find the polution of the BVP (1.6.10) - (1.6.16) is equivalent 
to solving the following variational inequality problem: 
Let K =^v^(H(-n.))^ : v^= 0 on f^  i=l,2} 
K = K(-n(a)) =(v € H : V2(x^,a(x2)) >. -a(x2) 
V XjL e [a,b]| 
H is sobolev space and K its non-empty closed convex subset, 
Find u € K sich that 
a(u,v-u) >. F(v-u), V V € K 
where a(u,v) = / I a.,(u) <^.(v) dx 
-n.(a) ij=l J^ J^ 
2 2 
F(v) = / E f. V. dx + / E P. V. ds. 
-a(a) i=l ^ ' sifp i=l ^ ^ 
CHAPTER II 
QUASIVARIATIONAL INEQUALITIES 
2.1. INfTRODUCTIONt 
Quasivariational inequality is a generalization of varia-
tional inequality in which convex set involved in the formulation 
of variational inequality depends on the solution of the prob-
lem. This subject has been developed in late seventies by 
Mosco, Tartar and Vensdin. In many applications, however, 
constraint minimization problems occurs, which can be formula-
ted as (1.3.1), provided we do not prescribe the constraint set 
K a priori but let K possibly depend on the solution x 
itself. In other words if F is a real-valued function on R 
and K a multi-valued mapping then the implicit minimization 
problem is to find x 6 R such that 
X fe K(x) ; F(x) <, ?(y) for every ye K(x) (2.1.1) 
By assuming F to be differentiable, by the same variation 
argument as in (1.3.2) we find a necessary condition for x e: R 
being a solution of (2.1.1): 
x e K(x) : F'(x)(y-x) > 0, for every y e K(x) (2.1.2) 
and this is also a sufficient condition, provided F is convex. 
In (2.1.1) and (2.1.2) an implicit constraint K(x) is 
acting on the solution x. The appropriate K(x) is selected 
among all possible constraints K(y) at the same time that the 
the solution x itself is single out. In the applications there 
: 3 (' : 
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are many problems in which this sort of circularity between 
solutions and constraints occurs. The constraint K(y) 
depends on a variable y which belongs to the same space 
X = R in which the solution x has to be found and K(y) 
is itself a subset of X, This gives problems (2.1.1) and 
(2,1.2) the nature of fixed point problems. Also the impli-
ci_^ t minimization (2.1.1) differs drastically from the problem 
consisting in minimizing the objective function F on the 
set ^ y e R • y e K(y)j (2.1.3) 
In (finite-dimensional) optimization problems the 
bjective function F is a real-valued function defined on 
a finite dimensional vector space R , and K is then a 
multi-valued mapping from R into itself, that associates 
a closed convex subset of R" with x <£; R". The derivative 
F'(x) has to be interpreted as the differential F' of F 
at X, which for fixed x ^ R , is the vector 
F'(x) = (F„ (x) ,F^ (x)), F^ = dF/dx, (2.1.4) 
*! '^n '^i i 
of the (dual) space (R")* = R" and 
F\x)iY-x) = J F^ (x)(yi-Xi) (2.1.5) 
N N We could also consider more general mappings G:R — > R , 
which are not necessarily of the form G = F'» and study the 
quasi-variational inequality 
: 3S : 
X ^  K(x) : G(x)(y-x) >. 0, for every y ^ K(x). (2.1.6) 
There is common feature to all approaches to such implicit 
variational problems, namely they are delt with in two main 
steps. First a family of optimization problems or varia-
tional inequalities are solved. For instance for problem 
(2.1.6) we fix z in some subset C of X = R , we then 'freeze' 
the constraint K at z and solve the quasi-variational 
inequality 
w^K(z) : <G(w), v-w> >, 0, for every v e K( z) (2.1.7) 
we denote the set of all solutions w of (2.1.7) by S(z). 
This defines a passibly multi-valued map 
S : C — > 2^ (2.1.8) 
which is a selection of the given constraint map K, called 
the selection map. 
The second step consists in finding the fixed points 
of S in C: 
X e C : X ^ S(x) (2.1.9) 
Bensoussan-Lions 1973 [05] considered the first problem 
in which quasi-variational inequality is explicitly involved; 
this was a problem of evolution associated with control theory. 
Bensoussan-Goursat-Lions 1973 [04] considered the correspon-
ding stationary problem; there the authors introduced the 
term 'quasivariational inequality' and proved the first 
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existence result. 
The present chapter deals mainly with the quasi-varia-
tional inequalities and the results are essentially due to 
Mosco [28], Mosco [29], Baicchi and Capelo [03] and Loinger 
[2^], in which Section 2.2 deals with implicit variational 
problem and, Section 2.3 and 2.4 deals with some existence 
results. Section 2,5 is devoted to the study of a finite 
element approach to an elliptic one dimensional quasi-varia-
tional inequality with homogeneous boundary data. 
2,2. IMPLICIT VARIATIONAL PROBLEMS AND NASH EQUILIBRIA; 
We assume that X is a rsal Housdorff locally convex 
topological vector space, C is a compact convex subset of 
X, (|) is a function defined on the product set C x C with 
extended real values in (-«, +«] which has the following 
properties: 
(i) For each z e C, (|)(z,') is convex, not = +°o 
(ii) ^ is lower semi-continuous on C x C 
(iii) The real-valued function p defined on C by 
p(z) = inf $(z,v), z e e (2.2.1) 
vtC 
is upper semi-continuous, 
THEOREM 2.2.1 [28]: The implicit minimization problem 
u ec : (|)(u,u) < ({)(u,v), for every v ^ Q(u) (2.2.2) 
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admits a solution u. Moreover, the set of all solutions 
u is a compact subset of C, 
THEOREM 2.2.2 [28]: Suppose that ^ is a real-valued 
function on C x C that satisfies conditions (i), (ii)jand 
(ill), the real-valued function 
P(z) = inf ^(z,v), z e e (2.2.3) 
veQ(z) 
is upper semi-continuous. 
Then the implicit constraint minimization problems: 
u^Q(u) : ^ (u,u) <. ^ (u,v), for every V4£Q(u) (2.2.4) 
r 
where Q : C — > 2 is upper semicontinuous multi-valued 
mapping that associates a non-empty closed convex subset 
Q(u) of C with every u^C (Q, u.s.c. means that Q has a 
closed graph in C x C), admits a solution u, and the set of 
all solutions of (2.2.4) is a compact subset of C. 
REMARK 2.2.1: The condition (iii) above is satisfied if ^ 
is upper semi-continuous on C x C and the multi-valued 
mapping Q is lower semi-continuous in the sense that for 
every sequence Z converging to Z and every w^Q(z), 
there exist w^Q(Z ) such that w — > w in C. 
A typical example to which the theorem above implies 
is the following Nash-'s equilibrium problem for functionals. 
Problems of this type occur in game theory and in the theory 
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of Walrasian general equili-bria of mathematical economic. 
NASH EQUILIBRIA UNDER CONSTRAINTS 
DEFINITION 2.2.1: Let C = C,x CoX....x C„ be a subset in 
— — — — — k z n 
a product space 
A ^ A 1 X '^o X • • • • X A ^ f 
J,,J^,...,J„ be n real-valued functions defined on C and 1 ^ n 
for each u £ C, let Q^(2) be a non-empty subset of Ci, 
i = 1,2,...,n, that is 
Qj(2) =|v^^C^ : (z^,Z2,...,2^__^,v^,z^^^...z^)^K j 
where, K is a fixed subset of X, 
Then a Nash equilibrium is defined to be a vector 
u = (u,,U2»...,u ) of X that satisfies the conditions: 
(i) u e K, u^ ^  C^ (2.2.4) 
(ii) Jj^ Cuj^ , ...,u^) < J^(uj^, ...,u^_^,v^,u^^j^, ...,u^) 
for every ^i^C, such that (u,,... ,u, , , v. ,u . ,.,, ,u ) 
is in K for every, i = 1,2,...,n. 
DEFINITION 2.2.2: A Nash's equilibrium (under constraint) 
is defined to be a vector u = (u,,U2>•••»u ) of X that 
satisfies the conditions: 
(i) u^eQi(u) (2.2.5) 
(ii) J^(uj^,U2,...,u^) < J^(uj^,U2,...',u^_j^,v^,u^^j^,...,u^) 
4^ -
for every v^^Q^(u), i = 1,2,...,n. 
In other words, the vector u is such that it minimizes 
functional J, with respect to the ith variable only, subject 
to the implicit constraint Ui^Q(u). 
REMARK 2.2.2: If we define 
Q(u) = Q^(u) X Q^Cu) X...X Q^(u), for u € C 
and 
n 
^(u,v) = Z J^(u^,.. .,u^_^,v^,u^^j^,.. .,u^), for u,ve C. 
Then (2.2.5) has the general fo#m of (2.2.4) and therefore 
under the assumptions of the Theorem 2.2.2 the set of solu-
tions of (2.2.5) is non-empty. 
THEOREM 2.2.3 [28]: Suppose that X^ is a locally convex 
Housdorff topological vector space, K a non-empty closed 
convex subset of X and C. is a non-empty compact convex 
subset of X., for every i. Moreover K and C, are such 
that Q^(z) is non-empty for every z £ C and the map Q 
is lower semi-continuous. Assume that each functional Ji 
is convex in each component and is continuous on C. Then 
there exists a Nash's equilibrium u for the functionals Ji 
under the constraints Q and u is a solution of (2.2,4), 
2.3. EXISTENCE OF QUASIVARIATIONAL INEQUALITIES: 
Suppose that, 
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(1) H, and H2 are Hilbert spaces, 
(2) aj^ (.,.) : H^ x Hj —> R and a2(.,.) : HjX H2—> R are 
continuous bilinear forms, symmetric and non-negative 
along the diagonal, 
(3) bj^(.,.): H^ x H2—> R and b^(.,,) : H2X Hj^  — > R, are 
continuous, bilinear forms, 
(4) F,: H, — > R and F25 H2 — > R, are continuous linear 
functionals. 
Let us put H = Hj^ x H2 and denoting by v = (vj^ v^^ ) 
the generic element of H, let us define the functionals 
Jj^ : Hj_ — > R and J2: H2 — > R 
by means of formulae, 
Jl(v) = a^(vj^,v^)+2bi(v2,v^)-2F^(vi) ^^^^^^^ 
J2(v) = a2(v2,V2)+2b2(vj,Vj^)-2F2(v2) 
Let us now consider the following problem: 
PROBLEM 1,3,1: Let KCHjX Hj be a non-empty closed convex 
set. Find u = (UJ,U2)€:K such that 
Ji(u) < Ji(vpU2), V v^^ K^)(u) ^^^^^^^ 
J2(") 1 'J2^^1»^2^' ^ V2e-K^2)(") 
where, 
K^)(v) ^f^^eH^ : (ZI»V2)^K] 
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We will call the solution of Problem 1.3.1 the Nash 
points for the pair of functionals (J,,J2) under the cons-
traints K and define a(.,.) : H x H — > R and F : H — > R 
by the following formulae, 
a(w,v) = a^(w^,y^)+ a2{'*'2*'^2^'^ ^2^'*'v'^2^'^ t>j^ (vj^ ,W2) 
^"^ (2.3.3) 
F(w) = F^(wp + F2(w2) 
Under the above assumptions we have the following 
result. 
THEOREM 2.3.1 [03]. ueK is a solution of problem 1.3.1 if 
and only if u is a solution of the quasivariational 
inequality, 
a(u,u-v) 1 <F, u-v>, V v6K(u), (2.3.4) 
REMARK 1.3.1: In general (2.3.4) is no longer a variational 
inequality, it is a variational inequality only when for all 
u C K, K(u) = Q, with Q being a non-empty closed convex 
set in H. 
THEOREM 2,3.2 [ 03]: If a(,,,) is coereive and K is strongly 
compact then there exist at least one.solution of Problem 1.3.1. 
THEOREM. 1.2.3 [03]: Let H be a real Hilbert space, 
a(.,^) I H X H — > R be a continuous, coersive bilinear form, 
• C 
F C H , C c H, be a non-empty compact set and Q : C — > 2 
is a continuous multi-valued map such that for all u e C, 
Q(u) is non-empty, closed convex subset of C. Then the 
quasivariational inequality 
UeQ(u) : a(u,u-v) < <F,u-v>, V v e Q(u) (2.3.5) 
has at least one solution. 
DEFINITIC^t A multi-valued mapping F : H — > H is said to 
be weakly continuous on H if for every sequence [x \^H 
converging to some x e H, weakly, the sequence of subsets 
F(x ) converges to the set F(x). 
ft 
By saying that, for every x^ as above, the set F{Xj^ ) 
converges to the set F(x) in H, we mean that both conditions 
below are satisfied. 
(i) If y ^ ^^ '^ n^  "^*^  ^n converges weakly to some y 
in H, then y ^  F(x). 
(ii) For every v 6.F(x), there exists some V ^ F(x ) such 
that v^ converges strongly to v in H. 
THEOREM 2.3.4 [28]: Let H be a real Hilbert space, 
a(.,,) : H X H — > R be a coereive, continuous bilinear form 
on H, F e H , C C H, oe a non-empty convex, closed in H and 
Q : C — > 2 is weakly continuous multivalued mapping such 
that for every u C C, Q(u) is a non-empty closed convex sub-
set of H, and the selection map S of Q maps C into 
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itself^  then there exist at least one solution of the quasi-
variational inequality 
u e Q(u) n C 
(2.3.6) 
a(u, v-u) < <F, v-u>, V v,e: Q(u) 
EXAM.PLE 2.3,1: As an example of free-boundary problem leading 
to quasivariational inequality of the form (2.3.6), we consi-
der an implicit signorini problem in membrane theory. This 
example will also serve as an illustration of the Theorem 2.3.4. 
We assign a function h e H {-^) and a function 
1/2 
^ e H (r), where r denotes the boundary of -O. , (a bounded 
open subset of R ), and 0 >. 0* 
Let H = H^ (-n-) 
a(u,v) = / (Du Dv + uv)dx 
^ (2.3.7) 
<F,v> = / Fvdx, F e L^ (-n-) 
Now consider the following implicit signorini problem: 
-^lu + u = F, in -TI 
(2.3.8) 
u-(h-/ d)du/dn) > 0, du/dn > 0, [u-(h-/ ^du/dQ)]du/dn > 0 
r " ~ ~ ~ r 
on r, where n is interior normal to r, 
and its variational weak formulation: 
u ^  H^(-0.), Au€l^{Sh), u > h - / ({) du/dn on r 
"• r 
a(u, v-u) > (F, v-u) (2.3.9) 
for every v ^  H (-12), v > h - / ^ du/dn on r. 
r 
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If we take: 
C a [u^H^i-n.) : :^iu = F, du/dn >. 0 on r 1 
and define the map Q by 
Q(u) a |w ^  H^(-a) : w >_ h - / (|) du/dn for every u <^  C> 
Then (2.3.9) is easily seen to be equivalent to the quasi-
variational inequality (2.3,6). 
2.4. QUASIVARIATIONAL INEQUALITIES FOR MONOTONE OPERATORS: 
Let us suppose that we are given the following dita : 
(A): A convex closed set C in a real reflexive Banach 
space X, and a subset C, of C. 
(B): A multi-valued mapping Q that associates, with each 
u ^ C,, a non-empty convex closed subset Q(u) of C. 
(C): A mapping A that associates, with each u €. C,, a 
coercive monotone hemicontinuous operator A(u,.) from 
C to the dual X* of X. 
(D): A function f e X*. 
We want to find a solution u of the following quasi-
variational inequality, 
u C C,, u e Q(u) 
^ (2.4.1) 
<A(u,u),u-w> <_ <f,u-w>, for all w€.Q(u) 
The selection map of this problem is the map S that 
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associates with u e C,, the set S(u) of all vectors v 
satisfying: 
V e- C, V e Q(u) 
<A(u,w), v-w> < <f, v-w>, for all w (^  Q(u) 
(2.4.2) 
DEFINITION 2.4.1: If we are given a real reflexive Banach 
space Xj. that has a continuous injection ^—-> into X and 
a non-empty convex closed subset D of X Sjch that 
0 0 
C^*^—> C^t then we say that the mapping Q is weakly (A,f)-
continuous on D if the following holds: 
For every sequence (uu»v.) converging weakly to (u,v) 
in D^ x D^  and satisfying v. e S(u, ), we have in the limit 0 0 ' k k 
(i) V ^  Q(u) 
(2.4.3) 
(ii) For all w^Q(u), there exist ^k^Q(u^) such that 
lim sup <A(uj^ ,Vj^ ), w-Wj^ > >_ 0 (2.4.4) 
(iii) For all w ^  C, 
lim inf <A(u,^,w), v^-w> >^  <A(u,w), v-w> (2.4.^) 
THEOREM 2.4.1 [29]: Under the assumptions (A), (B), (C), (D) 
suppose that there exists X^ and D , where X is a real 
"^^  0 0 0 
reflexive Banach space that has a continuous injection ^ > 
into X and D is a non-empty convex closed subset of X^ 
such that C^^—> C,, and 
0 1 
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(i) D^ is stable under S and the image S(D ) is 
o o 
bounded in X„ (2.4.6) 
0 
(ii) Q is weakly (A,f)-continuous on D^, (2.4.7) 
Then there exists a solution u of (2.4.1) and 
u € D ^ . 
REMARK (2.4.1): In many applications we will succeed in 
proving that the image set S(D ) is bounded in X , by 
exploiting some uniform coerciveness properties of the family 
of operators A(u,.) with respect to the family of sets Q(u), 
u e: D , the norm involved being that of the space X . 
o ^ o 
c 
In fact, it suffices that the following conditions hold: 
There eixsts a vector vv^ f) Q(w), such that 
w€D^ 
<A(u,v),v-w > 
Il^j]^ > +« as llvllx^—> oo, V £ D Q , (2.4.8) 
uniformly with respect to u € D . 
This is the case if A(u,v) is of the form 
A(u,w) = Av + Bu, u ^  Cj^ , v £ C 
where 
A : C^ —> X* 
satisfies the following coerciveness condition on D 
There exists w ^ J^n Q(w), such that 
0 W fc U 
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<Av, v-w > 
—> -H», as ||v|l, — > «., v ^ S(D^) (2.4.9) 
0 
while 
B : C^ —> X 
is such that B(D ) is bounded in X . 
REMARK 2.4.2: In order that the map Q be weakly (A,f)-
continuous on D , according to Definition 2,4.1, it suffices 
that the following properties holds: 
The map Q is continuous from D weak to the topology 
of convex set C(X), that is, 
(i) Q is u.s.c.: 
If Uj^  converges weakly to u in D , ^\r^ ^^ '''k^  "^^ ' 
V. converges weakly to v in X then v £ Q(u) 
(ii) Q is l.s.c.: 
If Uj^  converges weakly to u in D and we.Q(u), 
then there exists *"), ^  ^^"k^ such that Wj^  converges 
strongly to w in X, 
The map u — > A(u,v), for each fixed v S C, is continuous 
from D weak to X strong, and furthermore, A(.,.; is 
* 
bounded from D^ x D^ to X , that is, it carries bounded 
0 0 ' ' 
set of D^x D^ for the norm of X„x X^ into bounded sets 
0 0 0 0 
• 
of the dual X . 
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Suppose that 
(a) a(.,.) is a coereive centinuous bilinear form on a 
Hilbert space H. 
(b) f is a continuous linear functional on H. 
(c) Q is a map that associates with each vector u of a 
convex closed subset C of H, a non-empty convex 
closed subset Q(u) of H. 
Then the Quasivariational inequality, we are interested 
in can now be stated as follows: 
u e C , ueQ(u) (2,4.10) 
a(u,u-w) _< (f,u-w), for all w e Q(u) 
Therefore, the corresponding selection map S : C — > H 
associates with any fixed vector u ^  C the (unique) solution 
v = Su 
of the following variational inequality 
v e. Q(u) 
(2,4.11) 
a(v,v-w) _< <f, v-w>, for all w ^  Q(u) 
THEOREM 2.4.2 [29]: Under the assumptions (a), (b) and (c) 
suppose furthermore, that there exists a Hilbert space H^, 
which has a continuous injection -^—> into H, and a non-
empty convex closed subset D^ of H^ ,^ with D^ ^ ^—> C, 
such that the following conditions holds: 
: ^2 : 
(i) D is stable under S and the image S(D ) is 
bounded in H . 
(ii) The map Q is weakly (a,f)-continuous on D , 
Then (2,4.11) admits a solutions u. 
THEOPIEM 2.4.3 [29]: Theorem 2.4.2 still holds provided we 
replace the hypothesis that S(D ) is bounded with the 
following coersiveness conditions 
There exists a vector w e /^ Q(v) such that 
v.D^ 
a(v,u) 
I 1^ 1 I > -H», as I |v| I — > ~, v € S ( D Q ) (2.4.12) 
2.5. A FINITE ELEMENT APPROACH; 
Many stochastic impulse control problems can be fitted 
into the frame of quasi-variational inequalities. In the 
present section we analyse the convergence of the finite 
element approximation to an elliptic one dimensional quasi-
variational inequality, connected to stochastic impulse control 
theory and study an optimal 0(h) error bound for the linear 
element solution of the associated variational selection, and 
CO • 
L -error estimate for the linear element solution of the quasi-
variational inequality. Extending the results of this section 
to corresponding two-dimensional case is still an open problem. 
We assume that (a,b) is a bounded open interval of the 
real line, and denote by | j . | | j^  and ||.||oo "the usual norms 
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1 oo 
of the spaces H (a,b) and L (a,b). Let a(.,.) be the 
bilinear form: 
a(v,w) = fi^^ d^ d7 ^ *»'l df ** •*" *}^ o^ )^ X' v,w e H (a,b) 
whose coefficients are given real-valued functions, and verify 
the conditions: 
(i) ^2 > 0» 2^ constant, (2.5,1) 
(ii) ^^ ^ 2 ^ L'"(a,b) (2o5.2) 
(iii) ^o >. P > 0, a.e. in (a,b), for P > 0 (2.5.3) 
Then the form a(.,.) is continuous and coer«ive on 
H^a,b). [24]. 
We consider a real-valued function f, satisfying 
f €1 L'"(a,b) (2.5.4) 
and denote by (. ,) and UI2 o ^^ ® scalar product and 
2 2 
seminonn on L (a,b) and H (a,b) respectively. 
For any function w c H (a,b) we put 
Mw(x) = 1 + inf w(x+ ^ ) , X € [a,b] 
and define the closed and convex set 
K(w) =/vcH^(a,b) : v _< Mw in [a,b]] 
and remark that if 
w > -1 in [a,b] (2.5.5) 
Then the associated convex set K(w) is not empty. 
The finite element method introduces a subdivision of 
[a,c^ into some finite number N of subintervals, by means 
of tne points a = x, < x, < ... < x . < x , = b. Let h > 0 
^ I z n n+1 
be ^he maximur. size of the intervals [x.,x. ,J (i=l,2, ... ,N), 
and V the soace of all continuous, piecewise linear functions 
o 
defined on [a,b], and vanishing on the boundary. We denote by 
V f^.e linear interoolate of any function v £1 C [a,b], that 
is v (x.) = v(x.), for i = 1,2,...,N+1, Throughout this 
section c,c' and c. are some generic constants, whose value 
may be different in different relations. 
In a number of economic problems we are interested in 
solving the following QVI: 
Find u €. K(u) such that 
a(u, u-v) _< (f,u-v}, for every v ^  K(u) (2.5.6) 
For both tneoretical and numerical researches on the 
QVI (2.5.b) it is very useful to define a map S as follows: 
2 1 Given any function v ^ H (a,b) O H (a,b) satisfying relation 
(2.5.5), we denote by S ( w ) ^ K(w), the solution of the varia-
tional selection. 
a(S(w),S(w)-v) < (f,S(w)-v), for every v6-K(w) (2.5.7) 
then, a function u ^ H (a,b) is a solution of the QVI (2.5.6) 
if and only if u is a fixed point of S. 
5b : 
Let ^2 ^  H^iSfh) be the solution of the associated 
Dirichlet problem: 
aCU^^v) = if, v), for every v G H^(a,b) 
REMARK 2.5.1: Under assumptions (2.5.1) - (2,5.5), S(w) 
2 
and Uj^  do exist and are unique, and U, £ H (a,b). 
Set u, = -1 and introduce the sequences 
u^ = S"-^(up : U^ = S^'^U^), n = 2,3,... (2.5.8) 
and the sequences. 
dx 
dx 
In the finite element approximation to the QVI (2.5.6), if 
we replace K(w) by the convex set. 
K^(w) =/v^eV^ : v^ix^) _< Mw(x^), for i = l,2,...,N+l] 
Then we have the QVI. 
Find u^e K^ (u'^  ) such that 
a(u^,u^-v^) < (f,u^-v^, for every v^^K^(u^ (2.5.9) 
and the solution ^i ^  ^ °^ "the associated Dirichlet 
problem 
/,,h hs / r h V , h - .,h 
a(U,,v ) = (f,v ), for every v e. V 
exists, and satisfies the estimate 
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l|U^ - Ujli^ < ch |UJ2,2 (2.5.10) 
2 1 Given any function w e H (a,b) H H (a,b) satisfying 
relation (2.5.5), let S^(w) K^(w) be the solution of the 
va;:iational selection: 
a(S^(w), Sj^ (w)-v^ ) < (f,S^(w)-v^), for every v^ e K^(w) (2.5.11) 
Then the function \x^ €. V^ solves the QVI (2.5.9) if and only 
if u is a fixed point of S, 
REMARK 2.5.2: Under assumptions (2.5.l)-(2.5.5), S^(w) do 
exist and is unique. 
We define uj = -1 
% =(sj~(uj) : Uj; = (S^j""\uJ), n = 2,3,.. (2.5.12) 
Now we analyse the approximation of the map S by S. • 
we consider a function u^ = S(u , ) , defined by relation 
(2.5.8). Then u £ K(u ,) is the solution of the quasi-
variational inequality 
^^"n* "n"^^ - ^^' '^n"^^^ ^°^ every v C '^ (Uj^ _i) (2.5.13) 
where K(u^ _j^ ) = <* v ^  HQ(a,b) : v _< Mu j^  in [a,b]j and 
u 2 is given function in the space H'^ (a,b) /IH (a,b). 
Let u = Su(u i) be the finite element approximati on 
to u . We estimate the distance between u and u^ as follows 
n n n 
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THEOREM 2.5.1:[24]: Assume that (2.5.l)-(2o5.4) hold. Then 
the continuous, piecewise linear approximation vJL to the 
solution u^ of the QVI (2.5.13) satisfies, 
ll"n"%''l- ^' ^or every n. 
THEOREM 2.5.2 [^]: Let (2.5.1) (2.5.4) hold. Then, the conti-
nuous piecewise linear approximation U^ to U = S. (U ,) 
satisfies 
i i v ^ni'i -^  ^^' ^°^ ^^^^y "° 
THEOREM 2.5.3 [^]: Assume that (2.5. l)-(2.5.4) hold. Then the 
functions u„ and u defined by relations (2.5.8) and (2.5.12) 
n n 
satisfies the estimate 
THEOREM 2.5.4 [n]: If (2.5.1) - (2.5.4) hold, the sequences 
(u I and (u ] satisfies the estimates 
where C = ^^1" "^^ and ^=-
P 
52 ^1 
,+ P 
(p as defined in 2.5.3) 
THEOREM 2.5.5 [24]: Let (2.5.1) - (2.5.4) hold. Then for every 
h > 0 there exists a natural number 1 = 1(h), such that the 
function u, satisfies the estimate 
h j - viL < C2 |l^ hlh. 
•DO 
THEOREM 2.5.6 [24]: Assume that (2.5.l)-(2.5.4) hold. Then the 
functions U^ and u|j defined by relations (2.5.8) and (2,5.12) 
satisfies the estimate 
lU - ujjl < C. nh. 
' n n' — 4 
THEOREM 2.5.7 [l7]: If (2.5.l)-(2.5.4) holds. Then the 
sequences lu ] and [u | satisfies the estimates 
lU^-uL < C'^" and lul; - u^„ < C ^". 
where C and /i were defined in Theorem 2.5.4. 
THEOt^M 2.5.8^24]. Let (2.5.1)-(2.5.4) holds. Then for every 
h > 0 there exists a suitable natural number L = L(h), such 
that the function LT satisfies 
lal^  - u| < C.jl h|h. 
' L '« — 5' n 
THEOREM 2.5.9 [24]: Let (2.5.1)-(2.5.4) hold. Then the conti-
nuous, peicewise linear approximation u to the solution u 
of the QVI (2.5.6) satisfies 
|u - u^L < C |1^ h| h. 
THEOREM 2.5.10 [24]: Under assumptions (2.5.1)-(2.5o4), the 
continuous, piecewise linear iterated functions u and U 
satisfies the estimates 
h . h . i,h 
n — — n 
iu-ul;i < c | i hjh + c ;^" 
lu-U^L < C |1 h|h + C z^ ". 
CHAPTER III 
GENERALIZED VARIATIONAL INEQUALITIES 
3.1. INTRODUCTION; 
Some properties of variational and quasivariational 
inequalities have been discussed in the previous chapters. 
The present chapter is devoted to the study of the varia-
tional inequality problem of the type: 
Find x e K and y e F(x) such that 
<x'-x,y> >. 0, for each x'e K (3.1.1) 
where K is a subset of R and F is a multi-valued 
mapping from R into itself. Such variational inequality 
is called generalized variational inequality, and is denoted 
by GVI (K,F), This type of variational inequality has been 
extensively pursued by Browder ['-'^ ], Rockafeilar [44], 
Saigal [46], Fang and Peterson [14] etc. For more references 
we refer to Siddiqi and Ansari [53], Auslander [ 02], Brezis 
[C6], Hartman and Stampacchia [ 18], Lions and Stampacchia 
[23], Minty* [26], Stampacchia [58] etc. 
The chapter has been divided into five sections. In 
Section 3.2, existence of generalized variational inequalities 
without raonotonicity assumptions and under coercivity condi-
tions have been studied. Section 3.3,. deals with the proper-
ties of the solution set of the generalized variational 
inequalities with monotonicity conditions of the multi-valued 
: o C : 
mapping. In Section 3.4, we study the solutions of the 
generalized variational inequality obtained by computing 
some fixed point problems. An algorithm to obtain the appro-
ximate solution of a class of GVI has also been studied. 
Extension of existence theorem of Browder-Hartman-Stampacchia 
variational inequalities to multi-valued monotone operators, 
and surjectivity for multi-valued monotone operators and 
properties of solution sets have been studied in Section 3,5. 
Section 3,6, deals with the existence of extended form of 
generalized complementarity problem and its relation with GVI. 
3.2. EXISTENCE OF GENERALIZED VARIATIONAL INEQUALITIES 
WIThOit MOMOTbNICITV: 
DEFINITION 3.2.1: A subset A of R" is contractible, if 
there is an x°^ A and a continuous function 
g : A X [0,1] — > A 
such that 
g(x,0) = X and g(x,l) = x , for each x e A. 
DEFINITION 3,2.2: A subset A of R'^  is solid, if the 
interior of A in R is nonempty. 
THEOREM 3.2.1 [l4]: (Hartman-Stampacchia, Saigal) 
Assume that 
(i) K is a nonempty compact and convex set in R ,* 
(ii) F is an upper-semicentinuous mapping from K to 
the family of subsets of R ," 
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(iii) F(x) is a nonempty compact and contractible set in 
R for each x e K. 
Then, there exists a solution (x ,y ) to the variational 
inequality GVI (K,F). 
REMARK 3.2.1: When F is continuous point-to-point function 
on K, then Theorem 3.2.1 is the well known Hartman-Stam-
pacchia theorem. 
LEA'.MA 3.2.1: More [2?]: Assume that 
(i) U is a nonempty, convex set in R , 
(ii) E is a solid set in R'^ , 
(iii) x°£U nE° and y*e R". 
If <x'-x°,y»> > 0, for each x' £ U O E , then 
<x'-x°,y*> >_ 0, for each x' g U. 
THEOREM 3.2.2 [l4 ]: (Main Existence Theorem) 
Assume that 
(i) U is nonempty (possibly, unbounded and unclosed) 
convex set in R , 
(ii) u is a (possibly non-upper-semicontinuous) mapping 
from U to the family of subsets of R , 
(iii) there is a solid convex set E in R such that 
(a) U D E is nonempty and compact, 
(b) u restricted to U /O E is upper-semicontinuous, 
(c) u(x) is nonempty compact and contrictible for 
eac h xe V ^E. 
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(d) for each x ^U DdE, there is an x ° ^ U D E° 
such that 
<x-x ,y> >_ 0, for each y <£: u(x) 
Then, there exists a solution (x*,y*) to the generalized 
variational inequality GVI (U,u) with x* ^  E. 
REMARK 3.2.2: Theorem 3.2.1 becomes a special case of 
Theorem 3,2.2, simply by using 
U = K and u = F 
while choosing E = B^ ., with r chosen sufficiently large 
so that 
U C. (Bi.)° and U DdCBj.) = ^. 
Suppose that 
C, = [x€ R" s ||x|| = rj 
B(U) = [r > 0: \J n B^ j^ ^ ] 
C{U) = [r > 0: U ^C^ ^  ({) j 
= [MX1|: xeuj 
where U is any nonempty subset of R . 
REMARK 3.2.3: If U is nonempty and convex, then C(U) is 
a nonempty interval, and if U is an unbounded convex set 
in R", then C(U) is a bounded interval and 
C(U) C B(U). 
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DEFINITION 3.2.3: If U is a nonempty convex set in R" 
and ^ is a mapping from U to the family of subsets of 
R such that each n(x) is nonempty, then the coercivity 
function C , for \i having domain 
D = [B(U) - fo] ] X R" 
is defined by 
C(r,x°)=rinf ( inf <x-x°,z>/(r+| |x°||)), if r e C(U) 
^ JxtfU/TCj- 26^(x) 
, if reB(U)-C(U) 
for each (r,x ) C D. 
THEOREM 3.2.3 [14]: Assume that 
(i) U is a (possibly unbounded) closed convex set in R , 
(ii) n is an upper-semicontinuous mapping from U to the 
family of subsets of R , 
(iii) n(x) is a nonempty compact and contractible for each 
X e U, 
(iv) there is an r > 0 and X°G: U D(BJ.)° such that 
C (r,x°) > 0 
Then, for each given vector q e R for which 
l l q l l < c ^ ( r . x ° ) , 
there is a solution (x*,y*) to the generalized variational 
inequalities GVI (U, ^ l+q) 
; 6^ ; 
i . e . X €1 U 
< x ' - x , y > 2 0, f o r each x ' ^ U 
V€ ^ ( x ) + f q j = [ z f q : z e n ( x ) ] 
w i t h X* e B j . . 
REMARK 3.2.4: The condition 
C.(r,x°) > 0 
in hypothesis (iv) of Theorem 3.2,3 is equivalent to a 
slightly simpler condition, 
0 £ inf ( inf <x-x°,z>) 
xeUOCp z«^(x) 
which reduces to the condition 
0 < inf <x-x°, \i{x)> 
xcUoCj. 
when ji is a multi-valued mapping, 
THEOREM 3.2.4 [l4]: Assume that hypothesis (i), (ii), (iii) 
in Theorem 3.2.3 hold and assume that there is an r > 0 
and an x° e U D (Bj.)° such that 
0 < P = inf C (r',x°) 
r'>.r ^ 
Then for each given q ^  R , for which 
l|q|| < P 
there is a solution to the generalized variational inequali-
ties GVI (U, ti+q) 
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Furthermore, for each such solution (x*,y*), we have 
l|x*!| < r. 
COROLLARY 3.2.1 [14]: Assume that the hypothesis (i), (ii), 
(iii) of Theorem 3.2.3 hold and assume that, there is an 
X € U such that 
lira [ inf <x-x°,z>/j 1x1 |] = -H» 
I |xl |->oo Z€H(X) 
Then for any given q ^  R*^ , there is a solution to the 
generalized variational inequalities GVI (U, |i+q). 
Furthermore, there is an r > 0 such that 
ll^*ll < r, 
for each solution (x*,y*), 
3.3. EXISTENCE OF GENERALIZED VARIATIONAL INEQUALITIES 
WITH MONOTONICITY; 
In this section we shall assume various monotonicity 
conditions to the multi-valued mapping and study the proper-
ties of the solution sets of generalized variational inequa-
lities. For details we refer to Stampacchia [58], Karamardian 
[20], More [27], Saigal [46] etc. 
DEFINITION 3.3.1: For a given set U in R", its dual set is 
D(U) = J y e R": 0 < <x,y>, for each x ei U j 
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REV.ARK 3.3.1: When U is a cone in R", D(U) is the 
regular dual cone of U, and for any set U, D(U) is always 
a closed convex cone. 
LEMMA 3.3.1: Given a set U in R", for each y°e: (D(U))° 
and for each d > 0, the set 
U(y°,d) =[x ^ U I d < <x,y°> j 
is a bounded subset of U. 
THEOREM 3.3.1 [ 14]: (Existence under Pseudo monotonicity) 
Assume that 
(i) U is a nonempty (possibly unbounded and unclosed) 
convex set in R , 
(ii) n is a (possibly non-upper-semicontinuous) mapping 
from U to the family of subsets of R , 
(iii) there exists x° e U and y° e: n(x°) ^(D(U))**, 
(iv) there is a solid convex set E in R , such that 
(a) U(y°,d) C E°, where d = (x°,y°), 
(b) U n E is nonempty and compact, 
(c) \x is monotone over ( U D E ) , 
(d) ^1 restricted to U O E is upper-semicontinuous 
with |A(X), nonempty compact and contractible for 
each X € U n E. 
Then there is a solution (x*,y*) to the generalized 
variational inequalities GVI (U,n), with x* ^  E, 
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THEOREA', 3.3.2 [l^]: Given the generalized variational inequa-
lities GVI (U,^), if the solution set S is not empty and n 
is strictly monotone over S, then the projection set 
S^  =[x € R" : (x,y) € s] 
is a singleton. 
THEOREM 3,3,3 [14]- Assume that 
(i) U is a nonempty closed convex set in R ;: 
(ii) pi is an upper-semicontinuous mapping from U to 
the family of subsets of R ; 
(iii) ^(x) is nonempty compact and contractible for each 
X e u; 
(iv) \x is strong monotone on U. 
Then the solution set S of the generalized variational 
inequality GVI (U,n) is nonempty, and the projection set 
S =j^  X e" R : (x,y) €. S, for some y G R j 
is a singleton. 
LEMMA 3,3.2: If (xj^ .y^ )^ and (x2»y2) are in S, the solution 
set of generalized variational inequalities. Then 
ft 
<Xj^-x2, y i -y2> = 0 
THEOREM 3.3.4 [14]: (Maximal monotonicity and coercivity) 
Assume that 
(i) U is a nonempty convex set in R ; 
(ii) ^ is a mapping from U to the family of subsets of R ,' 
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(iii) n is maximally monotone over U. 
Then the solution set S of the generalized variational 
inequalities GVI (U,n) is convex. 
3.4. AN ALGORITHM FOR GENERALIZED VARIATIONAL INEQUALITY: 
In this section we assume that K is a closed convex 
subset of R and F is a multi-valued mapping from K to 
the family of subsets of R . 
We recall that Pi,(x) the projection of x on K is 
defined by 
IIP. (x)-x|| = inf lly-xjl (3.4,1) 
yeK 
and 
P;^  o{I-F) : X — > ^ |Pl.(x-y)] (3.4.2) 
^ ycF(x)^ ^ 
is a multi-valued mapping, 
THEOREM 3.4.1 [14]: (x*,y*) is a solution to the generalized 
variational inequality GVI(K,F) if and only if 
X* = Pj^ (x*-y») and y* £ F(x*) (3.4.3) 
REMARK 3.4.1: Theorem 3.4.1 helps us to solve generalized 
variational inequalities GVI (K,F) by computing fixed points 
of the mapping P|^(I-F), 
ALGORITHM 3.4.1: For any given X ° £ K C R" compute 
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for some positive constant f. 
We study the approximate solution (x ,y ) obtained 
from the algorithm 3.4,4 which converges strongly to (x,y), 
the exact solution of generalized variational inequalities 
GVI {K,F), under certain conditions on the constant p, 
ThEOREM 3,4,2 [53]: Let F be a strongly monotone and 
Lipschitz continuous multi-valued mapping on R into itself, 
If (x,y),and (x ,, y ,) are solutions to GVI (K,F) and 
(3.4.4) respectively then, 
X , converges to x strongly in R , 
and y , converges to y strongly in R , 
for 0 < P < ^  . 
r 
3.5. BRCWDER-HARTMAN-STAMPACCHIA VARIATIONAL INEQUALITIES; 
THEOREM 3.5.1 [13]: (Ky Fan): In a Hausdorff topological 
vector space, let Y be a convex set and ({) ^^  X C Y. For 
each X £ X, let F(x) be a closed subset of Y such that 
the convex hull of every finite subset (x,,x^*...»x j of X 
n 
is contained in the corresponding union U F(xj). If there 
i=l ^ 
is a point x €X such that F(x ) is compact then 
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n F(x) ^  ^ (3.5.1) 
xex 
LEViMA 3.5.1 [49]: Let X be a non-empty convex subset of 
E* 
a Banach space E, let T : X — > 2 be a multi-valued map 
such that each T(x) is a weak* compact subset of E*, and 
let T be upper semicontinuous from a line segment in X 
to the weak* topology of E*. Then for each x ^  X, the 
intersection of the set 
^ A =<,ye X :; inf Re <w, y-x> < 0 f (3,5.2) 
'- weT(y) " ^ 
with any line segment in X is closed. 
LEViMA 3,5.2 [49]: Let X be a non-empty convex subset of 
E* 
a Banach space E, let T : X — > 2 be a multi-valued map 
such that each T(x) is weak* compact subset of E*, and 
let T be upprr semicontinuous from line segment in X to 
the weak* topology of E*. Then for y ^  X, the inequality 
sup Re <u, x-y> > 0, for ail x ^  X. (3.5.3) 
u€T(x) 
implies that 
inf^ Re <w, x-y> >^ 0, for all x C X. (3.5.4) 
w£T(y) 
THEOREM 3.5.2 [49]: Let E be a reflexive Banach space 
equipped with the norm | | . | | and let X be a non-empty closed 
E* 
convex subset of E„ Suppose that T : X — > 2 is a 
multi-valued monotone map such that T(x) is weakly compact 
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subset of E* and T is upper semi-continuous from line 
segments in X to the weak topology of E*. Assume there 
exists x^ ^  X such that 
o 
lijii inf Re <w, x„-y> < 0 (3,5,5) ||y|[->«» w6T(y) ° 
ycx 
Then there exists y €. X such that 
Sup inf^ Re <w, x-y> >_ 0 (3,5.6) 
x€X w«T(y) 
If in addition, T(y) is also convex, then there exists 
w € T(y) such that 
Re <w, x-y> ,>. 0 for all x ^  X. (3.5.7) 
REMARK 3.5.1: When T is single-valued Theorem 3.5.2 reduces 
to a some what general form of Browder-Hartman-Stampacchia 
Theorem. In the case when X is a cone in real reflexive 
Banach space E, (3.5.7) is equivalent to 
<w,y> = 0 and w is in the dual cone of X. 
In case when y is an interior point of X, inequality 
(3.5.7) actually reduces to the equality 
<w, x> = 0 for all x ^ X, 
so that w = 0 and therefore 0 T(y). 
THEOREM 3.5.3 [49]: Let E be a reflexive Banach space 
equipped with norm | | . | | and let X be a non-empty closed 
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E* 
convex subset of E, Suppose that T : X — > 2 is a multi-
valued monotone map such that each T(x) is a weakly compact 
convex subset of E* and T is upper semi-continuous from 
line segments in X to the weak topology of E*. Assume 
there exists x^ € X such that 
lim inf Re <w,y-x„>/|[yl1 = ~ (3.5.8) ||y|i->o. w..T(y) ° 
Vex 
Then for each given w €E*, there exist y e. X and 
w GT T(y) such that 
Re <W-WQ, x-y> >^  0 for all x € X (3.5.9) 
REMARK 3.5.2: When T is single-valued Theorem 3.5.3 
reduced to Browder-Hartman-Stampacchia Theorem. 
DEFINITION 3.5.1: Let X be a non-empty subset of a Banach 
E* 
space E, then T : X — > 2 is maximal monotone, if T is 
E* 
monotone and if T*: X — > 2 is monotone such that 
T(x) C T*(x) for all x e X, then T = T*. 
LEVJAA 3.5.3 [49]: Let E be a Banach space, let T:E — > 2^* 
be multi-valued monotone map such that each T(x) is weak* 
compact convex subset of E*, and let T be upper semi-conti-
nuous from line segment* in E to the weak* topology of E*. 
Then T is a maximal monotone. 
THEOREV. 3.5.4 [49]: Let E be a reflexive Banach space with 
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I I I E * 
norm j|.||, let T : E — > 2 be a multi-valued monotone 
map such that each T(x) is a weakly compact convex subset 
of E*, and let T be upper semicontinuous from a line 
segment in E to the weak topology of E*. Assume there 
exists X ^ E such that 
0 
lim ( inf (Re <w,y-x^> )/| | y| |) = « ||y||->» w€T(y) ° 
Then T is surjective, and for each w £. E*, the 
solution set S(WQ) == /y € E : w e T{y) 1 is (non-empty) 
bounded closed and convex, 
3.6. EXTEh4SI0N OF THE GENERALIZED COMPLEMENTARITY 
PROBLEM: 
Let K be a closed convex cone in R , K* be its polar 
cone and F a multi-valued mapping from K to subsets of 
R . Then the extension of generalized complementarity prob-
lem 1.3,4, we consider in this section due to Saigal [46] 
is to find a vector x such that 
X ^ K , y € F(x) H K * and <x,y> = 0 (3.6.1) 
DEFINITION 3.6.1: Let F be a multi-valued mapping from 
the closed convex cone K to subsets of R » then F is 
called copositive on K if there is.a ^*e F(0) such that 
fo;; all x € K and y* ^  F(x) 
<x, y»-z*> >, 0 
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The mapping F is called strictly copositive on K if 
there is a z* e F(0) such that for all 0 j^  x € K and 
y* e F(x) 
<x, y*-z*> > 0 
The mapping F is called strongly copositive on K if 
there is a scalar a > 0 and a z* F(0) such that for all 
X £. K and y* € F(0) 
<x, y»--z»> >_ a| |x| 1^  
REMARK 3.6.1; If F is monotone then it is copositive, if 
it is strictly monotone it is strictly copositive, and if it 
is strongly monotone it is strongly copositive. 
CONDITION 3.6.1: Let there exist a compact set C in K; 
and C such that for every x ^  K \ C, there is a u in 
C for which 
^ <u-x, y> < 0, for all y e F(x). (3.6.2) 
THEOREM 3.6.1 [^6]: Let F be an upper semicontinuous 
mapping with F(x) non-empty compact and contractible for 
each X ^  K. Also, let F satisfies condition 3.6,1 for some 
compact set C of K, Then (3.6.1) has a solution, 
THEOREM 3.6.2 [ ^^6]. Let F : K — > R"* be upper semiconti-
nuous and F(x) be compact and contractible for each x € K. 
Then if F is strongly copositive, (3.6.1) has a solution. 
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DEFINITION 3.6.2: We say x is a feasible solution to 
(3.6.1) if X ^  K and F(x) n K* ^ ^; and a strict feasible 
solution if x ^ K and F(x) H (K*)° ^  (j). 
REMARK 3,6.2: Strict feasible solutions only exist when K 
is also a pointed cone (i.e. if 0 ^ x e K then -x ^  K). 
THEOREM 3.6.3 [^6]: Let F : K — > R"* be upper semiconti-
nuous and F(x) is compact and contractible for each x e t. 
Then if x is a strict feasible solution to (3.6,1) and F 
is Pseudo monotone, (3,6.1) has a solution. 
THEOREM 3.6.4 [46]: If K is a closed convex pointed cone 
then X ^ K is a solution of (3,6.1), if and only if it is 
a solution of GVI (K,F). 
CHAPTER IV 
GENERALIZED QUASI-VARIATIONAL INEQUALITIES 
4.1. INTRODUCTION; 
In this chapter we shall study the variational inequa-
lity problem of the following type: 
Find x G F(x) and y e f(x) such that 
<x'-x,y> >. 0, for ail x'e F(x) (1.1) 
Where F and f are multi-valued mappings from R into 
itself. Such variational inequality is called generalized 
quasivariational inequality and is denoted by GQVI(F,f)» 
The chapter is mainly based on the papers of Chan and Pang 
[09], Shih and Tan [48]; and Kim [21]. 
Section 4.2 of the present chapter deals with the 
existence of generalized quasivariational Inequality in R „ 
Section 4.3 and 4.4 are devoted to the study of the existence 
of generalized quasivariational inequality under certain 
coercive and monotonicity conditions; and through projection 
approach respectively. Relation between generalized quasi-
variational inequality and the closely related generalized 
implicit complementarity problem has been studied in Section 
4.5o Section 4.6 deals with some general theorems on solu-
tion of generalized quasivariational inequality in locally 
convex topological vector spaces. 
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4.2. EXISTENCE OF GENERALIZED QUASI-VARIATIONAL 
INEQUALITY PROBLEM; 
DEFINITION 4,2.1: A numerical function ({) mapping R" into 
R is a quasi-concave, if for each /\e. R, the set, 
jTx e R'' : (t)(x) I A ] ^ \ (4„2.1) 
is convex. J:^. ^ .^C-T^ .S 
THEOREM 4.2.1 [09]: Let ^ be %;<)ntinuous numerical function 
mapping R x R x R into R. Let f and F be two multi-
valued mappings from R into itself. Suppose that C is a 
non-empty convex compact set in R such that the following 
conditions hold: 
(ij for each fixed (u,w), (t)(v,u,w) is a quasi-concave 
function in v e: C, 
(ii) f is a non-empty contractible compact-valued upper 
semi-continuous mapping on C, 
(iii^ V(x) = F(x) O C, is non-empty continuous convex-valued 
mapping on C. 
Then there exists vectors \i* €. V(u*) and w* £ f(u*) 
such that 
^(v,u*,w*) < ({)(u»,u*,w*), for all v ^ V(u*) (4.2.2) 
THEOREM 4.2.2 [09 ]: Let f and F be multi-valued mappings 
from R into itself. Suppose that there exists a non-empty 
compact convex set C such that 
/ 
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(i) F(C) C C, 
(ii) f is a non-empty contractible compact-valued upper-
semicontinuous mapping on C, 
(iii) F is a non-empty continuous convex-valued mapping on C, 
Then there exists a solution to the GQVl(F,f)„ 
REJ/ARK 4.2.1: Condition (i) in Theorem 4.2.2 is quite strong. 
Because, when the mapping F is constant and f is single-
valued then Theorem 4.2.2 reduces to the well known Hartman-
stampacchia theorem [C9], for variational inequalities. 
REMARK 4,2.2: If the mapping f is convex-valued on C then 
it is sufficient to use the Kakutani fixed point theorem, 
instead of using the more general Eilenberg^ Montgometry 
fixed point Theorem. 
THEOREM 4.2.3 [o9]: Let f and F be multi-valued mappings 
from R into itself. Suppose that there exist convex sets 
U and E with E solid such that the fjilowing conditions 
hold: 
(i) the intersection C = U H E is non-empty compact set, 
(ii) f is a non-empty contractible compact-valued upper 
semicontinuous mapping on C, 
(iii) F is convex-valued and F(C) C C 
(iv) V(u) = F(u) r) C is non-empty, continuous multi-valued 
mapping on C, 
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(v) for each vector u ^ V(u) /HdE, there exists a 
u^e F(u) f~) E° such that 
inf <u-u°, w> >_ 0 
w e f (u) 
Then there exist a solution to GQvi(F,f), 
REMARK 4.2.3: The first four conditions of Theorem 4.2.3 
gaurantee the existence of a solution to the problem on a 
compact set. The last condition of Theorem 4.2,3 is then 
invoked to demonstrate that the solution so obtained is in 
fact a genuine solution to the problem. It is how Theorem 
4,2.1 is useful in the proof of Theorem 4.2,3. Following 
this line of argument, we may easily derive the following 
existence theorem. 
THEOREM 4.2.4 [09]: Let f and F be multi-valued mappings 
from R into itself. Suppose that there exists a compact 
set C such that the following conditions are satisfied: 
(i) f is a non-empty contractible compact-valued upper-
semicontinuous mapping on C, 
(ii) V(x) = F(x) DC is non-empty continuous convex-
valued mapping on C, 
(iii) for each x € C and for each z C F(x) \C, there 
exist a vector u £ V(x) such that 
inf <z-u, y> > 0 
y ef(x} 
Then there exist a solution to the GQVI(F,f). 
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4.3. EXISTENCE UNDED CERTAIN COERCIVITY AND 
MCNOTQNICITY CONDITIONS; 
DEFINITION 4.3.1: Let [i and F be two multi-valued mappings 
from R into itself. Then the coercivity function 
C ^ : R X R" — > R 
H,F + 
is defined by 
C p(r,x°) = inf [ inf <x-x°,y> ]/(r-f | | x°| | ) 
•^'" xeF(x)nCi- ye^(x) 
where r is the radius of the ball B^ in R", C^ the 
boundary of 3 and the infimum over an empty set is equal 
to «. 
THEOREM 4.3.1 [o9]: Let i^ and F be multi-valued mappings 
from R^ into itself. Suppose that 
(i) there exists an r > 0 and a x° e ( /H F(x)) H B° 
xe-Cj. 
such that 
C p(r,x°) > 0, 
(ii) n is a non-empty contractible compact-valued super 
semicontinuous mapping on B , 
(iii) F(x) is convex-valued on B^ and F(x) '^  B^ is a 
non-empty continuous mapping on B^. 
Then for each vector q e R" with ||q|| < C p(r,x°), 
the GQvi(F, ^+q) has a solution in Bo 
COROLLARY 4.3.1 [09]: Let i^ and F be multi-valued mappings 
from R*^  into itself. Suppose that 
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(i) there exists a vector x^e O F(x) such that 
XfeR" 
lim inf <x-x ,y>/| Ixl I = °°» 
l|xM->« ye^.(x) " 
xeF(x) 
(ii) fi is a non-CTipty contractibie compact-valued upper 
semicontinuous mapping on R"^  and F is a convex-
valued, 
(iii) there exists a f^  > 0 such that F(x) H Bp is a 
continuous mapping for all P> f . 
Then for each vector q, the GQVJ](F,f i^+q) has a 
solution. Moreover, there exists an r > 0 such that 
||x*l| < r 
for each solution (x*,y*)e 
THEOREM 4,3.2 [ 09]: Let f and F be multi-valued mappings 
from. R into itself. Suppose that there exist vectors 
x° ^ ^F(x) and y ° e f ( x ° ) n [ ( U F(x))*]°. Suppose also 
that f is Pseudomonotone with respect to F and that condi-
tions (i) and (ii) of Corollary 4,3.1 are satisfied. 
Then the GQVI(F,f) has a solution, 
4,4. A PROJECTION APPROACH FOR EXISTENCE OF 
GENERALIZED QUASIVARIATIONAL INEQUALITIES; 
In Chapter III we have studied the characterization of 
GVIo In this section we shall study the extension of that 
result for GQVI, and its applications. 
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THEOREM 4.4.1 [ 09]: Let f and F be two multi-valued 
mappings from R into itself with F{x) being closed and 
convex for all x. Then (x*,y*) is a solution to the GQVI 
(F,f) if and only if 
X = Pp^^,^(x»,y*) and y*ef(x*). 
Here Ppf,,\(2) = Sol min ijx-zl| is the projection of the 
^ ^ x€F(u) 
point z on the set F(u)o 
LEMMA 4.4.1: Suppose that the multi-valued mapping F is 
continuous at the point x^ and that F(x) is a closed and 
convex set for all x, then for each y the projection 
function 
P(x,y) -= Pp(x)(y) 
is continuous at the point x^. 
'^  o 
THEOREM 4.4.2 [09]: Let f and F be respectively point-to-
point and point-to-set mappings from R into itself. Suppose 
that there exists a non-empty compact, convex set C such that 
(i) F(C) c C, 
(ii) f is continuous on C, 
(iii) F is a non-empty continuous convex-valued mapping on C, 
Then the GQVI (F,f) has a solution„ 
THEOREM 4.4.3 [C9]: Let m and f be point to point mappings 
n 9^ 
from R into itself, and let F be a non-empty closed 
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convex set in R". Suppose that both m and f are Lips-
cfiitz continuous with constants a and ^ and strongly 
monotone with constants V and o respectively. 
Then for each /\ > 0 satisfying 
?|^ p^ + 2;\(ap-2)-2(V-a) < 0 
the mapping 
where F(x) = m(x) + F, is a contraction and thus has a fixed 
point "x^ . 
Moreover, Xp^  solves GQVI (F,f) and can be obtained by 
the iterative procedure: 
x,_^ , = Mp^(Xj^j, k = 0,1,2,0.. 
<* o n 
for any initial vector x C R . 
4.5. GENERALIZED IMPLICIT CCf^PLEMENTARITY PROBLEM; 
Let m and f be point-to-point and multi-valued 
mappings of R" into itself respectively. Let L be a 
cone-valued mapping on R » Then the generalized implicit 
complementarity problem denoted by GICP (L,m,f) is to find 
a vector xe.m(x) + L(x) and a vector y ^ R such that 
y € f{x) /O L(x)* and <y, x-m(x)>=0 (4.5,1) 
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REMARK 4.5.1: If L(x) is equal to the nonnegative orthant 
R for all X and if f(x) is an affine single-valued map, 
then generalized implicit complementarity problem reduced to 
implicit complementarity problem. On the other hand, if L 
is a constant map and m is identically zero then generalized 
implicit complementarity problem becomes complementarity 
problem (3.6.1). 
THEOREM 4.5.1 [09]; The solution set of the GICP (L,m,f) 
and GQVI (F,f), where the mapping F is defined by 
F(x) = m(x) + L(x) 
= [ x' : x' = m(x)+y, for some y C L(x)y 
are equal. 
THEOREM 4.5.2 [09]: Let f and F be multi-valued mappings 
from R into itself. Suppose that there exist convex sets 
U and E with E solid such that the following conditions 
are satisfied: 
(i) the intersection C = U O E is non*-empty compact sets, 
(ii) f is a non-empty contrdctible compact-valued upper 
semicontinuous mapping on C, 
(iii) F is convex-valued and F(C) C U, 
(iv) V(u) = F(u)/lC is non-empty continuous multi-valued 
mapping on C, 
(v) for each vector u e:V(u) H dE, there exists a 
u°e F{u) n E° such that 
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inf <u-u°,w> > 0 
wtf(u} 
and F(x) = ra(x) + L(x), where L is a cone-valued, then the 
GICP (L,m,f) has a solution, 
THEOREM 4.5.3 [09]: Let t be a given non-empty closed solid 
cone in R , Let m and |i be respectively point-to-point 
and multi-valued mappings from R into itself with m con-
tinuous. Let F(x) = m(x) + L. Assume that: 
(i) there exists a vector u e R such that for all vectors 
X £ R", u-m(x) €L L, 
(ii) the mapping ^ is strongly copositive with respect to 
F at the point u, 
(iii) ^ 1 is a non-empty contractible compact-valued upper 
semicontinuous mapping on R". 
Then for each vector q, the GICP (L,m,M.+q), where 
L(x) = L for all x has a solution, 
COROLLARY 4.5,1: Let L be a non-empty closed solid cone in 
R". Let m and n respectively be point-to-point and 
multi-valued mappings from R into itself with m continuous 
and n strongly monotone. Suppose that conditions (i) and 
(iii) of Theorem 4.5.3 hold. Then for all vectors q, the 
GICP (L,m, n+q), where L(x) = L, for all x has a solution. 
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.6. SOME GENERAL RESULTS OF GENERALIZED QUA5IVARIATI0NAL 
I^j£OUALtti^S :hj LOCALLV CokVEX YQPOLSGICAL V E C T O T T — 
SPACES; 
THEOREM 4,6.1 [60]: Let X be a non-empty compact convex 
set in a Housdorff topological vector space H. Let (j) and 
V^  be two real-valued functions on X x X having the follow-
ing properties: 
(i) 0 ^ tf^  on X X X and V^(x,x) < 0, for all x ^  X, 
(ii) For each fixed x G X, 9^(x,y) is a lower semiconti-
nuous function of y on X, 
(iii) For each fixed y ^  X, V^(x,y) is a quasi-concave 
function of x on X, 
Then there exists a point y € X such that 
(|)(x,y) <. 0, for all x € X. 
LEMMA 4.6.1: Let H be a Housdorff topological vector space, 
X C H be non-empty and F : X — > 2 be upper semicontinuous 
such that for all x € X, F(x) is non-empty and bounded,. 
Then for P €. H*, the map f : X — > R, defined by 
f (y) = sup Re <p,x> 
P x€F(x) 
is upper semicontinuous. 
THEOREM 4.6.2 [^8]: Let H be a locally convex Housdorff 
topological vector space and X be a non-empty compact convex 
Y 
subset of H. Let F : X — > 2 be upper semicontinuous such 
that for each x € X, F(x) is a non-empty closed convex 
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subset of X, and let T : X — > 2 be monotone such that 
for all X C X, T(x) is a non-empty subset of H*, and for 
ea«h one-dimensional flat L d H, T/L /IX is lower semicon-
tinuous from the topology of H to be weak* topology a(H*,H) 
of H*. Suppose further that set 
Z = f y^X : sup sup Re<ij y-x> > 0/ (4.6.1) 
'- x6F(x) ueT(x) 
is open in X. 
Then there exists a solution to the GQVI. That is there 
-A 
exists a point y ^  X such that 
(i) ye. F(y) and 
(ii) sup^ Re <w, x-y> >, 0, for all x e F(y) 
w6T(y) 
REMARK 4.6.1: When T = 0, Theorem 4.6.2 gives the well known 
Fan-Glicksberg fixed point theorem. 
THEOREM 1.6.3 [48]: Let H be a locally convex Housdorff 
topological vector space and X be a non-empty compact convex 
X 
subset of H. Let F : X — > 2 be continuous such that for 
each X C X, F(x) is non-empty closed convex subset of X, 
H* 
and T : X —> 2 be monotone such that for each x ^  X, 
T(x) is a non-empty subset of H* and T is lower semi-
continuous from the relative topology of X to the strong 
topology of H*, 
Then there exists a point y S X such that 
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(i) y e F(y) 
(ii) sup Re <w, x-y> >^  0, for all x e: F(y)o 
w6T(y) 
REMARK 4.6.2: When F(x) = X, Theorem 1.6.3 gives a multi-
valued version of Hartman Stampacchia variational inequality. 
In Theorem '^ -.6,2 and 4,6.3, T is assumed to be monotone 
together with some kind of lower semicontinuity. Now we shall 
study results for upper semicontinuous map T, without monoto-
nicity, 
THEOREM 4.6.4 [48]: Let H be locally convex Housdorff 
topological vector space and X be a non-empty compact convex 
X 
subset of H. Let F : X — > 2 be upper semicontinuous such 
that for each % (£ X, F(x) is non-empty closed convex subset 
H* 
of X, and let T : X — > 2 be upper semicontinuous from 
the relative topology of X to the strong topology of H* 
such that for each x ^  X, T(x) is a non-empty compact convex 
subset of H*. Suppose further that the set: 
I = fy £ X : sup inf Re<z,y-x> > 0 ] (4.6.2) 
i- xeF(x) Z€T(y) ^ 
is open in X. 
Then there exists a point y ^  X such that 
(i) y€-F(y) and 
(ii) there exists a point z £ T(y) with 
Re<z, x-y> >_ 0, for all x €. F(y). 
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REMARK 4.6.3: Wnen H is a normed linear space, by imposing 
additional lower semicontinuity of F, the intracting set 
(4,6.2) is always ooen. 
THEOREM 4.6,5 [48]: Let H be a normed linear space and 
X 
X be a non-emoty compact convex subset of H. Let F:X — > 2 
be continuous such that for each x C X, F(x) is a non-empty 
closed convex subset of X, and let T : X — > 2 be upper 
semicontinuous such that for each x € X, T(x) is a non-empty 
compact convex subset of H*. 
Then there exists a point y €1 X such that 
(i) y e F(y) and 
(ii) there exists a point z eT(y) with 
Re <z, x-y> >, 0, for all x e F(y). 
REV.ARK 4,6,4: When F(x) = X, we obtain another version of 
Hartman-Stampacchia variational inequality, 
THEOREM 4,6.6 [21 ]: Let H be a locally convex Housdorff 
topological vector space, and X be a non-empty compact convex 
X 
subset of H, Let F : X — > 2 be continuous such that for 
each X ^  X, F(x) is a non-empty closed convex subset of X, 
H* 
and let T : X — > 2 be upper semicontinuous from the rela-
tive topology of X to the strong topology of H* such that 
for each x ^  X, T(x) is a non-empty compact convex subset 
of H*. 
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Then there exists a point y €^  X such that 
(i) y ^  F(y) 
(ii) inf Re <u, x-y> >. 0, for all x ^ F(y) 
ueT(y) 
CHAPTER V 
HEV.IVAfilATIONAL INEQUALITIES 
5,1. IhfrRODUCTION; 
Variational inequalities theory has become a rich 
source of inspiration in pure and applied MathematicSo 
Variational inequalities have not only stimulated new and 
deep results in many different branches of mathematical and 
engineering sciences, but also provide us a unified and 
general frame work for studying many unrelated free and 
moving boundary value problems arising in contact problems 
in elastostatics, fluid flow through porous media etc In 
mechanics and physics there is a variety of variational 
formulations which arise when the material laws and / or 
the boundary conditions are derived by a convex, generally 
not every where differentiable and finite superpotential. 
The variational inequalities have a precise physical 
meaning: they express the principle or virtual work (or 
power) in its inequality form, introduces by Fourier in 1823 
and since then only very rarely used. The convexity of the 
superpotential implies the monotonicity of corresponding 
Strees-strain or reaction-displacement lawSo However, there 
exists a variety of nonmonotone laws which manifests the 
need for the derivation of variational formulations for non-
convex and not everywhere differentiable and finite energy 
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functions (nonconvex superpotential). Such variational 
formulations have been called hemivariational inequalities, 
and discrible large families of important problems in physics 
and engineering. Similarly to the variational inequalities, 
the hemivariational inequalities express the virtual work 
(or power) in its inequality form and therefore we call all 
the corresponding boundary value problems both in the case of 
convexity and nonconvexity, unilateral boundary value prob-
lems, Hemivariational inequalities are closely connected to 
the notion of the generalized gradient of Clarke-Rockafellar 
[lC,45], which in the case of lack of convexity plays the 
same role as the subdifferential in the case of convexity. 
The present chapter is mainly based on papagiotopoulos 
[40] 3r>d panagiotopoulos [ 4l], and is devoted to the study 
of Hemivariational inequalities, in which we formulate hemi-
variational inequalities for two dimensional and three dimen-
sional coercive problems in the theory of nonlinear elasticity, 
holonomic elastoplasticity, and theory of locking materials, 
and study the resulting mathematical problems. 
5.2. SCy.E BASIC PROPERTIES; 
Let X be a locally convex Housdorff topological vector 
space and S a topological space. Suppose that A:S — > X 
is a multi-valued operator. Then as s — > s, the set 
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iirin: (A(s)) consists of ail x €^  X such that for every 
y € r^f tnere exists 'J £ F^, and for every s e U, 
y n A ( S ) ^ (p. I'.e denote nere by F , and F the filter of 
neighDOurhoods of x and s respectively. 
If liminf A(s) = A(s), for all s e S, then the multi-
valued mapping A is called lower semicontinuous, The defi-
nition of limsup A(s; is obtained in the same way. 
For a function g:SxX — > [-«, °°], we define the expres-
sion 'limsupinf as foiiov/s: 
h(s,x) = lira sup inf g(s,x) = sup inf sup inf g(s,x) (b.2.1) 
s->s yeF^ U^F^ s^s xcY 
X—>X 
For a set C £. X and x €. X, the tangent cone T (x) 
to C at x is oy definition 
T^(x) = lirr.inf 7[ (C - (x/), (5.2.2) 
X—>C^ 
n—>o+ 
here x — > c means that x — > x with x € C. Equivalently 
T (x) = SY ' y £ X, for n — > 0 and x — > c , there exists 
y^ — > y with y^+ ^^ x^ e c]. (5.2.3) 
The nomal cone N (x) to C at x is defined by 
N^(x) = j'"x': x € X*, <z,x'> < 0, V z e T^(x) j (5.2.4) 
where X* is dual of X and <.,.>, the duality pa iring 
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between X and X*. 
Let f be a function on X with values in [-<»,+«>], 
Then the upper S'jbdifferentia 1 f (x,y) of f at x 
(f(x) finite) with respect to y is defined by 
f(x+^ly)-a 
f (x,y) = limsupinf (5.2.5) 
where the 'limsupinf is formed as (x,a) — > (x,f(x)) with 
f(x) _< a, ^ — > 0^ and y — > y. 
Analogously to f''(x,y), the lower subdifferential 
y — > f*(x,y) is defined by 
f (x,y) = liminfsup 
f(x + ^y)-a 
(5.2.6) 
where 'liminfsup' is formed as (x,a) — > (x,f(x)) with 
a <_ f(x), \i — > 0_^  and y — > y. 
If f is Lipschitzian on a neighbourhood of x, then 
f^(x,y) = -f*'(x,-y) = f°(x,y), V y ^  X. (5.2.7) 
where y — > f°(x,y) is the direction differential of Clarke 
at X in the direction y and is 
f (x,y) = limsup 
f(x + ny)-a 
(5.2.8) 
Here the 'limsup' is formed as (x,a) — > (x,f(x)) with 
a >. f(x) and \i — > 0^. 
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iS'e recall that f is said to be Lipschitzian at x if 
a neighbourhood U of x exists such that f is finite on 
U, and for some continuous seminorm P on X. 
I f (xj^ )-f (xj) I 1 C Pix^-x^), C > 0, constant V Xj^,X2^ U 
(5.2.9) 
f is Lipschitzian at x if it is continuously differentiable 
at X or if it is convex (or concave) and finit at x, or 
if f is the linear combination of Lipschitzaian functions 
at X. 
Now we shall give two equivalent definitions of the 
generalized gradient df(x) of f : X — > [-«, +«] at xeX 
for f(x) finite: 
(i) 5f(x) =[x': x'€X», f^^ix, x^-x) l <x', x^-x>, 
V Xj^  e X J (5.2.10) 
and 
(ii) df(x) = (x': X' e X*, (x',-1) e Ngpif(X'f(^))] (^.2.11) 
'5f(x) = 0, if f'''(x,C) = -<», otherwise 5f(x) ^ ^ 
and for every y €! X 
f^(x,y) = sup [<y,x'> : x' e df(x)] (5<.2.12) 
A direction y €. ^  is a direction of approximately 
uniform descent at x ^ X if for a (°> 0 and every neigh-
bourhood U of y there exist a neighbourhood V of x 
: f^c : 
and positive number g and ^ such that, for every 0 < ^ < /^  
and every x ^  V with f(x) - f(x) _< g the relation 
inf f(x + uy) < f(x) - ^p (!)o2ol3) 
y€U 
holds, f is assumed to be lower semicontinuous and finite 
at X. 
f is called substationary at x if no direction of 
approximately unifonr, descent exists at x. 
Local minima and a large class of local maxima are sub-
stationary points, but converse is not true. 
If we define a function G as follows 
G(x^) = f(x^) - (x^,z>, z' ^  X*, x^ e X (5.2.14) 
then^this function provides another equivalent definition of 
the generalized gradient 9f(x) for f lower semicontinuous 
and f(x) finite: 
df(x) = w * : G(xj^ ) substationary at x^= x J (5.2.15J 
Let us consider a mechanical system E» In order to 
determine the forces acting on Z, we consider with respect 
to E the space ^ZJ- of all fields of possible velocities, or 
possible displacements which take place in a time interval. 
Depending on the nature of each problem, ^ i s understood to 
consist of velocities or displacements denoted by v and u 
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respectively. Further we denote by ? a real vector space, 
whose elements f are called forces. Let <v,f>, wG%l, 
f G ~} be a bilinear form with the properties ( 2u is a linear 
space). 
(i) for each, v ^ 0 in 9>L , there exists f e '? such that 
<v,f> ^ 0 (5.2.16) 
and 
(ii) ,• for each f ^  0 in 7 there exists v e: 9^ such that 
<v,f> ^ 0 (5.2.17) 
If Q> is the space of displacements, v is replaced in 
(5.2.16) and (5.2.17) by u. The bilinear form <o,.> is the 
power (resp. work) of the force f for the velocity v 
(resp. displacement u). Due to (i) and (ii) the bilinear 
form <.,.> defines locally convex Housdorff topologies ox\lJ-
and y , and [7-^ ^ // be comes a dual pair of L.C.H.T.Ss. 
Accordingly we may define the force f as a linear continuous 
functional on the space YJ. . Qj. is also called the space of 
virtual velocities (resp. displacements) and <.,.> the virtual 
power (resp. work). Then we can say that a force f acting 
on Z is given if the virtual power (resp. work) <v,f> 
(resp, <u,f>), is given on Q^ so as to satisfy (i) and (ii). 
The triplet £ =p7^, <v,f>, </), consisting of the 
vector spaces Q^ and y and the bilinear form <v,f> with 
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the properties (i) and (ii), is called a mechanical element. 
With respect to a mechanical system E characterized 
by the triplet Z = [2^, <u,f>, jj , we can define a mecha-
nical law between the generalized forces f and the genera-
lized displacerrient u oi the form 
-f C ^ <{)(u) (9.2,18) 
where () is an extended real-valued functional defined on'^. 
We shall call ^ a nonccnvex superpotential or a super 
potential in the sense of Clarke, 
The mechanical law is by definition equivalent to the 
ineouality 
(})*(u, u*-U) I <-f, u*-u>, V u*e Q ^ (5.2.19) 
for u €" Iji , and to the inclusion 
(-f, -1) eNgp^^(u, ^{u)) (5.2.20) 
(5.2.19) will henceforth be called hemivariational inequality. 
REMARK (5.2.1); If (p is convex, (5.2.19) coincides with 
(5.2.15). For (p Lipschitzian ^"^ is replaced in (5.2.19) 
by 0°. 
5,3. DERIVATION OF THE VARIATIONAL EXPRESSIONS; 
3 
Let -A- be an open, bounded, conected subset of R 
occupied by a deformable body in its undeformable state. We 
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denote by T the boundary of -O. which is assumed to be Lips-
chitzian. Let o = [a^.j and £=\f^ j , i,j = 1-3 be 
respectively tie stress and strain tensors of the body and 
let f = /fj^ j f u = (uj^ j be the volume force and displace-
ment vectors, respectively, denote by n = [n.j the outward 
unit normal vector to r, then S. = a^• n, (summation conven-
tion) are the boundary forces. Let S., and S^ be their 
normal and tangential components, respectively. The corres-
ponding boundary displacement components are u,^  and Uj 
(see Fig, 5,3,1). We assume further that the boundary is 
divided into three disjoint open subsets (T, fl, and fl. 
That is 
on r7, the displacements are given, i.e,, 
u. = U^, U. = U^(x) on r^, (5,3,1) 
on ip the forces are discribed, i.e., 
S^ = F^ , F^ = F.(x) on P^. (5.3.2) 
and on f7 nonmonotone boundary conditions hold. We consider 
the following model problem: 
PROBLEM 5,3,1: We assuoie that the tangential forces are given 
on fZ, i.e,, 
5^=0^., CT..=CT.(X) (5,3o3) 
i U 1^ 4 
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and tnat if 
2 
Uy, < C then S,, = 0 N N (5.3.4) 
and if 
"M 2L CI then -Sj^ = K(uj^), (5.3.5) 
where K = K(uv.) is generally a nonmonotone function of Uw. 
REV>ARK 5.3.1: Relations (5.3.4) and (5.3.5) discribe the 
unilateral contact problem of a deformable body with a granu-
lar support or concrete, which causes the nonmonotone reaction 
^ 1 u^>0 
FIG. 5.3.1 FIG. 5.3.2 
FIG. 5.3.3 
displacement diagram. As we shall see further the function 
it 1 : 
K = K(uw) may be very general and may include jumps which 
discribe local crushing effects. So, e.g., in Fig. 5,3.2, 
-doted line- we have a crushing of the support at point A 
with ideally brittle (AB) or semibrittle behaviour (AB'). 
?RCBLEJ.'i 5.3.2: Assume that (5.3.3) holds and S is related 
to Uj, by a lav,- whose graph is depicted in Fig. (5.3.3) or 
FIG. 5.3.4 FIG. 5.3.5 
-S, 
\. 
^ 
-t. 
FIG. 5.3.6 FIG. 5.3.7 
(5.3.4). The first graph described the behaviour of adhesive 
joints (the joints can sustain a small traction) or of boundary 
: 1C2 
cracks, the second graph describes the stress-strain diagram 
of springs sirrulating the behaviour of reinforced concrete 
(e.g. in the case of enchoring). Due to the multi-valued 
character of the precious laws we may write them in the form: 
-^N ^^N^^'^ (5.3.6) 
where 3^ ,: R — > R are multi-valued functions with graph 
( 5»^v,(0^ given in Fig. 5.3.3 and Fig. 5.3.4. 
PROBLEM 5.3.3: We assume that in this problem -^c. R and 
that Sj, is given on r^, i.e., 
and that 
-S^ e 3^(u^) (5.3.8) 
where -^j.: R — > R is a multi-valued function. 
We can have, for instance, the laws of Fig. 5,3.5 which 
discribes cracking and/or adhesive behaviour in the tangential 
direction, or the laws of Fig. 5.3.6 and Fig. 5.3.7 which 
describe more realistic frictional effects and nonmonotone 
shearing. 
Due to the nonmonotone character of the multi-valued 
functions ^^ and 3T 3 convex analysis approach to this 
problem is not possible. If ^^ and/or P- were monotone 
increasing, then we could determine convex lower semicontinuous 
and f^oper functionals j», and j^ such that 
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?y, = dj^ j and ^j = dj^ (5.3.9) 
where d denote tne subdifferentiation operatoTo As we shall 
seefurther, the present nonmonotone cases, we can determine 
locally Lipschitze continuous functions 
j,^: R — > R and j-j.: R — > R 
such that 
S^ = d'jj^ , and ^^ = d'j^ (5.3aO) 
where d' denotes the generalized gradient of Clark (see for 
examole [40]). jj, and j* are the 'potentials' of the 
reaction-displacement law or the nonconvex superpotentials 
and they result roughly speaking, by ' intergrating' p., and 
N 
p- over R. 
In the frame work of small strains and nonlinear monotone 
elastic behaviour of the body -O. we write the relations 
^ij,j + ^i = 0 (5o3ai) 
^ij =1 (^i,j^ ^ J,i^ (^»3.12) 
a £ dw( £ ) e R^(or R"^), if - ^ C R ^ ( o r R ^ ) (5.3„13) 
where comma denotes differentiation, d is the subdifferential 
of convex analysis and w : R — > (-«,+<»], w 5^  », is a convex 
lower semicontinuous function,, 
It is well known that with appropriate choice of w 
: io-
cs.3.13) describes in general Hooka's elastic materials, the 
elastic ideally locking materials, the elastic work hardening 
material, the elastic-ideally 'plastic' material (Hencky's 
theory) and the material obeying the law of the deformation 
theory of plasticity. The two last classes of materials belong 
to the so-called 'holonomic' plasticity in order to distin-
guish them from flow theory of plasticity. 
By definition, (5.3.6) and (5.3.8) are equivalent (due 
to 5.3.10) to the hemivariational inequalities: 
.0, 
JN^^N' ''N'^ fP - •^N^'^W^N^* V v^ ^ R (5,3.14) 
j°(uy, v^-u^) I -S^(v^-u^), V v^e R (5.3.15) 
respectively where ju(«»») and j^(.,.) are the directional 
derivatives of Clarke defined by 
JviChfZ) = iim sup (5.3.16) 
'^ h—>o 
^—>o 
and 
o,^ , JjK+h+ ^z)-j (^ -Hh) 
j°(^,z)=lim sup -^-^ • 
^ h—>o 
(5.3.17) 
?i—>o 
respectively. 
By definition, (5.3.13) is equivalent to the variational 
inequality: 
w(E*)-w(£) > ^ij(^Ij- fj)' "^^*^ f^ '^ o^r ^ ^) (5.3.18) 
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From (5,3,11) and (5.3,12) we obtain the variational equality 
/o^j(^j(v)- <^ (^u))d-r2. = / j^(v^-u^)d-ri + 
(5.3.19) 
+ ^F^(v^-u^)dr+; [Sj^ (v^ -Uj^ )+S^ (v^ -u^ )]d r, V v e U^^ 
F Tc 
for u e U .. Where we denote by U • the set of all Kine-ad ' ad 
maticaily admissible displacements, i.e., 
^j = fV : V 6 U, v^= U^ on f^f (5,3.20) U 
U is the displacement space. 
Using (5.3.19) we obtain from (5.3.18) with (5.3.14) 
and (5.3.15) the following variational-hemivariational inequa-
lities: 
Find u £ U J with w(£(u)) < °°f such as to satisfy 
for problem 5.3.1 and problem (5.3.2) 
/[w(£(v))-w(6:(u))]dJl+/ j'^ (uj^ ,v^ -Uj^ )dr > /f^(v^-u.)d-n4-
(5,3.21) 
+ /F.(v,-u,)dr+/C^ (v.-u^.)dr, V v ^ U 
r" n . i 1 
F^ S^ 
ad 
and for Problem 5.3.3. 
/ [w(£(v))-w(6:(u))]d-Q.+/j^(u^,v^-u^)dr > / fi(v^-u^)dn + 
+ / Fi(Vi-u.)dr-.;Cj^(v^-u^)dr, V v ^ U ^ ^ . (5.3.22) 
fc ^ 
: iCO 
5.4. IMPLEA'.ENTATION OF THE VARIATIONAL EXPRESSIONS; 
In this section we further suppose that u,,v.C w (-^ ) 
with p > 3 for SL a p, and p > 2 for JI c R2 and that 
F. ^ L • ('"j-) and C., and Cj are elements of L^ ( ri) 
(— + -, = 1 and Q >. 1 arbitrary). Moreover, we assume that 
Uj ^  '^CTj^ which is a space with the property that there 
exists ut ^  w 'P sjch that u^/r = U^ on 'Tj(uj^ /r is the 
trace of u. on T which is an element on w ~ '^*^{r)a We 
further assume that T,, is nonempty. For the sake of simpli-
city let U. = 0 on r. and thus 
^ad = ("" • ^ i ^ vv^'P(-n-), V. = 0 on /^ . ] (5.4.1) 
(If 'J. ^ 0 on n, we perform the translation v = v-u* and 
1 u ^ 
u = u-u*). We also assume that f, ^  LP'(-^)(i + "^t = D , 
and let (.,.) denote the duality pairing on L'^(-'^) X L'^  (-^). 
PROPOSITION 5.4.1.[41]: If grad. w(.) exists as is the case 
in the deformation theory of plasticity then (5.3,21) is 
equivalent to the hemivariational inequality: 
dw(£:(u)) r n 
j[ t -Ti \ , i^j(v-u)d-a. / J N ^ V ^ - ^ N ) ^ ^ ^ 
•"•J /5 
r >. / fi(VjL-u^)d-a+ / F^(v^-u^)dr+ / C^ (v^ -u^ )d 
'"c /^ X 1 1 
V v G Ugcl- (5.4.2) 
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REMARK 5.4.1: Analogously we can argue for (5.3.22) and for 
every variational hemivariational inequality of this form 
[41]. 
For a material obeying the law of classical deformation 
theory of plasticity we obtain, 
7u u) 
w(£:(u)) = ^  K(£ (u))^ + i / ""'%(?,) d(5). (5.4.3) 
-^  0 
Where K is the bulk modulus of the material. w(.) is a 
strictly convex and continuously differentiable function of 
£, Then (5,3,21) and (5,3.22) become: 
Find u ^ U , such as to satisfy Problem 5.3,1 and ad 
Problem 5.3.2 
/[(K- § (^ r^(u))) ^^j(u)^.(v-u)-^2^I(r2(u))<^J(u)^^J(v-u)]d-a-f 
•*" -^  ^ N^"N'^N"^N^'^^^ •'" fi(v^-u^)dil+ /Fi(v^-u^. )d r + 
'"s ' "^  ^ 
+ / C (v -u )dr, v v e u ^ ^ (5^4^4) 
For Problem 5.3,3 an analogous formulation is obtained. 
Let b : R — > R be a locally bounded measurable func-
tion i.e. b e L (I) on every compact subset I of R, 
(see Fig, 5.4.1). Function b (Fig. 5,4,2) results, roughly 
I* 
speaking from b by 'filling in the discontinuities' of the 
graph of b and is a multi-valued function. Mathematically 
: 108 : 
the sane can be achieved in the following way: 
For S> 0 and £,^^ we define 
b-(5) = esssup b(4'J 
and 
b(5) A 
-be (5) = essinf b( 5, ) 
b(5) 
(5.4.5) 
(5.4.6) 
FIG. 5.4.1 FIG. 5.4.2 
which are increasing and decreasing functions of S, respec-
tively. Therefore the limit as S — > 0 exists. We denote 
by b(g,) and -b(^) the limits, 
lim b(^) and lim -b(C) 
<S->o S-->« 
respectively and define the multi-valued function 
b(^ ) = [-b(0, b(0] 
where [.,.] denotes a closed interval in R<, So, e.g., in 
Fig. 5.4.1 we have -h{ ^J = P^ and b( (f^ ) = Pj a"^ ^h^^^" 
fore 
b(^) = [P^ , P2^  
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In [^ 2] it has been shown that if b ( ^ ) exists at 
every ^ ^ R, then a locally Lipschitz continuous function 
<{) : R — > R can oe determined such that 
b($) = d'mi 
Here ^e can write, uo to a constant, the equality 
0 
However, in what foI^o»vs, only the expression ({) (s^) 
defined by 
<+h+^2 
(t)°(g;,z) = lirasup ; b( ^ )d ^^ 
h—>o C+h 
A—>o 
is needed, for the rr.echanical problem this constitutes a 
reaark of major importance. ^{») is called superpotential 
of the boundary constraint and (p (^ ,2) is simply the virtual 
work of the constraint at a displacement ^ for a virtual 
displacement z. 
5.5. STUDY OF DIFFERENTIABLE AND NONDIFFERENTIABLE CASES; 
Let us further introduce a linear continuous functional 
on the displaceT;ent space 
t = fjj. J i ^ [W^'P(-Il)]' (5.5.1) 
defined by the right hand sides of (5.3.21) and (5.3.22) and 
5.4. IMPLEA'SNTATICN OF THE VARIATIONAL EXPRESSIONS; 
In this section A-e f'jrther supoose that u.,v.^ w {-^) 
with p > 3 for -TL C R and p > 2 for -H. c R2 and that 
F. ^ L • (^ -) and C., and Z-n are elements of L^ ( C) 
(^  -t- -, = 1 and q >. 1 arbitrary). Moreover, we assume that 
U. £ (^^ "1) which is a space with the property that there 
exists ut ^  w '^ s ;ch that u^/r = U^ on ^(u^^/r is the 
trace of u, on T wnich is an element on w ~ 'P'P(r)„ We 
further assume that fj, is nonempty. For the sake of simpli-
citv let U. = C on f^ , and thus 
ad = fv : V. e w^'P(^), V. = 0 on r^ .] (5.4.1) 
(If 'J. ^ 0 on r, we perfomi the translation v = v-u* and 
G = b-u*). We also assume that f^C l^'{-^){^ ^ p' "" •'"^' 
and let (.,.) denote the duality pairing on L^ (-n-) x L'^  (-H.) 
PROPOSITION 5.4.1.[41]: If grad. w(.) exists as is the case 
in the deformation theory of plasticity then (5.3o21) is 
equivalent to the hemivariational inequality: 
^ ^ dw(£:(u)) ^ r , 0 
/ [ - ^ ] ^ij(v-u)di-. / JM(u^,v^-u^)dr> 
r > ; f.(v -u.)d^+ ; F.(v.-u.)dr+ / c^ (VT -UJ )d 
"^^^U^d- (5.4.2) 
: 110 : 
let us denote by V the kinematically admissible subspace 
V = (v : V = Iv^j, v^e: W^'P(-ri), v/r = 0 on T^ ] (5.5.2) 
PROBLEM 5.5.1: Find u ^ V such that 
W{£(v))-W(£(u))+ ; °^(ujj, Vj^ -Uj^ )dr > (l,v-u). V v e V (5.5.3) 
There are two cases: in the first, called 'differentiable' 
case' we assume that grad w(«) exists everywhere, in the second 
'nondifferentiable case' w may take the value -H», W f^  «> and 
is generally lower semicontinuous and not everywhere differen-
tiable. 
Consider a mollifier p, i.e. p e C (-1, +1) with p >. 0 
and 
; p (e ) d(^) = 1 
Let 
P3(^) = ^  P(|-) (5.5,4) 
and let us form the convolution 
b = P^ * b, 6> 0 (5.5.5) 
It is well know that b^  €. c"(R). »Ve call b^ "the genera-
lized form of b^. We may pose the regularized form of prob-
lem 5.5.1 as follows: 
.11 : 
PROBLEM 5.5.2: Find u^  € V such that 
(grad w(,f(u^ )), f(v))+ / b^  ("NE^'^N "^"" " (*'V)' V v e V 
^S (5,5.6) 
In order to discretize Problerr. 5.5.2, we consider a basis w, 
of V. Let V be the corresponding m-dimensiona I problem 
as follows: 
PROBLEM 5.5.3: Find u^ € V such that tm m 
(grad w(e(u^^)), 6(v))+ / b£(u^^^)vj^= (l,v). V v e V^ (5.5<,7) 
Further we suppose that for some ^ 
eessup h{ ^) < essinf b(^) (5.5.8) 
Then without loss of generality, using an appropriate trans-
lation of the coordinate axes we can assume that for some ^ 
esssup b( ^ ) £ 0 < essinf b(^ ) (5o5.9) 
(-~»-^) ~(<^,^) 
Moreover, we assume that the energy function w has the 
following property: 
For every u = fu./, u . ^ w ''^ (-/I) there exists c > 0 
such that 
(grad w(£(v)), 6(v)) > c ; [ {.(v) ^^.(v)] ^d-a (5,5,10) 
REMARK 5.5.1: It can be easily verified that (5.5.10) is 
fulfilled for the three or two-dimensional generalizations of 
11. 
the polynor.ial laws and the superlinear generalizations of 
the deforrr.ation theory of plasticity. 
LEAWM 5.5.1: Suppose that (5.5.9) and (5.5.10) hold. Then 
Problerr. 5.5. 3 has a solution. 
Now, we shall investigate the behaviour of the solution 
u^ of the finite dimensional Problem 5.5.3 as £ — > 0 and £m 
f, 
D — > », Due to the fact that u-„ is bounded in V, we 
rr.ay extract a subsequence again denoted by [u | such that 
u — > u weakly in V. (5.5.11) 
However w *^ (-/l) is compactly imbedded into L ( T ) , q > 1, 
thus denoting here for the sake of simplicity the trace T as 
the function itself, we obtain that (P > n) 
u^j^ — > u strongly in [L^(r)]" (5.5.12) 
and accordingly 
u^^ — > u a.e. on r (5,5.13) 
£m 
Further, we shall investigate the behaviour of b-.(u.,^  ) as 
' ^ c N£m 
£ — > 0 and m — > «. 
LEMMA 5,5.2: On the assumption (5.5.9) l ^ .^(uj^  )] is weakly 
precorr.pact in L'(ri). 
Now from Lemma 5.5,2 we find that as ^ — > 0 and 
m — > », 
bg(u^^^)—>X weakly in l^i^c)- (5.5.14) 
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PROPOSITION 5.5.1 [41]: u is a solution of the Problem 5.5.1. 
If in Problem 5.5.1 the internal energy function w(.) 
is nondifferentiable, as is the case, e.g. for ideally locking 
materials, then we introduce a sequence of convex functions 
Wp depending on a parameter p such that 
(i) as P — > 0 
/ w (£(v))d^ — > w(8(v)), V V e V, (5.5.15) 
•ri r 
( i i ) i f V/3 —> V weakly in V f o r (°—> 0 and 
; w ( £ ( v p ) ) d - a < c , 
then 
Urn inf ; w ( f (vp))d-n . >_ w(£'(v)), ( 5 . 5 . 1 6 ) 
(iii) relation (5.5.10) hold for every w witn c independent 
of P. 
Now we define tne following problem. 
PRQBLEJ/. 5.5.4: Find u ^ V such that 
(grad(wp(e(ufp)),£(v))+ / b^ (uj^ p^)vj^  dr = (l,v), V v £ V, 
S^ (5.5.17) 
and by means of a basis of the Problem' 5.5.4, we define 
PROBLEM 5.5 5 [41]: Find u € V such that 
^ •' gfm m 
(grad wp(e(u^^ J),e(v))y b^  (Uf^g.Jv^dr = (I,v), Vv<£ V^ 
^ (5.5.18) 
PROPOSITION 5.5.2: Suppose that (5.5.9) holds and that w 
satisfies (i), (ii) and (iii). Then Problem 5.5.1 has a 
solution. 
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