We review computational intelligence methods of sensory perception and cognitive functions in animals, humans, and artificial devices. Top-down symbolic methods and bottom-up sub-symbolic approaches are described. In recent years, computational intelligence, cognitive science and neuroscience have achieved a level of maturity that allows integration of top-down and bottom-up approaches in modeling the brain. Continuous adaptation and learning is a key component of computationally intelligent devices, which is achieved using dynamic models of cognition and consciousness. Human cognition performs a granulation of the seemingly homogeneous temporal sequences of perceptual experiences into meaningful and comprehensible chunks of concepts and complex behavioral schemas. They are accessed during action selection and conscious decision making as part of the intentional cognitive cycle. Implementations in computational and robotic environments are demonstrated. 
Introduction to Models of Cognition and Consciousness

I
ntelligent behavior is characterized by the flexible and creative pursuit of endogenously defined goals. Humans are not passive receivers of perceptual information. They actively search for sensory input. To do so they must form hypotheses about expected future states, and express these as goals. They must formulate a plan of exploration and action, and they must inform their sensory and perceptual apparatus about the expected future input in a process called re-afference. They must manipulate their sense organs, take information in the form of samples from all of their sensory ports, then generalize, abstract, categorize, and combine into multisensory percepts (Gestalts). This cyclic operation of prediction, testing by action, sensing, perceiving, and assimilation is called intentionality (Freeman, 2001 ). The archetypal form of intentional behavior is an act of observation through time and space, by which information is sought for the guidance of future action. Sequences of such acts constitute key components of increasingly complex cognitive functions. Previous works on a variety of cognitive and behavioral paradigms were restricted to symbolic manipulation of the available data.
Symbolic approaches to knowledge and cognition proved to be powerful concepts dominating the field from the 60s through the 80s. The physical symbol system hypothesis illustrates key components of the symbolic approach (Newell & Simon, 1972; Newell 1980 Newell , 1990 . According to this hypothesis, a physical symbol system has the necessary and sufficient means for intelligent action. In practical terms this means that the types of syntactic manipulation of symbols found in formal logic and formal linguistic systems typify this view of cognition. In this viewpoint, external events and perceptions are transformed into inner symbols to represent the state of the world. This inner symbolic code stores and represents all of the system's long-term knowledge. Actions take place through the logical manipulation of these symbols. This way, solutions are found for current problems presented by the environment. Problem solving takes the form of a search through a problem space of symbols, and the search is performed by logical manipulation of symbols through predefined operations (copying, conjoining, etc.). These solutions are implemented by forming plans and sending commands to the motor system to execute the plans to solve the problem. According to symbolic viewpoint, intelligence is typified by and resides at the level of deliberative thought. Modern examples of systems that fall within this paradigm include SOAR (Laird et al, 1987) and ACT-R (Anderson et al., 1977) .
The symbolic approach models certain aspects of cognition and it is capable of providing many examples of intelligent behavior. However, challenges to this viewpoint of cognition have appeared. On the practical side, symbolic models are notoriously inflexible and difficult to scale up from small and constrained environments to real world problems. Dreyfus' situated intelligence approach is a prominent example of a philosophical alternative to symbolism. Dreyfus ascertains that intelligence is defined in the context of the environment. Therefore, a preset and fixed symbol system can not grasp the essence of intelligence (Dreyfus, 1992) . Pragmatic implementations of situated intelligence find their successful applications in the field of embodied intelligence and robotics (Brooks, 1999) .
Consciousness has been studied extensively using scientific methods in recent years and various neurophysiologic correlates of consciousness have been identified, based on evoked potentials, EEG, MEG, fMRI and other methods. According to the popular theory by Baars (1988) , consciousness arises from the competition of the coalitions of populations of attention agents. This competition takes place over the global workspace of attentions, thus called the global workspace theory. Once a coalition gains dominance, it attracts the 'spotlight' in the 'theater of consciousness' and rises to consciousness. All other coalitions are informed about this event through a process called conscious broadcast through the workspace. Once the conditions of the global competition are changed, the spotlight fades, the winning coalition loses dominance, and the competitive process starts again. Potential evidences of behaviors described by Global Workspace theory in neural processes have been identified in the form of sudden transitions in synchronization patterns that spontaneously emerged in the background brain waves recorded in the EEG .
During the past years, consensus has emerged in the literature about the existence of sudden jumps in measured cortical activities. Lehmann et al. (1998) identifies "micro-sates" in brain activity and jumps between them. Rapid switches in EEG activity have been described by Stam et al. (2004) and Fingelkurtz & Fingelkurtz (2001 . Synchronization of neural electrical activity while completing cognitive tasks is studied in various animals, e.g., in cats, rabbits, gerbils, and macaque monkeys (Barrie et al, 1996; Ohl, et al, 2001 , 2003 Bressler, 2003 Werner (2006) .
Connectionist view of cognition provides a complementary theory of the mind with respect to the symbolic approach. Connectionist models emphasize parallel-distributed processing, while symbolic systems tend to process information in a serial fashion. Connectionist approaches represent adaptive and distributed structures, while symbols are typically static, localized structures. Connectionist models offer many attractive features when compared with standard symbolic approaches. They have a level of biological plausibility absent in symbolic Intelligent behavior is characterized by the flexible and creative pursuit of endogenously defined goals. Humans are not passive receivers of perceptual information. They actively search for sensory input. models that allows for easier visualization of how brains might process information. Parallel-distributed representations are robust and flexible. They allow for pattern completion and generalization performance. They are capable of adaptive learning. In short, connectionism provides a useful model of cognition, which is in many ways complementary to symbolic approaches. Significant efforts have been devoted to combine the advantages of both approaches (Towell and Shavlik, 1994) . Clark (2001) categorizes modern connectionism into three generations. We add the fourth generation, reflecting the newest development in the field (see Box 1).
Cortical Correlates of Cognition and Consciousness
Sudden changes in cortical neural activity have been identified in EEG experiments performed with animals and humans (Freeman, , 2005 . Experiments over the gamma frequency band (20Hz-80Hz) indicated sustained quasi-stable patterns of activities for several 100 ms, extending over spatial scales comparable to the size of the hemisphere (Box 2). Freeman interpreted these findings using dynamic systems theory. Accordingly, the brain's basal state is a high-dimensional/ chaotic attractor. Under the influence of external stimuli, the dynamics is constrained to a lower-dimensional attractor wing. The system stays in this wing intermittently and produces an amplitude modulation (AM) activity pattern. Ultimately, the system jumps to another wing as it explores the complex attractor landscape. Chaotic itinerancy (Tsuda, 2001 ) is a mathematical theory that describes the trajectory of a dynamical system, which intermittently visits the "attractor ruins" as it traverses across the landscape. Chaotic itinerancy has been successfully employed to interpret EEG measurements.
Population Models of Cognitive Functions
K sets were introduced first by Freeman in the 70s, named in the honor of Aharon Kachalsky, an early pioneer of neural dynamics (Freeman, 1975) . K sets are mesoscopic models that represent an intermediate level between microscopic neurons and macroscopic brain structures. K sets consist of a hierarchy of components with increasing complexity, including K0, KI, KII, KIII, KIV, and KV systems (Box 3). They model the hierarchy of the brain starting from the mm scale to the complete hemisphere. The basic K0 set, for example, describes the dynamics of a cortical microcolumn with about 10 4 neurons. K-sets are topological specifications of the hierarchy of connectivity in neuron populations. The dynamics of K-sets are modeled by a system of nonlinear ordinary differential equations with distributed parameters. K-dynamics predict the oscillatory waveforms that are generated by neural populations. K-sets describe the spatial patterns of phase and amplitude of the oscillations, generated by components at each level. They model observable fields of neural activity comprising EEG, LFP, and MEG.
KIII sets are complex dynamic systems modeling the classification in various cortical areas, having typically hundreds of degrees of freedom. In early applications, KIII sets exhibited extreme sensitivity to model parameters, which prevented their broad use in practice (Chang et al, 1996; Freeman et al., 1997) . In the past decade, systematic analysis has identified regions of robust performance , and stability Box 1: Extension of Clark's categorization of connectionism Clark (2001) introduces three types of connectionism. We add a fourth type to describe newest developments in the field. 
Construction of Intentional Dynamic Systems
Key features of intentionality as the manifestation of high level intelligent behavior and cognition in humans and animals can be summarized as follows: intelligence is characterized by the flexible and creative pursuit of endogenously defined goals; humans and animals are not passive receivers of perceptual information, and they actively search for sensory input. In the process they complete the following sequence (Nunez & Freeman, 1999 ): 1. Form hypotheses about expected states the individual may face in the future; 2. Express the hypotheses as meaningful goals to be aimed at; 3. Formulate a plan of action to achieve the goals; 4. Inform the sensory and perceptual apparatus about the expected future input, which is a process called re-afference; 5. Act into the environment in accordance with the action to achieve the formulated goals; 6. Manipulate the sensors, adjust their properties and orientations to receive the sensory data; 
Box 2: Synchronization and Gestalt Formation in EEG Experiments
The archetypal form of intentional behavior is an act of observation through time and space, by which information is sought for the guidance of future action. 7 . Generalize and categorize the sensory data and combine them into multisensory percepts called Gestalts; 8. Verify and test the hypotheses, and update and learn the brain model to correspond better to the perceived data. 1 * . From new/updated hypotheses and continue the whole process again. The cyclic operation of prediction, testing by action, sensing, perceiving, and assimilation to the perceived sensory consequences of the action is called intentionality. The significance of the dynamical approach to intelligence is emphasized by our hypothesis that nonlinear dynamics is a necessary condition of intentional behavior and intelligence in biological systems (Harter and Kozma, 2004) . Therefore, understanding dynamics of cognition and its relevance to intentionality is a crucial step toward building more intelligent machines (Kozma and Fukuda, 2006) . Specifically, nonconvergent dynamics continually creates new information as a source of novel solutions to complex problems. The proposed dynamical hypothesis on intentionality and intelligence goes beyond the basic notion of goal-oriented behavior, or sophisticated manipulations with symbolic representations to achieve given goals. Intentionality is endogenously rooted in the agent and it cannot be implanted into it from outside by any external agency.
The system's memory is defined through the collection of metastable basins and attractor wings, and a recall is the induction by a state transition of a spatio-temporal gamma oscillation with a sequence of spatial AM patterns. The following learning processes are used in dynamic memories ): (i) Hebbian reinforcement learning of stimulus patterns-this is fast and irreversible; (ii) Habituation of background activity-slow, cumulative, and reversible; (iii) Normalization of nodal activities to maintain homeostasis and overall stability-very long-range optimization outside real time. Various learning processes exist in a subtle balance and their relative importance changes at various stages of the memory process. Habituation is an automatic process in every primary sensory area that serves to screen out stimuli that are irrelevant, confusing, ambiguous or otherwise unwanted. It constitutes an adaptive filter to reduce the impact of environmental noise that is continuous and uninformative. It is a central process that does not occur at the level of sensory receptors. It is modeled by incremental weight decay that decreases the sensitivity of the KIII system to stimuli that are not designated as desired or significant by accompanying reinforcement. Learning effects contribute to the formation of convoluted attractor basins, which facilitate phase transitions in the dynamical model.
Simulating Computational Intelligence for Cognitive Agents
Computer simulations have been conducted to demonstrate the potential of KIV operating using intentional dynamic principles. In the experiments, an autonomous agent moves in a two-dimensional environment. During its movement, the agent continuously receives two types of sensory data: distance to obstacles, and orientation toward some preset goal location. The control system makes decisions about its actions toward the goal without bumping into obstacles. Data concerning the obstacles is processed by a sensory cortex KIII
The KO set represents a noninteracting collection of neurons. They are described by a state-dependent, linear, second order ordinary differential equation. The KO set is governed by a point attractor with zero output and stays at equilibrium except when perturbed.
KO models a neuron population of about 10 4 neurons. The second order ordinary differential equation describing it is written as:
Here a and b are biologically determined time constants. P(t) denotes the activation of the node as a function of time. F(t)
includes a nonlinear mapping function Q(x) acting on the weighted sum of activation from neighboring nodes and any external input.
This sigmoid function is modeled from experiments on biological neural activation (Freeman, 1975) .
KI sets represent a collection of K0 sets, which can be either excitatory or inhibitory units, i.e., KI E and KI I , respectively. The dynamics of a KI is described as a simple fixed point convergence. If KI has sufficient functional connection density, then it is able to maintain a non-zero state of background activity by mutual excitation (or inhibition). KI typically operates far from thermodynamic equilibrium. Its critical contribution is the sustained level of excitatory output. Neural interaction by stable mutual excitation (or mutual inhibition) is fundamental to understanding brain dynamics.
A KII set represents a collection of excitatory and inhibitory cells, KI E and KI I . KII has four types of interactions: excitatory-excitatory, inhibitory-inhibitory, excitatory-inhibitory, and inhibitoryexcitatory. Under sustained excitation from a KI E set, but without the equivalent of sensory input, the KII set is governed by limit cycle dynamics. With simulated sensory input comprising an order parameter, the KII set undergoes a state transition to oscillation at a narrow band frequency in the gamma range.
The KIII model consists of several interconnected KII sets, and it describes a given sensory system in brains, e.g., olfactory, visual, auditory, and somatosensory modality. It has been shown that KIII can be used as an associative memory that encodes input data . KIV models provide a biologically feasible platform to study cognitive behavior associated with learning and action-perception cycle, and as such will be the focus of this review. Figure 2 illustrates the hierarchy of K sets.
FIGURE 2
The K-set hierarchy showing progression of neural population models from cell level to hemisphere wide simulation, K0 through KIV. The progression of models of increasing complexity follows the organizational levels of brains. K0 is a noninteracting collection of neurons governed by a point attractor with zero output in the absence of perturbation. KI corresponds to a cortical column. It represents a collection of neurons having sufficient functional connection density to maintain a state of non-zero background activity. KII represents a collection of excitatory and inhibitory populations, which can exhibit limit cycle periodic oscillations at a narrow band frequency in the gamma range. KIII is formed by the interaction of several KII sets. It simulates the known dynamics of sensory areas that generate aperiodic, chaotic oscillations with 1/f 2 spectra. KIV is formed by the interaction of three KIII sets. It models the hemisphere with multiple sensory areas and the genesis of simple forms of intentional behaviors.
K0
KI We have two types of learning: Hebbian correlation learning, and habituation. Hebbian learning is paired with reinforcement, reward or punishment; i.e., learning takes place only if the reinforcement signal is present. Namely, the vicinity of an obstacle presents a negative reinforcement to the cortical system, while a correct movement towards the goal gives positive reinforcement in the hippocampal subsystem. Figure 4 illustrates the learning sequence and the decision making for the hippocampal KIII system.
The spatio-temporal dynamics of this system shows sudden changes in the simulated cortical activity, which is in agreement with properties of metastable AM patterns observed in EEG data. An example of the calculated analytical phase difference is shown in Figure 5 , for a simulated period of four seconds and for an entorhinal array consisting of 80 nodes. The intermittent desynchronization is clearly seen at a rate of several times per second. These results indicate that the KIV model is indeed a suitable level of abstraction to grasp essential properties of cortical phase transitions as evidenced in intracranial and scalp EEG and MEG data described previously.
Robot Control using Cognitive Dynamic Models
Biologically-Inspired Approaches to Navigation and Control
Biologically-inspired architectures are widely used for control of mobile robots and demonstrating robust navigation capabilities in challenging real life scenarios. These approaches include subsumption methods (Gat et 1. Non-zero point attractor generated by a state transition of an excitatory population starting from a point attractor with zero activity. This is the function of the KI set.
Emergence of damped oscillation through negative feedback
between excitatory and inhibitory neural populations. This is the feature that controls the beta-gamma carrier frequency range and it is achieved by KII having low feedback gain. 
SRR2K Robot Test Bed
We demonstrate the operation of the cognitive control and navigation system for online processing of sensory inputs and onboard dynamic behavior tasking using SRR2K (Sample Return Rover) a planetary rover prototype at the Jet Propulsion Laboratory (JPL). The control system is called SODAS (self-organized ontogenetic development of autonomous systems) based on a KIV model. The experiments Figure 3 illustrates the connections between components of KIV. The connections are shown as bidirectional, but they are not reciprocal. The output of a node in a KII set is directed to nodes in another KII set, but it does not receive output from the same nodes but other nodes in the same KII set. In Figure  3 A component of the integrated KIV system, the Midline Forebrain formation, receives the interoceptor signals through the basal ganglia, and processes them in the hypothalamus and the septum. MF provides the value system of the KIV, using information on the internal goals and conditions in the animal. It provides the "Why?" stream to the amygdala, which combines this with the "What?" and "Where?" information coming from the cortex and the hippocampus to make a decision about the next step/action to be taken. MF is also a KIII unit, which contributes to the formation of the global KIV coherent state. The coherent KIV state evolves through a sequence of metastable AM patterns, which is also described as the cinematographic principle (Freeman, 2004) of brain operation. FIGURE 3 KIV model of the brain, which consists of three KIII sets (cortex, hippocampal formation, and midline forebrain), the amygdala striatum and brain stem. The amygdala is a KII set, while the brain stem and drives are conventional. The sparse long connections that comprise the KIV set are shown in blue. They are shown as bidirectional, but they are not reciprocal. The convergence location and output are provided by the amygdala, including its corticomedial and basolateral nuclear parts. In this simplified model with no autonomic nervous system, the amygdala provides the goal-oriented direction for the motor system that is superimposed on local tactile and other protective reflexes. (Huntsberger et al, 2006) . Experiments have been conducted at the Planetary Robotics Laboratory, and indoor research facility at JPL. It includes an approximately 5m × 5m irregularly shaped test area covered by sand and rocks imitating natural terrain in exploration environments. The terrain layout is variable from smooth surfaces for easy advance to rough terrain with various hills and slopes posing more challenges to SRR2K traversing through it. The lighting conditions are adjustable as needed. Details of the robot experiments are given in Box 6.
We apply KIV-based SODAS system for robot navigation. KIV is the brain of an intentional robot that acts in its environment by exploration and learns from the consequences of its actions. KIV operates on the principle of encoding in spatiotemporal oscillations, in analogy with EEG oscillations in the vertebrate brain. By cumulative learning, KIV creates an internal model of its environment and uses it to guide its actions while avoiding hazards and reaching goals that the human controller defines. We set the simple task of starting from a corner and reaching a goal position GOAL_XY specified at the start of the experiment. The straight road may not be the best when there are some rough areas that are difficult to cross, or some hills, which are difficult to scale, etc. In this situation we expect that a properly trained SRR2K robot would decide to take a path that avoids the difficult areas, or at least tries to do so. If proper learning and generalization took place, one could change the terrain into a layout which SRR2K had never seen before; still should achieve good performance. The KIV-guided robot uses its experience to continuously solve problems in perception and navigation that are imposed by its environment as it pursues autonomously the goals selected by its trainer (Kozma, Muthu, 2004) .
In the experiments SRR2K used two sensory modalities: orientation and short-range vision. We did not use far-field visual information on landmarks and on goal positions; that is we do not aim at creating an internal cognitive map based on landmarks, see Mataric & Brooks (1999) . Rather we studied how KIV builds multisensory associations and how it uses those associations for selection of actions in the intentional system. In a typical scenario, the visual sensing contained information on the terrain that would be traveled by a forward moving robot in the next few steps. Wavelet-based visual processing converted the raw image data into an array of wavelet coefficients that characterized the roughness of the terrain. The cyclic operation of prediction, testing by action, sensing, perceiving, and assimilation to the perceived sensory consequences of the action is called intentionality.
Oscillatory components of the gyroscope were used to provide sensory information on the terrain during traversal.
In order to develop an efficient control paradigm, SRR2K should avoid obstacles, instead of trying to climb over them even if that means a detour towards the goal. Whenever the robot encounters bumps on the terrain, it experiences high oscillations and high RMS values of the gyroscope. This turns on a learning mode in order to avoid similar situations in the future; therefore the RMS recording of the gyroscope is used as a negative reinforcement learning signal. On the other hand, moving toward the goal location is desirable and produces a positive reinforcement learning signal.
The essence of the task is to anticipate the undesirable bumpy oscillation a few steps ahead based on the visual signal. SRR2K needs to develop this association on its own. A typical SRR2K is a four-wheeled mobile robot with independently steered wheels. Its mass is seven kg, and the maximum power use during its fastest movement (30-50 cm/s) is around 35 W.
In the small experimental environment in this study, no large distances are traveled, the battery capacity is not an actual limita- Understanding dynamics of cognition and its relevance to intentionality is a crucial step toward building more intelligent machines.
supervised approach would provide some rules based on the visual signal. For example, turn left if you see a bump on the right, etc. This may be a successful strategy on relatively simple tasks, but clearly there is no way to develop a rule base that can give instructions in a general traversal task with unexpected environmental challenges. SRR2K has demonstrated that it can learn the association between different sensory modalities, and it traverses successfully a terrain with obstacles, reaching the target goal (Huntsberger et al, 2006) . It is worth mentioning that KIV based control has the option to take not only instantaneous sensory values, but also data observed several steps earlier. This involves a short-term memory with a given memory depth. In the given task, a memory could be 3-4 steps deep, or more. One can in fact optimize the learning and system performance based on the memory depth (Kozma & Muthu, 2004 ). This has not been used in the SRR2K experiments yet, but is planned to be completed in the future.
Computational Intelligence and Machine Cognition and Consciousness
Biologically-motivated principles are outlined to achieve intelligence through modeling intentional behavior and consciousness. The introduced models represent a drastic departure from today's digital computer designs, which are based on computation with numbers represented by strings of digits. Brains do not work with digital numbers. Rather, they operate using a sequence of amplitude-modulated patterns of activity, which are observed in EEG, MEG, and fMRI measurements. Using neurodynamical principles, symbol-based computation can be replaced with pattern-based processing. This leads to the emulation of brain-like behavior in the computational device.
Cognitive dynamic systems are introduced in the form of the KIV model. KIV has the potential of producing macroscopic phase transitions, which provide the mechanism for fast and robust information processing in KIV, in the style of brains. KIV is a biologically based cognitive brain model capable of learning and responding to environmental inputs robustly and creatively, based on its experience. The KIV-based intentional dynamic brain model addresses the classic symbol grounding problem by means of linking intentional behavior with known mesoscopic neural dynamics. Large-scale synchronization in the cortex, interrupted intermittently by brief periods of desynchronization through phase transitions, is an emergent property of the cortex as a unified organ. The intermittent synchronization-desynchronization cycle is postulated as a neurophysiological correlate of intentionality and consciousness. The KIV model is capable of emulating such dynamic behavior.
KIV describes the cognitive action-perception cycle at the core of intentionality, consisting of prediction, planning action, execution, sensing results of action, evaluating predictions, and updating predictions. The cognitive cycle in the dynamical model takes place in real time with frame rates corresponding to ranges observed in humans. The timing of the cycle depends on the shutter mechanism that is inherent in the background 'noise' that maintains all oscillations (Freeman, 2007) . KIV has been implemented using robot control test beds in computational simulations and in real life environments. Experiments have been conducted to generate intentional behavior leading to learning, category formation and decision making based on knowledge learned in previous scenarios. Perspectives of future development of intentional systems have been outlined.
