We analyze the extendability of the solutions to a certain second order differential equation on a Riemannian manifold (M, g), which is defined by a general class of forces (both prescribed on M or depending on the velocity). The results include the general time-dependent anholonomic case, and further refinements for autonomous systems or forces derived from a potential are obtained. These extend classical results for Lagrangian and Hamiltonian systems. Several examples show the optimality of the assumptions as well as the utility of the results, including an application to relativistic pp-waves.
Introduction
Completeness is an essential property for the curves which are extremal of some classical Lagrangian fields or, with more generality, which solve the differential equation satisfied by the trajectories of the particles accelerated by different types of forces on a Riemannian manifold (M, g). Its interest appears both from the geometrical and the mechanical point of view. Recall that the simplest case of the geodesics of (M, g) allows to understand better the global structure of the manifold. If one assumes that (M, g) is (geodesically) complete, the incompleteness of the trajectories suggests that an infinite amount of energy will be consumed by the accelerating forces. A priori, this is an undesirable property for a mechanical system, and can be used to disregard it as a physically realistic model. Nevertheless, in some cases the equation of such trajectories may have nice physical interpretations. For instance, sometimes the equation of the accelerated trajectories may be equivalent to the equation of the geodesics of a Lorentzian manifold (see, for example, [5] , [17] , [18] or the review [7] ). So, the incompleteness of such trajectories may be connected to the lightlike or timelike incompleteness of some physically reasonable spacetimes, and therefore, it can be related to the celebrated relativistic theory of singularities. In this paper, we are providing several general criteria which ensure the completeness of a wide class of trajectories of accelerated particles in a Riemannian setting, being its optimality discussed by means of several examples. Essentially, this topic has remained dormant since the results in the seventies. So, we use a simple approach and language, which makes apparent the unsolved questions in that epoch, and possible lines of future research are also pointed out.
Setting
More precisely, let (M, g) be a (connected, finite-dimensional) Riemannian manifold and denote by π : M × R −→ M the natural projection. Giving a (1,1) smooth tensor field F along π and a smooth vector field X along π, let us consider the second order differential equation
Dγ dt
(t) = F (γ(t),t)γ (t) + X (γ(t),t) ,
where D/dt denotes the covariant derivative along γ induced by the Levi-Civita connection of g andγ represents the velocity field along γ. Observe that (E) describes the dynamics of a classical particle under the action of a force field F, which linearly depends on its velocity, and an external force field X, which is independent of the motion of the particle. In the case when both F and X are time independent, the previous equation reads
and is called the autonomous equation, using the term non-autonomous equation if at least one between F and X is time dependent. Taking p ∈ M and v ∈ T p M, there exists a unique inextensible smooth curve γ : I → M, 0 ∈ I, solution of (E) which satisfies the initial conditions
Such a curve is called complete if I = R and forward (resp. backward) complete when I = (a, b) with b = +∞ (resp. with a = −∞). As far as we know, only the (holonomic) case when F = 0 and X comes from the gradient of a potential function V , has been systematically studied in the literature (see [1] , [12] , [20] ). Even more, accurate results have been stated only for a time-independent potential (see [1, Chapter 3] ), being the results for the non-autonomous case rather vague (see [12] ). Our study will cover all the previous cases, specially the anholonomic and time-dependent ones.
Interpretations
For the interpretation of F, recall that it can be decomposed as
where S is the self-adjoint part of F with respect to g, and H the skew-adjoint one. On one hand, the bound of the eigenvalues of S (which may vary with (p,t) ∈ M × R) becomes natural to ensure that the F-forces will not carry out an infinite work in a finite time. Frictional forces are typically proportional to the velocity and opposed to it, so, they can be described by means of some S with non-positive eigenvalues. On the other hand, magnetic fields may be classically described by the skew-adjoint part H (see [14] ).
In this paper our approach differs from the previous ones in [1] , [12] where Lagrangian or Hamiltonian techniques are used. In fact, we focus directly on the interpretation of the velocity of each trajectory for equation (E) as an integral curve of a certain vector field G (second order equation) on T M × R. This is carried out first in the autonomous case (Section 2), where the vector field can be redefined just on T M, extending the well-known geodesic vector field in Riemannian geometry (or the Lagrangian vector field for regular Lagrangians). In the non-autonomous case (Section 3), we show how the results and techniques of the autonomous case can be adapted to the vector field G on T M × R. Even though this possibility was pointed out by Gordon [12] in the framework of Hamiltonian systems, our approach is more direct and accurate. In both cases (autonomous and non-autonomous), we include a special study of the case when the force vector field can be derived from a potential.
Statement of the main results
Some notions are needed to state our results. Put in the time-independent case
In the non-autonomous case, consider the analogous notions S sup (t), S inf (t), S(t) computed for each slice M × {t}. We say that S is bounded (resp. upper bounded; lower bounded) along finite times when, for each T > 0 there exists a constant N T such that for all t ∈ [−T, T ] we have
Moreover, let d be the distance canonically associated to the Riemannian metric g. We say that (the norm of) a vector field X on M grows at most linearly in M if there exist some constants A,C > 0 such that
for some fixed p 0 ∈ M. With more generality, in the non-autonomous case we say that a vector field X along π, grows at most linearly in M along finite times if for each T > 0 there exist p 0 ∈ M and some constants A T ,C T > 0 such that
Obviously, conditions (2), (3) The remainder of the results are obtained in the relevant case that X comes from the gradient of a potential, so that they can be compared easily with those in previous references, where Lagrangian or Hamiltonian systems were considered.
Again, we need some notions to describe our next results. Let V : M × R → R be a smooth time-dependent potential, and emphasize as ∇ M V the gradient of the function p ∈ M → V (p,t) ∈ R, for each fixed t ∈ R. A function U : M × R → R grows at most quadratically along finite times if for each T > 0 there exist p 0 ∈ M and some constants A T ,C T > 0 such that
(again, this property is independent of the chosen p 0 ). Our main result is then: If also |∂V /∂t| : M × R → R (resp. ∂V /∂t; −∂V /∂t) grows at most quadratically along finite times, then each inextensible solution of
must be complete (resp. forward complete; backward complete). [20] and in [1, Theorem 3.7.15] (see also our discussion in Remark 5) . Furthermore, in the non-autonomous case, it generalizes widely the results by Gordon 1 in [12] . struction of the geodesic flow in Riemannian geometry, easily shows that there exists a vector field G 0 on the tangent bundle T M such that its integral curves are precisely the velocities s →γ(s) of the curves γ which solve equation (E 0 ) (see the detailed discussion for the non-autonomous case in the next section). Recall that an integral curve ρ of a vector field defined on some bounded interval [a, b), b < +∞, can be extended to b (as an integral curve) if and only if there exists a sequence {t n } n , t n ր b, such that {ρ(t n )} n converges (see [16, Lemma 1.56] ). The following technical result follows directly from this fact. [9] , [2, Supplement 9 
Remark 2. (1) From Theorem 2 one can reobtain the conclusion (stated with more generality in Theorem 1) that the completeness of (E * ) holds whenever M is compact. (2) The proof of Theorem 2 allows us to sharpen its conclusions (see Theorem 4). When particularized to autonomous systems, Theorem 2 (and, in particular, Corollary 2) extends the results by Weinstein and Marsden in

(3) The estimate of the decreasing of V agrees with Theorem 1, in the sense that the norm of the gradient of the function
−A T d 2 (p, p 0 ) − C T (say, inLemma 1. Let γ : [0, b) → M be a solution of equation (E 0 ) with 0 < b < +∞.
.1.C]).
Furthermore, as in what follows we are going to use more than once a classical subsolution argument, we recall it here for completeness (e.g., see [19 
i.e.,ẇ < f (t, w) on
General result
With the notation introduced in the previous section, we have
Now we state an accurate result which gives sufficient conditions for the forward/backward completeness of each inextensible solution of equation (E 0 ).
Theorem 3. Let (M, g) be a complete Riemannian manifold, X a smooth time-independent vector field and S the self-adjoint component of a smooth time-independent
(1, 1) tensor field F on M. If γ : I → M is an inextensible solution of (E 0 ) satisfying the following assumptions: 
then γ must be backward complete.
Proof. Without loss of generality, let I = [0, b), 0 < b < +∞, be the domain of a forward-inextensible solution γ of (E 0 ), and put
it is enough to prove that a constant k > 0 exists such that
In fact, (8) implies thatγ(I) is bounded in T M and, being (M, g) complete, Lemma 1 is applicable because of the compactness of the bounded metric balls in M. Hence, γ can be extended to b in contradiction with its maximality assumption.
With the aim to prove (8) , for any t
and therefore, assumptions (a 1 ) and (a 2 ) givė
Thus, taking into account that
and putting v(t) = t 0 u(s)ds, inequality (9) yields 
From (a ′ 1 ) it follows that −F satisfies (a 1 ) along γ * ; whence γ * must be forward complete, that is, γ is backward complete. (1) Optimality of the bound for |X|. Put F ≡ 0 and X(x) = µ ε (x) d dx where µ ε (x) = (1 + ε) x 1+2ε for all x ≥ 1 and some prescribed ε > 0. Thus, in the region where
Remark 4. (1) Assumption
Multiplying byẋ, integrating with respect to t and considering the initial data x(0) = 1,ẋ(0) = 0, the solution of equation (11) satisfieṡ
The solution of this Cauchy problem is the inverse of
which is defined for t ∈ [0, b), with the maximum b equal to lim x→+∞ t(x) in (12). So, (11) is incomplete whenever the power of the growth of |X| becomes bigger than the permitted linear one.
(2) Optimality of the bound for F . For some ε > 0, put
dx with ν ε (x) = (1 + ε)x ε for x ≥ 1 and X ≡ 0. Equation (E 0 ) reduces tö
whenever x(t) ≥ 1. Thus, integrating with respect to t and considering the initial data x(0) =ẋ(0) = 1, the solution of equation (13) satisfieṡ
whence, the solution of this Cauchy problem in this region is the inverse of
which shows the incompleteness of x(t), as lim d dx where µ is defined on all R and µ(x) = |x| for |x| > 1. Equation (E 0 ) reduces toẍ (t) = −|x(t)|ẋ(t) whenever |x(t)| > 1.
As F is self-adjoint and satisfies the hypothesis (a 1 ) of Theorem 3, then the solutions of (14) are forward complete. However, x(t) = 2 t+1 , t ∈ (−1, 0], yields a backward inextensible and incomplete solution of (14) . Let us remark that F may represent a frictional force (increasing with |x| in an inhomogeneous medium), and the backward incompleteness implies the divergence (with the lapse of time) of the energy necessary to overcome such a force.
Trajectories under an autonomous potential
Throughout this section we assume X = −∇V . If F ≡ 0, the completeness of inextensible solutions of equation (E 0 ) has been studied in [12, Theorem 2.1(ii)] if V is bounded from below while in [20] if V is unbounded from below (see also [1, Theorem 3.7.15] ). Here, we generalize such results by including also the action of a (1,1) tensor field F. In order to investigate the completeness of equation (E 0 ), let us recall the following comparison result (see [1, Example 3 
.2.H] or [6]).
Lemma 3 (Comparison Lemma
)
If an inextensible C
According to [20] (see also [1, Definition 3.7.14]) a function V 0 : [0, +∞) → R is called positively complete, if it is C 1 , non-increasing and satisfies
where α is a constant such that α > V 0 (0), hence α > V 0 (s) for all s ∈ [0, +∞). It is easy to see that this condition is independent of which α is chosen. 
If S satisfies condition (a 1 ) (resp. (a ′ 1 )) in Theorem 3 and (a 3 ) a positively complete function V 0 exists such that
for some p 0 ∈ M, then γ is forward (resp. backward) complete.
Proof. As in the proof of Theorem 3, let I = [0, b) and, by contradiction, assume 0 < b < +∞. Introducing again the squared norm u(t) (see (7)), it is enough to prove that inequality (8) holds for some constant k > 0 (boundedness of u).
On one hand, by equations (E * 0 ), (6) and assumption (a 1 ), for all s ∈ [0, b) we have d ds
Hence, taking
and integrating (16) 
On the other hand, we get
where we have put
Thus, from (17) , assumption (a 3 ) and (18) , for all t ∈ [0, b) we obtaiṅ
the last inequality as V 0 is non-increasing. This property also assures that, taking
and the right-hand side of the inequality is positive. Now, let v 0 = v 0 (t) be the solution of the associated equalitẏ
with initial condition v 0 (0) = 0; explicitly:
From (20) it follows that v = v(t) is a subsolution of (21) with v(0) = v 0 (0). Thus, applying Lemma 2 as before,
So, in order to estimatev 0 (t), let us remark that (22) implieṡ
Choosing any t ∈ [0, b), the properties of V 0 imply V 0 (l γ (s)) ≥ V 0 (l γ (t)) for all s ∈ [0,t) and, hence,
with k γ = 2e 2c γ b (note that α − V 0 is positive); whence,
On the other hand, from definition (19) we have
Now, let f = f (t) be the unique inextensible solution of the Cauchy problem
As V 0 is positively complete, a direct check of the properties of ϕ implies that the first part of Lemma 3 applies, so f is defined for all t ≥ 0. Moreover, from (24) and the second part of Lemma 3 it follows Then each inextensible solution of (E * 0 ) must be complete. In particular, completeness of inextensible solutions of this equation holds whenever M is compact.
The non-autonomous case
Next, the non-autonomous case (E) will be reduced to the autonomous one by working on the manifold M × R (compare with the classical approach in [8, pp. 121-124] , for instance), and the two main theorems in the Introduction will be proven. Again, we consider first the general case. An analogous reasoning also proves the case when the external force comes from a potential, which is then widely analyzed.
General result
By taking into account the standard results on existence and uniqueness of solutions to second order differential equations, for each (v p ,t 0 ) ∈ T M × R (p ∈ M, v p ∈ T p M) we can consider the unique inextensible solution γ (vp,t 0 ) of (E) which satisfies γ (vp ,t 0 ) (t 0 ) = p andγ (vp ,t 0 ) (t 0 ) = v p .
Proposition 1. A curveγ(t)
if and only if γ solves (E) and τ(t) = at + b for some a, b ∈ R. Therefore, if the inextensible solutionsγ of (Ẽ 0 ) are complete, then so are the trajectories for the time-dependent equation (E).
Proof. The first assertion follows fromD˙γ dt = ( Dγ dt ,τ) and formulae (25). For the last one, if γ is any inextensible solution of equation (E), the corresponding curveγ(t) = (γ(t),t) is an inextensible solution of (Ẽ 0 ); by assumption,γ is complete and so is γ. (1) for S are equal to their counterparts (2) forX and the boundedness of the selfadjoint part ofF with respect tog (recall that theg-distance can be easily bounded in terms of g and dt 2 , and the distance on the dt 2 side is bounded by 2T ). Thus, the forward extendability ofγ follows from Theorem 3, as required. Similar arguments apply for proving the backward completeness case.
Trajectories under a non-autonomous potential
Throughout this subsection, the non-autonomous problem (E * ) is studied.
Remark 7.
As a difference with Theorem 1, now the main result (Theorem 2) will not be reduced directly to the autonomous case. The reason is that if we consider M,g,F as in the previous subsection, and putṼ : M × R → R simply equal to V , theñ ∇Ṽ = (∇ M V, ∂V /∂t). That is, the component ∂V /∂t makes intrinsically different the trajectories for∇Ṽ and ∇ M V (an analogous to Proposition 1 does not hold). Instead, we will modify directly the proof of Theorem 4. (1) and A T ,C T be the constants determined by the allowed growth of U = ∂V /∂t in (4). Thus, considering the steps of the proof of Theorem 4, from (18) and (19) we have d ds
integrating (26) we have that equation (17) changes into:
Taking into account also the at most quadratic bound for −V , we can choose constants A, C > 0 and construct the function V 0 (s) = −As 2 − C so that (27) yields:
where α > max{α γ , V 0 (0)}. Equation (28) 
we repeat the proof with (27) stated forγ(t). According to the claim (a) in Remark 8, the application of Theorem 1 for the case of potentials yields: As commented in the Introduction, the importance of the completeness theorems stated in the present paper leans not only upon themselves but also upon their applications in other fields, for example in Lorentzian Geometry. In fact, we consider the following application of the case of non-autonomous potentials to an important class of spacetimes in General Relativity. Any pp-wave such that its function H behaves qualitatively as (29) is geodesically complete.
In fact, as claimed in [10] , physically realistic pp-waves must have a function |H| with a growth at most quadratic along finite times (being the quadratic case a limit case of the properly realistic subquadratic case). Then, as an interpretation of our result: no physically realistic pp-wave develops singularities. Such a property goes in the same direction that other geometric properties on causality and boundaries for pp-waves, developed in [10] , [11] .
