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O problema de geração aleatória de objectos geométricos tem sido alvo de
uma intensa actividade de investigação. A importância dada a este classe de
problemas deve-se ao facto de permitir a simplificação da avaliação de
algoritmos. É frequente a impossibilidade de obter dados reais, de problemas e
aplicações do dia-a-dia, que permitam testar determinados algoritmos. Assim,
a geração aleatória de objectos geométricos é sem dúvida uma boa alternativa
para simular, o mais possível, situações reais.  
Nesta dissertação abordamos um desses problemas: o problema de geração
aleatória e uniforme de polígonos simples. Devido ao facto de que até agora
não se conhecem algoritmos minimamente eficientes para este problema,
tornou-se necessário o desenvolvimento de métodos heurísticos que permitem
gerar uma variedade considerável de diferentes polígonos. São diversos os
trabalhos que contribuíram para este estudo, os quais serão referidos ao longo
desta tese.  
Com o objectivo de testar e avaliar experimentalmente um subconjunto das
heurísticas analisadas foi desenvolvida uma aplicação que inclui uma interface
gráfica para facilitar a introdução de dados de entrada (pontos) e a
visualização dos resultados (polígonos gerados) por parte do utilizador. Esta































The random generation of geometrical objects has been heavily addressed by
the scientific community. The importance given to this class of problems is due
to the fact that it simplifies the algorithms' evaluation. It is usual not to obtain
real data, problems and day life applications that would allow the evaluation of
some algorithms. Consequently, the random generation of geometrical objects
is undoubtedly a good approach to simulate, as close as possible, real
situations. 
In this dissertation, we study one of such problems: the random and uniform
generation of simple polygons. Efficient algorithms are not known to the date,
so it is necessary to develop heuristic methods to generate a considerable
variety of different polygons. There are several works that contributed for this
subject and they will be referred along this thesis. 
Having in mind an experimental test and evaluation of a subset of the analyzed
algorithms, an application that includes a graphic interface has been developed
to make it easier for the user to insert data (points) and visualize
the final results (generated polygons). There is a detailed description of that
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O problema de geração aleatória de objectos geométricos tem sido alvo de uma 
intensa actividade de investigação. O seu estudo tem uma conotação especifica numa área 
das Ciências da Computação, mais concretamente na Geometria Computacional. A 
importância dada a este tipo de problemas deve-se ao facto de permitir a simplificação da 
avaliação de algoritmos. É frequente a impossibilidade de obter dados reais, de problemas 
e aplicações verdadeiras do dia a dia, que permitam testar determinados algoritmos. Assim, 
a geração aleatória de objectos geométricos é sem dúvida uma boa alternativa para simular, 
o mais possível, situações reais. São diversos os trabalhos que contribuíram para este 
estudo, os quais serão referidos ao longo deste trabalho. 
Nesta dissertação trataremos um dos problemas, que ainda hoje, se mostraram 
deveras desafiantes, o problema de geração aleatória e uniforme de polígonos simples. É 
conhecido [Auer & Held 1996] que, até ao momento, não existe nenhuma solução com 
complexidade temporal polinomial ou inferior para este problema. Por tanto, tornou-se 
necessário o desenvolvimento de métodos heurísticos que permitem gerar uma variedade 
considerável de diferentes polígonos. Como será discutido ao longo deste trabalho, estes 







2  Capítulo 1. Introdução 
 
 
1.1  Definição do Problema 
 
Seguidamente são apresentadas algumas definições essenciais para a formalização 
do problema que será o alvo fundamental de estudo deste trabalho.  
 
Definição 1.1 Uma cadeia poligonal (ou curva poligonal) é definida por um conjunto de n 
pontos distintos no plano v1, v2, …, vn e um conjunto de segmentos de recta e1, e2, …, en-1, 
onde cada segmento ei tem como extremos os pontos vi e vi+1. Uma cadeia poligonal 
denota-se por C = (v1, v2, …, vn). 
 
 Uma cadeia poligonal diz-se fechada se o último ponto da cadeia é igual ao 
primeiro, isto é, v1 = vn. Por outro lado, é simples se não existir intersecção entre quaisquer 
pares de segmentos não adjacentes (ver figura 1.1 (b) e (c)). Segundo o Teorema de Jordan, 
toda a cadeia poligonal simples fechada divide o plano em duas regiões: interior e exterior 
da cadeia. 
 
(a)                                   (b)                                  (c) 
 
Figura 1.1. (a) Cadeia poligonal não simples. (b) Cadeia poligonal simples. (c) Cadeia 
poligonal simples fechada. 
 
Definição 1.2 Dá-se o nome de polígono simples ao conjunto de pontos da região interior 
reunidos com os pontos da cadeia poligonal simples fechada.  
 
 Considera-se uma situação degenerada quando existem três vértices consecutivos. 
Na figura 1.2 pode-se observar exemplos de um polígono simples e de um não simples.  
Usualmente os segmentos e os pontos, da cadeia que define um polígono, são 
chamados arestas e vértices, respectivamente, do polígono. Um polígono com n vértices é 
frequentemente designado por n-gon. Um polígono P cujos vértices são v1, v2, …, vn, pode 
ser denotado por P = (v1, v2, …, vn).  
 
 





(a)                                       (b) 
 
Figura 1.2. (a) Polígono simples. (b) Polígono não simples (a cadeia poligonal que o define 
não é simples). 
 
Um polígono simples particiona o plano em duas regiões disjuntas, o exterior do 
polígono ext(P) e o interior do mesmo, int(P), reunido com a fronteira, fr(P). Tais regiões 
estão representadas na figura 1.3. 
 
Definição 1.3 Um polígono P diz-se orientado positivamente se ao percorrer a fronteira de 
P nesse sentido o interior de P encontra-se à esquerda de qualquer aresta orientada (vi, 
vi+1), analogamente, P tem orientação negativa se ao percorrer a fronteira do polígono o seu 
interior fica à direita de qualquer aresta orientada(vi, vi+1). 
 
No decorrer desta dissertação, assume-se que todos os polígonos estão orientados 
positivamente. A figura 1.3 ilustra um polígono orientado positivamente. 
 
 
Figura 1.3. Interior, fronteira e exterior de um polígono P em ordem positiva. 
 
Uma vez que se pretendem gerar polígonos de forma uniforme, é importante 
compreender o conceito de uniformidade neste contexto.  
 
Definição 1.4 No conjunto de todos os polígonos possíveis num conjunto S = {s1, s2, …, 
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polígonos, que podem ser gerados a partir do conjunto S, ocorrem com a mesma 
probabilidade. 
 
Supondo que se podem gerar k polígonos simples a partir de um determinado 
conjunto S de n pontos, gerar um polígono aleatório uniformemente implica gerar um 
qualquer polígono com probabilidade ଵ
௞
. Assim o problema em foco neste trabalho pode ser 
formalmente definido da seguinte forma: 
 
Dado um conjunto S = {s1, s2, …, sn}, de n pontos no plano, pretende-se 
gerar aleatoriamente e de forma uniforme todos os polígonos simples 
possíveis, cujos vértices são os pontos de S. 
 
 No seguimento deste trabalho, denota-se a cardinalidade, isto é, o número de 
elementos, de um conjunto S por |S|. 
 
 É fácil provar que para um conjunto S no plano, tal que |S| = n, existem no máximo 
ሺ௡ିଵሻ!
ଶ
 polígonos diferentes. Para isso, basta notar o seguinte: ao fixar-se o primeiro vértice 
de S, existem (n – 1)! possibilidades de organizar os restantes vértices. Contudo, cada 
polígono é contabilizado duas vezes, uma em que os vértices estão orientados 
positivamente e outra em que estão orientados negativamente, logo apenas deverão ser 
considerados os que estão definidos com uma determinada orientação. Obviamente nem 
todos os ሺ௡ିଵሻ!
ଶ
 polígonos são polígonos simples. Na figura 1.3 podem observar-se todos os 
polígonos possíveis para um determinado conjunto de 5 pontos, dos quais apenas 4, de um 
total de 12, são simples. Surge deste facto a grande dificuldade de contabilizar o número de 
polígonos simples possíveis de gerar a partir de um conjunto de pontos.  
 
 








        
          (g)                     (h)                    (i)                   (j)                    (k)                     (l) 
 
Figura 1.4. Polígonos que podem ser gerados num dado conjunto de 5 pontos. Os 
polígonos (e) – (l) são polígonos não simples. 
 
 
1.2 Motivações Fundamentais 
 
Para além do interesse teórico nos problemas de geração aleatória de objectos 
geométricos, estes problemas também apresentam aplicações práticas, tais como teste e 
avaliação de algoritmos para a resolução de problemas geométricos, que actuam sobre 
dados de entrada que correspondem a objectos geométricos. 
 
Quando se pretende testar um algoritmo, tem-se como objectivo principal verificar 
a sua correcção. Para isto, uma estratégia usual consiste em gerar dados de entrada, dados 
de teste, que cobram todas as possibilidades de escolha (ou desejavelmente um conjunto 
muito alargado) do problema em estudo. Contudo, na maioria das situações, dificilmente 
será possível considerar todos os casos, porque o número de diferentes dados de teste, 
necessários para cobrir todos os detalhes do algoritmo, é incomportável. Por este motivo, 
em vez de se considerarem todos os dados de entrada necessários para testar um algoritmo, 
consideram-se apenas classes de dados, isto é, dados que apresentam as mesmas 
característica gerais. Para tal, a geração aleatória de dados de entrada parece ser uma boa 
estratégia, uma vez que comporta uma alta probabilidade de cobrir todas as diferentes 
classes de dados de entrada. 
 No caso concreto de algoritmos para a resolução de problemas geométricos, os 
geradores aleatórios de objectos geométricos são de grande utilidade. Por um lado, 
escolhendo um gerador adequado, permitem a construção de determinados objectos 
considerados casos críticos para o algoritmo, por outro, permitem simular a aplicação do 
algoritmo a um número elevado de objectos geométricos gerados aleatoriamente.   
 
Uma outra aplicação da geração aleatória de objectos geométricos consiste em 
testar o desempenho de algoritmos, avaliando o seu comportamento num conjunto alargado 
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de situações. Obviamente, a utilidade dos algoritmos também depende da rapidez com que 
determinam uma solução correcta para um dado problema. Deste modo, faz sentido testar 
algoritmos, contabilizando os seus tempos de execução para diversos tamanhos de dados 
de entrada. Contudo, na prática é quase sempre impossível obter um número 
suficientemente grande de dados de entrada relevantes e, apesar disso, dificilmente se 
obtêm dados reais. Logo o tempo gasto na execução de um algoritmo não podem ser 
facilmente determinado. Desta forma, é bastante comum testar a complexidade temporal de 
algoritmos em dados gerados aleatoriamente. 
 
 
1.3 Estado de Arte do Problema 
 
De seguida irá ser apresentado um breve resumo dos trabalhos realizados nesta 
área, no qual se fará referência a alguns conceitos relevantes que serão definidos apenas na 
secção 1.4 deste capítulo.  
 Em 1992, Epstein e Sack, [Epstein & Sack 1992] apresentaram um algoritmo de 
complexidade O(n3) que faz a contagem das triangulações1 possíveis para um polígono 
simples com n vértices. A partir deste algoritmo construíram um outro, cuja ordem de 
complexidade é O(n4), para gerar aleatoriamente triangulações de um polígono simples, 
com distribuição de probabilidade uniforme. 
 Devroye, Epstein e Sack [Devroye et al. 1993], em 1993, realizaram estudos com o 
intuito de gerar aleatoriamente hiper-rectângulos num hiper-cubo unitário, tendo em conta 
que cada ponto do hiper-cubo tinha probabilidade p de ser coberto. Eles estudaram, 
também, o problema de geração aleatória de intervalos compreendidos no intervalo [0, 1], 
comparando vários métodos baseados na distribuição do comprimento dos intervalos e 
baseados na distribuição do ponto médio. 
 No ano seguinte, Atkinson e Sack [Atkinson & Sack 1994] trabalharam sobre a 
geração uniforme de florestas de altura restrita. Inicialmente apresentaram um algoritmo 
recursivo para a contagem de todas as florestas k-way, isto é, sequências ordenadas de 
árvores que são constituídas por um nó raiz e uma sequência de k sub-árvores, também 
elas, k-way. Este algoritmo apresenta complexidade O(n3h), onde h é a altura da árvore 
 Relativamente ao estudo da geração de polígonos simples em particular, várias são 
as abordagens idealizadas. Em 1991, O’Rourke e Virmini [O’ Rourke & Virmani 1991] 
apresentaram uma estratégia para gerar aleatoriamente polígonos simples, contudo nessa 
                                                          
1 Uma triangulação de um polígono consiste na partição de um polígono em triângulos disjuntos dois a dois. 




estratégia os vértices não permanecem fixos, movimentando-se enquanto o polígono é 
construído. 
 Mais tarde, Zhu et al [Zhu et al. 1996] apresentaram um algoritmo linear que gera 
aleatoriamente polígonos x-monótonos, a partir de um conjunto de n pontos, após um pré-
processamento de tempo O(k), onde n < k < n2. Propuseram, também, um algoritmo de 
complexidade O(n3) para gerar polígonos convexos, cujos vértices são subconjuntos de um 
conjunto de n vértices dados. 
 Auer e Held, em 1996, [Auer & Held 1996] analisaram e propuseram diversas 
heurísticas para geração aleatória de polígonos simples e polígonos estrelados. Faz parte 
deste estudo a implementação dessas heurísticas num único trabalho denominado RPG – 
Random Polygon Generator. 
Em 1999, Sohler [Sohler 1999] propõe um algoritmo de geração uniforme e 
aleatória de polígonos estrelados a partir de um conjunto de pontos dado que não admite 
polígonos estrelados degenerados. A complexidade temporal do mesmo é O(n2 log n), 
enquanto que a espacial é linear. 
Mais recentemente, Campello [Campello 2003] apresentou uma abordagem para a 
geração de polígonos simples que, em vez de iniciar com um conjunto de vértices, apenas 
recebe como dado de entrada o número mínimo de vértices que o polígono deverá ter. 
Um outro trabalho de Toussaint, Sitaru e Ruso, Polygonization of Points Sets 
[Toussaint et al.], apresenta outras heurísticas para gerar polígonos aleatoriamente, porém, 
gera um número muito limitado de polígonos.  
No capítulo seguinte explica-se em detalhe uma grande parte das heurísticas e 
algoritmos referidos anteriormente. 
 
 
1.4 Definições e Notações 
 
Nesta secção são apresentados conceitos e notações que serão utilizados ao longo 
desta dissertação e que servem de base a tudo o que se trata nos capítulos seguintes. 
Oportunamente, serão introduzidas novas definições noutras secções que, em particular, as 
usam. 
 Como ponto de partida para o problema de geração aleatória e uniforme de 
polígonos simples, tem-se um conjunto de n pontos no plano que constituem os vértices de 
um polígono, esse conjunto é denotado por S e os seus elementos por s1, s2, …, sn. 
Aquando da descrição dos algoritmos, normalmente, os pontos de S são numerados 
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segundo a ordem a que os algoritmos os adicionam ao polígono. Um ponto p é definido por 
um par de coordenadas (x, y), as quais tomam valores reais. 
 Uma linha ou recta definida por dois pontos distintos p e q é determinada pela 
combinação linear ߙp + (1 – ߙ)q, ߙ ∈ Թ, e denota-se por l(p, q). Ao limitarem-se os 
valores de ߙ, tal que ߙ ∈ [0, 1], obtém-se o segmento de recta de extremos p e q, que se 
representa por pqതതത. 
Durante a exposição dos métodos, o polígono obtido após a execução da iteração k 
do algoritmo é denotado por Pk. Os vértices de um polígono são denotados por vi, {v1, v2, 
…, vn}, e uma aresta e com extremos nos vértices vi e vj será denotada por (vi, vj). Um 
polígono composto por apenas três vértices é um triângulo. O triângulo cujos vértices são 
p, q e r é denotado por ᇞ(p, q, r).  
  
Definição 1.5 Dado um polígono P e dois pontos p, q ∈ P, diz-se que o ponto p vê o ponto 
q (ou q é visível de p) se e só se o segmento pqതതത não intersecta o exterior do polígono, isto 
é, se pq തതത ځ P = pqതതത. 
 
Segundo esta definição, assume-se que pqതതത pode estar sobre a fronteira de P. Um 
exemplo desta situação está ilustrada na figura 1.5, onde se pode constatar que p vê r. 
Obviamente, se um ponto p vê um ponto q então q também vê p, e deste modo diz-se que p 
e q são visíveis. De forma semelhante, diz-se que um segmento qr തതത é completamente visível 
de um ponto p se todos os pontos de qr തതത são visíveis de p. 
 
 
Figura 1.5. O ponto p vê r e s, mas não vê q. 
 
Definição 1.6 Chama-se núcleo de um polígono P ao conjunto de pontos K ك P, tal que 
todos os pontos de P são visíveis a partir de todos os pontos de K. Formalmente define-se 
da seguinte forma: K = {p ∈ P: ׊q ∈ P, p vê q} = {p ∈ P: ׊q ∈ P,  pq തതത ځ P = pqതതത}. 
 
É de notar que o núcleo de um polígono é sempre um polígono convexo. No 









Definição 1.7 Um polígono simples P diz-se estrelado se K ≠ ׎. Isto significa que P é 
estrelado se existe pelo menos um ponto p ∈ P que vê todos os outros pontos de P. 
 
Deste modo, é evidente que todo o polígono convexo é também um polígono 
estrelado, uma vez que o núcleo é o próprio polígono. Caso K possua área nula, isto é, caso 
K seja um ponto único ou um segmento de recta, então o polígono estrelado diz-se 
degenerado. O polígono da figura 1.6 é um polígono estrelado, uma vez que o seu núcleo é 
diferente do vazio. 
 
 
Figura 1.6. Polígono estrelado e respectivo núcleo. 
 
Definição 1.8 Um polígono P é convexo se e só se o núcleo de P é o próprio polígono P. 
(ver exemplo da figura 1.7 (a)). 
 
 
          (a)                                      (b) 
 
Figura 1.7. (a) Polígono convexo. (b) Polígono não convexo. 
 
Definição 1.9 O invólucro convexo de um conjunto de pontos S é o menor polígono 
convexo que contém S e é denotado por conv(S) (ver figura 1.8). 
 
Esta definição é equivalente a afirmar que conv(S) é a intersecção de todas as 
regiões convexas que contêm S ou como sendo a união de todos os triângulos definidos por 
pontos de S. Desta forma, o invólucro convexo de um polígono P, conv(P), é o invólucro 
convexo do conjunto dos seus vértices. Na figura 1.8 está representado o invólucro 









Figura 1.8. Invólucro convexo de um conjunto de pontos. 
 
Definição 1.10 Uma cadeia poligonal C diz-se monótona em relação a uma recta l, se a 
intersecção entre qualquer recta l’, perpendicular a l, e C é conexa, isto é, se l’ ځ C é o 
vazio, um único ponto ou um único segmento de recta. 
 
Definição 1.11 Um polígono simples P é monótono em relação a uma recta l, se a sua 
fronteira pode ser decomposta em duas cadeias poligonais monótonas relativamente à 
mesma recta l. Um polígono simples diz-se monótono se o é em relação a alguma recta. 
 
No caso de um polígono ser monótono relativamente à recta de equação y = 0 (eixo 
dos xx’s), diz-se que o polígono é x-monótono. Neste caso, as cadeias poligonais x-
monótonas em que se decompõe a fronteira são denominadas cadeia topo, Ct, e cadeia 
base, Cb. Na figura 1.9 (a) está presente um polígono deste tipo. 
 
 
(a)                                          (b) 
 
Figura 1.9. (a) Polígono x-monótono. (b) Polígono que não é x-monótono.  
 
Definição 1.12 Um polígono é ortogonal se o conjunto das suas arestas é formado apenas 

















Figura 1.10. Polígono ortogonal. 
 
 Um polígono ortogonal com n vértices é usualmente designado por n-ogon. 
 
Ao longo desta dissertação, é assumido que todos os conjuntos de pontos estão em 
posição geral, isto é, não existem três ou mais pontos colineares e não existem quatro 
pontos sobre o mesmo círculo.  
 
 
1.5 Organização do Texto 
 
Esta dissertação é constituída por 5 capítulos, sendo que esta primeira parte, 
Capítulo 1, é uma introdução ao estudo que posteriormente irá ser realizado. Aqui será 
apresentado formalmente o problema de geração aleatória e uniforme de polígonos simples 
e referidas as motivações que levaram ao seu estudo. De seguida, é feito um pequeno 
resumo do trabalho realizado nessa área até ao momento actual, referenciando os nomes 
mais relevantes e, de forma sintetizada, descrevendo o contributo de cada um. Ainda neste 
capítulo são introduzidos os conceitos mais importantes que irão sendo utilizados ao longo 
da dissertação. No Capítulo 2 serão apresentados alguns dos algoritmos e heurísticas 
propostos por diversos investigadores. Por vez, cada um é estudado em pormenor, 
analisando os vários passos que executa, as suas característica mais relevantes e o conjunto 
de resultados que permite obter. Seguidamente, no capítulo 3, é estudada uma nova 
abordagem para a geração de polígonos simples, proposta muito recentemente por quatro 
investigadores deste problema. No Capítulo 4 é descrita em detalhe a implementação de 
parte dos algoritmos descritos no Capítulo 2, bem como as características principais da 
interface gráfica criada para a referida aplicação, de forma a esta ser facilmente 
manipulada por parte dos utilizadores. Também neste capítulo, é efectuada uma análise dos 
resultados obtidos experimentalmente, utilizando a aplicação desenvolvida, e realizada 
uma comparação dos algoritmos estudados, no que diz respeito às características dos 
resultados produzidos. Finalmente, no Capítulo 5, apresentam-se de forma sucinta os 
principais resultados e conclusões mais relevantes, bem como alguns dos problemas que se 









Algoritmos e Heurísticas 
 
 
Como referido anteriormente, o problema, sobre o qual esta dissertação trata, 
consiste em gerar aleatória e uniformemente polígonos simples a partir de um dado 
conjunto de pontos. Até ao momento, não é conhecido qualquer algoritmo de 
complexidade de tempo polinomial, para a geração uniforme de polígonos simples. Desta 
forma, faz sentido criar heurísticas que, apesar de não gerarem uma solução óptima para o 
problema, permitem gerar um número significativo de polígonos simples ou, restringindo o 
problema de geração aleatória de polígonos simples, gerar apenas polígonos de uma 
determinada classe, como por exemplo, polígonos estrelados, monótonos ou ortogonais. 
 Neste capítulo são apresentadas as principais heurísticas que foram propostas nos 
últimos anos. Nas primeiras três secções são apresentados algoritmos que permitem a 
geração aleatória de polígonos estrelados, polígonos monótonos e polígonos ortogonais, 
respectivamente. Na quarta secção são expostas diversas heurísticas para a geração 
aleatória de polígonos simples. Por fim, são descritos dois algoritmos que implementam 
estratégias que diferem um pouco das restantes, uma vez que geram aleatoriamente 
polígonos movimentando os seus vértices, ao contrário dos outros algoritmos que 
implementam estratégias que se executam num conjunto fixo de vértices. 
 Inicialmente, para cada heurística, é realizada uma explicação pormenorizada do 
funcionamento do algoritmo e, se necessário, são apresentadas algumas definições e notas 
importantes relativamente à heurística em estudo. Será também estudada a sua 
complexidade, bem como as características principais da solução que se obtém por 
aplicação da heurística. Por fim, para a maioria dos algoritmos, são ilustradas e explicadas 
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em detalhe cada uma das suas iterações e decisões tomadas, utilizando para tal um 
exemplo da sua aplicação a um determinado conjunto de dados de entrada. 
 Os títulos das heurísticas apresentadas de seguida são mantidos na sua versão 




2.1 Polígonos Estrelados 
 
Nesta secção, são apresentados algoritmos que visam gerar aleatoriamente 
polígonos estrelados. Para todos eles, é assumido que os dados de entrada são constituídos 
por um conjunto de pontos S = {s1, s2, …, sn}, cujos elementos são os vértices dos 
polígonos gerados. Os três primeiros algoritmos descritos de seguida são parte integrante 
de um trabalho realizado por Auer e Held, referido na literatura por RPG [Auer & Held 
1996]. A heurística Radar Sweep faz parte do trabalho Polygonization of Points Sets 
[Toussaint et al.], realizado por Toussaint, Sitaru e Ruso. 
 
 
2.1.1 Star Arrange 
 
Este algoritmo é baseado no conceito de arranjo de rectas (ou arranjo de linhas). 
Um arranjo de rectas é definido como um conjunto de rectas, L, dispostas no plano, que 
induz uma partição do mesmo, constituída por vértices, arestas e faces. Os vértices 
correspondem aos pontos de intersecção entre rectas, as arestas são os segmentos de recta 
compreendidos entre intersecções (as arestas são sempre limitadas) e as faces são as 
regiões convexas limitadas ou não limitadas por arestas (ver figura 2.1 (a)). 
 
Definição 2.1 Seja S um conjunto de n pontos no plano. O arranjo de rectas induzido por S 
consiste no conjunto de todas as rectas definidas por quaisquer dois pontos de S (ver figura 
2.1 (b)). 
 
De seguida será mostrado que a partir da construção do arranjo de rectas, induzido 
por um conjunto de pontos S, é possível determinar os núcleos, correspondentes a todos os 
polígonos estrelados cujos vértices são os pontos desse conjunto.  
 





(a)                                                                    (b) 
 
Figura 2.1. (a) Arranjo de rectas. (b) Arranjo de rectas induzido por um conjunto de 5 
pontos. 
 
O núcleo de um polígono estrelado P com n vértices pode ser determinado através 
da intersecção dos n semi-planos, definidos a partir de cada uma das arestas do polígono P. 
Da definição de núcleo, apresentada no Capítulo 1, sabe-se que todos os vértices de P são 
visíveis a partir de todos os pontos pertencentes ao núcleo de P. Deste facto, segue o 
seguinte lema, cuja demonstração poderá ser encontrada em [Auer 1996]. 
 
Lema 2.1 Sejam P1 e P2 dois polígonos estrelados diferentes e sejam K1 e K2 os núcleos de 
P1 e P2, respectivamente. A intersecção entre K1 e K2 é o vazio ou consiste apenas numa 
única aresta ou num único vértice (ver figura 2.2). 
 
 
            (a)                   (b) 
 
Figura 2.2. Dois polígonos estrelados num conjunto de pontos S cujos núcleo apenas se 
intersectam numa aresta. 
 
Obviamente, dado o conjunto de vértices do polígono estrelado P, este fica 
completamente definido assim que o seu núcleo esteja especificado. Isto deve-se ao facto 
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pela ordem em que os vértices aparecem em torno de p. Esta ordem é igual para todos os 
pontos no interior de K(P). 
Por outro lado, é fácil observar que todos os núcleos estão no interior do invólucro 
convexo de S, conv(S), e que qualquer ponto no interior do conv(S) pertence pelo menos a 
um núcleo (ver figura 2.3). Deste modo, o conjunto dos núcleos de todos os polígonos 
estrelados em S formam uma partição do conv(S). O seguinte lema relaciona esta partição 
com o arranjo de rectas induzido por S (ver demonstração de Auer [Auer 1996]). 
 
Lema 2.2 Seja ࣛ o arranjo de rectas induzido por todas as rectas definidas por quaisquer 
dois pontos de S. Então, cada face de ࣛ pertencente ao interior do conv(S) faz parte de 
exactamente um núcleo. 
 
Uma outra propriedade importante consiste no facto de, dados dois núcleos 
adjacentes, separados pela recta definida por dois vértices consecutivos, os polígonos que 
correspondem a cada um desses núcleos diferem apenas na ordem relativa dos vértices, que 
definem a recta de suporte da aresta que os núcleos têm em comum. 
 Deste modo, pode-se concluir, que o arranjo de rectas, induzido por todas as rectas 
l(si, sj), onde 1 ≤ i < j ≤ n, contém os núcleos de todos os polígonos estrelados em S. 
 Na figura 2.3, pode-se observar o arranjo de rectas induzido a partir de um 
conjunto de cinco pontos, restringido ao invólucro convexo desses mesmos pontos. Estão 
também visíveis os núcleos de todos os polígonos estrelados possíveis nesse conjunto de 
pontos. Para o conjunto de pontos da figura 2.3, existem quatro polígonos estrelados (ver 
figura 2.4), cujos núcleos são constituídos pelas seguintes faces do arranjo de rectas: as 
faces 1 até à 8 constituem o núcleo do polígono da figura 2.4 (a), as faces 9 até à 11 
formam o núcleo do polígono da figura 2.4 (b), o núcleo do polígono da figura 2.4 (c) é 
formado pelas faces 12 até à 14 e, finalmente, a face 15 constitui o núcleo do polígono da 
figura 2.4 (d). 
 
 




2 3 4 5 
6 7 8 9 10 12 13 
15 11 14





                      (a)                             (b)                            (c)                            (d) 
 
Figura 2.4. Polígonos estrelados gerados a partir do conjunto de pontos da figura 2.1(b). 
 
 Como referido anteriormente o algoritmo Star Arrange gera polígonos estrelados 
num conjunto de pontos S, baseando-se no conceito de arranjo de rectas. Este algoritmo 
constrói todos os núcleos possíveis e, desse modo, escolhendo aleatoriamente um núcleo, 
gera de modo aleatório e uniforme um polígono estrelado. Por este facto, este algoritmo 
incide apenas na construção dos núcleos possíveis em S. Após a construção do arranjo de 
rectas induzido por S, restringido ao conv(S), os núcleos são obtidos através de uma 
estratégia de pesquisa em profundidade que consiste nos seguintes passos: 
 
1. Escolher aleatoriamente uma face e marcá-la como visitada. 
 
2. Construir o polígono estrelado P definido por essa face, isto é, considerando 
que a face é o seu núcleo. Para tal basta escolher um ponto p no interior da face 
e ordenar os pontos de S em redor de p. 
 
3. Para cada uma das arestas e da fronteira da face actual, fazer: caso a face 
adjacente que partilha a aresta e fizer parte do mesmo núcleo que a face activa 
(basta verificar se os dois vértices que definem a recta de suporte da aresta e 
não são consecutivos relativamente à ordem dos vértices de P), continuar a 
analisar, da mesma forma, as arestas dessa face adjacente, utilizando P. Caso 
contrário, inverter a ordem dos vértices que definem a recta de suporte da aresta 
e e continuar com esta nova face (a face adjacente) e com o novo polígono 
(resultante da alteração na ordem dos dois vértices). 
 
Como se pode constatar á medida que se vão analisando as várias faces do arranjo 
de rectas vão se construindo os vários núcleos relativos a diferentes polígonos. 
Seguidamente é apresentada a estrutura geral (pseudo-código) do algoritmo Star Arrange, 
descrito anteriormente. 
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H1: Algoritmo Star Arrange 
Entrada: conjunto S de n pontos. 
Saída: conjunto dos núcleos dos polígonos estrelados em S. 
1. Construir arranjo de rectas induzido por S 
2. Escolher aleatoriamente uma face e marcá-la como visitada 
3. Construir o polígono P definido pela face actual 
4. Para cada aresta e da face actual 
5.   Se a face adjacente fizer parte do mesmo núcleo que a face actual 
6.          Continuar no passo 4 com a face adjacente 
7.   Senão 
8.          Inverter a ordem dos vértices que definem a recta suporte de e 
9.          Continuar em 4 com a face adjacente e com o novo polígono 
 
 
Complexidade e Características da Solução do Algoritmo 
 
Facilmente se pode observar que o número de rectas l(si, sj), onde 1 ≤ i < j ≤ n, é 
limitado por O(n2). Existe um teorema [Berg et al. 1997]] que afirma que o número de 
faces do arranjo de rectas induzido por essas rectas é limitado por O(n4). Logo, o número 
máximo de polígonos estrelados possíveis num conjunto de n pontos é no máximo O(n4). 
O arranjo de rectas pode ser construído através de um algoritmo incremental de 
complexidade temporal O(n4) (ver em [O’ Rourke 1994]). Por sua vez, a obtenção dos 
núcleos, utilizando a estratégia acima descrita, é realizada em tempo proporcional ao 
número de faces do arranjo de rectas, logo o algoritmo Star Arrange apresenta uma 
complexidade temporal O(n4). Relativamente ao espaço utilizado, a complexidade é 
também O(n4), contudo se se pretender ir armazenando os k polígonos resultantes a 
complexidade passa para O(n4 + nk). 
Este algoritmo permite gerar aleatória e uniformemente todos os polígonos 
estrelados, uma vez que, como justificado anteriormente, constrói todos os núcleos em S. 
 
 
2.1.2 Star Universe 
 
Uma vez que o algoritmo anterior consome demasiada memória, não apresenta 
grande praticabilidade na geração de polígonos estrelados. Assim foi proposto um novo 
polígono, o Star Universe, cuja complexidade espacial é sensível ao resultado de saída. 




 Ao contrário do algoritmo anterior que construía o arranjo de rectas induzido pelas 
rectas l(si, sj), onde 1 ≤ i < j ≤ n, este analisa cada uma dessas rectas procurando pelas 
intersecções com as restantes rectas, ordenando-as segundo a suas abcissas ou segundo as 
suas ordenadas (esta última apenas no caso de a recta ser vertical). Dado que todos os 
núcleos estão obrigatoriamente no interior do conv(S), pode-se restringir cada uma das 
rectas l(si, sj) à porção que pertence ao conv(S). Para encontrar o primeiro polígono 
estrelado P basta calcular o ponto médio das duas primeiras intersecções e ordenar os 
pontos de S em redor desse ponto. Note-se que no caso da recta em estudo coincidir com 
uma aresta de um polígono, então estão encontrados dois polígonos diferentes. 
De seguida, para cada ponto de intersecção p (iniciando no segundo) numa 
determinada recta é determinada qual a recta l que lhe deu origem. Se a recta l for colinear 
com uma aresta de P então a ordem relativa dos vértices correspondentes a essa aresta é 
revertida, prosseguindo com o seguinte ponto de intersecção. Neste processo só são 
considerados as intersecções que não coincidem com nenhum vértice. 
 De seguida apresenta-se o pseudo-código do algoritmo. 
 
 H2: Algoritmo Star Universe 
 Entrada: conjunto S de n pontos. 
Saída: conjunto dos polígonos estrelados em S. 
1. Construir as linhas l(si, sj), 1 ≤ i < j ≤ n,  restritas ao conv(S) 
2. Para cada linha l(si, sj), 1 ≤ i < j ≤ n 
3.   Determinar intersecções com todas as outras linhas 
4.   Ordenar as intersecções segundo uma das coordenadas 
5.   Determinar o polígono inicial P 
6.          Calcular ponto médio das 2 primeiras intersecções 
7.          Ordenar os pontos de S em torno do ponto médio 
8.          Ligar os pontos de S por essa ordem 
9.   Para cada ponto de intersecção (iniciando no segundo) 
10.          Determinar a linha l que gerou a intersecção 
11.          Se l coincidir com uma das arestas de P 
12. Trocar a ordem dos pontos que definem l, obtendo novo 
polígono 
 
Durante a execução deste algoritmo, verifica-se que um mesmo polígono poderá ser 
obtido mais do que uma vez. Deste modo é necessário ter em conta os polígonos que vão 
sendo gerados e adicionar apenas os que aparecerem pela primeira vez.  
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Complexidade e Características da Solução do Algoritmo 
 
O algoritmo Star Universe pode ser implementado com uma complexidade 
temporal de O(n5 log n). Isto verifica-se, uma vez que o número de rectas l(si, sj), onde 1 ≤ 
i < j ≤ n, é limitado por O(n2), para cada uma dessas rectas são encontrados e ordenadas 
todas as intersecções, o que toma um tempo O(n2 log n), e para a análise efectuada em cada 
intersecção é gasto um tempo linear. Por sua vez, a complexidade espacial é de apenas 
O(n2 + k), onde k é o número de polígonos estrelados em S. 
 Este algoritmo permite gerar aleatória e uniformemente polígonos estrelados, 
bastando para tal enumerar os polígonos gerados e escolher um aleatoriamente. 
 
 
2.1.3 Quick Star 
 
As complexidades, tanto temporal como espacial, dos dois algoritmos apresentados 
anteriormente, são bastante elevadas. Deste facto surge a necessidade de apresentar uma 
heurística mais rápida, capaz de gerar aleatoriamente polígonos simples. Tal heurística é 
apresentada a seguir. 
 Como referido na parte introdutória da secção dedicada ao algoritmo Star Arrange, 
qualquer ponto p pertencente ao interior do conv(S) pertence a um núcleo, que por sua vez 
define um polígono estrelado. Note-se que se p está numa aresta ou vértice do arranjo de 
rectas induzido por S no máximo quatro polígonos estrelados podem ser definidos. 
 O algoritmo Quick Star, baseia-se no resultado anterior e segue uma estratégia 
relativamente simples. Inicialmente, escolhe aleatoriamente um ponto p no interior do 
conv(S) e de seguida ordena os pontos de S em redor de p (ordenados positivamente, uma 
vez que se pretende que o polígono gerado possua ordem positiva, como assumido no 
capítulo 1). Esta ordem define a ordem dos vértices do polígono estrelado. 
Para determinar aleatoriamente um ponto p no interior do conv(S), segue-se a 
estratégia apresentada a seguir. Por definição o conv(S) é a união de todos os triângulos 
formados por pontos de S. Sendo assim, basta escolher três pontos de S arbitrariamente e 
calcular o baricentro do triângulo formado por esses pontos. Assim, garantidamente o 
ponto correspondente ao baricentro pertence ao interior do conv(S). Uma outra solução 








H3: Algoritmo Quick Star 
Entrada: conjunto S de n pontos. 
Saída: um polígono estrelado cujos vértices são os pontos de S. 
1. Determinar conv(S) 
2. Escolher aleatoriamente um ponto p ∈ int(conv(S)) 
3. Ordenar os pontos de S em redor de p 
4. Ligar os pontos por essa ordem 
 
 
Complexidade e Características da Solução do Algoritmo 
 
Realizando uma análise da complexidade do Quick Star, pode concluir-se que este 
possui uma complexidade temporal O(n log n). Tal se confirma, uma vez que o invólucro 
convexo de S pode ser construído em tempo O(n log n) e, também no mesmo tempo, pode 
ser realizada a ordenação dos pontos em redor de p. Relativamente à fase que consiste em 
encontrar um ponto no interior do conv(S), escolher aleatoriamente três pontos de S e 
calcular o baricentro do triângulo por eles formado necessita de um tempo constante. 
 No que diz respeito à memória utiliza, o algoritmo é O(n). 
 Esta heurística permite gerar aleatória e uniformemente qualquer polígono 
estrelado num determinado conjunto de pontos. 
 
 
Exemplo da Geração de um Polígono 
 
Com o intuito de uma melhor compreensão deste algoritmo descrito, é apresentado 
a seguir um exemplo de um conjunto de pontos no qual se aplicam os diverso passos do 
Quick Star. O conjunto de pontos S utilizado é constituído por sete pontos e é visível na 
figura 2.5 (a). A figura 2.5 (b) mostra o invólucro convexo de S e um ponto no seu interior, 
denotado por p, está ilustrado na figura 2.5 (c). Seguidamente é feita uma ordenação dos 
pontos de S em redor de p no sentido positivo (ver figura 2.5 (d)), obtendo-se a ordenação 
presente na figura 2.5 (e). Finalmente, ligando os pontos pela ordem estabelecida é obtido 









           
                 (a)                                      (b)                                     (c) 
 
 
                 (d)                                      (e)                                     (f) 
 
Figura 2.5. Fases do algoritmo Quick Star aplicado a um conjunto S com 7 pontos. 
 
 
2.1.4 Radar Sweep 
 
Esta heurística utiliza uma estratégia muito simples, contudo, permite a geração de 
um número muito reduzido de polígonos estrelados. 
 Essencialmente, os passos seguidos consistem em escolher um dos pontos extremos 
de S, p0, e determinar o polígono estrelado P cujo núcleo contém p0, isto é, um polígono tal 
que p0 vê todos os outros vértices. 
 Consideram-se pontos extremos de S os pontos que possuem abcissa mínima, 
abcissa máxima, ordenada mínima ou ordenada máxima. Destes pontos é escolhido um, p0, 
aleatoriamente. Obviamente, poderá existir mais do que um ponto com abcissa (ordenada) 
mínima ou com abcissa (ordenada) máxima, contudo, uma vez assumido que os pontos de 
S estão em posição geral, não poderão existir mais de 2 pontos com a mesma abcissa ou 
ordenada. Assim, no máximo escolhe-se aleatoriamente um ponto extremo de um total de 
oito pontos. 
 De seguida, de forma a garantir que p0 veja todos os vértices do polígono P gerado, 












ordem, obtendo-se o polígono estrelado P. Apresentam-se de seguida, de forma 
estruturada, os diferentes passos desta heurística. 
 
 H4: Algoritmo Radar Sweep 
Entrada: conjunto S de n pontos. 
Saída: um polígono estrelado cujos vértices são os pontos de S. 
1. Escolher aleatoriamente um ponto extremo p0 
2. Ordenar os pontos de S \ {p0} em redor de p0 
3. Unir os pontos pela ordem determinada, obtendo P 
 
 
Complexidade e Características da Solução do Algoritmo 
 
Como se pode constatar, esta heurística tem complexidade temporal O(n log n): o 
primeiro passo, que consiste em escolher aleatoriamente um ponto extremo, é executado 
em tempo constante; a ordenação dos pontos pode ser realizada em tempo O(n log n). 
Assim, facilmente se conclui, que a complexidade do algoritmo depende do tempo 
necessário na ordenação dos pontos. 
 Relativamente ao espaço utilizado, é sem duvida linear, uma vez que apenas se 
necessita de armazenar os pontos ordenados de S. 
 O ponto fraco deste algoritmo prende-se com o facto de gerar um número muito 
limitado de polígonos estrelados. No máximo permite gerar oito polígonos diferentes, uma 
vez que, como já foi referido, no máximo existem oito pontos extremos, na figura 2.6, está 
presente um exemplo de um conjunto S, |S| = 7, e os respectivos polígonos possíveis de 
gerar a partir da heurística Radar Sweep. Também se verifica facilmente através da figura 
2.6, que os polígonos estrelados gerados por esta heurística, não são gerados de forma 
uniforme. O polígono da figura 2.6 (a) é gerado a partir da escolha de um único ponto 
extremo, o ponto de menor abcissa. Por outro lado o polígono da figura 2.6 (d) é gerado 












    (a)                                 (b)                                (c)                                (d) 
 
Figura 2.6. Polígonos possíveis de gerar utilizando Radar Sweep, num conjunto S, tal que 
|S| = 7. 
 
 
Exemplo da Geração de um Polígono 
 
Apesar da simplicidade desta heurística, apresenta-se de seguida uma ilustração da 
sua aplicação a um conjunto S de nove pontos (ver figura 2.7 (a)). Inicialmente, é escolhido 
aleatoriamente o ponto extremo p0 que, neste caso, consiste no ponto de S de menor 
ordenada. De seguida, como se pode ver na figura 2.7 (b), os restantes pontos de S são 
ordenados em redor de p0. Ligando os pontos pela ordem definida, é obtido o polígono 
estrelado ilustrado na figura 2.7 (c). 
 
 
       (a)                                               (b)        (c) 
 
Figura 2.7. Aplicação do Radar Sweep a um conjunto S de 9 pontos. 
 
 
2.2 Polígonos Monótonos 
 
O problema de geração de polígonos monótonos foi analisado por Zhu, Sundaram, 















se apresenta de seguida. Tal como anteriormente, considera-se como dados de entrada um 
conjunto S de n pontos, a partir dos quais se pretende gerar um polígono monótono, mais 





Este algoritmo inicialmente faz a contagem de todos os polígonos x-monótonos 
possíveis num determinado conjunto de pontos S e de seguida é escolhido um 
aleatopriamente.  
No decorrer desta secção, assume-se que os pontos de S estão ordenados segundo 
as suas abcissas e que não existem dois pontos com a mesma abcissa. Denota-se por s1 o 
ponto de S com menor abcissa e por Sk o conjunto dos primeiros k pontos de S (Sk = {s1, s2, 
…, sk}). O número total de polígonos x-monótonos cujos vértices constituem o conjunto de 
pontos Sk é denotado por N(Sk). Para simplificar a nomenclatura usada, diz-se polígono 
monótono em vez de polígono x-monótono. 
 Por definição, sabe-se que a fronteira de qualquer polígono monótono pode ser 
decomposta em duas cadeias monótonas, a cadeia topo Ct e a cadeia base Cb. Supondo que 
os vértices do polígono são os pontos de Sk, então s1 é o vértice mais à esquerda do 
polígono e sk o vértice mais à direita (uma vez que os vértices de Sk estão ordenados 
segundo as abcissas). Claramente, tanto s1 como si pertencem a ambas as cadeias Ct e Cb 
(ver figura 2.8).  
 
 
Figura 2.8. Polígono monótono gerado a partir de um conjunto S7 e respectivas cadeias 
monótonas. 
 
 A ideia geral da fase da contagem consiste em ir determinando recursivamente os 
valores de N(Sk), isto é, o número de polígonos monótonos que se podem gerar com os 
primeiros k pontos de S, 1 ≤ k ≤ n. É fácil observar que num polígono monótono com 
conjunto de vértices Sk, a aresta (sk-1,sk) é uma das duas arestas adjacentes a sk, logo (sk-1,sk) 
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polígonos monótonos em Sk em dois subconjuntos: o conjunto T(Sk) que contém todos os 
polígonos monótonos em Sk, tais que a aresta (sk-1,sk) pertence à cadeia Ct, e o conjunto 
B(Sk) que contém todos os polígonos monótonos em Sk tais que a aresta (sk-1,sk) pertence à 
cadeia Cb. Sejam |T(Sk)| e |B(Sk)| a cardinalidade destes conjuntos. Verifica-se a seguinte 
relação, apresentada no lema 2.3, cuja demonstração pode ser encontrada em [Zhu et al. 
1996]. 
 
Lema 2.3 Para qualquer conjunto de pontos Sk, k > 2, a cardinalidade do conjunto que 
representa todos os polígonos monótonos que podem ser gerados a partir de um conjunto 
Sk é dado por: N(Sk) = |T(Sk)| + |B(Sk)|. 
 
Com o intuito de determinar |T(Sk)| e |B(Sk)|, apresentam-se de seguida duas 
definições importantes e um lema cuja demonstração se encontra em [Zhu et al. 1996]. 
 
Definição 2.2 Um ponto si diz-se visível por cima a partir de sk se existe i < (k – 1), tal que 
si e sk são visíveis e si está acima da recta l(sj,sk), para todos os pontos sj tais que i < j < k. O 
conjunto dos pontos visíveis por cima a partir de sk é denotado por VT(sk). 
 
 Na figura 2.9 é possível observar que, por exemplo, o ponto s6 é visível por cima a 
partir de s8. 
 
Definição 2.3 Um ponto si diz-se visível por baixo a partir de sk se existe i < (k – 1), tal que 
si e sk são visíveis e si está abaixo da recta l(sj,sk), para todos os pontos sj tais que i < j < k. 
O conjunto dos pontos visíveis por baixo a partir de sk é denotado por VB(sk). 
 
Na figura 2.9 é possível observar que, por exemplo, os pontos s3 e s5 são visíveis 
por cima a partir de s8. 
 
 













Lema 2.4 O número de polígonos de T(Sk) que contêm a aresta (si, sk), para si ∈ VB(sk) é 
|B(Si+1)|. O número de polígonos de B(Sk) que contêm a aresta (si, sk), para si ∈ VT(sk) é 
|T(Si+1)|. 
 
Na figura 2.10 ilustra-se a primeira afirmação deste lema. Sabe-se que qualquer 
polígono P pertencente a T(Sk) contém a aresta (sk–1, sk) na cadeia Ct. Por outro lado, se P 
contém a aresta (si, sk), si ∈ VB(sk), então os vértices sj, i < j ≤ k, pertencem a Ct e existe um 
caminho único de si para sj, para todos os polígonos nestas condições. 
O teorema 2.5 segue do resultado anterior e a sua demonstração pode ser consultada 
em [Zhu et al. 1996].  
 
 
Figura 2.10. Ilustração de um polígono nas condições da primeira afirmação do lema 2.4, 
isto é, um polígonos de T(Sk) que contêm a aresta (si, sk). 
 
Teorema 2.5 Para qualquer conjunto de pontos Sk, k > 2,  
|ܶሺSkሻ| = ෍ |B(Si+1)|
siאVB(sk)
   e    |B(Sk)| ൌ ෍ |T(Si+1)|
siאVT(sk)
  . 
 
 Uma vez que em S2, o único segmento que une os dois vértices é considerado 
simultaneamente cadeia topo e cadeia base, então considera-se |T(S2)| = |B(S2)| = 1. Deste 
modo podem ser determinados recursivamente os valores de |T(Sk)| e |B(Sk)| para k desde 
3 até n. 
 Contudo, para implementar o algoritmo é ainda necessário saber como determinar 
os conjuntos VT(sk) e VB(sk) para todo o k = 1,…, n. Para tal é utilizada uma versão 
simplificada do algoritmo de Hershberger [Hershberger 1989], que está explicada em [Zhu 
et al. 1996]. 
 Assim, determinado N(Sn), isto é, determinado o número de polígonos monótonos 
cujo conjunto de vértices é S (Sn), é possível gerar de forma aleatória um polígono em S, 
escolhendo ao acaso um número entre 1 e N(Sn) (que corresponde a um único polígono). O 
polígono é então construído da direita para a esquerda como se pode constatar por 
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H5: Algoritmo x-Monotone 
Entrada: conjunto S de n pontos. 
Saída: um polígono x-monótono cujos vértices são os pontos de S = {s1, s2, 
…, sn}. 
1. Escolher aleatoriamente x ∈ {1, 2, …, N(Sn)} 
2. Ct ึ sn 
3. Cb ึ sn 
4. Se x ≤ |T(Sn)| 
5.   Ct ึ Ct ڂ {sn–1}. 
6.   GerarTopo(n, x, Ct, Cb) 
7.   Cb ึ Cb ڂ {s1} 
8. Senão 
9.   x = x – |T(Sn)| 
10.   Cb ึ Cb ڂ {sn-1} 
11.   GerarBase(n, x, Ct, Cb) 




Entrada: número de vértices por adicionar, k, e o número x, cadeias Ct e Cb. 
Saída: cadeias Ct e Cb. 
1. Se k > 2 
2.   sum = 0 
3.   i = t = k – 1 
4.   Repetir até x ≤ sum 
5.          i = i – 1 
6.          Se si abaixo de l(st, sk) 
7.                 t = i 
8.                 sum = sum + |B(Si+1)| 
9.   Cb ึ Cb ڂ {si} 
10.   Ct ึ Ct ڂ {sk-2, sk-3, …, si+1} 
11.   k = i + 1 
12.   x = x – (sum – |B(Si+1)|) 
13.   GerarBase(k, x, Ct, Cb) 
 




O algoritmo GerarBase é análogo ao algoritmo GerarTopo. Basta substituir 
“abaixo” por “acima”, Cb por Ct e vice-versa, |B(Si+1)| por |T(Si+1)| e em vez de 
GerarBase utilizar o algoritmo GerarTopo. 
 
 
Complexidade e Características da Solução do Algoritmo 
 
A primeira fase deste algoritmo, que consiste na contagem do número total de 
polígonos monótonos em S, leva tempo O(k), n < k < n2, onde k denota o número de arestas 
do grafo de visibilidade1 da cadeia C = {s1, s2, …, sn}. A segunda fase do algoritmo, a 
geração do polígono aleatoriamente, utiliza tempo linear. Deste modo a complexidade 
temporal do algoritmo x-Monotone é O(k). Por outro lado, o espaço utilizado é O(n). 




2.3 Polígonos Ortogonais 
 
Nesta secção faz-se uma breve análise do estudo realizado sobre o problema de 
geração aleatória de polígonos ortogonais. Como referido anteriormente, num polígono 
ortogonal o conjunto das suas arestas é constituído apenas por segmentos horizontais e 
verticais. Em 2004, Tomás e Bajuelos [23, 24] propuseram dois métodos para a geração de 
polígonos ortogonais com um número de vértices previamente dado. 
De seguida são introduzidas algumas definições essenciais à compreensão dos 
referidos métodos. 
 
Definição 2.4 Um vértice v de um polígono diz-se convexo se a amplitude do ângulo 
interior ao polígono, definido pelas duas aresta adjacente a v, é menor do que π. No caso 
em que é maior que π, o vértice diz-se reflexo. 
 
No seguimento desta secção, denota-se por r o número de vértices de um 
determinado polígono P. Segundo um teorema provado por O´ Rourke [O’Rourke 2001] 
sabe-se que, para qualquer polígono ortogonal com n vértices, n = 2r + 4. Assim, 
facilmente se conclui que o número de vértices de um polígono ortogonal é sempre par. 
                                                          
1 O grafo de visibilidade de uma cadeia C é um grafo cujos vértices são os vértices de C e as arestas ligam 
vértices visíveis em C. 
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Definição 2.5 Diz-se que um polígono ortogonal P com n vértices (n-ogon) está em 
posição geral se todas as rectas horizontais ou verticais contêm no máximo uma aresta de 
P, isto é, P não tem arestas colineares. 
 
Designa-se por grid n-gons qualquer n-ogon que esteja em posição geral e seja 




, com exactamente uma aresta em cada linha da 
grelha. Tal grelha considera-se definida pelas rectas horizontais y = 1, …, y = n
2
 e pelas 
rectas verticais x = 1, …, x = n
2
. 
 Seguidamente apresentam-se dois algoritmos propostos em [Tomás & Bajuelos 





A ideia fundamental deste método consiste em aumentar a área de um polígono P 
(inflate), obtido numa determinada iteração, e remover deste um rectângulo (cut), para 
formar um novo grid ogon com, exactamente, mais um vértice reflexo. Este método parte 
de um quadrado unitário. 
 Sejam vi = (xi, yi), i = 1, …, n, os vértices de P. Seja C uma célula unitária no 
interior de P, com centro no ponto c e com o seu vértice superior esquerdo definido pelas 
coordenadas (p, q). 
 O primeiro passo deste algoritmo, denominado Inflate, transforma P num novo 
polígono ortogonal P´ com o mesmo número de vértices, mas de maior área. Para tal, os 
vértices vi'  = (xi' , yi
') de P´ definem-se da seguinte forma: xi'  = xi se xi ≤ p e xi'  = xi + 1 se xi > 
p; yi
'  = yi se yi ≤ q e yi
'  = yi se yi ≤ q, para i = 1, …, n. Por outro lado o centro de C é 
mapeado da seguinte forma: c´ = (p + 1, q + 1) Também neste passo, aumenta-se a grelha 
criando outras duas rectas x = p + 1 e y = q + 1.  
 De seguida é realizada uma transformação, denominada Cut, cujo objectivo 
consiste em introduzir c´ como um vértice reflexo de P´. Para tal, começa-se por 
determinar os pontos de intersecções das rectas x = p + 1 e y = q + 1 com a fronteira de P´ 
e de seguida selecciona-se um aleatoriamente. Seja d´ o ponto de intersecção escolhido e 
vm'  um dos extremos da aresta de P´ que contém d´. O rectângulo definido por c´ e por vm'  é 
eliminado, no caso de não conter nenhum outro vértice de P´ para além de vm' . No caso de 
ser possível esta eliminação, o vértice vm'  é substituído por outros três vértices: d´, c´ e d´´, 
tal que d´´ = c´ + (vm'  – d´). 




 Na figura 2.11 ilustra-se um exemplo de uma iteração do algoritmo Inflate-Cut. 
Como se pode verificar, os dois rectângulos definidos pelo centro da célula C e pelos dois 
vértices da aresta vertical ((1,1), (1,7)) não podem ser eliminados. Na figura 2.12 ilustram-
se os restantes possibilidades para a eliminação de rectângulos, a partir do exemplo da 
figura 2.11 (c). 
 
 
                (a)          (b)     (c) 
 
 
           (d) 
 
Figura 2.11. Aplicação do Inflate-Cut: (a) Polígono P inicial e uma célula C. (b) 
Transformação Inflate sobre P, utilizando C. (c) Os rectângulos possíveis de eliminar. (d) 
Transformação Cut, eliminando o rectângulo R1. 
 
Este processo é repetido até o polígono resultante apresentar tantos vértices como 
os definidos inicialmente. É de notar que nem sempre é possível aplicar o passo Cut, 
utilizando uma determinada célula C, isto é, nem sempre é possível eliminar um rectângulo 
(ver figura 2.13). Neste caso diz-se que a transformação Cut falha para C, sendo necessário 








         (a)              (b)      (c) 
 
Figura 2.12. Polígonos resultantes a partir da eliminação dos rectângulos R2, R3 e R4 da 
figura 2.11 (c), respectivamente.   
 
 
Figura 2.13. Exemplo de um polígono e de uma célula para a qual a transformação Cut 
falha.  
 
 O algoritmo Inflate-Cut tem complexidade temporal O(n2) e complexidade espacial 





Este algoritmo utiliza uma grelha semelhante à utilizada no Inflate-Cut, com a 
diferença de que as suas dimensões, neste caso, são ቀn
2
+ 2ቁ  × ቀn
2
+ 2ቁ e as linhas superior e 
inferior da grelha e as colunas mais à esquerda e mais à direita estão livres. 
 Seja P o polígono determinado após uma iteração deste método e vi um qualquer 
vértice convexo de P. Denota-se por FSN(vi) o maior polígono em escada que contém vi 
como vértice e que não intersecta o interior de P. 
C 




 Tal como no método apresentado na secção anterior, este divide-se em duas fases: 
Inflate e Paste. Inicialmente, escolhe-se um vértice convexo vi de P e uma qualquer célula 
C contida em FSN(vi), cujo o seu extremo superior esquerdo é definido por (p, q). Aplica-
se então a transformação Inflate, tal como foi definida no algoritmo anterior. De seguida, 
executa-se a transformação Paste que consiste em adicionar a P o rectângulo definido por 
vi'  e c´ (ambos resultantes da transformação Inflate). O exemplo da figura 2.14 ilustra uma 
iteração deste algoritmo. 
Este algoritmo tem complexidade temporal O(n2) e complexidade espacial O(n) 
[Tomás & Bajuelos 2004]. 
 
 
         (a)            (b)               (c) 
  
 
      (d) 
 
Figura 2.14. Aplicação do Inflate-Paste: (a) Polígono inicial P e vértice convexo vi. (b) 
Escolha da célula C pertencente a FSN(vi). (c) Inflate utilizando C. (d) Transformação 
Paste, adicionando um rectângulo. 
 
 
vi vi C C 
vi 
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2.4 Polígonos Simples 
 
O problema central tratado nesta dissertação consiste em gerar de forma aleatória e 
uniforme polígonos simples a partir de um conjunto de pontos. Até aqui, apenas foram 
descritos algoritmos que visam a geração de polígonos pertencentes apenas a determinadas 
subclasses da classe dos polígonos simples (polígonos estrelados, monótonos e ortogonais). 
Nesta secção incide-se sobre a geração de polígonos simples em geral. Também aqui se 
considera, para todos os algoritmos descritos de seguida, que os dados de entrada são 
constituídos por um conjunto de pontos S = {s1, s2, …, sn}, cujos elementos são os vértices 
dos polígonos gerados. 
 Apresentem-se diversas heurísticas que se propõem resolver o problema de geração 
aleatória e uniforme de polígonos simples. As primeiras cinco heurísticas – Steady Growth, 
Space Partitioning, Permute & Reject, 2-Opt Moves e Incremental Construction & 
Backtracking – fazem parte do gerador RPG proposto por Auer e Held [Auer & Held 
1996]. As restantes foram idealizadas por Toussaint, Sitaru e Ruso, fazendo parte de um 
trabalho denominado Polygonization of Points Sets [Toussaint et al.] 
 
 
2.4.1 Steady Growth 
 
A heurística Steady Growth implementa uma estratégia que, de forma incremental, 
constrói um polígono simples. Em cada iteração, vai adicionando vértices ao polígono, 
segundo alguns critérios, até que todos os pontos de S tenham sido adicionados. Na 
iteração k desta heurística, considera-se que já foi gerado o polígono Pk–1, com k – 1 
vértices (pontos de S) e que ainda é preciso adicionar n – (k – 1) vértices. O conjunto dos 
pontos de S que ainda não fazem parte do polígono é denotado por Sk = S \ {s1, …, sk–1}. 
Nesta fase do algoritmo deverá adicionar-se um novo ponto sk a Pk–1 , substituindo uma 
determinada aresta (vi, vi+1) por duas novas arestas (vi, sk) e (sk, vi+1), garantindo que o 
polígono, após esta alteração (denominado agora Pk), se mantém simples. Obviamente a 
adição de sk a Pk–1 tem de ser efectuada com algum cuidado, por forma a garantir que os 
restantes n – k pontos de S poderão ser adicionados nas iterações seguintes. 
 Para garantir que o polígono é simples após a adição de um novo vértice, os pontos 
vi e vi+1, extremos da aresta que irá ser substituída, deverão ser visíveis a partir de sk, 
relativamente ao polígono Pk–1, para que também a aresta correspondente seja visível a 
partir de sk. 




 A dificuldade principal, aquando da adição de sk a Pk–1, consiste em assegurar a 
possibilidade de adição dos n – k pontos de S que ainda não fazem parte dos vértices do 
polígono, isto é garantir que haverá sempre uma aresta visível a partir do ponto que se vai 
adicionar em seguida. Contudo existem casos, em que claramente não se pode assegurar 
que tal aconteça. Em situações como, o ponto a adicionar pertencer ao interior ou exterior 
do polígono, não se pode garantir que esse mesmo ponto veja completamente alguma 
aresta do polígono. Na figura 2.15, pode-se observar ambas as situações: na figura 2.15 (a) 
o ponto p pertence ao interior do polígono e para todas as aresta, nó máximo, p vê apenas 
um dos extremos, o que implica que p não vê nenhuma aresta completamente; na figura 
2.15 (b) a mesma situação se verifica embora p esteja no exterior do polígono. Para 
impedir que tal situação aconteça, numa determinada iteração k da heurística, o ponto sk, 
que se pretende adicionar ao conjunto de vértices do polígono Pk–1, deverá estar no exterior 
do invólucro convexo de Pk–1, como será demonstrado de seguida. Para tal, e 
consequentemente para garantir o sucesso das restantes fazes, nenhum ponto de Sk \ {sk} 
deverá pertencer ao interior do conv(Pk), sendo que Pk é o polígono com sk adicionado. 
 
 
    (a)                                                          (b) 
 
Figura 2.15. O ponto p não vê qualquer aresta completa de ambos os polígonos. 
 
Lema 2.6 Seja Pk–1 o polígono resultante após a execução da iteração k – 1 da heurística. 
Existe sempre um ponto sk ∈ Sk, tal que nenhum outro ponto s ∈ Sk \ {sk} está no interior 
de conv(Pk–1 ڂ {sk}). 
 
 A prova deste lema pode ser encontrada em [Auer 1996]. Então, sabendo que, na 
iteração k, faltam adicionar n – k + 1 pontos, o lema 2.6 garante que, num máximo de n – k 
+ 1 passos (verifica-se no máximo cada ponto ainda não adicionado), um tal ponto sk 
adequado é encontrado. Assim, para determinação de sk, é necessária a construção do 
p
p 
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conv(Pk–1 ڂ sk), que deverá ser feita de forma incremental a partir do conv(Pk–1). Torna-se, 
deste modo, necessária a introdução da noção de vértice tangente de um ponto sk, 
relativamente ao conv(Pk–1). Para tal, traçando as duas rectas que passam por sk e que são 
tangentes ao conv(Pk–1), estas intersectam-no em apenas um vértice, uma vez que se 
considera que os pontos estão em posição geral. A esses dois vértices (correspondentes às 
duas rectas referidas) dá-se o nome de vértices tangentes. Considerando uma qualquer 
semi-recta de extremo em sk e, relativamente à qual, os vértices tangentes ficam em lados 
opostos da semi-recta, denota-se por ve o vértice tangente à esquerda da semi-recta e por vd 
o vértice tangente à direita da semi-recta (ver figura 2.16). É de notar que, a partir dos 
vértices tangentes, fica definida uma cadeia poligonal, cujas arestas pertencem a Pk–1, e que 
vai desde ve a vd. Determinados ambos os vértices de tangencia é possível construir o 
conv(Pk–1 ڂ sk)  a partir do conv(Pk–1 ڂ sk), retirando todos os vértices de conv(Pk–1 ڂ sk) 
que segundo a sua ordem no invólucro estão entre ve e vd e no lugar deles colocar sk. 
 
 
Figura 2.16. Vértices tangentes de sk, relativamente ao conv(Pk–1). 
 
No lema 2.7 e no lema 2.8, cujas demonstrações podem ser encontradas em [Auer 
1996], prova-se que encontrado o ponto sk este pode ser adicionado ao polígono Pk–1, isto 
é, pelo menos uma aresta de Pk–1 é completamente visível a partir de sk. 
 
Lema 2.7 Seja Q um polígono simples e p um ponto no exterior do conv(Q). 
Adicionalmente, seja vi e vi+1 dois vértices consecutivos de Q, ambos visíveis a partir p e 
pertencentes à cadeia poligonal que vai desde o vértice tangente esquerdo ve até ao vértice 
tangente direito vd. Então a aresta (vi, vi+1) é completamente visível a partir de p. 
  
Lema 2.8 Seja Q um polígono simples e p um ponto no exterior do conv(Q). Existe no 
mínimo uma aresta e completamente visível a partir de p na cadeia poligonal que vai desde 
ve até vd. 
 
 Apresenta-se de seguida, a estrutura geral da heurística Steady Growth, cujos 










H5: Algoritmo Steady Growth 
Entrada: conjunto S de n pontos. 
Saída: um polígono simples Pn, cujos vértices são os pontos de S. 
1. Seleccionar aleatoriamente si ∈ S 
2. Seleccionar aleatoriamente s2 ∈ S \ {s1} 
3. P2 = (s1, s2) 
4. S3 = S \ {s1, s2} 
5. Iniciar o invólucro convexo com s1 e s2 
6. Para k = 3 até n 
7. Escolher um ponto sk ∈ Sk, tal que todos os pontos s ∈ Sk \ {sk} estão 
no exterior do conv(Pk–1 ڂ {sk}) 
8.   Inserir sk no invólucro convexo 
9.   Encontrar todas as arestas visíveis a partir de sk 
10.   Escolher aleatoriamente uma aresta visível e = (vi, vi+1) 
11.  Pk obtido a partir de Pk–1, substituindo a aresta e pelas arestas (vi, sk) 
e (sk, vi+1) 
12.   Sk+1 = Sk \ {sk} 
 
É de referir que nos passos iniciais tanto o polígono como o invólucro convexo são 
constituídos por apenas dois vértices, o que mostra ser um caso degenerado, contudo tal 
situação não acarreta qualquer consequência negativa para a heurística. 
 
 
Complexidade e Características da Solução do Algoritmo 
 
A heurística Steady Growth apresenta uma complexidade temporal O(n2) e espacial 
O(n). Realizando a análise de complexidade com mais detalhe, verifica-se que os primeiros 
cincos passos podem ser executados em tempo e espaço linear. De seguida, para cada 
iteração, desde a iteração 3 até à iteração n a complexidade é linear pelo seguinte: 
? A escolha de um ponto sk, pode ser realizada em tempo linear, utilizando a 
estratégia que se segue: escolhe-se um ponto sk ∈ Sk aleatoriamente e analisam-
se os restantes pontos s ∈ Sk, caso s pertença ao exterior do conv(Pk–1 ڂ {sk}) 
prossegue-se com o ponto seguinte, caso contrário, sk é descartado e s é 
considerado um novo candidato. Deste modo, nenhum ponto já testado ou que 
se verifique estar no exterior do conv(Pk–1 ڂ {sk}) será analisado mais do que 
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uma vez. E assim os pontos são considerados apenas uma vez cada um. 
Obviamente este processo requer um espaço de complexidade constante. 
A determinação dos vértices de suporte também poderá ser realizada em tempo 
linear, ver como em [Auer 1996].  
? A actualização do invólucro convexo pode ser feita em tempo e espaço linear, 
utilizando uma representação adequada para os vértices. 
? A procura das arestas visíveis a partir de sk também pode ser realizada em 
tempo e espaço linear. 
? A escolha de uma aresta visível e a actualização do polígono pode comportar 
tempo e espaço constantes. 
Assim a complexidade temporal requerida por esta heurística é O(n2) e, uma vez 
que apenas o polígono e o invólucro convexo necessitam de ser guardados de iteração para 
iteração o espaço utilizado é linear. 
A heurística Steady Growth permite a geração aleatória de polígonos simples, 
contudo não gera todos os polígonos possíveis num conjunto de pontos S. Um exemplo de 
um polígono que não é gerado por esta heurística é visível na figura 2.17. No máximo, são 
possíveis de adicionar sete pontos ao polígono, sem que as condições da heurística sejam 
violadas. (mais detalhes em [Auer 1996]). 
 
 
Figura 2.17. Polígono impossível de gerar através da heurística Steady Growth. 
 
 
Exemplo da Geração de um Polígono 
 
Para melhor compreender a execução desta heurística, de seguida ilustra-se um 
exemplo da sua aplicação (ver figura 2.18). Para tal é utilizado um conjunto S constituído 
por seis pontos, ilustrado na figura 2.18 (a). Os pontos de S vão sendo ordenados consoante 
a ordem em que vão sendo adicionados ao polígono. O tracejado sobre algumas arestas 
indica as arestas visíveis a partir do último ponto seleccionado. Também as semi-rectas de 




extremo no ponto escolhido em cada iteração e que passam pelos vértices tangentes estão 
ilustradas.  
 Na figura 2.18 (b) estão ilustrados os dois primeiros pontos escolhidos 
aleatoriamente, s1 e s2. Na iteração 3 (a terceira iteração é a primeira, uma vez que a 
escolha de s1 e s2 não é considerada qualquer iteração) é seleccionado o ponto s3. Uma vez 
que o polígono (degenerado), nesta altura, apenas contém uma aresta (duas se 
considerarmos a sua orientação), esta é visível a partir de s3 e assim a aresta (s1, s2) é 
substituída pelas arestas (s1, s3) e (s3, s2) (ver figura 2.18 (c)). Seguindo-se a iteração 4, é 
adicionado o ponto s4 e mais uma vez apenas uma aresta (s2, s1) é visível, daí, como se 
pode ver na figura 2.18 (d), ser substituída pelas arestas (s2, s4) e (s4, s1). O ponto 
adicionado na iteração seguinte é s5 e os seus vértices de suporte esquerdo e direito são, 
respectivamente, s1 e s2. Deste modo, duas arestas do polígono são visíveis a partir de s5, e 
escolhida de forma aleatória a aresta (s3, s2) esta é substituída por (s3, s5) e (s5, s2), como 
ilustrado na figura 2.18 (e). Por último, na iteração 6, adiciona-se s6 ao polígono 
substituindo a única aresta visível (s5, s2) pelas arestas (s5, s6) e (s6, s2) (ver figura 2.18 (f)). 
Finalmente o polígono obtido, ilustrado na figura 2.18 (g), é definido pelos seguintes 
vértices, P = {s1, s3, s5, s6, s2, s4}. 
 
 
        (a)                                           (b)                                          (c) 
 
 


























                                                         (g) 
 
Figura 2.18. Fases do algoritmo Steady Growth aplicado a um conjunto S de 6 pontos. 
 
 
2.4.2 Space Partitioning 
 
Com o objectivo de gerar polígonos simples, foi proposta também a heurística 
Space Partitioning que utiliza uma estratégia do tipo “dividir para conquistar”. A ideia 
básica desta heurística consiste em dividir recursivamente o conjunto de pontos S em 
subconjuntos menores, S’, sendo os seus invólucros convexos disjuntos. De seguida, 
aquando da geração do polígono P, é garantido que a intersecção entre a fronteira de P e 
conv(S’) consiste apenas numa única cadeia poligonal, para todos os subconjuntos S’ de S. 
O ponto inicial desta cadeia (na mesma orientação de P) é denotado por s’i e o final por s’f. 
O polígono P é gerado segundo essa condição. Claramente, o que se pretende é ligar todas 
as cadeias poligonais, resultantes de todos os subconjuntos S’, para obter P. Esta ligação é 
feita pelos seus pontos inicial e final, o que obriga a que tanto s’i como s’f estejam na 
fronteira do invólucro convexo do subconjunto a que pertencem.  
A divisão sucessiva de S em subconjuntos menores é feita do seguinte modo: 
escolhe-se um ponto aleatório s’ ∈ S’ e uma recta aleatória l que passa por s’, tal que s’i e 
s’f estejam em lados opostos de l. A partir de l divide-se S’ em dois novos subconjuntos de 
pontos, como mostra figura 2.19. A primeira divisão do conjunto inicial S é realizada 
escolhendo dois pontos aleatoriamente, si e sf, e uma recta que passe por ambos, dividindo 













(a)                                                (b) 
 
Figura 2.19. (a) Primeira divisão de S e um dos seus subconjuntos S’. (b) Divisão de S’. 
 
O seguinte lema assegura que a divisão, segundo os critérios descritos, gera cadeias 
poligonais válidas. A sua demonstração pode ser encontrada em [Auer 1996]. 
 
Lema 2.9 Seja S’ um subconjunto de S, tal que nenhum ponto s ∈ S \ S’ está no interior de 
conv(S’), seja s’i e s’f  o seus pontos inicial e final, respectivamente, tal que ambos estão na 
fronteira de conv(S’). Então é possível criar recursivamente uma cadeia poligonal de início 
em s’i e fim em s’f , tal que a cadeia fique completamente contida em conv(S’) e todos os 
pontos s ∈ S’ são vértices da cadeia. Tal cadeia pode ser criada da seguinte forma: 
1. Seleccionar aleatoriamente um ponto s’ ∈ S’ e uma linha l que passa por s’ e 
tem s’i e s’f em lados opostos. 
2. Dividir os pontos de S’, segundo os pontos estão à esquerda ou direita de l. 
3. Gerar recursivamente a cadeia dos pontos á esquerda de l e a cadeia dos pontos 
à direita de l.  
 
É de notar que para um subconjunto S’ com apenas dois pontos, s’i e s’f, a cadeia 
consiste apenas numa aresta (s’i, s’f). Outro facto importante refere-se à orientação da recta 
l, que permite a divisão dos subconjuntos. Considera-se sempre que l está orientada de 
forma a que s’i esteja à direita e s’f à esquerda de l. Apresenta-se de imediato a estrutura da 
heurística Space Partitioning e do algoritmo auxiliar de divisão por ela usado. 
 
H6: Algoritmo Space Partitioning 
Entrada: conjunto S de n pontos. 
Saída: um polígono simples P, cujos vértices são os pontos de S. 
1. Seleccionar aleatoriamente si ∈ S 
2. Seleccionar aleatoriamente sf ∈ S \ {si} 
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4. S’’ = {si, sf} 
5. S’’’ = {} 
6. Para j = 1 até n 
7.   Se sj está à direita de l 
8.          Adicionar sj a S’’ 
9.   Senão 
10.          Adicionar sj a S’’’ 
11. C1 = ( ) 
12. C2 = ( ) 
13. DivisaoRecursiva(S’’, si, sf, C1) 
14. DivisaoRecursiva(S’’’, sf, si, C2) 
15. P = C1 concatenada com C2 
 
Algoritmo DivisaoRecursiva 
Entrada: subconjunto S’ de k pontos, pontos inicial s’i e final s’f de S’. 
Saída: uma cadeia poligonal C, cujos vértices são os pontos de S’. 
1. Se k = 2 
2.   Adicionar a aresta (s’i, s’f) a C 
3. Senão 
4.   Seleccionar aleatoriamente s’ ∈ S’ \ {s’i, s’f} 
5. Seleccionar uma recta l aleatória que passa por s’, tal que s’i está à 
direita e s’f à esquerda de l 
6.   S’’ = {s’} 
7.   S’’’ = {} 
8.   Para j = 1 até k 
9.          Se s’j está à direita de l 
10.                 Adicionar s’j a S’’ 
11.          Senão 
12.                 Adicionar s’j a S’’’ 
13.   DivisaoRecursiva(S’’, s’i, s’, C) 










Complexidade e Características da Solução do Algoritmo 
 
Na fase inicial desta heurística é encontrado um ponto aleatório e uma recta 
aleatória que passa por esse ponto, processo que decorre em tempo constante. De seguida a 
divisão de S em dois subconjuntos é realizada em tempo linear. Assim esta primeira parte é 
realizada em tempo O(n). 
Em cada chamada recursiva do algoritmo DivisaoRecursiva, começa-se por 
encontrar um ponto aleatório e uma recta aleatória que passa pelo ponto, o que se realiza 
em tempo constante. De seguida para cada ponto em S’ é necessário verificar se se 
encontra à esquerda ou direita da referida recta, comportando uma complexidade temporal 
O(k), sendo k o número de pontos de S’. No pior caso, os conjuntos são divididos em dois 
subconjuntos cujos número de pontos são 2 e k – 1, respectivamente. Neste caso serão 
necessárias O(n) chamadas recursivas do algoritmo DivisaoRecursiva, o que leva a uma 
complexidade de O(n2). Por outro lado, quando a divisão é feita de forma equilibrada, isto 
é, quando os subconjuntos resultantes têm aproximadamente o mesmo número de 
elementos, a complexidade temporal é O(n log n). 
Relativamente ao espaço utilizado, este é claramente linear. 
Apesar da heurística Space Partitioning gerar um vasto número de polígonos 
simples de forma aleatória, não gera todos os polígonos simples possíveis num 
determinado conjunto de pontos S. Um exemplo de um polígono simples impossível de 
gerar com esta heurística está ilustrado na figura 2.20, facilmente se conclui, através de 
várias tentativas, que não é possível encontrar dois pontos iniciais para começar a divisão 
recursiva que permitiria a geração do polígono. 
 




44  Capítulo 2. Algoritmos e Heurísticas 
 
 
Exemplo da Geração de um Polígono 
 
Seguidamente, acompanhada com ilustrações, é apresentada uma aplicação da 
heurística Space Partitioning. Par tal, é utilizado como dado de entrada o conjunto S 
constituído por seis pontos, presente na figura 2.21 (a). As linhas a tracejado correspondem 
às rectas encontradas para fazer as divisões dos conjuntos e as restantes linhas 
correspondem às arestas da cadeia poligonal que vai sendo gerada. Em cada chamada 
recursiva do algoritmo para a divisão são assinalados os pontos inicial e final, si e sf, de 
cada conjunto e o ponto que é escolhido aleatoriamente s’.  
 Neste exemplo, os dois pontos escolhidos inicialmente estão assinalados na figura 
2.21 (b), bem como a recta l(si, sf) que passa por ambos e divide S em dois subconjuntos, 
ambos constituídos por 4 pontos. Iniciando com a divisão do conjunto à direita de l, é 
escolhido aleatoriamente o ponto s’ (ver figura 2.21 (c)), pelo qual se faz passar uma recta 
que divide este subconjunto em outros dois, que, por sua vez, têm 2 e 3 pontos, 
respectivamente. Uma vez que o subconjunto da direita apenas tem 2 elementos, fica de 
imediato definida a cadeia correspondente a esse subconjunto (ver figura 2.21 (d)). Falta 
então dividir o subconjunto da esquerda, existindo um único ponto s’ permitido (ver figura 
2.21 (e)) por forma a obter as respectivas cadeias poligonais presentes na figura 2.21 (f). 
De seguida, passando para o subconjunto que está à esquerda da recta l inicial, escolhe-se 
um ponto aleatoriamente, pelo qual passa uma recta que separa o subconjunto em outros 
dois (ver figura 2.21 (g)). Uma vez que o subconjunto resultante à direita dessa recta tem 
mais de dois elementos, volta a realizar-se a divisão, como mostra a figura 2.21 (h). 
Finalmente, traçando as cadeias correspondentes aos subconjuntos determinados, obtém-se 



















 (d)                                          (e)                                         (f) 
 
 
                           (g)                                          (h)                                         (i) 
 
Figura 2.21. Aplicação do algoritmo Space Partitioning a um conjunto de 6 pontos 
 
 
2.4.3 Permute & Reject 
 
Esta heurística é muito simples, sendo que a estratégia utilizada consiste em criar, 
de forma aleatória, permutações dos pontos de S e de seguida verificar se a permutação 
corresponde a um polígono simples. No caso de ser simples, o polígono é devolvido, caso 
contrário uma nova permutação aleatória dos pontos de S é gerada. 
 Para gerar uma permutação de S de forma aleatória, o que se faz é ordenar os 
índices dos pontos de S num n-uplo, da seguinte forma (1, 2, …, n) e a partir dele criar uma 
permutação aleatória desses índices, que pode ser realizada através de um algoritmo que 
corresponde ao único ciclo presente na estrutura de Permute & Reject, apresentada mais à 
frente. O n-uplo dos índices é denotado por H e os seus elementos por h. De seguida 
expõe-se o pseudo-código que estrutura o funcionamento desta heurística. 
 
 H7: Algoritmo Permute & Reject 
Entrada: conjunto S de n pontos. 
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1. Iniciar H com os índices dos pontos de S 
2. Repetir até (sh1, sh2, …, shn) corresponder a um polígono simples 
3.   Para i = 1 até n 
4.          Gerar aleatoriamente um inteiro x ∈ {i, …, n} 
5.          Trocar hi e hx 
6. P = { sh1, sh2, …, shn} 
 
 
Complexidade e Características da Solução do Algoritmo 
 
Claramente, a inicialização do n-uplo e a criação de uma permutação, baralhando 
os índices dos pontos de S de forma aleatória, são feitas em tempo O(n). A verificação da 
simplicidade do polígono, obtido pela permutação, pode ser realizada em tempo linear 
utilizando um algoritmo de triangulação de Chazelle. 
 Contudo, a complexidade desta heurística depende maioritariamente do número de 
permutações que têm de ser geradas até se encontrar uma que corresponda a um polígono 
simples. Seja k o número de permutações necessárias para obter um polígono simples. 
Então a complexidade deste algoritmo é O(kn). 
 Por seu lado, a complexidade espacial é O(n). 
 Esta heurística permite a geração de todos os polígonos simples possíveis de forma 
aleatória e uniforme. A questão da uniformidade prova-se pelo seguinte facto: a cada 
polígono corresponde uma permutação dos índices dos pontos de S, existem n! 
permutações possíveis, cada uma delas gerada com uma probabilidade de ଵ
n!
, logo os 
polígonos são gerados de forma uniforme. É de notar que diferentes permutações podem 
corresponder a um mesmo polígono, por exemplo, as permutações (1, 2, 3, 4, 5, 6), (3, 4, 5, 
6, 1, 2) e (6, 5, 4, 3, 2, 1) correspondem todas ao mesmo polígono P = {s1, s2, s3, s4, s5, s6}. 
Por outro lado, por aplicação desta heurística, os polígonos resultantes não aparecem, 
obrigatoriamente, no sentido positivo, podendo os vértices estar ordenados negativamente. 
 No pior caso, em que os pontos estão em posição convexa, apenas 2n permutações 
do total de n! permutações correspondem ao único polígono simples possível, que é 




















Exemplo da Geração de um Polígono 
   
Para melhor compreensão apresenta-se, de seguida, um exemplo breve da aplicação 
do Permute & Reject, para um conjunto de seis pontos S, ilustrado na figura 2.22. (a). 
Primeiramente, o n-uplo H é inicializado da seguinte forma H = (1, 2, 3, 4, 5, 6). De 
seguida, é gerada a seguinte permutação aleatória do n-uplo, ficando H = (2, 4, 6, 3, 5, 1) 
que corresponde ao polígono presente na figura 2.22 (b), P = {s2, s4, s6, s3, s5, s1}. Como se 
pode ver, o polígono não é simples, uma vez que possui uma intersecção entre arestas não 
consecutivas, (s2, s4) e (s5, s1). Assim gera-se nova permutação dos índices, H = (2, 6, 4, 5, 
1, 3), que, mais uma vez, corresponde a um polígono, P = {s2, s6, s4, s5, s1, s3}, que não é 
simples (ver figura 2.22 (c)). Realizando novamente uma permutação, obtém-se H = (5, 2, 
1, 4, 3, 6) que corresponde ao polígono P = {s5, s2, s1, s4, s3, s6} que finalmente constitui 
um polígono simples no sentido positivo (ver figura 2.22 (d)). 
 
 
                                           (a)                                                    (b) 
 
 
                                           (c)                                                    (d) 
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2.4.4 2-Opt Moves 
 
A heuristic 2-Opt Moves, embora estudada e implementada no trabalho de Auer e 
Held, foi primeiramente idealizada por Zhu et al. [Zhu et al. 1996]. Esta heurística tem 
como ponto de partida a geração aleatória de um polígono (simples ou não) e posterior 
remoção das intersecções entre arestas, até que o polígono se torne simples. A geração de 
um polígono inicial pode ser realizada através de uma única iteração do algoritmo Permute 
& Reject. 
 Com o intuito de eliminar as intersecções entre arestas não consecutivas, estas são 
determinadas e guardadas e de seguida aplicam-se os seguintes passos até que tenham sido 
tratadas todas as intersecções: 
 
1. Escolher aleatoriamente uma intersecção, cujas arestas que lhe dão origem são 
(vi, vi+1) e (vj, vj+1). 
 
2. Remover do conjunto de intersecções todas as que envolvam pelo menos uma 
das arestas (vi, vi+1) e (vj, vj+i). 
 
3. Substituir (vi, vi+1) e (vj, vj+i) por duas novas arestas (vi, vj) e (vi+1,vj+1). 
 
4. Determinar e guardar as intersecções de (vi, vj) e de (vi+1,vj+1) com as restantes 
n-2 arestas. 
 
Definição 2.6 A substituição de duas arestas, (vi, vi+1) e (vj, vj+i), que determinam uma 

















Leeuwen e Schoone [Leeuwen & Schoone 1982], mostraram que são necessários 
no máximo O(n3) 2-opt moves para se obter um polígono simples. Deste modo fica 
garantido que se encontra um polígono convexo, pelo método descrito a cima, num número 
limitado de 2-opt moves. 
No seguimento da apresentação desta heurística, denota-se por I o conjunto de 
todas as intersecções entre arestas não consecutivas, por k = (f1, f2) a intersecção das arestas 
f1 e f2, que por sua vez correspondem às arestas (vi, vi+1) e (vj, vj+i). Após a execução de um 
2-opt moves, essas arestas são substituídas por duas novas (vi, vj) e (vi+1,vj+1), que se 
denotam por e1 e e2, respectivamente. A heurística 2-Opt Moves pode ser apresentada, de 
modo organizado, da seguinte forma: 
 
H8: Algoritmo 2-Opt Moves 
Entrada: conjunto S de n pontos. 
Saída: um polígono simples P, cujos vértices são os pontos de S. 
1. Construir aleatoriamente um polígono P em S, aplicando uma 
permutação dos pontos de S 
2. Determinar todas as intersecções de P e guardá-las em I 
3. Enquanto I ≠ ׎ 
4.   Seleccionar aleatoriamente uma intersecção j = (f1, f2) de I 
5. Remover de I todas as intersecções de f1 com qualquer uma das 
outras arestas de P 
6. Remover de I todas as intersecções de f2 com qualquer uma das 
outras arestas de P 
7.   Substituir em P as arestas f1 e f2 pelas arestas e1 e e2 
8. Determinar todas as intersecções entre e1 e todas as outras arestas de 
P e adicioná-la a I 
9. Determinar todas as intersecções entre e2 e todas as outras arestas de 
P e adicioná-la a I 
 
 
Complexidade e Características da Solução do Algoritmo 
 
A determinação de todas as intersecções é O(n2), uma vez que se verifica cada uma 
das n arestas com todas as outras. De seguida e em cada iteração, que corresponde a um 2-
opt move, a escolha aleatória de uma intersecção é feita em tempo constante e a remoção 
de intersecções leva tempo linear, uma vez que para cada aresta nó máximo existem n 
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intersecções. A determinação das novas intersecções, após a substituição de arestas, 
também pode ser efectuada em tempo linear. Deste modo para cada iteração é gasto tempo 
linear. Tal como referido anteriormente, são necessários no máximo O(n3) 2-opt moves 
para obter um polígono simples, logo a complexidade temporal desta heurística é O(n4). 
 A memória utilizada para guardar o polígono e as intersecções é O(n2). 
 Esta heurística permite a geração aleatória de todos os polígonos simples, contudo 
não o faz de modo uniforme, uma vez que existem polígonos que só podem ser obtidos 
através de uma única sequência de 2-opt moves e outros que podem ser obtidos através de 
diferentes sequências de 2-opt moves (ver exemplos da figura 2.24 e 2.25, extraídos de 
[Zhu et al. 1996]).  
 
 
Figura 2.24. Polígono simples que não pode ser obtido a partir de um outro não simples, 
através de 2-opt moves. 
 
 
        (a)                                                   (b) 
 




Exemplo da Geração de um Polígono 
 
De forma a tornar mais explicito o funcionamento desta heurística, apresenta-se de 
seguida um exemplo ilustrativo da aplicação da mesma a um conjunto S de seis pontos. Em 
cada iteração é ilustrado o polígono resultante da aplicação após uma operação 2-opt move, 
sendo assinaladas as novas arestas resultantes com uma linha de maior espessura e as 




arestas removidas a tracejado. Inicialmente, como se pode ver na figura 2.26 (a), o 
polígono gerado aleatoriamente contém o conjunto de intersecções I  = {((s2, s3), (s5, s1)), 
((s6, s2), (s5, s3)), ((s6, s2), (s4, s5)), ((s4, s5), (s1, s6)), ((s3, s4), (s1, s6))}. Na primeira iteração 
é seleccionada aleatoriamente a intersecção ((s6, s2), (s4, s5)) substituindo-se as respectivas 
arestas pelas arestas (s6, s4) e (s2, s5) (ver figura 2.26 (b)). Actualizado o conjunto das 
intersecções, vai remover-se, na iteração seguinte, a intersecção ((s3, s2), (s5, s1)), escolhida 
aleatoriamente, adicionando-se as novas arestas (s3, s5) e (s2, s1), (ver figura 2.26 (c)). 
Neste ponto, o polígono apresenta uma única intersecção ((s1, s6), (s4, s3)), que se remove 
de seguida. Na figura 2.26 (d) verifica-se que as arestas correspondentes à única 
intersecção existente são substituídas pelas arestas (s1, s4) e (s6, s3). Fica assim determinado 
o polígono simples P = {s1, s4, s6, s3, s5, s2}, ilustrado na figura 2.26 (e). 
 
 
(a)                                          (b)                                          (c) 
  
 
                                                 (d)                                          (e) 
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2.4.5 Incremental Construction & Backtracking 
 
A geração de polígonos simples poderá ser realizada através desta heurística que 
utiliza uma abordagem baseada na procura exaustiva e em backtracking. 
Incrementalmente, selecciona, de forma aleatória, pontos e adiciona-os de forma a ir 
construindo uma cadeia poligonal que no final constituirá a fronteira de um polígono 
simples. No inicio deste processo, a cadeia poligonal é constituída por apenas um ponto 
escolhido de forma aleatória. Se num determinado momento a cadeia poligonal deixa de 
ser simples, ou se se torna impossível completar a cadeia impedindo a construção do 
polígono, é necessário realizar backtracking, retirando os últimos vértices adicionados à 
cadeia e tentando adicionar outros. 
O problema mais evidente desta estratégia, consiste em evitar um processo de 
backtracking demasiadamente exaustivo. Para tal são aplicadas algumas condições, 
estudadas por Shuffelt e Berliner [Shuffelt & Berliner 1994], que visam a redução de 
bactracking necessário para encontrar uma solução.  
Para possibilitar a aplicação das referidas condições, é necessário em cada passo 
saber quais as arestas que ainda são possíveis de adicionar à cadeia, isto é, as arestas que 
permitem chegar à construção de um polígono simples. Para tal é construído o grafo 
completo em S, que não é mais do que um grafo cujos vértices são os pontos de S e que 
tem todas as arestas possíveis, ligando directamente cada um dos vértices a todos os outros. 
Obviamente este grafo, apresenta todas as arestas possíveis com extremos em pontos de S. 
Assim, em qualquer momento, as arestas ainda permitidas usar são todas as que não 
intersectam qualquer aresta pertencem à cadeia poligonal construída até esse instante e que 
não possuem extremos em vértices da cadeia poligonal (excepto no primeiro e último 
vértice da cadeia). Contudo, seja s o último vértice da cadeia poligonal, se for adicionado 
um outro ponto à cadeia (consequentemente adicionada também uma aresta), todas as 
arestas que possuíam s como extremo deixam de ser possíveis de utilizar. Todas as arestas 
que passam a ser impossíveis de usar são marcadas como inúteis. 
Seguidamente, iremos considerar que dois pontos são ditos adjacentes se existe 
uma aresta não marcada (possível de usar) que os liga (ver figura 2.27). Se um 
determinado ponto apenas tem duas arestas, possíveis de usar, incidentes, estas são 
denominadas arestas obrigatórias, uma vez que obrigatoriamente terão de fazer parte do 
polígono (ver figura 2.27). Assim se um determinado ponto tem duas arestas obrigatórias 
incidentes (isto é, se o ponto é adjacente a dois vértices que apenas têm incidentes duas 
arestas, possíveis de usar, cada um), todas as outras arestas incidentes a este ponto, deixam 




de ser possíveis de usar, sendo marcadas. Para além disso, todas as arestas que intersectam 
uma aresta obrigatória deverão ser também marcadas como inúteis. 
 
O exemplo da figura 2.27 ilustra uma determinada fase deste algoritmo aplicado a 
um conjunto de nove pontos. Facilmente se observa que, por exemplo, os vértices s2 e s9 
são adjacentes. Por outro lado, as arestas (s1, s3) e (s3, s6) são obrigatórias. 
 
 
Figura 2.27. Exemplo de vértices adjacentes e arestas obrigatórias. 
 
Os lemas que se apresentam de seguida (demonstrações em [Auer 1996]), 
constituem as condições que se deverão aplicar, por forma a reduzir a quantidade de 
backtracking. No caso de alguma das condições ser violada, é aplicado backtracking. 
 
Lema 2.10 Todo o ponto ainda não pertencente à cadeia poligonal em construção, tem de 
ter no mínimo duas arestas, possíveis de usar, incidentes. (Caso contrário, não será possível 
construir um polígono simples, isto é, sem intersecções entre arestas não consecutivas). 
  
Lema 2.11 No máximo, apenas um ponto adjacente a s (último ponto adicionado à cadeia) 
poderá ter apenas duas arestas, possíveis de usar, incidentes. (Caso contrário, não será 
possível construir um polígono simples, isto é, sem intersecções entre arestas não 
consecutivas). 
 
Lema 2.12 Os pontos pertencentes à fronteira do conv(S) deverão aparecer na cadeia 
poligonal, na mesma ordem relativa em que aparecem no conv(S). (Caso contrário, não 
será possível construir um polígono simples, isto é, sem intersecções entre arestas não 
consecutivas). 
 
 Denotaremos as três condições, correspondentes aos lemas 2.10, 2.11 e 2.12 
apresentados anteriormente, por condição 1, condição 2 e condição 3, respectivamente. No 
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É importante referir que quando se utiliza esta heurística, os polígonos resultantes 
tanto poderão estar em ordem positiva como negativa. 
 
Complexidade e Características da Solução do Algoritmo 
 
Iniciando com a análise da complexidade temporal, necessária para verificar as 
condições, sabe-se que as duas primeiras condições, relativas aos lemas 2.10 e 2.11, podem 
ser verificadas em tempo linear em quanto que a terceira condição (lema 2.12) necessita de 
tempo constante para ser verificada. Para encontrar as arestas obrigatórias basta percorrer 
todos os vértices, o que leva tempo linear; de seguida para marcar todas as arestas que 
intersectam uma aresta obrigatória, é necessário tempo O(n3), uma vez que no máximo 
existem n arestas obrigatórias e o número total de arestas é limitado por O(n2). Finalizando 
a verificação de todas as condições, é necessário, para cada ponto no qual incidem duas 
arestas obrigatórias, marcar todas as outras arestas a ele incidentes, o que comporta um 
tempo O(n2). Deste modo, o tempo total gasto na verificação de todas as condições, em 
cada iteração é O(n3). 
 Contudo, a complexidade desta heurística depende maioritariamente da quantidade 
de vezes que se tem de realizar backtracking até ser construído um polígono simples. 
 Relativamente á complexidade espacial, uma vez que é necessário guardar todas as 
arestas possíveis de utilizar é requerido uma quantidade de espaço O(n2). 
 Claramente, esta heurística permite gerar todos os polígonos simples em S.  
 
 
2.4.6 2 Peasants 
 
A heurística 2 Peasants é bastante simples, contudo essa simplicidade conduz a 
uma heurística que produz uma solução pouco proveitosa, como se constatará mais adiante. 
 A ideia geral desta heurística consiste em dividir o conjunto de pontos em dois 
subconjuntos, construir as respectivas cadeias poligonais e no final uni-las. A estratégia 
utilizada para fazer a divisão do conjunto de pontos inicial S, consiste em determinar dois 
pontos extremos de S e dividir os restantes pontos consoante estão à esquerda ou direita do 
segmento que liga os pontos extremos. Nesta abordagem são considerados como pontos 
extremos os pontos de abcissa mínima e máxima ou os pontos de ordenada mínima e 
máxima, e trabalha-se apenas com um dos casos, isto é, escolhe-se aleatoriamente se se 
pretende trabalhar com os pontos de abcissa extrema ou com os pontos de ordenada 
extrema. Obviamente se existir mais do que um ponto com abcissa (ordenada) mínima 




(máxima), é escolhido um aleatoriamente. No seguimento, desta descrição, denota-se por 
p0 o ponto de S com abcissa (ordenada) mínima e por p1 o ponto de S com abcissa 
(ordenada) máxima. 
 Para dividir S em dois subconjuntos, S’ e S’’ traça-se o segmento com extremos em 
p0 e p1,  p0p1തതതതതത, colocam-se em S’ todos os pontos à esquerda de  p0p1തതതതതത e colocam-se em S’’ os 
pontos à direita de  p0p1തതതതതത. Nos dois subconjuntos resultantes, os pontos são ordenados 
segunda as suas abcissas, no caso de se terem escolhido como pontos extremos os de 
abcissa mínima e máxima, e, no caso de terem sido escolhidos os pontos de ordenada 
mínima e máxima, os pontos de S’ e S’’ são ordenados segundo as suas ordenadas. É de 
notar que os pontos de S’ são ordenados decrescentemente e os pontos de S’’ ordenados 
por ordem crescente. Ordenando os pontos de ambos os subconjuntos, S’ e S’’, pela ordem 
referida são obtidas duas cadeias C1 e C2, respectivamente. 
 Para construir o polígono simples basta então ligar p1 ao início da cadeia C1 e p0 ao 
final da mesma cadeia, e ligar também p0 ao inicio da cadeia C2 e ao final desta ligar p1. A 
esquematização da estrutura deste algoritmo é apresentada de seguida. 
 
 H9: Algoritmo 2 Peasants 
Entrada: conjunto S de n pontos. 
Saída: um polígono simples P, cujos vértices são os pontos de S. 
1. Encontrar pontos p0 e p1 de abcissa (ordenada) mínima e máxima, 
respectivamente 
2. S’, S’’ = {} 
3. Para todo o ponto s ∈ S \ {p0, p1} 
4.   Se s está à esquerda de p0p1തതതതതത 
5.          Adicionar s a S’ 
6.   Senão 
7.          Adicionar s a S’’ 
8. Ordenar os pontos de S’ por ordem decrescente da sua abcissa 
(ordenada) e construir C1 
9. Ordenar os pontos de S’’ por ordem crescente da sua abcissa (ordenada) 
e construir C2 
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Complexidade e Características da Solução do Algoritmo 
  
Facilmente se verifica que a complexidade temporal do 2 Peasants é O(n log n), 
como se explica de imediato. O primeiro passo, que consiste em encontrar p0 e p1 é 
realizado em tempo linear; a divisão de S em dois subconjuntos é realizada em tempo 
linear, a ordenação dos pontos em ambos os subconjuntos pode ser feita em tempo O(n log 
n) e por fim a união das cadeias utiliza tempo constante. Logo o tempo total gasto é O(n 
log n). 
 Relativamente à memória utilizada, o algoritmo 2 Peasants é O(n). 
 Esta heurística permite a geração aleatória de polígonos simples, embora em 
número muito reduzido. Se não houver mais do que um ponto com abcissa mínima, abcissa 
máxima, ordenada mínima e ordenada máxima, no máximo são gerados apenas dois 
polígonos, o que é um número demasiadamente reduzido. Por seu lado se considerarmos 
que existem n1 pontos com abcissa mínima, n2 pontos com abcissa máxima, n3 pontos com 
ordenada mínima e n4 com ordenada máxima (uma vez que se considera que os pontos 




   (a)                                               (b) 
 
Figura 2.28 Os dois únicos polígonos possíveis de gerar utilizando 2 Peasants, num 
conjunto de 8 pontos, S. 
 
 
Exemplo da Geração de um Polígono 
 
Apesar da simplicidade deste algoritmo, apresenta-se de seguida um exemplo da 
sua aplicação a um conjunto S de nove pontos, presente na figura 2.29 (a). Como se pode 
ver na figura 2.29 (a) escolheram-se como pontos extremos os pontos de abcissa mínima p0 
e abcissa máxima p1. De seguida, traçando o segmento de recta que une p0 a p1, faz-se a 




divisão do conjunto de pontos S em dois subconjuntos S’ e S’’, consoante os pontos estão à 
esquerda ou direita do segmento p0p1തതതതതത (ver figura 2.29 (b)). É feita a ordenação dos pontos 
de S’ e S’’ segundo as abcissas, como mostra a figura 2.29 (c). São construídas as cadeias 
poligonais correspondentes a S’ e S’’ ligando os respectivos pontos segundo a ordenação 
feita anteriormente (ver figura 2.29 (d)). Por fim, ligam-se ambas as cadeias a p0 e p1 e 
obtém-se o polígono simples da figura 2.29 (e) 
 
 
          (a)                                              (b)                                             (c) 
 
 
                                   (d)                                                  (e) 
 
Figura 2.29. Fases da heurística 2 Peasants aplicada a um conjunto de 6 pontos. 
 
 
2.4.7 Convex Bottom 
 
Tal como a heurística 2 Peasants, esta segue uma estratégia simples, porém, possui 
uma grande limitação ao nível do número de possíveis soluções que retorna. 
 O Convex Bottom começa por dividir o conjunto de pontos S em dois subconjuntos, 
S’ e S’’. Para tal, são também escolhidos dois pontos extremos, p0 e p1, que são os pontos 
de abcissa mínima e máxima, respectivamente, ou os pontos de ordenada mínima e 
máxima. Fica claro que a escolha de trabalhar com os pontos de abcissas extremas ou com 
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do que um ponto com abcissa (ordenada) mínima ou com abcissa (ordenada) máxima, é 
escolhido um aleatoriamente. Na continuação desta descrição, denota-se por p0 o ponto de 
S com abcissa (ordenada) mínima e por p1 o ponto de S com abcissa (ordenada) máxima. 
Escolhidos p0 e p1 é traçado o segmento de recta p0p1തതതതതത e, a partir deste,  dividem-se os 
pontos de S em dois subconjuntos: um que contém os pontos à esquerda do segmento e 
outro que contém os pontos à direita. 
 De seguida, escolhe-se aleatoriamente um dos subconjuntos de S anteriores, 
adicionam-se p1 e p0, obtendo-se o conjunto de pontos T, e determina-se o seu invólucro 
convexo (fica claro que sendo p0 e p1 pontos extremos, obrigatoriamente farão parte do 
conjunto de vértices do invólucro convexo, sendo também vértices consecutivos). Seja V o 
conjunto dos vértices do invólucro convexo de T. Os pontos de S \ V são ordenados 
segundo as suas abcissas, no caso de p0 e p1 serem os pontos de abcissa mínima e máxima, 
respectivamente. No caso de p0 e p1, possuírem ordenada mínima e máxima, 
respectivamente, os pontos de S \ V são ordenados segundo as suas ordenadas. Estes pontos 
são ligados segundo a ordem definida, constituindo assim uma cadeia poligonal C. Por fim 
a esta cadeia C é ligada uma outra constituída pelas arestas do conv(T), excepto a aresta 
(p0, p1). 
 Os passos da heurística Convex Bottom apresentam-se de forma sucinta, de seguida.  
 
 H10: Algoritmo Convex Bottom 
Entrada: conjunto S de n pontos. 
Saída: um polígono simples P, cujos vértices são os pontos de S. 
1. Encontrar pontos p0 e p1 de abcissa (ordenada) mínima e máxima, 
respectivamente 
2. S’, S’’ = {} 
3. Para todo o ponto s ∈ S \ {p0, p1} 
4.  Se s está à esquerda de p0p1തതതതതത 
5.         Adicionar s a S’ 
6.   Senão 
7.          Adicionar s a S’’ 
8. Escolher aleatoriamente S’ ou S’’ 
9. Adicionar p0 e p1 ao subconjunto escolhido, obtendo-se T 
10. Determinar o conjunto de vértices V do conv(T) 
11. Ordenar os pontos de S \ V segundo as abcissas (ordenadas) 
12. Ligar os pontos por essa ordem, obtendo-se C 
13. Adicionar a C as arestas de conv(T), excepto p0p1തതതതതത 




Complexidade e Características da Solução do Algoritmo 
  
A complexidade temporal desta heurística depende claramente do tempo utilizado 
na ordenação dos pontos. Uma vez que a ordenação pode ser realizada em tempo O(n log 
n), é também essa a complexidade temporal da heurística. A divisão de S em dois 
subconjuntos é realizada em tempo linear, a determinação do invólucro convexo pode ser 
feita em tempo O(n log n) [O’ Rourke 1994] e os restantes passos em tempo constante. 
 Neste caso a complexidade espacial é O(n), uma vez que apenas se utiliza memória 
para armazenar ambos os subconjuntos e o invólucro convexo de um deles. 
 A heurística Convex Bottom permite a geração aleatória de polígonos simples que 
apresentam uma cadeia convexa. Infelizmente, o número de polígonos distintos que são 
gerados por esta heurística é muito reduzido. Como foi assumido que os pontos de S estão 
em posição geral (isto é, não existem três pontos colineares), então existem no máximo 
oito possibilidades de escolha de pontos extremos, pela seguinte razão: supondo que 
existem dois pontos com abcissa mínima, dois com abcissa máxima, outros dois com 
ordenada mínima e ainda dois com ordenada máxima, podem escolher-se os pontos com 
abcissa extrema ou com ordenada extrema e, em cada caso, existem quatro combinações 
possíveis. Após escolhidos os pontos extremos, dividem-se os restantes pontos em dois 
subconjuntos e, aleatoriamente, escolhe-se um deles para calcular o invólucro convexo. 
Desta forma no máximo é possível gerar 2 × 8 = 16 polígonos simples diferentes. Na figura 
2.30 podem ver-se todos os polígono possíveis para um conjunto S, tal que |S| = 8. 
 Também se pode constatar que esta heurística não gera os polígonos de forma 
uniforme. Por exemplo, o polígono da figura 2.30 (a) pode ser gerado escolhendo um dos 
dois pontos de abcissa mínima e o ponto de abcissa máxima, por outro lado, o polígono da 
figura 2.30 (c) é gerado a partir da escolha de um único par de pontos extremos, os pontos 
de ordenada mínima e máxima. 
   
 
                      (a)                              (b)                             (c)                              (d) 
  
Figura 2.30. Polígonos gerados através da heurística Convex Bottom para um conjunto S de 
8 pontos. 
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Exemplo da Geração de um Polígono 
 
De seguida, apresenta-se um exemplo da geração de um polígono simples 
utilizando a heurística Convex Bottom, aplicada a um conjunto S de nove pontos. 
Inicialmente são escolhidos para pontos extremos os de abcissa mínima e máxima, p0 e p1 
assinalados na figura 2.31 (a). Divide-se S em dois subconjuntos consoante os pontos estão 
à esquerda ou à direita do segmento p0p1തതതതതത. Escolhendo aleatoriamente um desses 
subconjuntos, neste caso o subconjunto que contém os pontos à direita do segmento, e 
adicionando-lhe os pontos extremos p0 e p1 determina-se o seu invólucro convexo. Na 
figura 2.31 (b) pode observar-se o invólucro convexo limitado por três segmentos 
(incluindo o que está a tracejado) e que contém três vértices. Os restantes pontos de S, para 
além desses três são ordenados segundo as suas abcissas (ver figura 2.31 (c)). Unindo os 
pontos pela ordem definida e adicionando as arestas do invólucro convexo (excepto a 
aresta (p0, p1)), obtém-se o polígono simples da figura 2.31 (d).  
 
 
    (a)                                                     (b) 
 
 
    (c)                                                     (d) 
 




















2.5 Outras Variantes de Heurísticas para a Geração de 
Polígonos Simples 
 
No caso dos algoritmos descritos anteriormente, é exigido, como dados de entrada, 
um conjunto de pontos fixo, que se pretende que sejam os vértices do polígono gerado. De 
seguida são apresentados dois algoritmos que permitem a geração de polígonos simples, 
utilizando para tal, estratégias diferentes. Em ambos os casos, não é necessário um 
conjunto de pontos, como dados de entrada. Por outro lado, no primeiro algoritmo, os 
polígonos são gerados aleatoriamente movimentando os seus vértices e, no segundo 
algoritmo, é adicionado um número arbitrário de vértices por cada iteração até se obter um 
polígono com o número mínimo de vértices desejado. 
 
 
2.5.1 Bouncing Vertices 
 
Este algoritmo foi idealizado por O’Rourke e Virmani [O’ Rourke & Virmani 
1991] e tem uma particularidade especial que consiste na geração de polígonos simples por 
movimentação de vértices. 
 A ideia geral deste algoritmo consiste em gerar um polígono simples P (limitado a 
uma determinada região R), por movimentação de vértices, partindo de um polígono 
simples inicial de n vértices. Obviamente não é necessário ter um conjunto S de pontos 
como dados de entrada deste algoritmo, basta apenas indicar o número de vértices do 
polígono que se pretende. Neste último caso, são gerados tantos pontos quanto os 
desejados, de forma aleatória e dentro da região R. O polígono inicial P pode ser obtido 
escolhendo o ponto de menor abcissa (no caso de existirem vários, escolher aquele que tem 
menor ordenada) e ordenando os restantes pontos em redor do ponto seleccionado. 
Obviamente pode ser utilizada qualquer outra estratégia que permita obter um polígono 
simples. 
 Começa-se então a construção de um polígono simples aleatório, movimentando os 
vértices, para tal aplicam-se os seguintes passos a cada um dos n vértices (seja vi o vértice 
em estudo): 
 
1. Escolher aleatoriamente um vector vԦ e definir o vértice v’ = vi + vԦ. 
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2. Se o vértice v’ estiver no interior da região R e se o polígono se mantiver 
simples após a substituição de vi por v’, então essa substituição é realmente 
feita. 
 
3. Caso uma das anteriores condições for violada, escolhe-se um novo vector vԦ e 
verificam-se novamente as condições. 
 
Este processamento dos vértices pode ser realizado tantas vezes quantas as que se 
queira, definindo o número de iterações desejadas como dado de entrada. Assume-se que o 
número de iterações definidas é k. 
Na figura 2.32 podem visualizar-se dois diferentes vectores para movimentar um 
mesmo vértice. Na figura 2.32 (a) está presente um movimento válido do vértice em causa, 
na figura 2.32 (b) pode observar-se um exemplo de um vector não permitido, uma vez que 
se movimentarmos o vértice segundo esse vector o polígono deixa de ser simples. 
 
 
          (a)                                           (b) 
 
Figura 2.32. (a) Movimento válido de vi para v’. (b) Movimento de vi para v’ não 
permitido. 
 
 A estrutura do algoritmo Bouncing Vertices é apresentada a seguir. 
 
 H11: Algoritmo Bouncing Vertices 
Entrada: conjunto S de n pontos e o número de iterações desejadas, k. 
Saída: um polígono simples P com n vértices. 
1. Geração de um polígono inicial P com n vértices 
2. Para j = 1 até k 
3.   Para i = 1 até n 
4.          Repetir até v’ ∈ R e o novo polígono ser simples 
5.                 Escolher aleatoriamente um vector vԦ 












Relembrando o que foi mencionado anteriormente, não é necessário ter como dados 
de entrada um conjunto S de pontos, basta apenas indicar o número de vértices que se 
deseja, n. Neste caso à estrutura anterior seria necessário adicionar um primeiro passo que 
consistiria na geração aleatória de n pontos no interior da região R. 
 
 
Complexidade do Algoritmo 
 
A geração de um polígono inicial pode ser realizada em tempo O (n log n), 
utilizando por exemplo a heurística Convex Bottom, apresentada numa secção anterior. 
Para cada vértice vi movimentado são testadas duas condições: o novo vértice deverá estar 
no interior da região R e o novo polígono deverá ser simples. A primeira condição pode ser 
verificada em tempo constante e a segunda em tempo linear, uma vez que basta verificar se 
as duas novas arestas (vi–1, v’) e (v’, vi+1) não intersectam nenhuma das restantes. 
 Evidentemente, a complexidade deste algoritmo depende em grande parte do 
número de vectores que são necessários gerar até ser encontrado um que defina um 
movimento permitido. Seja f(n) a função que determina o número de vectores que são 
necessários gerar até ser encontrado um válido. Para cada iteração a complexidade 
temporal é O(n2 f(n)), supondo que são realizadas k iterações é necessário tempo O(k (n2 
f(n))). 
 O espaço utilizado por este algoritmo é O(n), uma vez que é utilizada memória para 
guardar apenas o polígono, o vértice e o vector gerados. 
 
  
Exemplo da Geração de um Polígono 
 
Para melhor compreender o funcionamento da estratégia do Bouncing Vertices, 
ilustra-se de seguida uma iteração do algoritmo aplicado a um conjunto S de seis pontos. 
Na figura 2.33 (a) pode ver-se o polígono P gerado no início de todo o processo. De 
seguida, em cada passo, é assinalado o ponto que está a ser analisado, o ponto gerado que o 
substitui e os pontos que são gerados mas que infringem a condição de simplicidade do 
polígono. As arestas a preto constituem o novo polígono gerado, a cinzento estão 
assinaladas as arestas adjacentes ao ponto em estudo, antes de ser movido, e a tracejado 
estão representadas as arestas adjacentes aos novos pontos candidatos, mas que não 
satisfazem a condição de simplicidade. 
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 Inicialmente, para mover o vértice v1 é gerado aleatoriamente um vector que induz 
uma deslocação de v1 para v’, que é realizada com sucesso, como se pode constatar na 
figura 2.33 (b). Passando para o vértice v2, apenas na segunda tentativa foi possível 
movimentar o vértice com êxito (ver figura 2.33 (c)), o primeiro movimento levaria a que o 
polígono deixasse de ser simples. Prosseguindo com o vértice v3, o seu movimento é 
efectuado logo na primeira geração de um movimento aleatório (ver figura 2.33 (d)). Na 
figura 2.33 (e) sucede-se a mesma situação, o vértice v4 é movimentado com sucesso na 
primeira tentativa. Seguidamente, com o vértice v5, são executadas duas tentativas 
aleatórias de movimentação que não sortiram efeito, uma vez que tornariam o polígono não 
simples. Apenas na terceira tentativa, v5 foi movimentado garantindo a simplicidade do 
polígono, como mostra a figura 2.33 (f). Por último, v6 é movido imediatamente a partir da 
primeira geração de um vector que induz o movimento ilustrado na figura 2.33 (g). O 
polígono gerado pelo algoritmo, após uma iteração do mesmo, está presente na figura 2.33 
(h).   
 
 





























                   (g)                                             (h) 
 
Figura 2.33. Aplicação do algoritmo Bouncing Vertices a um conjunto S de 6 pontos. 
 
 
2.5.2 Partition Growth 
 
O algoritmo Partition Growth foi proposto por Campello [Campello 2003]. Neste 
método, um polígono simples é gerado, adicionando uma quantidade de vértices aleatória, 
até que um número mínimo de vértices desejado seja atingido. Assim, os dados de entrado 
do algoritmo consistem apenas no número mínimo de vértices, n, que o polígono deverá 
ter. 
 A estratégia deste método, consiste inicialmente em gerar um polígono P com três 
vértices escolhidos aleatoriamente. De seguida repetem-se os seguintes passos até que o 
número de vértices seja igual ou superior a n: 
 
1. Gerar uma recta l aleatoriamente que intersecte o polígono P, como se ilustra no 
exemplo da figura 2.34 (a). 
  
2. Determinar todos os pontos de intersecção da recta l com a fronteira de P e 
dividir em dois as arestas do polígono que intersectam l. 
 
3. Deslocar aleatoriamente todos os pontos de intersecção sobre l mantendo a 
ordem relativa das intersecções em l (ver figura 2.34 (b)). 
 
Obviamente, a ordem das intersecções é mantida, após o deslocamento das 
mesmas, para tentar prevenir que não sejam gerados polígonos não simples. Caso não se 
mantenha essa ordem o polígono claramente não poderá ser simples (ver figura 2.34 (c)). 
Apesar de não ser referido na literatura, essa condição não é suficiente para garantir que o 
polígono se mantém simples como se pode constatar no exemplo da figura 2.35 Numa 
determinada iteração, isto é, gerada uma recta aleatoriamente, uma forma de mover as k 
intersecções encontradas (e ordenadas), consiste em gerar aleatoriamente k pontos na recta 
v6 
v’ 
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l, ordená-los segundo as abcissas (excepto se a recta l for vertical, neste caso ordenam-se 
segundo as ordenadas) e substituir cada intersecção por cada um dos pontos, exactamente 
pela ordem determinada. 
No final de cada iteração é necessário verificar se o polígono se mantém simples. 
No caso de existirem intersecções, novos movimentos necessitam de ser gerados através da 
mesma recta. Tal como referido anteriormente, o algoritmo proposto por Campello não 
considera esta última verificação. 
 
 
(a)                                   (b)                                   (c)  
 
Figura 2.34. (a) Linha l que intersecta o polígono. (b) Movimentação das intersecções 




                                                 (a)                                            (b) 
 
Figura 2.35. Movimentação das intersecções que gera um polígono não simples. 
 
 De seguida apresenta-se a estrutura do algoritmo original proposto por Campello, 
melhorado para poder gerar apenas polígonos simples, verificando a cada iteração se o 
polígono é simples. 
 
 
l l l 
l l 




 H12: Algoritmo Parttition Growth 
Entrada: número mínimo de vértices do polígono, n. 
Saída: um polígono simples P com pelo menos m vértices. 
1. Gerar P com 3 vértices escolhidos aleatoriamente 
2. Enquanto o número de vértices de P < n 
3.   Gerar aleatoriamente uma recta l que intersecta P 
4.   Encontrar todos as intersecções de l com fr(P) e ordená-las 
5.   Repetir até P ser simples 
6. Movimentar cada uma das intersecções pela recta l mantendo a 
sua ordem relativa 
 
Supondo que num determinado momento o polígono P tem m vértices, após uma 
nova iteração o polígono passará a ter no máximo 2m – 1 vértices. Na figura 2.36 está 
ilustrado um exemplo em que a partir de um determinado polígono de 7 vértices se gera 
um polígono com 2 × 7 – 1 = 13 vértices. 
 
 
                           (a)                                                         (b) 
 
Figura 2.36. Actualização de um polígono P, com 7 vértices num com 13 vértices. 
 
 
Complexidade do Algoritmo 
 
A geração de um polígono inicial de três vértices aleatórios é realizada em tempo 
constante. Em cada iteração são adicionados no mínimo dois vértices, logo o número 
máximo de iterações necessária para gerar um polígono com no mínimo n vértices é 
limitado por O(n). 
 Supondo que, numa determinada iteração, se pretende mover k vértices então é 
gasto tempo O (k log k), uma vez que tanto os vértices como os novos pontos gerados têm 
de ser ordenados. 
 Contudo a complexidade deste algoritmo depende do número de movimentos 
necessários gerar para que o polígono se mantenha simples. 
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Exemplo da Geração de um Polígono 
 
Apresenta-se de seguida uma ilustração da aplicação do algoritmo Partition 
Growth, com o objectivo de gerar um polígono com no mínimo seis vértices. A linha a 
tracejado corresponde à recta gerada aleatoriamente que intersecta o polígono.  
 Inicialmente, é gerado aleatoriamente o polígono P da figura 2.37 (a) constituído 
por apenas três vértices. Gera-se de forma aleatória uma recta l que intersecta duas arestas 
de P (ver figura 2.37 (b)) e movimentando as intersecções ao longo de l obtém-se um novo 
polígono com cinco vértices visível na figura 2.37 (c). Como o número de vértices ainda é 
inferior a 6, realiza-se nova iteração. É gerada nova recta (ver figura 2.37 (d)) que 
intersecta a fronteira do polígono em dois pontos. Movimentando estas duas intersecções é 
obtido o polígono simples da figura 2.37 (e). Como o número de vértices do polígono é 7 
(superior a 6) o algoritmo termina a sua execução e devolve o polígono da figura 2.37 (f). 
 
 
                            (a)          (b)              (c) 
 
 
      (d)          (e)              (f) 
 
Figura 2.37. Ilustração da aplicação do algoritmo Partition Growth com o intuito de gerar 













O problema de geração aleatória de polígonos simples, por se mostrar tão difícil de 
resolver de forma eficiente, tem vindo a estimular os especialistas da área na procura de 
uma solução. Como foi apresentado no Capítulo 2, foram propostas várias heurísticas e 
algoritmos que visam a geração de polígonos (simples e/ou com características especiais), 
contudo nenhum deles permite a obtenção de soluções óptimas. 
 Em 2007, Damian, Flatland, O’Rourke e Ramaswami [Damian et al. 2007] 
realizaram um estudo deste problema que resultou num artigo intitulado Connecting 
Polygonizations via Stretches and Twangs. O objectivo deste trabalho foi propor uma nova 
estratégia para gerar todos os polígonos simples possíveis a partir de um dado conjunto de 
pontos S = {s1, s2, …, sn}. Tal estratégia segue do estudo de poligonizações (conceito que 
será definido de seguida) e tem por base dois tipos de movimentos (ou operações), 
apresentados mais à frente, que permitem gerar polígonos simples a partir de outros.  
 Os conceitos e nomes de algoritmos, apresentados de seguida, foram mantidos na 
versão original (em inglês) do artigo [Damian et al. 2007], uma vez que a sua tradução não 
traria qualquer vantagem para a sua compreensão.  
 Seguidamente, introduzem-se algumas definições e resultados essenciais para a 
compreensão deste método, que será o foco de todo este capítulo. 
 
 





Com o intuito de explicar da melhor forma o algoritmo proposto em [Damian et al. 
2007], apresentam-se a seguir algumas definições e resultados preliminares que serão 
devidamente ilustrados. 
 
Definição 3.1 Dado um conjunto de pontos S = {s1, s2, …, sn}. Um invólucro poligonal Pσ 
é uma sequência σ de índices do conjunto S, que apresenta as seguintes propriedades: 
1. Todo o índice pertencente a {1, 2, …, n} ocorre em σ. 
2. Os índices podem ser repetidos. Se o índice i aparece em σ pelo menos duas 
vezes, então o ponto si é denominado ponto de duplo contacto. 
3. Para um ε ൐ 0 suficientemente pequeno, existe uma perturbação no interior do 
círculo de raio ε e centro em cada um dos pontos de duplo contacto, que 
permite a separação de cada um desses pontos em dois ou mais pontos, 
determinando assim uma curva poligonal simples fechada que liga os pontos 
perturbados pela mesma ordem que aparecem em σ. 
 
Na figura 3.1 pode observar-se um exemplo de um invólucro polinomial do 
conjunto S = {s1, s2, …, s12}, Pσ determinado pela sequência de índices σ = {1, 8, 5, 11, 3, 
12, 10, 3, 4, 9, 7, 6, 7, 2, 8} e que contém três pontos de duplo contacto s3, s7 e s8.  
É fácil observar que um polígono simples é um invólucro poligonal sem quaisquer 
pontos de duplo contacto. 
 
 
Figura 3.1. Invólucro polinomial num conjunto S de 12 pontos. 
 
Definição 3.2 Uma poligonização de um conjunto S de n pontos no plano é uma 
permutação σ do conjunto de índices dos pontos de S, {1, 2, …, n}, que determina um 


















Figura 3.2. Poligonização de um conjunto S de 8 pontos determinada por σ = {s1, s8, s5, s4, 
s8, s3, s2, s6}. 
 
 No decorrer deste capítulo, denotaremos uma poligonização de um conjunto S por 
P. O polígono simples correspondente é denotado da mesma forma. 
 
Definição 3.3 Seja P uma poligonização de S. A uma aresta (si, sj), pertencente à fronteira 
do conv(S), designa-se por de pocket lid de P se não pertence à fronteira de P. 
 
Definição 3.4 Seja P uma poligonização de S. Seja W o conjunto dos polígonos limitados 
pelo conv(S) que não estão contidos em P, isto é, W = {conv(S) \ P}. Então os elementos 
de W são designados por polígonos pocket (bolso) de P. A cada polígono pocket está 
associada uma única aresta pocket lid. 
 
Na figura 3.3 ilustra-se um exemplo de uma poligonização P = (v1, v2, v3, v4, v5, v6, 
v7, v8, v9, v10) num conjunto S com dez pontos, bem como uma aresta pocket lid de P, (v4, 
v10), e o respectivo polígono pocket Q = (v4, v5, v6, v7, v8, v9, v10). Aos vértices de um 
polígono pocket dá-se o nome de vértices pocket. 
 
 
Figura 3.3. Aresta pocket lid e polígono pocket duma determinada poligonização. 
 
O seguinte lema, cuja demonstração poderá ser encontrada em [Czyzowicz et al. 
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Lema 3.5 Para qualquer conjunto de pontos S (que não estão em posição convexa), existe 
pelo menos uma poligonização tal que |W| = 1, isto é, uma poligonização com apenas um 
polígono pocket. 
 
 Fixando uma aresta (si, sj) da fronteira do conv(S) é possível definir uma 
poligonização de S com um único polígono pocket com aresta pocket lid (si, sj), tal que os 
vértices do polígono pocket estão ordenados em redor do vértice p. Uma poligonização 
com estas características é denominada canónica, Pc (ver exemplo da figura 3.4). 
 
 
Figura 3.4. Exemplo de uma poligonização canónica de S. 
 
 
3.2 Operações Stretches e Twangs 
 
O algoritmo proposto em [Damian et al. 2007] permite gerar um polígono simples a 
partir de um outro com o mesmo conjunto de vértices, aplicando operações (também 
denominadas movimentos) que são reversíveis. De seguida serão apresentadas tais 
operações, bem como a estratégia utilizada para as realizar. É de notar que se parte sempre 
de uma poligonização P inicial, na qual incidirão as operações descritas nesta secção. 
 Ao longo desta secção denota-se por ᇞ(p, q, r) o triângulo com vértices p, q e r. 
 
 
3.2.1 Stretches (esticamento) 
 
Este tipo de operações denotam-se por Stretch(e, v), onde e é uma aresta e v um 
determinado vértice da poligonização inicial P, tal que v não pertence a e. Uma operação 
Stretch é constituída por duas fases: a primeira que se baseia na introdução temporária de 
dois vértices na aresta e, e a segunda, que utilizando operações Twang (definidas 















x–  x+  
Para a primeira fase de uma Stretch é exigido que o vértice v veja pelo menos um 
ponto x no interior da aresta e, isto é, vx തതത ځ ext(P) = ׎ (ver figura 3.5 (a)). A definição 
seguinte introduz a noção de pseudo-vértices essencial para a primeira fase desta operação. 
 
Definição 3.5 Seja x um ponto interior de e tal que v vê x. Sejam x– e x+ dois pontos no 
interior da aresta e, um de cada lado de x, tal que o vértice v consegue ver ambos os pontos 
x– e x+. É fácil notar que tais pontos existem sempre na vizinhança de x. Os pontos x– e x+ 
denominam-se pseudo-vértices (ver figura 3.5 (b)). 
 
Assumindo que a aresta e tem extremos nos pontos p e q, isto é, e = (p, q), então x– 
será o ponto mais próximo de p. Deste modo, a primeira fase da operação Stretch(e, v), que 
se denota por Stretch0(e, v), consiste em alterar o polígono actual, substituindo a aresta e 
por quatro novas arestas: (p, x–), (x–, v), (v, x+) e (x+, b), exactamente por esta ordem (ver 
figura 3.5 (c)). 
 
 
        (a)                                                 (b) 
 
 
        (c)                                                (d) 
 
Figura 3.5. Ilustração de Stretch(e, v), com e = (p, q). (a) v vê x ∈ e. (b) Pseudo-vértices x– 
e x+. (c) Stretch0(e, v). (d) Twang(p, x–, v) e Twang(v, x+, q). 
 
 Por último, para que esta operação fique concluída, é necessário remover os 
pseudo-vértices x– e x+. Para tal, introduz-se de seguida uma outra operação denominada 





x– x x+ 
x 
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3.2.2 Twangs (agudizar) 
 
As operações Twang incidem sobre um conjunto de três vértices consecutivos p, q e 
r da poligonização P. Tal operação denota-se por Twang(p, q, r). Para que esta operação 
possa ser aplicada exigem-se duas condições: 
1. Os vértices p, q e r não podem ser colineares (neste dissertação assume-se que 
os vértices estão em posição geral, logo três pontos nunca serão colineares). 
2. O vértice q é ou um pseudo-vértice ou um vértice de duplo contacto. No caso de 
q ser um vértice de duplo contacto, se se perturbar ligeiramente os vértices de P 
para separar cada vértice de duplo contacto em um ou mais vértices, para que P 
seja simples, então o triângulo ᇞ(p, q, r) não deverá conter nenhuma outra 
ocorrência de q. 
 
Por observação da figura 3.6 (a), pode verificar-se que o vértice q de P é de duplo 
contacto. Perturbando ligeiramente os vértices de P (ver figura 3.6), de forma a eliminar 
todos os vértices de duplo contacto e mantendo a simplicidade do polígono, pode verificar-
se que ᇞ(p, q, r) contém uma outra ocorrência de q. Por outro lado ᇞ(p’, q, r’) não contém 
qualquer outra ocorrência de q, logo a operação Twang pode ser aplicada aos vértices 
consecutivos p’, q e r’. 
 
 
   (a)          (b) 
 
Figura 3.6. (a) O ponto q é de duplo contacto. (b) O ᇞ(p, q, r) contém uma segunda 
ocorrência de q, mas o ᇞ(p’, q, r’) não. 
 
Definidas as condições para a sua aplicação, pode-se explicar a operação Twang(p, 
q, r). Esta operação substitui as arestas (p, q) e (q, r) em P pelo caminho mais curto, sp(p, 
q, r), de p para r que está no interior do ᇞ(p, q, r) e que não atravessa a fronteira de P. Um 
exemplo da aplicação desta operação ilustra-se na figura 3.7. No caso de não existirem 













outro lado, se p = r as arestas (p, q) e (q, r) coincidem e a operação Twang(p, q, r) substitui 
ambas pelo ponto a. 
A operação Twang permite a remoção de pseudo-vértices e de vértices de duplo 
contacto, contudo, na maioria das vezes, cria novos vértices de duplo contacto, como se 
pode ver na figura 3.7 (b), onde Twang(p, q, r) eliminou um vértice de duplo contacto mas 
deu origem a outros cinco.  
 
 
                                       (a)               (b) 
 
Figura 3.7. (a) Vértice q de duplo contacto. (b) Resultado da aplicação de Twang(p, q, r). 
 
Assim pode-se descrever a segunda fase da operação Stretch, que não é mais do 
que a remoção dos pseudo-vértices x– e x+ introduzidos na fase inicial. Para tal são 
executadas duas operações Twang: Twang(p, x–, v) e Twang(v, x+, q) (ver figura 3.5 (d)). 
Deste modo, após a execução de uma operação Stretch obtém-se um invólucro poligonal. 
Uma vez que se pretende gerar uma poligonização a partir de outra, o resultado 
obtido após uma operação Stretch, não é o desejado. Assim, faz sentido de momento, tentar 
transformar o invólucro poligonal numa poligonização, eliminando os vértices de duplo 




3.2.3 Twang Cascades 
 
Como foi referido, geralmente a operação Twang remove um ponto de duplo 
contacto, mas cria outros novos. Porém, se se aplicar repetidamente Twangs a um 
invólucro poligonal P, acabarão por se eliminar todos os pontos de duplo contacto. Tal 













1. Repetir enquanto P tem um ponto de duplo contacto q 
2. Encontrar uma sequência de vértices (p, q, r) que satisfaça as 
condições necessárias para aplicação da operação Twang 
3.   Twang(p, q, r) 
 
Tal como referido em [Damian et al. 2007], embora não seja de forma imediata, 
toda a Twang Cascade deverá terminar num número finito de passos. É de notar também 
que um mesmo ponto pode sofrer uma operação Twang mais do que uma vez. Como 
provado em [Damian et al. 2007], o limite superior de Twangs necessários numa Twang 
Cascade é O(nn). 
 
 
3.2.4 Forward Move 
 
Um Forward Move utiliza todas as operações descritas anteriormente e tem como 
objectivo transformar uma poligonização P, numa outra P’. Sendo assim, este movimento 
é aplicado a uma determinada poligonização P, que corresponde a um polígono simples, e 
consiste numa operação Stretch, seguida de uma operação Twang e por último a aplicação 
de uma Twang Cascade. 
 Para a realização do primeiro passo, a operação Stretch, é exigido que os pseudo-
vértices, contidos na aresta alvo e = (p, q), estejam no lado reflexo do vértice em causa v.  
 A estrutura de um Forward Move é apresentada de seguida. 
 
 ForwardMove(P, e, v) 
      Seja P um polígono simples; seja e e v uma aresta e um vértice, 
respectivamente, de P, que satisfazem as condições da operação Stretch; 
seja u, v e w a sequência única de vértices que contém v em P. 
1. P ึ Stretch(e, v) 
2. P ึ Twang(u, v, w) 
3. P ึ TwangCascade(P) 
 









(a)                                    (b)                             (c) 
 
 
              (d)          (e) 
         
Figura 3.8. Ilustração de um Forward Move: (a) Polígono inicial P. (b) Stretch(pq, v). (c) 
Twang(u, v, w). (d) Twang(p, q, r). (e) Twang(p’, q’, r’). 
 
 
3.3 Geração Aleatória de Polígonos Simples Utilizando 
Stretches e Twangs 
 
As operações descritas anteriormente permitem construir um polígono simples a 
partir de outro, contudo o que se pretende, quando se fala de geração aleatória, é que essas 
mesmas operações permitam relacionar quaisquer dois polígonos simples, isto é, gerar um 
qualquer polígono simples a partir de qualquer outro polígono simples previamente gerado. 
Com o intuito de provar que tal é possível, foi proposta uma estratégia de redução de 
qualquer poligonização P à poligonização canónica Pc, como será explicada de seguida. 
  
  
3.3.1 Redução a Poligonizações com um Único Polígono Pocket 
 
Como referido anteriormente, uma poligonização canónica é composta por apenas 
um polígono pocket. Assim, se a poligonização P tiver mais do que um polígono pocket é 
necessário reduzi-la a uma poligonização com apenas um único polígono pocket. Para 
explicar como esta redução pode ser realizada, começa-se por apresentar de seguida um 
w 








78 Capítulo 3. Nova Abordagem para a Geração de Polígonos Simples 
 
 
método para remover um qualquer polígono pocket, redistribuindo os seus vértices por 
outros polígonos Pockets. 
 Assim, supondo que P tem dois ou mais polígonos pocket e escolhendo uma 
qualquer aresta pocket lid e que pertence a um determinado polígono pocket Q, o objectivo 
é reduzir Q à aresta e, redistribuindo os vértices de Q utilizando apenas forward moves. 
 O método utilizado para esta tarefa, cuja estrutura se apresenta a seguir, consiste 
em ir escolhendo um vértice v do conv(Q) de cada vez e tentar adicioná-lo a um qualquer 
outro polígono pocket.   
 
 SinglePocketReduction(P, e) 
1. Enquanto o pocket Q de P, com pocket lid e, tiver 3 ou mais vértices 
2.   Escolher uma aresta e’ de P na fronteira de um pocket B ≠ Q 
3. Escolher um vértice v ∈ Q, que não pertença a e, que seja um vértice 
do conv(Q) e que veja e’ completamente 
4.   ForwardMove(P, e, v) 
 
Em [Damian et al. 2007] foi provado que este algoritmo termina num número finito 
de iterações, aplicando no máximo O(n) forward moves. A figura 3.9 ilustra a aplicação 
deste algoritmo a uma poligonização com dois polígonos pocket. 
 
 
(a)                                    (b)      (c) 
 
 




























































             (g) 
 
Figura 3.9. SinglePocketReduction(P, (p, q)): (a) Polígono inicial P. (b) Stretch((b1, b2), 
a1). (c) Twang(a1, a2, a3). (d) Stretch((b4, b5), a3). (e) Twang(a1, a3, q). (f) Stretch((b4, a3), 
a1). (g) Twang(p, a1,q). 
 
 O algoritmo de eliminação de um único polígono pocket de uma determinada 
poligonização, aplicado tantas vezes quantas as necessárias, permite a redução da 
poligonização a um único polígono pocket. Deste modo, escolhendo uma aresta e 
pertencente ao invólucro convexo de P, o objectivo é reduzir P a uma poligonização com 
um único polígono pocket T, cuja aresta pocket lid é e, utilizando apenas forward moves. O 
algoritmo que devolve esse resultado apresenta-se a seguir. 
 
 PocketReduction(P, e) 
1. Se e é uma aresta de P 
2.   T ึ e 
3. Senão 
4.   T ึ polígono pocket com pocket lid e 
5. Para cada pocket lid e’ ≠ e 
6.   SinglePocketReduction(P, e’) 
 
Pode-se então concluir, que este algoritmo termina no máximo após O(n2) forward 





















(a)      (b)  
 
 
(c)      (d)     
 
Figura 3.10. Ilustração de um PocketReduction(P, (p,q)): (a) Polígono inicial P. (b)  
SinglePocketReduction(P, (c,d)). (c) SinglePocketReduction(P, (a,p)). (d) 
SinglePocketReduction(P, (b, c)). 
  
 
3.3.2 Redução a uma Poligonização Canónica 
 
De forma a provar que é possível transformar um qualquer polígono simples num 
qualquer outro polígono simples, basta mostrar que é possível reduzi-los à sua 
poligonização canónica Pc (igual para ambos) utilizando apenas os movimentos e 
operações apresentados até esta fase. 
 Supondo que Pe denota uma poligonização arbitrária contendo apenas um polígono 
pocket, com pocket lid e = (p, q) e que se pretende reduzir Pe à poligonização canónica Pc. 
O algoritmo apresentado de seguida propõe um método para realizar tal redução. 
 
 CanonicalPolygonization(P, e) 
(Seja e = (p, q). Seja p = v0, v1, …, vk, vk+1 = q os vértices do polígono 
pocket Q de Pe ordenados em redor de p) 
1. Para cada i = 1 até k 
2.   ei–1 ึ (vi–1, vj) de Q, j > i – 1 



















3.   Se ei–1 não é igual a (vi–1, vi) 
4.          ForwardMove(ei–1, vi) 
 
Na figura 3.11 (b) pode observar-se o resultado da aplicação do algoritmo 
CanonicalPolygonization à poligonização da figura 3.11 (a). 
 
 
          (a)    (b) 
 
Figura 3.11. (a) Poligonização da figura 3.10 (d). (b) Poligonização canónica resultante. 
 
 
3.3.3 Geração Aleatória de Polígonos Simples 
 
A transformação de um dado polígono simples P1 num outro polígono simples P2 é 
possível reduzindo P1 e P2 a uma poligonização canónica comum Pc, e de seguida aplicar 
os movimentos inversos de Pc para P2. Deste modo, falta apenas definir os movimentos e 
operações inversas. 
 O inverso de um forward move, consiste em reverter a ordem das operações 
aplicadas e aplicar o inverso de cada uma delas. Por outro lado, é fácil notar que é possível 
obter o inverso da operação Stretch aplicando uma sequência de uma ou mais operações 
Twang. Por último o inverso de uma operação Twang consiste numa operação Stretch 
seguida de uma série de operações Twang. 
 O seguinte algoritmo estabelece uma estratégia que permite transformar uma 
poligonização P1 numa outra P2, num conjunto fixo de pontos S. 
 
 PolygonTransformation(P1, P2) 
1. Escolher aleatoriamente uma aresta e da fronteira do conv(P1) 
2. P1 ึ PocketReduction(P1, e) 
3. M1 ึ operações stretch e twang de PocketReduction(P2, e) 
4. Pc ึ CanonicalPolygonization(P1, e) 
5. M2 ึ operações stretch e twang de Canonicalpolygonization(P2, e) 
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6. Reverter a ordem dos movimentos M1 concatenados com M2 
7. Para cada stretch (twang) na ordem dos movimentos, definida 
anteriormente 
8.   Executar o inverso da operação stretch (twang) em Pc 
  
Posto isto, é possível geral aleatoriamente um polígono simples a partir de uma 
qualquer poligonização P seleccionando repetidamente movimentos aleatórios. Tal é 
possível pois todos os polígonos simples possíveis num conjunto S de n pontos estão 
conectados através de O(n2) operações stretch e twang.  
 
Damian, Flatland, O’Rourke e Ramaswami [Damian et al. 2007], implementaram 
um gerador de polígonos simples utilizando o método descrito nesta secção. Por falta de 
tempo, não foi possível incluir uma implementação desta estratégia na aplicação, descrita 













Com a finalidade de testar um subconjunto das heurísticas propostas no Capítulo 2, 
foi desenvolvida uma aplicação com uma interface gráfica utilizando a linguagem Java 
(versão 1.6) e o ambiente de desenvolvimento NetBeans IDE 6.0.1 [NetBeans]. Da 
aplicação fazem parte as seguintes heurísticas:  
- Quick Star 
- Radar Sweep 
- Steady Growth 
- Space Partitioning 
- Permute & Reject 
- 2-Opt Moves 
- Incremental Construction & Backtracking 
- 2 Peasants 
- Convex Bottom 
 
 Neste capítulo são descritos aspectos importantes da aplicação, assim como das 
estruturas de dados e os algoritmos auxiliares utilizados. É feita, também, uma breve 
referência à interface gráfica desenvolvida. Por último são apresentados alguns resultados 
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4.1 Estrutura de Dados da Aplicação 
 
Uma vez que, para qualquer uma das heurísticas implementadas, os dados iniciais 
são um conjunto de pontos, torna-se imprescindível a criação de uma estrutura adequada 
que facilite a manipulação dos dados. Assim, começou por ser criada uma classe 
denominada Ponto (ver figura 4.1 (a)). Cada instância desta classe é caracterizada por uma 
abcissa, uma ordenada e um ângulo (explica-se a necessidade deste atributo mais à frente), 
todos valores reais, e por um objecto da classe Ponto, que faz referência ao ponto 
imediatamente a seguir, no caso de um objecto da classe Ponto fazer parte de uma lista. A 
necessidade de processar pontos como um conjunto único torna-se evidente. Deste modo, 
definiu-se a classe Lista que representa uma lista ligada linear, cujos elementos são pontos 
(ver figura 4.1 (b)). Esta classe é composta por uma instância da classe Ponto, que indica o 
primeiro elemento da lista, por um valor inteiro correspondente ao número de elementos da 
lista e por um objecto da classe Lista que indica a lista seguinte, no caso do objecto da 
classe Lista fazer parte de uma lista de listas. A classe Lista, para além de ser utilizada 
para representar o conjunto de pontos inicial, também permite a representação de 
polígonos e cadeias poligonais. 
 Adicionalmente, por exemplo para a heurística Incremental Construction & 
Backtracking, é necessário guardar várias listas de pontos de forma ordenada e manipulá-
las o mais facilmente possível. Por isso, criou-se a classe ListaListas que permite 
representar uma lista ligada linear, cujos elementos são instâncias da classe Lista (ver 
figura 4.1 (c)). É definida por dois atributos, sendo que o primeiro consiste numa instância 
da classe Lista, e tem como objectivo aceder à primeira lista e o segundo atributo é um 
valor inteiro que indica o número de listas, isto é, o tamanho da lista de listas.  
 
 
   (a)                                       (b)                                        (c) 
 


















 Durante a implementação da heurística 2-Opt Moves tornou-se um imperativo o 
desenvolvimento de uma estrutura que permitisse guardar todas as intersecções entre 
arestas do polígono. Assim gerou-se a classe Interseccao, que visa guardar as informações 
relativas a uma dada intersecção entre arestas. Cada instância desta classe é caracterizada 
por quatro valores inteiros que representam os índices (a localização na lista de pontos que 
define o polígono) dos vértices do polígono que são extremos das arestas que se 
intersectam. Para além disso, possui um atributo booleano, que indica se as arestas em 
questão são coincidentes ou não, e um objecto da classe Interseccao, que permite aceder à 
intersecção seguinte (ver figura 4.2 (a)). Contudo, uma vez que na maioria das vezes o 
número de intersecções é consideravelmente elevado, definiu-se a classe ListaInter que 
possibilita o armazenamento de todas as intersecções. Esta classe é especificada por apenas 
dois atributos, um objecto da classe Interseccao, que permite aceder à primeira intersecção 
da lista, e um valor inteiro, que determina o número de elementos da lista de intersecções 
(ver figura 4.2 (b)). 
 
 
        (a)          (b) 
 
Figura 4.2. Classes e respectivos atributos: (a) Classe Interseccao. (b) Classe ListaInter. 
 
Por último, foi criada uma classe denominada Ficheiros que, como o seu nome 
indica, auxilia na manipulação de ficheiros. Esta classe permite guardar informação 
relativa a conjunto de pontos de entrada e a polígonos gerados, e possibilita também a 
leitura de dados a partir de um dado ficheiro. Cada objecto é caracterizado por um ficheiro 
de escrita e outro de leitura, cada um deles consistindo numa instância da classe 
BufferedReader e da classe BufferedWrite (classes predefinidas de Java), 















Figura 4.3. Classe Ficheiros e respectivos atributos. 
 
 
4.2 Algoritmos Auxiliares 
 
Nesta secção apresentam-se alguns dos mais significantes algoritmos auxiliares, 
utilizados para implementar alguns dos passos das heurísticas. 
 
 
4.2.1 Determinação do Invólucro Convexo 
 
Grande parte das heurística implementadas inclui uma fase que recorre à 
determinação do invólucro convexo de um determinado conjunto de pontos S, conv(S).  
Nesta aplicação, optou-se por utilizar o algoritmo de Graham [O’ Rourke 1994] 
para calcular o invólucro convexo. Em síntese o algoritmo de Graham pode ser resumido 
como se segue: 
 
Algoritmo de Graham 
Entrada: conjunto de n pontos S = {s1, s2, …, sn}. 
Saída: pilha T que contém os vértices do conv(S), orientados positivamente. 
1. Encontrar o ponto p1 ∈ S com menor ordenada 
2. Ordenar os pontos de S \ {p1} em redor de p1, obtendo o conjunto {p1, p2, …, 
pn} 
3. T ึ p1, p2, p3 
4. i ึ 4 
5. Enquanto i < n 
6.   pt ึ ponto de topo de T 
7.   pt–1 ึ ponto abaixo de pt, em T 
8.   Se pi está à esquerda de pt–1ptതതതതതത  








10.          i ึ i + 1 
11.   Senão 
12.          T ื pt 
 
Uma vez que neste algoritmo era necessário calcular ângulos, para permitir a 
ordenação dos pontos em redor de um outro, foi fundamental decidir uma forma de guardar 
esse valor. Por esta razão acrescentou-se um atributo à classe Ponto (apresentada 
anteriormente) que possui exactamente essa função. É fácil verificar que tal atributo será 
essencial para vários outros passos das heurísticas implementadas. 
 
 
4.2.2 Verificar a Existência de Intersecções 
 
Como foi referido no Capítulo 2, existem heurísticas (por exemplo Steady Growth) 
que recorrem ao conceito de visibilidade. Para verificar se dois pontos eram visíveis, foi 
necessário detectar a existência de intersecções entre o segmento que os ligava e as arestas 
do polígono, pelo que tornou-se útil implementar um algoritmo que realiza-se essa função. 
A estratégia utilizada para verificar se dois segmentos, abതതത e cd തതതത, se intersectam 
apresenta duas fases. A primeira fase baseia-se num teste de rejeição rápida e verifica se os 
rectângulos determinados pelas diagonais abതതത e cd തതതത não se intersectam. Caso os rectângulos 
não se intersectem, então, garantidamente, os segmentos também não se intersectam. Caso 
contrário deverá prosseguir-se com a próxima fase do algoritmo. 
Por seu lado, a segunda fase baseia-se na seguinte observação: os segmentos abതതത e 
cd തതതത intersectam-se se os pontos a e b estão em lados opostos de cd തതതതe os pontos c e d estão 
em lados opostos de abതതത, ou se os pontos a, b, c e d são colineares. 
 
 
4.2.3 Determinação dos Vértices de Tangencia 
 
No algoritmo Steady Growth o invólucro convexo dos pontos é construído de forma 
incremental. Para tal é necessário encontrar vértices de tangencia do invólucro convexo, 
construído até um determinado momento, em relação ao ponto p que se pretende adicionar. 
Para tal, utilizou-se um algoritmo que vai analisando pares de arestas consecutivas do 
polígono (pi–1, pi) e (pi, pi+1) e verifica a posição do ponto p em relação a cada uma delas. 
Se p estiver à esquerda de (pi–1, pi) e à direita de (pi, pi+1) (ou ao contrário), então pi é um 
vértice de tangencia. 
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4.3 Estrutura dos Ficheiros de Entrada/Saída 
 
A aplicação desenvolvida permite aceder a ficheiros de texto que contêm dados de 
entrada, relativos aos pontos iniciais e a dados de saída, isto é, aos polígonos gerados. Para 
além disso também permite armazenar num ficheiro de texto os dados introduzidos pelo 
utilizador na janela de visualização, bem como os resultados devolvidos pelos algoritmos 
implementados. 
 Um exemplo dos dados de um polígono com seis vértices, que foi gerado pela 
aplicação, é ilustrado na figura 4.4. Cada ficheiro de texto é constituído por duas secções, 
uma referente ao conjunto de pontos (dados de entrada) e outra relativa aos vértices 
polígono. A primeira contém uma linha que apresenta um inteiro, indicando o número de 
elementos do conjunto de vértices inicial. Seguidamente, apresenta uma listagem das 
coordenadas desses pontos, um em cada linha. A secção relativa ao polígono, consiste 
numa listagem dos seus vértices (pontos anteriores) pela ordem em que aparecem no 
polígono. Neste tipo de ficheiros cada ponto é especificado através das suas coordenadas, 
sendo que primeiro vem o valor da abcissa, imediatamente seguido de um espaço, que por 
sua vez é seguido pelo valor da ordenada. 
  
 
Figura 4.4 Exemplo de um ficheiro. 
 
 
4.4 Interface Gráfica 
 
Com o objectivo de facilitar a introdução de dados de entrada (pontos) e a 
visualização dos resultados (polígonos gerados) por parte do utilizador, à aplicação 




desenvolvida foi adicionada uma interface gráfica. Esta interface foi criada também com o 
propósito de ajudar na compreensão das heurísticas, uma vez que permite observar a 
execução dos métodos passo a passo. Nas figuras 4.5, 4.6 e 4.7 pode observar-se o aspecto 
geral da interface gráfica desenvolvida. 
 
 
Figura 4.5. Polígono com 100 vértices gerado pelo método 2-Opt Moves. 
 
 
Figura 4.6. Polígono com 25 vértices gerado pelo método Quick Star. 




Figura 4.7. Exemplo de uma iteração (Passo 2) do método Steady Growth. 
 
Faz parte da interface gráfica uma barra de menus (situado na parte superior) que 
contém um conjunto de várias opções.  
No menu, designado Ficheiro, é possível escolher uma opção de entre quatro (ver 
figura 4.8 (a)). Pode-se escolher limpar todos os dados e iniciar uma nova introdução de 
dados, aceder a dados de um determinado ficheiro, guardar dados introduzidos na tela onde 
são mostrados os resultados ou fechar a aplicação. 
Como sugerido pelo nome e como se pode constatar na figura 4.8 (b), o menu 
Algoritmos tem como função permitir a escolha da heurística que se pretende aplicar, de 
entre as várias implementadas nesta aplicação. 
O menu Opções apresenta dois tipos de opções, uma relativa à forma de resolução 
(como deverão ser executados os algoritmos) e outra relativa à forma como são fornecidos 
os dados de entrada (ver figura 4.8 (c)). A resolução poderá ser realiza de forma imediata, 
isto é, o algoritmo é executado até ao fim podendo apenas observar-se o seu resultado final 
(o polígono gerado). Por outro lado é possível escolher-se a opção Passo a Passo que 
permite ir observando os resultados após cada passo do algoritmo (apenas para os passos 
mais importantes). Relativamente aos dados de entrada, estes poderão ser lidos: (i) a partir 
de um ficheiro, (ii) gerados de forma aleatória pela aplicação (necessitando apenas de 
colocar o número de pontos desejado) ou (iii) fornecidos directamente pelo utilizador, 
clicando na janela de visualização. 
 
 




                
     (a)              (b)         (c) 
 
Figura 4.8. Barra de menus: (a) Menu Ficheiro. (b) Menu Algoritmos. (c) Menu Opções. 
 
 Da barra de menus, fazem ainda parte o menu Ferramentas e o menu Ajuda. O 
primeiro (ver figura 4.9 (a)) permite alterar as cores dos pontos, do polígono e do fundo da 
janela de visualização (onde se apresentam os resultados) e faculta a alteração do idioma 
da aplicação (inglês ou português). O menu Ajuda, ilustrado na figura 4.9 (b), disponibiliza 
informação sobre a aplicação e sobre os algoritmos implementados (incluindo uma 
descrição resumida dos seus passos) (ver figura 4.10). Oferece também uma série de 
instruções que facilitam a manipulação da interface gráfica (ver figura 4.11). 
 
        
         (a)            (b) 
 









Figura 4.10. Opção Algoritmos do menu Ajuda. 
 
 
Figura 4.11. Opção Instruções do menu Ajuda. 
 
 A interface gráfica possui uma área (no canto superior direito) que indica qual a 
heurística que está a ser utilizada. Existe também uma secção, imediatamente abaixo, onde 
são descritos os passos do algoritmo que está a ser executado (no caso de ser seleccionada 
a opção de resolução Passo a Passo) para que o utilizador possa acompanhar as etapas 
mais significantes desse algoritmo (ver figura 4.12). 
 No caso de os pontos serem gerados de forma aleatória aparece uma caixa de texto 
onde o utilizador deverá colocar o número de pontos desejados (ver figura 4.12). 
 Foram adicionados à interface três botões. O botão Gerar Pontos tem como função 
a geração de um conjunto de pontos de forma aleatória, podendo ser clicado diversas vezes 
até se obter o conjunto de pontos desejado. Por sua vez, o botão Gerar Polígono permite 




executar a heurística seleccionada. No caso de ter sido seleccionada a opção de resolução 
Imediata, o polígono resultante aparece na tela, caso contrário é iniciada a execução do 
algoritmo por passos. Assim, o botão Passo Seguinte possibilita a passagem de um 
determinado passo do algoritmo para o seguinte, apresentando o resultado do mesmo na 
tela (ver figura 4.12). 
 Por último, como se pode verificar na figura 4.12, existe uma secção onde são 
apresentadas as coordenadas de localização do cursor na tela de visualização, auxiliando o 
utilizador, por exemplo, na colocação de pontos.  
   
 
Figura 4.12. Secção da interface gráfica. 
 
 
4.5 Resultados Experimentais 
 
Apresentam-se de seguida alguns resultados obtidos experimentalmente, utilizando 
a aplicação desenvolvida. Numa primeira parte serão avaliados os resultados de cada uma 
das heurísticas, em termos de características da solução e sua utilidade prática. Na segunda 
parte será feita uma análise dos tempos de execução. 
 Os testes foram realizados em ambiente Windows Vista, num computador com 
processador Intel® CoreTM2 Duo T8300 a 2,40 GHz e com 3 GB de memória RAM. 
 
Nome do algoritmo 
Passos do algoritmo 
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4.5.1 Análise e Comparação das Características dos Resultados 
 
Nesta secção é feita uma análise das características mais evidentes dos polígonos 
gerados por cada uma das heurísticas implementadas. Para tal, executou-se cada uma delas, 
utilizando um conjunto de pontos gerados aleatoriamente pela aplicação, com 
cardinalidade 500. 
 
 Tal como referido no Capítulo 2, as heurísticas Quick Star e Radar Sweep geram 
polígonos estrelados, (ver figura 4.13 (a) e 4.13 (b)). Após a geração de uma considerável 
amostra de polígonos aplicando ambos os métodos, foi possível observar que o algoritmo 
Quick Star gera um elevado número de polígonos estrelados diferentes, sendo que o núcleo 
destes se localiza nas diferentes regiões possíveis do invólucro convexo do conjunto dos 
pontos. Por outro lado o algoritmo Radar Sweep apenas gera polígonos cujos núcleos se 
localizam à esquerda (direita) ou em baixo (cima) da janela de visualização, isto é, os 
núcleos situam-se o mais à esquerda (direita) ou o mais em baixo (cima) do polígono. 
 Deste modo, chegou-se à conclusão de que o algoritmo Quick Star é o mais 
adequado quando se pretende gerar um polígono estrelado arbitrário. O Radar Sweep, 
devido à sua limitação, poderá ser utilizado como algoritmo auxiliar para gerar um 
polígono estrelado a partir do qual, aplicando uma heurística mais aleatória, se poderá 
gerar outro.  
  
 
          (a)                     (b) 
 
Figura 4.13. Polígono estrelado gerado a partir de um conjunto com 500 pontos: (a) 
Utilizando a heurística Quick Star. (b) Utilizando a heurística Radar Sweep. 
 




Analisando os resultados obtidos pelo método 2 Peasants (ver o exemplo da figura 
4.14 (a)), é fácil observar a existência de duas cadeias distintas, ambas apresentando uma 
estrutura que contém arestas consecutivas formando tiras finas (slivers). Com o método 
Convex Bottom obtêm-se polígonos onde nitidamente se distinguem duas cadeias (ver 
figura 4.14 (b)): uma das cadeias é convexa e a outra apresenta uma estrutura semelhante à 
das cadeias da heurística 2 Peasants. Ambas as heurísticas permitem a geração de um 
número limitado de polígonos. Deste modo a sua aplicação é mais adequada quando se 
pretende gerar polígonos que apresentem as características acima referidas. 
 
 
          (a)          (b) 
 
Figura 4.14. Polígono gerado a partir de um conjunto com 500 pontos: (a) Utilizando a 
heurística 2 Peasants. (b) Utilizando a heurística Convex Bottom. 
 
 Após a aplicação das heurísticas Steady Growth e Space Partitioning obtiveram-se 
resultados com características muito semelhantes. Ambas produzem polígonos simples que 
apresentam uma estrutura muito complexa do ponto de vista da representação, uma vez que 
são constituídos por arestas consecutivas na forma de tiras finas (ver figura 4.15). Em 
situações reais, é menos provável a ocorrência deste tipo de polígonos. Contudo, dado o 
número elevado de polígonos possíveis de gerar a partir destas heurísticas, estas possuem 
uma grande utilidade aquando da necessidade de gerar polígonos aleatoriamente.  
 
Quando se aplicou a heurística 2-Opt Moves obteve-se uma gama de polígonos do 
género dos que se ilustra na figura 4.16. Facilmente se observa que este tipo de polígonos 
apresenta uma forma bastante mais “suave”, sendo um resultado mais gratificante do ponto 
de vista prático. Deste modo esta será a heurística mais adequada para simular uma 
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situação real. De facto, é a única que está implementada no pacote gráfico CGAL 
(Computational Geometry Algorithms Library) [CGAL]. 
 
                   (a)          (b) 
 
Figura 4.15. Polígono gerado a partir de um conjunto com 500 pontos: (a) Utilizando a 
heurística Steady Growth. (b) Utilizando a heurística Space Partitioning. 
 
 
Figura 4.16 Polígono gerado a partir de um conjunto com 500 pontos, utilizando a 
heurística 2-Opt moves. 
 
 Na impossibilidade de gerar polígonos, com um número de vértices relativamente 
elevado (como será explicado mais à frente), utilizando as heurísticas Permute & Reject e 
Incremental Construction & Backtracking, não faz sentido realizar uma análise das 
características dos resultados. A partir de polígonos com um número de vértices pequeno, 
dificilmente se consegue ter a percepção das suas características principais. 
 




4.5.2 Análise dos Tempos de Execução dos Algoritmos 
 
A análise dos tempos de execução de cada um dos algoritmos, foi efectuada 
aplicando cada um deles a conjuntos de pontos aleatórios com as seguintes cardinalidades: 
10, 25, 50, 100 e 200. Para cada conjunto de uma dada cardinalidade, foi executado 10 
vezes cada um dos métodos heurísticos. 
 Inicialmente analisaram-se os dois algoritmos implementados que geram polígonos 
estrelados: Quick Star e Radar Sweep. Como se pode observar pelo gráfico da figura 4.17, 
o tempo gasto por ambos é muito semelhante. Tanto o Quick Star como o Radar Sweep 
parecem ser bastante adequados para a geração de polígonos estrelados a partir de 
conjuntos de pontos relativamente grandes. Para um conjunto com 500 pontos, o QuickStar 
levou, em média, 5 milissegundos para gerar uma solução. Por seu lado o Radar Sweep, 
não diferindo significativamente do anterior, demorou aproximadamente 4,5 
milissegundos. 
 
Figura 4.17. Relação entre os tempos de execução de algoritmos, para geração de 
polígonos estrelados, e a cardinalidade dos conjuntos de pontos. 
 
 Relativamente às heurísticas para a geração de polígonos simples, foram obtidos os 
valores ilustrados na figura 4.18. Como se pode observar, dois dos algoritmos 
implementados, Permute & Reject e Incremental Construction & Backtracking, 
apresentam tempos de execução demasiadamente elevados para conjuntos de pontos de 
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tomam tempos de execução incomportáveis. Por esta razão, na maioria dos casos, estes 
métodos não são adequados na simulação de situações reais. 
 Após a análise dos resultados obtidos para as restantes heurísticas, verificou-se que 
as mais rápidas são a Space Partitioning e a 2 Peasants. Para um conjunto com 200 pontos, 
em média, o tempo necessário para a execução do algoritmo Space Partitioning ronda os 
10 milissegundos, o método 2 Peasants leva cerca de 6 milissegundos a gerar um polígono. 
Contudo, uma vez que este último método, não gera um número significativo de polígonos, 
a heurística Space Partitioning é a mais adequada para a geração aleatória de polígonos 
simples, do ponto de vista do desempenho. 
 
Os valores dos tempos de execução, presentes no gráfico da figura 4.18, 




Figura 4.18. Relação entre os tempos de execução (escala logarítmica) de algoritmos, para 







































Nesta dissertação tratou-se do problema de geração aleatória de polígonos simples 
a partir de um dado conjunto de pontos no plano. Apresentaram-se diversas heurísticas 
que, apesar de não gerarem uma solução óptima, permitem gerar um número significativo 
destes polígonos. Foram analisados, também, alguns algoritmos que permitem gerar apenas 
polígonos de uma determinada classe, como por exemplo, polígonos estrelados, monótonos 
e ortogonais. Por último foi apresentada uma nova abordagem, proposta em 2007, para 
resolver o problema em foco nesta dissertação. 
 
Com o objectivo de avaliar um conjunto representativo das heurísticas analisadas 
nesta dissertação foi desenvolvida uma aplicação que, para além da implementação desses 
métodos inclui uma interface gráfica. 
 
A partir dos resultados experimentais foi possível concluir que o método Quick Star 
é o mais adequado para a geração de polígonos estrelados, uma vez que apresenta tempos 
de execução baixos e permite gerar um número vasto de soluções. No que diz respeito à 
geração de polígonos simples, pode-se concluir que a heurística 2-Opt Moves é a que 
produz melhores resultados do ponto de vista da representação, sendo bastante adequada 
na simulação de situações reais. Por outro lado, do ponto de vista do desempenho, a 
heurística Space Partitioning possui uma grande utilidade na geração de polígonos 
simples, uma vez que apresenta os menores tempos de execução 
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 Em trabalho futuro, as restantes heurísticas tratadas nesta dissertação poderiam ser 
implementadas e acrescentadas à aplicação desenvolvida, de forma a aumentar as 
possibilidades de escolha para um utilizador.  
 
 Também, a estratégia descrita no Capítulo 3 poderia ser alvo de uma análise mais 
profunda, com vista na sua implementação e posterior adição ao gerador de polígonos 
desenvolvido. 
 
 Uma vez que o problema de desenvolvimento de métodos eficientes para a geração 
aleatória de polígonos simples ainda se mantém em aberto, dado que não foi encontrada 
nenhuma solução óptima, faz sentido o estudo de novos algoritmos, que melhorem a 
quantidade e tipo de soluções permitidas. 
 
 Dado que não foi possível encontrar qualquer software de livre distribuição, que 
possibilite a geração de polígonos simples, seria um contributo, em trabalho futuro, a 
disponibilização na Internet da aplicação desenvolvida. É de notar que apenas na biblioteca 
CGAL [CGAL] foi encontrado um algoritmo disponível para a geração de polígonos 
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