This paper establishes the polynomial convergence of a new class of path-following methods for linear complementarity problems (LCP) whose search directions are obtained by applying Newton's method to the central path equation
Introduction
Several authors have discussed generalizations of interior-point algorithms for linear programming (LP) to the context of convex programming. The landmark work in this direction is due to Nesterov and Nemirovskii [1, 2] , where a general approach for using interior-point algorithms for solving convex programs is proposed, based on the notion of self-concordant functions. They show that the problem of minimizing a linear function over a convex set can be solved inpolynomial timeas long as a selfconcordant barrier function for the convex set is known. In particular, Nesterov and Nemirovskii show that linear programs, convex quadratic programs with convex quadratic constraints, and semidefinite programs all have explicit and easily computable self-concordant barrier functions, and hence can be solved inpolynomial time.
The first primal-dual interior-point path-following algorithm is proposed by Kojima, Mizuno, and Yoshise [3] which based on the L 2 -norm neighborhood.
LCPs arise in many areas, such as quadratic programming, bimatrix games, variational inequalities, and economic equilibria problems, and they have been the subject of much research interest. A number of direct as well as iterative methods have been proposed for their solution. The book by Cottle, Pang and Stone [4] is a good reference for pivoting methods developed to solve LCPs. Another important class of methods used to tackle LCPs are the interior-point and infeasible-interior-point methods, which were first designed to solve linear programs [5] [6] [7] . Most of these methods were developed to solve monotone LCPs, problems in which the matrix M is positive semidefinite. However, much recent research has been devoted to interior-point methods for nonmonotone LCPs [8] [9] [10] [11] [12] . This paper considers path-following methods for LCP based on the Newton direction for the central path equation
This Newton direction is quite natural in view of the fact that the neighborhoods of the central path used to developed polynomially convergent algorithms are all based on the L 2 -norm of the left-hand side of it [9] .
We consider two path-following LCP algorithms based on the above Newton direction:(1) a shortstep path-following methods based on the L ∞ norm neighborhood; and (2) a long-step path-following methods based on the L − ∞ seminorm neighborhood, which is equivalent to the infinity norm neighborhood for LP. We establish that algorithms (II) and (III) have iteration-complexity bounds of O(n), respectively, to get an ϵ-complementary solution.
This paper is organized as follows. In section 2, we describe the generic path-following algorithm for LCP which will be the subject of our study in this paper. Section 3 discusses the short-step path-following method for LCP while section 4 discusses its long-step counterpart. 
For a vector
z ∈ R n , ∥z∥ 2 = √ z T z is the Euclidian norm, ∥z∥ ∞ = max i=1,...,n |z i | is the infinity norm.
The LCP Problem and Preliminary Discussion
In this section, we describe the LCP problem considered in this paper, state our assumptions, and derive the Newton direction for the central path equation. We also give some existence results for this Newton direction and state a generic path-following algorithm based on it.
The LCP Problem
This subsection describes the LCP problem and the corresponding assumptions. It also contains some notations and terminology that are used throughout our presentation. Linear complementarity problems(LCP)determines a vector pair (x, z) satisfying
where x, z, c ∈ R n and M ∈ S n + . LCP (1) is equivalent to the following nonlinear system with nonnegative constraints.
It is straightforward to calculate
The Jacobian matrix F ′ (x, z) is nonsingular for all (x, z) > 0. Its proof will be given later.
Problem (1) can be formulated as the minimization problem
Proposition 2.1 The set of optimal solutions consists of all the solutions (x, z) ≽ 0 to the following optimality system
It is well known that for every µ > 0, the perturbed system
has a unique solution, denoted (x µ , z µ ), and the limit lim µ→0 exists and is a solution of (1). The set of all solutions (x µ , z µ ) with µ > 0 is known as the central path.
The set of feasible solution and the interior feasible solution of (1) are
respectively. Throughout this paper, we assume that F and F 0 are not empty. The path-following algorithms studied in this paper are all based on one of the following three centrality measures of a point for (x, z) ∈ R n + × R n + :
where x, y ∈ R n and α > 0. Clearly, we have
The path-following methods are based on the following central path neighborhoods, respectively:
where η > 0 is a given constant. The algorithms for the neighborhoods N ∞ (η) and N − ∞ (η) generate sequences of points lying in the boundaries of these sets. Since the results hold for arbitrary η ∈ (0, 1), the algorithms can generate sequences of points in a wide area of the feasible region. In particular
so when η is close to 1, the neighborhood N − ∞ (1) spreads over almost all of the feasible region F, and the points generated by the algorithm based on N − ∞ (1) are close to the boundary rather than the central path.
The Newton Direction and The Generic Algorithm
In this subsection, we derive the Newton direction for system (3), and state a generic path-following method on it. We end the subsection by give some existence results for this Newton direction.
It is now easy to see that the Newton direction (∆x, ∆z) for system (3) is the solution of the following system of linear equations:
We next state the generic path-following feasible algorithm that will be studied in this paper.
Step 1: Let (x, z) = (x k , z k ) and µ = (x) T z/n;
Step 2: Choose a centrality parameter γ = γ k ∈ [0, 1];
Step 3: Compute the solution (∆x, ∆z) of system (3);
Step 4: Choose a stepsize
Step 5: Set µ k+1 = (x k+1 ) T z k+1 /n and increment kby 1.
End
The complete specification of Algorithm I depends on the choices of the initial point (x 0 , z 0 ) and the sequences {γ k } and {α k }. The elements will be specified later when we discuss specific instances of the above algorithm. In general, the initial point (x 0 , z 0 ) is chosen within one of the neighborhoods, and the sequences {γ k } and {α k } are chosen so that the subsequent iterates lie in the same neighborhood and converge to an optimal solution of (1).
We end this section by stating the following straightforward results which will be used in section 3 and section 4 to establish the polynomial convergence of two specific instances of Algorithm I, namely, the short step and the long step path-following algorithms.
Lemma 2.2 For any vectors
Observing the quadratic equation, the conclusion is obvious.
Proposition 2.3 Let
Proof Conversely, let the matrix above is singular, then there exists vector (
This implies
Considering the fact that X, and X −1 Z + M are definite, we obtain d 1 = 0 and d 2 = 0. This is a contradiction with that (d 1 , d 2 ) ∈ R 2n ̸ = 0, then we complete the proof.
Lemma 2.4 For the algorithm above, the following equations hold:
Proof Under the condition, we calculate that
Short-Step Path-Following Algorithm
In this section we give the path-following algorithm which generates iterates in the following neighborhood of the central path:
where µ ≡ x T z/n and η is a constant such that η ∈ (0, 1). This neighborhood is a natural extension of the one used by short-step path-following algorithm studied in [3] for solving linear programming problems.
ALGORITHM II
Step 1: Let (x, z) = (x k , z k ), compute the solution (∆x, ∆z) of system (3);
Step 2:
Step 3: Set (x k+1 , z k+1 ) = (x k +θ∆x, z k +θ∆z) and increment k by 1. End
The following lemma establishes some important bounds on the Newton direction and plays an important role in the convergence analysis of the Algorithm II.
Lemma 3.1 Suppose that η ∈ (0, 1) and that (x, z) is generated by Algorithm II, then the following inequalities hold:
which clearly implies that
This proves the first inequality.
Multiplying system on the left and on the right by (XZ) −1/2 we have
Taking L 2 -norm squared we obtain
and it is easy to see
Then we obtain
Thus we complete the proof.
Long-Step Path-Following Algorithm
In this section, we present a long step path-following algorithm whose iterates lie within a larger neighborhood of the central path:
where µ ≡ x T z/n and η is a constant such that η ∈ (0, 1).
Step 3: Set (x k+1 , z k+1 ) = (x k +θ∆x, z k +θ∆z) and increment k by 1.
End
Lemma 4.1 Let η ∈ (0, 1), γ ∈ (0, 1), γ ≤ 2(1 − η), and (x, z) is generated by Algorithm III, then ∥r∥ 2 ≤ nµ, r = (XZ) −1/2 (γµe − Xz).
Proof In this case
The last two relations hold because x i z i ≥ (1 − η)µ and γ ≤ 2(1 − η), respectively. Lemma 4.2 Let (∆x, ∆z) be generated by Algorithm III, then the following inequality holds
Multiplying system on both sides by (XZ) −1/2 , we have
Using 2∆x T ∆z ≤ ∥D −1 ∆z∥ 2 2 + ∥D∆x∥ 2 2 + 2∆x T ∆z, we can easily conclude that
Polynomiality
In this section, we will establish the polynomial convergence of the two algorithms. We first give some technical results which will be used in our convergence analysis.
Lemma 5.1 With the notations above
where
Proof Using lemma 2.4(1), Lemma 3.1 and considering the Algorithm II, we obtain
Considering the Algorithm III, we have
which completes the proof.
By Lemma 5.1, we can obtain that the improvement of the objective value depends on the size ofθ, so we wish to boundθ from below.
Proof Suppose the Algorithm II. Then, for each θ ∈ [0, θ 2 ], Lemma 2.4 implies
Then we complete the first part. As in the proof of above,
Thus we complete the proof. Similarly, we can prove the second inequality.
Theorem 5.5 Let η ∈ (0, 1), and γ ∈ (0, 1) be constants with γ ≤ 2(1 − η). Then both of Algorithm II and Algorithm III, will terminate in O(nlogε −1 ) iterations.
Proof We first consider the Algorithm II. Using the Lemma 5.1, we have
Moreover, we have
where µ k = (x k ) T z k /n, which yields the results. The second part can be proved similarly.
Concluding Remarks
In this paper, we have provided results which make the task of extending polynomially convergent path-following algorithms to LCP a routine exercise. We have illustrated these results for two wellknown feasible interior-point path-following algorithms: a short-step and a long-step method. The author believes that similar techniques can be used to extend other polynomially convergent feasible or infeasible interior-point path-following algorithms to the context of LCP.
