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Thermodynamic efficiencies of an idealized global climate model
Received: 18 February 2005 / Accepted: 10 August 2005 / Published online: 29 September 2005
 Springer-Verlag 2005
Abstract We employ the heat engine framework to de-
rive a simple method for assessing the strength of irre-
versible processes in global climate models (GCMs).
Using the explicit energy budget of an idealized GCM,
we show that the thermodynamic efficiencies based on
the net heating rate and frictional work rate provides a
measure of physical and numerical irreversibilities
present in either open (e.g., the Hadley circulation) or
closed (e.g., the general circulation) circulations. In
addition, we show that the Carnot efficiency is useful for
assessing the maximum possible efficiency attained by
closed circulations. Comparison of the work-based effi-
ciency with that based on the net heating rate and the
Carnot efficiency provides a gauge of how close to
reversible and ideal the circulations are. A series of
experiments with the idealized GCM demonstrate the
usefulness of our method and show the sensitivity of an
essentially reversible model to changes in physical and
numerical parameters such as rotation period and res-
olution.
1 Introduction
The earth’s atmosphere absorbs energy at higher tem-
perature than the one at which it emits it back to space
and, as a result, the atmospheric system is capable of
doing work. The work available from the atmospheric
heat engine is used to generate convective motions which
transport energy from heat sources (low-latitude and
near-surface regions) to cold sinks (high-latitude and
upper-troposphere regions). In steady-state, the kinetic
energy generated by the motions resulting from the work
done by the atmospheric heat engine is balanced by
frictional dissipation. Almost 40 years ago, Lorenz
(1967) stated in his classical work on the atmospheric
general circulation that the determination and explana-
tion of the thermodynamic efficiency of the global cir-
culation constitutes one of the most fundamental
observational and theoretical problems of atmospheric
energetics. Unfortunately, how efficiently the general
circulation converts heat into the work that maintains
atmospheric motions against frictional dissipation still
remains an open question in the atmospheric sciences. In
this paper, we explore this efficiency question in the
context of an idealized climate model.
Convective phenomena varying over a wide range of
spatial and temporal scales have been idealized as nat-
ural heat engines. Rennó and Ingersoll (1996), Craig
(1996), and Emanuel and Bister (1996) have idealized
steady-state atmospheric convection as a natural heat
engine in order to estimate convective available potential
energy (CAPE), convective velocities, and the fractional
area covered by convection. Emanuel (1986) has esti-
mated the maximum intensity of hurricanes by treating
them as Carnot heat engines. At the smaller end of the
spectrum, the heat engine framework provides estimates
of the intensity of convective vortices such as dust devils
(Rennó et al. 1998), waterspouts (Rennó and Bluestein
2001) and boundary layer convection (Rennó and In-
gersoll 1996). In all of the above studies, the atmospheric
heat engines were considered to be thermodynamically
reversible. However, Rennó (2001) generalized the
atmospheric heat engine framework to include all pos-
sible irreversible processes and presented evidence that
natural convection is, to a first approximation, revers-
ible. In steady-state, work is done on an atmospheric
circulation to balance it against frictional dissipation.
Hence, the frictional dissipation becomes a measure of
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the work available from the reversible atmospheric heat
engine that drives the circulation. Therefore, non-zero
work is performed and non-zero thermodynamic effi-
ciencies can be calculated (Goody 2003). In addition,
Rennó and Ingersoll (1996) show that a fraction, c, of
the energy consumed by frictional dissipation returns to
the heat engine as part of the heat input while the
remaining portion is rejected to the surrounding atmo-
sphere (the heat sink) and ultimately to space (see Fig. 4
of their article). When c>0 the thermodynamic effi-
ciency of the convective heat engine is increased.
In a series of recent studies, Pauluis et al. (2000),
Pauluis and Held (2002a, b) and Goody (2003) have
called into question the idealization of quasi steady-state
tropical convection as a thermodynamically reversible
heat engine. In the studies of Rennó and Ingersoll
(1996), Emanuel and Bister (1996) and Craig (1996),
ensembles of moist convective systems are treated as
reversible heat engines. Their framework assumes that
the primary source of irreversibility in convective sys-
tems is the frictional dissipation opposing convective
motions. Because, in quasi steady-state, the working rate
required to maintain convective motions must equal the
rate of frictional dissipation, Rennó and Ingersoll (1996)
and Emanuel and Bister (1996) were able to estimate the
value of CAPE, convective velocity, and fractional area
covered by convective drafts. Pauluis et al. (2000) and
Pauluis and Held (2002a, b) suggest that the heat engine
framework as proposed by Rennó and Ingersoll (1996)
and Emanuel and Bister (1996) greatly overestimates the
available work from the convective heat engine. Their
modeling studies suggest that irreversibilities associated
with falling hydrometers and diffusion of water vapor
greatly reduces the available work from a reversible heat
engine. Indeed, the results of their numerical simulations
suggest that nature is extremely irreversible. Rennó
(2001), however, has argued that it may actually be their
numerical models that are highly irreversible since pre-
dictions from the reversible heat engine framework are
close to what is observed on convective circulations in
nature.
A number of other studies have also examined ir-
reversibilities and their effects on the entropy budgets of
numerical models (e.g., Johnson 1997; Johnson et al.
2000). Johnson (1997) argued that positive definite
aphysical sources of entropy in general circulation
models can lead to a ‘‘general coldness’’ in their steady-
state climates. In this study, we present a simple method
which could be used for assessing the amount of irrev-
ersibilities in global climate models (GCM) or assimi-
lated data based solely on the explicit energy budget.
Treating the model circulations as heat engines, our
methodology lies in determining and comparing the
values of three thermodynamic efficiencies: a work-based
efficiency, a reversible efficiency, and the Carnot effi-
ciency.
The work-based efficiency is simply the ratio of the
work performed by the circulation (derived from the
kinetic energy budget) to the heat input into its control
volume. In steady-state, the work done by a circulation
is equal to the rate at which it is consumed by friction
opposing it. The reversible efficiency is solely based on
the heat budget of the circulation being examined; it is
equal to the ratio of the net heating rate to the heat input
rate into the circulation’s control volume. The Carnot
efficiency is the third efficiency calculated and represents
the highest efficiency possible for given heat source and
sink temperatures. The calculation of these three effi-
ciencies is presented in sect. 3.2. Assessing the strength
of irreversibilities comes from comparing the work-
based efficiency with the reversible and Carnot efficien-
cies. For a thermodynamically reversible model, free of
numerical or aphysical energy sources or sinks, the rate
of net heat input is equal to the rate of working. Thus,
the efficiencies based on the kinetic energy budget and
the heat budget would be equal to each other. Com-
parison of these efficiencies provides a measure of the
amount of irreversibility associated with parameteriza-
tion of model physics, numerical diffusion schemes or
simply errors inherent in the numerical scheme. The
greater the difference between the efficiencies, the greater
the amount of irreversibility present in model circula-
tions. For this study, we derive the three different ther-
modynamic efficiencies for the general circulation —a
closed thermodynamic system. In addition, we derive the
work-based and reversible thermodynamic efficiencies
for an open thermodynamic system and apply it to the
Hadley circulation—the zonally symmetric, thermally
driven circulation of the tropics. In this case, the circu-
lation exchanges mass and energy with its surroundings.
The open-system Carnot efficiency is not derived due to
the inherent difficulties in defining the temperatures
associated with the net fluxes of energy in and out of the
system; i.e., the difficulty in defining heat source and
cold sink temperatures for open systems.
Given the uncertainty of how reversible natural and
model circulations are, we provide a methodology for
evaluating their degree of irreversibility. In the present
study, application of this methodology to a highly ide-
alized GCM is an attempt to provide a ‘‘proof of con-
cept’’ application of the framework in the assessment of
model irreversibility. That is, this study is not a critique
of the validity of this model or its parameterizations and
the motivation for the study is to create a general, non-
model specific thermodynamic framework. We carry out
several experiments in which numerical and physical
parameters are varied in order to determine how they
affect the strength of irreversibilities in the model. These
include modification of numerical diffusion (horizontal
spectral damping), frictional dissipation, spectral reso-
lution and rotation period.
To begin with, we present a brief overview of the
idealized model. The model energy budget is then eval-
uated in order to quantify the energy not accounted for
by explicit physical parameterizations for both the
Hadley circulation and global general circulation. This is
followed by derivations of the three thermodynamic
efficiencies. The results from the series of experiments in
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which the thermodynamic efficiencies are evaluated as a
function of changes in model parameters are then pre-
sented.
2 The idealized climate model
The numerical model employed in this study is the
Geophysical Fluid Dynamics Laboratory Idealized
GCM (Held and Suarez 1994). This model is highly
idealized in its use of simplified physical parameteriza-
tions. It consists of an ideal gas atmosphere (dry air) on
a rotating sphere with optional topography (not em-
ployed in our experiments). The numerical formulation
is spectral, semi-implicit, hydrostatic, has hybrid sigma-
pressure coordinates in the vertical, and employs a leap-
frog time-stepping scheme with a time filter to damp the
computational mode. A spectral transform method is
used in order to evaluate grid-point physical processes
and non-linear dynamics. The forcing is particularly
simple. It consists of a Newtonian relaxation, whereby
the atmospheric temperature field is driven towards a
prescribed ‘‘radiative equilibrium temperature’’ which is
a function of both latitude and pressure (sigma) level.
Dissipation consists of Rayleigh damping of low-level
winds which represents boundary layer friction. The
specified frictional dissipation of the horizontal winds is
linear and is only a function of the pressure (sigma) le-
vel. No explicit diffusion is included in the model for-
mulation. Although a scale-selective horizontal
numerical mixing is included (damping of highest
wavenumber), vertical mixing (diffusion or convection)
is not part of the model formulation.
3 The heat engine framework
One of the first tasks in the investigation is to calculate
the model’s energy budget. Accurate assessment of the
model’s energy budget is critical to the application of the
heat engine framework. For the present study, we con-
sider only the model’s explicit energy budget. We do not
calculate energy losses due to the numerical damping
associated with horizontal mixing nor losses due to the
numerical scheme (i.e., time marching scheme). Fur-
thermore, energy is not conserved since the frictional
dissipation of mechanical energy is not converted into
internal energy; it is simply lost. Our calculations,
therefore, are based solely on the explicit energy budget
of the model and the unaccounted for energy terms are
lumped into an ‘‘error’’ term. The use of the word ‘‘er-
ror‘‘ is not meant to imply incorrectness in the model
formulation. It includes energy terms that are directly
rejected to an external reservoir. For example, the en-
ergy dissipated by friction and not converted into
internal energy contributes largely to the ‘‘error’’ term.
The damping of vorticity, divergence and temperature
also contributes to this ‘‘error’’ term. Nevertheless, it is
recognized that the selective damping of high frequency
waves is physically well-motivated, representing dissi-
pation at unresolved scales. The specific contribution to
the energy and entropy budget of each of the terms
covered under the ‘‘error‘‘ term will be presented in a
future study.
For the global circulation, in steady state, the energy
budget is determined solely by the heat budget and
frictional dissipation. In order to properly determine the
energy budget for the steady-state, in Hadley circulation,
on the other hand, care must be taken to determine the
fluxes of energy across the circulation’s boundary. We
derive, below, the model energy budget which takes a
simple form given the forcing utilized in the idealized
GCM.
We obtain the energy equation beginning with the
vector form of the momentum equations for a rotating
fluid parcel under the influence of gravity with a simple
parameterization of frictional dissipation,
d~v
dt
¼ Rf~v q1rp  2~X~vþ~g: ð1Þ
Rf is the Rayleigh friction coefficient. The other quan-
tities follow standard meteorological convention. By
taking the dot product of ~v and Eq. 1 and using the







þ gzÞ ¼ qRf v2 r  p~vþ pr ~v: ð2Þ




¼ r  ðq~vÞ; ð3Þ






ðqsÞ þ r  ðqs~vÞ; ð4Þ















¼ qRf v2 þ pr ~v: ð5Þ
Employing the first law of thermodynamics and the
mass conservation equation, the last term in Eq. 5 can
be rewritten as,




where _Q is the total heating rate. This term includes the
fraction c (0 £ c £ 1) of the energy consumed by friction
that is returned to the convective heat engine (see Rennó
and Ingersoll 1996). In numerical models that do not
include frictional heating such as the one used in this
study, c=0 and the energy dissipated is considered to be
directly rejected to space. Traditionally, global climate
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models have also ignored the frictional heating term.
Substituting this into Eq. 5 and using Eq. 4 to rewrite
















¼ q _Q qRf v2: ð7Þ
Integrating this equation over the volume, V, of the




















where the divergence equation has been used and n̂ is the
unit normal vector to the area, A, which bounds the
control volume containing the circulation. This equation
can be applied to the Hadley cell with energy fluxes
measured along the latitudinal and vertical boundaries
of the circulation. For the global integral, the energy flux
term simply disappears as there are no energy fluxes
across boundaries.
In our assessment of the model energy budget, we
consider only steady-state values. This implies that the
first term in Eq. 8 is negligible. From this simplification,
it can be seen that for the Hadley circulation, the heating
and dissipation rates within the cell are balanced by the
energy fluxes (potential, internal and kinetic) across, and
pressure work rate, on the boundaries. For the global
atmosphere in steady-state, the net heating rate simply
balances the energy dissipation rate by friction.
A further simplification arises from the fact that the
model is hydrostatic. This means that we can rewrite the
flux of internal energy and pressure work rate term in











qRf v2dV : ð9Þ
3.1 The energy budget
In order to properly calculate the thermodynamic effi-
ciencies, it is necessary to calculate the energy budget






f v2dV ; ð10Þ
where the subscript G indicates integration over the
volume of the entire atmosphere. The net heating rate
term on the left-hand side of Eq. 10 is balanced by the
frictional dissipation rate of kinetic energy. The global
error is simply the difference between these two terms
and can be written in a short-hand form as,








qð _QðþÞ  _QðÞÞdV
ð12Þ
is the net heating rate (excluding heating resulting from






is the frictional dissipation integrated over the volume of
the atmosphere. Q(+) represents the heat input or
heating and Q(-) represents cooling. The heating rate
specific to this model is calculated as
_Q ¼ qcpkT ðT  TeqÞ; ð14Þ
where _Q is the heating rate calculated for each grid cell
volume in the model. q is the density, cp is specific heat
of dry air at constant pressure, and kT is an inverse
damping time scale which depends on sigma level and
latitude. T is the model temperature and Teq represents a
‘‘radiative equilibrium temperature’’. The total heating
rate is simply _Q integrated (i.e., summed) over the vol-
ume of interest.
Figure 1 is a plot of a 1,000-day, global running mean
at T42 resolution of the net heating rate, bQnet; versus the
frictional dissipation, bD: The 1,000-day running mean
difference (error) between the net heating and frictional
dissipation rates is approximately 20% of the value of
the frictional dissipation, or of the rate of work done by
the global circulation. The error in the energy budget has
a dependency on model horizontal resolution. However,
at horizontal resolution of T30 or greater, the decrease
in error with corresponding increases in resolution is
small.
In the case of steady-state Hadley cell energetics, a
similar approach is taken. However, in this case, the
fluxes of energy through the boundaries must be taken
into account. From Eq. 9, it is clear that the difference
between the net heating and frictional dissipation rates
should equal the sum of the energy fluxes through the
boundaries plus the pressure work rate term. The energy
budget for the Hadley cell, including the error, gErr; can
then be written in short-hand form as
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is the frictional dissipation within the Hadley cell vol-
ume (indicated by the subscript HC). eEðf Þ is the left-
hand side of Eq. 9, while gErr is the error in the Hadley
cell energy budget. Figure 2 is a plot of the ðeQðnetÞ  eDÞ
versus eEðf Þ for the southern hemisphere Hadley cell with
latitudinal boundaries of the control volume placed at
29S and the equator. The Hadley cell error, gErr; is
about 5% of the value of ðeQðnetÞ  eDÞ:
3.2 The Thermodynamic Efficiencies
By examining the thermodynamic efficiencies of the
steady-state circulations, irreversibilities due to changes
in model physical parameterizations and numerics can
be assessed. In this section, we derive the thermody-
namic efficiencies for both open and closed systems. We
calculate three thermodynamic efficiencies to gauge the
Fig. 1 1,000-day running mean
of global net heating rate, bQnet;
and dissipation, bD; at T42
resolution. dErr is the global
error term measured at the end
of the 1,000-day running mean
Fig. 2 1,000-day running mean
of energy flux, eEðf Þ; into Hadley
cell versus net heating rate,bQnet; minus dissipation, bD; at
T42 resolution. gErr is the
Hadley cell error term measured
at the end of the 1,000-day
running mean. The latitudinal
boundaries for the Hadley cell
are at 29 degrees South and the
equator
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importance of irreversibilities in model-generated circu-
lations. The first method for calculating the efficiency is
based on mechanical dissipation of energy (in open
systems fluxes of kinetic energy is also necessary to
consider); the second is based on the net heating rate,
and the third is the Carnot efficiency, or maximum
attainable efficiency. In a reversible convective cycle of a
system in which the energy budget is correct, the effi-
ciency based on mechanical dissipation and net heating
rates would be identical. This is because in the reversible
heat engine, the net heat supplied to the engine is con-
verted entirely into work due to the absence of irre-
versible processes such as heat diffusion and internal
friction opposing expansion and compression of the
working fluid (see Rennó 2001). The magnitude of the
difference between these two efficiencies reflects the
importance of irreversibilities in the numerical model.
In order to generalize the heat engine framework to
open circulations, we need to decompose the energy
budget of a circulation’s control volume into work and
heating terms.












~Qf  n̂dA: ð18Þ
The sum of the enthalpy and geopotential flux; that
is, the dry static energy flux is defined as an ‘‘effective’’
heat flux, qðcpT þ gzÞ~v  ~Qf : Equation 18 shows that
the difference between the integrated heating rate and
the heat flux through the boundaries of a circulation
balances the flux of kinetic energy through the circula-
tion boundaries and the mechanical dissipation of ki-
netic energy within the circulation. Our approach
permits the separation of mechanical energy (l.h.s.) from
the heating terms (r.h.s.) for an open heat engine such as
the Hadley cell, thereby making it possible to derive the
thermodynamic efficiencies based on work and net
heating rates.
The thermodynamic efficiency of a reversible heat
engine is defined as the fraction of the heat input which





where _W is the rate of work done by the circulation, _Qþ is
the heat input rate (see Rennó 2001 for discussion of
irreversible heat engine efficiency). In the case of an open
system in steady-state, the mechanical energy generated
by the heat engine (the bulk fluid motion) is dissipated by
friction. However, mechanical energy generated in the
control volume may be imported/exported through the
boundaries of the volume as kinetic energy fluxes (the
first term in Eq. 18). In addition, in order to isolate the
work done solely by the heat engine, it is necessary to
consider the heat flux across the boundaries of the
control volume (the last term in Eq. 18). Using the con-
vention that fluxes into the control volume are negative
and outward fluxes are positive, we calculate the
thermodynamic efficiency in two ways. In the case
where the heat flux is directed into the system; i.e.,R R









~v  n̂dAR R R
q _QðþÞdV 
R R
qð ~Qf Þ  n̂dA
; ð20Þ
because the heat flux through the boundaries of the
control volume adds to the volume’s heat input. From
this calculation, it is apparent that large fluxes of dry
static energy into the volume of interest decrease the
overall efficiency as do influxes of kinetic energy. In the
case in which the fluxes of dry static energy are outward
from the system, they are no longer part of the heat
input into the heat engine. As a result, the thermody-









~v  n̂dAR R R
q _QðþÞdV
; ð21Þ
because the heat flux through the boundaries of the
control volume represents a loss of energy from the
volume’s heat input. In order to calculate the thermo-
dynamic efficiency for the global circulation (a closed
system), the only modification is to eliminate the flux
terms. The global efficiency based on frictional dissipa-
tion of energy is, therefore, calculated as
g ¼
R R R
qRf v2dVR R R
q _QðþÞdV
: ð22Þ
The above derivations are based on the working rate;
that is, the frictional dissipation of the bulk fluid motion
generated by the heat engine. By comparing these work-
based efficiencies with the reversible efficiency based
solely on the heat budget, we can assess how close
model-generated circulations are to reversible. It follows
from the above that the thermodynamic efficiency of an






ðqð ~Qf Þ  n̂dA
R R R
q _QðÞdVR R R
q _QðþÞdV 
R R
ðqð ~Qf Þ  n̂dA
;
ð23Þ
where the same sign convention for fluxes applies. In
those cases when the fluxes of dry static energy are di-
rected outward from the open system, the reversible





ðqð ~Qf Þ  n̂dA
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For the closed system we have,





q _QðÞdVR R R
q _QðþÞdV
: ð25Þ
Since grev ‡ g, the difference between the two numbers
provides a measure of just how large irreversibilities are.
This is discussed in the following section in the context
of the idealized GCM. For this highly simplified GCM,
the difference between grev and g is essentially a reflec-
tion of energy conservation. However, one could easily
imagine a model in which parameterizations of convec-
tion, turbulent diffusion or more complex processes are
included, whereby the difference between the efficiencies
is reflective of irreversibilities due to these parameter-
izations.
For a final comparison, the Carnot efficiency for the
global circulation is calculated. This efficiency is the
highest efficiency possible and, therefore, provides an
upper bound on the efficiencies of model-generated cir-
culations. It gives a measure of how close to ideal a
circulation’s heat engine is. In order to properly calcu-
late the Carnot efficiency, it is necessary to weight the
temperature of the heat source and sink by the heating














where ½ _QðþÞ is the input heating integrated over the








where ½ _QðÞ is the cooling integrated over the control
volume. We turn now to applications of these efficiencies
to the idealized GCM.
4 Application of framework and discussion
In this section, the sensitivity of the various thermody-
namic efficiencies to the modification of physical and
numerical parameters is studied. These experiments are
designed to provide a ‘‘proof of concept’’ of the idea of
comparing model efficiencies in the assessment of the
importance of irreversibilities. The different experiments
can be classified for convenience into two categories: (1)
model numerics and (2) model forcing. For the three
efficiency calculations, steady-state values and at T30
resolution were employed. We show below that T30
provides sufficient horizontal resolution for these effi-
ciency calculations. Specifically, the experiments were
started from an isothermal state at rest with small per-
turbations added to break the symmetry. Integrations
were carried out for 1,000 model days (54,000 time-
steps); the model statistics having approached a steady-
state (see Figs. 1, 2). The 1,000-day mean, calculated
from single daily values, was used to identify the lati-
tudinal boundaries of the Hadley cell. The determina-
tion of the latitudinal boundaries was based upon the
latitude of maximum vertical velocity and convergence
of the meridional wind. The 1,000-day mean was then
used to restart the experiment. Model integration was
then carried forward for 1,000 more days in order to
calculate running averages (from all 54,000 timesteps) of
the necessary quantities for the steady-state energy
budget.
4.1 Sensitivity to numerical parameters
Two experiments were carried out in which numerical
parameters were modified. These experiments provide a
sensitivity test of the model’s steady-state solutions to
changes in model numerics. The two experiments in-
volved modification of the spectral damping coefficient
and changes in the model’s spectral resolution. Results
are presented for both the general circulation (a closed
system) and the Hadley cell (an open system).
4.1.1 Spectral damping
The idealized GCM does not have explicit diffusion and
only a scale-selective horizontal mixing is included. The
form of this mixing of vorticity, divergence and tem-
perature is a Laplacian raised to the fourth power whose
strength is set to that of an e-folding time of 0.1 days for
the shortest wave. The purpose of this mixing is to
prevent the accumulation of energy at the high fre-
quencies to control non-linear instabilities. The spectral
damping coefficient was varied by modifying the
e-folding time for the smallest wave from between
0.2 days; that is, stronger damping, to values of
0.005 days; that is, weaker damping. Table 1 summa-
rizes the results of these experiments. Reducing the
spectral damping results in a more energetic global cir-
culation. Frictional dissipation increases by about 30%
between the experiments with strong and weak damping
and g, the thermodynamic efficiency based on work,
increases. The increase in heat input rate is only
approximately 10%, and relative changes in Qnet and
Q(+) are small. Hence, the heat-based and Carnot
Table 1 Global thermodynamic efficiencies versus spectral damp-
ing coefficient
Efficiency Spectral damping coefficient (day1)
0.005 0.01 0.05 0.1 0.15 0.2
g 9.12 9.21 8.74 8.17 6.69 7.29
grev 12.27 12.47 11.92 12.04 11.77 12.77
gc 13.24 13.49 13.34 13.49 13.64 14.64
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efficiencies, grev and gc, respectively, present relatively
small changes implying that the model becomes more
irreversible as spectral damping strength increases; that
is, as the intensity of horizontal mixing is increased. This
can be seen by comparing the three global efficiencies.
Thus, increases in the value of the spectral damping
makes the model more irreversible. Table 2 summarizes
the sensitivity of the Hadley circulation efficiencies to
changes in the spectral damping coefficient. Increases in
irreversibility of the Hadley circulation as a function of
increased spectral damping is not apparent. The relative
differences in positive heating and dissipation within the
Hadley cell vary little leading to only small differences in
the work-based efficiency, g. Likewise, the relative
changes in the heat flux versus net heating rate within
the Hadley cell are also small. As a result, there is no
obvious trend towards increased irreversibility with
strengthened spectral damping. We speculate that this is
due to the fact that in the tropical region gradients are
weak and most of the energy is in large-scale circula-
tions.
4.1.2 Spectral resolution
For climate studies, it is critical to understand model
sensitivity to horizontal resolution. Models that dem-
onstrate no tendency to converge towards a single value
of the thermodynamic efficiency as resolution is in-
creased would certainly be considered thermodynami-
cally inconsistent. Research by Boer and Denis (1997)
suggests that the resolution requirement for properly
capturing the dynamical aspects of climate is not that
large. Using a simply forced model similar to the model
used in our study, they state that T32 is sufficient reso-
lution for the convergence of model dynamics. We have
carried out a series of experiments in which the sensi-
tivity of the thermodynamic efficiency is observed as a
function of changing horizontal resolution. Our ap-
proach is similar to theirs in that we assume known and
‘‘correct’’ physical parameterizations. However, our re-
sults focus on the strength of irreversibilities as a func-
tion of resolution.
Figure 3 gives the global efficiencies as a function of
horizontal resolution. In agreement with Boer and Denis
(1997), there appears to be convergence in the work-
based and reversible efficiencies at resolution ‡ T30. As
the resolution is increased, the three efficiencies continue
to converge, albeit at a decreased rate. This implies that
a simply forced GCM is to a first order, not only
reversible, but close to the maximum efficiency possible.
The decreasing rate of convergence between the effi-
ciencies at higher resolution also agrees with the results
of Boer and Denis (1997) and others who have examined
the effects of horizontal resolution on dynamical vari-
ables such as eddy fluxes (e.g., Boyle 1993; Boville 1991;
Senior 1995).
Fig. 3 A plot of global
thermodynamic efficiencies
versus spectral resolution
Table 2 Hadley cell thermodynamic efficiencies versus spectral
damping coefficient
Efficiency Spectral damping coefficient(day1)
0.005 0.01 0.05 0.1 0.15 0.2
g 5.40 5.60 5.38 4.88 4.91 6.82
grev 8.42 8.55 8.61 7.21 8.86 8.89
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For the Hadley cell, the variation of g is small with
respect to changes in resolution (Fig. 4). As in the case
of spectral damping, the relative differences in positive
heating and dissipation within the Hadley cell change
little resulting in a near constant g. grev, on the other
hand, varies greatly over the range of spectral resolution.
As resolution decreases, there is a relative decrease in the
heat flux out of the Hadley cell. Referring to Eq. 24, it
can be seen that decreases in outward heat fluxes lead to
increase in grev. Our results suggest that model energetics
are sensitive to resolution, with coarser resolution lead-
ing to greater irreversibility.
4.2 Sensitivity to model forcing
4.2.1 Frictional Damping
The form of frictional dissipation in the model is a
simple linear damping of the velocities, which is solely a
Fig. 4 A plot of Hadley cell
thermodynamic efficiencies
versus spectral resolution
Fig. 5 A plot of global
thermodynamic efficiencies
versus planetary rotation period
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function of pressure (see Held and Suarez 1994). Several
experiments were conducted in which the value of the
frictional damping coefficient is varied. The standard
value for the frictional damping time is given as 1 day1.
This value was varied from 0.1 to 2 day1. Table 3
summarizes the results of these experiments. Global
efficiencies are relatively insensitive to changes in the
frictional damping coefficient, showing only a slight
tendency toward decreased irreversibility with increases
in the frictional damping coefficient; i.e., stronger
damping. We speculate that this occurs because the ex-
plicit friction reduces the intensity of the circulations
and make them less diffusive and more reversible. For
the Hadley circulation, similar, though somewhat more
pronounced behavior is observed (Table 4). With
weaker damping, the discrepancy between the work-
based and heating-based efficiencies is greater than with
stronger damping and, hence, the circulation is more
irreversible.
4.2.2 Rotation period
The effects of changing the planetary rotation period in
the context of numerical models has been the subject of
several studies which focused on understanding different
general circulation regimes (Hunt 1979; Del Genio and
Suozzo 1987; Navarra and Boccaletti 2002). It has been
noted that changes in rotation period affect the ther-
modynamic efficiency of the of the general circulation
(Hunt 1979). For this study, the planet’s rotation period
was modified in several experiments by varying the
rotation period between 2 Earth days on the slow end
and 1/4 Earth days on the fast end. Figure 5 shows the
changes in global efficiences with rotation period. The
work-based efficiency, g, increases from rapid rotation
to slower rotation. This variation is consistent with the
theoretical studies that show that rotation stabilizes the
atmosphere inhibiting convective circulations (Kuo
1956; Hunt 1979). Figure 6 shows, respectively, the
streamfunction at 6, 12, 24 and 48 h rotation periods of
the zonally-averaged meridional circulation. Angular
momentum conservation produces larger zonal velocity
gradients and reduces the latitudinal extension of the
meridional circulations (the Hadley and Ferrel cells) as
the rotation rate is increased. The smaller meridional
circulations observed at short rotation periods are more
turbulent and therefore produce stronger eddy and
numerical diffusion values that the circulations with
longer rotation periods. The larger values of diffusion at
high rotation period leads to circulations of smaller
work-based thermodynamic efficiency, g.
Figure 7 shows that the experiments with shorter
rotation periods produces weaker heating and cooling
rates that those with longer rotation periods. Moreover,
increases in the rotation period shifts the heating rate to
the lower altitudes in the equatorial troposphere and the
cooling rate to higher altitudes in the polar troposphere.
These changes alone would lead to increases in all
thermodynamic efficiences. However, changes in grev and
gc with rotation period are more complex than the
changes in g. The reason for the more complex behavior
is that these efficiencies are affected not only by changes
in the values and distribution of the heating and cooling
rates, but also by changes in the intensity of numerical
diffusion and errors in the model’s energy budget. These
processes, in turn, are strongly affected by rotation. The
values of gc, grev and g approach each other at the
shortest rotation period (6 h day), present maximum
difference in values (greatest irreversibility) for the 12 h
day, and again approach each other at longer rotation
periods. This unexpected behavior for rotation around
12 h is partially caused by changes in the heating rate
and in errors in the model’s energy budget with rotation.
The model error is a maximum for rotation period equal
to 12 h. We believe that this happens because with this
rotation period intense and unsteady meridional circu-
lations of modest latitudinal extent are produced. The
circulation obtained with rotation period equal to 6 h
are of smaller latitudinal extent, but much weaker than
that obtained with rotation period equal to 12 h. The
velocity gradients are smaller and the circulations more
steady for rotation periods larger than 12 h.
We do not study variations of the efficiencies for the
Hadley circulation with rotation because at high rota-
tion period the latitudinal boundaries of the Hadley cell
are highly unsteady making the definition of the cell
boundaries difficult. This causes problems for calcula-
tion of the energy budget of the circulation and, there-
fore, of its thermodynamic efficiency.
5 Concluding remarks
A simple framework for gauging the importance of ir-
reversibilities in large-scale hydrostatic models has been
presented. By properly defining the work and heat input
terms, the heat engine framework permits the calcula-
tion of the thermodynamic efficiencies of both closed
and open circulations. By comparing thermodynamic
Table 3 Global thermodynamic efficiencies versus frictional
damping coefficient
Efficiency Frictional damping coefficient(day1)
0.1 0.2 0.5 0.67 1 2
g 8.01 9.03 9.09 8.91 8.74 8.72
grev 12.36 12.74 12.78 12.44 11.92 11.86
gc 14.53 14.13 13.95 13.56 13.34 13.03
Table 4 Hadley cell thermodynamic efficiencies versus frictional
damping coefficient
Efficiency Frictional damping coefficient(day1)
0.1 0.2 0.5 0.67 1 2
g 5.65 5.91 6.34 5.51 5.38 4.10
grev 13.14 10.21 9.78 8.84 8.61 6.80
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efficiencies based on work, heat budget, and the Carnot
efficiency, one can gauge the sensitivity that numerical
models have with respect to changes in physical and
numerical parameters. Our application of this method to
a dry, simply forced GCM demonstrates that model
irreversibility are sensitive to the values of numerical and
physical parameters, such as spectral damping, spectral
resolution, and rotation period, among others. Ther-
modynamically consistent models are expected to pro-
duce thermodynamic efficiencies that converge towards
specific values as the model resolution is increased. In
this case, the thermodynamic efficiencies can be used to
determined optimum model resolutions for climate
studies. In future work, we intend to apply this frame-
work to a moist model, in order to ascertain the
importance of irreversible entropy sources associated
with the water substance. In addition, this framework
could be applied to assimilated data in order to compare
the thermodynamic effiencies of models directly with
that of nature.
Fig. 6 Plot of the zonally averaged meridional streamfunction, a 6 h rotation period, b 12 h rotation period, c 24 h rotation period, d 48 h
rotation period
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Rennó NO, Ingersoll AP (1996) Natural convection as a heat en-
gine: a theory for CAPE. J Atmos Sci 53:572–585
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