Abstract-Here we present an evaluation of an ideal document acquisition guidance system. Guidance is provided to help someone take a picture of a document capable of Optical Character Recognition (OCR). Our method infers the pose of the camera by detecting a pattern of fiduciary markers on a printed page. The guidance system offers a corrective trajectory based on the current pose, by optimizing the requirements for complete OCR. We evaluate the effectiveness of our software by measuring the quality of the image captured when we vary the experimental setting. After completing a user study with eight participants, we found that our guidance system is effective at helping the user position the phone in such a way that a compliant image is captured. This is based on an evaluation of a one way analysis of variance comparing the percentage of successful trials in each experimental setting. Negative Helmert Contrast is applied in order to tolerate only one ordering of experimental settings: no guidance (control), just confirmation, and full guidance.
I. INTRODUCTION
Optical Character Recognition (OCR) enables a new frontier of printed document accessibility. Printed documents can be made accessible by applying OCR to an image of the document. Excellent (above 99.9% recognition accuracy) OCR has only been consistently achieved when the documents are in scanned in flatbed planar format. However, camera captured images of documents often suffer from perspective distortion, motion blur, and uneven lighting. Our software supplies real time feedback that helps someone capture an image of a document as if it was scanned.
In order for OCR results to be semantically meaningful the entire composition of the document must be visible in the viewing frustum of the camera. Further to maximize OCR quality resolution should be maximized. Perspective distortion should also be minimized as the greater the viewing angle changes from planar the minimum resolvable distance shrinks. Therefore, meaningful OCR results are more likely when the entire document fills the majority of the image plane and when the image is taken from overhead.
Our research addresses how best to guide a blind or visually impaired photographer to take an image where most the entire document is visible and recognizable. We aim to evaluate if an automatic guidance system is necessary, and whether such a system will be able to ensure that images taken by visually impaired photographers meet these requirements for complete and meaningful OCR results.
In Section II we address some of the related projects in this area. Then in Section III we derive the theoretical aspects of our model. Next we discuss the design of the experiment and the metrics in Section IV and in Section V we address our hypotheses with an evaluation of the user study. Finally, we motivate future work in the final Section VI.
II. RELATED WORK
Several assistive technology mobile OCR applications exist [1] , [2] , [3] , [4], [5] , [6] . The KNFB Mobile reader [2] was perhaps the first powerful mobile OCR solution for the blind and visually impaired. It has the capabilities to read printed text documents. Zandifar et al. [3] created an end to end head mounted video based text recognition system for the visually impaired. A recent iOS based assistive OCR technology called Text-Detective [4] is available from Blindsight. Although, all of these applications address OCR none offer a real time feedback for document image acquisition assistance.
Recent work by Jayant et al. [7] includes the study and development of a mobile application, EasySnap, for assisted photography. EasySnap provides assisted photography feedback. They surveyed a large number of people and asked what their desired use of such a system would be. The largest desired use was text processing and OCR. Another point mentioned is that a significant number of their users had problems understanding the effect of distance and perspective in photography. A closely related assisted photography application was discussed by Vázquez and Steinfeld [8] . They developed an application to help people take images of transit obstructions by spoken and auditory feedback based instructions in such a way that salient objects are in the center of the image. Both of these applications were successful and accepted by the users in the respective study.
III. METHOD
We have conducted an experiment to assess the potential of a document image acquisition guidance. Our contribution is a principled approach that maximizes the chance of a document being recognized by OCR. This method requires that the position of the camera of the phone be known with respect to the document. We determine pose optically for this experiment by placing fiducial marker on a document. We used an open source augmented reality package, ArUco [9] , for fiducial marker generation and detection. ArUco is implemented in the OpenCV library [10] .
Clearly, this an idealized case and a regular document does not contain fiducial markers that can be used for pose estimation. However, we note that previous studies have already considered adding tags to documents for augmented reality purposes such as in work by Guimbretière [11] , Paper Augmented Digital Documents and therefore it is conceivable that are system could be employed in tagged documents. Other work by Nakai et al. [12] , [13] address locating the position of a camera with 'locally likely arrangement hashing' [14] affine invariant features by posing the task as a retrieval problem. Liang et al. [15] work, Camera-Based Document Image Mosaicing, could also play a role in document image acquisition assistance.
Once the fiducial markers are detected, we know the correspondence between the 2D location of the marker on the image plane and the 3D-position of the markers on the document. Then we can use these correspondence to solve for the pose of the camera with respect to the page. Generally the problem of solving for pose given 2D image points to 3D world points on a plane (the document image) is known as the perspective-n-point problem [16] . An efficient non iterative solution, Efficient Perspective-n-Point Camera Pose Estimation [17] , to the perspective-n-point is used for this purpose.
A. Compliant Space
Our real time guidance algorithm verbalizes instructions as a function of the current pose to guide the user to acquire an image of a document that can be completely read by OCR. We define this type of image as a compliant image. There exist a set of possible phone positions from where compliant images of the document can be acquired. We call this the Compliant Space, a bounded tetrahedron in 3D world coordinates.
The Compliant Space is formally defined as a set of poses where compliant images can be captured. A compliant image must satisfy the following conditions (1) when all four corners of the page are visible and (2) a small letter printed anywhere on the page maps to a sufficient number of pixels for accurate OCR. An example of Compliant Space with these assumptions is visible in Figure 1 . The mathematical definition of these two requirements (1) in viewing frustum and (2) minimum reading distance are discussed next. Note that capital letters are used to denote 3D coordinates and matrices and lowercase letters are for 2D coordinates. Vectors and matrices are bold-faced. The four corners of the page are each denoted Π i and π i , in the world and image plane respectively. In the following section we will explain how the Compliant Space is derived.
1) In Viewing Frustum:
The camera's viewing frustum is a function of its focal length, principal point, and pose, P. Pose can be decomposed into a translation, T, and a rotation matrix, R, from the page to the camera. We assume the camera is calibrated [18] its unique intrinsic matrix K is therefore known. We assume no radial distortion. We set the reference frame centered in the middle of the document. All points on document are on the z plane origin. We can calculate the viewing frustum in world coordinates relative to the document by back-projecting the image plane corner points to 3D rays.
First we can solve for the camera location in world coordinates C w = −R −1 · T and for pixel p homogeneous (x,y,1) we can solve for the visible 3D location in world coordinates X w , Y w , Z w . The set of points define the viewing frustum.
Since all the points on the page are on a plane where the z coordinate is equal to zero we can calculate λ and solve for X w Y w . In other words we can recover the 3D position of a pixel coordinate of the marker.
We can find the bounds of the viewing frustum in world (meter) coordinates using the following relation. Without loss of generality a corner of the image plane can be denoted as
This functions maps the pixel corners, p i to visible world coordinates (X i w , Y i w ). With this relation the four corners of the image plane define the viewing frustum in world coordinates. Then by testing if all four corners of the page, Π i ∈ n, are within the viewing frustum we can determine if the entire page is visible.
2) Minimum reading distance: OCR requires a sufficient resolution for accurate recognition. For scanned documents the rule is that a document should be scanned at least at 300 dpi [20] . For camera captured images we will focus on the generally accepted rule of thumb that a text line should map to at least 12 pixels [3] . According to typographic standards for Latin script the height of a 'x', x-height, is a standard measure from the baseline to average height of a letter. A lowercase 'x' in 12 point Arial font (a font approved by the American with Disabilities Act [21] ) has a height 4.23 millimeters which forms a constraint that anywhere a 'x' could be printed must map to 12 pixels in the image plane. We use this equality to define the Compliant Space.
A document can be recognized by OCR if an 'x' printed on each corner Π i (location of corner of page in world coordinates) maps to 12 pixels of the image plane. This can be calculated by projecting two 3D points into rays for each corner; 3D point Π U i is the upper point of the theoretical 'x' and Π L i is the lower point of the theoretical 'x'. Recall we have already calculated Pose, P, where P = [R | T]. P is a 4 by 4 matrix where the fourth row is (0 0 0 1). For this computation it is convenient to map to homogeneous coordinates to compute the projective transform with matrix multiplication. In order to compute 3D to 2D projection we matrix multiply by camera intrinsic K and camera extrinsic P. In the following equations. Without loss of generality we can find π 
Therefore we can compute the x-height in pixels of a 12 point Arial 'x' that is theoretically located at each Π i of the page.
If ∀i ∈ n such that x-height i ≥ 12 pixels is satisfied for all four corners then minimum reading distance is observed.
3) Guidance Algorithm:
We approximated the problem of finding the shortest path to the Compliant Space by instead finding the shortest path to a 3D-line within the Compliant Space. We call this 3D-line the Reduced Compliant Space Center Line, L, which is between (0, 0, .28) and (0, 0, .42) in world coordinates (meters). This approximation is sufficient and does not lead to non-compliant images because for any pose we can determine compliance in real-time through conditions (1) and (2).
The guidance algorithm computes the shortest path from the current position, C w , to the closest point on L by projecting the point C w onto the 3D-line L. The closest point on L to C w is called O w . The software then verbalizes the two axes in need of the most correction. The instructions come in centimeter units such as "move the phone up 15 centimeters and forward 9 centimeters". Additionally, the software notifies the user if they are holding the phone at a significant tilt or angle relative to the page. This is important because the Compliant Space assumes the phone is held directly over the page.
IV. EVALUATION
A blind person trying to take a snap shot of a document to be recognized by OCR typically has difficulties taking a compliant image of any document. Our goal is to the verify whether a guidance system as described in the previous section can facilitate a blind person in taking compliant images. To perform this, we establish two metrics to assess the ability of a person without sight to acquire a compliant image of a document.
We can extract measures for each user per trial and aggregate them per Experimental Setting (ES). The most important measure is the percentage of successful trials, which is equal to 
A. Design of experiment
We used convenience sampling to recruit all eight of our participants. They are all adults who consented to being in the study. All participants are not blind and are therefore blindfolded, all but one participant was male. We understand that there will be differences between how blindfolded and blind users react to our system, therefore a follow up user study with the target community will soon commence.
The experiment began by handing the blindfolded participant a backpack that contained the document with fiducial markers. Then each participant heard the following instruction.
"Inside this backpack is a single piece of paper. Please take it out and feel for the side with a sticker. This side has the fiducial markers and should remain face up so it is visible to the camera. The sticker should be on the top left of the piece of paper with respect to you."
The participant is then handed a phone and told to tap the screen to begin the trial. The phone vibrates to alert the user that the trial has begun. The participant has ninety seconds to complete. After the timeout the trial ends unsuccessfully.
Next we explain each of the Experimental Settings (ES) used in the experiment.
• ES-Control Provides no guidance. The user clicks the volume button when they believe the phone is in the correct position.
• ES-Confirmation There is no guidance. However, as soon as the phone has captured a compliant image the software alerts the subject and ends the trial.
• ES-Confirmation+Guidance In this setting the user receives continuous guidance as described in sec- We can see a trend of small distances as users become more familiar with our system. These are per trial measures.
tion III-A3. As soon as the phone has captured a compliant image the software alerts the subject and ends the trial.
B. Prototype software
We implemented a real time marker recognition and guidance prototype iPhone application to obtain data to answer our hypotheses. The application is programmed to run each experimental setting for eight trials, the application logs the pose of the phone relative to the marker at approximately 3 hertz.
V. RESULTS AND DISCUSSION
In this section we will summarize our findings based on the experiment conducted with our prototype software. Our hypothesis is that our guidance system will help people take a greater percentage of compliant images than they would be capable of without guidance. Starting with data exploration we can see a clear trend of lower distances from the optimal position by examining Figure 3 .
In order to answer our hypothesis we turn to our measure of the percentage of successful trials. Since we knew we had a limited number of study participants we used negative Helmert Contrast [22] to design a tractable experiment that can tolerate only one orderings of experimental settings. Helmert Contrast compares the mean of a experimental setting with the means of previous experimental settings, and is often used in a medical context were an investigator is trying to discover the right dose of medicine. With this methodology we first to establish a baseline ES-control to get a measure of where the user is before intervention. Next, the user is given ES-just-confirmation and finally the user is provided eight trials of ES-full-guidance. This experiment design will allow us to answer whether or not guidance improved the user's ability to take a compliant image of the document. However, this experimental design does not rule out the effect of reordering experimental setting and therefore it is future work to redo the study with a Latin Square design. Improvement trends are visible by examining Figure 4 , were we can see a large improvement from the control in the subsequent trials. In addition, in order to statistically test for improvement we conducted the following analysis.
From the one way Analysis of Variance (see Table I ) it is clear that between the ES-Confirmation+Guidance there is a significant improvement in the percent of trials that a compliant image is achieved. Between the ES-Confirmation and ESControl there is a small enough p-value to indicate a trend but not small enough to be significant at the 95% confidence level. 
A. User Experience Report
After completing the experiment we asked each of the users to describe their experience. The general consensus is that the ES-Confirmation+Guidance was preferable over ES-Control or ES-Confirmation. This is also supported by the average user's increase in accuracy after intervention.
Users reported frustration with one of the guidance features, which alerts the user if the phone was in the compliant space while the marker was not in the viewing frustum (Equation 1). The message states "Make phone aligned and level" to indicate an improper orientation of the phone with respect to the document. However, this message is too vague since the user is unsure which of the three axes are improperly aligned. A superior version of the software would indicate if the phone is not level or if the phone is rotated around the optical axis.
A learning curve is noticeable as the participants gained a sense of where the acceptable space is located. Some users would spend the first few trials patiently probing possible positions to find the Compliant Space in ES-Just-Confirmation. However, once the user found the correct position they were much faster in returning to the Compliant Space in subsequent trials. Users typically became frustrated if they did not find the Compliant Space before the timeout occurred. Once they found the Compliant Space for the first time this frustration appeared to subside.
VI. CONCLUSION
We demonstrated that that our guidance system significantly improves compliant document image acquisition on camera phones. Our experiment provides evidence to support further research and development in adding non-obtrusive fiducial markers to documents. In addition, future work on an improved guidance system will take into account post-hoc user feedback before beginning. If successful this will provide far better document accessibility for the blind and visually impaired.
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