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Abstract
We define a new logic-induced notion of bisimulation (called ρ-bisimulation) for coal-
gebraic modal logics given by a logical connection, and investigate its properties. We show
that it is structural in the sense that it is defined only in terms of the coalgebra structure
and the one-step modal semantics and, moreover, can be characterised by a form of re-
lation lifting. Furthermore we compare ρ-bisimulations to several well-known equivalence
notions, and we prove that the collection of bisimulations between two models often forms
a complete lattice. The main technical result is a Hennessy-Milner type theorem which
states that, under certain conditions, logical equivalence implies ρ-bisimilarity. In partic-
ular, the latter does not rely on a duality between functors T (the type of the coalgebras)
and L (which gives the logic), nor on properties of the logical connection ρ.
1 Introduction
In this paper, we investigate when logical equivalence for a given modal language can be cap-
tured by a structural semantic equivalence notion, understood as a form of bisimulation. Our
investigation is carried out in the setting of coalgebraic modal logic [23], where semantic struc-
tures are given by coalgebras for a functor T : C→ C [29]. This allows for a uniform treatment
of a wide variety of modal logics [23, 27, 30]. Coalgebras come with general notions of behavioural
equivalence and bisimilarity, and a logic is said to be expressive if logical equivalence implies
behavioural equivalence, in which case we have a generalisation of the classic Hennessy-Milner
theorem [17].
For Set-coalgebras, i.e., when C = Set, it has been shown that a coalgebraic modal logic
is expressive if the language has sufficiently large conjunctions and the set Λ of modalities is
separating, meaning that they separate points in TX [26, 28, 30]. In the more abstract setting
of coalgebraic modal logic, where a logic is given by a functor and its semantics by a natural
transformation ρ [10, 21], a sufficient condition for a logic being expressive is that the so-called
mate of ρ is pointwise monic [21, Theorem 4.2].
In this line of research, modal logics are often viewed as specification languages for coal-
gebras. Therefore behavioural equivalence is a given, and the aim is to find expressive logics.
However, sometimes the modal language is of primary interest [6] and the relevant modalities
need not be separating, see e.g. [13, 5]. This leads us to consider the following question:
Given a possibly non-expressive coalgebraic modal logic, can we
characterise logical equivalence by a notion of bisimulation?
Such investigations have been carried out earlier in [4] where the notion of Λ-bisimulation was
proposed for Set-coalgebras and coalgebraic modal logics with a classical propositional base.
Here we generalise and extend the work of [4] beyond Set using the formulation of coalge-
braic modal logic via dual adjunctions [10, 21, 24]. Examples include coalgebras over ordered
and topological spaces and modal logics on different propositional bases. After recalling basic
definitions of coalgebraic modal logic in Section 2, we define the concept of a ρ-bisimulation in
Section 3. For Set-coalgebras, this is a relation B between coalgebras for which the so-called
B-coherent pairs [16, 6] give rise to a congruence between complex algebras.
The definition of ρ-bisimulation is structural in the sense that it is defined in terms of the
coalgebra structure and the one-step modal semantics ρ. Moreover, it can often be charac-
terised as a greatest fixpoint via relation lifting. For coalgebras on finite sets, this means that
ρ-bisimilarity can be computed by a partition refinement algorithm. We also prove results
concerning truth-preservation, composition and lattice structure.
The main technical results are found in Section 4 and concern the distinguishing power of
ρ-bisimulations. We first compare ρ-bisimulations with other coalgebraic equivalence notions.
Subsequently, we prove a Hennessy-Milner style theorem (Theorem 4.4) in which we give con-
ditions that guarantee that logical equivalence is a ρ-bisimulation. We emphasise that the logic
is not assumed to be expressive and ρ-bisimilarity will generally differ from bisimilarity for
T-coalgebras. Finally, we define a notion of translation between logics and show that if the
language of ρ′ is a propositional extension of the language of ρ, then ρ-bisimulations are also
ρ′-bisimulations (Proposition 4.11).
By instantiating Proposition 4.11, we obtain that for labelled transition systems the ρ-
bisimilarity notions for Hennessy-Milner logic [17] and trace logic [21] coincide and are equal to
the standard notion of bisimilarity even without assuming image-finiteness. These two logics
have the same modalities, which are separating, but trace logic has ⊤ as the only propositional
connective.
Earlier version This is the extended version of an AIML paper [15] with the same name.
The current paper includes proofs that were left out in [15]. Besides, it includes an additional
example of a logic for linear weighted automata that matches precisely the logic from [9, Section
3.2] (Example 2.7), and a Hennessy-Milner result for it (Example 4.14).
2 Coalgebraic modal logic
We review some background on coalgebraic logic, categorical algebra, and Stone duality. For
more details, e.g. [29, 23, 2, 3, 19]. We write Set for the category of sets and functions.
Coalgebraic modal logic generalises modal logic from Kripke frames to coalgebras for a
functor T.
Coalgebras can be understood as generalised, state-based systems defined parametrically in
the system type T. Formally, we require T to be an endofunctor on a categoryC. A T-coalgebra
is then a pair (X, γ) such that γ : X → TX is a morphism in C. The object X is the state
space, and the arrow γ is the coalgebra structure map. A T-coalgebra morphism from (X, γ)
to (X ′, γ′) is a C-morphism f : X → X ′ satisfying γ′ ◦ f = Tf ◦ γ. Together, T-coalgebras and
T-coalgebra morphisms form a category which we write as Coalg(T).
An algebra for a functor is the dual notion of a coalgebra. Given an endofunctor L : A→ A,
an L-algebra is a pair (A,α) such that α : LA→ A is a morphism in A. An L-algebra morphism
from (A,α) to (A′, α′) is an A-morphism h : A→ A′ such that h◦α = α′ ◦Lh. We write Alg(L)
for the category of L-algebras and L-algebra morphisms.
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2.1 Example. A Kripke frame (X,R ⊆ X × X) is a coalgebra for the covariant powerset
functor P : Set→ Set which maps a set to its set of subsets, and a function f : X → Y to the
direct image map f [−] : PX → PY , by defining γ : X → PX as γ(x) = R[x] = {y ∈ X | xRy}.
Similarly, a Kripke model (X,R, V ), where V is a valuation of a set P0 of atomic propositions,
is a coalgebra for the Set-functor P(−) × P(P0) (which is constant in its second component)
by taking γ(x) = (R[x], V ′(x)), with V ′(x) = {p ∈ P0 | x ∈ V (p)}. It can be verified that the
ensuing notion of coalgebra morphism coincides with the usual notion of bounded morphism
for Kripke frames and Kripke models, respectively.
2.2 Example. Labelled transition systems (LTSs) are coalgebras for the Set-functor T =
P(−)A where P is the covariant powerset functor and A is the set of labels. A coalgebra
γ : X → P(X)A specifies for each state x ∈ X and label a ∈ A, the set γ(x)(a) of a-successors
of x. In other words, an LTS is an A-indexed multi-relational Kripke frame. One readily verifies
that coalgebra morphisms are A-indexed bounded morphisms.
Logical connections To investigate logics for T-coalgebras in this generality, we use the
Stone duality approach to modal logic [14, 1], but rather than a full duality, here one requires
only a dual adjunction P : C A : S (sometimes called a logical connection) between a cat-
egory C of state spaces and a category A of algebras that encode a propositional base logic.
We emphasise that the functors P and S are contravariant. The classic example is then the
instance QBA : Set BA : Uf where QBA maps a set to its Boolean algebra of predicates (i.e.,
subsets), and Uf maps a Boolean algebra to its set of ultrafilters.
We denote the units of a dual adjunction P : C A : S by ηC : IdC → SP and ηA : IdA →
PS, and the bijection of Hom-sets C(C, SA) ∼= A(A,PC) in both directions by (−)♯. Recall
that for f : C → SA, the adjoint transpose of f is f ♯ = Pf ◦ηAA , and for g : A→ PC, the adjoint
is g♯ = Sg ◦ ηCC .
Coalgebraic Modal Logic Given a dual adjunction P : C A : S and an endofunctor T on
C, amodal logic for T-coalgebras is a pair (L, ρ) consisting of an endofunctor L : A→ A (defining
modalities) and a natural transformation ρ : LP→ PT, (defining the one-step modal semantics).
This data gives rise to a functor Coalg(T) → Alg(L) which sends a coalgebra (X, γ) to its
complex algebra (PX, γ∗), where γ∗ = Pγ ◦ ρX . Assuming that Alg(L) has an initial algebra
α : LΦ → Φ, which generalises the Lindenbaum-Tarski algebra, the semantics of (equivalence
classes of) formulae is obtained as the unique Alg(L)-morphism J−Kγ : (Φ, α) → (PX, γ∗).
Viewing the semantics as an A-morphism J−Kγ : Φ → PX , its adjoint thγ = J−K♯γ : X → SΦ,
is called the theory map, since in the classic case it maps a state in X to the ultrafilter of L-
formulae it satisfies. By their definitions, the semantics and the theory map make the following
diagrams commute:
LΦ Φ X SΦ
LPX PTX PX TX TSΦ SLΦ
α
LJ·Kγ J·Kγ
thγ
γ Sα
ρX Pγ T thγ ρ
♭
Φ
Here ρ♭ : TS → SL is the so-called mate of ρ. This is the natural transformation obtained
(component-wise) as the adjoint of ρS ◦ Lη
A.
2.3 Example. Consider the self-dual adjunction Q : Set Set : Q given in both directions
by the contravariant powerset functor Q, which maps a set to its powerset 2X , and a function
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f : X → Y to its inverse image map f−1 : 2Y → 2X . In this case, the adjoints are given by
transposing. That is, for f : X → 2Y , f ♯ : Y → 2X is defined by f ♯(y)(x) = f(x)(y).
Considering LTSs as P(−)A-coalgebras over Set (cf. Example 2.2), we obtain trace logic for
LTSs [21, Example 3.2] by taking Ltr : Set → Set to be the functor Ltr = 1 + A × (−) (where
1 = {∗} is a set with one element). This encodes a modal signature with a constant modality
⊤ and a unary modality for each a ∈ A. Since A = Set, trace logic has no other connectives.
The initial Ltr-algebra consists of finite sequences over A with the empty word as constant, and
prefixing with elements from A as the unary operations. That is, Ltr-formulae are of the form
〈a1〉 · · · 〈ak〉⊤, where k ≥ 0.
We obtain the usual semantics of⊤ andA-labelled diamonds by defining the modal semantics
ρtr : 1+A×Q(−)→ Q(P(−)A) as ρtrX(∗) = P(X)
A and ρtrX(a, U) = {t ∈ P(X)
A | t(a)∩U 6= ∅}.
Hence for an LTS (X, γ), J〈a1〉 · · · 〈ak〉⊤Kγ is the subset of X consisting of states x that can
execute the trace a1 · · ·ak.
2.4 Example. Again consider LTSs as P(−)A-coalgebras over Set (cf. Example 2.2), but
now take the classic dual adjunction QBA : Set BA : Uf. Hennessy-Milner logic [17] (or
equivalently, normal multi-modal logic) is here defined as classical propositional logic extended
with join-preserving diamonds. This is achieved by defining Lhm : BA→ BA as follows: For a
Boolean algebra B, LhmB is the free Boolean algebra generated by the set {〈a〉b | b ∈ B, a ∈ A}
modulo the congruence generated by the usual diamond equations, i.e.,
〈a〉⊥ = ⊥ and 〈a〉(ϕ1 ∨ ϕ2) = 〈a〉ϕ1 ∨ 〈a〉ϕ2
for all a ∈ A. The modal semantics ρhm : LhmQBA → QBA(P(−)A) is essentially the Boolean
extension of ρtr. In particular, ρhmX (〈a〉U) = {t ∈ P(X)
A | t(a) ∩ U 6= ∅}.
The above description of Hennessy-Milner logic is a special case of a more general approach
described in the next example.
2.5 Example. If A in the dual adjunction is a variety of algebras, we can define a logic (L, ρ)
for T : C→ C by predicate liftings and axioms as in [22, Definition 4.2] and [24, Theorems 4.7
and 8.8]. An n-ary predicate lifting is a natural transformation
λ : UPn → UPT,
where PnX is the n-fold product of PX inA and U : A→ Set is the forgetful functor. Together
with a suitable notion of axioms, a collection Λ of such predicate liftings yields a functor L :
A→ A sending A ∈ A to the free algebra generated by {λ(a1, . . . , an) | λ ∈ Λ, ai ∈ A} modulo
(instantiations of) the axioms. Define ρ : LP → PT on generators by ρX(λ(a1, . . . , an)) =
λX(a1, . . . , an) ∈ PTX . If ρ is well-defined then it is natural transformation and (L, ρ) is a logic
for Coalg(T). All logics in e.g. [4, 8, 23] are instances hereof.
Next, we interpret positive modal logic [12, 11], whose coalgebraic semantics over posets
can be found in [20, Example 2.4], in topological spaces:
2.6 Example. Consider the dual adjunction Ω : Top DL : pf, where Ω takes open subsets
of a topological space, viewed as a distributive lattice, and pf takes prime filters of a distributive
lattice topologised by the subbase {a˜ | a ∈ A}, where a˜ = {p ∈ pfA | a ∈ p}. The Vietoris
functor V : Top→ Top takes X ∈ Top to its collection of compact subsets topologised by the
subbase consisting of a = {c ∈ VX | c ⊆ a} and a = {c ∈ VX | c ∩ a 6= ∅}, where a ranges
over the opens of X . For a continuous map f : X → X ′ the map Vf takes direct images.
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Positive modal logic is given by the functor N : DL→ DL that sends a distributive lattice
A to the free distributive lattice generated by the set {a,✸a | a ∈ A} modulo the axioms
⊤ = ⊤ ✸⊥ = ⊥
a ∧b = (a ∧ b) ✸a ∨✸b = ✸(a ∨ b)
✸a ∧b ≤ ✸(a ∧ b) (a ∨ b) ≤ a ∨✸b
The interpretation of this logic in V-coalgebras is given by the natural transformation ρ : NΩ→
ΩV, defined on generators by a 7→ a and ✸a 7→ a.
We now recall linear weighted automata, see e.g. [9, Section 3.2]. This is particularly inter-
esting because it is an example of a many-valued logic, with truth values in some field k.
2.7 Example. Let k be a field and let Veck be the category of vector spaces over k. For a set
A of labels, define the endofunctor W on Veck by W = k× (−)
A, where (−)A is the collection
of maps A→ (−) with a pointwise vector space structure. Then linear weighted automata are
W-coalgebras.
We wish to interpret linear trace logic in such coalgebras, that is, formulae in the language
given by the grammar
ϕ ::= p | 〈a〉ϕ
In order to do this in the abstract coalgebraic framework, we use the dual adjunction between
Veck and Set. In one direction this is given by the hom-functor (−)
◦ = Hom(−, k) : Veck →
Set. Conversely, for a set X define X∧ to be the collection Hom(X, k) with pointwise vector
space structure. It is easy to see that this yields a functor Set→ Veck.
The interpretation of p is given by the nullary predicate lifting λp ∈ (W−)◦ given by λpX :
WX → k : (r, t) 7→ r. Then JpK = λpX ◦ γ : X → k. The interpretation of the diamonds is given
by the unary predicate lifting λ〈a〉 : U(−)◦ → U(W−)◦ defined by
λ
〈a〉
X (m) :WX → k : (r, t) 7→ m(t(a)).
(Note that in this case U is the identity functor on Set.) Concretely, this means that if
JpKγ(y) = r ∈ k and there is an a-transition x
a
−→ y, then J〈a〉pK(x) = r.
Since for V ∈ Veck the set Hom(V, k) forms a vector space, rather than just a set, we
can also interpret vector space operations in W-coalgebras. We make this modification in the
following example.
2.8 Example. Let k be a field and Veck Veck the dual adjunction between vector spaces
over k given in both directions by taking dual vector space via the contravariant functor (−)∨ =
Hom(−, k) : Veck → Veck. (Note that the functors (−)◦ and (−)∨ are related via (−)◦ =
UVec ◦ (−)
∨, where UVec : Vec → Set is the forgetful functor.) We extend linear trace logic
with vector space operations, and work with the language given by the grammar
ϕ ::= 0 | p | r · ϕ | ϕ+ ϕ | 〈a〉ϕ,
where a ∈ A, r ∈ k, and p is a single proposition letter (the termination predicate). We refer
to this linear Hennessy-Milner logic. The interpretation of a formula ϕ in this (many-valued)
setting is a linear map JϕK : X → k. The connectives 0, + and r are interpreted via the
corresponding operations in vector spaces, and for p and 〈a〉 we use the predicate liftings from
Example 2.7. Together with the axioms 〈a〉(ϕ+ ψ) = 〈a〉ϕ+ 〈a〉ψ and r · 〈a〉ϕ = 〈a〉(r · ϕ) this
gives rise to an endofunctor L : Veck → Veck, and a logic (L, ρ) for linear weighted automata.
One can show that logical equivalence coincides with language semantics if the state-space is
finite-dimensional.
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Relations as jointly mono spans We are interested in giving certain relations a special
status. In Set, a binary relation B ⊆ X × X corresponds to an injective map B →֒ X × X .
This generalises to an arbitrary category (possibly lacking products) via the notion of a jointly
mono span: A span X1 B X2
π1 π2 in a category C is called jointly mono if for all C-arrows
h, h′ with codomain B it satisfies: if π1 ◦ h = π1 ◦ h′ and π2 ◦ h = π2 ◦ h′ then h = h′. We
sometimes write the above span as (B, π1, π2), leaving codomains implicit. If C has products,
then (B, π1, π2) is a jointly mono span if and only if the pairing 〈π1, π2〉 : B → X1 × X2 is
monic.
The collection of jointly mono spans between two objects X1, X2 ∈ C can be ordered as
follows: (B, π1, π2) ≤ (B′, π′1, π
′
2) if there exists a (necessarily monic) map k : B → B
′ such
that πi = π
′
i ◦ k. If (B, π1, π2) ≤ (B
′, π′1, π
′
2) and (B
′, π′1, π
′
2) ≤ (B, π1, π2), then the two spans
must be isomorphic. We write Rel(X1, X2) for the poset of jointly mono spans between X1
and X2 up to isomorphism.
Image factorisations and regular epis We will also need a generalisation of image fac-
torisation. A category C is said to have (E,M)-factorisations for some classes E and M of
C-morphisms, if every morphism f ∈ C factorises as f = m ◦ e with e ∈ E and m ∈ M. We
say that C has an (E,M)-factorisation system [2, Definition 14.1] if moreover both E and M
are closed under composition, and whenever g ◦ e = m ◦ f , with e ∈ E and m ∈M, there exists
a unique diagonal fill-in d such that f = d ◦ e and g = m ◦ d. In a diagram:
e
f g
d
m
An epi e is regular if it is a coequalizer. In a variety, the regular epis are precisely the sur-
jective morphisms. The categories Set,Pos,Top,Vec,SL,Stone all have a (RegEpi,Mono)-
factorisation system.
3 Logic-induced bisimulations
We are now ready to define our logic-induced notion of bisimulation. Throughout this section,
we fix a dual adjunction P : C A : S, an endofunctor T on C, and a logic (L, ρ) for T -
coalgebras. Moreover, we assume that C has pullbacks and, in addition, that A has pullbacks
or C has pushouts. Both conditions hold in all examples given in Section 2. In particular, if A
is variety of algebras then pullbacks exist and are computed as in Set.
3.1 Definition and first examples
The basic ingredient for the definition of ρ-bisimulation is the notion of a dual span: A jointly
mono span X1 B X2
π1 π2 in C is mapped by P to a cospan PX1 PB PX2
Pπ1 Pπ2 in A.
Taking its pullback we obtain a jointly mono span in A, which we denote by (B, π1, π2) and
refer to as the dual span of (B, π1, π2). In a diagram:
B
PX1 PX2
PB
π1 π2
Pπ1 Pπ2
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If C has pushouts, dual spans exist because dual adjoints send pushouts to pullbacks. In the
classic case where P = QBA : Set → BA maps a set to its Boolean algebra of subsets, the
dual span (B, π1, π2) consists of B-coherent pairs (of subsets of X1 and X2), that is, pairs
(a1, a2) ∈ PX1 × PX2 of subsets satisfying B[a1] ⊆ a2 and B−1[a2] ⊆ a1. This notion of B-
coherent pairs has been used in the definitions of Λ-bisimulation [4], neighbourhood bisimulation
[16], and conditional bisimulation [6].
We proceed to the definition of a ρ-bisimulation.
3.1 Definition. Let γ1 : X1 → TX1 and γ2 : X2 → TX2 be T-coalgebras. A jointly mono span
X1 B X2
π1 π2 is a ρ-bisimulation between γ1 and γ2 if
Pπ1 ◦ γ
∗
1 ◦ Lπ1 = Pπ2 ◦ γ
∗
2 ◦ Lπ2. (1)
Definition 3.1 is structural in the sense that it is defined in terms of the coalgebra structure
and the one-step modal semantics ρ (via the complex algebras γ∗i ). In particular, it does not
refer to the collection of all formulae nor to the initial L-algebra. Equation (1) provides a
coherence condition that can be checked in concrete settings. We provide examples below.
First, we give a more conceptual characterisation in terms of dual spans.
3.2 Proposition. A jointly mono span (B, π1, π2) is a ρ-bisimulation between (X1, γ1) and
(X2, γ2) if and only if its dual span (B, π1, π2) is a congruence between γ
∗
1 and γ
∗
2 .
Proof. Suppose (B, π1, π2) is a ρ-bisimulation, i.e., equation (1) holds true. Then the outer
shell of the diagram in (2) commutes and the universal property of the pullback B yields a
morphism β : LB → B such that all squares in (2) commute.
LB
LPX1 LPX2
B
PX1 PX2
PB
Lπ1 Lπ2
β
γ∗
1
γ∗
2π1 π2
Pπ1 Pπ2
(2)
Conversely, the existence of such a β making the inner squares commute implies commutativity
of the outer shell of the diagram.
We instantiate the definition for some of the examples of Section 2.
3.3 Example. Recall the setting of Example 2.5 where A is a variety and (L, ρ) is given
by predicate liftings and axioms, and let (X1, γ1) and (X2, γ2) be two T-coalgebras. If C is
concrete, then a jointly mono span (B, π1, π2) is a ρ-bisimulation between (X1, γ1) and (X2, γ2)
if for all (x1, x2) ∈ B, λ ∈ Λ and all B-coherent (a1, a2) ∈ PX1 × PX2 we have:
γ1(x1) ∈ λX1(a1) iff γ2(x2) ∈ λX2 (a2).
The notion of a ρ-bisimulation thus generalises that of a Λ-bisimulation from [4, 8], where Λ
denotes a collection of (open) predicate liftings. Examples 3.4, 3.5 and ?? below are instances
hereof.
3.4 Example. In the setting of positive modal logic from Example 2.6, a ρ-bisimulation be-
tween (X1, γ1) and (X2, γ2) is a subspace B ⊆ X1×X2 with projections πi : B → Xi satisfying
for all (x1, x2) ∈ B and all B-coherent pairs of opens (a1, a2) ∈ ΩX1 × ΩX2:
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γ1(x1) ⊆ a1 iff γ2(x2) ⊆ a2 and γ1(x1) ∩ a1 6= ∅ iff γ2(x2) ∩ a2 6= ∅.
3.5 Example. In the setting of linear Hennessy-Milner logic from Example 2.8, a jointly
mono span between the state-spaces of W-coalgebras (X1, γ1) and (X2, γ2) is a linear subspace
of X1 × X2. The dual span of (B, π1, π2) is the linear subspace of X∨1 × X
∨
2 consisting of
those pairs of k-valued, linear predicates (h1, h2) ∈ X∨1 × X
∨
2 such that (x1, x2) ∈ B implies
h1(x1) = h2(x2). Unravelling the definitions shows that (B, π1, π2) is a ρ-bisimulation between
(X1, γ1) and (X2, γ2), if for all (x1, x2) ∈ B, we have JpKγ(x1) = JpKγ(x2), and:
if x1
a
−→ y1 and x2
a
−→ y2, then h1(y1) = h2(y2) for all (h1, h2) ∈ B.
3.6 Example. More abstractly, suppose given any logical connection P : C A : S, functor
T : C → C and logic (L, ρ) for T-coalgebras. Then for every T-coalgebra (X, γ) the jointly
mono span (X, idX , idX) is a ρ-bisimulation on (X, γ).
We complete this subsection by showing that the notion of a ρ-bisimulation is adequate, that
is, ρ-bisimulations preserve truth. We say that a span (B, π1, π2) between (X1, γ1) and (X2, γ2)
is truth preserving if thγ1 ◦ π1 = thγ2 ◦ π2. If C is concrete, this means that if (x1, x2) ∈ B
then x1 and x2 have the same theory, i.e., satisfy the same formulae.
3.7 Proposition. If X1 B X2
π1 π2 is a ρ-bisimulation between T-coalgebras (X1, γ1) and
(X2, γ2), then thγ1 ◦ π1 = thγ2 ◦ π2.
Proof. Let β : LB → B be given as in (2), and let hβ : Φ → B be the unique morphism from
the initial L-algebra to (B, β). By construction of β, πi : (B, β) → (PXi, γ∗i ) are L-algebra
morphisms. By uniqueness of initial morphisms, J−Kγi = πi ◦hβ , and hence SJ−Kγi = Shβ ◦Sπi,
for i = 1, 2. Combining this with Sπ1 ◦ SPπ1 = Sπ2 ◦ SPπ2 (obtained by applying S to the
pullback square of (B, π1, π2)), it follows that SJ·Kγ1 ◦ SPπ1 = SJ·Kγ2 ◦ SPπ2. Recall that the
theory map is the adjoint of the semantic map, i.e., thγi = SJ−Kγi ◦ η
C
Xi
where ηC : IdC → SP
is a unit of the logical connection P : C A : S. It then follows from naturality of ηC that:
thγ1 ◦ π1 = SJ·Kγ1 ◦ η
C
X1 ◦ π1 = SJ·Kγ1 ◦ SPπ1 ◦ η
C
B
= SJ·Kγ2 ◦ SPπ2 ◦ η
C
B = SJ·Kγ2 ◦ η
C
X2 ◦ π2 = thγ2 ◦ π2
as desired.
3.2 Lattice structure and composition of ρ-bisimulations
In the remainder of Section 3 we assume that C is finitely complete and well-powered, hence
Rel(X1, X2) is simply the poset of subobjects of X1 × X2. Besides, assume that C has an
(E,M)-factorisation system with M = Mono. Again, all examples in Section 2 satisfy these
assumptions.
It is well known that bisimulations for Set-based coalgebras are closed under composition if
and only if the coalgebra functor preserves weak pullbacks [29]. We know from [4, Example 3.3]
that Λ-bisimulations do not always compose, even for weak pullback-preserving functors, so as
a consequence of Example 3.3 the same failure occurs for ρ-bisimulations. However, in special
cases we can compose. Let us first define what we mean by the composition of two relations.
3.8 Definition. The composition of two jointly mono spans (B, π1, π2) in Rel(X1, X2) and
(B′, π′2, π3) in Rel(X2, X3) is given as follows: The pullback (C, c1, c3) of π2 and π
′
2 yields
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projections πi ◦ci : C → Xi, and we define B ◦B′ via the (E,Mono)-factorisation of 〈π1 ◦c1, π3 ◦
c3〉:
C X1 ×X3.
B ◦B′
〈π1◦c1,π3◦c3〉
Call a ρ-bisimulation full if both projections are split epi, that is, they have a section. For
Set-based coalgebras this means that the projections are surjective, i.e., each state in (X1, γ1)
is ρ-bisimilar to some state in (X2, γ2), and vice versa.
3.9 Lemma. Let X1 S X2
ζ1 ζ2
and X1 B X2
π1 π2 be spans between T-coalgebra (X1, γ1)
and (X2, γ2) and suppose e : S → B is an epimorphism such that ζi = πi ◦ e. Then (S, ζ1, ζ2)
satisfies (1) if and only if (B, π1, π2) does.
Proof. Since S → B is epic PB → PS is monic. It follows that the pullback of (S, ζ1, ζ2)
coincides with the pullback to (B, π1, π2). With this observation the proof of the proposition
follows from a straightforward computation.
Now we can show that full bisimulations compose.
3.10 Proposition. Full bisimulations are closed under composition.
Proof. Let (B, π1, π2) be a ρ-bisimulation between (X1, γ1) and (X2, γ2), and (B
′, π′2, π3) a
ρ-bisimulation between (X2, γ2) and (X3, γ3). Write (C, c1, c3) for the pullback of π2 and π
′
2
and define (C, c1, c3) to be the pullback of π2 and π
′
2. By Lemma 3.9 it suffices to show that
(C, π1c1, π3c3) satisfies the ρ-bisimulation condition.
Since all the πi are split epic, so are c1 and c3 (cf. Lemma A.1). According to Lemma A.2
this implies that the pullback square
C
B1 B2
X2
c1 c2
π2 π′
2
is also a pushout. Therefore square 4 below is a pullback, while 1 , 2 and 3 are pullbacks
by definition. It follows from repeated application of the pullback lemma that the outer square
is a pullback as well.
C
B1 B2
PX1 PX2 PX3
PB1 PB2
PC
c1 c3
1
π1 π2
2
π′
2 π3
3
Pπ1
Pπ2 Pπ
′
2
4
Pπ3
Pc1 Pc3
(3)
As a consequence (π1c1, π3c3) is jointly monic.
In order to show that (C, π1c1, π3c3) is a ρ-bisimulation we need to prove
Pc1 ◦ Pπ1 ◦ γ
∗
1 ◦ Lπ1 ◦ Lc1 = Pc3 ◦ Pπ3 ◦ γ
∗
3 ◦ Lπ3 ◦ Lc3 (4)
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This is the outer shell of the following diagram:
LC
LB1 LB2
LPX1 LPX2 LPX3
B1 B2
PX1 PX2 PX3
PB1 PB2
PC
Lc1 Lc3
Lπ1 Lπ2
β1
Lπ′
2 Lπ3
β2
γ∗
1
γ∗
2
γ∗
3
π1 π2 π
′
2 π3
Pπ1
Pπ2 Pπ
′
2
Pπ3
Pc1 Pc2
Commutativity of the top square follows from applying L to cell 1 in (3). The bottom square
commutes by definition of (C, c1, c3). All other squares commute because (B1, π1, π2) and
(B2, π
′
2, π3) are assumed to be ρ-bisimulations. Thus (4) holds, and this ultimately proves that
full ρ-bisimulations are closed under composition.
Another well-known result for bisimulations on Set-coalgebras is that they form a com-
plete lattice [29]. We now show that, provided C has all coproducts, this also holds for ρ-
bisimulations. Recall that the empty coproduct
∐
∅ =: 0 is an initial object, i.e., for all C ∈ C
there is a unique morphism !C : 0→ C.
3.11 Definition. The join of a family of relations (Bi, πi,1, πi,2), i ∈ I, in Rel(X1, X2), is the
jointly mono span
⋃
i∈I Bi that arises from the factorisation
∐
iBi
⋃
iBi X1 ×X2
∐
i〈πi,1,πi,2〉
The bottom element (I, ι1, ι2) in Rel(X1, X2) is defined by the factorisation of the initial mor-
phism: 0 I X1 ×X2
〈ι1,ι2〉
.
Indeed,
⋃
iBi is an upper bound in Rel(X1, X2). Suppose (Bi, πi,1, πi,2) ≤ (S, s1, s2) for all
i, then there are ti : Bi → S such that πi,j = sj ◦ti. From the coproduct we get t :
∐
i∈I Bi → S
and this makes the outer shell of the diagram below commute.⋃
iBi∐
iBi X1 ×X2
S
d
t
The factorisation system now gives a diagonal d :
⋃
i∈I Bi → S witnessing that S is bigger than⋃
i∈I Bi in Rel(X1, X2).
3.12 Example. Let X1 and X2 be objects in C and (Bi, πi,1, πi,2) relations in Rel(X1, X2),
where i ranges over some index set I. View these as subobjects of X1 ×X2. We describe the
join of all Bi.
1. If C = Set, C = Pos or C = Top the join is given by the union in X1 ×X2.
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2. If C = Stone then the join of the Bi is the closure of
⋃
Bi viewed as a subspace of
X1 ×X2.
3. If C = Vec then the join of a family of relations Bi ⊆ X1 ×X2 is the smallest subspace
of X1 ×X2 containing
⋃
Bi. That is,
∨
Bi contains all vectors v ∈ X1 ×X2 of the form
v = vi1 + · · ·+ vin , with vij ∈ Bij .
3.13 Proposition. If C has an (E,Mono)-factorisation system, binary products and all co-
products, then the poset Rel(X1, X2) is a complete join-semilattice with join
⋃
and bottom
element (I, ι1, ι2).
Proof. Commutativity and associativity of the join follow from the fact that coproducts are
commutative and associative. For idempotency note that for every (B, π1, π2) in Rel(X1, X2)
we have an (E,Mono)-factorisation B +B B X1 ×X2,
∇ where ∇ is the codiagonal, so
B ∪B = B.
Next, we show that (I, ι1, ι2) is the bottom element in (Rel(X1, X2),∪). That is, for all
(B, π1, π2) in Rel(X1, X2), B ∪ I is isomorphic to B. By the definition of a coproduct,
B 0+B I +B
i
∼= !I+idB
commutes, where i is the inclusion that arises from the coproduct. Since E is closed under
composition, the map i : B → I +B is in E. By definition of the join, the following commutes:
B I +B I ∪B X1 ×X2
〈π1,π2〉
[〈ι1,ι2〉,〈π1,π2〉]
Since factorisation systems are unique up to isomorphism, we get an isomorphismB ∼= B∪I.
We define ρ-bisimilarity as the join of all ρ-bisimulations in Rel(X1, X2). The following
proposition tells us that ρ-bisimilarity is itself a ρ-bisimulation. Given two T-coalgebras (X1, γ1)
and (X2, γ2), we denote by ρ-Bis(γ1, γ2) the sub-poset of Rel(X1, X2) of ρ-bisimulations be-
tween (X1, γ1) and (X2, γ2).
3.14 Proposition. Under the assumptions of Proposition 3.13, ρ-Bis(γ1, γ2) is closed under
joins and bottom element in Rel(X1, X2). Consequently, ρ-Bis(γ1, γ2) is a complete join-
semilattice, and hence also a complete lattice.
Proof. We give the proof for the binary case. This is easily adapted to arbitrary joins.
As a consequence of Lemma 3.9 it suffices to prove that the bisimulation condition holds for
the span X1 B + S X2.
[π1,σ1] [π2,σ2]
We write (B + S, [π1, σ1], [π2, σ2]) for its dual span.
Since P is part of a dual adjunction it turns colimits into limits, hence P(B+S) = PB×PS
and P([πi, σi]) = 〈Pπi,Pσi〉 for i = 1, 2. Denote by θB and θS the projections of PB × PS to
PB and PS. By the property of a product, in order to show that P([π1, σ1]) ◦ γ∗1 ◦ L[π1, σ1] =
P([π2, σ2]) ◦ γ∗2 ◦ L[π2, σ2] holds, it suffices to show that
θj ◦ P([π1, σ1]) ◦ γ
∗
1 ◦ L[π1, σ1] = θj ◦ P([π2, σ2]) ◦ γ
∗
2 ◦ L[π2, σ2] (5)
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for j = B,S. Since P([πi, σi]) = 〈Pπi,Pσi〉 this reduces to proving
Pπ1 ◦ γ
∗
1 ◦ L[π1, σ1] = Pπ2 ◦ γ
∗
2 ◦ L[π2, σ2] (6)
Pσ1 ◦ γ
∗
1 ◦ L[π1, σ1] = Pσ2 ◦ γ
∗
2 ◦ L[π2, σ2]. (7)
We focus on the first equation, the second being similar.
Let (B, π1, π2) be the pullback of (Pπ1,Pπ2). Since Pπ1 ◦ q1 = θ1 ◦ P(π1 + σ1) ◦ q1 =
θ1 ◦ P(π2 + σ2) ◦ q2 = Pπ2 ◦ q2, the triple (B + S, [π1, σ1], [π2, σ2]) forms
B + S
PX1 B PX2
PB × PS
PB
[π1,σ1] [π2,σ2]
h
P(π1+σ1)
Pπ1
π1 π2
P(π2+σ2)
Pπ2θ1
(8)
a cone of the pullback diagram of B, and hence we get a mediating map h : B + S → B making
the diagram commute. The equality in (6) now follows from applying L to this diagram and
using that B is a ρ-bisimulation.
To see that I is a ρ-bisimulation, it suffices to show that 0 with the unique maps to X1 and
X2 satisfies (1). This follows immediately from the fact that P(0) is final in D.
While ρ-Bis(γ1, γ2) is a complete sub-semilattice of Rel(X1, X2), it need not inherit the
meets. This resembles the situation for Kripke bisimulations, which are generally not closed
under intersections.
3.15 Example. The categories Set, Top and Veck from Examples 3.4, 3.3 and 3.5 are well-
powered, complete and cocomplete, and as mentioned in Section 2 have a (RegEpi,Mono)-
factorisation system. Hence ρ-bisimulations for positive modal logic, linear Hennessy-Milner
logic and coalgebraic geometric logic form complete lattices, and we recover the similar result
for Λ-bisimulations in [4, Proposition 3.7] and [8, Proposition 8.6].
3.3 Characterisation via relation lifting
Another property of bisimulations for Set-coalgebras is that they can be characterised via
relation lifting (see e.g. [31, Section 2.2]), and that bisimilarity on a coalgebra (X, γ) is a greatest
fixpoint of a monotone operator on the lattice of relations P(X ×X). In this subsection and
the following, we show that these results generalise to realm of ρ-bisimulations.
Given X1, X2 in C, we shall define a monotone map
Tρ : Rel(X1, X2)→ Rel(TX1,TX2)
which lifts (B, π1, π2) in Rel(X1, X2) to (T
ρB,Tρπ1,T
ρπ2) in Rel(TX1,TX2). In order to do
so, consider the composition,
σi : TXi SPTXi SLPXi SLB,
ηC
TXi
SρXi SLπi (9)
for i = 1, 2. For a concrete example of σi, see Example 3.18 below.
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3.16 Definition. Given (B, π1, π2) in Rel(X1, X2), define T
ρ(B, π1, π2) = (T
ρB,Tρπ1,T
ρπ2)
in Rel(TX1,TX2) as the pullback of TX1 SLB TX2
σ1 σ2 .
Observe that (TρB,Tρπ1,T
ρπ2) is a jointly mono span because it is a pullback. Monotonicity
of Tρ follows from unravelling the definitions. We can now characterise ρ-bisimulations as in
[18] using the relation lifting Tρ.
3.17 Theorem. A jointly mono span (B, π1, π2) between two T-coalgebras (X1, γ1) and (X2, γ2)
is a ρ-bisimulation if and only if there exists a morphism δ : B → TρB in C making diagram
(10) commute.
X1 B X2
TX1 T
ρB TX2
γ1
π1 π2
δ γ2
T
ρπ1 T
ρπ2
(10)
Proof. If δ exists, then B is a ρ-bisimulation. Suppose such a δ exists. In order to show that
B is a ρ-bisimulation, we need to show that the outer shell of the left diagram below commutes.
Recall that ηC and ηA are the units of the dual adjunction P : C A : S.
LB LB PSLB
LPX1 PSLB LPX2 LPXi PSLPXi
PTX1 PT
ρB PTX2 PTXi PSPTXi
PX1 PB PX2 PTXi
Lπ1 Lπ2
ηA
LB
ηA
LB
Lπi PSLπi
PσiρX1
Pσ1 Pσ2
ρX2
ηA
LPXi
ρXi PSρXi
Pγ1
PT
ρπ1 PT
ρπ2
Pδ Pγ2
ηA
PTXi
PηC
TXi
Pπ1 Pπ2
(11)
Commutativity of the bottom two squares follows from applying P to the diagram in (10).
The middle square commutes because of the definition of TρB. The top two squares commute
because they are the outer shell of the right diagram in (11). In (11), the right square commutes
by definition of σi (Equation 9). The other two squares commute by naturality of η
A and the
lower triangle is a triangle identity of the dual adjunction. Therefore the outer shell commutes.
If B is a ρ-bisimulation, then we can find δ. Suppose (B, π1, π2) is a ρ-bisimulation. If we
can prove that σ1 ◦ γ1 ◦ π1 = σ2 ◦ γ2 ◦ π2 then we obtain δ as the mediating map induced by
the pullback which defines TρB, as shown below:
B
X1 X2
TρB
TX1 TX2
SLQ
π1 π2
δ
γ1 γ2Tρπ1 T
ρπ2
σ1 σ2
(12)
We claim that the following diagram commutes. Since its outer shell is the same as the
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outer shell of (12), this proves the proposition. So consider:
X1 B X2
SPX1 SPB SPX2
TX1 SPTX1 SPTX2 TX2
SLPX1 SLPX2
SLQ
ηCX1γ1
π1 π2
ηCB η
C
X2 γ2
SPγ1
SPπ1 SPπ2
SPγ1
ηC
TX1
σ1
SρX1 SρX2
ηC
TX2
σ2
SLπ1 SLπ2
Commutativity of the middle part follows from the fact that B is a ρ-bisimulation. The four top
squares commute because ηC is a natural transformation. The two remaining squares commute
by definition of σi.
We work out the explicit description of Tρ in a special case:
3.18 Example. Suppose we work with the classic dual adjunction QBA : Set BA : Uf, T is
an endofunctor on Set, and the logic (L, ρ) is given by predicate liftings and axioms (cf. Example
2.5). Then the type of σi is TXi → UfLB and the ultrafilter σi(ti) is determined by the elements
of the form λ(a1, a2) it contains, where λ ∈ Λ and (a1, a2) ∈ B. Therefore the action of Tρ on
(B, π1, π2) is given by
TρB = {(t1, t2) ∈ TX1 × TX2 | ∀λ ∈ Λ and B-coherent (a1, a2)
we have t1 ∈ λX1(a1)⇔ t2 ∈ λX2 (a2)}.
Informally, these are the pairs in TX1×TX2 that cannot be distinguished by lifted B-coherent
predicates.
3.4 Characterisation as a (post)fixpoint
As for Set-coalgebras, given a relation lifting of T and T-coalgebras (X1, γ1), (X2, γ2), we can
define a map Tργ1,γ2 : Rel(X1, X2) → Rel(X1, X2) by, essentially, taking inverse images under
the γi. This is a relational version of a predicate transformer on a coalgebra.
3.19 Definition. Given T-coalgebras (X1, γ1) and (X2, γ2) and a jointly mono span (B, π1, π2)
between X1 and X2, define T
ρ
γ1,γ2
(B, π1, π1) = (T
ρ
γ1,γ2
B,Tργ1,γ2π1,T
ρ
γ1,γ2
π2) ∈ Rel(X1, X2) via
the pullback
Tργ1,γ2B
X1 X2
TX1 TX2
SLB
T
ρ
γ1,γ2
π1 T
ρ
γ1,γ2
π1
γ1 γ2
σ1 σ2
This is well defined because pullbacks are jointly mono spans.
3.20 Lemma. The map Tργ1,γ2 : Rel(X1, X2)→ Rel(X1, X2) is monotone.
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Proof. If (B, π1, π2) ≤ (B′, π′1, π
′
2) then there exists an m : B → B
′ such that πi = π
′
i ◦m. As a
consequence the pullback B
′
is a cone for B and we have a mediating map k : B
′
→ B satisfying
π′i = πi ◦ k. Unravelling the definitions reveals that T
ρ
γ1,γ2
B with its projections is a cone for
Tργ1,γ2B
′, hence there is a (unique) map t : Tργ1,γ2B → T
ρ
γ1,γ2
B′ such that Tργ1,γ2πi = T
ρ
γ1,γ2
π′i ◦ t
which witnesses that Tργ1,γ2(B, π1, π2) ≤ T
ρ
γ1,γ2(B
′, π′1, π
′
2).
As announced, ρ-bisimulations are precisely the post-fixpoints of Tργ1,γ2 .
3.21 Theorem. A relation X1 B X2
π1 π2 is a ρ-bisimulation between (X1, γ1) and (X2, γ2)
if and only if (B, π1, π2) ≤ Tργ1,γ2(B, π1, π2).
Proof. If (B, π1, π2) is a ρ-bisimulation, then by Theorem 3.17 there is a map β : B → TρB
such that diagram (10) commutes. We then get a map β′ : B → Tργ1,γ2B from the pullback
property of Tργ1,γ2B. Conversely, given β
′ : B → Tργ1,γ2B, we obtain β : B → T
ρB from the
pullback property of TρB.
Monotonicity of Tργ1,γ2 and the Knaster-Tarski fixpoint theorem imply:
3.22 Corollary. Under the assumptions of Proposition 3.13, Tργ1,γ2 has a greatest fixpoint, and
this greatest fixpoint is ρ-bisimilarity.
This result encompasses a similar result in [5, Proposition 6] which states that Λ-bisimilarity
for contingency logic is a bisimulation.
3.23 Example. We return to the classic setting of Example 3.18. Let (B, π1, π2) be a relation
between T-coalgebras (X1, γ) and (X2, γ2). Then
Tργ1,γ2B = {(x1, x2) ∈ X1 ×X2 | (γ1(x1), γ2(x2)) ∈ T
ρB}.
Informally, Tργ1,γ2B consists of all pairs of worlds whose one-step behaviours are indistiguishable
by lifted B-coherent predicates.
4 Distinguishing power
In this section we compare the distinguishing power of ρ-bisimulations with that of other se-
mantic equivalence notions, and with logical equivalence. We make the same assumptions here
as at the start of Section 3. Given a cospan (X1, γ1)→ (Y, δ)← (X2, γ2) in Coalg(T), we call
(Y, δ) a congruence (of T-coalgebras).
4.1 Comparison with known equivalence notions
We briefly recall three coalgebraic equivalence notions, in descending order of distinguishing
power. For more details, see e.g. [4, Definition 3.9].
4.1 Definition. Let (B, π1, π2) be a jointly mono span between (X1, γ1) and (X2, γ2). Then
(B, π1, π2) is called a:
1. T-bisimulation if there is t : B → TB such that the πi become coalgebra morphisms;
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2. precocongruence if its pushout π̂1 : X1 → B̂ ← X2 : π̂1 can be turned into a congruence
between (X1, γ1) and (X2, γ2), more precisely, if there is t : B̂ → TB̂ such that
B
X1 X2
B̂
TX1 TX2
TB̂
π1 π2
π̂1γ1 π̂2 γ2
t
Tπ̂1 Tπ̂2
commutes. π̂1 and π̂2 become coalgebra morphisms;
3. behavioural equivalence if it is a pullback in C of some cospan (X1, γ1)→ (Y, δ)← (X2, γ2)
in Coalg(T).
When T preserves weak pullbacks, all three notions coincide (when considering associated
“bisimilarity” notions), but in general, they may differ. In particular, expressive logics can
generally only capture behavioural equivalence [16]. The next proposition can be proved in the
same way as [4, Proposition 3.10].
4.2 Proposition. (i) Every T-bisimulation is a ρ-bisimulation. (ii) Every precocongruence is
a ρ-bisimulation.
The converse direction requires additional assumptions.
4.3 Proposition. Suppose C has pushouts, P is faithful, and either
(i) ρ is pointwise epic; or
(ii) ρ♭ is pointwise monic and T preserves monos.
Then every ρ-bisimulation is a precocongruence. If, in addition, T preserves weak pullbacks,
then ρ-bisimilarity coincides with all three notions in Definition 4.1.
Proof. Suppose X1 B X2
π1 π2 is a ρ-bisimulation with pushout (B̂, π̂1, π̂2) be the pushout.
We need to find a coalgebra structure ζ : B̂ → TB̂ which turns π̂1 and π̂2 into coalgebra
morphisms. It suffices to show that Tπ̂1 ◦ γ1 ◦ π1 = Tπ̂2 ◦ γ2 ◦ π2, because then the universal
property of the pushout yields the desired ζ. If P is faithful and ρ is pointwise epic, then it
suffices to prove that Pπ1 ◦Pγ1 ◦PTπ̂1 ◦ ρB̂ = Pπ2 ◦Pγ2 ◦PTπ̂2 ◦ ρB̂. This follows from the left
diagram below, where the outer shell commutes because (B, π1, π2) is a ρ-bisimulation and the
top two squares commute by naturality of ρ.
LPB̂ SLPB̂
LPX1 LPX2 SLPX1 SLPX2
PTB̂ TB̂
PTX1 PTX2 TX1 TX2
PB̂ B̂
PX1 PX2 X1 X2
PB B
LPπ̂1 LPπ̂2
ρB̂
ρX1 ρX2
SLPπ̂1 SLPπ̂2
PTπ̂1 PTπ̂2
ρ♯
B̂
Pγ1 Pγ2
Tπ̂1ρ
♯
X1 Tπ̂2
ρ♯X2
Pπ̂1 Pπ̂2
Pπ1 Pπ2
π̂1γ1 π̂2 γ2
π1 π2
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Alternatively, suppose P is faithful (hence ηC : IdC → SP is pointwise monic), ρ♭ is pointwise
monic and T preserves monos. Then the transpose ρ♯
B̂
: TB̂ → SLPB̂ of ρB̂ is monic, because
ρ
♯
B̂
= SρB̂ ◦ η
C
TB̂
= ρ♭
PB̂
◦ TηC
B̂
,
so it suffices to show that ρ♯
B̂
◦Tπ̂1◦γ1◦π1 = ρ
♯
B̂
◦Tπ̂2◦γ2◦π2. But this follows from transposing
the left diagram above, which yields the diagram on the right.
When T preserves weak pullbacks, T-bisimilarity coincides with behavioural equivalence
[29], and hence also with the largest precocongruence and ρ-bisimilarity.
We note that condition (ii) in Proposition 4.3 entails that (L, ρ) is expressive [21, Thm. 4.2],
i.e., that logical equivalence implies behavioural equivalence. In our abstract setting, logical
equivalence with respect to (L, ρ) is the kernel pair (B, π, π′) of the theory map th : X → SΦ.
Hence, (L, ρ) is expressive if (B, π, π′) is below a behavioural equivalence in Rel(X,X).
4.2 Hennessy-Milner type theorem
We now prove a partial converse to Proposition 3.7 (truth-preservation). We show that under
certain conditions logical equivalence implies ρ-bisimilarity.
4.4 Theorem. Let C′ A′ be the dual equivalence induced by the dual adjunction C A.
Suppose that
• C has (RegEpi,Mono)-factorisations for morphisms with domain ∈ C′;
• C′ is closed under regular epimorphic images;
• S is faithful and L preserves epis.
Then for all T-coalgebras (X, γ) with X ∈ C′, logical equivalence, i.e., the kernel pair (B, π, π′)
of thγ : X → SΦ, is a ρ-bisimulation.
Proof. In order to prove that (B, π, π′) is a ρ-bisimulation, we need to show that the outer shell
of
LB
LPX LΦ LPX
Φ
PX B PX
PB
Lπ Lπ′
γ∗
LJ·Kγ LJ·Kγ
α
Lh
γ∗
J·Kγ J·Kγ
h
Pπ
π π′
Pπ′
(13)
commutes.
From B being the kernel pair of thγ we have that (Φ, J·Kγ , J·Kγ) is a cone for the pullback B.
Hence we get a morphism h : Φ → B such that the triangles left and right of h commute, and
it is easy to see that all the inner squares and triangles in the diagram on the right commute.
Thus, in order to show that the outer shell commutes, it suffices to show that Lh is epic. By the
assumption that L preserves epis, it suffices to show that h : Φ → B is epic. Let m ◦ e be the
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(RegEpi,Mono)-factorisation of thγ . Then the left diagram in (14) commutes. Since m is monic
the upper square is a pullback, and by Lemma A.2 it is also a pushout. As a consequence, the
lower square in the right diagram of (14), obtained from dualising the left one, is a pullback.
B
X X
A
SΦ
π π′
e
thγ
e
thγ
m
Φ
PA
PX PX
PB
h
J·Kγ J·Kγ
Pe Pe
Pπ Pπ′
(14)
Here h denotes the adjoint transpose of m. Applying S to h gives the morphism Sh : SPA→ SΦ
which by assumption is isomorphic to m (because A ∼= SPA). Since S is faithful andm is monic,
h and therefore Lh are epic.
4.5 Example. In the classic case, Set BA restricts to the full duality between finite sets
and finite Boolean algebras. Set has (RegEpi,Mono)-factorisations [2, Example 14.2(2)]. In
Set and BA, all epis are regular and coincide with surjections [2, 7], and finite sets are closed
under surjective images. The ultrafilter functor S is faithful. If the logic functor L is given
by predicate liftings and relations, then by [24, Remark 4.10] it preserves regular epis, and
since all epis are regular, L preserves epis. Applying Theorem 4.4, we recover [4, Theorem 4.5],
and thereby all examples given there. In particular, taking (L, ρ) to be Hennessy-Milner logic
(Example 2.4), then we recover from Theorem 4.4 that over finite labelled transition systems,
logical equivalence implies ρ-bisimilarity for Hennessy-Milner logic.
4.6 Remark. For positive modal logic from Examples 2.6 and 3.4, we have not been able to
show that the logic functor N : DL→ DL preserves epis.
4.7 Example. We return to linear Hennessy-Milner logic from Examples 2.8 and 3.5. The dual
adjunction Veck Veck restricts to the well-known self-duality of finite-dimensional vector
spaces FinVeck. The category Veck has (RegEpi,Mono)-factorisations [2, Example 14.2] and
the regular epis in both Veck and FinVeck are the surjections [2, Example 7.72]. Moreover, the
surjective image of a finite-dimensional vector space is again finite-dimensional, and the functor
(−)∨ is faithful. Finally, since L is generated by predicate liftings and axioms it preserves
surjections, so we can apply Theorem 4.4 to conclude that logical equivalence and ρ-bisimilarity
coincide on W-coalgebras state-spaces in FinVeck.
4.8 Example. An example where logical equivalence does not imply ρ-bisimilarity is given by
trace logic for labelled transitions systems (Example 2.3). The conditions for Theorem 4.4 hold
for trace logic, but the induced dual equivalence is in this case trivial, i.e., C′ and A′ are the
empty category, hence Theorem 4.4 does not tell us anything.
4.3 Invariance under translations
In this section we assume that C has pushouts. The example of Hennessy-Milner logic (Exam-
ple 2.4) and trace logic (Examples 2.3 and 4.8) is a situation where one logic is a reduct of the
other. This can be considered a special case of translating a logic into another. We will show
under which conditions ρ-bisimilarity is preserved under translations. To make this formal, we
first generalise [25, Definition 4.1].
4.9 Definition. Assume we are given a “triangle situation” as in diagram (15(a)) such that
P = UP′, and we have modal semantics ρ′ : L′P′ → P′T and ρ : LP → PT. A translation from
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(L′, ρ′) to (L, ρ) is a natural transformation τ : LP→ UL′P′ such that ρ = Uρ′ ◦ τ , see diagram
(15(b)).
A′ LP UL′P′ FLP L′P′
C
A PT UP′T FPT P′T
U⊣F
L
′
ρ
τ
Uρ′
τ♯
Fρ ρ′
P
′
P
T
L
= εP′T
(a) (b) (c)
(15)
In (c), ε is the counit of F ⊣ U (which is adjoint to the identity) because P = UP′, and τ ♯ is the
(F ⊣ U)-adjoint of τ .
4.10 Proposition. Suppose τ is a translation from ρ′ to ρ and (B, π1, π2) is a ρ
′-bisimulation.
Then it is also a ρ-bisimulation.
Proof. Let (B̂, π̂1, π̂2) be the pushout of (B, π1, π2). Since B is assumed to be a ρ
′-bisimulation
the diagram on the left commutes.
LPB̂
L′P′B̂ LPX1 LPX2
L′P′X1 L
′P′X2 UL
′P′B̂
UL′P′X1 UL
′P′X2
P′TX1 P
′TX2
P′B̂ PTX1 PTX2
P′X1 P
′X2 PB̂
P′B PX1 PX2
PB
LPπ̂1 LPπ̂2
τB̂
L
′
P
′π̂1 L
′
P
′π̂2
τX1
ρX1
τX2
ρX2ρ
′
X1
ρ′X2
UL
′
P
′π̂1 UL
′
P
′π̂2
Uρ′X1
Uρ′X2
P
′γ1 P
′γ2
P
′π̂1 P
′π̂2
Pγ1 Pγ2
P
′π1 P
′π2
Pπ̂1 Pπ̂2
Pπ1 Pπ2
Applying U to this diagram and putting the translation τ on top then yields the right diagram
(using that P = UP′), and this proves that (B, π1, π2) is a ρ-bisimulation.
A sufficient condition for the converse is that the transpose τ ♯ of τ is epic, see diagram
(15(c)). Note that due to the adjunction F ⊣ U, diagram (b) commutes if and only if (c) does.
Intuitively, τ ♯ : FLP → L′P′ being epic formalises that every modality in L′ is a propositional
combination of a modal formula of L.
4.11 Proposition. Suppose that τ ♯ is pointwise epic. Then every ρ-bisimulation is a ρ′-
bisimulation.
Proof. Commutativity of the outer shell of the following diagramwill prove thatX1 B X2
π1 π2
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is a ρ′-bisimulation:
L′P′B̂
L′P′X1 L
′P′X2
FLPB̂
FLPX1 FLPX2
P′TX1 FPTX1 FPTX2 P
′TX2
FPB̂
FPX1 FPX2
FPB
P′X1 P
′X2
P′B
L
′
Uπ̂1 L
′
Uπ̂2
ρ′X1
1
2 ρ′X2
4
3
τ♯
B̂
FLPπ̂1 FLPπ̂2
5
τ♯X1
FρX1
τ♯X2
FρX2
P
′γ1
7
FPγ1
εP′TX1
FPγ2
εP′TX2
P
′γ2
10
FPπ̂1 FPπ̂2
6
εP′X1
FPπ1 εP′X1
FPπ2
εP′B
P
′π1
8
P
′π2
9
Cells 1 and 4 commute by diagram (c) in (15), and cells 2 and 3 by naturality of τ ♯. Commu-
tativity of 5 and 6 together follows from applying F to the diagram witnessing the fact that
X1 B X2 is a ρ-bisimulation. Commutativity of the remaining cells follows from the
naturality of the counit ε.
As a first example, we give a translation between Hennessy-Milner logic and trace logic.
4.12 Example. Recall trace logic (Example 2.3) and Henessy-Milner logic (Example 2.4) for
LTSs. Filling in the categories and functors in diagram (15(a)) we get:
BA
Set
Set
U
L
hm
F ⊣
Uf
QBA
Q
T
L
tr
Q
(16)
We can define a translation τ : LtrQ → ULhmP by
τX : L
trQX → ULhmPX :
{
1 7→ ⊤LhmPX
(a, b) 7→ 〈a〉b
Here a ∈ A, the set of labels, and b ∈ QX . Then τ ♯ : FLtrQX → LhmQBAX is surjective because
each generator 〈a〉b of LhmQBAX is seen by some element in FLtrQX . Concretely, this is the case
because formulae of Hennessy-Milner logic are precisely the Boolean combinations of trace logic
formulae. Hence, in particular, τ ♯ has surjective components, and in BA epis are the surjective
Boolean homomorphisms. It now follows from Proposition 4.11 that a ρtr-bisimulation is a
ρhm-bisimulation (and the converse also holds).
In the setting of Examples 2.4, 2.5 and 3.3, where A′ is a variety of algebras and the logic
(L, ρ) is given by predicate liftings and axioms, we can consider the special case of (15) where
(L, ρ) is the “modal reduct” of (L′, ρ′).
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4.13 Example. Suppose A is a variety of algebras with free-forgetful adjunction F ⊣ U.
Let (L, ρ) be a logic for T-coalgebras given by a collection Λ of predicate liftings and axioms
(Example 2.5). Then we can define P0 = U ◦ P, which has dual adjoint S0 = SF, where S is
the dual adjoint of P. Define the logic functor L0 : Set→ Set by L0X = {λ0(a1, . . . , an) | λ ∈
Λ, ai ∈ X} and L0f(λ0(a1, . . . , an)) = λ0(fa1, . . . , fan).
A
C
Set
U⊣F
L
P
P0
T
L0
(17)
Define τ : L0P0 → ULP by τX(λ0(a1, . . . , an)) = λ(a1, . . . , an) ∈ ULPX . The logic (L, ρ)
gives rise to the logic (L0, ρ0), where ρ0 = Uρ ◦ τ : L0P0 → P0T. Then τ is a translation.
One can verify that, in this situation, τ ♯ is pointwise epic. Therefore a jointly mono span
X1 B X2 in C is a ρ-bisimulation if and only if it is a ρ0-bisimulation. Hence it suffices
to look at the underlying sets when verifying whether a jointly mono span is a ρ-bisimulation.
4.14 Example. If we apply the procedure from Example 4.13 to linear Hennessy-Milner logic
(Example 2.8) we precisely get linear trace logic (Example 2.7).
Veck
Veck
Set
U⊣F
L(−)∨
(−)◦
W
L0
Thus a span relation between two vector spaces (i.e., a linear subspace of X1 ×X2) is a linear
trace logic bisimulation if and only if it is a linear Hennessy-Milner logic bisimulation.
We can use this to transfer the Hennessy-Milner result from Example 4.7 for vector space
logic with all vector space operators interpreted in finite linear weighted automata to the setting
of linear trace logic. This relies on the fact that logical equivalence with respect to linear trace
logic implies logical equivalence with respect to linear Hennessy-Milner logic. To see this, note
that, using the axioms, we can rewrite any formula in linear HM logic to an equivalent formula
of the form
ϕ ::= p | r · ϕ | ϕ+ ϕ | 〈〈a〉〉p
where r ∈ k and 〈〈a〉〉 is a finite sequence of the form 〈a1〉〈a2〉 · · · 〈an〉p, with ai ∈ A. Intuitively,
this is the case because modalities are linear, and because we can view 0 as shorthand for 0k ·p.
Now suppose two states x, x′ satisfy the same linear trace logic formulae, then we have x  p
iff x′  p and x  〈〈a〉〉p iff x′  〈〈a〉〉p. Since the interpretation of r · ϕ and ϕ + ϕ is computed
pointwise, this implies that x and x′ satisfy the same linear Hennessy-Milner logic formulae.
As a consequence logical equivalence with respect to trace logic implies the existence of a
bisimulation for linear Hennessy-Milner logic linking x and x′, which in turn is also a linear
trace logic bisimulation.
Finally, we compare several logics that can be interpreted in topological spaces.
4.15 Example. We squeeze the topological semantics for positive modal logic from Example
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2.6 between two other logics with varying base logics as in the following diagram:
Frm
Top DL
Set
U
′
N
′
Ω
′
Ω
Ω0
V
U
N
N0
(18)
Here Frm is the category of frames and Ω′ : Top→ Frm is the functor that sends a topological
space to its frame of opens. Let N′ : Frm→ Frm be the functor given as in [19, Section III4.3]
(known also as the Vietoris locale) and define ρ′ : N′Ω′ → Ω′V on generators by a 7→ a and
✸a 7→ a. The translation τ : NΩ→ U
′N′Ω′ given by a 7→ a and ✸a 7→ ✸a is such that τ ♯
is epic, thus satisfies the assumptions of Proposition 4.11.
The bottom triangle is an instance of Example 4.13. We conclude that a jointly mono span
X1 B X2 between V-coalgebras (X1, γ1) and (X2, γ2) is a ρ-bisimulation if and only if
it is a ρ′-bisimulation if and only if it is a ρ0-bisimulation.
5 Conclusion
Our main question was whether we can characterise logical equivalence for (possibly non-
expressive) coalgebraic logics by a notion of bisimulation. Towards this goal, we generalised
the logic-induced bisimulations in [4] for coalgebraic logics for Set-coalgebras to coalgebraic
logics parameterised by a dual adjunction. We identified sufficient conditions for when logi-
cal equivalence coincides with logic-induced bisimilarity (Thm. 4.4). These are conditions on
the categories in the dual adjunction, and not on the natural transformation ρ defining (the
semantics of) the logic. In particular, we do not require the logic to be expressive.
We found that the distinguishing power of ρ-bisimulations depends on the modalities of
the language but not on the propositional connectives. More generally, we showed that cer-
tain translations between logics preserve ρ-bisimilarity (Prop. 4.11). Furthermore, as in the
expressivity result of [21], ρ-bisimilarity agrees with behavioural equivalence if the mate of ρ
is pointwise monic (Prop. 4.3). However, Example 4.12 shows that this is not a necessary
condition which raises the question whether one can characterise, purely in terms of ρ, when
ρ-bisimilarity coincides with behavioural equivalence.
There are many other avenues for further research. When is a congruence on complex
algebras induced by a ρ-bisimulation? Can we drop in Theorem 4.4 the restriction to the
subcategory if T is finitary? Can we take quotients with respect to (the largest) ρ-bisimulation
on a T-coalgebra?
Moreover, the definition of ρ-bisimulation has a natural generalisation to the order-enriched
setting. This gives rise to ρ-simulations. Can one prove an ordered Hennessy-Milner theorem
where “logical inequality” is recognised by ρ-simulations? Since this question naturally falls into
the realm of order-enriched category theory, we will also seek a generalisation to the quantale-
enriched setting, accounting for metric versions of simulation.
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A Appendix
A.1 Some lemmas
A.1 Lemma. Pullbacks preserve split epimorphisms.
Proof. Suppose
B′ A′ A
B′ B
g¯
id
g∗ v
g f
w
is a pullback square and f is split epic. Define g¯ : B′ → A by g¯ = f∗w. Then we have
w = ff∗w = f g¯ hence a cone of the pullback. The fill-in g∗ satisfies gg∗ = idB′ , hence g is split
epic.
A.2 Lemma. Let
A′ A
B′ B
v
f ′ f
w
(19)
be a pullback square such that w, f are regular epic and v, f ′ are split epic. Then the square is
also a pushout.
Proof. Note that every split epi is regular. Denote by w1, w2 the kernel pair of w (note that
w is the coequalizer of this pair) and similar for the other maps. Then we get the following
diagram:
C′ C
A′′ A′ A
B′′ B′ B
u
f ′
1
f ′
2 f1 f2
f ′′
v1
v2
f ′
v
f
w1
w2
w
The dashed arrow f ′′ can be obtained as the pullback of ww1(= ww2) and vv1(= vv2), and
makes the horizontal coequalizers commute. (Similarly for u.) Moreover, f ′′ and u are (split)
epis by Lemma A.1.
Now let h : B′ → D and k : A→ D be such that hf ′ = kv. Then we have
hw1f
′′ = hf ′v1 = kvv1 = kvv2 = hf
′v2 = hw2f
′′
and since f ′′ is (split) epic it follows that hw1 = hw2. Since w,w1, w2 form a coequalizer, there
exists t : B → D such that tw = h. In a similar way we obtain t′ : B → D such that t′f = k.
Since wf ′ is epic, it follows that t = t′. In general, unicity of t follows from wf ′ being epic.
This proves that the square in (19) is indeed a pushout square.
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