Abstract A key point in the analysis of dynamical models of biological systems is to handle systems of relatively high dimensions. In the present paper we propose a method to hierarchically organize a certain type of piecewise affine (PWA) differential systems. This specific class of systems has been extensively studied for the past few years, as it provides a good framework to model gene regulatory networks. The method, shown on several examples, allows a qualitative analysis of the asymptotic behavior of a PWA system, decomposing it into several smaller subsystems. This technique, based on the wellknown strongly connected components decomposition, is not new. However, its adaptation to the non-smooth PWA differential equations turns out to be quite relevant because of the strong discrete structure underlying these equations. Its biological relevance is shown on a 7-dimensional PWA system modeling the gene network responsible for the carbon starvation response in Escherichia coli.
Introduction
This article deals with hierarchical organization and hierarchical analysis of a class of piecewise affine (PWA) systems of differential equations. This particular class of systems was first introduced by Glass in the 1970s (Glass 1975 ) as a model of genetic regulatory networks. Various aspects of these systems have been extensively studied since then, see, e.g. Casey et al. (2006 ), de Jong et al. (2005 , Gouzé and Sari (2002) , as they provide powerful algorithmic methods to analyze qualitatively the dynamics of interaction networks. A computer tool, the Genetic Network Analyzer (GNA), has besides been elaborated to compute qualitative simulations of PWA systems of relatively high dimensions (de Jong et al. 2003) .
Theoretically, a qualitative study of the dynamical behavior of a PWA system (see de Jong et al. 2005) consists in computing a transition graph, which can be seen as an abstraction of the phase portrait.
1 Such a study allows one to deduce asymptotic qualitative properties of the dynamics, such as the existence and the characterization of attractors. However, as the dimension of the system grows, the size of the transition graph exponentially increases, and finding these properties becomes harder. One way to improve this analysis is to take advantage of the structure of PWA systems. The structure can be represented by an interaction graph (see Definition 1), representing the mutual influences among the variables.
We propose here a method to decompose the interaction graph of a PWA system in a hierarchical form (Tournier and Gouzé 2007) . This decomposition, based on the strongly connected components of the graph, has already been performed for general classes of dynamical systems (Vidyasagar 1980) . The existing theorems are nevertheless quite general, and not well-adapted to the PWA framework. In particular, general results apply for smooth systems and are therefore useless for the discontinuous PWA equations. The paper is organized in three parts. We begin with some brief recalls about the PWA framework. The second section deals with the hierarchical organization of the interaction graph, and with the asymptotic qualitative analysis of the dynamical behaviors of a PWA system, based on the hierarchical decomposition. We evoke in the last part an efficient preprocessing algorithm that may help this analysis by refining the decomposition. This algorithm is successfully applied to a 7-dimensional system modeling the carbon starvation response network of Escherichia coli bacterium, developed in Ropers et al. (2006) .
The framework of piecewise affine systems
Structure of a piecewise affine system
We start with some headlines about the PWA framework used to model gene regulatory networks. It will consist of some basic definitions and properties that we use in the rest of the paper; for a more exhaustive formulation of those systems, the reader is referred to de Jong et al. (2003) , de Jong et al. (2005) , Gouzé and Sari (2002) and references therein. In the following, a ''PWA system'' designates a dynamical system of the form: where the state variable x(t) is an n-dimensional vector of concentrations of different proteins produced by n interacting genes. The production term K(x) is a vector lying in R n þ and the decay term C(x) is an n-dimensional diagonal matrix C(x) = diag(C 1 (x),...,C n (x)), with C i (x) [ 0. System (1) can be written as n ordinary differential equations:
For i [ {1,...,n}, the state variable x i lies in a non-negative interval [0, max i ]. Therefore, the state vector x(t) evolves within a hyperrectangular set X ¼ Q n i¼1 ½0; max i : To each x i , we associate p i ordered positive constants: 0\h ). The important consequence of these definitions is that a dynamical system defined by differential equations (2) and (3) is well-posed over the hyperrectangle X of R n þ except on a subset of Lebesgue measure zero. Indeed, let us denote H i,j the hyperplane of R n of equation
..,n} and j [ {0,...,p i + 1} and let H be the subset:
The vector field F(x) = K(x)-C(x)x is defined over X/H (on each open hyperrectangle delimited by H, it is an affine vector field, with uncoupled equations) but it is discontinuous on the hypersurface H. This discontinuity of the vector field prevents us from defining global solutions in the classical sense, and forces us to consider, on the threshold hyperplanes, a special type of solutions known as Filippov solutions (see de Jong et al. 2005; Filippov 1988 and the next part).
With a slight abuse of language, we will call in the following a hyperrectangular domain of X an n-dimensional hyperrectangle included in X, the faces of which are parallel to the axes and delimited in each direction i by two hyperplanes H i;j 1 and H i;j 2 where j 1 \ j 2 . Such a domain D is unequivocally characterized by a finite set of discrete equations of the form: 
This definition of PWA system is quite heavy and an usual way to schematically represent such a system is to draw its interaction graph.
Definition 1(Interaction graph) Consider an n-dimensional PWA system Rðn 2 N Ã Þ: The interaction graph of R is the finite directed graph G R ¼ ðV; EÞ where V ¼ fv 1 ; . . .; v n g (a vertex v i 2 V represents a gene), and the set of edges E & V Â V is defined as follows: for all couples of vertices ðv i ; v j Þ 2 V 2 ; there exists a directed edge from v j to v i (noted ðv j ; v i Þ 2 E) if and only if F i (x) explicitly depends on s + (x j ,h j k ) for some k.
Whenever ðv i ; v j Þ 2 E; we say that x j influences x i (or more rapidly that gene j influences gene i). The interaction graph essentially captures the interactions between genes and therefore captures the structure of the system. Remark 2 For a lot of examples in the literature, edges of the interaction graph are often labeled with a sign + or -, indicating whether the interaction is positive (activation or induction) or negative (repression or inhibition). Such a labeling is only possible for particular PWA systems. Indeed, for a general system, a gene j may have both positive and negative actions on a gene i.
Example 1 Consider the three dimensional PWA system given by:
The phase space of this system is the three dimensional hyperrectangle:
The three dimensional phase space is composed of 3 9 2 9 2 = 12 boxes. The interaction graph of R is:
According to remark 2, this graph has been signed with respect to the signs of the interactions. However, the edge (v 1 ,v 2 ) could not be signed because x 1 has both positive and negative actions on x 2 .
Dynamics of a piecewise affine system
In order to define properly the dynamics of system (1), we will have to partition X in different domains of the form:
..,n}, D i is not a singleton, then the domain D is a regulatory domain, as we defined it in the previous section (it is also called regular). Otherwise (i.e. if for at least one i the set D i is reduced to a singleton), the domain D is called a singular or switching domain (see de Jong et al. 2005 ). We will respectively denote D r and D s the sets of regular and singular domains.
Regular dynamics
Over a regular domain D 2 D r ; the production and decay terms K i (x) and C i (x) are constants: K i (x) = j i D C 0, and
is therefore a simple affine system in D, with n uncoupled equations. It follows that x(t) monotonically 2 converges towards the point:
which is an asymptotically stable equilibrium for the flow. This point is often called focal point of the domain D. In the literature about PWA systems, it is generally assumed that for any regular domain D, the focal point /(D) belongs
We have then to consider two cases, whether
is indeed an asymptotically stable equilibrium for the system. In the other case, the trajectory escapes the domain D, i.e. there exists a finite time t * [ 0 such that x(t * ) belongs to a singular domain that bounds D. Sometimes it happens that the solution can be continued in the subsequent box without difficulties (see Casey et al. 2006 and references therein). Otherwise, we have to consider singular dynamics over the singular domain.
Singular dynamics
Over a singular domain D 2 D s ; we already mentioned that the vector field is undefined. We thus cannot solve the differential equation in the classical sense. We can nevertheless use a weaker notion of solution which is known as Filippov solution (see Filippov 1988) . We simply give here a brief summary of essential points, interested readers will find more details in PWA literature (see, e.g. Casey et al. 2006) .
Let D 2 D s be a singular domain. The Filippov method consists in extending the system (1) to a differential inclusion:
2 By this we mean that for each i, x i (t) is a monotone function of t.
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where 
where rectðXÞ designates the smallest closed hyperrectangle, the faces of which are parallel to the axes, containing the set X. This definition is clearly an over-approximation of (5) (see Fig. 1 ). Following the same authors, we define, for a switching domain D the notion of target equilibrium set, 3 which is a generalization of the focal points of regular domains:
Definition 2 Let D 2 D s be a switching domain. The target equilibrium set of D, noted W(D) is defined by:
The main interest of such sets lies in the following result (see de Jong et al. 2005) :
Lemma 1 Given a singular domain D 2 D s and an initial condition x 0 [ D, any solution n(t) of the differential inclusion (6) satisfies the property that for all i [ {1,...,n}, n i (t) monotonically converges towards the orthogonal projection of W(D) on ½0; max i : p i WðDÞ ð Þ¼ w i 2 f ½0; max i j w 2 WðDÞg
Hierarchical organization of piecewise affine systems
The strongly connected components decomposition
The notion of hierarchical organization of a PWA system relies on the well known strongly connected components (SCC) decomposition of the interaction graph. This work has already been done for more general dynamical systems (see, e.g. Vidyasagar 1980) according to a special definition of the interaction graph. For PWA systems, we will use Definition 1. According to this definition, the interaction graph of an n-dimensional PWA system R is a directed graph (or digraph) G R ¼ ðV; EÞ with cardðVÞ ¼ n:
We recall here some basics about digraphs (see, e.g. Cormen et al. 2001 for more details). Let G = (V,E) be a digraph. Two vertices u,v [ V are mutually reachable (denoted u*v) if and only if there exist two (directed) paths q and q 0 such that q joins u to v and q 0 joins v to u. This relation is clearly an equivalence relation on the set V of vertices. The strongly connected components of the digraph G are then defined as the elements of V/*, that is to say the equivalence classes of the relation *. In other words, a strongly connected component of a digraph G is a maximal set of vertices CV such that for every pair u,v [ C, u and v are reachable from each other.
The SCC decomposition of a digraph G consists in computing the strongly connected components of G: C 1 ,...,C k and then to compute the digraph G scc = (V scc ,E scc ) defined as follows:
It can be easily proved (see Cormen et al. 2001 ) that the digraph G scc contains no (oriented) cycles. It is called a dag (for directed acyclic graph). This is a key property of G scc , because every dag can be topologically sorted (see Cormen et al. 2001, Sect. 22.4) . A topological sort of a dag can be viewed as a classification of its vertices in several hierarchical levels H 0 , H 1 ,... such that the vertices of the first level H 0 are vertices with no predecessors, and the (5) and (6) predecessors of vertices of level H i , i [ 0 are contained in inferior levels H j with j \ i (see Fig. 2 ).
The interest of SCC decomposition of the interaction graph of a PWA system is quite obvious. Indeed, when performing this decomposition, we isolate several subsystems involving groups of variables that ''work'' together. These subsystems are ordered in several hierarchical levels which can allow the decomposition of the analysis of the whole system. Let us illustrate this by a simple 4-dimensional example.
Example 2 Consider the PWA system (R):
with:
Its interaction graph and its SCC graph are represented by:
We have therefore decomposed system (7) into two isolated bidimensional subsystems with simple interaction graphs:
The first one (R 1 ) is the well known ''biological switch'' often used in the literature to illustrate the concept of bistability (see Farcot and Gouzé 2006 
a qualitative analysis can be made of these simple bidimensional PWA systems. Figure 3 presents the two phase portraits. System (R 1 ) shows two asymptotically stable steady states whereas (R 2 ) shows an attractive cycle. The method of qualitative simulation of PWA systems used in this example to compute the phase portraits of (R 1 ) and (R 2 ) is the one exposed in Casey et al. (2006) and de Jong et al. (2005) . For such simple systems, this analysis can be carried out directly. We nevertheless recall the existence of the GNA software (de Jong et al. 2003 ) that implements this technique and allows to qualitatively analyze higher dimensional PWA systems. The SCC decomposition has besides been implemented as a GNA module (Cristescu 2006) .
It must be noted that subsystems (R 1 ) and (R 2 ) are isolated, that is, unrelated among themselves. To rebuild the whole system (R), one has to take into consideration the unique edge of the SCC graph which corresponds to the term s + (x 3 ,h 3 1 ) of the first equation of system (7). The question that is addressed in the next section is whether it is possible to deduce the qualitative behavior of the system (7) (or at least a part of its behavior) from the qualitative analysis of the isolated subsystems (R 1 ) and (R 2 ). This issue can be of particular importance if the initial system dimension is high because in that case a direct qualitative analysis of the whole system can lead to a huge transition graph.
Asymptotic analysis of hierarchical PWA systems
As we already said, the use of the SCC decomposition to analyze the behavior of a dynamical system is not new. In Vidyasagar (1980) for instance, it is proposed to use such a decomposition for a more general class of dynamical systems, in order to express it in a triangular form: _ x i ðtÞ ¼ f i t; x 1 ðtÞ; . . .; x i ðtÞ ð Þ ; i ¼ 1; . . .; m Then, assuming that 0 is an equilibrium point for all isolated subsystems, he proves some powerful theorems (based on the general theory of dynamical systems) linking the stability of these equilibria and the stability of 0 as an equilibrium of the initial system. The underlying idea is actually quite simple: it consists in ''injecting'' the value of the equilibrium of the first subsystem into the second, then the value of the first and the second subsystems into the third, and so on until we obtain the whole system equilibrium.
Because of the discontinuities of the PWA vector fields, such general theorems are not directly applicable. We however propose in the following a technique specifically adapted to PWA framework that allows one to use the hierarchical organization of a PWA system for the analysis of its asymptotic dynamics. To present this method, we will use the system (R) presented in example 1 as an illustrating example.
Let us therefore consider the PWA system (7) and let us assume the inequalities (8) on the parameters, placing the different focal points with respect to the thresholds. The letter x designates the vector (x 1 ,x 2 ,x 3 ,x 4 ) lying in X ¼ Q 4 i¼1 ½0; max i ). In the following, a hyperrectangular domain denotes an n-dimensional hyperrectangle, the faces of which are contained in threshold hyperplanes. We recall that such a domain is unequivocally denoted by a finite set of discrete equations. These domains will take an essential part because according to the definition of a PWA system (see equation (3)), the interactions between variables take place only by means of qualitative values, i.e. by means of terms of the form s + (x i ,h i j ). Therefore, instead of ''injecting'' the exact value of an equilibrium into a subsequent system, we will only have to inject its qualitative value, that is, a set of discrete equations involving the discrete variables s
Let us first focus on the subsystem (R 1 ). As we said before, this system shows two attractors (see Fig. 3 ), which are the two regular steady states: Remark 3 There is actually a third equilibrium point which is the singular steady state (x 3 ,x 4 ) = (h 3 1 ,h 4 1 ). This steady state will be neglicted here as it can be easily shown to be unstable (see Casey et al. 2006 for a precise definition of stability and unstability of singular steady states).
Let D and D 0 be the smallest hyperrectangular domains containing respectively the two steady states:
. These sets are given by their discrete equations:
has therefore two types of trajectories: the first ones converging towards the attractor A and the second ones towards A 0 (we neglect here the trajectories leading to (h 3 1 ,h 4 1 ), see Remark 3). According to which attractor we are heading to, we respectively inject the discrete equations of D or D 0 into the system (R 2 ). We consequently have to consider two cases:
• If (x 3 ,x 4 ) converges towards A, then s + (x 3 ,h 3 1 ) = 1 and the bidimensional system involving the variables x 1 and x 2 can be replaced by:
• If, on the contrary, (x 3 ,x 4 ) converges towards A 0 , then s + (x 3 ,h 3 1 ) = 0 and thus we replace (R 2 ) by:
We have removed the dependency in x 3 and therefore have reduced the analysis of the 4-dimensional system (7) to the analysis of two uncoupled bidimensional systems. Before carrying on and completing the analysis of this special system, we have to justify that such a simplification is correct. The proof that follows concerns the current example, however it is pretty straightforward and can easily be generalized to any similar situation.
It relies on two main facts. First, D and D 0 are positively invariant 4 for the flow of subsystem (R 1 ) (this comes directly from the fact that A and A 0 are regular steady states of (R 1 )). The second fact is that these sets are reached in finite time, given (almost) any initial condition (x 3 0 ,x 4 0 ) [ [0, max 3 ] 9 [0, max 4 ]. This result is quite obvious and directly comes from the qualitative analysis of the dynamics of system (R 1 ) (see Fig. 3 ). For a better understanding of what happens, we make here an additional assumption: c 3 = c 4 = c. With this assumption, the trajectories in each box can easily be shown to be straight segments, and it becomes possible to draw the basins of attraction BðAÞ and BðA 0 Þ of the two attractors (see Fig. 4 ). It must be noted that the points lying in the boundary between BðAÞ and BðA 0 Þ (which is composed of the union of the two segments S 1 [S 2 , see Fig. 4 ) will be supposed not to belong to these basins, as they all lead to the unstable steady state (h 3 1 ,h 4 1 ). We are now able to formalize the previous statement:
and let x(t) be the solution of (7) with x(0) = x 0 . Then, whatever x 1 0 and x 2 0 , there exists a finite time
g is the solution of system (R 2 ) (resp. (R 2 0 )), starting from the point (x 1 (t * ),x 2 (t * )) at time t * .
According to this proposition, and after analyzing the phase portraits of systems (R 2 ) and (R 2 0 ), we can complete the asymptotic qualitative analysis of system (7). We actually find two main attractors, which are a regular steady state contained in the box: 
Generalization for other types of attractors
We have so far restricted ourselves to a very particular kind of attractors which are regular steady states. It must be noted that this is not a limitation for the method and other types of attractors can be considered as well (see for instance Fig. 5 ). Consider, for n 2 N Ã ; an n-dimensional PWA system given by equations (2) and (3). Suppose that its SCC decomposition leads to the hierarchical graph:
Let y and z denote the subvectors:
and suppose that the y-subsystem has a unique global attractor A & X y ¼ Q p i¼1 ½0; max i : In order to apply the previous technique, we will have to define a hyperrectangle hull of A : Definition 3 Let p 2 N Ã and X ¼ Q p i¼1 ½0; max i : Given a subset K of X, we call hyperrectangular hull of K (noted D(K)), the smallest p-dimensional hyperrectangle, the faces of which are contained in threshold hyperplanes, that contains K. The set D(K) is unequivocally determined by a finite set of discrete equations.
Following the technique presented in the previous section, we state the following proposition:
Proposition 2 If we suppose that the y-subsystem has a unique global attractor A & X y ; then the asymptotic behavior of the z-subsystem is the same as the asymptotic behavior of the z-system in which we have injected the discrete equations of the hyperrectangle DðAÞ:
Although we do not give the proof here, it mainly relies on the two key points precedently evoked: the set DðAÞ is positively invariant for the subsystem in y, and given any initial condition x 0 [ X, there exists a finite time t Ã 2 R þ such that yðt Ã Þ 2 DðAÞ: Obviously, if the system in y shows several attractors, then a complete analysis leads to consider subsequently the different cases.
Contrary to the case of regular steady states, where the hyperrectangular hull is reduced to the box containing the steady state, for other attractors, the hull can contain many boxes, and can even be equal to the whole phase space. In those cases, the technique may fail to uncouple the two subsystems. This is actually to relate to a general issue for all model reduction techniques, which is the issue of irreducibility of systems.
Another limitation of the presented approach is that its effectiveness is directly related to the SCC decomposition. Obviously it is not applicable if, for instance, the interaction graph of the initial system is already strongly connected. It may also happen for real biological high dimensional systems, that the SCC decomposition has a main strongly connected component of relatively high dimension, which is not very satisfactory from a model reduction point of view. For this reason, we propose in the next part a simple algorithm that may be able to solve this problem, for certain systems, by ''cutting'' this main component into smaller ones. This technique has been successfully applied to the example of the carbon starvation in E. coli bacterium (Ropers et al. 2006) . Application to a biological model
The principle of threshold elimination
Before describing the biological example, we briefly evoke in this section a simple and straightforward application of the previous method. It is based on the simple following observation. Let us consider a n-dimensional PWA system (R). We compute, for each regulatory domain D 2 D r ; the focal point /(D) with formula (4). We denote by U the set of all focal points:
This can be easily deduced from lemma 2, as, for all domains D (both regular and singular) the attractive equilibrium set W(D) is strictly contained in the set D (i) . This lemma provides us with a simple procedure to eliminate the thresholds h i Þ by 0). By recursively applying this procedure in each direction, we possibly cut some edges of the interaction graph, and therefore possibly refine the SCC decomposition. Roughly speaking, the purpose of this algorithm is to eliminate all the interactions among variables that eventually become ineffective. A major advantage of this procedure is that it can be performed directly on the structure of the PWA system, regardless of its dynamics.
Application to a biological example
The presented method has shown to be quite efficient for the analysis of a real biological example: the carbon starvation response network in the bacterium E. coli. In normal conditions, bacterial populations grow quickly, leading to an exponential increase of their biomass: it is the exponential phase. To respond to a possible depletion of an essential nutrient, these population enter a slowgrowth state called stationary phase. During the transition from exponential to stationary phase, each individual bacterium undergoes some adaptative changes to develop resistance to multiple stresses. In the following, we consider a model of the underlying gene regulatory network.
Article (Ropers et al. 2006 ) presents the biological phenomenon and gives a PWA model with 6 variables and one input signal. The complete definition of the underlying PWA system includes the number of thresholds in each direction, . These pictures were generated by theGNA software (de Jong et al. 2003) together with the differential equations of form (2). It also includes, in order to allow a full qualitative analysis of its dynamics, the relative positions of the focal points (given by parameters j and c) with respect to the thresholds. It is to be noted that no exact values for the parameters j, c and h are needed to perform our reduction. We only need, as for qualitative simulation, a set of inequalities positioning the U(D) within the boxes. In order to lighten the presentation, the complete definition is not reproduced here: a precise description can be found in Ropers et al. (2006) . A direct qualitative analysis of the 7-dimensional system, for instance using the GNA tool de Jong et al. (2003) , is quite difficult to perform, as the whole transition graph is too big. Specific qualitative simulations with several qualitative initial conditions can be performed though (see Ropers et al. 2006) , but the analysis of the obtained qualitative trajectories is not easy as the phase space dimension is quite high. The use of SCC decomposition is therefore adapted to this kind of systems. Figure 6 presents the SCC graph, which has three components. The biggest one consists of 5 variables: fTopA; GyrAB; Fis; Cya; Crpg: A direct qualitative analysis using this hierarchical structure is still difficult as it involves a study of a PWA system of dimension 5. In consequence, the threshold elimination algorithm presented in previous part may be of relevance for such a system.
Thanks to the inequalities linking the focal points and the thresholds (see Ropers et al. 2006) , we manage to decompose this big component into 3 sub-components. Figure 7 presents the final decomposition. As we can see on this figure, the biggest component in the reduced model is only of dimension 3. Provided an asymptotic analysis of the dynamics of the subsystem fTopA; GyrAB; Fisg; the general method presented in the present paper may be applied to study the asymptotic qualitative behavior of the whole system.
A fine, mathematical analysis of the behavior of the 3-dimensional subsystem can be found in Grognard et al. (2008, to appear) . This analysis points out a black wall (roughly speaking, a black wall is an attractive sliding motion along a threshold hyperplane, see Gouzé and Sari 2002) . As described in Grognard et al. (2008, to appear) , during the transition from stationary to exponential phase, this black wall is responsible for a reset of trajectories before final damped oscillations around a singular equilibrium (the latter were previously observed in qualitative simulations in Ropers et al. 2006) .
We see with this particular example that the model reduction technique presented here allows, in certain cases, to give a proper mathematical explanation of dynamical behaviors that can be observed through qualitative simulations. Beyond that fact, as we said previously, the main interest of this procedure lies in the fact that it provides a way to obtain smaller transition graphs (i.e. graphs comprising the qualitative dynamics), and in consequence, to improve and make the interpretation of results easier, from the point of view of the application. So as to show its practical relevance, the method presented here has to be tested on other examples of real biological models, of relatively high dimension: see for instance Sepulchre et al. (2007) (dimension 8) or Viretta and Fussenegger (2004) (dimension 10).
Conclusion
The method presented in this article provides an algorithmic way to analyze a PWA dynamical system of relatively high dimension, analyzing several smaller subsystems. From a mathematical point of view, this is to be related with the general concept of model reduction. The concept of model reduction of a dynamical system is not a wellposed mathematical problem. Indeed, according to the expression of the differential equations of the system, there are many ways to reduce a system. The goal, however, is always the same: it consists in simplifying the system in order to make its dynamical study easier. In the present paper, the term ''reduction'' must be understood in a very specific way. It corresponds to the reduction of the number of vertices and edges of the interaction graph. As we saw in the 4-dimensional example in the second part, cutting a particular edge can lead to uncouple two subsystems, and therefore drastically simplify the analysis. We must be aware though that this situation is specific and for higher dimensional systems such simplifications will certainly rarely happen. It is mainly for this reason that we proposed the threshold elimination algorithm in the last part. Indeed, it can be easily implemented and allows, as a preprocessing treatment, a rapid simplification of a system. Contrary to other model reduction techniques (for instance the ones based on singular value decomposition), the variables of the initial system are unchanged during the process. It is an advantage for biological application, as there is no creation of new variables with no biological meaning. As illustrated in Fig. 7 , the method allows to produce a general feedforward version of a PWA model, isolating groups of genes that work together. The application on the real example of carbon starvation response seems quite encouraging.
