Abstract. Matrix-valued Nevanlinna functions with possibly noninvertible imaginary part are realized as Q-functions or Weyl functions of symmetric operators in Pontryagin spaces. The functions are decomposed into a constant part, which gives rise to a realization in a finite dimensional Pontryagin space K, and a strict or uniformly strict part, which gives rise to a realization in a Hilbert space H. A coupling procedure then leads to a symmetric operator in the product space H × K and to the realization of the given Nevanlinna function.
Introduction
Let A be a closed (not necessarily densely defined) symmetric operator with equal finite deficiency indices dim (ker(A * ∓ i)) = n < ∞ in a Hilbert space H and let A 0 be a selfadjoint extension of A in H. Recall that the Q-function corresponding to the pair {A, A 0 } is an n × n-matrix function which is determined up to a selfadjoint n × n-matrix by is an isomorphism from C n onto the defect subspace ker(A * − i); cf. [20, 21, 24] . It follows that Q is a Nevanlinna function; that is, Q holomorphic on C\R, Q(λ) = Q(λ) * holds for all λ ∈ C\R and the selfadjoint matrix Im Q(λ) is nonnegative (nonpositive) for all λ ∈ C + (λ ∈ C − , respectively). Furthermore, definition (1.1) implies ker(Im Q(λ)) = {0} for λ ∈ C\R and therefore Im Q(λ) is even a uniformly positive (uniformly negative) matrix for all λ ∈ C + (λ ∈ C − , respectively). Nevanlinna functions with this additional property are called uniformly strict. Conversely, if Q is a given uniformly strict n × n-matrix Nevanlinna function, then there exists a Hilbert space H, a closed symmetric operator A with deficiency indices (n, n) and a selfadjoint extension A 0 of A in H such that Q is the Q-function of the pair {A, A 0 }; see [24] .
The notion of Q-functions coincides with the modern terminology of Weyl functions associated to boundary triples of symmetric operators, so that, in particular, any uniformly strict Nevanlinna function can be realized as the Weyl function of a boundary triple and vice versa. The concept of boundary triples and their Weyl functions (see Section 2) is an efficient tool for the description of the spectral properties of selfadjoint extensions of symmetric operators; cf., e.g., [8, 9, 16] . Recently the concept of boundary relations and Weyl families was introduced as a generalization of the notion of boundary triples and Weyl functions in [11, 12, 13] . The essential advantage of this concept is that all Nevanlinna functions and, more generally, so-called Nevanlinna families, i.e., R-symmetric holomorphic families of maximal dissipative (in C + ) linear relations, can be realized as Weyl families of boundary relations.
In this little note we propose another method to realize (not necessarily uniformly strict) matrix-valued Nevanlinna functions as Q-functions or Weyl functions. The advantage is that we stay within the framework of (ordinary) boundary triples, but the model space in general will be a Pontryagin space instead of a Hilbert space. Furthermore, the realization is in general not minimal, but with the exception of the point zero the analytic properties of the given Nevanlinna function are still exactly reflected in the spectral properties of the representing selfadjoint operator or relation. The idea is to decompose a given n × n-matrix Nevanlinna function τ into a constant part and a "smaller" uniformly strict m × m-matrix Nevanlinna function τ , m ∈ {0, . . . , n}, so that τ can be minimally realized as the Weyl function corresponding to a symmetric operator A with deficiency indices (m, m) in a Hilbert space H and a suitable boundary triple. Furthermore, a simple construction shows that a selfadjoint (n − m) × (n − m)-matrix can be realized as the Weyl function of a (nondensely defined) symmetric operator B in a 2(n − m)-dimensional Pontryagin space K with negative index n − m. Then a coupling procedure yields a boundary triple for the operator A × B in the Pontryagin space H × K such that τ coincides with the corresponding Weyl function. We point out that the negative index of the Pontryagin space H × K is dim (ker(Im τ (i))) = n − m and that for the special case of a uniformly strict Nevanlinna function the space K is trivial, so that our result reduces to the well-known realization results in [9, 24] if n = m.
Boundary triples and Weyl functions of symmetric relations in Pontryagin spaces
Let (K, [·, ·]) be a Pontryagin space and let J be a corresponding fundamental symmetry. We study linear relations in K, that is, linear subspaces of K × K. The elements in a linear relation will be denoted in the formf = {f, For a linear relation A in the Pontryagin space K the adjoint relation A + ∈ C(K) is defined by For the description of the selfadjoint extensions of a closed symmetric operator or relation in a Pontryagin space we use the concept of boundary triples; see [8, 9, 16] and, e.g., [6, 7] for the Pontryagin and Kreȋn space cases respectively. 
+ , and the mapping 
holds for all λ ∈ ρ(A 0 ). Here + denotes the direct sum of subspaces. Recall that in the case ρ(A 0 ) = ∅ the nonreal spectrum of A 0 consists of finitely many pairs {µ j ,μ j }, µ j ∈ C + , of eigenvalues. For further details on the spectral properties of selfadjoint operators and relations in Pontryagin spaces, we refer the reader to [15, 25, 26] .
Associated to a boundary triple are the so-called γ-field and Weyl function. For symmetric operators in Hilbert spaces the following definition can be found in [8, 9] , for the Pontryagin and Kreȋn space cases; see [6, 7] . 
hold for all λ, µ ∈ ρ(A 0 ) and any fixed λ 0 ∈ ρ(A 0 ). The spectral properties of the selfadjoint extensions of A can be described with the help of the Weyl function M ; cf. [6, 7, 8, 9] . As A 0 is a selfadjoint relation in a Pontryagin space, it follows that the Weyl function M belongs to the class of generalized Nevanlinna functions introduced by M.G. Kreȋn and H. Langer; cf. [21, 22, 23] . If, for example, the negative index of the Pontryagin space K is κ, κ ∈ N 0 , then M belongs to some generalized Nevanlinna class Nκ(L(G)),κ ∈ N 0 ,κ ≤ κ; i.e., M is piecewise meromorphic in C\R, symmetric with respect to the real line (M (λ) = M (λ)
* for all λ in the set h(M ) of points of holomorphy of M ), and the kernel
has at mostκ negative eigenvalues, andκ is minimal with this property. We note thatκ = κ if the defect subspaces 
The functions in the class
holds for all λ ∈ C\R. Note that if K is a Hilbert space, A is a closed symmetric relation in K, and {G, Γ 0 , Γ 1 } is a boundary triple for the adjoint relation A * , then the corresponding Weyl function M belongs to the class N 0 (L(G)) and the identity (2.1) implies
Nevanlinna functions with this property are called uniformly strict; cf. [12] . If dim G < ∞, then the Nevanlinna function τ in (2.4) is either uniformly strict or ker(Im τ (λ)), λ ∈ C\R, is nontrivial.
. . , m, be selfadjoint operators in the Hilbert space G and assume β j ≥ 0. Then the function
belongs to the class N 0 (L(G)) and τ is uniformly strict if and only if 0 ∈ ρ(β j ) for some j = 1, . . . , m. Observe also that ker(Im τ (λ)) = m j=1 ker(β j ), λ ∈ C\R, holds.
Realization of matrix-valued Nevanlinna functions as Weyl functions
It is well-known that every uniformly strict L(G)-valued Nevanlinna function τ can be realized as the Weyl function corresponding to a closed symmetric operator A in a Hilbert space and a suitable boundary triple {G, Γ 0 , Γ 1 } for A * ; see, e.g., [8, 9, 12] and [24] . In the following we will restrict our investigations to the case of matrix-valued Nevanlinna functions.
Realization of uniformly strict matrix-valued Nevanlinna functions.
Let τ ∈ N 0 (L(C n )) be a matrix-valued Nevanlinna function given by the integral representation (2.4) and assume that τ is uniformly strict; i.e., Im τ (λ) is uniformly positive (uniformly negative) for λ ∈ C + (λ ∈ C − , respectively). In this subsection we recall a particular operator model and realization for τ ; cf. [9, 27] . Let L 2 Σ (R, C n ) be the Hilbert space of C n -valued functions with the property 
For brevity we have denoted here the functions t → f (t) and t → tf (t) in L 2 Σ (R, C n ) just by f (t) and tf (t) and we agree to use this notation also in the next theorem. The following result was proved by V.A. Derkach and M.M. Malamud in [9] . 
the adjoint is
and {C n , Γ 0 , Γ 1 }, where 
is a boundary triple for

Realization of nonstrict matrix-valued Nevanlinna functions.
The following theorem is the main result of this paper. We prove that every (in general nonstrict) matrix-valued Nevanlinna function τ can be realized as the Weyl function corresponding to a symmetric operator in a Pontryagin space and a suitable boundary triplet for its adjoint. We point out that the realization constructed here is not minimal if τ is nonstrict, so that the analytic properties of τ are in general not completely reflected in the spectral properties of the representing selfadjoint operator or relation; see Remark 3.3. Proof. The proof of Theorem 3.2 consists of three steps. In the first step the Nevanlinna function τ is written as the sum of a "smaller" uniformly strict Nevanlinna function τ 11 and a selfadjoint constant,
in the second step the constant α 22 is realized as the Weyl function corresponding to a symmetric operator and a suitable boundary triple in a Pontryagin space; and in the last step it is shown that the realization of τ 11 together with the realization of α 22 yields a boundary triple for the orthogonal sum of the corresponding symmetric operators such that τ becomes the associated Weyl function.
Step 1. Let us regard the space C n as the direct orthogonal sum of the subspaces ran(Im τ (i)) and ker(Im τ (i)),
and decompose the function τ accordingly, i.e.,
Let κ = dim (ker(Im τ (i))), κ ∈ 0, . . . , n, denote the canonical embedding of ran(Im τ (i)) in C n by ι and let π be the orthogonal projection from C n onto ran(Im τ (i)) so that ι * = π. As a consequence of the integral representation (2.4) we have
and since β ≥ 0 and t → Σ(t) is a nondecreasing selfadjoint matrix function we conclude that every x ∈ ker(Im τ (i)) belongs to ker(β) and the C n -valued function t → Σ(t)x, x ∈ ker(Im τ (i)), is equal to a constant. Therefore, if we decompose the selfadjoint matrices α, β in (2.4) with respect to the space decomposition (3.2),
it follows that τ 12 (λ) = α 12 and τ 22 (λ) = α 22 , and the symmetry property τ (λ) = τ (λ) * implies
It is clear that τ 11 is a Nevanlinna function with the integral representation (Im τ (i) )) is a nondecreasing selfadjoint matrix function on R such that R 1 1+t 2 dΣ 11 (t) ∈ L(ran (Im τ (i) )). Moreover, Im τ 11 (λ) > > 0, λ ∈ C + , and Im τ 11 (λ) < < 0, λ ∈ C − ; that is, τ 11 is uniformly strict. The decomposition (3.3) of a nonstrict matrix Nevanlinna function can also be found in [17] .
Step 2. We equip the Hilbert space ker(Im τ (i))⊕ker(Im τ (i)) with the indefinite inner product [·, ·] := (J·, ·), where J = 0 I I 0 and (·, ·) is the Hilbert scalar product on ker(Im τ (i)) ⊕ ker (Im τ (i) ). Then
is a Pontryagin space with negative index κ = dim (ker(Im τ (i))) and the matrix
is selfadjoint in K. For every λ ∈ C\{0} we have
∈ L(K).
Let λ 0 ∈ C\{0}, γ λ 0 := (I, 0) and define for λ ∈ C\{0},
we obtain γ(η) + γ(λ) = 0 for all λ, η ∈ C\{0}. Consider the closed symmetric operator 
We leave it to the reader to check that the triple {ker (Im τ (i) ), Γ 0 , Γ 1 }, where
is a boundary triple for B + and the corresponding Weyl function is α 22 .
Step 3. Since τ 11 is an L(ran (Im τ (i) ))-valued uniformly strict Nevanlinna function there exists a Hilbert space H, a closed symmetric operator A in H and a boundary triple {ran (Im τ (i) ), Γ 0 , Γ 1 } for A * such that τ 11 is the corresponding Weyl function; cf. Theorem 3.1.
In the following we consider the closed symmetric operator S := A × B in the Pontryagin space K := H × K and its adjoint S + = A * × B + . The elements in
is a boundary triple for S + such that the corresponding Weyl function coincides with τ . This can also be deduced from [10, §3.3] . However, for completeness we give a short direct proof. Indeed, for {f,ĝ}, {ĥ,k} ∈ A * × B + , (Im τ (i) ), Γ 0 , Γ 1 } are boundary triples for A * and B + , respectively, we conclude that the above expression becomes
Therefore {C n , Γ 0 , Γ 1 } satisfies the abstract Green's identity. The surjectivity of the mapping ( Γ 0 , Γ 1 ) : S + → C n × C n follows easily from the surjectivity of the mappings
Hence {C n , Γ 0 , Γ 1 } is a boundary triple for S + . It remains to show that the corresponding Weyl function coincides with τ . For this, note that
λ∈ C\R,
Remark 3.3. The defect subspaces N λ,B + = ker(B + − λ), λ ∈ C\R, coincide with the closed subspace ker(Im (τ (i))) × {0} of K and hence
Therefore the representation of the function τ in Theorem 3.2 is not minimal if κ = dim (ker (Im τ (i) )) > 0,
This implies that the analytic properties of τ are in general not completely reflected by the spectral properties of the selfadjoint operator or relation S 0 := ker( Γ 0 ) in K. If the representation of τ 11 is chosen to be minimal, then in the realization constructed above this disadvantage does only arise at the point zero. More precisely, here zero is an eigenvalue of S 0 although the measure dΣ in the integral representation (2.4) of τ does not necessarily have a point mass at zero. Nevertheless, the behaviour of dΣ or τ in R\{0} or C\{0} is exactly reflected in the nonzero spectrum of S 0 . In particular, if h(τ ) denotes the domain of holomorphy of τ , then h(τ )\{0} = ρ(S 0 )\{0}.
Remark 3.4. The Pontryagin space K in Theorem 3.2 can be chosen as
equipped with the inner product
(R, ran(Im τ (i))), x, y ∈ ran(Im τ (i)) and g, g , h, h ∈ ker (Im τ (i) ). Then the symmetric operator S is the direct product of the operator A in Theorem 3.1 (where Σ and β have to be replaced by Σ 11 and β 11 ) and the nondensely defined operator B in (3.4).
Remark 3.5. Realizations of matrix and operator-valued (generalized) Nevanlinna functions of the form (2.2) satisfying the minimality condition (2.3) can be found in [14, 18, 19, 24] , but a nonstrict Nevanlinna function cannot be interpreted as a usual Weyl function or Q-function. In the recent papers [11, 12, 13] by V.A. Derkach, S. Hassi, M.M. Malamud and H.S.V. de Snoo the concept of boundary triples and Weyl functions was generalized to so-called boundary relations (multivalued boundary mappings) and Weyl families. In this framework also nonstrict Nevanlinna functions, and, more generally, Nevanlinna families, can be minimally realized as Weyl families associated to boundary relations of symmetric operators in Hilbert spaces; see also [3] . For the case of a nonstrict Nevanlinna function that is not equal to a constant, the corresponding boundary relation is necessarily multivalued.
4. An application: Boundary value problems with λ-dependent boundary conditions
Boundary value problems in which the spectral parameter appears nonlinearly in the boundary condition have been studied in many different frameworks in recent decades; see, e.g., [1, 2, 4, 6, 7, 10, 13, 14] and the references therein. We consider a boundary value problem with a nonstrict matrix Nevanlinna function τ in the boundary condition and apply Theorem 3.2 to construct a linearization in a straightforward way.
Let T be a densely defined closed symmetric operator with equal finite deficiency indices dim (ker(T * ∓ i)) = n < ∞ in a Hilbert space H and let {C n , Υ 0 , Υ 1 } be a boundary triple for the operator T * with corresponding Weyl function M . The selfadjoint extension ker(Υ 0 ) will be denoted by T 0 . Let τ ∈ N 0 (L(C n )) be a (in general nonstrict) Nevanlinna function with domain of holomorphy h(τ ). We consider the following abstract λ-dependent boundary value problem: For a given k ∈ H and λ ∈ h(τ ) find h ∈ dom T * such that 
