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For a stationary autoregressive process of order p and disturbance variance 0) 
it is shown that the determinant of the covariance of T (>p) consecutive random 
variables of the process is (uz)rfl~,+r (1 - w,wj)-r, where wr ,..., w, are the 
roots of the associated polynomial equation. 
1. THE GENERALIZED VARIANCE 
An autoregressive process {yt> of order p with mean 0 is defined by 
Yt + BlYt-1 + ... + BaYt-9 = Ut > t = . . . . -1, 0, l,...) (l-1) 
where the ut are independent random variabIes with gut = 0, bu,a = 9, 
0 < u2 < 00. The stochastic process is stationary and yt is independent of 
Ut+1 f %+2 ,**- if and only if the pi are such that the associated polynomial 
equation 
b(w) = i ppp-j = 0, (1.2) 
j=O 
where j3, = 1, has roots w1 ,..., w, less than 1 in absolute value. The purpose 
of this paper is to show that the generalized variance of the process is a power 
of the variance of ut times Hi”,+, (1 - wiwi)-1. 
The covariance sequence of the process is composed of ug = &ytyt+s = a-, , 
s = 0, I,... . Consider a sequence yI ,..., yr for T > p constituting a vector 
YT = (r1 >..a> yr)‘. The covariance matrix of this vector is 
&‘y,y,’ = (CT-J = c, ES uzQT . (1.3) 
Received March 22, 1977. 
AMS(MOS) subject classification numbers: 60G15 and 62H05. 
Key words: Generalized variance, autoregressive process, covariance matrix. 
* This research was supported by Office of Naval Research Contract NOOOl4-75-C- 
0442, Department of Statistics, Stanford University. The U.S. Government’s right to 
retain a nonexclusive royalty-free license in and to copyright covering this paper is 
acknowledged. 
584 
Copyright 0 1977 by Academic Press, Inc. 
All rights of reproduction in any form reserved. ISSN 0047-ZSYX 
STATIONARY AUTOREGRESSIVE PROCESS 585 
The determinant j C, / = (u2)r / Qr 1 is the generalized variance of yr . 
In the Gaussian case the joint density of yz, and uo+r ,..., ur (2’ > p) is 
I Q,’ 11” 
(27y’W exp Y,‘Q,~Y, + i ut2 ’ t=p+1 1 I’ (14 
where here yP and us+1 ,..., ur denote the variables of integration. Since the 
Jacobian of the transformation from y, , us+1 ,..., ur to y, is 1, the constant of 
the density of yr is the same as of (1.4) and hence 1 Q;’ / = j Q;’ 1, T > p. 
(See Walker [9] and Siddiqui [8].) Since / QT j = j Q, / for T > p, we call 
/ Q, j the normalized generalized variance of the process. 
For T >p substitution for ut from (l.l), t = p + l,..., T, into (1.4) to 
obtain the density of yr yields the quadratic form yr’Q,‘yr , showing that 
every element of Qsl is a second-degree polynomial in & ,..., /I, except possibly 
elements of Q;‘. However, since the density ofy, ,..., yr is identical to the density 
OfY, ,“‘, y1 , the elements of Q;’ must be second-degree polynomials in /I1 ,..., /,. 
The components of Q;’ are therefore polynomials in the roots w1 ,..., w, of 
degree at most 2p. Hence, the determinant ( Q;’ I is a polynomial in w1 ,..., w, 
of degree at most (2~)“. _ 
LEMMA 1. If  
then 
and 
, 
I C I = n (hi - 4) 
i<i 
n (hi - hi), 
i<i 
(1.5) 
(1.6) 
(1.7) 
where Cl, denotes the cofactor of elk in C. 
Proof. C is a Vandermonde matrix, and j C / and C-l are given, for example, 
by Hamming [6, Sects. 8.2 and 10.31. A direct proof of (1.7) using (1.6) is as 
follows, To form Cl, delete row 1 and column K of 1 C I; in the cofactor, factor hi 
out of the ith column (i # K) to obtain a Vandermonde determinant of order 
p - 1. Q.E.D. 
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LEMMA 2. The determinant of order p, 
(1.8) 
Proof. This is Cauchy’s determinant; see, for example, Bellman [2, Sect. 11.6, 
Exercise 11. A direct proof is as follows. To convert into 0 each element in the 
first column, except for that in the first row, we subtract from each row an 
appropriate multiple of the first row. The i, jth element is thus converted into 
1 1 a, + b, -- _ Uj - a, bj - b, 
al + bj aj + bl 
1 
ai + h ai + b, a, + bj a, ’ 
i,j = 2 ,..., p. (1.9) 
The first factor on the right-hand side is common to the ith row and the second 
to the jth column. Hence, 
D, = 1 ai - al bi - h 
a1 + b, 
fi 
'i + 4 
fi 
'1 + bi 
D,-l, (1.10) 
i=2 j& 
and the result follows. Q.E.D. 
THEOREM. For & ,..., /3, such that the roots of (1.2) are less than 1 in absolute 
value for T > p 
1 ZT 1 = (u”)T fi (1 - Wir4&‘. (1.11) 
i,j=l 
Proof. We first consider the case where w1 ,..., w,, are different and different 
from 0. If hi = eu;‘, then in (1.5) / C j # 0. Anderson [l] in (24) of Sect. 5.3 
gives an expression for the elements of C, in terms of w1 ,..., w, . (See also 
Problem 27 of Chap. 5.) Then 
where 
2 . . . 
I Q, I = ";;: ,a,-:’ c2 IVI, (1.12) 
’ v ’ = I 1 -lwi, I = I WY1 -“c,) I = & 1 ql +l(-,) / 
=-- 
l-I;!, WI 
Ili,.(w;’ - Wi’)(Wj - Wj) 
~&(W? - Wj) 
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Further, 
(1.14) 
and (1.11) follows for the roots different and nonzero. The determinant 1 Q;’ 1 
is the polynomial n[+, (1 - win+.), which holds for all wj such that / wj 1 < 1, 
j = l,...,p. Q.E.D. 
2. DISCUSSION 
1. Grenander and Szegii [5] in effect showed that limr-, 1 Qr 1 = 
ny,j=, (1 - wiwj)-l by use of an integral of / b(w)Ie2 (p. 78) and that I Qr / for 
T > p is equal to this limit (p. 71). However, they did not relate these results 
to the generalized variance of the autoregressive process. Also, Walker [9] noted 
that I Qr / = j Q, I = l/l Q;’ / for T > p. (See also Finch [4].) 
2. If the process is Gaussian, the normalizing constant in the normal 
density of yr is (2m)-r/s times 
1 XT 1-m = (,2)-T/2 fj (1 - WiWj)l@. 
i.i=l 
3. If one or more of the roots approaches 1 in absolute value, 1 Zyl / -+ 0 
and 1 6, / -+ 00. These facts agree with the nonexistence of a nontrivial stationary 
process satisfying (1.1) if one or more roots are equal to 1 in absolute value. 
4. A moving average model of order q is defined by 
where the vt are independent random variables with Bv, = 0, 6%~~~ = r2, 
0 < ~2 < co. The associated polynomial equation 
29 + oL1z*--1 + . .* + ciq = 0 (2.3) 
has roots zr ,..., Z, . Durbin [3] conjectured that if TIN, is the covariance matrix 
ofx valure,.~..e; generated by (2.2), and if all roots of (1.2) are less than 1 in absolute 
, 
2-2 I NT I = I Qn It (2.4) 
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for some n sufficiently large compared with p :- q when ‘1) -- 13; , j I ,..., p. 
Finch [4] showed that 
(2.5) 
by use of some results of Grenander and Szego [5] and gave explicitly the 
limiting value of the generalized variance for an autoregressive moving average 
process. Walker [9] used more algebraic methods to show (2.4) for n == p =-- q. 
As an example, these results for p = q = 1 are Q1 = 1 /(I - PI”) and ! NT = 
(1 - q+“)/(l - cQ2) + l/( 1 - 0~~~) as T + CO. Durbin [3] considered the case 
p = q = 2 in detail. 
For further discussion, see the recent paper by Shaman [7]. 
REFERENCES 
[l] ANDERSON, T. W. (1971). The Statistical Analysis of Time Series. Wiley, New York. 
[2] BELLMAN, R. (1960). Introduction to Matrix Analysis. McGraw-Hill, New York. 
[3] DURBIN, J. (1959). Efficient estimation of parameters in moving-average models. 
Biometrika 46 306-3 16. 
[4] FINCH, P. D. (1960). On the covariance determinants of moving-average and auto- 
regressive models. Biometrika 47 194-l 96. 
[5] GRENANDER, U. AND SZEGS, G. (1958). Toeplitz Forms and Their Applications. Univ. of 
California Press, Berkeley/Los Angeles. 
[6] HAMMING, R. W. (1962). Numerical Methods for Scientists and Engineers. WIcGraw- 
Hill, New York. 
[7] SHAMAN, P. (1976). Approximations for stationary covariance matrices and their 
inverses with application to ARMA models. Ann. Statist. 4, No. 2, 292-301. 
[8] SIDDIQVI, M. M. (1958). On the inversion of the sample covariance matrix in a 
stationary autoregressive process. Ann. Math. Statist. 29 585-588. 
[9] WALKER, A. M. (I 961). On Durbin’s formula for the limiting generalized variance of a 
sample of consecutive observations from a moving-average process. Biometrika 48 
197-199. 
