ABSTRACT Aiming to improve the precision and security, and reduce complexity of the encrypted image retrieval algorithm, a scene understanding-based encrypted image retrieval algorithm is proposed in this paper, which encrypts images by chaotic system-based image encryption algorithm, extracts image featuresbased on two-dimensional multi-scale hidden Markov model, and classifies the indoor scene to establish an offline database. In the online stage, the query image captured by the smart device is first encrypted, and the multi-scale feature extraction and the image scene matching are performed. Then images in the scene are matched one by one using manifold ranking. Finally, the optimal encrypted matching image is obtained by the homography-based image matching algorithm, and the plaintext image is also obtained by the decryption algorithm. Performance analysis and simulation results show that the proposed algorithm can improve the precision of image retrieval and protect the security of users' privacy.
I. INTRODUCTION
In recent years, public cloud storage services provide users with inexpensive storage space, which has the characteristics of easy calculation and multiple access modes [1] - [3] . However, the recent image leaks have raised concerns about the privacy of images stored in the public cloud. For this reason, users' data must be encrypted before being uploaded to the cloud [4] . However, how to effectively manage and retrieve ciphertext data becomes a huge challenge [5] - [7] . At this time, Content Based Image Retrieval (CBIR) has become the focus [8] , [9] . CBIR has more application significance in the data era, which has been involved in pattern recognition [10] , computer vision [11] , image understanding [12] , and artificial intelligence [13] . Scene understanding has received extensive attention as a research hotspot in the field of computer vision [14] . According to the multi-level scene image representation, scene understanding can be used locally and globally [15] . Generally, the local scene understanding is used to describe types and locations of objects within the scene for target identification and positioning [16] . The global scene understanding focuses on the overall scene content analysis to achieve the scene perception and classification [17] .
Aiming at improving the security and precision of encrypted image retrieval and reducing the time complexity due to ergodic image retrieval methods, this paper adopts the chaotic systems based image encryption algorithms to encrypt images in order to protect the security of users' privacy. Then, the two-dimensional multi-scale hidden Markov model is proposed to establish a multi-scale statistical model for the feature description block, and capture both the feature relationships of images in the same category and the spatial relationships of feature description block according to this model, thus further reflecting the relationships between images and scenes accurately to avoid the ergodic image retrieval methods as the traditional methods, and reducing the time overhead of encrypted image retrieval. Finally, this paper uses the manifold ranking to calculate the similarity between images, which solves the problem that cosine distance and Euclidean distance are difficult to reflect the degree similarity between images truly, thereby improving the precision of image retrieval. The main contributions of this paper are summarized as follows:
(1) Two-dimensional multi-scale hidden Markov model is proposed to extract image feature in order to decrease the time overhead. This multi-scale statistical model can capture both the feature relationships of images in the same category and the spatial relationships of feature description effectively, and further reflect the relationships between images and scenes accurately to avoid the ergodic image retrieval methods as the traditional methods.
(2) The manifold ranking is proposed to calculate the image similarity, which outperforms the traditional methods in retrieval precision.
(3) The homography based image matching method is adopted to obtain the optimal matching image. We implemented the proposed SUEIR method in our lab and evaluated its performance. The experiment results show that our proposed SUEIR method is able to avoid the ergodic retrieval and prefer to retrieval those images with higher matching possibility, which reduces the time overhead and improve the retrieval precision.
The rest of this paper is organized as follows. The related work is shown in Section II, and the system model of this paper is given in Section III. Section IV provides the proposed scene understanding based encrypted image retrieval algorithm. Section V gives the simulation results and the performance analysis. Conclusion is drawn in the last section.
II. RELATED WORK
For global scene understanding, there are several popular classification methods. Bag of features is a large-scale image retrieval algorithm by combining with contour features to achieve efficient image retrieval, which requires much database capacity [18] . In [19] , the potential correlation among database images was reflected through latent Dirichlet allocation (LDA) model. And the authors adopted the correlation to realize the image retrieval, but this method will lead to much time overhead than other methods. Bosch et al. [20] and Jin et al. [21] proposed a scene classification and recognition method based on probabilistic Latent Semantic Analysis (pLSA) for different application backgrounds respectively. This method improved the image retrieval efficiency but had to pay for the higher computation complexity instead. Li et al. [22] proposed an efficient Cloud Assisted Scalable Hierarchical Encrypted Based Image Retrieval (CASHEIR), which provides privacy-aware based image retrieval. CASHEIR adopts the transformed convolutional neural network features to improve the precision of image retrieval and encrypted hierarchical index trees to accelerate the query process. However, CASHEIR uses the Hamming distance to calculate the similarity between eigenvectors. The distance between these simple vectors is difficult to reflect the similarity degree between images truly. A new Block-wise Feature Comparison based Encrypted JPEG Image Retrieval (BFCEIR) is proposed in [23] , which includes image encryption and retrieval stages. BFCEIR adopts a combination of cipher and stream ciphers for image encryption. For the encrypted query image, a new feature descriptor is used to extract the local statistical characteristics of the AC coefficients within the block. Then, the server can measure the similarity between the encrypted query image and the database images using block-by-block feature comparison. This method can protect the security of users' privacy effectively. However, this method needs to match the query image with the images in each scene in the database one by one, thereby increasing the time overhead of image retrieval.
At present, some problems existing in the encrypted image retrieval algorithms are as following:
1) The ergodic retrieval methods increases the time overhead of image retrieval.
2) The traditional cosine distance calculation is difficult to reflect the similarity between images accurately, which reduces the precision of image retrieval.
So, it is very necessary to propose a stable and efficient encrypted image retrieval algorithm to protect the security of users' privacy.
III. SYSTEM MODEL
This section will describe the features based on LUV color space and wavelet moment and the framework of proposed scene understanding based encrypted image retrieval algorithm.
A. LUV COLOR SPACE OVERVIEW
In 1976, the International Commission on Illumination introduced two uniform color schemes, namely LUV space and LAB space. LUV is a uniform color space that represents the features of images accurately. This paper adopts LUV color space, and L represents luminance information, U and V represent chrominance information for LUV. In LUV space, the distance between two points E * LUV = √ L 2 + U 2 + V 2 represents the chromaticity difference between two points, and the conversion formula for the X, Y, and Z values in the CIE XYZ color space is as follows:
where X n , Y n , Z n are the tristimulus values of standard white light.
B. WAVELET MOMENT FEATURES OVERVIEW
The general expression of the moment feature in Cartesian coordinates is as follows:
Let f (x, y) be the distribution function of a image, then define the p + q moment M pq as:
Let x = X + jY , y = X − jY , substitute these two expressions into (4):
In (5), let X = rcosθ, Y = rsinθ , we can obtain:
In (6), let p + q = s and q − p = t, we can obtain:
In order to keep the generality, the above formula can be rewritten as:
By substituting r p in the above formula with g p (r), a general expression of the moment feature in the polar coordinate system can be obtained:
where g p (r) is the radial component of the transform kernel and e jpθ is the angular component of the transform kernel, (9) can be rewritten as:
where S q (r) = f (r, θ)e −jqθ dθ , (10) is a general common representation of the moment. Wavelet moment is a new kind of moment feature combining moment feature and wavelet feature [24] . In the past research, wavelet has been used in local frequency analysis widely because it can provide different fine time window analysis characteristics for different frequencies. However, wavelet analysis does not have translational and rotational invariance, and some subtle movements of the image will cause the wavelet characteristics to change greatly. Therefore, simple wavelet analysis has not been used in image feature extraction widely. Considering the characteristics of the moment feature and the wavelet feature, the combined wavelet moment has the characteristics of translation, rotation and scaling invariance of the moment feature and strong anti-noise, and also includes local analysis and multiresolution of wavelet. The characteristics enhance the ability of the moment feature to analyze the fine features of the image structure greatly.
The g p (r) in (9) is replaced by the wavelet function ψ m,n (r), and the wavelet monment is obtained. The wavelet monment is defined as:
where
is a binary wavelet function, ψ(r) is a wavelet master function, and m = 0, 1, 2, 3, n = 0, 1, 2, . . . , 2m − 1,
Wavelet moments can also be written as:
From the above definition, we can see that the wavelet moment has the same rotation invariance as the Zernike moment. If an image is rotated by β angle, then the wavelet moment after rotation is:
Meanwhile, the wavelet can also extract the local information of an image well due to its multi-resolution characteristics, which is very useful for image feature extraction.
Because LUV color space and wavelet moment feature can describe the characteristics of images well, this paper adopts image feature extraction method based on LUV color space and wavelet moment feature. Meanwhile, two-dimensional multiscale hidden Markov model is also adopted to capture both the feature relationships of images in the same category and the spatial relationships of feature description, and further reflect the relationships between images and scenes accurately to improve the precision of image retrieval. The detailed description of this method is given in section II. 
C. CHAOTIC SEQUENCES OVERVIEW
Four chaotic sequences are adopted in this paper to encrypt the database image, as shown in Table 1 .
The above four kinds of mapping result in a real-valued sequence x n , and we can transform the generated sequence according to different needs.
D. PROPOSED ENCRYPTED IMAGE RETRIEVAL ALGORITHM
The framework of proposed scene understanding based encrypted image retrieval algorithm is shown in Fig. 1 .
In the offline stage, for the demand of not only positionaware applications but also the efficiency and stability of the VOLUME 7, 2019 FIGURE 1. The framework of proposed encrypted image retrieval algorithm.
retrieval algorithm, indoor images are encrypted and featuredescription blocks (Block-based Feature) at different scales are established. The multi-scale statistical model is built on the feature description block by using two-dimensional multiscale hidden Markov models, and the feature relationships of images in the same category and the spatial relationships of feature description blocks are captured according to this model. Then the k-d (k-dimensional) tree algorithm and the nearest neighbor search algorithm are adopted to classify images and establish an offline database.
In the online phase, the chaotic system based image encryption algorithm is first used to encrypt the image. Then the similarity relationship between the query image and different scenes is calculated by the log-likelihood value, and the similarity degree of the scene is sorted based on this similarity relationship. For the top-ranked scenes, it is more likely that the query image belongs to this scene. Therefore, this paper will sort the images in the first 3 scenes one by one, that is, the similarity calculation between images. Finally, the optimal matching encrypted image is obtained by the homography-based image matching algorithm, and the plaintext image is obtained by the decryption algorithm.
IV. PROPOSED METHOD
This section proposes the chaotic system based image encryption and decryption algorithms, the two-dimensional multiscale hidden Markov model based image scene matching algorithm, the manifold ranking of images and homography based matching algorithm.
A. CHAOTIC SYSTEM BASED IMAGE ENCRYPTION AND DECRYPTION ALGORITHMS
If an image with W×H pixels needs to be encrypted, f (x, y) is the gray value of the pixel at (x, y), 0 ≤ x ≤ W − 1, 0 ≤ y ≤ H − 1. The process of chaotic system based image encryption algorithm proposed in this paper is as follows:
Step 1: Obtain the key required for image encryption;
Step 2: Assign the key to the four kinds of mapping in Table 1 to generate different chaotic sequences, the values of chaotic sequences generated by the four kinds of mapping are: Kent mapping k n , logistic2 m n , logisticl mapping x n and chebyshev y n . The natural number sequences movx n and v n are generated by k n , and movy n and vv n are generated by m n . The binary sequences b(32n + i) and s(32n + i) are generated by x n and y n , where i = 0, 1, 2, . . . , 31;
Step 3: Execute cyclic shift, rules are as follows: it need traversal (x, y), 0 ≤ y ≤ H, 0 ≤ x ≤ F(W/F(W 1/2 )) (F is rounded down) pixels from top to bottom and from left to right. For pixel (x i , y i ), if b(k) = 1, the gray value of each pixel in the entire x i row is cyclically shifted vv n bits after it and movx k are XORed, and the column coordinates do not move. Otherwise it will not move, where k is the cumulative traversal points;
Step 4: Execute cyclic shift, rules are as follows: it need traversal (x, y), 0 ≤ x ≤ W, 0 ≤ x ≤ F(H/F(H 1/2 )) pixels from top to bottom and from left to right. For pixel (x i , y i ), if s(k) = 1, the gray value of each pixel in the entire y i row is cyclically shifted v n bits after it and movy k are XORed, and the column coordinates do not move. Otherwise it will not move;
Step 5: Introduce a diffusion mechanism to defend against differential attack, and all pixels are traversed in the following order: 1) from left to right and from top to bottom; 2) from right to left and from bottom to top; 3) from top to bottom and from left to right; 4) from bottom to top and from right to left. Meanwhile, both diffusion and anti-diffusion operations are also performed: Step 6: Encryption is completed and the output image is obtained.
The decryption algorithm is similar to the encryption algorithm except that the order of step 3, step 4, step 5 is changed to step 5, step 4, and step 3.
B. FEATURE EXTRACTION AND SCENE MATCHING
The traditional image retrieval algorithms do not consider the relationships between images and scenes, which will result in more time consumption and fail to meet the requirements for vision indoor positioning system. Therefore, this paper proposes the image retrieval algorithm based on scene understanding. We use two-dimensional multi-scale hidden Markov model for capturing both the feature relationships of images in the same category and the spatial relationships of feature description, and further reflect the relationships between images and scenes accurately.
Similar to the super pixel feature extraction, we propose feature description block extraction at different scales, where a square pixel block is selected for feature extraction. We introduce the color feature and wavelet feature to the feature description block. For the color feature, it is represented by a one-dimensional vector, and the color value is extracted in the feature description block regions within the LUV color space. The wavelet feature is also a one-dimensional vector, whose invariant moment can be used in feature description block. Then we can describe the relationships between the image feature and the spatial relationship between feature description blocks by a two-dimensional multi-scale hidden Markov model. In the two-dimensional hidden Markov model, the relative relationship between feature description blocks is expressed by state transition probability.
Assuming that there are M transition states in the twodimensional hidden Markov model, the state of the feature description block (i, j) is defined as s i,j , the feature vector of the feature description block (i, j) is defined as u i,j , and P(·) denotes time probability of state transitions with different feature blocks in images. When i < i, j = j or i = i, j < j, there is (i , j ) < (i, j), which means the state of the feature description block (i , j ) precedes the state of the feature description block state (i, j) at this moment. Assuming we have
where c = {s
In addition, it needs to be clear that the transition process of the feature vector u i,j for the feature description block obeys Gaussian distribution. When the state of the feature description block is given, the relation between the feature vectors is conditionally independent, and its covariance matrix s • and mean vector µ s changes with the state s of the Gaussian distribution.
The state aggregation of feature vectors is similar to the unsupervised feature clustering. However, the state feature vectors can be obtained by the estimation of the model directly and do not require supervised training of the data during state aggregation. In this process, the feature vectors are independent for each other in a given distribution. In the two-dimensional hidden Markov model, the underlying feature vectors established by the Markov chain model are statistically independent. The set of scales R = {1, . . . , R} is defined for multiscale hidden Markov model. The optimal scale r is obtained when r = R. For the scale r, the feature description block index belongs to:
where w denotes the number of color feature description block and z represents the number of wavelet feature description block. The image features can be described at different scales by describing the block index, namely u } for different scales r. A firstorder hidden Markov model is established to obtain the statistical independence of different scales. For a certain feature vector, it is statistically independent for the other scales if its parent scale is definite. Hence, we have
The combination of feature vector states needs to be considered in the model estimation when the state of feature vector cannot be obtained by observation. The joint probability between the feature vector and the state set can be expressed as:
The feature vectors can be represented by a singlescale two-dimensional Markov model at the minimum scale (r = 1). The state transitions of feature vectors satisfy the Gaussian distribution at other scales (r > 1). The parameters of Gaussian distribution are different at different scales. The two-dimensional hidden Markov model can not only describe the statistical correlation of feature vectors at the same scale, but also describe the transition relationship of feature vectors at different scales. The model can be estimated by EM algorithm, the complexity is affected by the number of transition states and the number of scales.
The multi-scale feature vectors {u
} are selected to describe the features of the images in this paper. After multi-scale decomposition for the images, the transition relation between the feature vectors {u
} can be described by the statistical model. For the images in the database, the scene classification of images can be achieved by the approximate K-means (AKM) clustering algorithm [25] according to the feature vector of each image and the transition relation model between the feature vectors, the specific process is shown in Fig. 2 . After the scene classification is achieved, the feature vector of each scene image set can also be calculated. The feature similarity between images needs to be calculated during the process of image retrieval. When the estimation model M (r) is given, the similarity between database scene features and VOLUME 7, 2019 query image features can be characterized by logarithmic likelihood value µ:
The similarity between the query image and the different scenes of the database can be obtained by the logarithmic likelihood value µ. The similarity of scenes is sorted according to the similarity. The query image is more likely to belong to the scene for the top-sorted scenes. It should be pointed out that the number of candidate scenes for the next image matching may be arbitrary. In this proposed method, we testify several candidate voting schemes, and the experiment proves that it is the best choice to match for the images in the top three scenes for the highest accuracy. This is because the similarity between the query image and the different scenes can be calculated accurately by the logarithmic likelihood value µ.
C. IMAGE MANIFOLD RANKING
The images in the scene need to be matched one by one after the scene matching. In other words, the similarity between the images should be calculated within the same scene. The common methods for similarity usually make use of the cosine distance or Euclidean distance [26] . However, these methods are too simple to reflect the similarity between images. For this reason, the similarity based on manifold learning is adopted in this paper, namely manifold ranking (MR).
The MR is performed on each image in the top three candidate scenes in this paper, and the three selected scenes are independent from each other. The images are sorted separately and the scene-by-scene image matching is performed one by one. Taking a scene with rank 1 as an example, it is assumed that the images in the scene are composed of = {ϕ 1 , ϕ 2 , . . . , ϕ n }, n is the number of images in the scene, and n images in the scene are adopted to construct the weighted graph G = (V , E), where V is the set , and the weight of E is expressed as the similarity matrix W = [w xy ] n×n . It is very important to define the similarity matrix, which is usually defined as l 2 distance in the image retrieval algorithm, namely Euclidean distance. However, the studies in [27] show that the l 1 distance is much effective than the l 2 and l ∞ distances in terms of image similarity. So, the l 1 distance is adopted:
where {u
} are the feature vectors in the image ϕ x and ϕ y , respectively, Q is the number of feature blocks in each image, N is the dimensionality of the feature space and σ is the given parameter.
Therefore, the edge weight w xy of the graph is:
Here, we omit the coefficient 1/(2σ ) because its effect on the similarity matrix will be canceled in the normalization step, so that it does not affect the final ranking result.
The weighted graph is constructed by KNN method during the process of constructing a graph. The K-nearest neighbor images of ϕ x is calculated and K-nearest neighbor images of ϕ x are connected as the edges of the weighted graph. In order to prevent self-similarity, we suppose w xx = 0 and W is normalized based on S = D −1/2 WD −1/2 , where D is a diagonal matrix and satisfies d xx = n y=1 w xy . The ranking scores of the images are gradually transferred to the neighboring images through the weighted graph by means of iteration in the manifold ranking after the weighted graph is constructed.
Suppose ϕ x (x = 1, 2, . . . , n) is the image in the scene, and the n×1 matrix T = {T 1 , . . . , T x , . . . T n } is initialized, whose value is the binary vector and satisfies:
where the subscript ''query'' denotes the query image. If the similarity between the image ϕ x and the query image is greater than or equal to the similarity threshold τ (τ = 0.7), the image ϕ x is considered to be related to the query image, T x is set to 1, otherwise T x is set to 0. Each image merges the ranking information of its neighboring images at each step of the similarity transfer. Accordingly, at m + 1, the ranking score of images in the scene is:
where f can be regarded as a vector, and each value represents the ranking value of the image in it. α is a parameter and satisfies α ∈ (0, 1), which defines the source of the ranking score obtained at a given image during the ranking delivery, αSf m denotes the ranking score obtained from the neighboring images, and (1 − α)T represents the ranking score obtained from the query image. The ranking is iterated according to (10) until convergence. Theorem 1: The sequence {f m } will eventually converge to the following closed solution:
where I denotes the unit matrix. Proof: we replace f m and f m+1 in the iterative formula with f * :
It can be further transformed into:
It can be further obtained:
It can be seen that the sequence f m converges to f * = (1 − α)(I − αS) −1 T. Therefore, we suppose that f * is the result of the final convergence, and the elements f * x in it corresponds to the ranking score of ϕ x . 
D. HOMOGRAPHY BASED IMAGE MATCHING
Random sample consensus (RANSAC) algorithm, which is widely used in the computational solution of image matching and homography matrix, can filter and remove outliers from the massive data with noise [28] . We adopt the RANSAC algorithm to eliminate the mismatch pairs in the image and compute the homography matrix between the images. The homography based matching algorithm is performed for the top η (η = 30 in the following simulation) candidate images to be confirmed in this paper, the detailed process of this algorithm is shown in Table 2 .
The optimal plaintext matching image can be obtained by the chaotic system based image decryption algorithm after obtaining the optimal matching encrypted image.
V. IMPLEMENTATION AND PERFORMANCE ANALYSIS
The database adopted in this experiment is our own laboratory indoor scene, which is the 12th floor corridor of Building 2A, Science Park, Harbin Institute of Technology. The floor plan is shown in Fig. 3 .
There are 500 RGB images in the database, and the image size is 256 × 256. In addition, the CIFAR-10 database and the MIRFLICKR database have also been used to evaluate the performance of SUEIR. The performance of SUEIR will be compared with other encrypted image retrieval algorithms during the experiment, which are CASHEIR and BFCEIR. The precision (P) is usually used to evaluate the performance of algorithms for image retrieval as [29] : 
A. SECURITY ANALYSIS
The encrypted databases, secure retrieval, and encrypted queries do not reveal additional information to the attacker by using the encrypted image retrieval algorithm proposed in this paper. Because this paper adopts four mapping methods, namely: logisticl mapping, hebyshev mapping, logistic2 mapping and kent mapping, SUEIR can generate different chaotic sequences, and thus more effectively ensure the security of image retrieval. Then, in order to further verify the security of the proposed algorithm, the correlation of vertical, horizontal and diagonal neighboring pixels before and after image encryption is tested. The test method is described in [30] : This paper randomly selects the 1000 pairs of neighboring pixels in image l and image 2 and takes their grayscale values for calculation. The results are shown in Table 3 It can be seen that the proposed method can ensure the security of the image content from the client and the server and at the same time can ensure that the third party cannot obtain the search results. At the same time, the performance of proposed algorithm against known/chosen plaintext attack is shown in Fig. 5 .
As shown in 
B. PRECISION ANALYSIS
As seen from Fig. 6 , the image retrieval precision of SUEIR is significantly improved than other encrypted image retrieval methods in three experimental databases, because the SUEIR not only classifies scenes in the offline stage, but also adopts the two-dimensional multi-scale hidden Markov model to establish a multi-scale statistical model for feature description blocks to make the images more distinguishable. The manifold ranking and the homography based matching algorithm are adopted in the online stage, which not only reduces the time consumption for the image retrieval but also improves the precision.
At the same time, it can also be seen that the performance of CASHEIR is more accurate than that of BFCEIR in Fig. 6 since the CASHEIR adopts the RANSAC algorithm to improve the matching performance of image retrieval, but the precision of both algorithms is still lower than that of SUEIR. In process of feature extraction and scene matching, the AKM algorithm establishes the random k-d tree in the clustering center to achieve approximate nearest neighbor search at the beginning of each iteration, which accelerates the sample point to find the nearest neighbor center, so the time complexity of iteration reduces from O(nk) to O(nlogk), where n is the number of images in the database and k is the number of initial centers at the beginning of iteration. During the image manifold ranking, the ranking score of n images can be obtained by n iterations, so the time complexity is O(n). Therefore, the time complexity required by the proposed approach is O(nlogk+n). The average retrieval time of various image retrieval methods in the 12th floor corridor database, the CIFAR-10 database and the MIRFLICKR database are shown in Fig. 7 .
It can be seen that the average retrieval time of SUEIR is significantly lower than that of CASHEIR and BFCEIR in three experimental databases, because SUEIR adopts twodimensional multi-scale hidden Markov model to extract image feature. This multi-scale statistical model can effectively capture both the feature relationships of images in the same category, and further reflect the relationships between images and scenes accurately to avoid the ergodic image retrieval method during the process of previous image retrieval. Meanwhile, it can also ensure that images with higher likelihood of matching are retrieved preferentially, thus reducing the time overhead of image retrieval effectively.
VI. CONCLUSION
Massive images are stored in the cloud, and users' privacy becomes a huge challenge. Aiming at this problem, this paper adopts the chaotic system based image encryption algorithm to encrypt the image, and indoor scenes are classified to reduce the retrieval time in this paper. For the situation that the traditional methods are too simple to reflect the similarity between images, the manifold ranking is also proposed to improve the retrieval precision. Finally, the homographybased matching algorithm is given to improve the accuracy of image matching. Future research will design a more stable and efficient image encryption system for cloud service, which can provide a new way for subsequent research on encrypted image retrieval and security of users' privacy. 
