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Study of Patching-based and Caching-based
video-on-demand in multi-hop WiMax mesh networks
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ABSTRACT
In this work, we study two cross-layer techniques, the Patching-based scheme (PS) and the Caching-based scheme (CS),
to provide video-on-demand (VoD) in the multi-hop WiMax mesh networks. PS consists of an efficient and lightweight
multicast routing technique as well as the Patching technique in the application layer. Although PS improves the scalability
of the system, the server has to launch extra Patching streams for later users in the multicast group. CS caches the video
content in the subscribe stations of the mesh network. The cached video data can be used to accommodate later request. Both
approaches employ a novel joint solution of admission control and channel scheduling for video streams in the lower layer.
This joint solution guarantees the data rate for the admitted video streams, which is crucial for real-time video streaming
application. We used simulation to study the performance of PS and CS under real system settings. Copyright © 2010 John
Wiley & Sons, Ltd.
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1. INTRODUCTION
Video data have become an inseparable part of many applications with the rapid advances in networking technology.
In particular, video-on-demand (VoD) is a core technology
for important applications such as digital libraries, distance
learning, public information systems, electronic commerce,
and entertainment, just to name a few. A typical VoD service
allows remote users to playback any video from a large collection of videos stored on one or more servers. In response
to a service request, a video server delivers the video to the
user in an isochronous video stream.
In this work, we are interested in supporting VoD
service in multi-hop WiMax mesh networks. The IEEE
802.16 standard [1], also commonly known as WiMax, is a
standards-based technology that enables the delivery of last
mile wireless broadband access as an alternative to cable
and DSL. Compared with the wired solution, 802.16-based
technologies more favor the rural area as they scale well and
can deliver high data rate wireless connectivity at reasonable
cost. It also enables a wide range of mobile applications.
A WiMax network consists of a Base Station (BS) and
multiple Subscriber Stations (SS). The mesh BS acts as the

Copyright © 2010 John Wiley & Sons, Ltd.

gateway for SSs to access external networks. Each SS is
an access point which aggregates data traffics of end users
using other protocols such as 802.3 or 802.11. A WiMax
network can operate under two modes. The first mode is
the Point-to-Multipoint (PMP) mode. In PMP, all the SSs
directly connect to the BS through a single-hop wireless
link. In other words, the PMP mode requires that each SS
be within the Line of Sight (LOS) of a BS. The second
mode is the mesh mode, in which a SS can communicate with either the BS or other SSs through multi-hop
routes. The mesh mode extends the coverage of the network and is able to support non-LOS transmission. The
mesh mode is an instance of the wireless backhaul networks. In this paper, we focus on the mesh mode. In the
mesh mode, SSs and BSs use scheduling trees for routing.
A scheduling tree is a spanning tree built upon the physical
topology of the mesh network. The root of a scheduling tree
is the mesh BS. A scheduling tree is built and maintained as
follows. Active nodes in a mesh network periodically broadcast Mesh Network Configuration (MSH-NCFG) messages.
Each MSH-NCFG message contains a Network Descriptor
that includes configuration information of the mesh network. A new node searches for active networks by listening
357
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Fig. 1. An example of the WiMax mesh network and its scheduling tree.

to MSH-NCFG messages. From all the possible neighboring nodes that advertise MSH-NCFG messages, the new
node chooses one as its sponsor node. Then the new node
sends a Mesh Network Entry (MSH-NENT) message with
registration information to the mesh BS through its sponsor
node. Upon receiving the registration message, the mesh BS
adds the new node as the child of the sponsor node and then
broadcasts the updated network configuration to all the SSs
in the network. Figure 1 depicts a WiMax mesh network
and the corresponding scheduling tree.
The channel scheduling mechanisms of WiMax are
as follows. WiMax uses Time Division Multiple Access
(TDMA) for BSs and SSs to access radio channels. A channel is divided into frames. A frame consists of a control
subframe and a data subframe. Each frame is further divided
into mini-slots for transmission of user data and control
message. The data subframe mini-slot allocation is carried in the last control subframe. The mesh mode has two
types of channel scheduling schemes: distributed scheduling and centralized scheduling. In distributed scheduling,
SSs are peers and they compete for transmission opportunities based on pseudo-code random election algorithm. In the
centralized scheduling, BSs determine the allocation of the
minislots dedicated for centralized scheduling among all the
stations. The centralized and distributed scheduling algorithms can work simultaneously and independently if both
are assigned dedicated mini-slots. More details of the messages and signaling mechanism for transmission scheduling
can be found in Reference [1].
In this paper, we consider a typical scenario of providing VoD service in residential or business networks with a
wireless backhaul, where video servers are connected to a
mesh BS with high speed wired link. Streaming requests are
generated from end users of each SS. Since end users access
video servers through the mesh BS, we focus on centralized
channel scheduling in BS. An open research problem of the
centralized scheduling is that WiMax does not specify how
to assign mini-slots to different stations. In this paper, we
propose a technique that jointly solves the admission control problem and the channel scheduling problem. Our joint
solution fully utilizes the bandwidth resource and can thus
358

guarantee the required data rates of the admitted multimedia
streams during the entire streaming period. The proposed
algorithm is also compatible with the general centralized
scheduling for other types of traffics (e.g., HTTP, FTP, and
VoIP) in the same network.
In order to achieve real VoD service for a large user community in resource limited networks, periodic broadcast [2],
and multicast are proposed to cope with the scalability issue.
Although periodic broadcast favors very popular videos, it
constantly consumes large amount of bandwidth on each
link of the mesh network. This is not desirable for less popular video. Furthermore, WiMax-based mesh networks are
generally not dedicated for video streaming; instead, they
typically also support other applications such as VoIP, web
browsing, and file transfer.
An alternative is to multicast the video on demand. However, this strategy would require an early request to wait
for more requests for the same video before the multicast
could be shared. If users making the earlier request are kept
waiting too long, they are likely to renege. Moreover, since
many requests are likely to be forced to wait, only near
VoD can be achieved. To address this dilemma, we introduced a technique called Patching [3] in our previous work.
We choose Patching as the application level multicast technique because of its centralized flavor, which can be easily
employed on top of the centralized admission control and
the channel allocation scheme. We propose protocols for
networking level multicast to support the application layer
Patching as well.
The difference between this paper and our previous works
[4,5] is that we propose a Caching-based scheme to further
improve the aforementioned techniques. A class of video
Caching-based multicast techniques [6,7] has been shown
to be scalable for VoD service. With the video data temporarily cached in the network, a client can join a multicast
at their specified time and still see the entire video without
consuming any server bandwidth. In this work, we explore
the Caching-based VoD service in the multi-hop WiMax
mesh networks. We assume that the SS has the capability
of caching the ongoing video data. The cached data could
be used to accommodate the later user requests.
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A SS caching the beginning part of the video can be considered as a video source, since the later user requests can
get the entire video from this SS. Assume a FIFO buffer is
employed at the SS. When the beginning part of the video
has been discarded, the SS can still provide partial video to
the later user requests. In general, a later user can attach to
multiple SSs with different video contents in their buffer.
As a simple example, a user can receive the beginning of
a video through a long communication path and fetch the
rest of the video from a nearby SS simultaneously. By using
two video sources, we can take advantage of both Patching
and video caching. In this approach, the Patching stream is
not generated from the video server but a SS in the WiMax
mesh network. However, it is challenging to find the nearest SS which caches the required video content. In order
to minimize the communication cost of the video caching
approach, the physical topology of the network needs to be
considered. Based on the aforementioned motivation, we
propose a distributed solution for user to efficiently utilize
the cached video data.
The remainder of this paper is organized as follows. The
system model is studied in Section 2. In Section 3, we propose the Patching-based scheme in details. We present the
Caching-based approach in Section 4. The simulation study
of the proposed approaches is given in Section 5. We discuss the related works in Section 6. Finally, the concluding
remarks are given in Section 7.

VoD in multi-hop WiMax mesh networks

transceiver, the node cannot transmit and receive
simultaneously.
• Secondary constraint: Links do not share a common
node will interfere with each other, if at least one of
their corresponding transmitter or receiver nodes are
within the range.
The secondary constraint depends on physical layer
parameters and capabilities. Note that in wireless mesh networks, we can adopt techniques like directional (e.g. beam
forming) antennas to minimize the interference caused
neighboring links. By carefully planning the locations of
BS and SS nodes, interference among neighboring links can
be greatly reduced. Another way to mitigate the secondary
constraint is to use different channels with orthogonal frequency band or spread spectrum coding all nodes within the
two-hop neighborhood. In this paper, we only consider the
primary constraint for link activation. This means each node
can only activate either an incoming or an outgoing link at
any time. Let N (i) denote the set of incoming and outgoing
links of node ni . The required data rate of link l is denoted
by rl , and we call r = {r1 , . . . , rL } as the required trafﬁc pattern of the network. The fraction of time that link l needs
to be activated is denoted asf1 = rl /wl . Let f = (f1 , ..., fL ).
The following constraints are the necessary condition for a
feasible r:


l:l∈N(i)

2. SYSTEM MODEL
We consider a WiMax mesh network that consists of one
mesh BS node and N mesh SS nodes. Nodes are labeled
asj = 0, ..., N. Specifically, the BS node is labeled as node
0. There is a link (i, j) between node i and j when they
are within the transmission range of each other. The mesh
topology can be represented by a graph G = {N, L}, where
N = {0, 1, . . . , N} and L = {1, 2, . . . , L} labels all the
links. Assume link l has a bandwidth of wl bps. We focus
on the centralized scheduling of the IEEE 802.16 mesh
mode, where a scheduling tree rooted at the mesh BS is
constructed for the routing path between each SS and the
mesh BS, and the BS acts as the centralized scheduler that
determines the transmission and reception of every SS in
each minislot. Denote a scheduling tree by T = {n0 (h0 ,p0 ),
. . . ,nN (hN ,pN )}, where hi denotes the number of hops from
node ni to the mesh BS n0 , and pi is the parent node of ni .
The mesh BS is indexed by (0, 0). We denote the path from
ni to the mesh BS by Pi . Let LT be the set of links that belong
to the scheduling tree T.
Unlike the wired link, the wireless link has some
unique characteristics. For example, an active link may
interfere or conflict with other links using the same channel. There are two types of constraints in wireless mesh
networks:
• Primary constraint: If each node has a single radio
transceiver, due to the half duplex nature of the

fl ≤ 1,

∀i ∈ N

(1)

It has been shown in Reference [8] that Equation (1) is
also the sufficient condition for scheduling down link unicast streams from BS to each SS. We further point out that
Equation (1) is sufficient for any feasible traffic pattern r in
a WiMax mesh network with tree topology.
Theorem 1. Assuming that only primary constraints exist
in WiMax mesh network, Equation (1) is the necessary and
sufﬁcient condition for a feasible trafﬁc pattern r.
Proof: The proof of necessary condition is from the deﬁnition of primary constraints.
Let K be the number of minislots in a channel scheduling period. Assume all minislots are dedicated for downlink
centralized scheduling. We can choose a large enough K
such that al = K fris an integer for every l ∈ LT . We prove
the sufficient condition by constructing the multi-graph
scheduling tree Tm corresponding to a scheduling tree T.
Tm has the same node set as T, with a link l ∈ LT represented by al edges in Tm between the same endpoint nodes.
Figure 2 illustrates an example of a multi-graph scheduling
tree.
We note that the number of minislots that we need to
satisfy the traffic pattern r is the chromatic index of
Tm , which is the minimum number of colors needed to
color the edge in Tm , such that no two edges incident on
the same node are assigned the same color. Notice that
Tm is a bipartite graph where node i with an odd hi is
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Fig. 2. Illustration of the construction of the multi-graph scheduling tree.

in a set and node j with an even hj belongs to another
set. From the graph theory we know that for bipartite
graph, = , which isthe maximum degree of a node.
We have  = maxi∈K l:l∈N(i) al . Note that Equation (1)


implies that
a = l:l∈N(i) fl K ≤ K, from which
l:l∈N(i) l
we have ≤ K. This means we can schedule the traffic
pattern r in a scheduling period. Thus, Equation (1) is a
sufficient condition for schedulability of r.

We first consider the case that all the video streams are
unicast. In this case, routing is done by the scheduling tree.
In order to guarantee the data rate of all admitted streams,
the admission control scheme should be jointly considered
with the channel scheduling problem.
The mesh BS has to support the profiled data rate of
each requested video. Otherwise the video quality will be
distorted. The data rates of the video streams are usually
characterized as variable bit rate (VBR) [9]. We can analyze
the distribution of the data rate r for a particular video stream
and request a data rate r* such that Prob(r* ≥r) = 0.9. This
means that if the BS admits the request, it should guarantee
the data rate of the stream at least 90% of time.
We define a data rate request of the kth video stream of
node ni as bi (k) bps, the number of data rate requests of
ni as Ki , and bi = {bi (k) | k = 1, . . . ,Ki }. The mesh BS then
collects the set of data rate request (i.e., bi ) of each SS node.
We define B = {bi | i = 1, . . . , M}. The mesh BS decides to
admit or postpone each individual bi (k). The mesh BS also
calculates the transmission schedule and distributes them to
all the SSs.
For SS ni , define xi as its admission vector, which is a
binary vector with Ki elements, where the kth element is
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1, if stream k of node i is admitted,
0, otherwise.




i:l∈Pi

k∈Ki

xi (k)bi (k)

(2)

Using Equation (2) to substitute the fl in Equation (1),
yield,





(1 wl ) ·




i:l∈Pi

xi (k)bi (k) ≤ 1, ∀i ∈ N

k∈Ki

(3)

3.1. Admission control for unicast





fl = (1 wl ) ·

l:l∈N(i)

3. PATHCING-BASED VOD
APPROACH

xi (k) =

Let x = (x1 , . . . , xM ) denote the admission matrix of all
the SSs. Therefore, fl can be calculated as:

Based on Theorem 1, the necessary and sufficient condition that x is schedulable is Equation (3). We design the
centralized admission control scheme as follows. We store
all the waiting requests into a queue wqueue in the order of
their arrival time. The request in wqueue is severed FIFO.
All the running streams are stored in another queue called
rqueue. Therefore, x is decided by wqueue and rqueue. The
detail process is described in Algorithm 1.
Algorithm 1 Joint Admission Control and Channel
Scheduling
1. For i = 0 to end of wqueue
2.
if (accepting wqueue[i] violates (3))
3.
postpone wqueue[i]
4. else
5.
rqueue.add(wqueue[i]) // admit request
6.
wqueue.dequeue(i)
7.
increase f
//consume bandwidth
8. For i = 0 to end of rqueue
9.
if(rqueue[i] is done)
10.
rqueue.dequeue(i)
11.
reduce f
// release bandwidth
12. Generate the schedule based on rqueue.

Algorithm 1 guarantees that x satisfies all the constraints
in Equation (3). In line 2, we only need to check if adding
the new stream violates the constraints on the path of the
requested stream. Thus line 2 has O(N) comparisons. Line
7 and 11 increases and reduces the bandwidth by updating corresponding f l in f, where l belongs to the path of
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the request stream. In line 12, we generate the schedule
by greedy-coloring the edges in the multi-graph scheduling tree constructed based on Theorem 1. In practice, since
the stream data rate is VBR, at each scheduling period, the
instant data rate of the video stream may be larger or smaller
than the required data rate. If the instant data rate is below or
equal to the required data rate, it will be fully satisfied. After
we schedule the required data rate for all streams, the extra
remaining minislots will be assigned to the streams whose
instant data rate exceeds its required rate in that scheduling
period.
It is worth mentioning that there may be other centralized channel scheduling algorithms running simultaneously
in the WiMax network, supporting other types of traffics.
Algorithm 1 is compatible with these algorithms. We can
have certain number of dedicated minislots for the VoD
application in each station. In this way, Algorithm 1 is
independent of other types of traffics. Alternatively, several
centralized algorithms could share certain amount of minislots in each station. They need to keep each other updated
on the bandwidth consumption information. We omit the
detail here since it is out of the scope of this paper.

3.2. Multicast routing
We propose an efficient and lightweight multicast routing
scheme that serves as a generic solution for WiMax mesh
networks. The scheme is based on top of the scheduling tree.
The advantage is that we make use of the existing scheduling
tree which is well maintained by the mesh BS. There is
no extra maintenance overhead for the proposed multicast
routing. The drawback is that we neglect the links not in the
scheduling tree, which may lead to more efficient multicast
trees. We will study this approach in our future research.
Formally speaking, for any multicast tree Tmu and∀l ∈ Tmu ,
we have l ∈ LT . Therefore, a multicast tree is a subtree of the
scheduling tree. Since the multicast stream originates from
the mesh BS, the corresponding multicast tree is rooted at
the mesh BS.

VoD in multi-hop WiMax mesh networks

we can minimize the join cost by minimizing h(i,j). Given
a request generated from a SS node i, Algorithm 2 outputs
the node nj at which the request should join the multicast.
The basic idea of the algorithm is to find the nearest ancestor in the multicast tree. We have the following result for
Algorithm 2.
Theorem 2. Algorithm 2 minimizes the join cost for a
request generated from SS ni .
Proof: If ni is in the multicast tree, then the join cost is zero,
which is the ﬁrst two lines of Algorithm 2.
If ni is not in Tmu . Algorithm 2 finds ni ’s nearest ancestor
in the multicast tree. We prove it by contradiction. Assume
the optimal nj (j = i) is not the ancestor of ni . Recall that
Pj denotes the path from SS nj to the BS. If ni is in Pj , ni
must be in the multicast tree, which is a contradictory. If ni
is not in Pj , then there exists a node nk in the scheduling
tree such that nk is the ancestor of both ni and nj (in the
extreme case, k = 0) and nk is in the multicast tree. Since the
routing only considers links in the scheduling tree, we have
h(i,j) > h(i,k), which is contradictory to the assumption that
nj is the optimal node. Therefore, the optimal node must be
ni ’s nearest ancestor in the multicast tree.
We now consider how to leave a multicast group. Generally, a user can choose to leave a multicast group at anytime.
Algorithm 2 handles that a user of SS ni leaves a multicast
tree Tmu . The basic idea is if a link in the multicast tree
only serves this user, we should remove the link from Tmu .
The corresponding bandwidth consumed in this link is also
released. Otherwise, the user is removed without affecting
the multicast tree.
Algorithm 3 Leave Multicast
1. remove leaving user from the multicast group
2. k = i
3. while(k is a leaf of Tmu AND no user from k is in Tmu)
4. remove link(k, pk) from Tmu
5. k = pk
6. return

3.3. Adopt patching in mesh network
Algorithm 2 Join Multicast
1. if(node i belongs to Tmu)
2. return i
3. k = i
4. while ( k != 0) do
5.
if(node k belongs to Tmu)
6.
return k
7. k = pk
// trace to parent
8. return k
// trace up to BS

Consider a request generated from node i. Our multicast
join algorithm identifies the node nj that minimizes the cost
of joining the multicast tree. The number of hops (i.e., wireless links) between two nodes i and j in the scheduling tree is
denoted as h(i,j). We note that a stream consumes identical
bandwidth in each link. As a result, the actual bandwidth
cost of joining the multicast at node j is proportional to
h(i,j). We refer to this bandwidth cost as the join cost. Thus,

In this section, we employ the idea of Patching to let the later
users join an earlier multicast group. We first extend the
joint admission control and channel scheduling algorithm
for unicast to support Patching and then explore the physical layer multicast to further improve the physical channel
utility. Our solutions still guarantees the data rate for all the
admitted users.
3.3.1. Data rate guarantee for patching.
In previous section, we present the admission control for
unicast video stream. Similarly, the multicast admission
decision should consult the lower layer bandwidth consumption situation in order to guarantee the data rate for the
multicast steams. Even if there is a multicast group available for a later request, we do not admit it if the network
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does not have enough residual bandwidth for the multicast
and Patching streams. We formulate the bandwidth capacity constraints for Patching as follows. For the ith multicast
group, let Tmu (i) denote the multicast tree, ai denote the
required data rate of the video streams of this multicast
group (i.e., the scheduler should reserve ai bandwidth for
both the multicast stream and the Patching streams in this
multicast group) and Pch(i) denotes the set of the paths of
the ongoing Patching streams. We use Mi = {Tmu (i), ai ,
Pch(i)} to represent a multicast group. For a mesh network
with N simultaneous multicast groups, denote the multicast
solution M = {M1 , . . . , MN } as the set of all the ongoing
multicast groups in the network. Notice that M is built and
maintained by Algorithm 2 and Algorithm 3. The fraction of
time that link l needs to be activated can be characterized as



fl = (1 wl ) · (


i:l∈Tmu (i)

ai +


i:l∈p,p∈Pch(i)

ai )

(4)

where p ∈ Pch(i) is the path of Patching stream in Mi .
Substituting fl in Equation (1) by Equation (4) yields,





l:l∈N(i)

(1 wl ) · (


i:l∈Tmu (i)

ai +


i:l∈p,p∈Pch(i)

≤ 1,∀i ∈ N

ai )
(5)

From Theorem 1, we can derive the following corollary.
Corollary 1: If there is only the primary constraint in
WiMax mesh networks, (5) is the necessary and sufﬁcient
condition for a feasible multicast solution M.
We refer to the WiMax version of Patching as WiPatching and sketch it in Algorithm 4 which is an extension of
Algorithm 1. Besides maintaining the request waiting queue
wqueue and running queue rqueue, we also need to update
the current multicast solution M in the network. For each
request in the waiting queue, we check if the corresponding
new M after admitting this request violates the constraints
in Equation (5), while the new M is generated by Algorithm 2. If any ongoing user leaves, we use Algorithm 3 to
update the multicast solution for its multicast group. Similar
to Algorithm 1, in line 12, we can generate the multi-graph
based on M and assign the minislots accordingly. For simplicity, we omit the assignment and release of bandwidth
for Patching stream in this algorithm.
Algorithm 4 WiPatching
1. For i = 0 to end of wqueue
2. Use Algorithm 2 to update M for wqueue[i].
3.
if (new M violates (5))
//postpone request
4.
Resume M.
5. else
6.
rqueue.add(wqueue[i]) // admit request
7.
wqueue.dequeue(i)
8. For i = 0 to end of rqueue
9. if(rqueue[i] is leaving)
10.
rqueue.dequeue(i)
11.
Update M by Algorithm 3
12. Generate the schedule based on M.
362

3.3.2. Physical layer multicast.
One more way to save bandwidth is to take advantage
of the physical layer multicast. Assume node i, j, k are in
the same multicast tree, node j, k are children of node i.
If multicast stream from ni to nj and ni to nk share the
same minislots, the bandwidth consumption of the multicast can be reduced by half. WiMax supports this kind of
multicast. The WiMax standard [1] defines the multicast
connection in PMP mode in one hop range, and the Connection ID (CID) used for the multicast service is the same
for all SSs that participate in the multicast. We can adopt
this physical layer multicast feature in the mesh mode. In
practice, the antenna beam of a station should only cover
all its children in the scheduling tree, which facilitates the
physical multicast but does not introduce the secondary constraint into the networks. We call this enhanced technique
as WiPatching + .

4. CACHING-BASED APPROACH
4.1. Video caching model
We assume that a video is transmitted as a sequence of
equal-sized blocks. A block may contain many video
frames (e.g., I, P, or B frames in MPEG format). Each
SS is equipped with a local storage to cache the recent
blocks. The caching space is organized as an array of
chunks, each of which caches data from a particular video
stream currently passing through the SS. The size of the
chunk should be very small compared to the size of the
whole video. The number of chunks (i.e., the maximum
number of concurrent buffered video streams) is relevant
to both the memory size and bandwidth. We argue that
since the memory is much less expensive than the wireless
bandwidth, the number of chunks is constrained by the
network bandwidth. The memory of a chunk is released if it
is not used by any downstream user. The block replacement
policy is in FIFO. As a video stream passes through a
sequence of SSs in the scheduling tree, each SS caches the
video block into a fixed-size FIFO chunk. Let B denote the
size of the chunk in number of blocks.
In previous Internet video caching schemes [6,7], because
of the long propagation latency in the Internet, each caching
agent typically has different video contents for the same
video session. However, the propagation delay of wireless
signal between SSs and the number of hops of a video session in wireless mesh is relatively small compared to delay
in the Internet. The SSs are highly likely caching similar
content for a video session. Moreover, there may be multiple concurrent multicast video sessions of the same video,
each of which is at different playback times. Consequently,
a SS may have multiple chunks caching different blocks of
the same video.
4.2. Communication cost minimization
A user request in our system contains a video id and a block
id of the particular video. Let bq denote the qth block in
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the sequence. A user request containing bq indicates that
the user would like to watch the qth block as well as the
rest of the video. This is to support normal playback as well
as VCR-like interactions for VoD applications. If the users
want to watch from the beginning of the video, they can
request the first block of the video. In the case of VCRlike interactions such as fast forward or fast rewind, if the
user fails to find the target video block in its local buffer,
a request can be sent out with the particular target block
id. To accommodate a video request, a SS should have the
requested block cached in its storage. As the video keeps
streaming, the SS will forward the rest of the video to the
user. Consider a SS ni accommodating a video request generated from a user associated to SS nj . Since the bandwidth
consumptions of a video stream in each link are identical,
we define the communication cost of transferring the cached
video from ni to nj as the number of wireless links between
ni and nj in the scheduling tree, which is denoted as h(i,j).
Lemma 1: If the network propagation delay is negligible, the video blocks cached in ni are also cached in its
ancestors.
Proof: If nj is the ancestor of ni in the scheduling tree,
nj ∈Pi . Since SS accesses the video server through mesh BS,
the video stream should follow the path Pi . Therefore, the
video blocks cached in ni has passed through nj . Assume
the propagation delay between nj and ni is t. To simplify
the proof, we assume the video streaming is CBR trafﬁc,
the time of transmission a video block is tb . Since b will
be discarded from the FIFO chunk after tb · Btime, as long
astb · B > t, the block b is still cached in nj when it appears
in ni . Therefore, if the propagation delay is negligible, the
video blocks cached in a SS are also cached in it ancestors.
The network propagation delay is the aggregation of signal propagation delay and queuing delay in each link. Since
the signal propagates in light speed, if the queuing delay is
relatively small, the network propagation delay is negligible
compared to the transmission time of the cached video. In
other words, the assumption of Lemma 1 is valid in cases
in which the network is not congested.
Consider a user attached to SS ni requests to view a video
starting from block bq . If bq is cached in ni , the required
video stream is passing through SS ni . Thus the user can
get the video directly from ni without any communication
cost in WiMax mesh backbone. If bq is not cached in ni , we
propose to use Theorem 3 to get the required block.
Theorem 3: Assume a user attached to SS ni requests to
view a video starting from block bq which is not cached in
ni . To minimize the communication cost of transfer the video
block, user can only get the video stream from the nearest
ancestor of ni which caches the video block bq .
Proof: We proof it by contradiction. Assume the optimal nj
is not an ancestor of ni . Recall that Pj denotes the path
from SS nj to the BS. If ni is in Pj , ni is the ancestor of
nj . According to Lemma 1, ni should have bq cached in the
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storage, which is contradictory. If ni is not the ancestor of nj ,
according to the property of a tree, there should exist a node
nk (nk can be the mesh BS) which is the common ancestor
of ni and nj . Since bq is cached in nj , it also can be found
in nk based on Lemma 1. Since the routing only considers
links in the scheduling tree, we have h(i,j) > h(i,k), which is
contradictory to the assumption that nj is the optimal node.
Therefore, the optimal node must be ni ’s nearest ancestor
which caches the required video block.
4.3. Distributed cache utilization
According to Theorem 3, if a user request received at SS ni
cannot be accommodated by ni itself, it should trace up to the
ancestors of ni . Consider the case that a user requests block
bq . The nearest ancestor containing bq is nj , Assume the
entire video has n blocks. Since the user wants to watch the
video starting from bq , the communication cost of choosing
nj to accommodate the request is
Cj = h(i, j) · (n − q + 1).

(6)

Equation (6) is the product of the communication cost
of transferring video between ni and nj and the number of
video blocks to be transferred. We use this to evaluation the
communication cost of a video request.
Instead of relying on only one SS, the user can take advantage of the fact that multiple streams of a video can be
transmitted and cached in the network simultaneously. Suppose there is another ancestor nk which has cached block
bp (i.e., p > q and h(i,j) > h(i, k)). In this case, the user only
needs to get the blocks between bq and bp−1 from nj . At the
same time, it fetches bp and the rest of the video from nk .
Similar to the Patching technique, the user starts to playback
the video from nj while buffering the video data from nk .
When the user reaches the skew point (i.e., bp ), the buffered
data from nk is used to continue the playback. In this case,
we refer to nj as Patching SS and nk as Regular SS. The video
streams generated from the Patching SS and Regular SS are
called Patching Stream and Regular Stream, respectively.
We define the communication cost of this case as
Cj,k = h(i, j) · (q − p) + h(i, k) · (n − p + 1)

(7)

where the component h(i, j) · (q − p) is the communication
cost of the Patching Stream. Since h(i, j) > h(i, k), we have
Cj > Cj,k . This indicates that using Patching Stream could
reduce the communication cost of a video request.
Although using more than one Patching SS could further reduce the communication cost defined in this paper,
it introduces multiple simultaneous video streams (i.e., one
Regular Stream and several Patching Streams) to the network. We think too many Patching streams for a particular
video will likely consume too many resources and thus jeopardize other sessions. Therefore, in this paper, we propose
to use only one Patching Stream. To reduce the duration
of the Patching Stream, we introduce a threshold called
Patching Window (PW). In the upper mentioned example,
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Table I. Fields in user request.
vid
rbid
pbid
rSS
src

Request video id
The ﬁrst block id requested
The ﬁrst block id requested after Patching
Regular SS id
Request’s source SS id

if PW < p − q, nk can not be selected as Patching SS; otherwise the Patching Stream from nk will last too long. The
PW is a system design parameter. As the extension of the
caching scheme, each SS in the path caches the video blocks
in the on-going Regular Stream and Patching Stream. The
cached Patching Stream can only be used to serve the Patching Stream of later request.
Based on the insight obtained from our theoretical study,
we propose a distributed scheme to utilize the video cached
in the WiMax-based mesh network. To facilitate the use of
Patching SS, the user request is redesigned. The fields in
the user request are listed in Table I. The field rbid contains
the block id from which the user wants to start playback.
If a Patching SS is employed for a user request, the pbid
indicates the first block id from the Regular SS. The video
blocks between rbid and pbid are provided by the Patching
SS. The initial values of pbid and rSS are empty. If pbid is
valid, that means the request is looking for a Patching SS.
The source SS of a request is the SS which the user connects to. Upon arriving a SS, the user request is handled
by the process sketched in Algorithm 5. Basically, the SS
checks its storage for the requested video id and block id.
If the request can not be accommodated, the SS passes the
request to its parent node in the scheduling tree. Since the
cached Patching Stream can only support a small part of
video, it can only be used to serve other Patching Stream.
Therefore, when we search the storage to decide the first
block of the Regular Stream (i.e., in line 10 and 13), only
chunks caching Regular Stream are considered. When we
try to accommodate the Patching Stream in line 4, chunks
caching both Regular Stream and Patching Stream can be
considered, as long as the required video segment can be
found in the storage. Please refer to the pseudo code for
more details.
Algorithm 5 Handle a Request (req) in a SS
1. if (vid is not cached)
2.
pass the req to pi
// to parent node
3. else if (pbid is not valid) // Patching is not used yet
4.
if (rbid is cached)
5.
send video starting from rbid
6.
else
7.
mbid = minimum block id cached
// can be Regular SS
8.
if ( mbid − rbid < PW )
9.
pbid = mbid
10.
rSS = id
11.
pass the req to pi
12. else
// looking for Patching SS
13.
if (video between rbid and pbid is cached)
send video between rbid and pbid to src
14.
15.
notify rSS to send video from pbid to src
16.
else
pass the req to pi
17.
364

4.4. Admission control for Caching-based
scheme
In this section, we propose the admission control and channel scheduling for the Caching-based approach based on
our theoretical result in previous section.
Denote the set of node in path from node i to node j
as Pi,j = {ni , . . . ,nj } and the corresponding set of link in
the path as Li,j . We use al as the fraction of time that
link l is activated under the current traffic load. According to equationf1 = rl /wl , al can be calculated given the
on-going aggregated traffic load in link l and its bandwidth.
Assume we have a video stream from ni to nj using path
Pi,j , and the required data rate of this stream is r. According
to Equation (1), the necessary and sufficient conditions that
this stream can be admitted without affecting other existing
traffic sessions are:


l:l∈N(k)

al +


l:l∈N(k)∩Li,j

r/wl ≤ 1,

∀k ∈ Pi,j (8)

The inequalities in Equation (8) reveal that we can check
if the streaming request meets the constraints in each node
of the streaming path based on the local information of
the node. If the request can pass the constraints check of
all the nodes in its path, it can be admitted. Based on this
observation, we design our distributed admission control
for the caching-abased VoD scheme as follows.
Each node in the network monitors the data rate of the ongoing traffics, no matter it is a real time traffic (e.g., video
stream) or a best-effort traffic. The node then updates the al
of its links accordingly. When a user of our VoD application
find the target SS by using our caching utilization scheme,
it sends out a rate request packet to the SS. Each node
in the path of this rate request packet checks whether its
constraint in Equation (8) is violated by this request. If the
constraint check is passed, the node reserves the request rate
in corresponding links by updating al and forwards the rate
request packet to the next hop. If the constraint is violated,
this node sends back a reject packet to the user, and the user
waits certain time period and send out the rate request packet
again. Meanwhile, all the intermediate nodes receiving this
reject packet release the reserved bandwidth by updating
the al . If a node, who has forwarded the rate request packet,
does not receive the reject packet or observe the traffic of the
request stream after a time threshold, it releases the reserved
bandwidth for this request.

5. PERFORMANCE STUDY
The simulation study section consists of two parts. We first
report our result on the Patching-based scheme. Our result
reveals that the Patching-based scheme significantly outperforms the unicast approach. In the second part of the
simulation study, we compare the performance of the proposed video Caching-based scheme and the Patching-based
scheme. The simulation setup is described in the following
subsection.
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in the waiting queue. The requests not admitted at the end
of simulation are still counted. The average waiting time
evaluates whether the technique offers true VoD service.
The ideal waiting time for the VoD service is zero.
Since we focus to test the scalability of the schemes,
we do not test the VCR-like operation in our simulation.
We assume all user requests start from the beginning of the
video. For the value of the Patching Window, we use the proposed optimal Patching Scheme [23], which calculates the
optimal Patching Window given the average request arrival
rate. This scheme works well in our simulation.

BS

5.2. Performance study of the
Patching-based scheme

5.1. Simulation setup
We implemented the simulation code in C++. The simulation follows the discrete-event simulation model. In the
simulations, we considered a WiMax mesh network with
one BS and 15 SSs. Since the communication range of the
WiMax station is typically 3--5 km, we think that this topology can represent a network covering a residential area in
reality. The simulation topology (i.e., the scheduling tree)
is depicted in Figure 3. We assume there is a video server
connected to the BS and the video requests are generated at
SSs.
The network model in our simulation assumes the OFDM
Physical layer, which is employed in the WiMax standard. The PHY and MAC layer parameters of the WiMax
mesh network are summarized in Table II. In WiMax mesh
networks, the SSs typically are equipped with directional
antenna fixed on top of buildings with LOS connections
between each other. We thus assume the channel condition is static, with constant burst rate B. The bandwidth
capacity of links is chosen to be the same, which is w =
B
wl = T8nF s/N
≈ 59 Mbps, l ∈ LT [8]. The required streaming
data rate is randomly distributed between 0.6 and 1 Mbps,
which simulate streaming videos with different qualities of
resolution.
The performance metrics used in this study are the acceptance ratio θ and average waiting time τ. The acceptance
ratio θ is defined as:
Number of admitted requests
θ=
Number of submitted requests
This metric represents the capacity of the video server.
The waiting time of a request is the time that a request spends
Table II. Mesh network parameters in simulation.
Frame duration (TF )
No. of OFDM symbols/frame
No. of OFDM symbols/minislots (ns )
No. of minislots/frame (N)
No. of minislots/frame for downlink CSCH (NC )
No. of bytes/OFDM symbol (B)
Scheduling period (TS )

10 ms
1024
4
256
200
72
100 ms

We conduct comprehensive simulations to compare the performance of the WiPatching (WP), WiPatching+ (WP+)
and the joint admission control and channel scheduling for
unicast (AC). In our first test, we varied the request arrival
rate. Assume the service requests from all the SSs follow the
same Poisson arrival with arrival rateλ. For simplicity, we
round the arrival time of the requests arriving between the
ith and i + 1th minute to be i + 1 (i is an integer). Although
this approximation loses some accuracy, we think it is adequate to qualitatively simulate the system. We increasedλ
in order to challenge the VoD system. There are 20 different videos with the same length of 50 min. Each simulation
runs for 200 min.
We plot the result in Figures 4 and 5. Each point in the plot
is the average results of 1000 simulations. Figure 4 depicts
the curves of θ versus 1/λ, where 1/λ is the request interarrival time in each SS. The request arrival rate at the BS is
the sum of the arrival rate of each SS. The result in Figure
4 shows that the performance of AC is worse than WP and
WP + . We also see that WP+ outperforms WP when the
inter-arrival time getting small. When the acceptance ratios
of WP and AC decrease to 0.1, WP+ can keep the acceptance ratio above 0.6. This is because WP+ better saves the
bandwidth and is able to accept more requests. Figure 5
θ (Acceptance ratio) vs 1/ λ (Inter-arrival Time)
1
0.9

θ (Request Acceptance Ratio)

Fig. 3. Simulation topology.
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τ (Average Waiting Time) vs 1/ λ (Inter-arrival Time)
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θ vs 1/ λ with different number of videos
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Fig. 6. Acceptance ratio with different number of videos.
Fig. 5. Average waiting time.

τ vs 1/ λ with differnt number of videos

5.3. Comparison on the Patching-based
scheme and Caching-based scheme
In this section, we compare the performance of the PS
scheme and the CS scheme. Both schemes do not utilize
366

90

τ (Average Waiting Time) (minute)

depicts the average waiting time under different request
arrival rate. We observe that the result in Figure 5 perfectly
matches the results in Figure 4. As the acceptance ratio
decreases, there are more waiting requests, thus the average
waiting time becomes larger. Specifically, WP and WP+
provide an almost zeroτwith smaller inter-arrival time.
WP+ performs even better than WP. Our conclusion from
this test is that WP and WP+ extend the capacity of AC and
offer true VoD service under heavier request demand than
AC does, while WP+ is the best technique among the three.
The multicast technique shares video streams among
users requesting the same video, and can thus keep the
workload of the server (i.e., the aggregate request arrival
rate at the server) unchanged. If the requests for the same
video appear less frequently, the server has less chance to
use Patching. Assume the request is uniformly distributed
among all the videos. It is expected that if the number of
videos increases, the probability that two users request the
same video becomes lower, and the performance gain of
multicast will decrease. We conduct simulations to study
this effect by changing the number of video in the server.
The number of videos is set to be 10, 20, and 30. Other
settings remain the same as previous test.
Figures 6 and 7 depict the acceptance ratio and average
waiting time of WP and WP+ with different number of
videos, respectively. From both figures, we observe that
the performance of WP and WP+ decline as the number of
videos increases, which verifies the expectation. It is also
interesting to see that the worst performance of WP+ (i.e.,
with 30 videos) performs better than the best performance
of WP (i.e., with 10 videos). This further verifies the
efficiency of WP+.

WP+ 10 Videos
WP+ 20 Videos
WP+ 30 Videos
WP 10 Videos
WP 20 Videos
WP 30 Videos
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Fig. 7. Average waiting time with different number of videos.

the physical layer multicast in the simulation. There are 20
different videos with the same length of 50 min. Each simulation runs for 200 min. Each video block consists of 1 min
of the video. In our first test, we varied the request arrival
rate. Assume the service requests from all the SSs follow the
same Poisson arrival with arrival rateλ. For simplicity, we
round the arrival time of the requests arriving between the
ith and i + 1th minute to be i + 1 (i is an integer). Although
this approximation loses some accuracy, we think it is adequate to qualitatively simulate the system. We increasedλ in
order to challenge the VoD system. We set the cache chunk
size B to be 5.
We plot the result in Figures 8 and 9. Each point in the
plot is the average results of 1000 simulations. Figure 8
depicts the curves of θ versus 1/λ, where 1/λ is the request
inter-arrival time in each SS. The request arrival rate at the
BS is the sum of the arrival rate of each SS. As the interarrival time decreases, the acceptance ratio of both schemes
decrease. Although the acceptance ratio of CS decreases
earlier than the PS, the acceptance ratio of PS declines much
faster than SS. When 1/λ is 2.5, the acceptance ratio of PS
is below 0.2 while CS can have a more than 70% request
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θ vs 1/ λ with different B
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Fig. 10. Acceptance ratio of CS with different chunk sizes.

Fig. 8. Request acceptance ratio.
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Fig. 11. Average waiting time of CS with different chunk sizes.
Fig. 9. Average waiting time.

accepted. Figure 9 depicts the average waiting time under
different request arrival rates. We observe that the result in
Figure 9 perfectly matches the results in Figure 8. As the
acceptance ratio decreases, there are more waiting requests,
thus the average waiting time becomes larger. Specifically,
CS has much smaller waiting time than PS with high user
arrival rate. Our conclusion from this test is that Both CS
and PS has good performance with low request arrival rate
while CS also favors the high request arrival rate, thus is
more scalable than PS. The simulation result verifies that
the utilization of cached video can further extend the system
capacity than Patching under high request arrival rate.
We also studied how the chunk size B affects the performance of the CS. It is expected that larger cache space
could increase the chance to serve the request. Figures 10
and 11 depict the acceptance ratio and average waiting time
of CS with different chunk sizes, respectively. From both
figures, we observe that the performance of CS increases as
B becomes larger, which verifies the expectation. However,
the improvement is small. We think that this is due to VCRlike operations are not simulated. Since the request only

asks for beginning part of the videos, the buffers caching
other part of the videos are not utilized.

6. RELATED WORKS
Many researches have proposed admission control and
scheduling algorithms to provide QoS for applications in
mesh networks. In References [11] and [12], Call Admission Control (CAC) for VoIP in wireless mesh network has
been studied. In Reference [13], authors proposed a centralized scheduling with fixed routing to provide QoS in
IEEE 802.16 mesh networks. However, there is no guarantee on the data rate. In a recent published work [14], a
model of the capacity of the WLAN-based mesh is proposed
and verified by experimental studies. Based on the capacity
model, admission control scheme for VoIP calls is proposed
to fully utilize the capacity of the network while maintaining the QoS guarantee of each admitted call. The motivation
of Reference [14] is similar to this paper. However, since
the WLAN-based mesh network and WiMax-based mesh
network use different channel scheduling mechanisms, the
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capacity model of WLAN-based mesh network can not be
applied to WiMax-based mesh network.
Although there are many recently published works on
multicast and multi-path routing over wireless mesh networks, few of them particularly addressed the problem of
VoD over WiMax mesh networks. Authors of Reference
[15] propose a cross-layer framework for multicast throughput maximization in wireless mesh network. However, this
framework is not suitable for video streaming application,
where each stream requires certain data rate for continuous
video playback. Novel multicast routing metrics are proposed in Reference [16] and [17], but are only tested in
802.11-based mesh network.
A class of video Caching-based multicast techniques
[6,7] has been shown to be scalable for VoD service. With
the video data temporarily cached in the network, a client
can join a multicast at their specified time and still see the
entire video without consuming any server bandwidth. In
the Caching-based scheme, a client typically attaches to one
network proxy that having the cached data, while the target
proxy streaming the data to the client at the playback data
rate. These works focus on VoD applications in the Internet
and under the overlay network model. Physical topology of
the network is not considered.
Recently, file swapping-based schemes have been proposed for Internet VoD applications [18,19]. In these
peer-to-peer schemes, users (i.e., peers) share the cached
video with each other. Since users get video data from
multiple sources simultaneously, the data rate of each communication pair does not have to be the playback rate.
Though these schemes are suitable to the Internet environment, there are some shortcomings. Since the multicast
topology is not well designed and few efforts have been
put into the study of rate control, these schemes are not
bandwidth efficient. Moreover, powerful catalog service
is required to facilitate the video block searching. Therefore, the file swapping-based scheme needs to be further
explored, before being applied to the wireless mesh network.
It is interesting to note that many works [10,20--22] are
proposed to optimize the quality of a unicast video session in wireless mesh networks. In these works, multiple
description coding or scalable coding are employed to take
the advantage of path diversity in wireless mesh networks.
Some of these works [10,20,22] also apply the famous ratedistortion theory in their optimization framework. Unlike
these works, we are interested in improve the scalability of
the multicast of a VoD system.

7. CONCLUSION
In this paper, two scalable video-on-demand (VoD) schemes
are studied in the WiMax-based mesh networks, namely the
Patching-based scheme (PS) and the video Caching-based
scheme (CS). Both schemes employ the cross-layer design
methodology to improve the scalability of the VoD service
in a wireless environment. Specifically, a joint admission
368

control and channel scheduling scheme has been proposed
and adopted by both schemes to guarantee the rate of the
video stream. PS adopted a light-weight multicast routing
to facilitate the Patching in the application layer. On the
other hand, CS takes advantage of the caching capability
of the WiMax station and use a distributed cache utilization
approach to share video streams in the network. We use simulation to study the performance of the proposed schemes.
Simulation results reveal that both schemes improve the
scalability of the networks. The simulation study also shows
that CS outperforms PS by trading off extra in-network
storage.
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