We propose two novel notions in this paper: the rst is that machine learning techniques can be used to solve the problem of query size estimation and the second is a new generic algorithm to correct the training set of queries in response to updates. The main advantage for machine learning is that no database scan is required to collect statistics for query size estimation. The training set correction algorithm is useful in that it allows us to \re-vitalise" some existing query size estimation methods whose performance previously deteriorated in the presence of high update loads. A by-product of this is that the length of training sets can be xed { the size of the training set determines the level of error in query estimation. Our experimental results show that (1) the machine learning technique is superior to a recent curve tting method in approximating query result sizes and (2) the machine learning technique still performs as well after the correction algorithm is applied.
Introduction
Query optimisers for database systems aim to determine the most e cient query execution plan to be executed by the database system. Choosing an ecient plan relies on cost estimates derived from the statistics maintained by the underlying database system. Work by 10] pointed out that inaccurate estimates derived from such statistics may cause the optimiser to choose a very poor plan. Although the initial error might be negligible for the rst subplan (such as the rst join/selection), the subsequent errors (errors in the next subplans) can grow very rapidly (i.e., exponentially). Good estimates for the cost of database operations are thus critical to the e ective operation of query optimisers and ultimately of the database systems that rely on them. This paper proposes a novel method to improve such cost estimation.
There has been a considerable amount of work on the issue of selectivity estimation over one and a half decades 19, 5, 6, 16, 11, 9, 14, 15, 13, 7, 20, 4] . This previous work can be classi ed into four categories 20, 4] , namely non-parametric, parametric, sampling and curve tting. Let us brie y describe each of them; the reader can nd more details in the references given above.
The non-parametric method is table-or histogrambased 16, 15] . A histogram is built by dividing an attribute domain into intervals and counting the number of tuples which fall into the ranges of the intervals. The method requires scanning an entire relation to build up the histogram and the performance (the accuracy of the size estimation) will not be satisfactory if the number of intervals used is too small.
The parametric method 19, 5, 6 ] is one which depends upon underlying assumptions about the data distribution (e.g. uniform, normal, Poisson, Zipf, etc.). The method will give accurate query size estimates if the actual data distribution follows the a priori assumption. In reality, data distributions in real databases may not t well with the assumptions and, consequently, the quality of the size estimates could be unreliable.
The sampling method 13, 7] has recently received considerable interest. The accuracy of this method depends upon the size of samples; the higher the sample size, the better the estimation. Given complex queries which consist of several selection and join operations, the method may require a nontrivial amount of time to do a number of samplings (perhaps one for each operation). Compared with other estimation methods which require no extra delay for the samplings, this could be a signi cant disadvantage.
The curve-tting method 20, 4] is based on polynomial regression to nd the best-t set of coe cients to minimise the criterion of least-squared error.
The curve tting method proposed by 20], scans entire relations and uses regression to determine the distributions of attribute values in each relation. This approach is e ective only for low-update database systems. That is, as long as the distributions of attribute values remain xed, the method performs satisfactorily. However, if the distributions change considerably, then the quality of the size estimates may deteriorate signi cantly.
The curve-tting method proposed by 4] uses query feedback to construct cost estimation functions.
It uses queries of the form low a1 high, where a1 is an attribute, and the result sizes of the queries as the basis for regression. An advantage of this method over others mentioned above is that it requires no scan over the database to build up statistics. As more and more queries have been processed and their feedback becomes available to perform regression, the method will give more accurate query size estimation.
However, this second curve tting method, adaptive selectivity estimation (or ASE) has problems in dealing with updates. The method uses \fading weights" to gradually reduce the signi cance of old query feedback in query size estimation. However, ne-tuning for the best set of fading weights is a difcult optimisation problem.
The method that we propose in this paper aims to overcome most of the di culties mentioned above. Our overall approach is to derive size estimation functions using machine learning techniques. Speci cally, we proceed as follows:
1. use feedback from a training set of queries to construct a model tree (or regression tree) 3], 2. when we need to estimate the result size of a given query, determine three most similar queries to the given query from the training set. 3. approximate the result size of the given query by using the model tree and the result sizes of the most similar queries. The following advantages are common to both ASE and our method: no relation scan: We do not need to scan relations to collect statistics on which to base query size estimation. All of the methods above, except the parametric method, require scanning of relations.
adaptiveness: The estimation accuracy improves as more and more queries have been processed and stored in the training set. In the ASE method, extra query feedback assists in adjusting the data distribution curve to better t the actual distribution of attribute values. In our method, the extra feedback is used to assist in better picking up the three most similar queries. However, in the presence of very high loads of updates, ASE and our method use di erent approaches to maintain size estimation accuracy. We believe that our approach is more e ective, and more widely applicable than the approach used by ASE. Except for the sampling method, the other schemes lose their accuracy as the database changes.
Our method has the following advantages over the ASE method:
generic algorithm for updates: The algorithm we give in 8] with some slight modi cation can also be used with the size estimation methods proposed in 20, 4] . In other words, some size estimation methods proposed for retrieval-only or retrieval-intensive environments can be adapted for use with databases with high loads of updates. Given a list of records a ected by updates (either inserts or deletes), the algorithm can correct:
where x i is a distinct value in an attribute domain and f(x i ) is the frequency of x i before the original size estimation method can be applied. static list: Since our algorithm for correcting lists of query feedback and distinct-valuefrequency makes the current lists always up-todate, the length of the lists would not necessarily be extended. In other words, after the length of lists has reached a certain size and the error in query size estimation has dropped to a satisfactory level, then the length remains constant. The approach to deal with updates in 4] combines the outdated and up-to-date list of query feedback 1 , and thus requires the old list to be retained. This paper is structured as follows: notations and de nitions (section 2): We describe some notation which appears throughout the paper and clarify some frequently used terms.
size estimation with retrieval queries (section 3): This section establishes a framework for using machine learning techniques for the query size estimation problem.
size estimation with updates: This section provides the background of the relationship between queries and frequency distribution of attribute values before we proceed to give an algorithm to correct the list of queries in a training set.
experimental results: This section demonstrates the performance of our method and compares it to the ASE method.
conclusions: We give some nal remarks and address some issues for future investigation. Due to the space limit, the sections on size estimation with updates and experimental results are not given here; we refer the reader to the complete version of the paper in 8].
Notations and de nitions
The following notations and terminology either appears throughout the paper or needs clari cation: simple query q i A selection query on a single at- unseen query q u A simple query whose result size we want to estimate. After this unseen query has been processed by the database system, it may be added to the training set of queries. 3 To approximate the size of an unseen query, there are two main steps. First, a model tree is constructed through a training set of queries Q. Second, using (1) the model tree and (2) three queries picked up from the training set which are of the most similarity to the unseen query, the result size of the unseen query can be approximated. The details of each step are described in Sections 3.1 and 3.2, respectively.
Constructing model tree (leaf node functions)
Given in Figure 1 is the Partition algorithm to construct a model tree | the tree with linear regression functions in its leaf nodes. The algorithm was implemented to suit our own use in the query size estimation problem. Two major di erences are that the version we implemented has no pruning procedure and no smoothing procedure. Furthermore, there may be other di erent internal ne-tunings between our version and the original version 18] such as the minimum number of queries in leaf nodes, the minimum error reduction to suppress the recursive partitioning, etc. The idea to construct a model tree is similar to growing a decision tree by C4. 5 17] . The di erence is that the latter is based on maximising information gain while the former is based on minimising intrasubset variation of class values, i.e., query result sizes in our case. The minimisation of the intra-subset variation in the algorithm (see lines 13 and 25) is implemented by:
where Q is a query set and Q i ; i = 1::partition is each query subset of Q. The fundamental rationale behind in doing that is that the query result sizes in each partitioned query subset Q i will be most similar to one another; in other words, the variation of the sizes in the same query subset will be small.
The algorithm recursively partitions the training set of queries Q into query subsets Q 1 ; Q 2 ; : : : ; Q partition (see the details of the algorithm in Figure 1 Here is the description of how the model tree in Figure 2 was built. Recall that query set Q contains queries of the form b relopt x. Starting from the root node, entire query set Q was rst multi-way partitioned (multi-way partitioning) into 4 query subsets, i.e., the query subset with \=" only as its relational operator, the query subset with \<" only as its operator, and so on. In the next level (after the relational operator level), those 4 query subsets were then binary partitioned (binary partitioning) on their constant values, i.e., values of x. For instance, after the \<" level, at node E the constant values of b1 must be less than or equal to 0.27 while at node F those of b1 must be more than 0.27. It's possible that any query subset at this stage can still be recursively partitioned further until the two stopping conditions of the algorithm become true. For example, at node b1 0:36 the query subset at this node was binary partitioned into 2 query subsets { the subsets with b1 0:09 and with b1 > 0:09.
Estimating query result sizes 3.2.1 Result size estimation function in leaf node
Suppose we have an unseen query: q u : b1; =; 0:29 3 In our implementation, we use 60 as a minimum number of queries in a leaf node. and we want to estimate its result size. The query will be parsed down the constructed model tree towards a leaf node. Shown in Figure 2 , the path 1 ! 2 ! 3 ! 4 terminated in the oval leaf node C is the one through which the query q u traverses. The traversal proceeds as follows: path 1 stems from the fact that this model tree is for attribute b1 and the query has \=" as its relational operator, path 2 is due to the fact that the constant value 0.29 of b1 is less than 0.36, path 3 is due to the fact that the constant 0.29 of b1 is more than 0.09 and path 4 is due to the fact that the constant 0.29 of b1 is more than 0.27. In summary, after parsing a query q u to a leaf node, its estimated result size can be approximated by the function in equation 1 in that leaf node.
Choosing most similar queries
We compute a similarity value simval between the unseen query q u and a query q j in the training set Q by the algorithm shown in Figure 3 .
Three queries from the training set Q which have the highest similarity values will be chosen as the most similar to the unseen query. The reason in choosing 3 queries instead of other numbers can be described as follows:
Choosing any number has a tradeo between bias and variance (see the CART book 3]); namely, higher numbers have higher bias but lower variance.
Generally, the instance-based learning or KNN (K Nearest Neighbor) methods avoid even numbers, since that is more likely to lead to ties. unseen query qu and query q j in the training set Q output: simval similarity value of query q j to qu distance = 0 for each attribute i 2 f1 : : : ng do if attribute i is discrete then if ith attribute's value of the unseen query qu is di erent from that of query q j then distance = distance + 1 should be a better value in favour of the unseen query than the quantity S qi alone. However, since each most similar query q i is not the unseen query q u itself, the combination of their adjusted values in equation 2 based on their weights (this is the main principle of KNN) would produce a good estimate for the size of the unseen query. The second answer is pragmatic: both the experiments in 18] and our own experiments show that equation 2 yields the best results.
Conclusions
The following is what we have achieved in this paper:
We have proposed a machine learning technique to solve the problem of query size estimation.
The learning machine M5 has demonstrated its superior performance to the ASE method (see the results in 8]). perform more experiments to demonstrate the performance of M5 in approximating sizes of more complicated selection queries such as ones specifying on more than one attribute.
