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RELATIVE EQUIVARIANT MOTIVES AND MODULES
BAPTISTE CALME`S, ALEXANDER NESHITOV, AND KIRILL ZAINOULLINE
Abstract. The purpose of the present notes is to relate motives of twisted
flag varieties and its direct sum decompositions with modules over some Hecke-
type algebras. As an application we obtain new proofs of indecomposability
of motives of some versal flag varieties.
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1. Introduction
The theory of motives is an important tool of modern algebraic geometry: mo-
tives of Pfister quadrics and, more generally, of norm varieties played an essential
role in the proof of the Milnor and Bloch-Kato conjectures. Let G be a semisimple
linear algebraic group over an arbitrary field k. Our original objects of interest
are motives of projective homogeneous G-varieties and their equivariant analogues.
The latter has been a topic of intensive investigations recently: The results of
Chernousov-Gille-Merkurjev [5] and Brosnan [1] give decompositions of motives of
isotropic homogeneous varieties into direct sums of motives of smaller anisotropic
varieties. Motivic decompositions of generically split projective homogeneous vari-
eties were studied in [19]. Motives of versal flag varieties have been recently studied
by Karpenko, Petrov, Semenov, Vishik, Zhykhovich and others (see, e.g. [13]). In
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[17] direct sum decompositions of the motive of a versal complete flag variety were
related to the direct sum decompositions of some module over the Hecke-type al-
gebra D. In the present paper we push this result further by extending it to the
case of an arbitrary twisted flag variety E/P , where E is a G-torsor and P is a
parabolic subgroup of G.
We work in a bit more general situation than the theory of Chow motives.
Namely we consider an oriented cohomology theory h in the sense of Levine-
Morel [15] and the theory of h-motives. In the case h = CH it coincides with
the classical category of Chow motives. Our main tool is the notion of relative
equivariant motives, which we introduce in Section 2 (see also [18]). Our main re-
sults are Theorem 4.1 which establishes an equivalence between certain categories
of relative equivariant motives and modules over D of G/B. In Proposition 5.8
and Corollary 5.9 we show that there is a 1-1 correspondence between decompo-
sitions of G-equivariant motives of [17] and [18], relative equivariant motives and
usual motives of versal flag varieties. Combining all these results we provide an
explicit upper bound for the motivic endomorphism ring (and hence, for motivic
decompositions) of versal flag varieties. This is given by the endomorphism ring
EndD(D
∗
P ), where D
∗
P = hT (G/P ) is viewed as a D-module (see Corollary 4.7).
Computing EndD(D
∗
P ) for some groups of small ranks we obtain new proofs of
indecomposability of motives of versal flag varieties.
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presented here generalize several results of the thesis to the case of an arbitrary
parabolic subgroup.
The first author acknowledges the support of the French Agence Nationale de la
Recherche (ANR) under reference ANR-12-BL01-0005. The second author is grate-
ful to the University of Ottawa and to the Ontario Trillium graduate scholarship
program for the support. The last author was partially supported by the NSERC
Discovery Grant.
2. Relative equivariant motives
〈sec:eqmot〉
Let G be a linear algebraic group over a field k of characteristic 0. Consider a
category G-Vark of smooth projective (left) G-varieties over k with G-equivariant
morphisms.
Let h be a G-equivariant oriented cohomology theory on G-Vark in the sense of
[12]. Such theory is obtained from a usual oriented Borel-Moore homology theory
h of Levine-Morel [15] using the Totaro construction [20]. A key property of h and,
hence, of hG is that it has characteristic classes satisfying Quillen’s formula [15,
Lemma 1.1.3]. Namely,
ch1(L1 ⊗ L2) = F (c
h
1(L1), c
h
1(L2)),
where ch1 is the first characteristic class in the theory h, Li is a line bundle over
some variety X and F (x, y) ∈ R[[x, y]] is the associated formal group law over the
coefficient ring R = h(pt) (here pt = Spec k).
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Conversely, given F over R one defines an algebraic oriented cohomology by
h(−) := Ω(−)⊗Ω(pt) R,
where Ω is the universal oriented theory (algebraic cobordism of Levine-Morel)
over the Ω(pt) [15]. Observe that all theories obtained in such a way satisfy short
localization sequence
h(Z)→ h(X)→ h(U)→ 0,
where U is open in X and Z = X \ U .
Example 2.1. The Chow theory h = CH corresponds to an additive formal group
law F (x, y) = x+ y over R = Z [15, Ex.1.1.4] and CHG is the G-equivariant Chow
theory in the sense of Totaro [20, 8].
Definition 2.2. Let H be an algebraic subgroup of G. Similar to [9, §63] we define
a category of relative equivariant correspondences CorrGH as follows. Its objects are
those of G-Vark; morphisms are given by images of the forgetful maps
Mor(X,Y ) = im
(
resGH : hG(X ×k Y ) −→ hH(X ×k Y )
)
and the composition is given by the usual correspondence product ′◦′.
We set a category of relative equivariant motivesMotGH to be the pseudo-abelian
completion of CorrGH , i.e., its objects are pairs (X, p), where p is an idempotent in
Mor(X,X) and morphisms preserve idempotents. We denote by M(X) the class
of a G-variety X in MotGH and call it the relative equivariant motive of X .
In the paper we will extensively deal with categories MotGG, Mot
G
T and Mot
T
T ,
where T is a split maximal torus of a split semisimple group G.
Example 2.3. If h = CH and G = H is a trivial group, we obtain the non-graded
version of the category of Grothendieck-Chow motives over k; after inverting the
Tate motive we obtain the usual (graded) category of Grothendieck-Chow motives
[9, §64]. If G = H is a split semisimple linear algebraic group over k, we obtain the
respective G-equivariant motives studied in [17] and [18].
We fix a smooth projective G-variety Z over k (call it a base object) and a
subgroup H . We denote the endomorphism ring of M(Z) by DZ . Observe that
DZ is an algebra over a commutative ring
RGH = im
(
resGH : hG(pt) −→ hH(pt)
)
.
Definition 2.4. Consider a full additive subcategory of the category of left DZ -
modules generated by the modules
[X ]Z =MorMotGH (M(X),M(Z)) for all X ∈ G-Vark.
We denote such subcategory by ModGH(Z) and call it a category of relative equi-
variant modules over Z. Observe that [Z]Z = DZ as a left module over itself.
The assignment M(X) 7→ [X ]Z defines a contravariant Yoneda functor
F
Z : MotGH −→Mod
G
H(Z),
where fZ : Mor(M(X),M(Y )) −→ HomDZ ([Y ]
Z , [X ]Z) is induced by composing
with M(X)→M(Y ).
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Remark 2.5. Observe that the category MotGH is anti-equivalent via the trans-
position functor τ induced by X ×k Y
≃
→ Y ×k X with τ(α ◦ β) = τ(β) ◦ τ(α). In
particular, it defines an involution τ on the endomorphism ring DZ .
〈ex:ghpt〉
Example 2.6. If Z = pt, then DZ = RGH and Mod
G
H(pt) is a category of left
RGH-modules generated by
[X ]pt = im
(
resGH : hG(X) −→ hH(X)
)
.
The map f pt is the usual motivic realization map.
We will use the following fact [17, Lemma 3.7]
〈lem:cell〉
Lemma 2.7. If X and Y are G-equivariant cellular spaces over k, then f pt is a
Ku¨nneth isomorphism.
In other words, the functor Fpt induces an anti-equivalence of categories if
restricted to a full additive subcategory of MotGH generated by motives of G-
equivariant cellular spaces.
〈ex:endrgb〉
Example 2.8. Let G be a split semisimple linear algebraic group over k. We fix
a split maximal torus T of G and a Borel subgroup B ⊃ T . If Z = G/B is the
variety of complete flags, then
DZ = im
(
resGT : hG(G/B ×k G/B) −→ hT (G/B ×k G/B)
)
.
Since the forgetful map is injective by [17, Lemma 4.5], we can identify DZ with
the convolution ring (hG(G/B ×k G/B), ◦) ≃ (hT (G/B), ◦) of [17, §4].
3. The Weyl group action
Let G be a split semi-simple linear algebraic group over a field k and let T be
its split maximal torus. Let X be a (left) G-variety. Let W be the Weyl group of
G with respect to T . There is a natural (left) action of W on hT (X). It can be
either realized by pull-backs induced by a right action of W on each step of the
Borel construction
U ×T X = U ×X/(u, x) ∼ (ut, t−1x), t ∈ T
given by
(u, x)T · σT = (uσ, σ−1x)T, σ ∈ NG(T ),
where U is taken to have a right G-action; or through the natural isomorphism
hT (X) ≃ hG(G/T × X) and a G-equivariant right action of W on the variety
G/T ×k X given by the formula (gT, x) · σT = (gTσ, x).
Let P be a parabolic subgroup of G containing T . Let WP denote the Weyl
group of the Levi-part of P . We identify the set of T -fixed points of G/P with a
finite constant schemeW/WP with trivial T -action. We also identify the equivariant
cohomology hT (W/WP ) with the ring of all set-theoretic maps Maps(W/WP , hT (k))
(see [4])
hT (W/WP ) = h(U ×
T W/WP ) = ⊕xWP∈W/WP hT (k) = Maps(W/WP , hT (k)),
where the class of (u, xWP )T maps to xWP 7→ [uT ].
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〈lem:eq〉
Lemma 3.1. Consider the left W -action on Maps(W/WP , hT (k)) given by
(w · f)(x) = w · f(w−1x), x ∈W/WP , f ∈Maps(W/WP , hT (k)).
Then the induced pullback map
hT (G/P )→ hT (W/WP ) = Maps(W/WP , hT (k)) is W -equivariant.
Proof. Recall that the action of W on U ×T G/P is given by
(u, gP )T · σT = (uσ, σ−1gP )T
for any U in the Borel construction. Restricted to U ×T W/WP the action of
w = σT gives a map
U ×T W/WP → U ×
T W/WP , (u, xWP )T = (uσ, σ
−1xWP )T.
So its pullback defines an endomorphism of hT (W/WP ) = Maps(W/WP , hT (k))
given by f 7→ w · f , where w · f : x 7→ wf(w−1x). 
Remark 3.2. By the very definition, the W -action on Maps(W/WP , hT (k)) and,
hence, its restriction on hT (G/P ) coincides with the ⊙-action of W on the ring S
⋆
W
(resp. on D⋆F,P ) of the next section.
Definition 3.3. We call a parabolic subgroup P of G to be h-special, if the natural
map hP (k)→ hT (k)
WP is surjective.
Example 3.4. Recall that a group is called special if all its principal bundles
are locally trivial in Zariski topology. For a special parabolic subgroup P and
hP (−) = CH(−;R) there is an isomorphism φ : CHP (k;R)
≃
→ CHT (k;R)
WP by
[7] or [8, Prop. 6], hence, any special P is CH(−;R)-special.
Observe that there are exist non special P for which φ is either surjective (e.g.
the Levi part of P is PGL2) or not (e.g. for Spin12, see [10]). Observe also that
the surjectivity of φ depends on the coefficient ring R as in general
CHT (k;R)
WP 6= CHT (k)
WP ⊗R.
〈lem:invW〉
Lemma 3.5. If P is h-special, then the pull-back
hT (G/P )
W → hT (W/WP )
W = hT (pt)
WP
is an isomorphism.
In particular, the restriction hG(G/P )→ hT (G/P ) is surjective.
Proof. The composition of restriction homomorphism hG(G/P ) → hT (G/P ) with
the isomorphism hT (G/P ) ≃ hG(G/T ×G/P ) is a pullback induced by projection
on the second factor. So the image is contained in hG(G/T ×G/P )
W .
Recall that T -fixed points of G/P are given by the natural embeddingW/WP →֒
G/P . Here we consider W/WP as a finite constant scheme with trivial T -action.
Take any U in the Borel construction. There is a commutative diagram
U ×G G/P U ×T G/Poo
U/P
≃
OO
U ×T W/WP
OO
foo
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The leftmost arrow is a scheme isomorphism given by uP → (u, P ), the upper
horizontal arrow is the projection, and the rightmost arrow arises from the fixed-
point embedding W/WP → G/P . Then the bottom arrow f is given by
f : (u,wWP )T 7→ uσ · P where σ ∈ NG(T ) such that σTWP = wWP .
Since the diagram is compatible with the embedding U = Ui → Ui+1 in the Borel
construction, it induces the commutative diagram of equivariant pullbacks:
hG(G/P ) //
≃

hT (G/P )

hP (k)
f∗ // hT (W/WP )
By Lemma 3.1 the rightmost map is W -equivariant, so we have a diagram
hG(G/P ) //
≃

hT (G/P )
W

hP (k)
f∗ // hT (W/WP )W
(∗)
Recall that hT (W/WP ) = Maps(W/WP , hT (k)) and by definition of W -action on
this set we have
Maps(W/WP , hT (k))
W = MapsW (W/WP , hT (k)) = hT (k)
WP .
By the construction of f we see that the map f∗ : hP (k) → Maps(W/WP , hT (k))
is given by x 7→ fx, fx(w) = w · π
∗(x) where π∗ : hP (k) → hT (k) is the restriction
map. Thus, via the identification
f∗ : hP (k)→Maps(W/WP , hT (k))
W = hT (k)
WP
the map f∗ is given by the usual restriction map hP (k) → hT (k)
WP which is
surjective since P is h-special. The fixed-point pullback hT (G/P ) → hT (W/WP )
is injective by [4, Theorem 8.11]. Thus in the diagram (∗) the rightmost arrow
is injective and the bottom arrow is surjective. Hence, the rightmost arrow is
surjective as well. 
For any ρ ∈ hG(X ×X) set hG(X, ρ) = ρ(hG(X)) to be the image of the realiza-
tion map of ρ.
〈lem:motsurj〉
Lemma 3.6. Suppose X = G/P is such that hG(X) → hT (X)
W is surjective.
Then for any idempotent ρ ∈ hG(X ×X) the map
hG(X, ρ)→ hT (X, ρ¯)
W is surjective
where ρ¯ is the image of ρ in hT (X ×X).
Proof. We have a direct sum decomposition hG(X) = hG(X, ρ)⊕hG(X, id−ρ). Let
ρ¯ denote the image of ρ in hT (X ×X). Then the decomposition
hT (X) = hT (X, ρ¯)⊕ hT (X, id− ρ¯)
is W -equivariant. So the surjection hG(X) → hT (X)
W is given by a diagonal
matrix:
hG(X, ρ)⊕ hG(X, id− ρ)→ hT (X, ρ¯)
W ⊕ hT (X, id− ρ¯)
W
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and maps hG(X, ρ) → hT (X, ρ¯)
W , hG(X, id− ρ)→ hT (X, id− ρ¯)
W are surjective.

Definition 3.7. We say that two parabolic subgroups P and P ′ are h-degenerate
with respect to each other if for any w ∈ WP \W/WP ′ the parabolic subgroup
Pw = RuP · (P ∩
wP ′) is h-special. We say that a family of parabolic subgroups
is h-degenerate, if any two of them are h-degenerate with respect to each other.
Observe that if P is h-degenerate with respect to itself (P = P ′), then P is h-
special.
Example 3.8. Any family of special parabolic subgroups is CH(−;R)-degenerate.
Consider a full additive subcategoryMotdg ofMot
G
T generated by relative equi-
variant motives of G/P , where P runs through a given h-degenerate family of
parabolic subgroups.
Remark 3.9. Observe that by [6] the subcategoryMotdg is closed under the tensor
product, where the latter is defined by M(X)⊗M(Y ) =M(X ×k Y ).
Combining Lemma 3.5 and Lemma 3.6 we obtain
〈cor:surjpp〉
Corollary 3.10. For any motive M in Motdg we have
hG(M) −→ hT (M)
W is surjective.
4. Motives and modules
〈sec:mm〉
In the present section we state and proof our main result Theorem 4.1 which
establishes an interrelation between relative equivariant motives and certain cate-
gories of modules. As an application we obtain upper bounds for the endomorphism
ring of an equivariant motive of G/P (Corollaries 4.2 and 4.3) and for its subring of
equivariant rational cycles (Corollary 4.5). We show that these bounds can be also
identified with endomorphism rings of certain modules over Hecke-type algebras
(Corollary 4.7).
As before we fix a split semisimple linear algebraic group G over k, its maximal
torus T and the Borel subgroup B ⊃ T . We also fix an h-degenerate family of
parabolic subgroups. Consider a full additive subcategoryMotpar of Mot
G
T gener-
ated by relative equivariant motives of G/P , where P runs through all parabolic
subgroups of G containing B. By definition Motdg is a subcategory of Motpar.
As in Example 2.8 set Z = G/B to be a variety of Borel subgroups. Consider a
full additive subcategoryModpar (resp. Moddg) ofMod
G
T (Z) generated by all left
DZ = (hT (Z), ◦)-modules
[G/P ]Z = im
(
resGT : hG(G/P ×k Z) −→ hT (G/P ×k Z)
)
= hT (G/P ),
where P runs through all (resp. through the h-degenerate family of) parabolic
subgroups P . Observe that the forgetful map resGT is injective by [17, §5].
Our main result says that
〈thm:main〉
Theorem 4.1. The restriction of the Yoneda functor FZ to Motpar is faithful and
its restriction to Motdg gives an equivalence
Motdg
≃
→Moddg.
8 B. CALME`S, A. NESHITOV, AND K. ZAINOULLINE
Proof. Let X = G/P and Y = G/P ′ for some parabolic subgroups P and P ′ of G.
By definition,
[X ]Z = im
(
resGT : hG(X ×k Z) −→ hT (X ×k Z)
)
.
Since X ×k Z is a G-equivariant relative cellular space over Z via the filtration
introduced in [6], the map resGT is injective. Indeed, it is a map of free modules
induced by the injective map on coefficients hG(Z)→ hT (Z). Therefore,
[X ]Z = hG(X ×k Z) = hT (X)
and we obtain
HomDZ ([Y ]
Z , [X ]Z) = Hom(hT (Z),◦)
(
hT (Y ), hT (X)
)
which is a submodule of W -invariants of HomhT (pt)
(
hT (X), hT (Y )
)
. We identify
the latter group with HomDpt([Y ]
pt, [X ]pt) in ModTT (pt) (see Example 2.6).
Consider a commutative diagram of natural maps
MorMotGT (M(X),M(Y ))
fZ //
 _

HomDZ ([Y ]
Z , [X ]Z)
 _

MorMotTT (M(X),M(Y ))
fpt // HomDpt([Y ]pt, [X ]pt).
Observe that the leftmost arrow is injective by definition. SinceMotpar is generated
by motives of T -equivariant cellular spaces, by Lemma 2.7 the motivic realization
map f pt restricted to Motpar is the Ku¨nneth isomorphism. Therefore, the map f
Z
is injective and the functor is faithful.
To prove the equivalence, observe that by Corollary 3.10MorMotGT (M(X),M(Y ))
can be identified with W -invariants ofMorMotTT (M(X),M(Y )) for all objects from
Motdg. Observe also that Hence, the map f
Z is a restriction to W -invariants of
the isomorphism f pt, so it is an isomorphism. 
As an immediate consequence of the proof we obtain
〈cor:anyp〉
Corollary 4.2. For any parabolic subgroup P of G we have ring maps
EndMotGG(M(G/P ))
resGT
։ EndMotGT (M(G/P ))
fZ
→֒
EndDZ ([G/P ]
Z) →֒
(
EndDpt([G/P ]
pt)
)W
,
where the first map is surjective and the remaining two maps are embeddings. More-
over, if P is a h-special parabolic subgroup, then the embeddings become ring iso-
morphisms.
〈cor:winvar〉
Corollary 4.3. We have(
EndDpt([G/P ]
pt)
)W
= hT (G/P ×G/P )
W ,
where the action of W is induced by the diagonal action of G on G/P ×G/P .
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Motives of twisted flag varieties. Following [17, §4] let E be a G-torsor over k. Let
P be a parabolic subgroup of G. Consider the twisted flag variety E/P and the
composite of P × P -equivariant maps
E × E
≃
→ E ×G→ G,
where the action of P ×P on the E ×E is given by (e1, e2) · (p1, p2) = (e1p1, e2p2)
and on G is given by g · (p1, p2) = p
−1
1 gp2. The induced pullback
γ : hP×P (G) = hG(G/P ×G/P ) −→ hP×P (E × E) = h(E/P × E/P )
gives a ring homomorphism
γ : EndMotGG(M(G/P ))→ End(M(E/P )),
from endomorphisms of the G-equivariant motive of G/P to endomorphisms of the
(non-equivariant) motive of the twisted flag variety E/P .
Let k¯ denote a splitting field of E so that Gk¯ = Ek¯. By [17, (6)] the composite
φ : EndMotGG(M(G/P ))
γ
→ End(M(E/P ))
resk¯/k
→ Endk¯(M(G/P ))
is the forgetful map.
Definition 4.4. We call the image of φ an equivariant rational subring (ERS) of
G/P and we call its elements equivariant rational cycles.
By Corollary 4.2 the ERS coincides with the image of the forgetful map
EndMotGT (M(G/P ))→ Endk¯(M(G/P )).
So by 4.2 and 4.3 we obtain
〈cor:ers〉
Corollary 4.5. The ERS of G/P is contained in the image of the forgetful map
hT (G/P ×G/P )
W → h(G/P ×G/P ). Moreover, if P is h-special, then it coincides
with this image
Remark 4.6. By [17, Lemma 7.9] if E is a generic (versal) torsor, then the map
γ is surjective so that the image of the restriction map resk¯/k, coincides with the
ERS.
Modules over Hecke-type algebras. Let S = hT (pt)
∧ denote the completion of the
T -equivariant coefficient ring with respect the kernel of the forgetful map hT (pt)→
h(pt) = R. According to [4, §3] the ring S can be identified with the so called
formal group algebra
R[[xλ]]λ∈T∗/(x0, xλ+µ − F (xλ, xµ))
corresponding to the formal group law F of the theory h.
We now follow the results and notation of [2], [3] and [4]. Let SW = S⊗RR[W ]
be the twisted group algebra of the Weyl group W of G. Observe that its S-dual
can be identified with cohomology of the fixed point set hT (Z
T ). Let Q be the
localization of S at all xα corresponding to roots α and let QW = Q ⊗R R[W ]
denote the respective localized twisted group algebra.
The subalgebra of QW generated by the Demazure elements Xα = xα
−1(1− δα)
and multiplications by S is called the formal affine Demazure algebra and is denoted
byD. We define DP to be the image ofD under the canonical projection p : QW →
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QW/WP , where QW/WP is a free Q-module on the basis given by cosets W/WP .
The main result of [4] says that the cohomology ring
hT (G/P ) = hG(G/P × Z) = [G/P ]
Z
can be identified with the dual algebra D⋆P = HomS(DP ,S). Moreover, by [17,
§5] the ring DZ = (hG(Z ×k Z), ◦) can be identified with D and by [14, §3] the
⊙-action of QW on Q
∗
W = HomQ(QW ,Q) defined by
qδw ⊙ pfv = qw(p)fwv.
restricts to the action of DZ = D on [G/P ]Z = D⋆P . Hence, as a consequence of
4.2 and 4.3 we obtain
〈cor:mainGP〉
Corollary 4.7. For any parabolic subgroup P there is an inclusion
EndMotGT (M(G/P )) →֒ EndD(D
⋆
P ).
Moreover, if P is h-degenerate with respect to itself, i.e., Pw is h-special for all
w ∈ WP \W/WP , then the inclusion is an isomorphism.
5. Nilpotency for equivariant oriented theories
In the present section we extend the nilpotency result of [21] to algebraic cobor-
dism Ω of Levine-Morel and apply it to identify the direct sum decompositions of
equivariant motives M(G/P ) in MotGT and in Mot
G
G. We follow closely arguments
and notation of [21].
Let Schk denote the category of reduced schemes of finite type over a field and
let Smk denote its subcategory of smooth schemes over k. Let Ω(−) denote the
algebraic cobordism functor of Levine-Morel [15].
〈lem:zeropullback〉
Lemma 5.1. Let X ∈ Schk and let E → X be a rank d vector bundle with a zero
section z : X → E. Then the following diagram commutes
Ω∗(P(E ⊕ 1))

c˜d(q
∗E⊗O(1))∩− // Ω∗−d(P(E ⊕ 1))
q∗

Ω∗(E)
z∗ // Ω∗−d(X)
Proof. There is a global section of the sheaf q∗E ⊗ O(1) = Hom(O(−1), q∗E),
given by an element s ∈ Hom(O(−1), q∗E) that is the composition of the natural
embedding and projection
O(−1)→ q∗(E ⊕ 1)→ q∗E.
The zero set Z(s) consists of points of P(E⊕ 1) that correspond to additional lines
1 in Ex⊕1, over every point of x ∈ X . So X is the zero subscheme of s with regular
embedding s¯ : X → P(E ⊕ 1) given by
X
z,1
→ (E ⊕ 1) \ (Z(E), 0)→ P(E ⊕ 1).
By [15, Lemma 6.6.7], the operator c˜d(q
∗E ⊗O(1))∩− on Ω(P(E ⊕ 1)) is given by
s¯∗s¯
∗. Then the right-down pass is given by
q∗s¯∗s¯
∗ = s¯∗ : Ω∗(P(E ⊕ 1))→ Ω∗(E)
z∗
→ Ω∗−d(X). 
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〈lem:splitting〉
Lemma 5.2. Let X ∈ Schk and E → X be a vector bundle of rank d. Then for
any point x ∈ X there is an open subscheme U of X with x ∈ U , and a projective
morphism p : X ′ → X such that
• p∗E has a filtration by subbundles with linear subsequent quotients.
• There is an open subset U ′ such that p : U ′ → U is an isomorphism.
Proof. Consider the projection p : Fl(E) → X where Fl(E) is the variety of com-
plete flags of the vector bundle E over X . Then p∗E has a filtration by tautological
sub-bundles. For any x ∈ X there exists a neighborhood U of x such that the
bundle E trivializes, so Fl(E)|U ≃ Fl × U and there is a section s : U → p
−1(U).
Take X ′ to be the closure of s(U) in Fl(E). Restriction p : X ′ → X satisfies the
desired properties. 
〈lem:prbirsur〉
Lemma 5.3. Let X,Y ∈ Schk and p : X → Y be a projective birational morphism.
Then p∗ : Ω∗(X)→ Ω∗(Y ) is surjective.
Proof. First, consider the case when X and Y are smooth. Then for any α ∈ Ω∗(Y )
we have p∗(p
∗α) = α · p∗(1X) and by the degree formula p∗(1X) = 1Y + a where
a ∈ L·Ω>0(Y ), hence a is nilpotent in the ring Ω∗(Y ), therefore p∗(1X) is invertible.
Now consider the general case p : X → Y with X,Y ∈ Schk. Take an ele-
ment β ∈ Ω∗(Y ). Since algebraic cobordism is detected by smooth schemes by [15,
Lemma 2.4.15], there is a smooth scheme Y ′ and projective morphism q : Y ′ → Y
and an element β′ ∈ Ω∗(Y
′) such that q∗(β
′) = β. Let X ′ = X ×Y Y
′. Then
the morphism P : X ′ → Y is projective birational. Take X ′′ to be a resolution of
singularities of X ′:
X ′′
F // X ′
P //
Q

Y ′
q

X
p // Y
Then F : X ′′ → X is projective birational. Thus X ′′, Y ′ ∈ Smk and the map
P ◦ F is projective birational. Then by the first case there is α′ ∈ Ω∗(X
′′) such
that P∗F∗ = β
′. Then β = q∗β
′ = q∗P∗F∗(α
′) = p∗Q∗F∗ where Q : X
′ → X is the
projection. 
Definition 5.4. Let X ∈ Schk and Z be a closed subset of X . We say that an
element α ∈ Ω∗(X) is supported on Z if α lies in the image Ω∗(Z)→ Ω∗(X).
〈lem:chernintersection〉
Lemma 5.5. Let X,X ′ ∈ Schk, f : X
′ → X be a smooth morphism of schemes,
E be a vector bundle of rank d on X and E′ = f∗E and Zi, i = 1 . . .m be irreducible
closed subsets of X and Z ′i = f
−1(Zi).
Then there are closed subsets Z˜i → Zi of codimension d such that for any α ∈
Ω∗(X
′) supported on Z ′i the element c˜d(E
′) ∩ α is supported on f−1(Z˜i).
Proof. First, consider the case when E is a line bundle. We have E ∼= E1 ⊗ E
∨
2
for some very ample line bundles E1, E2. Then by [15, Lemma 2.3.10] we have
c˜1(E) = c˜1(E1)−F c˜1(E2). By [15, Lemma 6.6.7] the operator c˜1(E
′
1) ∩ − is given
by s∗s
∗, where s : f−1(D1)→ X
′ and D1 in X is the divisor of the very ample line
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bundle E1. Thus, c˜1(E
′
1) ∩ α is supported on f
−1(Zi ∩D1). Similarly, c˜1(E
′
2) ∩ α
is supported on f−1(Zi ∩ D2), where D2 is a divisor of E2. Since E1, E2 are very
ample, we may choose D1 and D2 to intersect each Zi by codimension 1, thus
c˜1(E
′
1)−F c˜1(E
′
2) ∩ (α) is supported on some f
−1(Z˜i) of codimension 1 for each i.
Consider the general case. For each i = 1..m there is a projective map pi : Yi → X
given by Lemma 5.2 such that an open subset of Yi is isomorphic to some open
neighbourhood of the generic point of Zi. Let Wi = (p
−1
i (U ∩ Zi)) be the proper
transform of Zi. Then Wi → Zi is projective birational. Let p
′
i : Y
′
i → X
′ denote
the pullback of pi along f and W
′
i = f
−1(Wi). By Lemma 5.3 for any α ∈ Ω∗(X
′)
supported on Z ′i we may found a preimage α
′ ∈ Ω∗(Y
′
i ) supported on W
′
i . Now
by Whitney formula [15, Def. 1.1.2] we have c˜d((p
′
i)
∗E′)∩− =
∏d
j=1 c˜1(E
′
j), where
Ej are linear subsequent quotients of Lemma 5.2. Now, applying inductively the
case d = 1 for α′ we can find the subset W˜i of codimension d in Wi, such that
c˜d((p
′
i)
∗E′)∩α′ = (
∏d
j=1 c˜1(Ej))∩α
′ is supported on f−1(W˜i), then its pushforward
is equal to c˜d(E
′) ∩ α and is supported on f−1(Z˜i) = f
−1(p(W˜i)). 
Lemma 5.6. (cf. [21, Lemma 6.3]) Let V → B ← T be closed embeddings with
〈lem:intersect〉 regular f and smooth quasi-projective B. Let ε : W → B be a smooth morphism.
Consider two Cartesian diagrams:
WV
fW //

W
ε

WT
gWoo

V
f // B T
goo
and T
g // B
T˜
g˜ //
f˜
OO
V
f
OO
Then there exists a closed embedding h : Z → V such that codimh > codim g and
im(f∗W ◦ gW∗) ⊆ im(hW∗) inside Ω∗(V ).
Proof. Consider the Cartesian square
WT
gW // W
WT˜
f˜W
OO
g˜W // WV
fW
OO
By [15, Proposition 6.6.3] f∗W ◦ gW∗ = g˜W∗ ◦ f
!
W where the refined pullback f
!
W is
given by the composition [15, 6.6.2]
Ω∗(WT )→ Ω∗(CW )→ Ω∗(NW )→ Ω∗−d(WT˜ )
where CW is the normal cone of f˜W and NW is the the normal bundle pullback
g˜∗W (NfW ) and d is the codimension of f .
Let N be the pullback of the normal bundle g˜∗(Nf ) and q : P(N ⊕ 1) → T˜ be
the projection and E denote the vector bundle q∗N ⊗ O(1). Consider the closed
subscheme P(C⊕1) inside P(N⊕1) where C is the normal cone of the map f˜ : T˜ →
T . Applying Lemma 5.5 to the vector bundle E and irreducible components of
P(C ⊕ 1) we get a closed subset Z ′ of codimension at least d in P(C ⊕ 1) such
that for every cobordism class x supported on P(CW ⊕ 1) the class x ∩ c˜d(ε
∗E) is
supported on ε−1(Z ′). Thus in view of Lemma 5.1 the image of the composition
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Ω∗(CW ) → Ω∗(NW ) → Ω∗−d(WT˜ ) is supported on ε
−1(Z) where Z = q(Z ′). So
h : Z → V is the desired embedding. 
Let h be an oriented cohomology theory that is generically constant and satisfies
the localization property, so the canonical map from algebraic cobordism Ω(X)⊗L
h(k)→ h(X) is surjective for every X ∈ Smk.
〈cor:hintersect〉
Lemma 5.7. Let π : Y → X be a smooth morphism and let X be a smooth quasi-
projective variety. Let i1 : Z1 →֒ X and i2 : Z2 →֒ X be closed embeddings.
Then there exists a closed embedding i3 : Z3 →֒ X such that
codimZ3 > codimZ1 + codimZ2 and im(i
′
1)∗ · im(i
′
2)∗ ⊆ im(i
′
3)∗ in h(Y ),
where i′ : YZj → Y , j = 1, 2, 3 is obtained from the respective Cartesian square.
Proof. The diagonal embedding Y → Y ×Y factors as Y
φ
→ Y ×X Y
fW
→ Y ×Y . By
Lemma 5.6 applied to B = X ×X, V = X , f : ∆X , T = Z1 × Z2 and W = Y × Y
we obtain a closed embedding h : Z → X such that
codimZ > codimZ1 + codimZ2 and im(f
∗
W ◦ (i
′
1 × i
′
2)∗) ⊆ im(hW )∗.
There is the Cartesian square
Y
φ // Y ×X Y
YZ
φZ //
h′
OO
(Y ×X Y )Z
hW
OO
According to [15, Proposition 6.6.3] we have φ∗ ◦ hW∗ = h
′
∗ ◦ φ
!
Z . So for Ω we have
im(i′1)∗ · im(i
′
2)∗ ⊆ im∆
∗
Y ◦ (i
′
1 × i
′
s)∗ ⊆ im(h
′
∗).
Finally, the natural map Ω∗(−)⊗L h(k)→ h(−) is surjective and compatible with
push-forwards and intersection product, so we can replace Ω by h. 
As in Section 4 consider the G-torsor E, the twisted flag variety E/P and the
induced pull-back
γ : EndMotGG(M(G/P ))→ End(M(E/P )).
〈prop:maincor〉
Proposition 5.8. If E is a versal G-torsor over k, then the pull-back γ lifts idem-
potents and isomorphisms between direct summands.
In other words, the direct sum decompositions of the (non-equivariant) motive
M(E/P ) are in 1-1 correspondence with the direct sum decompositions of the equi-
variant motive M(G/P ) in MotGG.
Proof. Let E ⊆ V be the ambient G-representation. As γ factors through V ×G, it
is surjective. Consider a sequence Ui from the Borel construction for aG-equivariant
theory hG. Then h
2
P (G) = lim h((U
2
i × G)/P
2) and the morphism γ is a limit of
pullbacks
γi : h((U
2
i ×G)/P
2 ≃→ h((U2i ×V×G)/P
2)→ h((U2i ×E×G)/P
2)
≃
→ h((U2i ×E×E)/P
2)
By the localization sequence each element in the kernel of γi lies in the image of
h((U2i × Z ×G)/P
2), where Z is a closed complement of E in V .
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Consider the maps
pj,j′ : (G
n × Un+1i )/P
n+1 −→ (G× U2i )/P
2
which descend from the standard projections pj,j′ : U
n+1
i → U
2
i , where the maps
πj,j′ : G
n → G are defined on points by
πj,j′ (g1, . . . , gn) = g
j−1
j gj′−1 for 1 6 j 6 n, 2 6 j 6 n+ 1 and g0 = 1.
Then the n-fold convolution product on h((U2i ×G)/P
2) is given by
x1 ∗ . . . ∗ xn = (p1,n)∗(
n∏
j=1
p∗j,j+1(xi)).
For every j there is the Cartesian square
(Z ×k G
n ×k U
n+1
i )/P
n+1

j // (V ×k Gn ×k U
n+1
i )/P
n+1
pj,j+1

(Z ×k G×k U
2
i )/P
2 // (V ×k G×k U2i )/P
2
Thus, for every x ∈ h(V ×k G ×k U
2
i )/P
2) supported on (Z ×k G ×k U
2
i )/P
2 the
element p∗j,j+1(x) is supported on (Z ×k G
n ×k U
n+1
i )/P
n+1. Then by Lemma 5.7
applied to
f = p12 : (V ×k G
n ×k U
n+1
i )/P
n+1 → (V ×k G×k U
2
i )/P
2
we get that
∏n
i=1 im(j∗) = 0, hence, x
∗n = 0 for n > dim(V )/ codim(Z). Thus γ is
a limit of surjective maps with nilpotent kernels. Moreover, the inclusion Ui → Ui+1
induce a surjective homomorphism ker(γi+1) → ker(γi) by [16, Proposition 6.2.1],
thus γ lifts idempotents and isomorphisms strictly by [16, Lemma 4.3.4]. 
〈cor:GT〉
Corollary 5.9. There is a 1-1 correspondence between direct sum decompositions
of the equivariant motive of G/P in MotGG and in Mot
G
T .
Proof. In the commutative diagram
hG(G/P ×k G/P )
γ //
res

h(E/P ×k E/P )
φ

hT (G/P ×k G/P ) // h(G/P ×k G/P )
the map φ has nilpotent kernel by the main result of [11]. Hence, the restriction
res is a limit of surjective maps with nilpotent kernels by the lemma. 
Remark 5.10. It would be interesting to have a direct proof (without using the
Rost Nilpotence result of [11]) of the fact that the map res has nilpotent kernel.
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6. The W -equivariant endomorphisms
In the present section we describe endomorphism ring EndD(D
⋆
P ) for the Chow
theory using the W -action (⊙-action) on Schubert classes.
Following [3] recall that QW/WP is the free Q-module spanned by δw¯, where w¯
is the class of w in W/WP . Consider the projection p : QW → QW/WP , δw 7→ δw¯.
By [3, Lemma 11.2] p(zXα) = 0 for any z if sα ∈ WP . By [3, Lemma 11.3] if {Iw}
is WP -compatible, then p(XIw) = 0, if w is not in W
P (the set of minimal coset
representatives) and, moreover, p(XIW ), w ∈ W
P form an S-basis of DP .
The map p induces an embedding p∗ : D⋆P →֒ D
⋆ where the image is the subring
of WP -invariants (with respect to the •-Hecke action). By [3, Thm 14.3] there is
an S-basis of D⋆P given by the classes
ξw = ξIw ([pt]) = YP • (XI−1w • [pt]), w ∈W
P .
We now restrict to the case of Chow groups. By [14, Example 4.8] we have:
Xj ⊙ ξv =
{
ξsjv if l(sjv) ≥ l(v) and sjv ∈ W
P
0 otherwise
In other words, the action by Xi’s corresponds to the weak Bruhat order on W
P .
An endomorphism φ ∈ EndS(D
⋆
P ) is uniquely determined by its values on the
classes ξw, w ∈ W
P that is
φ(ξw) =
∑
v
av,wξv,
where (aw,v) is the respective matrix of coefficients from S. Since D is generated by
Xj’s and elements of S, φ is a homomorphism of D-modules, i.e., φ ∈ EndD(D
⋆
P )
if and only if it satisfies
Xj ⊙ φ(ξw) = φ(Xj ⊙ ξw) for all j and w ∈W
P .
Observe that for the left hand side we have (for v, w ∈ WP )
Xj ⊙
∑
v
av,wξv =
∑
v
(sj(av,w)Xj +∆j(av,w))⊙ ξv
=
∑
sjv∈WP , l(sjv)≥l(v)
sj(av,w)ξsjv +
∑
v
∆j(av,w)ξv
=
∑
v′∈WP , l(sjv′)≤l(v′)
sj(asjv′,w)ξv′ +
∑
v
∆j(av,w)ξv
and for the right hand side we have
φ(Xj ⊙ ξw) =
{∑
v av,sjwξv if l(sjw) ≥ l(w) and sjw ∈ W
P ,
0 otherwise.
Combining, we obtain the following recurrent formulas for the coefficients av,w of
an endomorphism φ ∈ EndD(D
⋆
P ):
〈lem:recurrent〉
Lemma 6.1. If l(sjw) ≥ l(w) and sjw ∈W
P , then
av,sjw =
{
sj(asjv,w) + ∆j(av,w) if l(sjv) ≤ l(v),
∆j(av,w) otherwise.
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If l(sjv) ≤ l(v), then (observe that sj∆j = ∆j for Chow groups)
asjv,w =
{
sj(av,sjw)−∆j(av,w) if l(sjw) ≥ l(w) and sjw ∈ W
P ,
−∆j(av,w) otherwise.
〈cor:res〉
Corollary 6.2. An endomorphism φ ∈ EndD(D
⋆
P ) is uniquely determined by its
value on the class ξ1 = [pt], i.e. by coefficients av = av,1, v ∈ W
P , such that for
all sj ∈ WP
∆j(av) =
{
−asjv if l(sjv) ≤ l(v)
0 otherwise.
Proof. By the recurrent formulas it follows immediately that φ is uniquely deter-
mined by its value on ξ1. Comparing Xj ⊙ φ(ξ1) and φ(Xj ⊙ ξ1) we obtain the
desired expression for ∆j(av). 
Assume that an endomorphism φ has degree 0, i.e., preserves degrees. Then each
av,w is a polynomial of degree l(v)− l(w). So the matrix (av,w) is lower triangular.
Example 6.3. We have the following formulas for coefficients of lower degree:
Degree 0: a1 = a1,1 ∈ R. Let sk, sj ∈ W
P , i.e., sk, sj /∈ WP . Then (setting
v = sk and w = 1)
ask,sj =
{
a1 +∆j(ask) if sj = sk
∆j(ask) if sj 6= sk.
Let sisj , sksl ∈W
P , si 6= sj and sk 6= sl (in particular, sj , sl /∈WP ). Then
asisj ,sksl =

sk(asj ,sl) + ∆k(asksj ,sl) if sk = si
sk(asi,sl) + ∆k(asisj ,sl) if sk = sj and sisj = sjsi
∆k(asisj ,sl) otherwise
Degree 1: Let sksl, sj ∈ W
P , k 6= l, i.e., sl, sj /∈ WP and sksl 6= slsk if sk ∈ WP .
Then (setting v = sksl and w = 1)
asksl,sj =
{
sj(asjsksl,sj ) + ∆j(asksl) if l(sjsksl) = 1
∆j(asksl) otherwise.
Assume that φ is an idempotent (in particular, it has degree 0) so that (av,w) is
an idempotent matrix. By definition, it satisfies φ(φ([pt])) = φ([pt]) which leads to∑
v
avξv = φ(
∑
u
auξu) =
∑
u
auφ(ξu) =
∑
u,v
auav,uξv
that is ∑
u, l(u)≤l(v)
auav,u = av, v, u ∈W
P .
Example 6.4. In degree 0 it gives a21 = a1. In degree 1 it gives for each sk /∈ WP
2a1ask +
∑
sj /∈WP
asj∆j(ask) = ask .
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7. Applications to Chow motives
The purpose of the present section is to demonstrate how the recurrent formulas
of Lemma 6.1 can be applied to show irreducibility of certain D-modules D⋆P and,
hence, of Chow motives of twisted flag varieties E/P .
Projective spaces. Let G = PGLn+1 be adjoint group of type An and let P be of
type An−1, i.e., G/P = P
n is a projective space. By definition W = 〈s1, . . . , sn〉 is
the symmetric group on n+ 1 elements, WP = 〈s2, s3, . . . , sn〉 is its subgroup and
the set of minimal left coset representatives is WP = {1, s1, s2s1, . . . , snsn−1..s1}.
The algebra D is then the usual nil-Hecke algebra over the polynomial ring S =
Z[α1, . . . , αn] in simple roots. Consider an idempotent φ ∈ End
(0)
D (D
⋆
P ) and the
associated matrix (av,w).
For simplicity, set ci,j := asi..s1,sj ..s1 , ci,0 := asi..s1,1, c0,j = a1,sj ..s1 for i, j ≥ 1
and c0,0 = a1,1. So (ci,j) = (av,w) is a lower-triangular idempotent (n+1)×(n+1)-
matrix with polynomial coefficients of degrees deg ci,j = i− j.
The recurrent formulas of Lemma 6.1 turn into:
ci,i = si(ci−1,i−1) + ∆i(ci,i−1) if i ≥ 1, ci,j = ∆j(ci,j−1) if i 6= j, j ≥ 1,
and ci,0 = (−1)
n−i∆i+1,..,n(cn,0) for n > i ≥ 1.
So if i > j ≥ 1 (under the diagonal), we obtain
ci,j = ∆j,..,1(ci,0) = (−1)
n−i∆j,..,1,i+1,..,n(cn,0)
and on the diagonal we get
ci,i = si(ci−1,i−1) + (−1)
n−i∆i,..,1,i+1,..,n(cn,0).
In other words, we have the following diagram of operators
c0,0
s1
%%
c1,0
∆1 // c1,1
s2
&&
c2,0
∆1 //
−∆2
OO
c2,1
∆2 // c2,2
...
cn−2,0 cn−2,n−2
sn−1
&&
cn−1,0
∆1 //
−∆n−1
OO
· · ·
∆n−1 // cn−1,n−1
sn
%%
cn,0
∆1 //
−∆n
OO
· · ·
∆n−1 // cn,n−1
∆n // cn,n
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Using the relations for the Demazure elements and the fact that ∆j(cn,0) = 0
for all j 6= 1, n (Corollary 6.2) we get
∆k ◦∆i−1,..,1,i+1,..,n(cn,0) = 0, for all k 6= i.
So ci,i−1 ∈ S
Wi , whereWi is generated by all simple reflections except the i-th one.
Since ci,i−1 has degree 1, we can express it as ci,i−1 = b1α1 + . . . + bnαn, bi ∈ Z.
Then ci,i−1 ∈ S
Wi is equivalent to
b2 = 2b1, b3 = 3b1, . . . , bi = ib1 = (n+ 1− i)bn, . . . , bn−2 = 3bn, bn−1 = 2bn.
Assume n+ 1 = pr for some prime p and r ≥ 1. Then
p | ∆i(ci,i−1) = 2bi − bi−1 − bi+1 = b1 + bn.
Since φ is an idempotent, all diagonal elements ci,i are idempotent as well, i.e.,
ci,j = 0, 1. The recurrent formulas and the fact that p | ∆i(ci,i−1) then imply that
ci,i = ci−1,i−1 for all i, i.e. that there are no nontrivial idempotents. So we obtain
Proposition 7.1. Let G be adjoint of type An where n = p
r − 1 for some r. Let
P be the maximal parabolic subgroup generated by all simple reflections except the
very first one. Let D be the nil-Hecke algebra over Z (or Z/pZ) corresponding to
the root lattice of G.
Then the D-module D⋆P is irreducible.
Remark 7.2. In view of Proposition 5.8, Corollaries 5.9 and 4.7, this fact is equiva-
lent (and, indeed, provides a different proof) to the celebrated theorem by Karpenko
on indecomposability of the motive of a Severi-Brauer variety of a generic algebra.
The Klein quadric. Let G be a group of type A3 with T
∗ = 〈α1, α2, α3, ω2〉 and
let P be of type A1 × A1, i.e., G/P = Gr(2, 4) is a 4-dimensional split smooth
projective quadric. By definition, the Weyl group W = 〈s1, s2, s3〉, WP = 〈s1, s3〉
and the set of minimal coset representatives WP is given by the Hasse diagram
1
s2· // s2
s3·

s1· // s1s2
s3·

s3s2
s1· // s1s3s2
s2· // s2s1s3s2
Consider an idempotent φ ∈ End
(0)
D (D
⋆
P ) and the associated matrix (av,w).
For simplicity, set aijk.. = asisjsk.. and a∅ = a1. By the recurrent formulas of
Lemma 6.1 and of Corollary 6.2 we obtain:
a2,2 = a∅ +∆2,1,3(a132),
a12,12 = a2,2 −∆1,2,3(a132) and a32,32 = a2,2 −∆3,2,1(a132),
a32,12 = −∆1,2,1(a132) and a12,32 = −∆3,2,3(a132),
a132,132 = a12,12 +∆3(∆1,2 −∆2,1)(a132) = a32,32 +∆1(∆3,2 −∆2,3)(a132),
a2132,2132 = a132,132 +∆2,1,3,2(a2132) + ∆2,1,3s2(a132).
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which can be also expressed as a diagram of operators (here we denote aijk..,lmn..
by almn..ijk.. )
a∅
s2
**
a2
∆2 //
a
2
2
s1
!!
s3

a12
−∆1
OO
∆2 ))
a32
−∆3
\\✿✿✿✿✿✿✿✿✿✿✿
∆2
55a212
∆1 ))
∆3 22
s3

a
2
32
∆1
55
∆3
++
s1

a
12
12
s3

a
12
32
a
32
12 a
32
32
s1
$$
a132
∆2 //
s2
$$
−∆3
OO
−∆1
DD✟✟✟✟✟✟✟✟✟✟✟✟✟
a
2
132
∆1 //
∆3 ))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚ a
12
132
∆3 //
a
132
132
s2

a
32
132
∆1
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥
a2132
∆2 //
a
2
2132
∆1 //
∆3 ))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚ a
12
2132
∆3 //
a
132
2132
∆2 //
a
2132
2132
a
32
2132
∆1
55❥❥❥❥❥❥❥❥❥❥❥❥❥
Lemma 7.3. For any polynomial g of degree 3 we have
∆3,2,1(g) ≡ ∆1,2,3(g) ≡ ∆3,2,3(g) ≡ ∆1,2,1(g) and
∆2,1,3(g) ≡ ∆3,1,2(g) ≡ ∆1,3,2(g) ≡ 0 mod 2.
Proof. As for the first chain of congruences, since ∆1(g) ≡ ∆3(g) ≡ 0 for any
polynomial g which does not contain α2, and the computations are symmetric with
respect to α1 and α3, it is enough to check it only on monomials α
2
2α1 and α2ω2α1.
Direct computations modulo 2 then give
∆3,2,1(α
2
2α1) ≡ ∆3,2(α
2
1) ≡ ∆3(α2) ≡ 1, and
∆1,2,3(α
2
2α1) ≡ ∆1,2(α1α3) ≡ ∆1(α1 + α2 + α3) ≡ 1;
∆3,2,1(α2ω2α1) ≡ ∆3,2(ω2α1) ≡ ∆3(α1 + α2 − ω2) ≡ 1, and
∆1,2,3(α2ω2α1) ≡ ∆1,2(ω2α1) ≡ ∆1(α1 + α2 − ω2) ≡ 1.
Similarly, we get ∆3,2,3(g) ≡ ∆1,2,1(g) and ∆3,2,3(g) ≡ ∆1,2,3(g).
As for the second, it is enough to verify that ∆1,3(h) ≡ 0 for any quadratic h
and ∆2,1,3(α
3
2) ≡ 0. Indeed, for quadratic h it reduces to ∆1,3(α
2
2) ≡ ∆1(α3) ≡ 0
and
∆2,1,3(α
3
2) ≡ ∆2,1(α
2
2 + α2α3 + α
2
3) ≡ ∆2(α1 + α3) ≡ 0. 
If φ is an idempotent, then all the diagonal entries of the matrix (av,w) are idem-
potents as well. In particular, the matrix M =
(
a12,12 a32,12
a12,32 a32,32
)
is an idempotent
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matrix. Since a12,32 ≡ a32,12, the matrix M modulo 2 is either a trivial matrix or
an identity, which implies that
a12,32 ≡ a32,12 ≡ ∆1,2,3(a132) ≡ ∆3,2,1(a132) ≡ 0 mod 2.
From the recurrent formulas for the diagonal entries we obtain
a∅ ≡ a2,2 ≡ a12,12 ≡ a32,32 ≡ a132,132 ≡ a2132,2132 ≡ 0, 1 mod 2.
So, we have proven the following
Proposition 7.4. Let G be a group of type A3 and let P be the maximal parabolic
subgroup generated by the first and the third simple reflections. Let D be the nil-
Hecke algebra over Z (or Z/2Z) corresponding to the lattice T ∗ = 〈α1, α2, α3, ω2〉
(observe that T ∗ modulo the root lattice is Z/2Z).
Then the D-module D⋆P is irreducible.
Remark 7.5. Again in view of 5.8, 5.9 and 4.7, this fact implies indecomposability
of the motive of a generic 4-dimensional quadric.
The D4-case. Let G be of type D4 and let P be of type A3, i.e., G/P is a 6-
dimensional smooth projective quadric. By definition, the Weyl groupW = 〈s1, s2, s3, s4〉,
WP = 〈s2, s3, s4〉 and the set of minimal coset representatives W
P is given by the
Hasse diagram
1
s1· //
s1
s2· //
s2s1
s3·

s4· //
s4s2s1
s3·

s3s2s1
s4· //
s4s3s2s1
s2· //
s2s4s3s2s1
s1· //
s1s2s4s3s2s1
By the recurrent formulas of Lemma 6.1 and of Corollary 6.2 we obtain (as before
we set aijk.. = asisjsk.. and a∅ = a1):
a1,1 = a∅ +∆1,2,3,4,2(a24321),
a21,21 = a1,1 −∆2,1,3,4,2(a24321),
a321,321 = a21,21 +∆3,2,1,4,2(a24321) and a421,421 = a21,21 +∆4,2,1,3,2(a24321),
a321,421 = ∆4,2,1,4,2(a24321) and a421,321 = ∆3,2,1,3,2(a24321),
a4321,4321 = a421,421 +∆3,2,1,4,2(a24321)−∆3,4,2,1,2(a24321)
= a321,321 +∆4,2,1,3,2(a24321)−∆4,3,2,1,2(a24321),
a24321,24321 = a4321,4321 + (∆2,4,3,2,1 −∆2,4,3s2∆1,2)(a24321),
a124321,124321 = a24321,24321 +∆1,2,4,3,2(s1(a24321) + ∆1(a124321)).
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which can be also expressed as the following diagram of operators (here we denote
aijk..,lmn.. by a
lmn..
ijk.. )
a∅
s1
((
a1
∆1 //
a
1
1
s2
((
a21
∆1 //
−∆2
OO
a
1
21
∆2 //
a
21
21
s3
##
s4

a321
∆1 ((
−∆3
OO
a421
∆1
66
−∆4
ZZ✹✹✹✹✹✹✹✹✹✹
a
1
321
∆2 ((
a
1
421
∆2
66a
21
321
∆3 ((
∆4 ..
s4
##
a
21
421
∆3
66
∆4
))
s3
!!
a
321
321
s4

a
321
421
a
421
321 a
421
421
s3 !!
a4321
∆1 //
−∆4
OO
−∆3
FF✌✌✌✌✌✌✌✌✌✌✌
a
1
4321
∆2 //
s2
!!
a
21
4321
∆3 //
∆4 ((◗◗
◗◗◗
◗◗◗
◗ a
321
4321
∆4 //
a
4321
4321
s2

a
421
4321
∆3
66♠♠♠♠♠♠♠♠♠
a24321
∆1 //
s1
!!
−∆2
OO
a
1
24321
∆2 //
a
21
24321
∆3 //
∆4 ((◗◗
◗◗◗
◗◗◗
a
321
24321
∆4 //
a
4321
24321
∆2//
a
24321
24321
s1

a
421
24321
∆3
66♠♠♠♠♠♠♠♠
a124321
∆1 //
a
1
124321
∆2 //
a
21
124321
∆3 //
∆4 ((◗◗
◗◗◗
◗◗◗
a
321
124321
∆4 //
a
4321
124321
∆2//
a
24321
124321
∆1//
a
124321
124321
a
421
124321
∆3
66♠♠♠♠♠♠♠♠
Let ∆di1,i2,.. denote the image ∆i1,i2,..(S
d(T ∗)) modulo 2.
Assume G corresponds to the root lattice, i.e., G = PGO8.
〈lem:pgo8〉
Lemma 7.6. We have ∆23,4 = 0, ∆
3
3,4 = 〈α3 + α4〉,
∆43,4 = 〈(α3 + α4)α1, (α3 + α4)α3, (α3 + α4)α4〉, ∆
4
2,3,4 = 〈α3 + α4〉.
Moreover, it holds for any permutation of the set of subscripts {1, 3, 4}.
Proof. Follows from the fact that ∆3 and ∆4 are trivial mod 2 on all simple roots
except α2 and that ∆3,4(α
2
2) ≡ ∆3,4(α
4
2) ≡ 0, ∆3,4(α
3
2) ≡ α3 + α4. 
From the lemma we immediately obtain
a124321,124321, a1,1 :∆
4
1,2,3,4 = ∆1(∆
4
2,3,4) = 0
a24321,24321, a21,21 :∆
3
2,3,4 = 0, ∆2,1(∆
4
3,4) = 0
a321,321, a421,421 :∆
4
3,2,1,4 = 0, ∆
4
4,2,1,3 = 0
a4321,4321 :∆
4
4,2,1,3 = 0, ∆
2
3,4 = 0
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All this assuming that φ is an idempotent gives
a∅ ≡ a1,1 ≡ a21,21 ≡ a321,321 ≡ a421,421 ≡ a4321,4321 ≡ a24321,24321 ≡ a124321,124321.
So there are no non-trivial idempotents and we have proven the following
Proposition 7.7. Let G be a group of type D4 and let P be the maximal parabolic
subgroup generated by all simple reflections except the first one. Let D be the nil-
Hecke algebra over Z (or Z/2Z) corresponding to the root lattice of G.
Then the D-module D⋆P is irreducible.
Remark 7.8. In view of 5.8, 5.9 and 4.7, this fact implies indecomposability of
the motive of a generic twisted form of a 6-dimensional split quadric.
Assume that ω1 ∈ T
∗, that is G = SO8. Then the lemma 7.6 turns into
Lemma 7.9. We have ∆23,4 = 0, ∆
3
3,4 = 〈α3 + α4〉,
∆43,4 = 〈(α3 + α4)α1, (α3 + α4)α3, (α3 + α4)α4, (α3 + α4)ω1〉, ∆
4
2,3,4 = 〈α3 + α4〉.
So we obtain
a124321,124321, a1,1 :∆
4
1,2,3,4 = ∆1(∆
4
2,3,4) = 0
a24321,24321, a21,21 :∆
3
2,3,4 = 0, ∆2,1(∆
4
3,4) = 0
which gives only that
a∅ ≡ a1,1 ≡ a21,21 and a4321,4321 ≡ a24321,24321 ≡ a124321,124321.
Since ∆3(f) ≡ ∆4(f) for any linear f , we have
∆4,2,1,3,2 ≡ ∆3,2,1,3,2.
Moreover, direct computations show that
∆3,2,3(α
2
2α3) ≡ ∆3,2,3(α
2
2α4) ≡ 1.
So that ∆3,2,3(g) ≡ ∆4,2,4(g). Combining, we obtain
∆4,2,1,3 = ∆4,2,3,1 ≡ ∆3,2,3,1 ≡ ∆4,2,4,1 ≡ ∆3,2,4,1 = ∆3,2,1,4
So a21,21 ≡ a321,321 ≡ a421,421 ≡ a4321,4321. Hence, there are no non-trivial idem-
potents as well.
Proposition 7.10. Let G be a group of type D4 and let P be the maximal para-
bolic subgroup generated by all simple reflections except the first one. Let D be the
nil-Hecke algebra over Z (or Z/2Z) corresponding to the lattice T ∗ of the special
orthogonal group.
Then the D-module D⋆P is irreducible.
Remark 7.11. In view of 5.8, 5.9 and 4.7, this fact implies indecomposability of
the motive of a generic 6-dimensional quadric.
Assume ω4 ∈ T
∗ that is G = HSpin8. Then {α2, α3, α4, ω4} generates T
∗.
We claim that ∆1,2,3,4,2(a24321) ≡ 0. Indeed, let f = ∆2,3,4,2(a24321) ∈ S
1(T ∗).
Then
∆3(f) = ∆3,2,3,4,2(a24321) = ∆2,3,2,4,2(a24321) = ∆2,3,4,2(∆4(a24321)) = 0.
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Now for f = a2α2 + a3α3 + a4α4 + bω4 we get ∆1(f) ≡ a2 mod 2 but ∆3(f) ≡ a2
mod 2 as well.
Similarly, ∆3,2,1,4,2(a24321) ≡ 0. In this case denote f = ∆2,1,4,2(a24321). Then
∆1(f) = ∆1,2,1,4,2(a24321) = ∆2,1,2,4,2(a24321) = ∆2,1,4,2(∆4(a24321)) = 0.
And ∆3(f) ≡ ∆1(f) ≡ 0.
By the same arguments, ∆3,2,1,3,2(a24321) ≡ ∆3,4,2,1,2 ≡ 0.
Consider now ∆2,1,3,4,2(a24321). Let g = ∆3,4,2(a24321). We then have ∆3,2(g) =
0. Let g =
∑
2≤i≤j cijαiαj +
∑
2≤i biω4αi + dω
2
4 . Then
∆2(g) ≡ c22(α2 + α3 + α4) + α2(c23 + c24) + ω4(b3 + b4).
The fact that ∆3,2(g) ≡ 0 implies that c22 + c23 + c24 ≡ 0. But
∆1(g) ≡ c22α1 + c23α3 + c24α4 + b2ω4.
So that ∆2,1(g) ≡ (c22 + c23 + c24) ≡ 0. Combining we obtain that
a∅ ≡ a1,1 ≡ a21,21 ≡ a321,321 ≡ a421,321
and
a421,421 ≡ a321,421 ≡ a4321,4321 ≡ a24321,24321 ≡ a124321,124321.
Then the D-module D⋆P is either irreducible or splits into two irreducible direct
summands with a generating function 1 + t+ t2 + t3 (over S) each.
Remark 7.12. In view of 5.8, 5.9 and 4.7, this fact implies that the motive M of
a HSpin8-generic involution variety is either indecomposable or splits as a direct
sum M = N ⊕ N(3), where N is indecomposable with a generating function 1 +
t + t2 + t3. Using know result on motives of quadratic forms (e.g. that after
splitting the algebra, the motive of a Spin8-generic quadratic form splits into 2-
fold Rost motives) it follows that the second decomposition is impossible, i.e., M
is indecomposable.
8. Localized endomorphisms
In the present section we investigate the endomorphism ring EndQW (Q
∗
W/WP
).
Consider a standard basis {fw¯}, w ∈W
P , of the free Q-module Q∗W/WP , where
fw¯ is dual to δw¯. Since the QW -module Q
∗
W/WP
is generated by f1¯, any endomor-
phism φ ∈ EndQW (Q
∗
W/WP
) is determined by it value on f1¯ that is
(1) eq:pres φ(f1¯) =
∑
w∈WP
aw¯fw¯, aw¯ ∈ Q.
Since φ is QW -linear, it has to satisfy v⊙φ(f1¯) = φ(v⊙ f1¯) = φ(f1¯) for all v ∈ WP
which translates as∑
w∈WP
v(aw¯)fvw =
∑
w∈WP
aw¯fw¯ for all v ∈ WP .
The latter is equivalent to
(2) eq:invm v(aw¯) = avw for all v ∈WP .
Observe that (2) implies that a coefficient au¯ is uniquely determined by the coeffi-
cient aw¯, where w is the minimal representative of the double WP -coset containing
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u. In particular, if w = 1, then the respective double coset is WP and we obtain
the condition a1¯ ∈ Q
WP .
Example 8.1. Consider G of type An and a parabolic subgroup P of type An−1,
i.e. G/P = Pn. We have W = 〈s1, . . . , sn〉, WP = 〈s2, s2, . . . , sn〉 and W
P =
{1, v1, v2, . . . , vn}, where si denotes the i-th simple reflection and vi = sisi−1 . . . s1.
For any φ ∈ EndQW (Q
∗
W/WP
) presentation (1) can be written as
φ(f1¯) = c0f1¯ + c1fv¯1 + . . .+ cnfv¯n , where ci ∈ Q.
Here we have only two double cosets: WP =WP · 1 ·WP and WP · s1 ·WP . So the
conditions (2) turn into
c0 ∈ Q
WP and cj =
vj
v1
(c1), 1 ≤ j ≤ n.
In other words, φ is determined only by two coefficients c0 ∈ Q
WP and c1 ∈ Q.
An endomorphism φ ∈ EndQW (Q
∗
W/WP
) is an idempotent means that φ(φ(f1¯)) =
φ(f1¯), i.e.,
(3) eq:idem
∑
wv=u¯
aw¯w(av¯) = au¯, w, v, u ∈ W
P .
Example 8.2. In the notation of the previous example we have the following
multiplication table on WP :
For j ≥ 1 (assuming v0 = 1).
vi · vj =
{
vj if i < j
vj−1 otherwise
In particular, for n = 5 it can be represented as a matrix
0 1 2 3 4 5
1 0 2 3 4 5
2 0 1 3 4 5
3 0 1 2 4 5
4 0 1 2 3 5
5 0 1 2 3 4

where the coefficient at the position (i, j) is the index of vi ·vj (we number columns
and rows starting from 0). Observe that from the matrix it follows that each number
r, 0 ≤ r ≤ n appears exactly n+1 times. That is at the r-th column up to (r−1)-th
row (r times), then at the zero column and r-th row (1 times) and r+1-th column
up to n-th row (n− r times).
The condition (3) then becomes: For each r, 0 ≤ r ≤ n we have
(4) {?}
r−1∑
i=0
ci · vi(cr) + cr · vr(c0) +
n∑
i=r+1
ci · vi(cr+1) = cr
In particular, for r = 0, we obtain
c20 +
n∑
i=1
civi(c1) = c0
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and for r = 1 we get
c0 · c1 + c1 · v1(c0) +
n∑
i=2
ci · vi(s2(c1)) = c1.
Example 8.3. An idempotent φ ∈ EndQW (Q
∗
W/WP
) for the group G of type A2
and P of type A1 is determined by
φ(f1¯) = c0f1¯ + c1fs¯1 + s2(c1)fs¯2s1 , c0 ∈ Q
WP , c1 ∈ Q
where c0 and c1 satisfy the following 2 equations (for r = 0 and r = 1; the equation
for r = 2 is obtained from the one for r = 1 by applying s2){
c20 + c1s1(c1) + s2(c1s1(c1)) = c0
c0c1 + c1s1(c0) + s2(c1)s2s1(s2(c1)) = c1.
Observe that tensoring with Q induces an embedding
EndD(D
⋆
P ) →֒ EndQW (Q
∗
W/WP
).
We now investigate its image.
Recall that D⋆P ⊂ S
⋆
W/WP
⊂ Q∗W/WP is a D-module generated by the class of
a point [pt] = xΠ/P f1¯ ∈ S
⋆
W/WP
, where xΠ/P = xΠ/xP , xP =
∏
α∈Σ−P
xα and
xΠ =
∏
α∈Σ− xα. Therefore, any φ ∈ EndD(D
⋆
P ) is determined by its value on [pt].
On the other hand, φ([pt]) belongs to D⋆P as an element of S
⋆
W/WP
⊂ Q∗W/WP if
it satisfies the criteria of [3, Thm. 11.9]. Combining these together we obtain that
φ ∈ EndQW (Q
∗
W/WP
) comes from EndD(D
⋆
P ) if and only if the coefficients aw¯ ∈ Q
satisfy
(5) eq:mom bw¯ = xΠ/P aw¯ ∈ S and xw(α) | (bw¯ − bsw(α)w) for all α /∈ ΣP .
Expressing the coefficients aw¯ in terms of bw¯ ∈ S and combining all the conditions
we (2), (3) and (5) we obtain that φ is an idempotent in EndD(D
⋆
P ) if and only if
v(bw¯) = bvw for all v ∈ WP∑
wv=u¯w(xP )bw¯w(bv¯) = xΠbu¯, w, v, u ∈W
P
xw(α) | (bw¯ − bsw(α)w) for all α /∈ ΣP .
Example 8.4. In the case (A2, A1) and Chow groups let Π = {α, β} denote the set
of simple roots. We have ΣP = {±β}, xΠ/P = xαx−αxα+βx−(α+β) = α
2(α + β)2,
xP = xβx−β = −β
2. Set c˜0 = xΠ/P c0, c˜1 = xΠ/P c1 and c˜2 = xΠ/P c2. Then the
polynomials c˜0, c˜1 ∈ S = Z[α, β] define an idempotent in EndD(D
⋆
F,P ) if and only
if 
−β2c˜20 − (α+ β)
2c˜1s1(c˜1)− α
2s2(c˜1s1(c˜1)) = α
2β2(α+ β)2c˜0
−β2c˜0c˜1 − (α+ β)
2c˜1s1(c˜0)− α
2s2(c˜1)s2s1(s2(c˜1)) = α
2β2(α+ β)2c˜1
α | c˜0 − c˜1.
Consider the endomorphism ring EndSW (S
⋆
W/WP
). By definition there is an
inclusion
EndSW (S
⋆
W/WP
) →֒ EndQW (Q
∗
W/WP
).
We will identify the endomorphism rings EndSW (S
⋆
W/WP
) and EndD(D
⋆
P ) as sub-
rings of EndQW (Q
∗
W/WP
).
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Observe that the conditions for being an SW -homomorphism and an idempotent
in EndSW (S
⋆
W/WP
) are the same as (2) and (3) except that all coefficients have to
be in S.
Consider an endomorphism φ ∈ EndSW (S
⋆
W/WP
) with φ(f1¯) =
∑
aw¯fw¯. Its
image lies in D⋆P if the coefficients aw ∈ S satisfy the criteria in [3, Thm. 11.9].
Hence, φ maps [pt] = xΠxP f˜1 ∈ D
⋆
P to an element inD
⋆
P , i.e. comes from EndD(D
⋆
P ),
if
xw(α) |
xΠ
xP
(aw − asw(α)w) for all α /∈ ΣP
(here wsα = sw(α)w, ΣP is the root subsystem corresponding to P , xΠ is the
product over all negative roots and xP is the subproduct over all negative roots of
ΣP ). Since xw(α) |
xΠ
xP
if w(α) /∈ ΣP , it becomes equivalent by (2) to
(6) eq:div xw(α) |
xΠ
xP
(aw − sw(α)(aw)),
for all α and w ∈ WP such that α /∈ ΣP and w(α) ∈ ΣP .
We consider now only endomorphisms of degree 0 (those that preserve the natural
grading). In this case, coefficients aw in the presentation of φ ∈ End
(0)
SW
(S⋆W/WP )
have degree 0, i.e. (for Chow groups) they are from R.
The divisibility condition (6) then always hold as either w(α) /∈ ΣP in which case
xw(α) |
xΠ
xP
, or w(α) ∈ WP in which case aw − sw(α)(aw) = 0 as W acts trivially on
R. Hence, we obtain
Lemma 8.5. There is an embedding
EndR[W ](R[W/WP ]) = End
(0)
SW
(S⋆W/WP ) →֒ End
(0)
D (D
⋆
P ).
In the opposite direction if we have φ ∈ End
(0)
D (D
⋆
P ), then it is given by φ(
xΠ
xP
f˜1) =∑
w∈WP bwf˜w, where bw ∈ S satisfies the divisibility condition and deg bw =
dimG/P . Observe that φ comes from End
(0)
SW
(S⋆W/WP ) if and only if each bw is
divisible by xΠxP . We have
φ(f˜1) =
∑
w∈WP
1
xΣ
awf˜w,
where xΣ = xΠx−Π and aw = xPx−Πbw, deg aw = deg xΣ. Recall that by (3) φ is
an idempotent if and only if ∑
w¯v¯=u¯
aww(av) = xΣau,
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