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We consider discrete-time Markov bridges, chains whose initial and final states coincide. We derive exact
finite-time formulae for the joint probability distributions of additive functionals of trajectories. We apply our
theory to time-integrated currents and frenesy of enzymatic reactions, which may include absolutely irreversible
transitions. We discuss the information that frenesy carries about the currents and show that bridges may violate
known uncertainty relations in certain cases. Numerical simulations are in perfect agreement with our theory.
I. INTRODUCTION
Cutting-edge advances in physics and nanotechnology have
paved the way in recent years to the quantitative analysis of
fluctuation phenomena at mesoscopic scales. Important ex-
amples are the direct observation of molecular motors’ step-
ping [1], quantized charge transport in single-electron de-
vices [2], rotation of synthetic mesoscopic machines [3], etc.
Most non-equilibrium phenomena at small scales can be faith-
fully represented by Markov processes [4]. In these models,
the state of a system (e.g. active/inactive molecule) at a given
time t is described at a coarse-grained level by a discrete ran-
dom variable (e.g. Xt = {1, 2, ...}) that changes its value
at random times corresponding to transitions between differ-
ent configurations (e.g. activation/deactivation of a molecule).
Understanding fluctuations of thermodynamic quantities as-
sociated with a given trajectory (sequence of recordings) of
a Markov process is one of the central goals of the emerging
field of stochastic thermodynamics [5–10].
Recently, two different frameworks have established new
universal thermodynamic properties of systems obeying
Markovian dynamics, based on large deviations [11, 12] and
martingale theory [13, 14]. The large deviations approach has
been instrumental in providing universal inequalities for the
uncertainty of time-integrated currents in both discrete and
continuous processes. The so called ”thermodynamic uncer-
tainty relations” [15–33], which have lately become an im-
portant line of research in its own right, provide only bounds
for finite-time momenta. The martingale approach has instead
led to universal equalities, which are however so far limited
to a reduced set of thermodynamic currents [34–39]. The ap-
proach we put forward — inspired by the full counting statis-
tics method from mesoscopic physics [40, 41] — is very gen-
eral, provides exact equalities for any finite time for a broad
class of functionals, and is computationally inexpensive.
In this article, we derive exact formulae – Eqs. (7,10,11) –
for the marginal and joint distributions of additive functionals
of Markov chains obeying a specific constraint, namely
Markov bridges. These are chains of finite length whose
initial and final states coincide. For Markov bridges that
may include absolutely irreversible transitions, our formula
provides the exact marginal and joint distributions of a broad
class of functionals, for instance:
• Time-integrated currents, which we simply call
“currents”. These are functionals that change sign
under time reversal of the trajectory. Examples: (i) the
current between states x and x′, given by the number
of jumps x → x′ minus the number of jumps x′ → x;
(ii) any linear combination of currents between pairs of
states in a network.
• Frenetic quantities, functionals that are invariant
under time reversal of the trajectory. A paradigmatic
example is given by the total number of jumps between
any two different states in a network, which we simply
call “frenesy” [42–45]. This quantity is often referred
to as “traffic” or “activity”.
The study of bridges and constrained stochastic processes
has a long history and many applications [46–60]. However,
the discrete-time and discrete-space Markov setting is much
less developed, especially in the context of stochastic ther-
modynamics. The analytical progress that we achieve in this
work is especially welcome in the study of systems with abso-
lutely irreversible transitions [61–63], which are notoriously
harder to attack analytically. These kinds of systems are ubiq-
uitous in e.g. biological processes, where biochemical and
physiological reactions can often spontaneously occur only in
one specific direction [64–69] and also in diffusion processes
with stochastic resetting [70–82].
In the following, we present the derivation of our main for-
mulae, a swift review on celebrated uncertainty relations re-
lated to our work, and results for two examples: (i) a uni-
cyclic enzymatic reaction; and (ii) a chemically-driven molec-
ular motor with one absolutely irreversible transition.
II. THEORY
In this section, we develop our theory for the distribution
of additive functionals for Markov bridges. We consider sta-
tionary discrete-time Markov chains of T ≥ 1 steps defined
over K > 1 states. The probability to observe a trajectory
ωT ≡ (X0, X1, . . . , XT ), where each Xt (0 ≤ t ≤ T ) be-
longs to the finite alphabet ξ = {x1, . . . , xK}, is given by
P (ωT ) = p(X0)pi(X1|X0) · · ·pi(XT |XT−1) . (1)
Here, p(X0) is the probability of the initial state X0, and
pi(x|x′) — arranged in the transition matrix (pi)x,x′ — de-
notes the conditional probability of jumping from state x′ to
state x. A Markov bridge (MB) is a Markov chain constrained
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FIG. 1. Illustration of two Markov bridges starting at time T = 0
and ending at time T = 6 in state 1. For the red curve, we add (top
black) the frenetic counter, which increases by one every time the
system jumps between any two different states. For the same curve
we add (bottom grey) the clockwise current counter, which increases
(decreases) by one every time the system jumps from x′ to x > x′
(x < x′).
to terminate in the initial state (i.e. X0 = XT ). The probabil-
ity to observe a trajectory of a Markov bridge reads
PMB(ωT ) = N
−1
T p(X0)pi(X1|X0) · · ·pi(XT |XT−1)δXT ,X0 ,
(2)
where δα,β is the Kronecker delta. The constant
NT ensures that the probability is correctly normalized,∑
ωT
PMB(ωT ) = 1, where
∑
ωT
≡ ∑X0∑X1 · · ·∑XT
with all sums running over the finite alphabet Xi ∈ ξ. The
inclusion of the bridge condition will provide a decisive tech-
nical advantage towards exact finite-time calculations, as we
show below.
Our interest is to provide exact finite-time statistics for ad-
ditive Markov functionals of the form
Γ(ωT ) =
T−1∑
t=0
γ(Xt, Xt+1) , (3)
with the counter γ(x′, x) ∈ Z for all x, x′. We note that
Γ(ωT ) ∈ Z is a random variable that depends on the full tra-
jectory ωT . Denoting by ΘωT the time-reversed trajectory —
if allowed — key interesting physical examples of additive
functionals are
• Time-integrated currents, which obey γ(x′, x) =
−γ(x, x′), and are thus odd under time reversal
Γ(ωT ) = −Γ(ΘωT ).
• Frenetic quantities, obeying γ(x′, x) = γ(x, x′) that are
invariant under time reversal Γ(ωT ) = Γ(ΘωT ).
For instance, in Fig. 1 we show the frenetic counter γ(x′, x) =
1− δx′,x and the clockwise current counter γ(x′, x) = θ(x−
x′)−θ(x′−x), with θ(y) = 1 if y > 0 and θ(y) = 0 if y ≤ 0.
A. Exact finite-time distribution of a single functional
The probability distribution of any Γ(ωT ) is
P (ΓT ) ≡ Pr
[
Γ(ωT ) = ΓT
]
=
∑
ωT
PMB(ωT )δΓ(ωT ),ΓT .
(4)
As noted above, we consider only functionals that can take
integer values, i.e. ΓT ∈ Z. Introducing the well-
known integral representation for the Kronecker delta, δa,b =
(1/2pi)
∫ 2pi
0
dkeik(a−b), with i the imaginary unit and a, b in-
tegers, we obtain
P (ΓT ) = N
−1
T
∫ 2pi
0
dk
2pi
eikΓT
∑
XT
∑
XT−1
pik(XT |XT−1) · · ·∑
X1
pik(X2|X1)
∑
X0
pˆik(X1|X0)δX0,XT , (5)
where pik(x|x′) ≡ pi(x|x′)e−ikγ(x′,x) and pˆik(x|x′) ≡
p(x′)pi(x|x′)e−ikγ(x′,x). Using the Kronecker delta δX0,XT
to kill the sum over XT we can rewrite (9) as
P (ΓT ) = N
−1
T
∫ 2pi
0
dk
2pi
eikΓT
∑
X0
∑
XT−1
· · ·
∑
X1
pik(X0|XT−1)
pik(XT−1|XT−2) · · ·pik(X2|X1)pˆik(X1|X0) , (6)
where — in a way vaguely reminiscent of the transfer
matrix approach to partition functions in disordered sys-
tems [83] — the multiple sum is now readily recognized as
a trace of the product of T matrices, using Tr(A1 · · ·Am) =∑
`
∑
j1
· · ·∑jm−1(A1)`,j1(A2)j1,j2 · · · (Am)jm−1,`.
Spelling this out in detail, we arrive at an analytical expres-
sion for the finite-time distribution of additive functionals
P (ΓT ) =
∫ 2pi
0
dk
2pi
eikΓT
Tr
[
piT−1k pˆik
]
Tr
[
piT−10 pˆi0
] . (7)
Here, Tr is the matrix trace, and the K×K matrices pi and pˆi
have elements (pik)x,x′ = pik(x|x′) and (pˆik)x,x′ = pˆik(x|x′),
respectively. The tilted matrix pik is a key object in the T →
∞ theory of large deviations for Markov functionals [11], but
here we make the most of it to extract finite time statistics.
Further simplifications can be achieved if the initial proba-
bility p(X0) is uniform over all states, p(X0) = 1/K. In this
case, the matrices pik and pˆik are proportional to each other,
and Eq. (9) simply reads
P (ΓT ) =
∫ 2pi
0
dk
2pi
eikΓT
Tr
[
piTk
]
Tr
[
piT0
] =∫ 2pi
0
dk
2pi
eikΓT
∑
i λ
T
i (k)∑
i λ
T
i (0)
,
(8)
where λi(k) with i = 1, . . . ,K are the K eigenvalues of the
tilted matrix pik. This formula is particularly useful in the
case where K is not too large, or if the tilted matrix pik has
additional symmetries that facilitate an easier extraction of its
eigenvalues, e.g. circulant matrices. Notably, from Eq. (7) and
Eq. (8), the calculation of moments and cumulants for finite
time is straightforward. As we will show below, Eq. (8) pro-
vides useful insights for simple examples of Markovian sys-
tems with homogeneous transition probabilities, see Sec. IV.
Furthermore, we will discuss how our main result (7) yields
exact statistics for bridges in an example of a more complex
Markovian process, see Sec. V.
3B. Joint distributions of finite-time functionals
We can further exploit the multiplicative structure of the
Fourier transform of the distribution to provide exact expres-
sions for joint distributions of additive functionals for Markov
bridges. For example, the joint probability distribution of any
pair of functionals (Γ(1)(ωT ),Γ(2)(ωT )) is
P (Γ
(1)
T ,Γ
(2)
T ) ≡ Pr
[
Γ(1)(ωT ) = Γ
(1)
T ,Γ
(2)(ωT ) = Γ
(2)
T
]
=
∑
ωT
PMB(ωT )δΓ(1)(ωT ),Γ(1)T
δ
Γ(2)(ωT ),Γ
(2)
T
.
As noted above, we consider only functionals that can take
integer values, i.e. Γ(1)T ,Γ
(2)
T ∈ Z. Introducing twice δa,b =
(1/2pi)
∫ 2pi
0
dkeik(a−b), we obtain
P (Γ
(1)
T ,Γ
(2)
T ) = N
−1
T
∫ 2pi
0
dk1
2pi
∫ 2pi
0
dk2
2pi
ei[k1Γ
(1)
T +k2Γ
(2)
T ]
×
∑
XT
∑
XT−1
pik1,k2(XT |XT−1) · · ·
∑
X1
pik1,k2(X2|X1)
×
∑
X0
pˆik1,k2(X1|X0)δX0,XT , (9)
where pik1,k2(x|x′) ≡ pi(x|x′)e−i[k1γ1(x
′,x)+k2γ2(x′,x)]
and pˆik1,k2(x|x′) ≡ p(x′)pik1,k2(x|x′). Using the Kronecker
delta δX0,XT to kill the sum over XT we obtain
P (Γ
(1)
T ,Γ
(2)
T ) =
∫∫ 2pi
0
dk1dk2
(2pi)2
ei[k1Γ
(1)
T +k2Γ
(2)
T ]
Tr[piT−1k1,k2pˆik1,k2 ]
Tr[piT−10,0 pˆi0,0]
.
(10)
We can further generalize Eq. (10) to the case of n > 2
additive functionals. The joint finite-time distribution of a set
of functionals Γ(1)T ,Γ
(2)
T , . . . ,Γ
(n)
T is given by
P (Γ
(1)
T , . . . ,Γ
(n)
T ) =
∫
Ωn
dnk
(2pi)n
ei
∑n
α=1 kαΓ
(α)
T
Tr[piT−1k pˆik]
Tr[piT−10 pˆi0]
.
(11)
Here, dnk ≡ dk1 · · · dkn, the tilted matrices are given
by pik(x|x′) ≡ pi(x|x′)e−i[k1γ1(x′,x)+···+knγn(x′,x)] and
pik(x|x′) ≡ p(x′)pik(x|x′), respectively with γi(x′, x) the
counter of the i−th functional. The integral Ωn is done over
[0, 2pi]n and 0 ≡ (0, . . . , 0).
We remark that, in the long time limit, the rate functions
for constrained trajectories (bridges) and for unconstrained
trajectories are identical. For the case of a single additive
functional, this result follows from Eq. (8): for large T ,
the dominant contribution to the integrand will come from
λmax(k), the largest eigenvalue of the tilted matrix. Set-
ting ΓT = TγT , with γT an intensive parameter, we obtain
P (ΓT = TγT ) ∝
∫ 2pi
0
dk eT [ikγT+lnλmax(k)], which can be
evaluated via a saddle-point approximation. Deforming the
integration contour, this leads to P (ΓT ) ∼ eTψ(ΓT /T ), where
the rate function ψ(x) = maxk[kx − lnλmax(k)] is the Leg-
endre transform of the very same scaled cumulant generating
function φ(k) = lnλmax(k) that would be obtained for the
unconstrained problem, see e.g. Ref. [11].
III. APPETIZER OVER THERMODYNAMIC
UNCERTAINTY RELATIONS
We now swiftly review recent universal bounds for the un-
certainty of current-like and frenetic functionals of discrete
Markovian stationary processes, so called thermodynamic un-
certainty relations [15, 16]. We stress that, at present, none
of these results are available for Markov bridges. First,
we discuss results for the uncertainty of time-integrated cur-
rents over a time window T , which we generically denote by
Γ(ωT ) = JT . For continuous-time stationary Markov pro-
cesses, the relative uncertainty of any current obeys for all
values of T [18, 84]
var(JT )
〈JT 〉2 ≥
2kB
〈ST 〉 , (12)
where 〈JT 〉 and var(JT ) denote respectively the mean
and variance of the current, and 〈ST 〉 is the av-
erage entropy produced up to time T . The latter
is given by 〈ST 〉 = T (∆S/∆t), with ∆S =
kB
∑
x′,x p(x
′)pi(x|x′) ln[pi(x|x′)p(x′)/pi(x′|x)p(x)] the en-
tropy production per step and kB the Boltzmann’s constant.
A popular way to describe (12) is that one needs to dissipate
a minimal amount of heat, given by T〈ST 〉 with T the tem-
perature of the bath, in order to achieve the desired transport
efficiency across the network [23, 24].
For discrete-time Markov chains with time step ∆t,
Eq. (12) does not always hold, but should be instead replaced
by a generalized uncertainty relation valid in the large T limit,
for both stationary and time-symmetric periodic driving [19]
var(JT )
〈JT 〉2 ≥
2(∆t/T )
e∆S/kB − 1 . (13)
Note that in the limit of small ∆t, the right-hand side of
Eq. (13) retrieves the right-hand side of Eq. (12), as it
should. A comprehensive discussion on the discrete and
continuous-time uncertainty relations for currents can be
found in [26], and a refreshing extension to non-Markovian
“run-and-tumble” processes in [25].
Among the class of time-integrated currents, a special
place is reserved for the entropy production ST men-
tioned above, an additive functional defined by γ(x′, x) =
kB ln [p(x
′)pi(x|x′)/p(x)pi(x′|x)] [85, 86]. Specializing
Eqs. (12) and (13) to ST , one gets respectively
var(ST )
〈ST 〉 ≥ 2kB , (14)
var(ST )
〈ST 〉 ≥
2∆S/kB
e∆S/kB − 1 , (15)
where (14) is valid at all times and (15) in the limit of large T .
So far, little is known about frenetic aspects of thermody-
namic uncertainty relations [20–22]. Important results include
inequalities for the relative uncertainty of frenetic quantities
in terms of the average frenesy [20, 21]. For continuous-time
stationary Markov processes, the relative uncertainty of any
4additive functional ΓT obeys at all times T the so-called “ki-
netic” uncertainty relation [21]
var(ΓT )
〈ΓT 〉2 ≥
1
〈ΦT 〉 , (16)
where 〈ΦT 〉 is the average frenesy. Specializing this relation
to the frenesy itself, we get
var(ΦT )
〈ΦT 〉 ≥ 1 . (17)
To the best of our knowledge, analogous results for discrete-
time processes are not currently available.
We remark that all the uncertainty relations served in
this appetizer involve ratios of cumulants for different kinds
of functionals, which are easily accessible for finite time
within our framework. In addition, none of these results
concern cumulants evaluated along bridges, which are in
general more “accurate” and produce more entropy than their
unconstrained counterparts.
IV. CURRENTS AND FRENESY IN UNICYCLIC
DISCRETE-TIME ENZYMATIC REACTIONS
Enzymatic reactions are often described using continuous-
time Markov processes in which chemical reactions occur at
random times [4]. One simple yet paradigmatic example of a
nonequilibrium cyclic enzymatic reaction is given by a single
enzyme E that can convert substrate molecules S into product
molecules P:
E ES EP E . (18)
Here we will assume that the enzyme is embedded in a thermal
bath at temperature T that contains an excess stationary con-
centration of substrate S and product P molecules. In (18), E
denotes the free enzyme, ES the enzyme bound to a substrate
molecule and EP the enzyme bound to a product molecule. In
continuous time, the probability for the enzyme to be in states
E, ES and EP is described using master equations [65, 87].
In what follows, we consider a simplified discrete-time
Markov model for the unicyclic enzymatic reaction given by
Eq. (18), see Fig. 2 for an illustration. In this model, the transi-
tion rates are considered to be homogeneous, yielding a biased
motion in the clockwise direction E → ES → EP. Mathe-
matically, we describe the model as a three-state Markov chain
with states E = 1, ES = 2, and EP = 3 with probabilities p
and q to jump clockwise and counterclockwise, respectively.
Thus, the transition matrix is
pi =
r q pp r q
q p r
 , (19)
with r = 1− (p+q) the probability to remain in a given state.
We assume that the transition probabilities obey local detailed
FIG. 2. Sketch of a three-state Markov chain describing a cyclic en-
zymatic reaction with homogeneous transition rates. In this model,
the enzyme can be in three different states, E (free enzyme), ES (en-
zyme bounded to substrate) and EP (enzyme bounded to product).
The transition probabilities between each of the states represented
by symbols are shown with small letters. The red arrow illustrates
the direction of the current that we are interested in.
balance p/q = e−Q/kBT with Q (−Q) the heat absorbed (dis-
sipated) by the enzyme into the bath in one clockwise (coun-
terclockwise) transition. The cycle affinity of this enzyme is
A = kBT ln[(p/q)
3] = 3kBT ln(p/q).
We investigate bridges where the enzyme’s state is E at both
time 0 and time T . Two natural observables to measure in
such process are the net current in the clockwise direction and
the total number of jumps. These are simply related to entropy
production and frenesy along cycles. In fact, the entropy pro-
duced along a bridge equals ST = (A/3T)JT , with JT the net
number of jumps in the clockwise direction. We will provide
exact formulae for the statistics of the clockwise current JT ,
the frenesy ΦT defined as the total number of jumps between
different states, and for the joint statistics of JT and ΦT .
A. Exact current statistics
The tilted matrix associated with the clockwise current
JT ∈ {−T, . . . , T} is
pik =
 r qeik pe−ikpe−ik r qeik
qeik pe−ik r
 . (20)
Because of the homogeneous nature of the transition matrix,
we can apply directly formula (8) to calculate the distribution
of any additive functional. In particular for JT we obtain,
using the residue theorem and Faa` di Bruno formula (see Ap-
pendix A):
P (JT ) = N
−1
T p
T
2∑
j=0
(ωj)
2T , (21)
for JT = T , and
P (JT ) = N
−1
T
2∑
j=0
1
(T − JT )!
T−JT∑
k=1
[T ]k(pω
2
j )
T−k
×BT−JT ,k (r, 2qωj , 0, . . . , 0) , (22)
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FIG. 3. Statistics of currents in Markov bridges for the three-state model in Fig. 2 obtained from Monte Carlo simulations (symbols) and using
Eqs. (21) and (22) (solid lines). (a) Distribution of the clockwise current JT for parameters p = 0.55 and q = 0.1. (b) Fano factor of the
entropy production ST = (A/3T)JT as a function of time T , for different values of p (see legend) and fixed q = 0.1. Here, the cycle affinity
is A = 3kBT ln(p/q) = 5.1kBT. (c) Fano factor of the entropy production as a function of the bias p (see legend) with fixed q = 0.1. In
(a-c), the number of simulated bridges is 107, and in (b-c) the right-hand side of the uncertainty relations Eq. (14) and (15) are plotted with
dashed and dotted lines, respectively.
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FIG. 4. Statistics of frenesy ΦT (total number of jumps between
different states) in Markov bridges for the three-state model in Fig. 2
obtained from Monte Carlo simulations (symbols) and using Eq. (26)
(solid lines). (a) Distribution of frenesy for parameters p = 0.47 and
q = 0.02. (b) Fano factor of the frenesy ΦT as a function of time
T for parameter p = 0.47. The horizontal dashed line in (b) is set
to one, following the uncertainty relation (17). In (a) and (b), the
number of simulated bridges is 107.
for −T ≤ JT < T . Here,
NT =
2∑
j=0
(r + qωj + pω
2
j )
T (23)
is a normalization factor and
ωj = e
2piij/3 (24)
is the j−th root (j = 0, 1, 2) of the equation z3 = 1. We have
also introduced the falling factorial [x]n =
∏n−1
k=0(x− k) and
the incomplete Bell polynomials Bm,n(x1, x2, ..., xm−n+1).
With some algebra, it is possible to show that the distribution
given by Eqs. (21) and (22) is real-valued and normalized.
We perform numerical simulations of 107 three-state
Markov bridges, obtained by discarding from a large number
of simulations of unconstrained chains those that did not meet
the bridge constraint. The results shown in Fig. 3a are de-
scribed very accurately by the formulae (21) and (22), which
predict that the clockwise current is quantized in multiples of
three, as required by the bridge condition. Furthermore, the
Fano factor var(ST )/〈ST 〉 along bridges can be also com-
puted exactly as shown in Figs. 3b-c. Not surprisingly, the
bound (14) — valid for continuous-time processes — is vio-
lated at both small and large times and for a broad range of
parameters. Interestingly, also the discrete-time uncertainty
relation (15) is occasionally violated for finite time and es-
pecially in the limit of A large (Fig. 3c). The Fano factor
often displays strongly non-monotonic behaviour as a func-
tion of T (Fig. 3b) or of the bias (Fig. 3c). It will be very
interesting in the future to tackle the question of what is the
optimal time window that achieves the maximum accuracy in
measurements of currents.
B. Exact distribution of the frenesy
The tilted matrix associated with the frenesy ΦT ∈
{0, . . . , T} — the total number of jumps between different
6states — is
pik =
 r qe−ik pe−ikpe−ik r qe−ik
qe−ik pe−ik r
 . (25)
Following the same procedure as before in Sec. IV A, we find
the remarkable closed expression for the distribution of the
frenesy
P (ΦT ) =
(
T
T−ΦT
)
rT−ΦT
∑2
j=0
(
qωj + pω
2
j
)ΦT∑2
j=0(r + qωj + pω
2
j )
T
, (26)
which again can be shown to be real-valued and normalized.
We show in Fig. 4a that Eq. (26) reproduces, with excellent
agreement, the frenetic distribution at any time T obtained
from numerical simulations of 107 bridges. Interestingly, our
formula reveals the complicated structure of the distribution,
with many maxima, minima, and forbidden values due to the
bridge constraint, which become less and less important as the
time horizon grows. The Fano factor of the frenesy displays
a non-trivial dependence on time and generically violates the
uncertainty relation for the frenesy (17), which is valid for
continuous-time processes and in the large T limit. Notably,
as revealed by Fig. 4b, the quest for improved bounds valid in
topologically constrained processes is still open.
C. Frenetic information about the current
As interesting corollaries of our theory, we use Eq. (11)
to derive an elegant expression for the joint distribution of
the finite-time clockwise current and the frenesy (see Ap-
pendix B):
P (JT ,ΦT ) =
(
3
T !
PT !N
−
T !N
+
T !
)
rPT qN
−
T pN
+
T∑2
j=0(r + qωj + pω
2
j )
T
.
(27)
Here the two integers N+T = (ΦT + JT )/2 (N
−
T = (ΦT −
JT )/2) count the total number of jumps in the clockwise
(counterclockwise) direction, and PT = T − ΦT is the per-
sistence time, i.e. the amount of time spent without making a
jump. This formula has support for ΦT ∈ [0, T ], |JT | ≤ ΦT
which we denote as frenetic cone, and JT an integer multiple
of three.
Using numerical simulations, we test Eq. (27) in close to
equilibrium (Fig. 5a-b) and far from equilibrium (Fig. 5c-d)
conditions. Notably, our formula reproduces with high ac-
curacy the empirical distributions obtained from simulations
with an accuracy of the order of 10−8. We can explore two
interesting consequences of formula (27): the quantification
of correlation between frenesy and current in terms of mutual
information, and fluctuation theorems for joint distributions.
Little is known about how much information frenetic quan-
tities carry about currents both close and far from thermal
equilibrium. To bridge this gap, we evaluate the mutual in-
formation (in bits) between the finite-time clockwise current
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FIG. 5. Joint distribution of current and frenesy for the three-state
model in Fig. 2: theory (a,c) and simulations (b,d). The parameter
values are p = 0.4, q = 0.295 (a,b) and p = 0.4, q = 0.02 (c,d). In
all cases we used T = 11 and in (b,d) we simulated 107 bridges. The
affinity of the different conditions are given by A = 3kBT ln(p/q).
The white lines illustrate the “frenetic cone” that limits the current
values |JT | ≤ ΦT .
and the frenesy, which is defined as
Ip,q(JT ; ΦT ) =
∑
JT ,ΦT
P (JT ,ΦT ) log2
(
P (JT ,ΦT )
P (JT )P (ΦT )
)
,
(28)
where P (JT ), P (ΦT ) are the marginals computed in
Sec. IV A and Sec. IV B, respectively, and the sum runs over
the support of the joint distribution P (JT ,ΦT ) given by
Eq. (27).
We now analyze the behaviour of the mutual informa-
tion (28) in the three-state model of the enzyme. In Fig. 6a, we
plot the information Ip,q(JT ; ΦT ) as a function of the affinity
A = 3kBT ln(p/q) for a fixed value of p, and different values
of the length T . The frenesy contains no information about
the current for all values of A for the case of the shortest pos-
sible bridges. All these bridges return to the origin after two
steps T = 2 and thus JT = 0, ΦT = 2. For longer bridges
T ≥ 3, we observe a very rich phenomenology. Quite sur-
prisingly, for bridges of size T = 3 the information content
in the frenesy about the current decreases transiently with the
bias strength in close-to-equilibrium conditions (A . 2kBT),
and a similar phenomenon occurs for longer bridges (T ≥ 4)
at larger values ofA. In the latter case, the maximum value of
the information for fixed p and T is achieved at intermediate
values of q. In Fig. 6b, we show that the maximum value of
the information Imax,p ≡ maxqIp,q(JT ; ΦT ) is an increasing
function of p and T . For small values of p, Imax increases
smoothly with T , whereas when p is large the maximum in-
formation develops a steep jump at T = 3 from 0 to 1 bit.
This result implies that, for T small and p + q large, one can
obtain a maximum information of binary type – e.g. whether
the current is positive or negative – by simply counting the
7number of jumps that occur in any direction. We also find that
Imax,p ≤ 2 bits for all tested parameter values.
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FIG. 6. Mutual information between the current and the frenesy in
the three-states bridges for the enzymatic reaction sketched in Fig. 2.
(a) Theoretical value of the mutual information Ip,q(JT ; ΦT ) given
by Eq. (28), for fixed p = 0.4 as a function of the cycle affin-
ity (in units of kBT), for different values of the bridge duration T .
The circles indicate the maximum value of the mutual information
Imax,p = maxqIp,q(JT ; ΦT ) for each value of p. (b) Theoretical
value of the maximum mutual information Imax,p as a function of
the bridge length T for different values of the probability p to jump
clockwise (see legend). The lines are a guide to the eye.
Additional insights that can be gained from Eq. (27) are
fluctuation theorems for joint distributions [88]. From the
symmetry properties of (27), a joint fluctuation relation for
iso-frenetic bridges follows:
P (JT ,ΦT )
P (−JT ,ΦT ) = e
(∆S/kB)JT . (29)
Thus, the distribution of the current along bridges with fixed
frenesy ΦT (iso-frenetic bridges) is asymmetric with respect
to change of sign of the current and its asymmetry is indepen-
dent on the level of frenesy. which implies the cycle fluctua-
tion relation for currents P (JT )/P (−JT ) = e(∆S/kB)JT [89,
90].
V. FRENETIC FLUCTUATIONS OF MOLECULAR
MOTORS WITH BROKEN DETAILED BALANCE
In this section, we put our approach to the test by consid-
ering bridges in a four-state Markov chain with absolutely ir-
reversible jumps. We consider a minimal four-state Markov
model describing the motion of a molecular motor in a pe-
riodic track, see Fig. 7 for an illustration. It is given by a
simplification of existing models of active polymerization of
e.g. DNA/RNA by molecular motors (polymerases) [68, 69].
In our minimal model, the free motor M (state 1) can bind to
a nucleoside triphosphate MT (state 2) which serves as fuel
with a probability of attachment a, and can enter a passive
”backtracking” state B (state 4) with a backtracking probabil-
ity b. From the bound state MT, the motor can hydrolyze the
fuel into nucleoside diphosphate changing its conformation to
state MD (state 3), and the fuel can be detached from the mo-
tor with a detachment probability d. Next, the motor in state
MD can synthesize fuel with a small synthesis probability s
and can translocate the polymer irreversibly with probability
t. Finally, the motor can recover from the backtracking state B
with probability r. The existence of the absolutely irreversible
step (red arrow in Fig. 7) may originate because of chemical
and structural constraints in the polymerization process.
FIG. 7. Sketch of a four-state Markov chain describing the motion of
a molecular motor along a periodic track. The states of the motor are
denoted with circles: M (free motor), MT (motor bounded to adeno-
sine triphosphate ATP), MT (motor bounded to adenosine diphos-
phate ADP) and B (motor in the backtracked state). The transition
probabilities are indicated with small letters. For bridges whose ini-
tial and final state is M, we investigate the statistics of the number of
jumps from state MD to state M (number of cycles) and the fraction
of time spent in state B.
All in all, the dynamics of the model is described in terms
of the following transition matrix
pi =
(1− a− b) d t ra (1− d− h) s 00 h (1− t− s) 0
b 0 0 1− r
 .
(30)
Here, we are specifically interested in two frenetic quantities
along bridges: (i) the total number of cycles completed, given
by the number of irreversible translocation jumps, described
8by the tilted matrix
pik =
(1− a− b) d te
−ik r
a (1− d− h) s 0
0 h (1− t− s) 0
b 0 0 1− r
 ,
(31)
and (ii) the fraction of time spent by the motor in the back-
tracking state, which can be evaluated using the tilted matrix
pik =
(1− a− b) d t ra (1− d− h) s 00 h (1− t− s) 0
b 0 0 (1− r)e−ik
 .
(32)
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FIG. 8. Statistics of two frenetic properties of the 4-state model of
molecular motor with absolute irreversibility for bridges of different
duration T (see legend): number of cycles (top) and fraction of time
spent on backtracking (bottom). Symbols correspond to 107 bridges
obtained with Monte Carlo simulations and the lines are our theoreti-
cal predictions evaluated using Eq. (7) for the matrices (31) and (32).
Values of the parameters: a = 0.7, b = 0.02, d = 0.05, h = 0.9,
s = 0.05, t = 0.7 and r = 0.1.
Motivated by usual analyses in enzyme kinetics, we are in-
terested in bridges M→M of duration T , i.e. trajectories for
which the motor is in the free state both at time 0 and at time
T . We thus compute the full distribution (7) for the specific
initial condition p(x) = δx,1. We do not report the full ex-
pression but only two significant figures of merit. First, the
distribution of the number of cycles is skewed and develops a
cusp for small values of T (Fig. 8a). The theory describes the
numerical simulations perfectly. Secondly, the distributions of
the fraction of time spent in the backtracking state display a
double-exponential-like behaviour (Fig. 8b). Remarkably, the
accuracy of our formula extends beyond the first four decimal
digits and perfectly reproduces the empirical results including
their bulk and wildest kinks.
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FIG. 9. Illustrations of applications of Markov bridges in biophysics.
(a) Left: Kinetic model of a n−state enzymatic reaction (n ≥ 3) with
one reversible step of step size d. Adapted from [65]. Right: Illustra-
tion of a single-molecule trace of a molecular motor with step size d.
(b) Two sample configurations of a pinned polymer loop containing
T = 7 monomers. Adapted from [91]. (c) Examples of cyclic DNA
templates containing T = 5 basepairs. The black boxes highlight the
boundaries of the cyclic templates.
VI. SUMMARY AND OUTLOOK
In this paper we have developed a comprehensive finite-
time theory for fluctuations of Markov bridges. We have ex-
haustively tested the theory for currents and frenetic quanti-
ties for two examples including absolutely irreversible transi-
tions. Markov bridges are yet a largely unexplored universe of
stochastic processes while constituting a rather natural frame-
work to model biochemical cycles, as shown here. We believe
that our theory could also be extended to describe fluctuations
of continuous time Markov bridges and of periodically-driven
processes as stochastic heat engines.
Our results are of particular interest in biophysics. Fig-
ure 9 illustrates three specific examples where our theory
could have potential impact: (a) molecular motors; (b) poly-
mer physics; and (c) DNA sequencing. Molecular motors
move along periodic tracks executing cyclic enzymatic reac-
9tions. In single molecule experiments it is often hard to detect
all the internal states of a motor but only the jumps between
two adjacent sites in the motor’s track (Fig. 9a, right panel),
which often corresponds to the completion of a cycle, i.e. a
Markov bridge (Fig. 9a, left panel). Markov bridges may also
be applied to describe the fluctuations of a pinned polymer
loop of a fixed length T (Fig. 9b). In DNA sequencing, finite-
time bridges correspond to ”cyclic” templates containing T
basepairs where the first and last nucleotides coincide (see
Fig. 9c). Our theory provides insights on e.g. the distribu-
tion of how many basepair changes (frenesy) may occur along
cyclic templates.
We have provided evidence that the existing uncertainty re-
lations are insufficient to describe the “cost of accuracy” re-
quired for constrained fluctuations and further work is needed
in this direction. We hope that this paper will trigger fur-
ther research on universal fluctuation relations for bridges.
It would be particularly interesting to analyze whether our
results about the information that frenesy carries about cur-
rents (Sec. IV C) can be discussed within the context of time-
symmetric probes of nonequilibria.
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APPENDIX
Appendix A: Proof of Eqs. (21) and (22)
Consider the tilted matrix
pik =
 r qeik pe−ikpe−ik r qeik
qeik pe−ik r
 . (A1)
Calling ζ = e−ik, the eigenvalues of this circulant matrix can be written as
λj = r +
q
ζ
ωj + pζω
2
j j = 0, 1, 2 , (A2)
with ωj = e2piij/3. For k = 0, ζ = 1, and the normalization factor in (8) equals
∑
i
λTi (0) =
2∑
j=0
(r + qωj + pω
2
j )
T , (A3)
whereas for the numerator of (8) we have to compute
2∑
j=0
∫ 2pi
0
dk
2pi
eikJT (r + qeikωj + pe
−ikω2j )
T . (A4)
Changing variables z = eik, we obtain
2∑
j=0
∮
|z|=1
dz
2pii z1+T−JT
(
qωjz
2 + rz + pω2j
)T
. (A5)
This integral can be evaluated using residues, noting that the integrand has a pole of order 1 + T − JT at z = 0. Therefore we
need to compute
2∑
j=0
1
(T − JT )! limz→0
∂T−JT
∂zT−JT
(
qωjz
2 + rz + pω2j
)T
(A6)
obviously valid for T ≥ JT . The derivative can be computed using the Faa` di Bruno formula
dn
dxn
f(g(x)) =
n∑
k=0
f (k)(g(x))Bn,k
(
g′(x), g′′(x), . . . , g(n−k+1)(x)
)
, (A7)
in terms of Bell polynomials Bn,k(x1, . . . , xn−k+1). The case JT = T can be computed separately without any difficulty. We
use the identification n = T − JT ≥ 1, f(y) = yT and g(x) = qωjx2 + rx+ pω2j , whose derivatives are
g′(x) = 2qωjx+ r
g′′(x) = 2qωj . (A8)
Using f (k)(y) = [T ]kyT−k (where [T ]k is the falling factorial) we get eventually
∂T−JT
∂zT−JT
(
qωjz
2 + rz + pω2j
)T
=
T−JT∑
k=1
[T ]k(qωjz
2 + rz + pω2j )
T−kBT−JT ,k (2qωjz + r, 2qωj , 0, . . . , 0) . (A9)
Taking the limit z → 0, we recover Eqs. (21) and (22) in the Main Text.
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Appendix B: Proof of Eq. (27)
Consider now the tilted matrix associated with the clockwise current JT ∈ {−T, . . . , T} and the frenesy ΦT ∈ {0, . . . , T}
— the total number of jumps between different states —
pik,φ =
 r qeik−iφ pe−ik−iφpe−ik−iφ r qeik−iφ
qeik−iφ pe−ik−iφ r
 . (B1)
The eigenvalues of this circulant matrix can be written as
λj(k, φ) = r + qe
ik−iφωj + pe−ik−iφω2j j = 0, 1, 2 , (B2)
with ωj = e2piij/3. For k = φ = 0, the normalization factor equals∑
i
λTi (0, 0) =
2∑
j=0
(r + qωj + pω
2
j )
T . (B3)
For the numerator of Eq. (10) in the Main Text (specialized to uniform initial condition) we have to compute
2∑
j=0
∫ 2pi
0
dk
2pi
∫ 2pi
0
dφ
2pi
eikJT+iφΦT (r + qeik−iφωj + pe−ik−iφω2j )
T . (B4)
Changing variables z = eik and w = eiφ, we obtain
2∑
j=0
∮
|z|=1
∮
|w|=1
dzdw
(2pii)2
zJT−1−TwΦT−1−T
(
rwz + qz2ωj + pω
2
j
)T
(B5)
=
2∑
j=0
T∑
`=0
(
T
`
)
rT−`
∮
|z|=1
∮
|w|=1
dzdw
(2pii)2
zJT−1−`wΦT−1−`(qz2ωj + pω2j )
` (B6)
=
2∑
j=0
T∑
`=0
(
T
`
)
rT−`
∑`
m=0
(
`
m
)
(qωj)
m(pω2j )
`−mS(−JT + 1 + `− 2m)S(−ΦT + 1 + `) , (B7)
where
S(n) =
∮
|z|=1
dz
2pii
1
zn
= δn,1 . (B8)
Therefore, the only allowed values for `,m are ` = ΦT and m = (ΦT − JT )/2 an integer between 0 and ΦT .
In summary we get
P (JT ,ΦT ) =
(
T
ΦT
)(
ΦT
(ΦT−JT )/2
)
rT−ΦT
∑2
j=0(qωj)
(ΦT−JT )/2(pω2j )
(ΦT+JT )/2∑2
j=0(r + qωj + pω
2
j )
T
, (B9)
which holds if: (i) ΦT − JT ∈ 2Z; and (ii) ΦT ≥ (ΦT − JT )/2 ≥ 0 i.e. |JT | ≤ ΦT . Otherwise P (JT ,ΦT ) = 0.
Further simplification can be achieved by noting that the product of binomials in the numerator can be simplified(
T
ΦT
)(
ΦT
(ΦT − JT )/2
)
=
T !
ΦT !(T − ΦT )!
ΦT !
(ΦT + JT )/2!(ΦT − JT )/2! =
T !
PT !N
+
T !N
−
T !
, (B10)
where we have introduced the integers
PT ≡ T − ΦT ; N+T = (ΦT + JT )/2; N−T = (ΦT − JT )/2 (B11)
denoted as the persistence time, the number of jumps in the clockwise direction and the number of jumps in the counterclockwise
direction, respectively. Using Eqs. (B10) and (B11) in (B9) we find
P (JT ,ΦT ) =
(
T !
PT !N
+
T !N
−
T !
)
rPT qN
−
T pN
+
T
∑2
j=0 ω
N−T +2N
+
T
j∑2
j=0(r + qωj + pω
2
j )
T
. (B12)
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We now perform the sum in the numerator in (B12), denoting K ≡ N−T + 2N+T , and using De Moivre’s formula:
2∑
j=0
ωKj =
2∑
j=0
(
cos
(
2piKj
3
)
+ i sin
(
2piKj
3
))
. (B13)
The imaginary part vanishes because
∑2
j=0 sin
(
2piKj
3
)
= sin
(
2piK
3
)
+ sin
(
4piK
3
)
= 0, which holds for all integer values of
K. The real part yields
∑2
j=0 cos
(
2piKj
3
)
= 3 δK,3Z. Therefore,
2∑
j=0
ωKj = 3 δK,3Z , (B14)
and consequently the sum in the numerator in (B12) equals
2∑
j=0
ω
N−T +2N
+
T
j = 3 δN−T +2N
+
T ,3Z
. (B15)
This implies JT is quantized in units of 3, i.e. JT ∈ 3Z. We thus arrive at the compact expression in Eq. (27) in the Main Text.
