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Summary 
An experimental and computational study was made of a single circular jet 
impinging onto a flat ground board. A 1/2" nozzle running at a fixed nozzle pressure ratio 
of 1.05 was used in the experimental phase (giving an nozzle exit Reynolds number of 
90xlO'), the nozzle to ground plane separation being varied between 2 and 10 nozzle 
diameters. Measurements were performed in the free and wall jets using single and 
cross-wire hot-wire anemometry techniques and pitot pressure probes in order to 
detemine mean velocity and normal and shear stress distributions. Some analysis is also 
presented of earlier measurements on high pressure ratio impinging jets. 
Nozzle height was found to effect the initial thickness of the wall jet leaving the 
impingement region, increasing nozzle to ground plane separation increasing the wall jet 
thickness, although this separation distance did not seem to affect the rate at which the 
wall jet grew. Nozzle height was also found to have a large effect on the peak level of 
turbulence found in the wall jet up to a radial distan ce from the jet axial centre line of 
4.5 nozzle diameters, after which the profiles become self-similar. Lowering the nozzle 
tended to increase the peak level measured in all the turbulent stresses within this 
development region. The production of turbulent kinetic energy in the wall jet, which is 
an indication of the amount of work done against the mean flow by the turbulent flow 
was found to increase dramatically with decreasing nozzle height. This was attributed to 
greater shearing of the flow at lower nozzle heights due to a thinner wall jet leaving the 
impingement region. A moving impingement surface was found to cause separation of 
the wall jet inner boundary layer on the 'approach' side leading to very rapid decay of 
peak velocity. The point of separation was found to occur at radial positions in the 
region of 7.0 to 8.0 nozzle diameters, this reducing slightly for lower nozzle heights. 
A parametric investigation was performed using the k-e turbulence model and the 
PHOENICS CFD code. It was found that due to inadequacies in the model, it failed to 
predict accurately the growth of the wall jet, both in terms of its initial thickness and the 
rate of growth. It did, however, predict an increase in wall jet thickness with both 
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increasing nozzle height and exit turbulence intensity and decreasing nozzle pressure 
ratio. Modifications were made to the constants in the model to try and improve the 
predictions, with a limited degree of success. The low Reynolds number k-F- turbulence 
model was shown to give a slightly improved non-dimensional wall jet profile, although 
this did not improve the predicted rate of growth of the wall jet. 
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Chapter I: IntroduCtion and Review 
This chapter is subdivided into four basic sections. Firstly, an introduction 
discussing the importance and need for this work and introducing some of the problems 
connected with impinging jets. There then follows a description of the flow field created 
by impinging jets and some of the features associated with then, followed by a review of 
previously published work, both experimentally and computationally. Finally, there is a 
brief discussion concerning the scope of the work presented in this thesis. 
1.1 Background 
Impinging jets occur in a wide variety of practical engineering circumstances, 
from the fabric industries where they are used to aid drying, to the aerospace industries 
where they are formed underneath V/STOL aircraft hovering in ground effect. For such 
reasons, these flows have received considerable attention in the past, both 
experimentally and numerically. Due to the rapid growth in the power of economical 
computational facilities, renewed attention has been paid to impinging jets over the last 
few years as a test case for turbulence models and solution codes. 
Impinging jets are widely used in the field of heat and mass transfer because of 
their ease of control, relative effectiveness and inexpensive running costs. Specific 
applications have included the cooling of turbine blades, the cooling of electrical 
equipment, the annealing of metal and plastic sheets and the heating and drying of 
textiles, veneer, paper and film materials (Kataoka 1985, Polat 1993). To these ends, a 
wide range of configurations have been used from single impinging jets to multiple 
arrays of round and slotted jets in confined and unconfined conditions. As the drying of 
materials off production lines can be a time-consuming and expensive process, the 
optimisation of jet configurations has become increasingly critical and achieving the 
greatest heat and mass transfer for a given energy input is important. Much attention has 
recently been given to the prediction of heat transfer beneath impinging jets using 
Computational Fluid Dynamics (CFD) techniques with some success, although there 
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still remains serious shortfalls in these predictions. It is the greatly increased use of such 
techniques on a seemingly simple-to-model flowfield that has lead to a far greater 
understanding of the problems associated with obtaining this optimum configuration. 
In the field of V/STOL or STOVL aircraft, a primary design consideration is the 
flow environment created by the propulsion system during hover or low-speed operation 
in ground proximity. The behaviour of these aircraft in such conditions can be the 
limiting factor in the overall design. With the increase in thrust required for advanced 
supersonic STOVL jet-lift aircraft, problems associated with flowfield development will 
become more and more important (see Knowles and Bray (199 1) for a summary of these 
problems). 
A range of issues can occur with STOVL aircraft in ground proximity. Firstly, 
conditions can occur when spent exhaust gases from the engine can be re-ingested 
through the engine air-intakes (known as Hot Gas Ingestion, HGI, see Figure 1.1). Since 
the output thrust is sensitive to the density, and hence the temperature of the inlet air, 
ingestion of a small part of the exhaust gases can lead to large and very sudden losses in 
thrust level. Of even greater significance, if ingestion is linked with large temperature 
distortions, compressor stall or surge can occur. These problems are greatest when 
hovering or moving forward into a head-wind, the cross-wind stagnating the wall jet 
formed by the exhaust plume's radial spread over the ground (see Figure 1.2), causing it 
to roll up upon itself. This is commonly referred to as the ground vortex and is a region 
of highly unsteady, re-circulating, separated flow. This separated flow is prone to 
aperiodic breakdown and growth cycles (Cimbala et al. 1987 & 1991), the breakdown 
leading to higher levels of HGI (see Figure 1.3). 
Induced pressures on the airframe caused by the entrainment of ambient air into 
the fast moving jets (due to viscous shear forces) can significantly influence the lifting 
performance of the aircraft (known as suckdown, see Figure 1.4). These jets can extend 
up to 30m below the fuselage, at which point the entrainment process has reduced the 
jet velocity to such an extent that their own buoyancy becomes important. While in 
ground effect, the radial wall jet formed by jet impingement will also entrain ambient air 
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into its free boundary. As the wall jet surface area is far larger than that of the free jet, 
the problem of suckdown is greatly increased, leading to a 2-3% reduction in effective 
installed thrust (Williams and Wood, 1966). Jet impingement can create other problems 
such as ground surface erosion and severe acoustic and thermal environments for 
operating ground crews. 
In an attempt to understand these problems, much theoretical and experimental 
work has been performed on the impinging jet flowfield. This research has lead to many 
predictive techniques being generated, from simple engineering correlations for the 
flowfield to detailed numerical models to predict complex flow features such as the 
self-sustaining oscillations of a jet (commonly known as screech) which are sometimes 
found at a certain of Reynolds numbers. 
The use of this flowfield for validation of CFD models has grown due to the 
relatively simple computational domain needed, especially at low nozzle to ground 
plane separations (H, /Dn). The choice of an impinging jet as a test case for the IAHR 
Working Group on Refined Flow Modelling (Brison and Brun, 1991) is one example of 
the increased interest placed on this subject. Although much work has been performed 
on general flow features and on local heat transfer beneath jets, there is still a lack of 
good detailed experimental flowfield data (Cooper et al. 1993) giving concise 
information on the experimental boundary conditions required for accurate 
computational modelling. There are also several parametric effects associated with 
flowfields involving impinging jets which require explanation, some of which are 
described below. 
1.2 The Impinging jet Flow Field 
Described below are the main features of the flowfield created by an impinging jet 
that are of interest this project. 
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1.2.1 The Free Jet 
A subsonic free jet has two main flow characteristics: a region called the potential 
core where the jet is unaffected by the ambient conditions around it. The potential core 
remains at a constant velocity with varying downstream position forming a "top hat" 
velocity profile (see Figure 1.5(a)). Around this core, there is a region of viscous mixing 
between the jet and the ambient fluid, being unstable and consisting of large scale 
eddies. It is this turbulent shear layer which is responsible of the entrainment of the 
ambient fluid surrounding it and the consequent spread of the jet. This mixing region 
gradually spreads inwards until the potential core no longer exists (see Figure 1.5(a)) at 
which point, typically 5-6 D. downstream of the nozzle exit, the velocity profile no 
longer exhibits the central constant-velocity feature. The jet continues to grow in width 
as it moves downstream due to entrainment of the ambient fluid into the jet causing 
further decay of the peak centreline velocity. The flow in this region develops until 
velocities reach the self-similar profile (profiles collapsing into the same shape when 
non-dimensionalised with a velocity and thickness) of a fully-developed jet. Turbulence 
intensity profiles develop in a similar manner, although self-similar profiles do not 
occur until much further downstream. As the nozzle pressure ratio is increased up to the 
sonic jet case, it has been shown (Curtis 1987) that the spreading rate of the free jet 
decreases and this will be discussed in more detail later. 
Subsonic air jets described above exist until the Nozzle Pressure Ratio (NPR), the 
ratio of nozzle stagnation pressure to ambient pressure, reaches a value of 1.893 (critical 
pressure ratio for isentropic flow), above which a weak shock wave forms across the 
nozzle exit dropping the flow to subsonic values. This flow pattern changes rapidly with 
further increases in NPR and when the static pressure at the nozzle lip becomes around 
10% higher than the ambient pressure, a pattern of 'diamonds' or 'cells' form composed 
of intersecting expansion and compression shock waves, the jet now being callet 
'underexpanded' (see Figure 1.5(b)). These shock waves gradually drop the flow t( 
subsonic conditions, after which the jet can be described as a subsonic jet with an offseý 
in its origin. Underexpanded jets spread at a slightly faster rate than subsonic jets 
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thought to be due to the increased turbulence generated by the interaction of the shock 
waves with the edge of the shear layer. 
Under certain conditions and mainly at low Reynolds numbers (based on nozzle 
conditions), jets have shown a tendency to form periodic coherent structures within the 
jet mixing region. These structures occur at a range of Reynolds numbers and at the 
range of present interest (90,000 based on nozzle exit) tend to generate axisymmetric 
ring vortices for a circular jet. The ring vortices increase the level of turbulent mixing in 
this shear layer, consequently increasing jet spreading rate and jet peak velocity decay. 
1.2.2 The Impingement (Deflection) Region 
As a free jet flow approaches an impingement surface, the flow is rapidly 
decelerated to rest in the quasi-perpendictular direction with respect to the plate. At the 
point of intersection of the jet centreline and the impingement plate, a stagnation bubble 
forms due to the rapid increase in the flow's static pressure up to the jet's total pressure 
before impingement. The jet is deflected through 90' and forms a flow which is 
quasi-parallel to the plate, this being known as the wall jet. The flow is rapidly 
accelerated away from the impingement point due to this favourable pressure gradient. 
Heat transfer between the impingement surface and the fluid can be very high in 
this region. When the nozzle height, non-dimensionalised with nozzle exit diameter 
(H. /D,, ), is large (H. /D. > 8.0) and a fully developed free jet impinges, the heat transfer 
described by the Nusselt (Nu) number peaks at the stagnation point. This peak value has 
been shown to be dependent on the turbulence intensity of the flow at impingement and 
for low speed jets, peak Nu occurs when the outer shear layer of the free jet has just 
decayed the potential core. Increased Nu can occur with artificially induced turbulence 
levels, increased initial nozzle exit turbulence intensity, Tu, causing increased Nu. For 
low nozzle heights where the potential core impinges on the surface, two peaks occur 
surrounding the stagnation point, the inner peak being explained by the radial 
acceleration of the fluid away from the stagnation point and the outer peak 
corresponding to the impingement of the free jet mixing region with the surface. 
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1.2.3 The Wall Jet 
The radially spreading jet formed by the impingement of a jet on a surface is 
termed the wall jet. After a short development region, the wall jet exhibits a self-similar 
velocity profile (as described by Glauert 1956), characterised by the action of surface 
friction forming an inner boundary layer and a shear layer with the ambient surrounding 
fluid forming a mixing region similar to that of the free jet. The wall jet decays with 
increasing radial distance from the impingement point (r/D. ) due to the action of 
turbulent mixing with the entrained fluid, this also causing the jet to grow in vertical 
height, usually characterised by the wall jet half-thickness, Yvi (height in profile to half 
the local peak velocity). 
Heat transfer between the wall jet flow and the surface is higher than that for 
similar parallel flow over the surface, believed to be due to the outer shear layer causing 
increased turbulence generation, which penetrates to the inner boundary. As radial 
distance from the stagnation point increases, peak wall jet velocity falls due to turbulent 
decay and radial growth of the wall jet. This leads to a rapid decrease in the heat transfer 
and by r/D,, > 5.0, Nu becomes independent of impingement conditions . 
1.2.4 Wall Jet Separation 
Where a cross-flow and/or moving surface are present, the wall jet can stagnate 
and separate, a cross-flow forming a region of recirculating flow commonly referred to 
as the ground vortex (see Figure 1.6). Viewed from above, the flow feature is elliptical 
in shape, resembling a horseshoe with the vortex being folded back downstream by the 
action of the cross-flow. This vortex causes a reduction in static pressure beneath it, this 
pressure profile (see Figure 1.7) being used to identify the penetration of the vortex 
up-stream (Bray 1992, Wilson 1995). 
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1.3 Review of Experimental Work 
A large amount of experimental work has been conducted on impinging jets over 
the last 40 years, considering a wide range of parametric and flowfield features. The 
optimisation of flow conditions for heat and mass transfer has lead to numerous 
publications, many of then reviewed by Martin (1977), Goldstein and Franchett (1988) 
and Jambunathan et al. (1992). A literature survey by Gauntner (1970) covers much of 
the early work on the flowfield features relevant to VISTOL aircraft, while a recent 
review by Margason (1993) discusses the research into jets in cross-flow covering the 
last fifty years. It is not the author's intention to repeat these reviews, but some work 
needs further explanation as it is of direct relevance to this research. 
1.2.1 Free Jet 
Donaldson and Snedeker (1971) undertook an investigation in subsonic and 
supersonic jets, with velocity profiles being calculated from pitot/static measurements. 
They concluded that for a subsonic jet, the mean velocity profiles become fully 
developed with self-similar profiles after (H,, -Hp)/D. = 7.32 (where (H. -Hp) is used to 
represent downstream distance in the jet from the nozzle exit'). After further 
development of the turbulent profile ((H, -Hp)/D, -- 11), the mean velocity decay was 
shown to be approximately hyperbolic in shape, following well the 1/(H. -Hp) 
relationship suggested by many including Squire (1950). Squire also looked at the 
length of the potential core formed by subsonic jets which showed a consistent length of 
around 5D,,, a figure which has also been supported by more recent work (Mathieu and 
Chamay 1981). 
A study of free jets with relevance to V/STOL applications was conducted by 
Curtis (1987). He used a traversing pitot/static probe to measure free jet profiles formed 
by aP round nozzle at NPRs ranging from 1.04 - 3.00. He found that the length of the 
potential core increased with NPR up to the sonic jet case, and the jet boundary 
spreading rate decreased. His mass flow calculations also showed a decrease in free jet 
' This notation is adopted here to be consistent with that used for the later impinging jet 
studies. 
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entrainment rates with increasing NPR up to sonic conditions, these effects being 
explained by a decrease in the turbulence intensity in the mixing region, due to a 
lengthening of the turbulent length scale with dynamic head. It has more recently been 
suggested that the "suppressed mixing behaviour of compressible shear layers" 
(Strykowski et al. 1996) may account for this reduced turbulence intensity. Curtis states 
that the turbulence produced by the nozzle design affects the rate of spread of the jet, 
lower initial turbulence causing lower spreading, but does not affect the rate of decay of 
peak velocity and that this is more pronounced at lower NPRs. He also states that initial 
nozzle exit conditions (NPR, Tu, etc. ) have no appreciable effect on the wall jet and 
although nozzle height effect was not looked at, cites Cox and Abbot (1964), suggestin 9 
it to be negligible for a subsonic jet. 
1.2.2 The Impingement Region 
Bradshaw and Love (1959) made velocity and static pressure measurements in, 
impingement and wall jet regions formed by a circular turbulent jet impinging on a flat 
surface. They concluded that the impingement region was small in size, only being 
slightly larger than the thickness of the jet entering the region. They also showed that 
the shear stress reached a maximum at the edge of the static pressure bubble, with radial 
velocity reaching a maximum under the influence of this pressure gradient and viscous 
forces then dissipating the flow. 
Colin and Olivari (1969) showed that the size of the stagnation bubble with 
respect to its half-thickness changed very little with nozzle-to-plate separation as long as 
the free jet had reached a similar profile before impingement. If the potential core 
impinged, the bubble was smaller, with a larger pressure gradient in the radial direction. 
Bradbury (1972) took pitot pressure measurements in the free jet and static pressure 
measurements on the ground board for a subsonic, round, impinging jet. He suggested 
that the flow in the impingement region acts as a nearly inviscid fluid up to r=1.5rý, as 
long as the entry flow is similar in profile, pointing out that away from the impingement 
region, turbulent mixing reduces the peak dynamic head. 
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Experimental work by Gutmark et al. (1978) revealed the large changes that occur 
to the inflowing jet's turbulence, especially in its spectral content. They detected a 
spectral frequency range in which turbulent energy is unchanged by the deflection; at 
higher frequencies, they argued that the turbulence was attenuated due to viscous 
dissipation while at low frequencies, the turbulence was augmented due to the lateral 
stretching of the ring vortices surrounding the free jet. Flow-visualization photographs 
obtained by Yokobori et al. (1979) show these vortices coalesce on impact, and for 
Hr/D. > 4.0, these large-scale structures appear to breakdown to small-scale random 
turbulence. Popiel and Trass (1982) showed, using flow-visualization, that for H. /D. = 
2.0, the peak in Nusselt number at around r/D., = 2.0 coincided with the impact of these 
ring vortices on the surface. 
Cooper et al. (1993) made detailed mean and turbulence measurements in the 
impingement region after identifying a need for flowfield data to complement Nusselt 
number measurements made by Baughn and Shimizu (1989) for CFD validation. Single 
and cross-wire readings were taken at small r/D., (up to r/D,, = 6.0) for differing nozzle 
heights at two flow Reynolds numbers (2.3xlO' & 7. OxIO', based on nozzle exit). These 
were achieved by the use of two nozzles (D,, = 26mm. and 101.6mm) with a supply pipe 
length-to-diameter ratio of 80: 1, giving the nozzle exit flow the characteristic of fully 
developed pipe flow. Dantec hot wire probes (55P II single-wire & 55P61 cross-wire) 
were sampled using a 12-bit ADC for 51.2 seconds at IOOHz in batches of 512 samples. 
This set of data showed a linear radial wall jet growth away from the stagnation 
point with an increase in the slope with increasing nozzle discharge height, this was 
explained as being due to increased free jet mixing before impingement at increased 
heights. The strearnwise (wall-normal) turbulence intensity was shown to increase 
smoothly on the jet axial centre line unto 03D., above the ground where there was a 
sudden fall, believed to be due to a wall dampening effect on the turbulent fluctuations. 
Although there was shown to be quantitative differences in the radial development of 
the turbulent profiles for differing nozzle heights, an increase in height causing 
increased fluctuations, the qualitative behaviour was similar, the differences being 
attributed to differing levels of free jet fluctuating velocity before impingement. 
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With differing Reynolds number, the profiles at r/D, =1.5 were shown to be 
practically identical, but at r/D. =3.0, the mean velocity was some 10% higher for the 
higher Reynolds number case with a corresponding higher level of turbulence intensity, 
thought to be due to the larger mean velocity gradient. Cross-wire results showed 
turbulence intensities normal to the wall being around 60% of the strearnwise values. 
1.2.3 Wall jet 
Glauert (1956) performed the first theoretical study into what one of his 
colleagues termed the "wall jet". He considered the wall jet as consisting of two 
sections, the inner boundary layer governed by Blasius's (1913) formula for flow in a 
pipe using theinpower law and the outer section following Prandtl's (1942) hypothesis 
for free turbulent shear flow. The two approaches were merged at a point were the rate 
of change of shear stress was zero (point of peak velocity). Although this allowed him to 
derive a solution, it meant that complete similarity of the wall jet was no longer 
theoretically possible. 
He concluded that the exact relationship for the rate of growth of the wall jet 
varied with Reynolds number, but was of the form: 
Y. L x 
L=K 
Dn 75n 
(r) 
Equation I. I. 
where the exponent, x, ranged between 1.005 and 1.038. 
Bakke (1957) made an experimental investigation of a turbulent low-speed jet of 
air impinging on and spreading out over a flat, smooth plate. The aim of this work was 
to determine the mean velocity distribution and rate of growth of the flow and to 
compare these with the theoretical predictions of Glauert (1956). A simple experimental 
apparatus was used to produce a single normal impinging jet with a peak nozzle exit 
speed set to 34ms-' (NPR approximately equal to 1.008). The height of the nozzle 
remained constant at a value HJDý=0.53 with a nozzle diameter of 28.4mm. The 
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velocity distribution along the plate was measured by means of aI mm external diameter 
total pressure tube connected to a 'Casella' U-tube manometer. No account was taken of 
the static pressure distribution and its effect on velocity profiles. 
From the profiles obtained, the height to half peak velocity, Y%, was found to be 
proportional to the radial distance from the jet axial centre raised to the power 0.94, 
contrasting with Glauert's theoretical value above. No attempt was made to deduce the 
value of the constant of proportionality as the nozzle height and pressure ratio remained 
constant; no other factors were considered. 
The work of Poreh et al. (1967) was inspired by the differences found between 
the theoretical analyses of Glauert and the empirical work of Bakke. A variety of initial 
jet conditions were studied, with H. fixed at 24" (0.61m) throughout and the peak 
nozzle exit velocity ranging from 53 to 113m/s. A variety of nozzle diameters were used 
varying from P to 3" (0.0254 to 0.0762m) so causing H, /D., to vary between 8 and 24. 
The experimental work also used the results of Bradshaw and Love (1959) in the 
correlation of the data. The results contained very little scatter and showed that the 
flowfield was virtually independent of Re,,. The spreading rate of the wall jet could 
adequately be described by: 
Y+ 
= 0.098 r 
0.9 
H. 
Nn I 
Equation 1.2. 
This shows that the wall jet thickness depends on the power 0.9 rather than 1.025 
(for these conditions) suggested by Glauert and 0.94 as measured by Bakke. Poreh et al. 
also concluded that the wall jet flowfield produced by a circular jet was dependent on 
HrJD. but this was not included in the correlation. They stated that the flow field of the 
wall jet depended on the initial conditions, even at large distances from the stagnation 
point. 
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Hrycak et al. (1970) performed an experimental study of the flow characteristics 
of a circular air jet formed from a circular nozzle impinging on a smooth flat plate with 
varying heights of 2- 30 diameters and Reynolds numbers (based on nozzle exit) 
between 600 - 100,000. Their results indicated that "the nozzle-to-plate spacing has 
more influence on the static pressure distribution along the impingement plate in the 
deflection region than either the nozzle diameter or the nozzle exit Reynolds numbee, 
and this lead to an H. /D. term in their correlation for the wall jet half-thickness: 
Yi 
= 
[0 
. ()0081 x 
H. 
+O. 0864][--ýý--]'3*)s D. Da 
Equation 1.3. 
Extensive data was presented by Schwantes (1973) on impinging jets in. 
cross-flow. He investigated the effect of different nozzle temperatures, nozzle to 
cross-flow velocities and nozzle heights for an impinging jet of nozzle diameter 
D, =50mm on a fixed ground plane using pitot/static probes. 
He found that in a cross flow, penetration of a ground vortex decreased markedly 
as the height of the nozzle was decreased, this being attributed to a lower wall jet 
momentum at lower nozzle heights due to a less efficient turning process. Due to 
low-frequency turbulent fluctuations in the measurements, he was unable to establish 
unambiguously whether greater distance from the nozzle to the ground produced thicker 
wall jets. 
Miller and Wilson (1993) undertook a major study of the impingement process for 
high-pressure ratio (NPR = 2.7 - 4.7) single and twin round nozzle (DD=25mrn) flows 
impinging on a flat plate for a range of nozzle heights. Wall jet velocity profiles were 
recorded using pitot/static rakes and a correlation for the wall jet half velocity height, 
Y% was given by: 
yý m- 
.= 
[0.0005 
x"+0.0864][ r Dn D. Dn 
Equation 1.4. 
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This includes a term to compensate for the height effect that was measured. A 
nozzle pressure ratio effect was also noted, increasing NPR tending to decrease the rate 
of spread of the wall jet. No attempt was made to correlate this factor. A correlation for 
the decay of peak wall jet velocity was also deduced : 
V- 
- 0.565xJ* x 
JC7 x 2.016 x 
Y1/2 ] -0.5 x[H, ]-0*0" x[r 
]-0,555 
Un D, D,, D. 
Equation 1.5. 
where J* is a momentum term defined by : 
NPR'- 143 X( 1+ 0.318 [NPR - 1.893 
] 0.748 
Equation 1.6. 
and C. is the nozzle discharge coefficient. 
Myszko (1993) investigated the effect of nozzle height and NPR on the 
development of a wall jet produced by a single round nozzle. Pitot and static pressure 
profiles were taken for a H. /D. range of 2- 30 and radial positions up to r/D. =30 for 
NPRs = 1.05 - 4.0. He found that increasing nozzle to ground plane separation caused a 
thicker wall jet to result with an increase in wall jet momentum flux at a fixed radial 
location. The data also suggested that increased NPR caused a reduction in the wall jet 
thickness, although there was a lot of scatter in the data due to poor pressure control. 
An extensive investigation of the mean and turbulent characteristics of 
three-dimensional planer wall jets was undertaken by Padmanabham and Lakshmana 
Gowda (1991), normal and shear stress results being published. One of the aims of the 
work was to continue the investigation of Palmer and Keffer (1972) who had looked at 
the production of turbulent kinetic energy in the wall jet and in common with Eskinazi 
and Erian (1969) had argued that there might be a transfer of energy from the turbulent 
flow to the mean flow (re-laminarization) in certain regions of the flow. 
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The production of turbulent kinetic energy (7r) is given by: 
7r = -PrV2 - 
-U2 ). E 
+ 
(-ýwuv-(iT-yvv 
+ 
"U 
Or ar 
Equation 1.7. 
and is an indication of the work done against the mean flow by the turbulent 
fluctuations in that flow. 
For the wall jet, the radial gradient of U is at least an order of magnitude smaller 
than the gradient of V, and so n can be expressed as: 
7r -P 
rV2 
-u2 
5V+ -) ar 
( 4" 
Gay 
Equation 1.8. 
or: 
9ý 7rl +7r2 
Equation 
where : 
7rl = PrV2 --2 
) av 
u 
clr 
Equation 1.10. 
and 
-W 7r2 = -PUV T 
Equation 1. 
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It was argued that for wall jets (or asymmetric velocity profiles), ir could become 
negative if IC2 became large and negative (in this case 7r, would always be positive as the 
gradient term was always negative and vI was greater than u2). This condition was 
called energy reversal and, if it occurred, it would imply that the turbulence was feeding 
the mean flow. Padmanabharn and Lakshmana Gowda (1991) found that 7r did not go 
negative at any point in the flow, the value of ic, was always able to compensate for the 
negative value Of 712- 
Overall, changes in the value of 7c for the same flow conditions would mean 
changes in the level of energy stored in the mean flow (and corresponding turbulent 
flow), a higher value of ic for one condition meaning there was less energy in the mean 
flow and more in the turbulent. If the level of Tc in the wall jet following impingement 
were to reduce for higher values of HJDn, then there would be less energy moved from 
the mean flow to the turbulent flow, implying that the turning process was more 
efficient (for the mean flow). 
1.2.4 Separation of the Wall Jet 
Bray (1992) undertook a parametric investigation into high NPR impinging jets in 
cross-flows using the experimental apparatus at RMCS. Ground vortex separation 
position was located from measured static pressure profiles for various NPR, nozzle 
height, ratio of nozzle exit speed to cross-flow speed and surface velocity parameters. 
The data showed a variation in the wall jet separation with nozzle height, reduced HJD, 
causing a reduced separation distance (i. e. wall jet separation position moved closer to 
the impingement point at low nozzle heights). The addition of a moving ground plane, 
with velocities equal to and half the magnitude of the cross- flow was shown to further 
reduce the separation distance. Bray was unable to deduce from the data whether this 
was primarily due to increased surface shear stress under the wall jet with the moving 
ground plane, or due to a lack of cross-flow momentum deficit because of the removal 
of the cross-flow boundary layer build. Its is most likely due to a combination of both 
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effects but it is important to know their relative contributions when considering 
modelling a STOVL aircraft in ground effect. 
Local heat transfer was reported by Polat and Douglas (1990) and Polat et al. 
(1991) for a single impinging slot jet (Reynolds numbers up to 35,000) on a moving 
surface (up to 9 ms-1) at H. /D. = 2.5. A large effect on local heat transfer was noticed'on 
the side with surface motion towards the jet centre line, with a skewing of the Nussett 
number profiles. This was attributed to cooler temperature ambient fluid being 
"dragged" in to the jet region by the motion of the surface, having the effect of reducing 
the overall heat transfer. It was later reported by Polat (1993) that similar work 
conducted with round jets had shown local heat transfer was 64not appreciably affected" 
for surface-to-jet bulk velocity ratios twice that tested for with slot jets. it was cited that 
this was most likely due to the spent fluid having a higher degree of freedom to spread 
around the ground jet on the surface. 
1.3 Review of Computational Work 
There are many numerical models that have been used for the prediction -of 
impinging jets ranging from very simple zero-equation turbulence models to Direct 
Numerical Simulations (DNS), all of which have been used with differing degrees of 
success in the past. With the dramatic increase in the performance of computing power 
over the last decade, the two-equation, eddy viscosity turbulence model has become the 
standard predictive tool for many turbulent flow simulations. The turbulence models 
detailed below are explained in greater depth in Appendix B. 
The k-c turbulence model has been widely used (Jones and McGuirk 1980, Childs 
and Nixon 1987, Barata at al. 1989, Hwang and Liu 1989, Bray 1992, Craft et al 1993) 
to predict impinging jet flow fields ranging from single impinging jets to the latest ideas 
on three-jet lifting configurations for the next generation of STOVL aircraft (Barata, 
Durdo and McGuirk 1989). This model has the benefit of being widely and easily used 
and understood, leading to most of the computational validations being for this model. 
This has meant that shortcomings in the model have become well known and although' 
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the model correctly predicts the trends expected and observed in the experimental work, 
the accuracy of the results is generally poor for this flowfield. 
The k-e model fails in the three major regions of an impinging jet flow field: the 
axisymmetric free jet, the impingement region (because of the stagnation point and 
streamline curvature) and the radial wall jet. The constants used in the model were 
originally tuned for free turbulent flows and wall-bounded shear flows and this may 
account for problems faced with strong free shear flows. A study conducted by Rodi 
(1980) showed that a 5% change in the values of the constants used in the C equation 
can result in a 20% change of the spreading rate of a free jet. 
It has been well reported that the standard k-e model tends to over-predict the rate 
of spread of a round free jet by around 25% (Rodi 1980), Malin (1988) attributing this 
to deficiencies in the e-transport equation. Rodi (1980) proposed a correction for this 
with the addition of an algebraic stress correction to two of the empirical constants. If 
this correction is applied to axisymmetric free jets, the rate of spread is reduced to give 
better agreement with experimental data, although there still exists a slight 
over-prediction (Knowles et al. 1993). 
This turbulence model seems to be sensitive to the adverse pressure gradient 
caused by the stagnation of the free jet on the ground plane and to the curvature in 
streamlines during impingement. It is well reported that eddy viscosity models have an 
inability to predict the effect of streamline curvature properly, rotational strains and 
other body-forces on the flow (Speziale 1991). Work reported by Craft et al. (1993) 
covering the performance of various k-c models in the impingement region of a round 
turbulent jet indicates that it is the use of the eddy-viscosity stress-strain law, used to 
represent the normal stresses in the flow, that causes a major problem. Comparisons 
with the experimental data of Cooper et al. (1993) showed that it was the excessive 
turbulent energies (values of normal velocity turbulence, u, up to 4 times as large as 
experimental results) that was leading to excessive mixing in the impingement region, 
this being indicated by too low a peak velocity and too high a wall jet half thickness at 
r/Dn=2.5. Barata et al. (1986,1987 & 1989) undertook a large comparison of results 
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using the k-c model and their own Laser Doppler Anemometry (LDA) experimental 
data. Although comparisons with far flowfield mean flow measurements were relatively 
good, difficulties still existed in the impingement region, the incorrect prediction of the 
Reynolds shear stress sign being a particular example. Childs and Patel (1990) attributed 
this to the assumption of isotropic turbulent eddy viscosity which is inherent in all 
eddy-viscosity turbulence models due to the use of the Boussinesq Eddy Viscosity 
hypothesis (Boussinesq 1877). 
For wall jets, it is somewhat surprising to find that the standard k-e model tends to 
under-predict the spreading rate of radial wall jets, whilst over-predicting the growth of 
plane wall jets by up to 30% (Launder and Rodi 1983). Malin (1988) argued that the 
reason was that a radial wall jet suffers from lateral divergence, causing the numerically 
calculated increase in length scale between plane and radial wall jets to be 
underestimated. This suggests that the level of C is too low for the radial case, causing 
the prediction of the turbulent energy and shear stress to be too low. This is consistent 
with Barata et al. (1989) who accounted for differences from experimental data as due 
to incorrectly predicted shear stress distributions. A further problem arises in the use of 
the Boussinesq Eddy Viscosity hypothesis (Boussinesq 1877) for eddy-viscosity 
turbulence models (including k-e) which implies zero shear stress occurs at the point of 
zero velocity gradient. For a radial wall jet, it has been shown that this is not the case, 
zero shear stress occurs below peak velocity (and hence below zero velocity gradient) 
(Launder and Rodi 1983), this being ascribed to outer shear layer turbulent fluctuations 
penetrating the inner layer (Schwarz and Cosart 1961, Bedil-Ozdemllr and Whitelaw 
1992). On a practical note, it is often the shear stress profile that is correctly predicted in 
this respect, the position of the peak velocity being calculated too low (Launder and 
Rodi 1983). This is of importance, as it is the shear stress profile which dictates the rate 
of wall jet growth. 
Malin originally proposed (Glynn and Jal 1987) corrections for the constants of 
the k-c model for use in the radial wall jet based on the principle used by Rodi (1980). 
He went on to use a more theoretical technique (Malin 1988) to increase the value of F- 
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in a radial wall jet, so increasing the rate of spread. The corrections of Rodi and Malin 
were tried by Glynn and Jal (1987) and later by Knowles et al. (1993) in an effort to 
predict correctly the spread of a wall jet formed from an impinging jet. Both found that 
the Rodi correction gave good agreement for the free jet case and that both corrections 
used together gave an improved answer over the standard model, although the wall jet 
thickness was still under-predicted by a considerable amount. It was suggested by Glynn 
and Jal (1987) that further work on the constants in the correction would lead to better 
answers but that there was a fundamental problem with this turbulence model when 
used on these flows. Knowles et al. (1993) went on to use the Malin correction on both 
the free and wall jet portions and found that the wall jet thickness was now correctly 
predicted, at the expense of the free jet which was vastly over-predicted. An error was 
later found in the coding (Knowles 1996), so questioning this result. 
The final problem with the use of the k-e model lies in its requirement for wall 
functions when solid boundaries are faced. Wall functions are used to avoid the 
problems of modelling the direct influences of viscosity near a boundary and can 
dramatically influence the success of the model (Patel et al. 1985). The validity of this 
procedure is restricted to domains in the flow where the Reynolds number is high 
enough for viscous forces to be insignificant, and there are a number of cases where this 
approach has to be abandoned. Several investigators have shown that simple wall 
functions based on the logarithmic law and the equilibrium turbulence assumption are 
not appropriate for turbulent boundary layers (Cousteix and Houdeville 1983, Mankbadi 
and Mobark 1991, Justesen and Spalart 1990) and Michelassi et al. (1993) commented 
that this was also true for unsteady and separated flows. It is believed that the use of 
these functions in impinging jet flowfields has a marked effect on the simulation. 
To counter the problems of the logarithmic law-of-the-wall function, often used 
with the k-c model, low Reynolds number k-e models were developed (Launder and 
Sharma 1974, Hoffmann 1975, Reynolds 1976, Hassid and Poreh 1978, Wilcox and 
Rubesin 1980, Dutoya and Michard 1981, Lam and Bremhorst 1981 and Chien 1982). 
Their performance was tested and reported on for a number of test cases in a review by 
Patel et a]. (1985). The basic difference from the standard k-e model is the addition of 
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extra functions in the c equation which modify the standard empirical constants and the 
addition of viscous diffusion terms. The conclusions of the review of Patel et al. were 
that only the models of Launder and Sharma (1975) and Wilcox and Rubesin (1980) 
yield results comparable with experimental data and that still further fine tuning of the 
functions was required. 
The major problem with low Reynolds number models is their requirement for the 
first cell to be within the laminar sublayer of the boundary layer. This leads to the need 
for very thin cells, causing a large number of cells in the domain if low cell aspect ratios 
are to be retained. Although this gives increased accuracy, it is at the expense of 
increased computational time. 
To counter this problem, Rodi (1991) suggested the two-layer model. This works 
on the principle that k-c is fine for the fully-turbulent portion of the flow, so the 
standard model is used down towards the boundary until the local Reynolds number 
(based upon the minimum distance to the ground and local velocity) reaches around 
350. After this, in the viscosity-affected region, a single-equation turbulence model 
suggested by Norris and Reynolds (1975) is used. This fixes the dissipation rate (e) and 
uses a transport equation to determine k. No indication of how well this model would 
perform with impinging jets is available, but the improvement over the standard 
logarithmic law of the wall for turbulent boundary layer flows and the reduction in 
computing time (as there is no longer the need for such a fine grid at the boundary) 
means this model is worthy of further examination. 
Computational work has been carried out on impinging jets using the second order 
Reynolds Shear Stress closure model (RSM). An ERCOFTAC-IAHR meeting held at 
Lyons (Brison and Brun 1991) and later at Manchester (Leschziner and Launder 1993) 
tested a number of different k-c (with standard and low Reynolds number wall 
functions) and RSM predictions and found that neither gave good agreement with 
reported experimental results over the entire flow-field. At the meeting, it was argued 
that the RSM failed to improve the prediction dramatically because of the use of the 
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standard wall function. They recommended that the standard wall sub-model should be 
replaced with a low-Reynolds number version. 
Declercq and Dutr6 (1994) also reported poor agreement with experimental data 
for the RSM, indicating shortcomings in the sub-model for the wall-reflection process. 
They recommended that a low-Reynolds number second order model should be used in 
the wall boundary-affected areas, and that such a model was under development. 
In summary, previous computational studies have shown shortcomings in the 
ability of the standard k-F- model to predict the details of flowfields generated by 
impinging jets, the impingement process and the logarithmic law of the wall both 
accounting for the poor predictions. More advanced second order closure models (e. g. 
RSM) have been shown to be little better, again the treatment of conditions at the 
boundary being isolated as problematic. The use of low-Reynolds number corrections 
for this region has been suggested, but their requirement for thin cells at the boundary 
interface and the consequent cell aspect ratio problem that follows makes their use 
problematic unless computing power is not a problem (although it has recently been 
suggested that this model can be implemented for only 30% extra cost (Leschziner 
1996)). 
1.4 Scope of this Thesis 
This thesis discusses both experimental and computational work performed by the 
author at Cranfield University's Shrivenham campus at RMCS, on the normal 
impingement of a single, round, turbulent jet. The primary aim was to continue the work 
of Bray (1992) by concentrating on one of the unanswered aspects of his work. As has 
been discussed, the nozzle to ground plane separation and impingement surface velocity 
relative to the nozzle were shown to affect ground vortex penetration. A more detailed 
investigation into the mean and turbulent flow properties of a developing wall jet was 
thought to be helpful in isolating and explaining some of these findings. An 
experimental test programme was devised to measure wall jet properties for a number of 
differing parametric conditions on both a fixed and moving impingement surface. 
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A computational investigation using the k-c turbulence model and PHOENICS 
CFD software was performed, running in parallel with the experimental work. The aim 
was to investigate the performance of this relatively simple, cheap and increasingly used 
turbulence model for the impinging jet case and to see whether it could predict the 
parametric effects seen in the experimental data. Such parametric studies have not been 
widely reported in the literature. 
This thesis treats the two components (experimental and computational) of this 
work in parallel, with separate chapters on the methods used for each component 
(Chapter 2 and Chapter 3 respectively) and separate discussions of their results (Chapter 
4 and Chapter 5 respectively). The two strands are tied together in Chapter 6 with a 
discussion of the overall conclusions from both the experimental and computational 
work. 
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Figure 1.2: Stagnation of a Wall Jet by the Crossflow 
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Figure 1.3: Aperiodic Break-down of Ground Vortex Leading to Higher Levels of Hot Gas Ingestion (Cimbala et al. 1991) 
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Figure 1.4: Induced Pressures due to Entrainment causing Suckdown 
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Figure 1.5: Free Jet Flow Structure (Bray 1992) 
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Figure 1.6: Formation of a Ground Vortex by the Stagnation of a Wark Jet due to 
a Cross-flow (Wilson 1995) 
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Figure 1.7: Surface Static Pressure Beneath a Ground Vortex (Wilson 1995) 
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BLANK IN ORIGINAL 
Chapter 2: Experimental Method 
The experimental work was conducted in four phases which are described in detail 
below. Phase Zero was a continuation of the reduction of data collected in the author's 
Bachelor of Engineering final year project, while Phases One, Two and Three required 
the collection of new data with the corresponding development of the existing equipment 
and techniques. The co-ordinate system used in all phases of the work is given in Figure 
2.1. 
2.1 Phase Zero 
This phase consisted of further reduction of pitot and static pressure measurements 
taken as part of the final year project for the author's Bachelor of Engineering degree. 
The experimental apparatus used to collect the data analysed in Phase Zero is described 
in Myszko (1993), but as this forms the basis for development work conducted in 
subsequent phases, it will be described in detail here. The author wishes to make clear 
that the following section describes the experimental equipment already in existence at 
the outset of this research and the tests which had previously been conducted. 
2.1.1 Experimental Apparatus 
The experimental apparatus was positioned in the Open Jet Wind Tunnel (OJWT) 
(see Figure 2.2) where there was a conveniently positioned supply of compressed air 
from the Howden compressors, the wind tunnel not being used during these tests. The 
Howdens, two screw type compressors driven by electric motors (483.0 kW total), are 
capable of being run in parallel (1.8kgg-1 at 4 bar(g)) or series (0.9kgs-1 at 7 bar(g)) as in 
all these tests. The air was dried by passing it through a 4.5 m' storage / drying tank 
containing silica gel beads which were routinely dried by passing heated air back through 
the tank and then to atmosphere. The drying system was semi-automatic and was run on 
average every other third day of testing. If runs were made involving particularly high 
mass flow rates, the drier was run more frequently. After drying, the compressed air was 
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then passed to a 34m' storage tank which was half filled with scrap metal to act as a heat 
sink to provide a relatively constant air temperature. The compressors ran with a fully 
automatic control system which kept the pressure in the storage tank between 6.2 bar(g) 
and 7.4 bar(g), and incorporated a number of safety trips (oil pressure, oil temperature, 
water coolant temperature, etc. ) to ensure safe running. The air was then passed to the 
rig via a 5" diameter supply pipe which terminated at the working section of the OJNVT. 
This air passed to a settling chamber via a section of 21/2" steel pipe in which was 
positioned a variable pressure regulator which reduced the supply pressure from the 
storage tank to that required in the chamber. The output of this main regulator was set 
using a reference pressure supplied via a control system (see below). 
The settling chamber was that used by Bray (1992) and later Wilson (1995) and 
was approximately 340mm wide, 140mm deep and 150mm high (externally), being split 
into three horizontal sections (see Figure 2.3) held together by M8 bolts. The chamber 
was designed to support up to two I" nozzles, both normal and inclined to the vertical. 
Inclination was obtained by replacement of the lower section with a suitably angled plate. 
In these tests, only one nozzle (similar to that used in tests by Bray (1992) - see Figure 
2.4) was used, having an exit diameter D,, = 12.7mm and a length of IOD,,. As the 
chamber was designed to accept two nozzles, a single nozzle was not on the centre-point 
of the chamber, being V3 of the width in from one edge. The chamber had four static 
pressure tappings, one per side on the middle section which enabled plenum static 
pressure to be measured via a Bourdon pressure gauge. One of these tappings was used 
to mount a K-type thermocouple to monitor chamber temperature, the output of the 
thermocouple being amplified using an RS Thermocouple amplifier and then digitised 
using a Hewlett Packard 3497A 14 bit A/D converter. The inside of the chamber was 
fitted with a filter system to remove any dirt / rust particles in the supply which might 
damage the equipment. The filter material used was Multivee 99, supplied by Vokes, and 
was easily capable of removing the particles in the air supply without causing a 
noticeable pressure loss. To account for any possible pressure loss, the pressure tapping 
for the settling chamber pressure gauge was moved to the lower section below the filter 
material. The settling chamber was mounted to the frame-work around the working 
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section of the OJWT, the 21/2" steel supply pipe supporting the weight of the chamber. 
The chamber was prevented, to a degree, from moving or vibrating by two adjustable 
support rods connected between the chamber and the support frame. Location and 
alignment of the chamber was difficult due to the nature of this support system. 
The pressure control system for this phase of the work had previously been used 
on work conducted at Shrivenharn for Nfiller and Wilson (1993) and is shown in Figure 
2.5. It used a small manual hand-regulator to provide a reference pressure to the main 
regulator. The settling chamber pressure was displayed on a Bourdon gauge connected 
to the plenum via the lower static pressure tapping, as described above. This system was 
capable of setting a settling chamber pressure to ±2.0% for an NPR range 1.3 - 4.0, but 
was much less accurate for lower NPRs, such as 1.05, due to the lack of sensitivity of the 
Bourdon pressure gauges at these low pressures. The control pressure supplied to the 
hand regulator passed through a solenoid valve (240V(AC)) that vented to atmosphere 
once activated and which was operated by an emergency stop button. This meant that 
loss of mains power or activation of the button would cut the reference pressure and 
hence close the main regulator 
The impingement surface was a 3m by 2m table, the surface being varnished and 
sanded to a smooth finish, placed in the working section of the OJWT. This allowed 
measurements to be made up to 140D,, (using a 1/2" nozzle, the probe and stand 
extending a further 20D. behind the measuring point) from the jet axial centre line, with 
the impingement point not in the centre of the table. 
2.1.2 Data Collection 
The pitot and static pressure data were collected using separate total and static 
pressure rakes and processed on a 286-based PC (see Figure 2.6). The pitot rake 
consisted of 32 probes of I. Imm outside diameter (0.685 mm IID) spanning a height of 
200mm with the spacing being concentrated to give finer resolution in the lower half of 
the rake. The static rake consisted of 12 probes of 1.65mm OD evenly spaced over a 
span of 170mm. Both of the rakes had a multi-port coupling at the end of the length of 
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2. Omm OD tubing connected to the rake to enable quick changes. Both the pitot and 
static pressure rakes were uncalibrated. 
The pressures from the rakes were fed into a scanning valve which allowed a single 
pressure output to be selected from numerous incoming pressures. This was controlled 
by the computer, being able to step through the pressures in numerical order. The single 
output was then fed into a Furness Controls Nficromanometer, which gave a FSD of 
: E5. OV for a selectable range of 1000mm, 100mm, 10mm or Imm H20(g). This range 
was required to read the possible high total pressures encountered close to the 
impingement point while still being able to resolve accurately the relatively low static 
pressures. The analogue voltage output was connected to an AC-10 8-bit AID converter 
on the PC enabling sample rates of 50OHz for a period of 15 seconds. As the AC-lo' 
could only digitise 0-5V, a sub-ambient pressure giving a negative reading on the 
micromamometer would be reported as zero volts by the AC-10. This was overcome by 
swapping the pressure tube on the micromamometer to the negative input (reference 
input) so giving a positive voltage. The computer program was then set so that any 
voltages were multiplied by -1.0, so returning the sign of the pressure. 
2.1.3 Experimental Procedure 
As the settling chamber had previously been used (Bray (1992), Wilson (1995)), an 
initial assumption of symmetrical flow from the nozzle was made. This meant the rake 
could be positioned at any azimuthal position around the nozzle. 
The settling chamber was set level and to the correct height with respect to the 
impingement surface using a height gauge. The nozzle height was set first, the chamber 
then being checked for levelness. This was an iterative cycle, taking a great deal of time. 
Radial distances were then marked out on the table in nozzle diameters from the point of 
intersection of the nozzle centre line on the table, found using a template which matched 
up to the edge of the settling chamber. The rake was positioned at the required r/Dnand 
the settling chamber NPR set using the manual regulator. At the end of the computer run , '- 
the pressure was turned off and the rake positioned at the next r/Dn- This was repeated 
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until all profiles were taken using both rakes for that value of HrJD,, and all required 
NPRs, the nozzle height then being reset. 
2.1.4 Tests Performed 
Pitot and static profiles were taken normal to the impingement surface under the 
following conditions. 
Pitot Static Pressures 
Hn/D, 
NPR 
2.0 4.0 8.0 10.0 15.0 20.0 25.0 30.0 
2.0 x x x x 
2.5 x x x x 
3.0 x x x x x x x 
4.0 x x x x 
All the above tests were taken at r/D. = 8.0ý 9.0) 10.03,15.01 20.0,25.0 & 30.0 
2.1.5 Error Analysis 
It is estimated that the user could read the atmospheric pressure on the mercury 
column to ±0. I mm, which leads to an error of 0.15% in atmospheric pressure. This does 
not take into account changes in the value of atmospheric pressure during the run, but as 
the length of the run was short (approximately 20 minutes) and the error in setting the 
nozzle NPR was ±2.0%, this was considered to be a small error. 
Positioning errors were estimated to be small compared with the pressure control 
error, with the probe positioned to within ±I. Omm of the required position. This 
translates to a maximum error of ±1% at rA)n=8.0 reducing to ±0.26% at rA), =30.0. 
Since these tests have been performed, the error in the Furness Controls 
Nficromamometer has been measured as 2.5%, this being exacerbated by the relatively 
low resolution of the AC-10 8 bit A/D. The A/D could only resolve to 0.0195V, which 
over the 0-5V range of the micromamometer, meant a resolution error of 0.4%. If we 
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assume the A/D to be in error in its digitisation by the last bit, the accuracy of the AC- 10 
would in fact be 0.8%. This gives a pressure reading error of around 3.3%. 
Repeatability runs were performed using the pitot rake and pressure measuring 
system, 5 profiles taken at a fixed radial position and NPPL It was found that the pressure 
profiles were only repeatable to about 5% (calculated on the variation of peak total 
pressure in the profile), mainly due to the inaccuracies of the pressure control system: 'ý 
2.2 Phase Zero Plus 
This section describes development work performed on the impingement rig in the 
OJWT during the author's BEng project. Although no analysis of data collected using the 
experimental setup described below is included in this report, the information is relevant 
to further discussions in later phases. t 
2.2.1 Pressure Control Development 
As the manual pressure control system was not accurate enough for runs at NPR- =: 
1.05, the conditions under which hot-wire measurements were to be taken, a new systern 
was developed to set the settling chamber pressure using computerised control (see 
Figure 2.7) developed by the author. A 0-3.5 bar(g) Druck pressure transducer was 
mounted on the lower static pressure tapping of the chamber, which gave a full-scale 
output of IOOmV. This was amplified using a VIP-20 amplifier to give a FSD of 5. OV 
and filtered using a Kemo low pass filter set at IOHz to remove electrical interference 
from the laboratory. This signal was then digitised using an AC-10 8-bit A/D converter 
so that the computer could record the plenum pressure. 
The reference pressure fed to the main regulator in the supply pipe was provided 
by a Watson Smith current pressure convertor, which gave out 0-1.0 bar(g) for 0-20m. A 
supplied. This current was supplied by a Marconi Instruments GPIB 6140 adapter which 
communicated to the computer via an IEEE interface. This enabled the computer to 
control the value of the reference pressure, the resolution being FSD in 1000 steps. The 
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control pressure supply to the reference regulator came from a tapping in the 5" Howden 
supply pipe before the main regulator. 
A FORTRAN computer program was written by the author which worked on a 
simple feed back system (see Figure 2.8). The plenum pressure was compared with the 
required pressure, calculated from a given NPR and atmospheric pressure (manually read 
on a Mercury column) to give an error adjustment. This error was then used with a 
suitable gain to give an adjustment to the regulator and so make an adjustment to the 
plenum pressure. Adjustments to the reference pressure were made every second, data 
collection only being allowed when the plenum pressure was within a predefined 
tolerance of ±0.5 %. 
2.2.2 Hot-wire Anemometry 
During this phase, single wire hot-wire anemometry was used to take profiles in 
the free jet and wall jet of the impinging jet (see Figure 2.9). The hot-wire probe, a 
Dantec 55POI single wire, was connected to a Dantec Constant Temperature 
Anemometer (CTA 56CI7) via a 4m length of coaxial cable and a Im straight probe 
support, 55H21, giving a total cable length of 5m. The voltage output of the anemometer 
was then passed to a Disa 55DIO lineariser and then to a mean and rms voltmeter whose 
outputs were then digitised using a 14 bit A/D converter. Once calibrated, this allowed 
the computer to record the mean and turbulent resultant velocity over the single wire 
probe. 
The probe was manually traversed in the flow field using a travelling microscope 
stand which was suitably modified to hold the probe support securely. This allowed 
traverses of 150mm. in the X direction and 100mm in the Y direction with step sizes 
down to 0.05mm when using the Vernier scale. 
The bridge of the CTA was balanced for each probe used using the technique 
described in Appendix A. The hot-wire was calibrated using Disa 55D90 calibration 
equipment (see Appendix A), the compressed air supply coming from a 10 bar(g) Bristol 
compressor capable of 0.0081kgg-' which was piped to the OJWT working section via a 
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1/2" steel pipe ending in a variable-pressure regulator and a 240V (AC) solenoid valve. 
The air was filtered as it left the compressor but was not dried, a small water trap just 
before the filter being the only means of removing water from the air. This equipment 
supplied a flow rate of air which changed linearly with a change in the supply pressure. - 
This flow of air was then passed through a nozzle with an accurately-known exit area 
which, once calibrated for changes in ambient temperature and pressure, gave a known 
exit velocity. This enabled a relationship of CTA output voltage against fluid velocity 
over that probe to be investigated. 
The relationship between the velocity over the hot-wire and the voltage required to 
keep the wire at a constant temperature is derived in Appendix A and is given by King's 
law which states: 
E2 =a+bu" 
Equation 2.1 
where E is the anemometer voltage, u is the fluid velocity and a, b and n are 
constants specific to each wire. These constants were found from the calibration data of 
E against u using a software routine written by Dr M. V. Finnis, details of which are 
given in Appendix A. The value of n was then set in the lineariser, the offset being that 
required for zero output voltage with no flow (theoretically the value of a) and the gain 
set to a suitable value. A number of considerations had to be taken into account when 
calibrating the hot-wire, all of which are discussed further in Appendix A. Temperature 
compensation of the hot-wire signal was not used as the variation in settling chamber 
fluid temperature was near ambient and the variation in calibration nozzle flow 
temperature from ambient was small (Myszko 1993). 
No repeatability data for the calibration were obtained as only one calibration was 
performed which only went down to 20. Omg"'. As the King's law curve is very sensitive 
to velocities lower than about 10. Omg-', it is expected that the repeatability was very low. 
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2.3 Phase One 
This phase consisted of single- and cross-wire hot-wire anemometry profiles taken 
in the free and wall jets of an impinging jet at a Exed NPR of 1.05 using hot-wire 
techniques developed in Phase Zero Plus. 
2.3.1 Experimental Apparatus 
The experimental equipment used in this phase was a development of the Phase 
Zero Plus setup, the 286-based PC was replaced with a 486 DX2 66Mz PC. 
Modifications were made to the pressure control system (see Figure 2.10), firstly to 
improve the tolerance possible and the system's ability to remain within that tolerance 
during a sample, and secondly to decrease the time taken to reach the tolerance level. To 
achieve this a number of changes were made to the way the reference pressure was 
supplied to the main regulator valve. The Phase Zero Plus system obtained control 
pressure via a tapping in the 5" supply pipe before the main valve. This meant the control 
pressure varied between 6.2 bar(g) and 7.4 bar(g) as the storage tank pressure 
fluctuated, so complicating the situation for the computerised control software. This was 
altered so that the primary control pressure was supplied by the Bristol compressor 
(previously only used for hot-wire calibration) which, after a regulator, gave a more 
constant control pressure. 
The pressure transducer A/D converter was changed for a CIL F-Block which is a 
high speed (up to 50kHz) 16 bit A/D converter. This A/D had four input channels with 
onboard memory of 64kB, so was capable of holding a total of 32768 individual voltages 
with sample intervals as low as 20ps. The improved resolution of the pressure signal 
enabled a more accurate measurement of the chamber pressure and the increased sample 
speed meant more samples could be taken to obtain a truer value for the mean chamber 
condition before an adjustment was made. The VIP-20 and Kemo filter were still used to 
amplify and filter the signal before digitisation. This, together with changes made in the 
way the computer algorithm operated and changes in the criteria for leaving the pressure 
control routine to take a simple meant that the tolerance on the pressure control system 
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could be reduced to 0.05% without a major increase in the length of time to take a 
velocity profile. The chamber pressure was also measured after the probe voltage was 
sampled, the probe voltage read back and accepted only if the chamber pressure was 
within the predefined tolerance at the end of the probe sample. Settling chamber and 
atmospheric temperature were also sampled using the F-Block A/Ds, the RS amplifier 
still being used to give a voltage proportional to the temperature, the values being 
recorded every time a sample was accepted. 
The travelling microscope traverse used in Phase Zero Plus was modified so that 
two 400-step stepper motors driving 6mm diameter, Imm pitch lead screws could 
operate the sliders. These stepper motors were driven by two Digiplan SD3 stepper 
motor drive units connected to a Digiplan IEEE controller (see Figure 2.11). A third (Z), 
axis was also added to the traverse, this being a small RS linear actuator driving a slider 
in a tube which was also controlled by the Digiplan IEEE interface. This enabled 150min 
traverses in the X direction (parallel to the ground board) and 100min traverses in the Y 
(normal to the ground board) and Z (parallel) directions. Backlash in each axis was 
calculated by repeated end-to-end traverses, the backlash adjustment required being the 
total position error from start to finish divided by the number of changes in direction. 
This adjustment was then automatically made by the computer whenever a change in 
direction occurred. This enabled repeatable end-to-end traverses to be made to within 
±75gm. The drive system was fitted with an emergency stop button which deactivated 
the drives (stopping any motion) and which was also connected to limit switches at the 
start and end of travel of each axis. 
2.3.2 Data Collection 
Free jet and wall jet profiles were taken using both single- and cross-wire hot-wire 
anemometry. The single-wire technique was that used in Phase Zero Plus, although the 
probe was traversed using the new stepper motor traverse. 
Because the calibrations in Phase Zero Plus were of dubious accuracy, the 
technique used to calibrate the hot-wires was modified so that the calibration range WaS 
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increased from 100 - 20 ms-I to 100 -5 ms-1. This was achieved by using three 
different-sized nozzles to increase the speed range, the voltage against velocity data for 
the three nozzles then being combined and sorted into velocity order so that it could be 
solved to give the King's law coefficients as before. No temperature compensation of the 
hot-wire signal was used in this Phase for the reasons given in Section 2.2.2. 
The calibration technique used gave the constants a, b and n so it was decided to 
abandon the mean and rms voltmeters as concerns were raised over the accuracies of 
their calibration, in Myszko (1993). The output signal of the CTA was fed into a channel 
of the CEL F-Block (see Figure 2.12). This enabled a sample rate of up to 5OkHz with a 
maximum number of samples being 32768. The individual voltages were then converted 
into velocities using King's law by an assembler routine written by Dr. M. V. Finnis, the 
routine being written in assembler language to reduce any time penalty. 
For single-wire profiles, it was then a simple case of calculating the mean and 
variance of the sample, the mean velocity being defined as: 
n 
Equation 2.2 
and the variance as: 
n 
U2 
1: (Ui U) 2 
i--l 
Equation 2.3 
Where n is the number of samples and Uj is an instantaneous value. 
As the single-wire was only used for free jet profiles, the previously-used straight 
support was replaced with a right-angled version (55H22). This meant that the probe 
measured with the main flow direction being normal to the table and the probe stem 
horizontal. The sample rate was set at IkHz with the sample length at each point in the 
flow being fixed at 15s, the signal being passed through a low-pass filter set to 50OHz. 
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The cross-wire data were collected using the same rig as the single-wire phase 
(Dantec Straight Cross-wire Probe (55P61), Right-Angle Cross-wire Probe (55P63) and 
Straight Probe Support (55H25)), the two outputs from the CTA being fed into two 
channels on the F-Block (see Figure 2.12). This enabled the voltages on the two wires of 
the cross-wire to be sampled with a 20ps pause between each. 
The two voltages were solved to give the flow magnitude and direction using the 
technique described in Appendix A. The individual wires on the cross-wire were 
calibrated using the single-wire method to give two sets of King's law coefficients. The 
above assembler routine was then used to give the instantaneous velocities over each of 
the two wires, the ratio of these, X, being required for the solution procedure. The 
equations in Appendix A returned instantaneous streamwise and normal velocities, the 
mean and variance being found for each of these using equations 2.2 and 2.3. The value 
of k, the yaw coefficient, for each wire was taken as 0.21 as given by Lomas (1986, page 
23) for the type of wire used. 
For free jet profiles, as stated above, a right angled cross-wire (55P63) was used 
(see Figure 2.2) but due to the size of this probe the lowest probe height was 3.5D.. In' 
the wall jet, a straight cross-wire was used (55P61) (see Figure 2.2), but to enable the 
probe to get as close to the table as possible, it was angled to the table. This angle was 
measured using a travelling microscope and used to correct the angle the wires made 
with the surface for the reduction process. The sample rate for the probe was set to 
IkHz with a sample time of 15s and a low-pass filter frequency of 50OHz, the sample 
interval between the individual wires on the probe being 20gs. This sample interval was 
considered small enough to assume simultaneous measurement as it was far below the 
time scales of any fluctuation in the signal due to the 50OHz low-pass filter setting. 
Appendix A contains a discussion of the problems faced measuring turbulent flows using 
a cross-wire hot-wire probe. 
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2.3.3 Experimental Procedure 
The traverse was set in position, located on special locking plates on the table 
surface to prevent movement, so that all required profiles could be taken at that H. /D. 
value without having to reposition it. The settling chamber and nozzle was set normal to 
the table (after adjustment so that it was level) and to the correct nozzle height using the 
method described in Phase Zero. 
For the free jet profiles, with both single- and cross-wire, the probe support was 
attached to the Z axis on the traverse and set so that the probe was normal to the table. 
The probe was set on the jet centre-line in both axes using a travelling microscope. This 
microscope was also used to set the height of the probe above the impingement surface. 
For wall jet profiles, the same method as above was used to set the X and Z axes 
on, the jet axis centre line. For each profile, the probe was then moved to the correct 
radial position, its height above the impingement surface being reset for each position, 
with a small magnifying glass used to see when the bottom prongs of the cross wire just 
made contact with the surface. 
It was found that the operation of the control system was greatly improved if the 
supply pressure from the Howdens fell below 4 bar (this being found accidentally when 
the compressors shut down on a safety trip, the storage tank pressure falling to below 4 
bar). It was decided that to decrease the time a profile took, the Howden compressors 
would be operated manually, the storage tank being pumped up to 4 bar(g) and only 
re-pressurised once the supply pressure had reached 0.5 bar(g). 
Repeat runs were performed on the hot-wire calibration equipment to assess its 
repeatability using the equation : 
dU 
In- 
(V2-A) 
A d4 I dB '9 
1+ 
2F dV 
n(P-A) A -n n n(V2-A) V 
Equation 2.4 
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as given by Finnis (1993). The first three terms on the right hand side represent 
errors introduced due to inaccuracies in the calibration, whereas the fourth term accounts 
for any error in reading the voltage (signal conditioning, voltage resolution, etc. ). As 
there was no signal conditioning of the output and as the hot-wire voltage was digitised 
using a 16-bit F-Block with a very low resolution error, the last term was ignored. ''ý- 
2.3.4 Tests Performed 
Single- and cross-wire hot-wire profiles were taken in the free jet and wall jet 
under the following conditions: 
Free Jet P ofiles (C Cross-wire, S= Single-wire ) 
Hp/D, 
H, /D,, 
9.0 8.0 7.0 6.0 5.0 4.0 3.0 2.0 
10 0 c C's C S c cvs S 
-I 
Wall Jet Pro files ( Cross-wire) 
r/D, 
Hn/Dn 
1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 6.0 7.0 8.0 9.0 10.0 
2.0 x x x x x x x x x x xx x x 
4.0 x x x x x x x x x x xx x x 
8.0 x x Ix Ix Ix Ix x 
_ 10.0 x x x Ix Ix Ix Ix Ix Iý _ x _x x x x 
All tests were performed at an NPR of 1.05 
2.3.5 Error Analysis 
Although the control tolerance of the pressure system was set to 0.05%, there' 
were two errors introduced in reading the settling chamber pressures. The first was the 
error associated with the pressure transducer which is stated at 0.06%, the second being 
the error associated with reading atmospheric pressure. As stated in Phase Zero, the user 
could read the mercury column to ±0. I mm to give an error of 0.0 15%, but as in this case 
the runs lasted for 2-3 hours, changes in atmospheric pressure over that time would 
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cause a larger error. It is estimated that atmospheric pressure could reasonably change by 
up to 3mmHg over 2-3 hours, this could be a lot larger if the weather was stormy or 
squally at the time of measurement. This change in mercury level could produce an error 
of up to 0.4% in the required settling chamber pressure, a lot higher if there were larger 
localised changes in atmospheric pressure. As the pressure transducer was now sampled 
using the 16-bit F-Block, resolution of the voltage was no longer a problem. If the 
accuracy of the A/D was given by an error in the last bit, the accuracy / resolution would 
be 0.0006%, far in excess of the accuracy of the transducer. This gives an error in setting 
the settling chamber pressure with respect to ambient conditions of ±0.51%, which in 
turn gives an NPR error of ±0.025% at NPR = 1.05. 
The probe was traversed on the stepper motor-driven travelling microscope stand, 
which could make end-to-end traverses (100mm shortest) to within ±75gm giving a step 
positioning error of 0.075%. The initial datum was set using a travelling microscope for 
the X and Z axes for both sets of data, which had a Vernier scale to 0.05mm. This was 
also the error for the setting of the datum on the Y axis for the free jet profiles. As the 
probe distance above the surface for the wall jet profiles was set using operator 
judgement for when the prongs touched the surface, the estimate of error is difficult, but 
the author estimates the Y axis datum was set to within ±0.25mm. 
As the F-Block A/Ds were also used for digitising the hot-wire voltages, the main 
error on the sample data came from the calibration of the King's law constants for the 
wires and from the measurement of the angle between the two wires and between the 
probe and the impingement surface. As a travelling microscope was used to measure the 
angles, the error is small and is estimated at ±0.20. The absolute accuracy of the 
calibration data is difficult to access, but 20 repeatability runs performed over a few days 
showed the error in the calibration of each constant of King's law to be around ±2.0%. 
This gave estimated errors due to calibration of 2.0% for the main stream-wise velocity 
component, 4.8% for the normal velocity component and around 9.0% for the shear 
stress. Appendix A contains a further discussion of errors associated with the use of 
hot-wires for turbulent flow measurement. 
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2.4 Phase Two 
This phase consisted of cross-wire hot-wire anemometry profiles taken in the wall, 
jet of an impinging jet at a fixed NPR of 1.05. Further development of the rig continued 
from Phase One, the accuracies for calibration and sample data were improved, as well 
as increases in performance of the pressure control software. The air supply source was 
also changed from the Howden compressors to a centriffigal fan. 
2.4.1 Experimental Apparatus 
The pressure control system was further developed to improve its speed and 
accuracy, with a particular interest in the operational safety of the system (see Figure 
2.13). This was because experimental runs could take up to 7 hours to complete due to 
changes in the sampling routine, so requiring the rig to run Nvithout constant operator 
attendance. 
The most important difference was a change from the Howdens as the compressed 
air supply for the rig. This was because safety protocol for the operation of these two 
large compressors required the attendance of at least two personnel during their 
operation, so limiting the rig to a maximum of one profile per day (the increase in profile 
time being due to sampling changes discussed later). A centrifugal fan driven by a 
3.73kW electric motor was employed providing a pressure of 55 mbar(g), which was just 
capable of running the 1/2"(12.7mm) nozzle continuously at NPR=1.05. This was 
plumbed into the 21/2" pipe line just before the main pressure regulator. 
Observation of previous testing using the pressure control system of Phase One 
showed that the settling chamber pressure tended to "bounce along" either the top or 
bottom of the tolerance band, so increasing the number of data samples rejected. To 
solve this, the routine was modified so that the program only left the pressure control 
routine to take a hot-wire sample when the NPR was within an inner tolerance (defined 
by the normal tolerance multiplied by a factor set to 0.6 for all further tests), the hot-wire 
sample only being accepted if the NPR was within the normal tolerance at the end. This 
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meant that the vast majority of the samples were now accepted, decreasing the time to 
take a profile dramatically. 
Two modes of failure of the pressure control system were identified: no supply 
pressure or no return signal from the settling chamber pressure transducer. To prevent 
these, 2 Furnell miniature pressure transducers were added to monitor the control system 
supply pressures. The first was a 0-10 bar(g) pressure transducer whose FSD output of 
227.3mV was amplified by 20 using a CEL B-Block (a two channel variable amplifier / 
filter). The filter on the B-Block was set to low-pass at IOHz, as frequency response was 
not important. This transducer was connected to the supply from the Bristol compressor 
to confirm that there was a enough pressure to control the system. If this pressure 
dropped below a specified value, the computer program would shut down the rig in a 
controlled and safe manner to enable a continuation of that run once the supply pressure 
had increased again. 
The second transducer was connected to monitor the control reference pressure 
seni to the main regulator. This was to prevent an excessive control pressure to the main 
regulator, again if this went above a specified value (based on the required NPR), a safe 
shut down of the rig would occur. An excessive control pressure was most likely to 
occur due to one of two failures. Firstly, the main regulator sticking closed followed the 
sudden opening of the valve to a position much greater than that required for the given 
NPR- The second mode was a failure of the chamber pressure transducer, most likely to 
be the constant return of zero volts. The computer routine would continue increasing the 
control reference pressure and hence the chamber pressure. This would, of course, 
continue until the valve was fully open (NPR -- 5.0) unless the reference pressure was 
monitored. Both of these Fu mell transducers were digitised using an F-Block, sampled 
for 100ms at 1kHz and averaged. 
A second modification was the addition of a highly accurate barometric pressure 
transducer (800 - 1100 mbar for 0-5 V) which was digitised using a channel on an 
F-Block, sampling at Wh for 200ms. The control program monitored the atmospheric 
pressure every time the pressure control routine was accessed, so that continuous 
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adjustments to the chamber pressure could be made to account for variations in 
atmospheric conditions. 
It was decided that a major limitation of the ability of the control system was the 
lack of resolution on the Marconi IEEE controller used to provide a voltage for the 
control regulator. This was replaced with a CU, O-Block, a two-channel 12-bit D/A 
converter giving 15.0 V FSD. The current / pressure converter was suitably modified to 
give full output on the addition of 5. OV (by adjustment of the regulator range and zero 
offset), the use of the O-Block now giving FSD in 2024 steps. The output of each of the 
two O-Block channels was calibrated against an F-Block (see Figure 2.14) to improve 
performance. 
The same Druck pressure transducer was used on the settling chamber as in Phase 
One, but this was connected to a B-Block and then to the F-Block. The B-Block was 
used to amplify the signal 50 times and filter the signal at low-pass IOHz, as well as 
providing a regulated I OV power supply required for the transducer. 
I 
The mounting of the settling chamber to the OJWr framework was changed as the 
previous system had proved to be difficult to set up initially. Instead of the chamber 
weight being supported by the steel compressed air supply pipe, six struts were 
connected to the chamber, three to one comer locking that in space and the remainder to 
each of the other comers. The other ends of the struts were bolted to the surrounding 
framework using rose joints so that their overall length could be adjusted without having 
to disconnect them. Once the chamber was in position and at the right height, the struts 
were tensioned against each other so making a rigid structure. The air was supplied to 
the chamber via a length of 21/2" flexible tubing capable of withstanding 20 bar(g). 
The RS thermocouple ampfifier was replaced by a CIL K-Block, a 6-channel, 12-bit 
K-type thermocouple reader with an internal cold junction compensator. This accepted 
the thermocouple used to measure the settling chamber temperature, as well as one for 
the ambient temperature and a second to monitor the wall jet flow temperature, recorded 
at the end of the impingement table (70 D. from the nozzle axial centre-line). 
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The stepper motor-driven travelling microscope traverse was replaced with a 
bought-in system from Time and Precision Ltd. The traverse was of three axes, the Y 
and X having a span of I. Orn and the Z axis being 0.5m. The Y axis on the traverse was a 
parallel-coupled system (see Figure 2.15), i. e. two parallel sliders linked by a belt drive 
system driven by one motor. The stepper motors had a resolution of 400 steps with lead 
screws of Imm pitch, giving the traverse a resolution of 400 steps/mm. Backlash was 
countered using the same technique as in Phase Zero Plus, the end-to-end traverse 
position error being reduced to 50ýtm over an included length of Im. Limit switches 
were positioned on the traverse at the end of the slider span and linked to the emergency 
stop system of the Digiplan controller card to prevent excess travel. The traverse was 
mounted on a bought-in mounting frame (also from Time and Precision Ltd) made of 
lengths of 45x45mrn extruded aluminium. This allowed the height of the bottom of the 
traverse to the floor to be adjusted from 0.25m to 1.25m. 
The centrifugal fan used to supply the air for the nozzle was controlled by a manual 
on/off switch system on the main electric switch box. This was modified to accept a 
remote start/finish relay controlled by a CIL R-Block, a four channel relay block capable 
of switching 240V(AC). This enabled the computer to turn on the fan at the start of a 
run and turn the fan off at the end of a test or on the detection of a system error. An 
emergency stop system was also incorporated into the fan control system so that the 
power could be cut to the fan in an emergency. 
As there now were three independent emergency stop systems in operation 
(traverse system, pressure supply from Bristol compressor and centrifugal fan), it was 
decided to combine these systems so that operation of one would activate the other two. 
A system was designed and built incorporating relays in the individual systems operated 
by any of the existing buttons. The individual systems could be taken out of the 
combined system at any time and operated separately. The computer also had the ability 
to operate the system by means of one of the channels on the R-Block, but once 
operated the system had to be reset manually. There was also a voltage output from the 
combined system so that the computer could register a manual operation of the system 
and reset the computer routines involved. 
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2.4.2. Data Collection 
All data were collected in this phase using the Dantec 55P61 cross wire probe and 
the techniques described in Phase One. 
The main change to the hot-wire technique was that the signal from the two wires 
underwent temperature compensation. The air leaving the centrifugal fan was heated to 
around 28-30'C, much higher than the near-ambient temperature air from the Howden' 
compressors and from the Bristol compressor used in the calibration. As discussed in 
Appendix A, the constants in the King's law equation are only valid for a fluid flow 
temperature which is the same as at the time of calibration. To account for this small 
error, the voltage from each wire was adjusted for temperature variations using the 
method discussed in Appendix A. 
Two CTA 56N20 signal conditioners were used to condition and filter the CTA 
output voltage before digitisation, these had both high- and low-pass filters and an' 
on-board amplifier. For these tests, the high pass filter was set to DC, allowing all signals 
to pass. The low pass filter was set to IkHz, the conditioner removing fluctuations 
greater than I kHz and the amplifier was set to a gain of I- 
To avoid any aliasing problems, the sample rate for the digitisation of the hot-Wire 
voltages was increased to 2.5kHz, this reducing the maximum sample time to 6s. As this 
was not considered to be long enough, the computer routines were modified so that 
multiple samples could be taken for any point in the flow. 
Individual means of the separate samples of 6s in length (consisting of equal 
number of points) were combined using: 
V= -L 
- 
n Vs, 
Equation 2.5 
whereas the variances were combined using: 
V, 
(V )2) 
"+ 
(VI, 
- VS 
Equation 2.6 
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where Vi is the mean of the individual sample and vi is the variance. 
The total number of samples (n) taken at a point was controlled by the computer 
routine, this being adjusted until the change in the present mean and variance (based on n 
samples) at a position compared with the mean and variance calculated from the n-1 
samples was less than 0.5%. A criterion that at least a minimum of three samples (18s at 
a sample rate of 2. SkHz) and a maximum of 20 samples (120s) were placed on the 
routine. It was found that the greatest number of samples were required when the 
turbulence intensity was at its highest (eg. 30 - 32%), although in 76 profiles taken with 
89 sample positions on each, the 120s maximum criterion was only reached twice. 
2.4.3 Experimental Procedure 
The settling chamber was levelled and set to the correct height using the same 
method as in Phase One, the new mounting structure making this job quicker and easier. 
The traverse stand was set level and positioned so that the X axis could cover all the 
positions without having to reposition it. The probe was positioned on the jet axis centre 
fine using the travelling microscope as described in Phase One, the height above the 
ground plane being set by measuring the difference between the probe prongs and a 
block of known height. The height was reset at each radial location. 
2.4.4 Tests Performed 
Cross-wire hot-wire profiles were taken normal to the impingement surface under 
the following conditions. 
r/D,, 
H. fDn 
1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 6.0 7.0 8.0 9.0 10.0 12.0 14.0 16.0 18.0 20.0 
2.0 x x x x x x x x x x x x x x x x x x x 
4.0 x x x x x x x x x x x x x x x x x x x 
8.0 x x x x x x x x x x x x x x x x x X 
10.0 x x x x x x x x x x x x x x x 
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All tests were performed at an NPR of 1.05. 
2.4.5 Error Analysis 
The barometric pressure transducer had a quoted error of 0.03% on FSD and, as 
this was continually monitored during the run, this replaced the estimated error of 0.40/0 
due to atmospheric changes. This meant the error in the chamber NPR was reduced to. 
0.01%. 
The new traverse system was found to have an end-to-end position error of 
±0.05mm, which in the shortest axis (Z) meant an error of 0.01% at full span decreasing 
to 0.005% for the X and Y axes. The same method as Phase One was used for setting-', 
the datum in X and Z with an estimated position error of ±0.05mm. The Y axis metho'd 
was improved, the method used being similar to that for the other two axes, giving an 
-initial position error of±0.05mm. 
: All other errors as in Phase One. 
2.5 Phase Three 
This section details the experimental setup and data collected in the last phase of 
this project. Tests were performed with a jet of NPR = 1.05 impinging on a surface 
moving under the jet at 10mg-1, profiles being taken using both pitot pressure 
measurement at various radial locations and V. = -10.0,0.0 and 10.0 mg"'. 
2.5.1 Experimental Apparatus 
The experimental rig was moved from the OJWT to a Purpose-built Jet 
Impingement Rig (J. I. R. ) positioned away from the tunnel (see Figure 2.16). The main 
al an reason for this move was to release the OjWT for other work. As the centrifug f now 
supplied the air for the nozzle there was no longer a need to be positioned near an outlet 
from the Howdens. 
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A framework 2m high by 3m square was constructed from 6"-square steel box 
section to support the chamber. A centre section was constructed to allow the settling 
chamber to be adjustable in height (Irn span) with mounting holes every 0.0254m down 
its length, which was hollow to allow the compressed air supply pipe and associated data 
collection and control signal wiring to pass to down to the chamber. The chamber was 
mounted onto this structure using long M8 bolts (40mm. in length) which allowed fine 
adjustment in height and angle. 
The air was supplied by the same centrifugal fan and pressure control system as 
used in Phase Two with a few modifications. The pressure transducer was replaced with 
a Druck 0-5 psi(g) transducer as the fan was not able to supply pressure at the levels 
required to justify the previous transducer. This was powered and the signal amplified 
and filtered using the CIL B-Block as before. 
The second modification was that the Bristol compressor, previously used for 
supply of a control, pressure and hot-wire calibration, was replaced by a Clark rotary 
compressor, also capable of 10 bar(g) but with a mass flow rate of 0.0139kgg-. This had 
an air filter (removal of 40grn particles) straight after the outlet followed by a coalescing 
filter capable of removing water particles as small as Sgrn from the flow. The compressor 
was then connected to the pressure control system and the hot-wire calibration 
equipment via 1/2" flexible tubing. 
The motor and casing of the fan unit were fitted with surface temperature K-type 
thermocouples and connected to the CIL K-Block. This enabled the computer to monitor 
these temperatures and to shut the system down if an upper Emit was reached. This was 
to enable safer unattended running of the rig. 
The traverse was that used in Phase Two, a software modification being made so 
that a model-world co-ordinate system could be used instead of the Y, Y and Z of the 
traverse. The benefit of this was that the traverse did not have to be set accurately to the 
table and it was not assumed that the X, Y and Z axes of the traverse were at 901 to each 
other. These three model axes, known to the system as U, V and W respectively, were 
defined by the direction cosines in the X, Y and Z directions, i. e.; 
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U-=IIX+12Y+13Z 
V= 14X+ 15 Y+ 16Z 
W=17X+18Y+19Z 
Equation 2.7 
where U, V and W are the model-world positions, X, Y and Z are the traverse 
positions and I, -*Ig are the cosine coefficients. These were found by making a move 
along each of the defined U, V and W axes, the corrections required in Y, Y and Z 
giving the values of I.. The conversion between the two systems was performed using 
software written by Dr M. V. Finnis. 
As a moving surface was required for these tests, the rolling road from the OjWT 
was used and modified so that it could be controlled by the computer. The road had a 
belt 48"(1.219m) wide which ran on a platen (table top) 60"(1.524m) long around drums 
of 271. Omm in diameter (see Figure 2.17). The drive drum was powered by a 20. OkW 
electric motor controlled by a control unit taking a feedback from a revolution counter 
on the motor. The platen had a suction box underneath to prevent the belt from lifting up 
from the platen surface under reduced static pressure conditions, the suction provided by 
a variable speed centrifugal fan. The level of suction could be adjusted in four areas of 
the platen (left side, right side, front, and middle and back) using butterfly valves. The 
effect of the suction from the sides of the belt on the flow field developed on the belt is 
though to be very small, and as all measurements were conducted on the centre-line of 
the belt, the effect on the measurements is believed to be negligible. Both of the motors 
where turned on/off by switches on the control console, their speed of rotation 
controlled by two rheostats which provided a voltage (0-5V) to the control unit. The 
measurement of the belt speed was by means of an optical switch on an 8-hole disc 
connected to a digital counter which displayed the speed in feet per second updated 
every second. 
The first modification was to replace the optical counter with a revolution counter 
which had a resolution of 2500 pulses per rev (see Figure 2.18). The output, which was 
TTL-compatible, was fed to a new counter display set for ms-I and a CIL C-BlOck, a 
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single channel frequency counter capable of up to lOOkHz. The C-Block had three time 
periods (64.9gs, 1.05s and 16.6s) for which it returned the number of pulses received, 
this was multiplied by a factor based on the diameter of the drum and the pulses per 
revolution to give the belt speed. The new counter was mounted on to the end of the 
undriven drum to counter two possible failure modes of the system. Firstly, if too much 
suction were applied it would be possible to stall the belt, the driven drum rotating and 
slipping against the belt as the drive unit monitored motor RPM. Because the undriven 
drum rotates with the belt, the returned frequency would suddenly go to zero. The 
second potential failure was the breaking of the belt, again the drive drum would 
continue to rotate. Although this was unlikely to occur and if it did, would probably 
result in major damage to measuring equipment around it, the computer would be able to 
shut down the rig to prevent further damage. 
The voltage provided to the control unit came from the second channel on the CIL 
O-Block (the first channel being used for the pressure control system). The voltage 
needed to run the belt at IOms-1 with suction turned on was found, an upper limit then 
being set at I 10% of this. If this upper limit were reached, the control routine would shut 
down the equipment to prevent excessive current demand from the electric motor driving 
the belt. To reduce demand on start up of the belt the suction was only turned on when 
the belt had reached 25% of the required speed, the suction being turned off once the 
belt had come to a halt to reduce the run down time of the system. This also prevented 
problems of the belt drifting from side to side on the rollers when not under load. The 
speed of the suction fan was set using the rheostat on the control panel, because there 
were no free O-Block outputs. The power to the main relay in the belt control system 
was linked to the emergency stop system described in Phase Two, activation of the 
system isolating the power to the rolling road. 
During initial tests, a fault developed on the IEEE interface card for the traverse, 
causing the traverse to move in one axis without command and ignoring the activation of 
the emergency stop system. The traverse moved down onto the moving belt of the 
rolling road causing damage to the pitot probe, probe support and mounting system and 
to the belt itself It was found that the emergency stop system on the traverse worked on 
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the assumption that this interface card was operating properly, and did not interrupt the 
power to the drive cards. 
Following this incident, the IEEE interface card was replaced by an identical spare, 
the rolling road belt, the pressure probe and support were replaced with new items. To 
prevent a similar accident the emergency stop system, including the limit switches on the 
traverse axes, were rewired so that they operated a relay isolating the power supply to 
the traverse system. New limit switches on sliding mounts were also placed on each axis, 
confining the possible movement of the traverse to a given area. These were also 
included in the emergency stop system. The control routine was modified so that the 
computer checked the status of the traverse every time the status of the emergency stop 
system was checked (2-4 times a second). Previously, the traverse status was only 
checked when moving to make sure the move was completed correctly. 
2.5.2 Data Collection 
The data were collected in this phase using a single hole Pitot pressure tube 
connected to a Furness Controls Nficromamometer (similar to that used in Phase Zero), 
the voltage output of which was digitised using CIL F-Blocks as used in the hot-wire 
phases. 
The Pitot probe was constructed from a single length of I -I mm, (outer diameter) 
aluminium tube and bent through 90 degrees for ease of mounting. The measuring end of 
the tube was flatted (to approximately 0-5mm) to increase the profile resolution. The 
probe was connected to the micromanometer using a length (approximately 4m) of 
2. Omm OD plastic tubing. Sample rates were fixed at 250OHz for 15 seconds, the 
reduced number of sample points being a result of the extremely low frequency 
resolution of the n-ficromanometer precluded any turbulent measurements (although a 
RMS value was calculated and stored as a feature of the sample routine). The pitot probe 
was not calibrated. 
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The Furness controls micromanometer used in this phase was calibrated by A. I 
Saddington and was shown to be in error by +2.5% FSD. This was compensated for in 
the sampling program. 
2.5.3 Experimental Procedure 
The settling chamber was levelled and set to the correct height using the method 
described in Phase One, the new mounting structure on the J. I. R- dramatically reducing 
the time required to readjusted the HJD. value. 
The traverse was positioned so that the probe could be traversed over the fully 
range of r/D. for each value of V.. At each new HJD., the direction cosines used in the 
traverse software were reset. This consisted of making a probe move in each 
measurement axis, the number of steps made by each traverse stepper motor being 
recorded -and later processed. The position on the probe on the axis and the height of the 
probe above the surface was set using a Vernier height gauge (as in Phase One). 
2.5.4 Tests Performed 
Pitot pressure profiles were measured normal to the table under the following 
conditions: 
Tests Performed at Vs = 0.0 ms" arid Vs = -10. Oms"' 
r/D. 
H. IDA 
1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 6.0 7.0 8.0 9.0 10.0 12.0 14. 16.0 18.0 20. C 
2.0 Vi=0.0 
Y-1 
-0. 4.0 Vi=0.0 x x x X X X X X X X X X X X X X X X X 
vl=10-0 x x x x x x x x x x x x x x x x x x x 
8.0 Vi=0.0 
Ix x x x x x x x x x x x x x x x x x x 
vie-, Oq X x x x x x x x x x x x x x x x x x x 
10.0 vj=O. O x x x x x x x x x x x x x x x x x x x 
vg=lO. x x x x x x x x x x x x x x x x x x 
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Tests Performed Vj-10.0 MS" 
r/D, 
H. /Da 
FLI 
.0 1.0 1.5 2.0 2.5 1 3.0 3.5 4.0 4.5 5.0 1 6.0 7.0 8.0 9.0 9.5 
110.0 10.5 T *0 
2.0 
4.0 xxIxIxxIxxxxxIxxxxxx 
8.0 xxxxxxxxxxxxxxxx 
10.0 xxxIxxIxxxxxIxxX 
ýXýx 
All tests performed at an NPR of 1.05 
2.5.5 Error Analysis 
The accuracy of the pressure measurements reported in this phase is hard to 
estimate. The micromamometer was calibrated before its use against a newly acquired 
inicromamometer of similar specification and there was found to be a difference of 2.5% 
at Full Scale Deflection (FSD). It was assumed that the difference was due to an error on 
the. older model (the one used in these tests) and a correction for this was taken into 
account. The accuracy of the micromamometer is stated at 1.0% FSD. The atmospheric 
barometer used for the pressure control routines was also used, in conjunction with a 
K-type thermocouple, to calculate the air density, this value being used for the pressure 
to velocity conversion. The wall jet static pressure was assumed to be equal to ambient 
pressure. This gives an error in the velocity measurements of 2.0%. 
The rolling road speed was monitored using a shaft encoder and a frequency 
counter. The encoder has a stated accuracy of ±5 steps per revolution and an resolution 
of 2500 steps per revolution. The frequency counter has a stated accuracy of 50 pulses 
per minute over its frequency range. This gives an error in the belt speed, at 10 of 
0.25%. 
Although modifications were made to the pressure control and traverse syste , rns 
between Phase 2 and Phase 3, these were not expected to improve accuracy. Therefore, 
all remaining errors were as stated in Phase 2. 
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2.6 Summary 
The following table is included as a summary of the different experimental 
configurations and measurements taken during the various phases of the experimental 
programme. 
Phase Air NPR Control Traverse Measurement 
' Supply System Accuracy System Accuracy System Accurac 
y 
Zero Howdens Manual ±2.0% Manual ±l. 0mrn Pitot / Static ±3.3% 
(uncalibrated) 
Wall Jet Velocity Profiles, NPR=2.0 - 4.0, H, /Dý=2.0 - 10.0, r/D. =8.0 - 30.0 & Vg=0.0 
One Howdens Computer ±0.025% Microscope ±0.075mm Single and 2.0%, 
Stand Cross-wire 4.8% & 
(no Temp. 9.0% 
Compens ation) 
Free and Wall Jet Velocity Profiles, NPR=1.05, HJD,, =2.0 - 10.0, r/Del. 0 - 10.0 & Vg=0.0 
Two Fan Computer ±0.01% Traverse ±0.050mm Cross-wire 2.0%, 
4.8% & 
- 
9.0% 
[ Free 
and Wall Jet Velocity Profiles, NPR=1.05, HdDn=2.0 - 10.0, r/Dn7=1.0 - 20.0 & Vg=0.0 
Three Fan Computer ±0.0 % Traverse -±0.050mm Pitot / Static 2.0% 
(uncalibrated) 
Free and Wall Jet Velocity Profiles, NPR= 1.05, HVDn72.0 - 10.0, r/Dý= 1.0 - 20.0 & 
Vj=-10.0,0.0 & 10.0 
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Figure 2.2: Arrangement of Experimental Equipment used in Phase Zero 
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Figure 2.3 : Settling Chamber used in Experimental Investigation 
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Figure 2.6 : Phase Zero Data Collection System 
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Figure 2.15 : Phase Two Traverse System 
Figure 2.16 : Jet Impingement Rig (JIR) 
,.. MOO" 
66 
Figure 2.17 : Rolling Road and Control Console 
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BLANK IN ORIGINAL 
Chapter 3: Computational Method 
Described below are the methods used in the CFD phase of the project. 
Throughout all the computational work perfon-ned, the PHOENICS (Version 2.0) CFD 
package supplied by CHAM Ltd of Wimbledon, London was used (see Appendix B for 
the governing equations and Appendix C for the solution method). The package was run 
on a SUN network at the Cranfield University, Shrivenham, Computer Centre on an 
AXIL 420 (equivalent to a SUN SPARC 20) or on a stand-alone SUN SPARC 2 
workstation. The FORTRAN compiler used throughout was F77. 
This chapter details the model set-up, equations and variables solved and details 
the modifications applied to the standard k-e turbulence model as well as the set-up used 
for the low Reynolds number k-e turbulence model. The aim of these simulations was to 
gain an understanding concerning the level of accuracy obtainable for the prediction of 
an impinging jet. The results of these predictions are discussed in Chapter 5. 
3.1 Calculations with the Standard k-F, Turbulence Model 
This section describes the model and technique used for the CFD phase of this 
project involving the k-e turbulence model. 
3.1.1 The Grid 
The grid developed by Bray (1992) was used as a starting point for this work (see 
Figure 3.1). The polar-cartesian grid had 51 cells in the y direction (normal to the 
ground board), 49 in the r direction (parallel to the ground) and one in the cc direction 
(azimuthal), with overall dimensions of 40.07 D,,, 12.50 D., and 57.300 respectively 
based on aP (25.4mm) nozzle. 
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Initially, the cell sizes were halved so that the grid could be used to model a 1/2" 
(12.7mm) nozzle as used in the experimental phases instead of the I" (25.4mm) nozzle 
used by Bray. Runs performed indicated that the size of the first cell on the ground plane 
was too small, the Y' for the centre of the first cell being too low for the worst case of 
H. /Dý=10.0. A number of different grids were tried with varying first cell thickness until 
an optimal grid was found, having a reduced number of cells in the y direction (49 
instead of 5 1). The size of the grid in the a direction was also reduced to 2' as this was 
found to aid convergence. 
3.1.2 General Domain 
This section describes the general settings used with the model. 
3.1.2.1 Compressibility 
The density of the fluid at each cell was calculated using the ideal gaslaw 
equation: 
-L P= RT 
Equation 3.1 
where R is the Specific Gas Constant defined in the initial conditions, p is the 
static pressure at that point calculated by PHOENICS and T is the temperature of the 
fluid in the cell. 
For all cases discussed, the temperature of the fluid was calculated using: 
T- 
(Cp 
x T. - 0.5 xW+ v2 + w) 
) 
Equation 3.2 
Pl 
UP 
where T, is the stagnation temperature of the flow. For all these cases, T. was 
taken as being the stagnation temperature of the jet. 
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3.1.2.2 Kinematic Viscosity 
The kinematic viscosity of the flow was modelled using Sutherland's formula to 
account for the effect of temperature changes in the flow. Sutherland's formula states: 
#I -ý 
(a 
xT 1-1 xp 
) 
b+T 
where, for air, a=1.46 x 10-6 kg s"I nf I K-1 and b= 110.0. 
3.1.2.3 Turbulence Model 
Equation 3.3 
The k-E model was activated using the PHOENICS TURMOD(KEMODL) 
command. This made the following settings 
C; LCD'= 0-099 Cie ý 1.44, Cu = 1.92, Prt(k) = 1.0 & Prt(c) = 1.314 
where Prt(x) is the relevant Prandtl number. 
3.1.3 Boundary Conditions 
Figure 3.2 shows the boundary breakdown used in this report. The domain 
boundaries were split into 6 main sections, the conditions which were used in the model 
are described below 
3.1.3.1 Initial Conditions 
The initial conditions set for the domain for all runs were as follows: 
I. Atmospheric pressure set to 755 mmHg 
2. Ambient temperature set to 290"K 
3. Specific Gas Constant, R= 287.0 J kg-I KI 
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4. Ratio of specific heats,, y= 1.4 
5. Constant pressure specific heat, Cp = 1005.0 J kg-I KI 
6. Fluid laminar viscosity, g=1.75 x 10-5 kg m" s-I 
Initial values of density and kinematic viscosity used were calculated from the 
above values, initial values for the velocities were set to 1.0 x 10-1 mg-' (not zero to 
prevent possible numerical problems). It was found that the best convergence times 
were achieved if initial domain values for k and e were set to 1% of the nozzle exit 
value and the eddy viscosity, v, , set to 1.0 x 10-1. 
3.1.3.2 Nozzle Inflow 
The nozzle and its exit were modelled in a similar way to that used by Bray 
(1992), a section of blocked-off cells representing the nozzle itself. The side of this 
nozzle facing the domain had the logarithmic-law-of-the-wall function applied to model 
more accurately the outer domain flow down the nozzle side (see Appendix B for more 
details of the wall function used). 
The nozzle exit was modelled as the next row of cells below the blocked section, 
the mass flow rate per unit area and velocity from this row of cells entering the domain 
being fixed. The mass flow rate and velocity were calculated as follows: 
1. Nozzle exit NPR and turbulence intensity, Tu , were defined by the user. 
2. Nozzle exit velocity and density were calculated using isentropic now 
equations. 
Exit mass flow per unit area was the product of exit velocity and static 
density. 
The turbulence characteristics at exit were defined as: 
1. The initial value for k, the turbulent kinetic energy, was set using 
knozzle = (U XTU)' 
Equation 3.4 
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2. The initial value for F., the rate of dissipation of k, was set using 
0.0151 ý 0.03 5D,, 
) 
Equation 3.5 
The velocity and turbulent profiles of the jet were assumed to be uniform across 
the nozzle exit. The effect of non-uniform exit velocity. on free jet mixing has been 
discussed by Knowles (1996). 
3.1.3.3 Plane of Symmetry 
The plane of symmetry at the jet axis centre-line was left undefined by the user. 
PHOENICS internally modelled this domain face as a smooth, ffictionless wall. 
3.1.3.4 Ground Plane 
The impingement ground plane was modelled as a solid wall'extending the full 
length of the grid in the r direction. The logarithmic law of the wall function was applied 
to this surface with the V velocity being set to zero on this face (no-slip condition). 
3.1.3.5 Upper Flow Boundary 
On the upper boundary, the pressure was fixed to that of ambient, the extent of the 
domain being such that any small error in the pressure at this boundary should not effect 
the areas of interest in the domain. The boundary was also set to allow mass flow to 
enter and leave the domain. 
3.1.3.6 Outflow Boundary 
The conditions on the outflow boundary were identical to those used for the upper 
flow boundary (see the previous section). 
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3.1.4 Convergence 
Convergence was checked for by two means. Firstly, the values of all the 
solved-for variables were monitored at a point in the outer reaches of the wall jet, these 
being stored at uniform sweep intervals in the result file. At the end of the run, these 
were checked to confirm that the flow had reached a steady value at the point. Secondly, 
the residuals of the solved-for variables were monitored as the run progressed. The 
residuals were surnmed over the entire domain and then normalised by the appropriate 
net flux for that variable in the domain. For the pressure and velocities, convergence 
often meant the errors were less than 0.1%. The turbulence quantities (k especially) were 
considerably harder to converge, often errors in the region of 1- 2% being the best 
obtainable for k. 
3.2 Modifications to k-P, Model 
The following section describes three modifications made to the standard k-e 
model. 
3.2.1 Rodi Correction 
The free jet modification used is that described by Rodi (1980) in which the 25% 
over-prediction of the free jet growth is reduced by reducing the values of the 
coefficients CI& and Cu and hence the rate of dissipation e. This is achieved by making the 
coefficients a function of the jet thickness and the mean velocity gradients at that point in 
space. 
C. uCD ý-- 0.09 - 0.04f 
Equation 3.4 
C2, = 1.92 - 0.0667f 
Equation 3.5 
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with: 
ay 
1 0.2 
Equation 3.6 
where U. is the maximum mean velocity of the jet at a given axial position, b is 
au. the jet thickness (to 10% of U. ) and Oy is the gradient of the maximum mean 
velocity at that slice of jet. 
The correction was only applied to the free jet portion of the flow, the grid being 
separated into 2 regions (see Figure 3.3), the area using the new modified constants and 
the remaining using the standard k-e. The equations were implemented in the 
PHOENICS ground coding, a section of the program which allows the operator to add 
additional FORTRAN code into the solution sequence. The velocity gradient, peak 
velocity and jet width were found at each slab (a slab being a row of cells in the Y 
plane) as the solution sequence worked its way down through the domain during each 
sweep. The new coefficients were calculated for that slab and used in the PHOENICS k-C 
turbulence routine (GXTURB. F) to calculate the new values for the solved variables on 
that slab. To aid the initial start-up of the correction, the standard k-c model was used 
for the first 250 sweeps so that an initial jet formed. Minimum values were placed on 
CILCDand C2, of 0.061 and 1.872 respectively. 
3.2.2 Malin Correction 
The wall jet correction used is that described by Glynn and Jal (1987) and credited 
to Malin (1988) which accounts for the under-prediction of the growth of the radial jet 
by increasing the value of the Cu coefficient, using a function f similar to that described 
above and keeping the standard value for C.. 
CJ'CV = 0.09 
Equation 3.7 
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C28 ý 1.92 +0.16f 
Equation 3.8 
with: 
TV0,2 
r- 
II 
Equation 3.9 
As with the Rodi correction, the grid was broken into two sections (see Figure 
3.3), one where the correction was used and the rest where the unmodified model was 
retained, this again being coded in the PHOENICS ground section, similar to Section 
3.2.1. The GXTURBY routine was modified so that it accepted an array containing the 
new modified constants for each slab instead of the previous single value for each slab. 
As with the Rodi correction, the new coding was not activated until 250 sweeps had 
been completed with the standard k-e model and a maximum value for C2,,,. of 2.05 was 
set throughout. 
When the Rodi and Malin corrections were applied to the same model, the two 
grids were superimposed on each other, forming a domain with three regions, the free jet 
with the Rodi correction, the wall jet with the Malin correction and the impingement 
region (1.5 x 1.5 DO where the standard k-F- coefficients were used. The standard 
coefficients were also used in the area above the nozzle exit (see Figure 3.3). 
3.2.3 Chen Correction 
The standard k-e model uses a single time scale (i. e. k/l. where 1. represents the 
length scale of the production) to characterise the various dynamic processes occurring 
in a turbulent flow, and so fixes the rates at which the source terms (production and 
destruction) and the transport terms (convection and diffusion) can proceed at a value 
proportional to this time scale. However, as turbulent flow consist of fluctuations with a 
spectrum of time scales, this single-scale approach was considered not to be adequate 
under all circumstances, especially where the turbulence is removed from local 
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equilibrium, i. e. the rate of dissipation does not equal the rate of production. This is 
particularly true for turbulent boundary layers or separated flow (Michelassi et al. 1993). 
Chen and Kim (1987) proposed a modification which improved the dynamic response of 
the C equation by introducing an additional time scale kNk. whereVk is the volumetric 
production rate of k. The model was then tuned by adjustment of several of the standard 
model coefficients to maintain good agreement with experimental data on classical 
turbulent shear layers. 
The correction is described in further detail in Appendix B, and was activated by a 
PHOENICS command switch set in the Q1 file (TURMOD(KECHEN)) applying the 
correction to the entire flow domain. 
Convergence of the model seemed to be unaffected by the addition of this 
correction compared to the standard model although the processing time was increased 
slightly. The same convergence criteria were applied to this model as were used for the 
previous runs. 
3.3 Low Reynolds Number k-F, Model 
It has been shown by several investigators that simple wall functions based on a 
logarithmic law and equilibrium turbulence assumptions are not appropriate for 
unsteady turbulent boundary, layers (see Fan et al. 1993). It has been shown that the 
accuracy of the model deteriorates with increasing level of unsteadiness, due to its high 
Reynolds number dependence. 
The low Reynolds number k-F- turbulence model used in these studies was that of 
Lam and Bremhorst (1981), the form described by Patel at al. (1985) being implemented 
in PHOENICS. The model is described in further detail in Appendix B, its use being 
activated in PHOENICS by the use of the Q1 command switch 
TURMOD(KEMODL-LOWRE). 
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3.3.1 The Grid 
A requirement of the turbulence model used was that the value of Y' for the first 
cell should be below 4.5 and preferably the Y' of the first five cells should be below 
11.0. To satisfy this requirement, the grid was refined in the wall region. This was 
performed on the grid used in the standard k-e study by progressively reducing the cell 
height in the Y direction (leaving the cell density and size unchanged in the r direction) 
until the criteria were met. Table 3.1 shows grid densities used in this study. 
3.3.2 General Domain 
The general settings used in the low-Reynolds number model were the same as 
described above for the k-c turbulence model. 
3.3.3 Boundary Conditions 
The boundary conditions used in the low-Reynolds number model were the same 
as described above for the k-e turbulence model. 
3.3.3 Convergence 
Convergence for all low Reynolds number k-c turbulence model runs was 
confirmed using methods similar to those used for the standard k-c model (see section 
3.1.4). 
3.4 Summary 
The CFD work could be considered as consisting of three phases. Firstly, the 
modelling of an impinging jet flow field using the standard k-C model was assessed as a 
datum, this phase also including the prediction of parametric trends revealed in the 
experimental work. Secondly, the effectiveness of some published modifications to the 
standard coefficients used in the turbulence model and finally, the replacement of the 
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logarithmic wall function with the low Reynolds number k-e model. The results 
discussed in Chapter 5 follow this basis. 
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Grid Designation Nz Ny First Cell Thickness 
Grid 1 49 49 1.270 
Grid 2 50 49 0.951 
Grid 3 51 49 0.635 
Grid 4 52 49 0.470 
Grid 5 53 49 0.318 
Grid 6 54 49 0.238 
Grid 7 55 49 0.159 
Grid 8 56 49 0.119 
Grid 9 57 49 0.080 
Grid 10 58 49 0.060 
Grid I1 59 49 0.040 
Grid L) 60 49 0.030 
Table 3.1 : First Cell Thickness (mm) for Low Reynolds Number k-c Grids 
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Figure 3.1 : Basic Grid Developed by Bray (1992) 
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Figure 3.2 : Breakdown of Boundaries Used on k-F- Grid 
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Figure 3.3: Zone Separation used with Malin and Rodi Corrections 
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Chapter 4: Experimental Results and 
Discussion 
This chapter describes the results obtained in the experimental phases of this 
project together. Further discussion is included in Chapter 6 in light of the CFD results 
contained in Chapter 5. 
4.1 Phase Zero 
The following section describes further reduction of results obtained in the author's 
final year project for his Bachelor of Engineering degree. The experimental equipment 
and procedure used are described in Section 2.1. 
4.1.1 Wall Jet Half-thickness 
The wall jet half-thickness, the height in the profile from the ground to half the 
peak velocity, was calculated from velocity profiles deduced from the pitot/static 
pressure measurements taken using the equipment and apparatus described in Chapter 2 
under Phase Zero. The wall jet thickness was calculated using a linear interpolation of 
data points about the V% value in order to return a more accurate answer. 
When Y, /JD,, was plotted against radial position, r/D. (see Figure 4.1), it was 
found that it increased at a nearly-linear rate. This was not surprising as the previous 
correlations (see Section 1.2.3) had powers on the radial term ranging from 0.9 to 1.025. 
After further examination, it became clear that at r/I), = 25.0, the value of YV. was 
consistently lower than the trend. As this appeared on all the plots, it was unlikely that it 
was due to an experimental error or a data processing error. A close examination of the 
apparatus and its surroundings did not give any apparent reason for this discrepancy, the 
position did not occur on any joint or in line with any obstruction. As the spreading rate 
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at this r/D,, position was consistently different, it was decided to remove this data point 
from any further calculations (although it will be plotted on figures). 
Plots such as Figure 4.1 can be made for 4 NPR and 4 HJD,, combinations, and 
when these plots were compared for the different nozzle height settings at a given NPR 
and radial location (see Figure 4.2), it was found that increasing the H. /% setting tended 
to increase the wall jet half-thickness slightly. This was not a linear increase with nozzle 
height, as predicted by Hrycak et al. (1970) and Miller and Wilson (1993), but seemed to 
die off for a H. /D. > 15, being nearly flat from there on. The above trend was found on- 
all plots made. 
For a given radial position and nozzle height, wall jet thickness can be plotted 
against NPR (see Figure 4.3). It was found that increasing the nozzle pressure ratio 
tended to decrease the thickness of the wall jet. This was also noted by NEller and Wilson 
(1993) but not incorporated into their correlation. It is noted that there is a large degree 
of scatter in the results (for all H, /D,, and r/D. values), this being attributed to the 
primitive nature of the pressure control system used to obtain these results (Myszko 
1993). It is also noted that the work of Bray (1992) showed NPR effects on the flow 
field, these effects being described as non-linear. 
4.1.2 Comparison of Results with Previous Correlations 
When the data were compared with previous available correlations for a fixed 
H. /D. and NPR (see Figure 4.4), it became clear that the correlation of Nfiller and Wilson 
(1993) was a far closer fit than any of the earlier equations. The predictions of Poreh et 
al. (1967) and Hrycak et al. (1970) tended vastly to under-predict the rate of spread of 
the wall jet as did that of NEller and Wilson but to a far lesser degree. It is worth 
remembering that Miller and Wilson included the wall jet static pressure in their 
reduction process and this may account for their correlation agreeing closer with the 
current experimental data. As this seemed to be the best correlation, a graph of YjD. 
against H, /D. was plotted to see how variations in nozzle height affected the prediction 
(see Figure 4.5). As can be seen, NEller and Wilson's correlation under-predicts the 
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spreading rate at around H,, /D. = 5.0 to 18.0 and over-predicts at H,, /D,, > 25.0 but is a 
reasonable average over this range. 
Figure 4.6 shows a plot of half-thickness against NPR for a fixed height and radial 
position. It can be seen that the correlation of NEller and Wilson under-predicts the wall 
jet thickness and depending upon the value of H,, /D., the error can be quite large. 
4.1.3 Correlation 
As the previous models tended to predict poorly the current values of Yy, /D., it 
was decided to try and fit a correlation to the current experimental data incorporating 
terms for the observed NPR and HJD. effects. 
The earlier correlations had been of the form: 
Yi 
=KX Dn 
1r 
Equation 4.1 
where K is a constant incorporating any height effects and x is a power. It was 
decided to use this as a starting point. 
If the log of both sides is taken, we get: 
log =IogK+xxlog Dn ( iy (r) 
Equation 4.2 
which, if Log Y, /, /D,, is plotted against Log r/D, (see Figure 4.7), gives a straight 
line of gradient x and intercept Log K. This was performed for all the data available and 
the mean taken for the value of the growth power, x. This worked out to have a value of 
0.97. This was consistent with previously published work, ranging from 0.9 to 1.025. 
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The intercept of these straight lines with the Y axis gave the value of K for each 
data set. it was assumed that the constant K would follow the same format as previous 
correlations, only being slightly modified to account 
for the NPR effect noted earlier. 
Therefore this gave us: 
K=Ax H) +BxNPR+C 
(Dn 
Equation 4.3 
Using all the intercepts from the previous graphs, we had 28 equations and 3 
unknowns. 
From an examination of Figures 4.2 and 4.5, it was clear that one straight line 
would not be able to predict accurately Y. /JD,, over the height range required. The two 
possible solutions to this problem were to fit a curve to the data or to have a number of 
straight lines. To fit a curve to a 3-dimensional surface seemed unnecessarily complicated 
and so it was decided that two straight lines, one for the range 0<R, /D" < 10.0 _> -I s'. 0 
and the second 10.0 -> 15.0 < Hr/D., would give accurate enough predictions without the 
use of overly-complicated equations. As only height-effect data were recorded for H. /D,, 
> 10.0 (these tests were only performed at NPR = 3.0), a solution to B (the NPR_ 
coefficient) was not obtainable for the second line. Therefore for this case, the value'of ]B 
was taken to be zero. 
The equations were solved and the answers averaged to give a general result foi 
the prediction of the wall jet half-thickness. For the first line: 
A=0.00118 
B= -0.0063 
C=0.1173 
and for the second line: 
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A=0.00005 
C=0.1095 
The position where the two lines cross is definable by H. /D. and NPR and can be 
found by equating the two constants K for the lines. Thus, the point where one is used in 
preference to the other is given by the equation: 
Hn 
= 5.575 x NPR - 6.9 Dn 
Equation 4.4 
Therefore this gives the correlation for predicting the wall jet half-thickness as: 
For2k! ýýL- :! ý5.575xNPR-6.9 Dn 
Yi 
=[0.00118x'H» -0.0063xNPR+0.1173][ 
r 
]0,97 , 
Dn D Dn 
Equation 4.5 
H 
and for -n>5.575 x NPR - 6.9 Dn 
Yl 
= 
[0.00005 
x 
H,, 
+ 0.1095][ r 
]1*97 
Dn D. Dn 
Equation 4.6 
The lower height line forces a lower boundary condition on NPR, NPR > 1.43 5. As 
only supersonic jet conditions were used to calculate the above constants, the lower limit 
on NPR has to be set at 1.893. An upper limit of NPR=4.0 also has to be set as the 
variation in Yy. with NPR has given indications of being non-linear, so the level of 
accuracy of the correlation beyond the levels of the test NPRs is unknown. 
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4.1.4 Evaluation 
The model was evaluated by first comparing it to the raw data collected under the 
various conditions. Graphs of Yy, /D. against r/D. were plotted (see Figure 4.9 where 
H, JD,, < [5.575 x NPR - 6.9] and Figure 4.8 where H. /D. > [5-575 x NPR - 6-9]) and as 
can be seen, both predict the rate of growth of the wall jet well. The model of Mller and 
Wilson (1993) is also included in Figure 4.8 and Figure 4.9 to compare with the current 
predictive model. There seemed to be relatively little difference between the two models 
on these plots, but when Yy, /D. was plotted against Hr/D,, (see Figure 4.10), the 
improvement of the latest model was readily evident. There is a far more accurate 
prediction of the effect of the single jet height whilst still being able to predict accurately 
the rate of growth with radial distance. 
The second hoped-for improvement to the model was in its ability to predict the 
NPR effect noticed in the raw data. When the model was plotted on a graph of YY. /D. 
against NPR (Figure 4.11), it was clear that the gradient of the line was far too steep 
(approximately twice as steep as required). This was put down to the large amount of 
scatter encountered in these readings due to the use of the manual pressure regulation 
system. The predictions of Miller and Wilson (1993) are also included on the plot and it 
can be seen that although the gradient of the present correlation is wrong, it still gives a 
better prediction of the NPR effect in the range tested. If a better NPR term is required in 
the model, the tests would have to be repeated using the computer controlled system 
described in Phase Zero Plus onwards, in order to maintain an accurate NPR during the 
recording of the results. It has been suggest by Bray (1993) that the NPR effect is 
non-finear, he found that the ground vortex separation point of a wall jet in a cross-flow 
had two local peaks with varying NPR, one at around 1.8 and the other at around 3.0. 
The plot (Figure 4.11) also seems to agree with this trend, wall jet thickness being 
consistently thicker at NPRs of 2.0 and 3.0. Although it would be easy to suggest that 
there is a double peak to the NPR variation, there is by no means enough data to say this 
with any degree of confidence. 
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4.1.5 Phase Zero Summary 
The new correlation presented above incorporates terms for nozzle height and 
nozzle pressure ratio effects and is shown to predict accurately wall jet growth with 
radial distance and against height of the nozzle based on the pitot/static data collected by 
Myszko (1993). The prediction of the NPR effect did not give as good a result as hoped, 
the gradient of the decrease in wall jet half thickness with NPR being too great. The large 
amount of scatter in the NPR results was the main cause of the inaccuracy. 
4.2 Phase One 
The following section describes results taken using experimental equipment and 
procedures detailed in Section 2.3. The data presented in this section represents 60 hours 
of data collection, each profile taking around 45 minutes to collect. 
4.2.. l Free Jet 3-Dimensional Proffles 
Using a single hot-wire, profiles at varying radial positions were taken in the free 
jet (nozzle set to HJDý=I 0.0) at four fixed probe heights (HP. =2,4,6 & 8, Hp being 
the distance of the probe above the ground board), to form 3-dimensional profiles of the 
axial velocity and turbulence intensity. 
When the velocity results where plotted (see Figures 4.12,4.13,4.14 & 4.15), it 
became clear that there was a problem with the nozzle exit profiles. Although the decay 
of the potential core and maximum velocity is clearly visible, the plateau caused by the 
potential core is slanted to one side. This is also shown on the turbulence intensity 
(defined with respect to the peak velocity recorded at the nozzle exit) profiles (see 
Figures 4.16,4.17,4.18 & 4.19), where the peak value in the shear layer surrounding the 
potential core is not uniform around the jet. 
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4.2.2 Free Jet Symmetry Profiles 
To investigate this lack of symmetry in the jet profiles, further single hot-wire 
traverses were taken through the jet axial centre line. The table below lists the test 
conditions, traverse directions and nozzle orientations used (see also Figure 4.20): 
Figure Direction Comments 
4.21 D-B 
4.22 C-A 
4.23 C-A Nozzle rotated through 1801 
4.24 E-C Nozzle moved to second position 
4.25 C-A Nozzle in original position, new baffle in plenum 
4.26 C-A Modifications made to baffle 
4.27 C-A Run as twin nozzle to check pressure distribution in plenum 
4.28 D-B Re-check velocity distribution 
From direction D-B (Figure 4.21), the profile looks reasonably good, except for an 
unexplained jump in the turbulence level in the potential core, but from direction C-A 
(Figure 4.22), the plateau shows the slant seen in the 3-dimensional plots. The velocity 
was high in the direction of the centre of the settling chamber dropping as the probe 
moved outwards. The turbulence intensity also shows the lack of symmetry commented 
on earlier. To try and isolate the cause of the problem, a number of tests were run. 
Nozzle Rotated by 180' (Figure 4.23): This did not seem to affect the 
profile at all, the slant still occurring in the same direction. This indicated that 
the problem was one of flow distribution in the settling chamber itself. 
2. Nozzle Moved to Second Position (Figure 4.24): In this position, the same 
slant in the velocity profile was measured, the direction also remaining the 
same (high towards the Centre of the chamber). This led to the conclusion 
that because there was no baffle in the plenum to disperse the flow, the 
supply flow was entering the chamber and exiting straight down the nozzle, 
the profile being higher on the inside due to its closeness to the Centre of the 
inlet pipe. 
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3. Baffle Added to Plenum (Figure 4.25): A simple baffle was added to the 
centre of the settling chamber to redistribute the flow. This comprised a 
single sheet of perforated steel with the holes underneath the inlet pipe being 
blocked. The pressure tapping for the transducer was moved to below the 
baffle to remove any inaccuracy due to pressure drops across the sheet. As 
can be seen, this had a marked effect on the exit profile, the slant being 
almost removed. The profile still did not represent the top hat profile 
expected for a potential core flow and the turbulence profile still showed 
signs of asymmetry. 
4. Modiried Baffle (Figure 4.26): The baffle was modified by the addition of a 
second perforated steel sheet added below the first to further distribute the 
flow inside the plenum. Again this caused a marked improvement in the exit 
profile, the comers of the top hat became sharper and more defined. The 
turbulence profile also improved, becoming far more symmetrical. 
5. Twin Nozzle Run (Figure 4.27): The chamber was run with both nozzles 
attached to see whether this would affect the pressure distribution in the 
chamber and hence the exit velocity profiles. Little change was noticed. 
6. Re-check of Velocity Distribution at 90' (Figure 4.28): The original 
velocity profile (direction D-B) was re-checked to see whether the baffle had 
changed the profile shape. A slight improvement was noticed when 
compared with Figure 4.21. 
4.2.3 Wall Jet Symmetry Profiles 
Checks were made to ensure that the wall jet flow was symmetrical following the 
changes made to the settling chamber. These were done using the Pitot probe rake and 
the equipment used in Phase Zero, the pressure control system, however, was the 
computerised version of Phase One. Profiles were taken at four equally-spaced azimuthal 
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positions at a radial location of r/D,, =20.0 
for HJD., =4.0 and NPR=1.05. Five profiles 
were also taken at the same azimuthal position under similar conditions to confirm the 
repeatability of the pressure measuring system. 
Pressure profiles of the repeatability runs are shown in Figure 4.29(b) and profiles 
from the four different azimuthal positions in Figure 4.29(a). It was found that the 
difference in pressures at the four ffifferent locations was close to the repeatability of the 
readings. With this in mind, it was decided that as long as care was taken in the initial 
set-up of the chamber, the wall jet flow produced was symmetrical to within the 
capability of the measuring system used. 
4.2.4 Free Jet Cross-wire Profiles 
Having established an acceptably symmetrical exit velocity profile, free jet profiles 
were taken using the cross-wire at various HP. for HJDn=10.0. Only half-profiles were 
taken as it was found that if the probe was inserted through the jet to measure the other 
half, probe interference became noticeable as the cross-wire probe was approximately 
twice as large as the single-wire probe. This showed itself as an audible change in the 
noise generated by the free jet and as an asymmetric turbulence profile (the Reynolds 
shear stress being particularly sensitive to this interference). 
Non-dimensional mean U velocity component (see Figure 2.1) profiles are shown 
on Figure 4.30(a). This shows the standard top hat profile close to the nozzle exit 
decaying to the standard self-similar profile at H^75.0 and onwards, inferring that the 
potential core of the jet has decayed after 5 D,, from the jet exit. This is consistent with 
the results of Kataoka (1985) who showed that the optimum Hr/Dnfor maximum Nusselt 
number (and hence maximum heat transfer) was around 5-6 D.. This was where the 
potential core had decayed and the turbulence level at the centre of the jet had begun to 
rise. 
Figure 4.3 O(c) shows the V velocity component of the free jet. It is interesting to 
note that the value is not zero in the potential core region as would be expected if there 
were no mixing there. As the U velocity profiles do in fact show a potential core, there 
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are two likely explanations. The most feasible is that the calibration on one of the two 
cross-wires was slightly out, having the effect of giving an inaccurate velocity reading 
over that wire. The data reduction program would then use this false velocity 
measurement to indicate that there was a slight angle to the flow direction, hence giving 
the non-zero V velocity component. The second explanation is that there was aW 
(tangential) component to the flow (i. e., there was swirl in the free jet or aW component 
induced by the probe support). As the V component was small compared to the U 
component, the error that the W flow would make in the readings would show up larger 
on Figure 4.30(c). 
Figures 4.30(b) and 4.30(d) show non-dimensional turbulence profiles for the u 
and v components respectively. These show the development of the shear layer in the 
free jet as the probe is moved downwards, its width and the value of the turbulence 
growing. The value of the turbulence in the potential core and hence at the nozzle exit is 
around 5.0% (based on nozzle exit velocity) for both components, this is higher than the 
preyiously quoted value of 1.5% for the same settling chamber set up (Myszko 1993), 
which was measured with a single wire. As the k-e CFD model requires the setting of the 
turbulence value for the velocity component at nozzle exit, it is recommend that a value 
of 5.0% is used for comparison with data obtained from this experimental set-up. These 
two figures also indicate that the nozzle was not set perpendicular to the ground board 
for these tests as at a probe height of HpM, =5.0 & 4.0, the minimum value of the 
turbulence intensity does not occur on the jet axial centre line as should theoretically 
happen. This point is further supported by Figure 4.30(e) which shows the Reynolds 
shear stress profiles for the free jet. The value of the shear stress on the axial centre 
should be zero for all H. /D,,, but it can be seen to be offset at all probe heights. There 
seems to be a small shear stress uniformly across the potential core, possibly due to the 
entrance of the flow into the nozzle pipe and due to the build up of a boundary layer in 
the nozzle pipe. The V velocity component error may also affect the reading as well as 
non-axisymmetric entrainment into the jet, possibly due to non-axisymmetric 
surroundings. 
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Figure 4.31 the variation of centre-line and peak values of mean and turbulent 
velocities as the probe is moved down stream as well as the free jet half thickness (Q. 
Plot (b) show the level of scatter in the measuring the peak U velocity component and as 
such, do not show the constant velocity feature of the potential core in which these 
measurements were taken. Plots (c) to (e) show how the peak fluctuating value (located 
in the outer shear layer) increases with downstream distance in the jet and how the centre 
line value remains reasonably constant for the first 4 D. downstream, after which, decay 
of the potential core results in rising turbulence levels. 
4.2.5 Wall Jet Cross-wire Profiles 
Non-dimensional wall jet V velocity component profiles are shown in Figure 4.32. 
As can be seen, all of the data collapse well to the standard self-sinular profile after a 
radial position of r/D. > 2.0. Before this, the flow is still turning within the impingement 
region, and so self-similarity is not obtained. The point at which similarity occurs is far 
closer to the jet axial centre-line than previously mentioned (Myszko 1993), this probably 
being due to the greatly increased accuracy of the pressure control and flow measuring 
system. 
Figure 4.33 shows the non-dimensional U velocity component profiles at the four 
different H. /D., settings. Obtaining self-sinfdarity for this component is far more difficult 
than for the V component due to its comparatively small magnitude, the accuracy of the 
calibration having a great effect on the results. It shows that after the impingement 
region has been cleared (r/D. > 2.5 for HjDn=10.0), the trend of the results is towards a 
self-similar profile, although there is a lot of scatter. The velocity at the wall (i. e., 
y/y, ý=O. O) should be zero and this is not the case. There seems to be a small offset in the 
values on all the graphs, unlikely to be due to random experimental error because of its 
repeatability. The most likely explanation is the sensitivity of the cross-wire to small 
errors in its angle or small errors in the wire's calibrations. As the U component is very 
small compared to the V component (5% at best), any small error would have a 
disproportionately large effect on the U readings. 
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Non-dimensional turbulence profiles for the v and u components are shown in 
Figures 4.34 and 4.35 respectively. The v component profiles show that the maximum 
turbulence intensity is reached very quickly in the Y direction and remains high, having a 
flat portion, for a lot longer than the u component. The maximum turbulence intensity is 
of the order of 28-30% (of local maximum V velocity) for the v component and in the 
order of 20-22% for the u component (the square root has to be taken of the results on 
the graph to obtain turbulence intensity), which is consistent with published work 
(Padmanabham and Lakshmana Gowda 1991, Cooper et al. (1993)). The main feature of 
these two sets of profiles is that, although the mean velocity profiles attain similarity as 
soon as they leave the impingement region (within r/D. <2.0), the turbulence properties 
do not reach similarity until at least r/D. >4.5. This may be the criterion for the definition 
of the impingement region. 
The Reynolds stress profiles (Figure 4.36) confirm this point still further, 
self-similarity not occurring until r/D, >4.5 (profiles at HJDn=10-0 clearly showing the 
influence of the free jet). It is interesting to note that the full shear stress profile for the 
boundary layer formed on the ground board was not measured, as the values should go 
negative and then return to zero. The measurements are deemed to have occurred at the 
point where the two hot wires cross; the wires extend below this point to the prongs, so 
there was a minimum ground plane/probe separation distance. At small values of r/D. the 
boundary layer formed would be small, growing in size as the radial distance increases so 
it is unsurprising that the full profile was not measured at these relatively small radial 
positions. The values of peak non-dimensional shear stress were on average 30% higher 
than those reported by Padmanabham et al. (1991) for a planar wall jet run under similar 
nozzle conditions (1). =19.1mm, U. 780mg-& Re. 7-9.54xlO'). 
The radial variation of the peak non-dimensional values of the measured mean and 
turbulent quantities are given in Figure 4.37. As can be seen, the value of HrJD,, has a 
large effect on the peak value in the wall jet up to r/D. >4.5 and as mentioned earlier this 
is the position where the turbulence quantities become self-similar. This self similarity is 
clearly shown as the values for the four different H. M. collapse onto the same fine. 
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This fact is important in the optimisation of the value of HdD, for maximum heat 
and mass transfer. The best transfer occurs when the flow is highly turbulent, so aiding 
the transfer of heat and mass from the wall into the main flow. As the ma ority of heat 
transfer occurs within and close to the impingement region, the flow at r/D,, >5.0 is 
insignificant to heat transfer and hence the use of multiple arrays of jets. Moving the jet 
closer to the surface will'increase the local Nu in the region around the impingement 
point. As stated in Chapter 1, the highest peak Nu occurs at a H. /D, =5 to 6 where the 
potential core has decayed and the turbulence level on the axial centre line begins to 
increase, but lower HJD. should give better Nu values surrounding this point. 
4.2.6 Wall Jet Spreading Rate 
Figure 4.38 shows the radial development of the wall jet thickness, YYJD., for the 
four nozzle heights tested. Except for HJD. --: --4.0, which does not seem to follow the 
trend of the other three, the observation of a height effect seems true. The rate of spread 
of týe radial jet (i. e. the gradient of the lines) seems not to be affected by H, /D,; it is the 
initial thickness of the wall jet leaving the impingement region that seems to increase with 
increasing H. /D,. 
This means that previous correlations for the prediction of the wall jet thickness 
(Porch 1969, Hyrcak et al. 1972, Miller and Wilson 1991) are introducing inaccuracies, 
even if a height effect term is included (Figure 4.38 includes a comparison with the 
correlation derived in Phase Zero at H. /D, =10.0). All these correlations use a height 
effect term to change the gradient of the line, whereas it now seems that the height effect 
term should be used to offset the correlation, the gradient of the line remaining constant. 
4.2.7 Zero Reynolds Stress compared with Peak Wall Jet Velocity 
Figure 4.39 shows how the height of the peak V, mean wall jet velocity, and the 
height of zero Reynolds shear stress above the surface normalised with wall jet half 
thickness varies with radial location. For V, it can be seen that this relative height tends 
to decrease slightly with increasing r/D.. For the higher H. /D. there is some indication 
that this value increases first, reaching a peak at around 34D. and then decreasing, that 
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the wall jet inner boundary layer growing faster than the outer shear layer in the area of 
the impingement point. The value of Y, /,, may be affected by the thicker free jet at these 
small radial locations, causing a distorted result. 
The position of zero Reynolds shear stress also seems to decrease with radial 
location, although the amount of data is lower due to difficulties measuring the thin 
boundary layers at lower values of r/D. ý. It is worth noting that the height of zero 
Reynolds stress is consistently around 3 0% lower than that of peak wall jet velocity, and 
hence zero velocity gradient. This is important for CFD modelling of this flow as the 
turbulence models used in the CFD phase of this work was based upon the hypothesis of 
Boussinesq (1877) (see Appendix B) which states that zero Reynolds shear stress occurs 
at the point of zero velocity gradient, which in this case is the point of peak velocity. 
4.2.8 Wall Jet Momentum Flux 
Wall jet momentum flux against radial location, r/D,,, for the four differing nozzle 
heights is shown in Figure 4.40. The value of Mf was calculated by the integration of the 
velocity profile obtained from the cross-wire results using: 
O. Bxvm 
Mf=2x7rxrxpxl,. 
o 
Fdy 
Equation 4.7 
where p is the flow density. Previous work (Myszko 1993, Miller and Wilson 
1993) has shown that the static pressure of the flow quickly returns to ambient 
conditions following impingement. Therefore, the density used here was calculated using 
the ambient conditions recorded at the start of the run. 
The figure shows that the peak momentum flux occurs around r/D. = 2.0 - 3.53, 
after which the value falls away due to decay of the measured wall jet profiles. It has to 
be noted that this plot does not show the increase in peak momentum flux as well as that 
recorded using pitot / static pressure probes by Myszko (1993). The most likely cause is 
97 
the variation in hOt-wire calibration from one set of readings to another, exaggerated by 
the square term in the momentum flux equation. 
4.2.9 Production of Turbulent Kinetic Energy 
The production of turbulent kinetic energy (7c) is shown as ground normal profiles 
in Figure 4.41 non-dimensionalised by the peak value in the profile (7Cm) for different 
nozzle heights. It is clear that there is a lot more scatter in the results at a nozzle height 
of 4 Dn, this being consistent with results discussed earlier in this Phase. Although the 
profiles seem to take the same shape at Hn/D, ý=4.0 as at other heights, the normalising YY. 
seems to be too small causing a stretching of the profile on the X axis. The three 
remaining profiles show the shape of the turbulence production profile in the wall jet, an 
initial production in the wall boundary region this dropping back at the peak V velocity 
region and then a large increase in the free shear region. 
Figure 4.42a shows how the components of the production of turbulent kinetic 
energy vary against height above the ground board (Y/Y, /, ). As can be seen, it is the 7C2 
component which contributes to peak value of 7r. Therefore this indicates that it is work 
done by the rate of strain against the shear stress which accounts for the majority of the 
mean flow energy being converted to turbulent energy. 
Figure 4.42b shows how the peak level of production varies with r/D,,. The peak 
level seems to occur at r/D,, between 1.5 and 2.5, the profiles seeming to converge to self 
similar values at around r/D,, =4.5. This compares well with the fluctuating velocity 
component profiles which also converged at this radial position. What is clear from the 
above graph is that as H, /Dn decreases the production increases. 
As the production of turbulent kinetic energy is an indication of the rate at which 
the mean velocity is dissipated to give turbulent energy, a higher value means that more 
of the energy contained in the mean flow is converted into turbulent energy. This 
suggests that as Hn/D,, decreases, the amount of energy contained in the mean flow of the 
wall jet is lower. It has been reported that at lower values of Hn/D, the momentum flux 
recovered in the wall jet is also lower (Schwantes 1973, Myszko 1993), this being 
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attributed to a less efficient turning process at lower H. M. (Schwantes 1973, Miller and 
Wilson 1991). The recovered momentum flux was calculated using mean velocity 
measurements, but these data suggest that the energy stored in the mean flow, once 
self-symmetry of the profiles is obtained, is lower for lower H. /D.. As the change in 
value of the production occurs in the impingement region, it suggests that it is the 
conditions in the turning process which affect the recovery of wall jet momentum flux, 
this being consistent with the idea that at lower HJD. the turning process is less efficient. 
Figure 4.42c shows the variation of 7c, and 7C2 profiles with H. /D., again clearly 
showing that it is 7C2 that changes with H. /D., it, remaining fairly constant. This suggests 
that at lower nozzle heights, there is far greater shearing of the wall jet flow against the 
ambient air, so leading to a higher value Of 7C2. This is consistent with the observation 
that the wall jet thickness (Y% /D. ) has a smaller initial value with lower HJD,, (Section 
3.2.6), the change in the velocity gradient normal to the table (dV/dY) having to be 
greater because Y/YY, is smaller. 
4.2.10 Phase One Summary 
A dramatic improvement was noted in the settling chamber exit flow conditions 
following the insertion of the baffle and filter arrangement with a more uniform mean and 
turbulent velocity exit profile achieved with an exit turbulence intensity of 5.0%. 
Previous work using this chamber with a single nozzle (Bray 1992) should be treated 
with some degree of caution, especially at sub-critical NPR values (NPR < 1.89), and 
further investigations should be performed to see whether choking of the nozzle at NPR 
> 1.89 prevents the asymmetrical flow condition. 
Mean wall jet velocity measurements indicate that self-similarity of the 
non-dimensional velocity profiles occurs soon after impingement, although nozzle height 
affects the exact radial location due to the thicker free jet entering the impingement 
region. For the largest nozzle height of 10 diameters, self-shilarity is reached by r/D. = 
2.5 whereas for a height of 2 D., self-sirifflarity occurs around r/D. = 1.5. Nozzle height 
seemed to have a large effect of the peak wall jet velocity leaving the impingement 
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region, lower H. /D. cause a faster jet, although the peak velocity against radial location 
plots for the four different nozzle heights merged at r/D. > 4.0. 
The mean turbulent velocity components (both normal and shear stress) seem to 
reach self-similarity around r/D. = 4.5, with a 
development region before this. Nozzle 
height appears to have a large effect on the level of turbulent fluctuations in this 
development region, the absolute levels being some 3 times higher for H. /D. = 2.0 
compared with HJD. = 10.0. 
Wall jet half thickness was shown to grow almost linearly with radial distance, ' - 
nozzle height seeming not the affect the rate of growth. The initial thickness of the jet 
leaving the impingement region was affect, increasing nozzle height causing an increased 
half thickness. This is believed to be due to the increased thickness of the free jet entering" 
the impingement region at higher nozzle heights. There was a discrepancy in the 
experimental results concerning nozzle heights of 2 and 4 diameters and this data should 
be re-measured. 
The production of turbulent kinetic energy was calculated for various radial 
locations and nozzle heights. Plots for differing r/D. show that production of turbulent 
kinetic energy is self-similar in nature when non-dimensionalised with peak production at 
that radial location and wall jet half thickness although the results for FL/D. = 4.0 show 
considerably more scatter than other heights. Close to the wall, it is the normal stresses 
that account for most of the production where as above Y/Y% sw 0.3, it is the Reynolds 
shear stress that is the dominating factor. The increased shear stress at lower nozzle 
heights mentioned above causes a large increase in the production of turbulent kinetic 
energy at lower nozzle heights. 
4.3 Phase Two 
This section details measurements taken in Phase Two of the research project. The 
experimental apparatus and procedures used are detailed in Section 2.4 
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4.3.1 Ambient and Settling Chamber Conditions 
For each profile, the ambient and settling chamber conditions were recorded 
whenever a sample was taken. Figure 4.43 shows typical ambient and settling chamber 
records for recorded wall jet profiles as well as the fluid flow temperature recorded 
which was used for the temperature compensation of the cross-wires. The data presented 
in Phase 2 represents over 550 hours of data collection, with a typical profile taking 
between 6 and 7.5 hours to acquire depending on the turbulence intensity of the flow in 
question. 
For the 76 profiles taken and discussed in this section, the average atmospheric 
pressure was record as being 1.005 bar (753.59 mmHg), the highest and lowest recorded 
values were 1.017 bar (762.16 nunHg) and 0.983 bar (736.95 mmHg) respectively. The 
largest and smallest change during any one profile were 7.85 mbar (5.88 mmHg) and 
0.33 mbar (0.25 mmHg) respectively. This recorded large change in atmospheric 
pressure of 7.85 mbar has justified the expense of fitting the atmospheric barometer to 
the pressure control system. The average atmospheric temperature recorded was 20.52 
OC with the highest and lowest recorded values being 26.98 "C and 16.45 OC respectively. 
During any one profile, the largest and smallest change in atmospheric temperature were 
recorded as 3.05 'C and 0.30'C. 
The settling change temperature plot shows the dramatic temperature rise that can 
occur when using the centrifugal fan unit from cold. In this particular plot, the settling 
chamber temperature rose by 3.5'C during the acquisition of the data, this being a typical 
value for most of the profiles. The largest single change'was recorded at 10.38 *C' 
changes of this magnitude occurring on the first run of the rig after a weekend. Usually, 
the equipment would be left to run overnight collecting data and would finish around 
5.00am. As the next profile would be started at around 8.00arn the next morning, the fan 
would not have completely cooled down, so reducing the overall temperature rise. The 
equipment was rarely run over the weekend, and so the first run on the Monday morning 
would be with a fan unit at ambient temperature, hence giving the largest settling 
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chamber rise. A conscious effort was made to keep these large temperature increases to a 
minimum. 
Fluid flow temperature across the impingement surface, and so the temperature 
used in the compensation for the cross-wires, followed the settling chamber trends 
closely. The average temperature recorded was 20.66 IC with the highest and lowest 
recorded values being 27.57 IC and 17.39 'C with the largest and smallest changes 
during any one profile being 4.38 'C and 0.56 'C respectively. 
4.3.2 Non-Dimensional Wall Jet Profiles 
Figure 4.44 shows non-dimensional V velocity component wall jet profiles similar 
to those in Phase 1 shown in Figure 4.32 and discussed in Section 4.2.5. The profiles 
show the same trend of self-similarity of the profile occurring shortly after impingement. 
For low nozzle heights (H. /D. ---ý 4.0), 
it is only the profile at r/D. = 1.5 which is 
distinguishable from the other profiles, although for plot (b), the profile at r/D. = 2.0 is 
not included due to an experimental error. At H. /D. = 8.0 (plot c), profiles at low rAD. 
are affected by the presence of the free jet which is wider due to the increased distance in 
which it can spread before impingement. It is unfortunate that at a height of H. /D,, =IO. o 
(plot d), all the inner radial location profiles have to be discarded due to errors made in 
their measurement. It is believed that the trend of self-similarity occurring later for higher 
nozzle to ground separation would continue in plot (d) as it had in the Phase 1 data 
(Figure 4.32). 
Figure 4.45 shows how the non-dimensional profiles for Phase I and 2 Mer, in 
this case the profiles are for H. /D,, = 8.0 and r/D. = 8.0 although the trend shown, here is 
repeated in all the data. The Phase 2 profile has a peak velocity which occurs at a lower 
Y/Y% than previously shown, a shear layer which follows the Phase 1 data closely when 
the effect of the lower peak velocity height is taken into account and returns to a lower 
ambient velocity at higher Y/Y%. There are a number of factors which could account for 
these differences in the profiles. There was a considerable amount of improvement 
performed on the experimental rig going from Phase I to 2 (Chapter 2), with improved 
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traverse performance, pressure control and data acquisition and sampling. Another major 
change was the replacement of the Howden compressors with the centrifugal fan unit as 
a source of compressed air for the settling chamber. It is believed by the author that the 
turbulence intensity of the jet at nozzle exit is lower for the fan than for the Howden 
compressors, although no precise measurements to confirm this point were taken using 
this settling chamber. 
There are two factors which have lead the author to this conclusion. Firstly, the 
route the supply takes from the Howden compressors to the settling chamber is very 
tortuous, being in excess of 100 metres in length, with numerous changes in pipe 
diameter and many isolation valves and branch junctions before reaching the nozzle 
pressure control system. The centrifugal fan unit, on the other hand was connected to the 
pressure control system by a length of 4 metre rubber hosing which formed a smooth 
passage from the fan exit to the control valve. The second factor is that measurements 
performed in a similar study using this rig, but with a different settling chamber, showed 
lower exit turbulence intensities than would have been expected if the Howden 
compressors were used (Kirkham 1996). In Kirkham's work, an exit turbulence intensity 
of 0.4% was measured using Phase 2 equipment. It is not the author's intention to claim 
this as the exit turbulence intensity for the Phase 2 work, as the differences in the settling 
chamber design and construction are too great, but it does tend to infer a reduced 
turbulent component to the flow. This reduced turbulent component would reduce 
mixing with the ambient fluid and hence cause a jet with a different turbulence profile to 
enter the impingement region. Computational work presented later indicates that nozzle 
exit turbulence intensity has an effect on wall jet development. 
Other factors which might be felt to account for the differences are associated with 
the rig improvements made for Phase 2. The traverse and position system was improved, 
but any position setting errors would show as an offset between the two profiles. 
Improved sampling techniques were used, although these are most likely to show in the 
turbulence profiles where sample frequency and period are far more important. Finally, 
hot-wire calibration was improved in Phase 2 with temperature compensation of the CTA 
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signal being used. This became necessary due to the heating effect that the centrifugal fan 
had on the nozzle exit flow. 
The differences between the two Phases are important and need further 
investigation to be sure of the answer. The computational study reported in Chapter'5 
has shown that exit turbulence intensity does have a predicted effect on jet flow factors 
and precise measurements of the flow conditions leaving the nozzle using the centrifugal 
fan need to be made. 
Figure 4.46 shows Phase 2 non-dimensional v turbulent velocity profiles for the 
wall jet similar to those in Phase I (see Figure 4.34). It shows the development of the 
turbulence profile up to its self-similar value of 0.10 to 0.12 (giving a wall jet turbulence 
intensity 
J: 
v: 2 / V. of around 30%). It is clear when comparing the Phase I and 2 data 
that the later set of results have taken longer to reach self-similarity, in excess of r/Dn 
12.0 for Phase 2 compared with r/D. = 5.0 for Phase 1. This is shown very clearly'on 
Figure 4.47 (a) where a turbulence profile from Phase I and one from Phase 2 recorded 
under similar parametric conditions are compared. It shows that at the same radial 
location, there is a lower recorded turbulence level in Phase 2 compared to Phase 1. 
There are a number of possible reasons for this discrepancy. Firstly, an error could have 
been made in the calibration of the hot-wires for either phase of the project although this 
is unlikely due to the consistency of the difference over all the profiles. Secondlythe 
improved sampling period and length have enabled a more realistic turbulence level to be' 
recorded. Finally, the turbulence level was lower to start with and hence takes time to 
develop to the levels seen in the self-similar profiles. It is the belief of the author that the, 
explanation is most likely to be a mixture of these last two points. 
Figure 4.47 (b) compares Phase 2 data with that of Guitton (1968) who performed 
accurate measurements in a 2-dimensional planar wall jet in still air using normal, slanted 
and cross-wires. As can be seen, the peak level of fluctuation is around 2.5 times smaller 
for the planar jet results, although it has to be stated that the profile Of Guitton is at a'far 
greater radial distance and the Reynolds number of his jet (based on slot height) is lower 
(3.1 X 104). 
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Figure 4.47 (c) compares Phase 2 data with that of Cooper et al. (1993) who 
collected cross-wire data for CFD validation in the impingement region of an impinging 
jet. The developing wall-jet was generated by a 4" nozzle running at a nozzle exit 
Reynolds number of 7.1 x 10' at Hr/D, = 2.0. The main difference between the data was 
the fully developed pipe flow profile at the nozzle exit in the Cooper et al. data. This 
would cause increased turbulence levels in the free jet before impingement compared to 
the Phase 2 data at a similar nozzle height. This is shown in the figure by the higher 
values of the fluctuating velocity in the Cooper et al. data. On the same plot is included 
the Phase 2 profile at HrJD,, = 10.0 (and at a slightly larger radial distance from the 
impingement point) which shows slightly better agreement with Cooper et al. The higher 
nozzle height results in greater development of the free jet profile before impingement, in 
particular, the potential core has decayed before impingement, in contrast to HJD. =2.0 
where the potential core is impinging on the ground. This leads to the impingement 
region entry profile being closer for H, )D, =10.0 to that generated by the fully developed 
pipe flow exit condition. 
Figure 4.48 shows the development of the turbulence profile in more detail, in this 
case for a nozzle height of 8.0 D., although the trend was repeated at the three remaining 
heights. Close to the stagnation point (r/D. < 4.5), the peak value of turbulence occurs at 
a high value of Y/YY. in the profile, this being most likely due to the shear layer of the 
free jet penetrating the wall jet. At low values of Y/Yy., the turbulence level seems to be 
constant with profile height, the value of turbulence growing with r/D.. As r/D. 
increases, a second peak seems to develop corresponding to the growth of the inner 
boundary layer of the wall jet profile. This second peak develops until it reaches the same 
magnitude as the peak due to the wall jet outer shear layer. At r/D. = 20.0, the furthest 
profile measured away from the stagnation point, the dip in the turbulence profile 
corresponding to the peak wall jet velocity has not diminished to form a profile similar to 
those measured in Phase 1. It is believed that the longer sampling time used in Phase 2 
has enabled a far'more accurate profile to be measured when compared with those of 
Phase 1. 
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Figure 4.49 shows the surface-normal velocity fluctuations in non-dimensional 
form, similar to those of Phase I shown in Figure 4.35 with a direct comparison for one 
representative profile in Figure 4.50 (a). Similar to the stream-wise velocity fluctuation 
profiles discussed above, the peak recorded level is far lower for Phase 2 than Phase 1, 
with the level of change seeming to be even higher for this component. Figure 4.50 (b) 
shows a comparison with the data of Cooper et al. (1993) and, similar to the v turbulent 
velocity comparison in Figure 4.47 (c), the peak level of fluctuation is far lower for the 
Phase 2 data. This is believed to be due to the fully-developed pipe flow velocity profile 
at nozzle exit used by Cooper et al. Figures 4.51 and 4.52 show the development of the 
turbulent profile in more detail for two differing nozzle heights, one low and one high. 
For the low nozzle height of H. /D. = 2.0 (Figure 4.51), the development of the profiles 
at low r/D,, values is similar to those of the v turbulent component, with a peak occurring 
in the outer wall jet shear layer and a uniform value section close to the wall. As r/D. 
increases, this uniform section reduces in height but increases in magnitude until around 
r/D. = 9.0 where a profile is formed similar in shape to those of Phase 1. For the higher 
nozzle height of HrID, = 8.0 (see Figure 4.52), this uniform section seems not to e3dst, 
the turbulence level increasing from the wall up to a peak in the outer shear layer and 
then falling away to ambient. This is most likely due to the fact that the potential core of 
the free jet, an area of constant velocity and low turbulence intensity has decayed away at 
these higher nozzle heights causing a fully turbulent free jet to impinge. These increased 
turbulence levels are then transmitted through the impingement process and into the 
developing wall jet. 
Figure 4.53 shows the non-dimensional Reynolds shear stress profiles similar to 
those measured in Phase 1 and plotted in Figure 4.36. It is noted that far more of the 
negative shear stress (relative to the co-ordinate system used here) has been measured 
and resolved by the improvements in the experimental rig, this negative section being due 
to the shearing in the wall jet inner boundary layer. The positive peak, due to shearing in 
the wall jet outer layer is slightly lower in magnitude than Phase 1. This is confirmed in 
Figure 4.54 (a) where a comparison is made between Phase I and 2 profiles for the same 
geometric conditions. The positive peak is lower in magnitude and higher in Position and 
forms a profile which is taller overall. Figure 4.54 (b) shows Phase 2 data compared with 
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the planar wall jet data of Guitton (1968) while plot (c) shows the radial wall jet data of 
Cooper et al. (1993). Once fully developed, the Phase 2 shear stress profiles have a peak 
value around 30% higher than those reported for planar jets, agreeing with previously 
published data (Launder 1983). Similar to the normal stress, the peak shear stress of 
Phase 2 when compared to Cooper et al. (1993) is far lower, this being attributed to the 
increased turbulent properties of the fully developed pipe flow nozzle exit condition used 
by Cooper et al. 
4.3.3 Variation of Peak Wall Jet Values 
Figure 4.55 shows how peak non-dimensional velocity values compare with the 
data collected in Phase 1. Plot (a) shows variation of peak wall jet velocity with radial 
location. Close to the impingement point, the recorded Phase 2 data is some 20% lower 
than the Phase 1 measurement, although it does show the same trend of falling rapidly 
with increasing r/D, Plots (b) and (c) show the turbulent normal stresses, vI and u2, 
respectively. The Phase 2 measured peaks are dramatically lower than those of Phase 1, 
the peaks being removed by the late development of the turbulence profiles to their 
self-sin-dlar shape discussed in the earlier section. The peak in turbulence level also seems 
to occur later, i. e. Phase 2 peaks at around r/D,, = 3.5 - 4.0 compared to r/Dn= 2.5 for 
Phase 1. 
Plot (d) compares the Reynolds shear stress between the two phases. As can be 
seen, the Phase 2 data has a slightly smaller peak value which occurs at a r/D, = 4.5 
compared with the peak at r/D,, = 2.0 for Phase 1. 
4.3.4 Wall Jet Half Thickness 
Figure 4.56 shows wall jet half thickness (Y, /JD,, ) against radial location for the 
four differing nozzle heights. Similar to the Phase I data (see Figure 4.38 and Section 
4.2-6), the plot shows the almost linear growth of wall jet thickness with radial distance. 
Like the Phase I data, nozzle heights of 2 and 4 diameters do not follow the trend of 
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increasing thickness with increasing HJD., the wall jet at a height of 4 D. being thirmer 
than that at a height of 2 Dn- 
When compared to the half thickness calculated and plotted in Phase I (see Figure 
4.57), it is clear that the Phase 2 wall jet is consistently thinner than that previouýiy 
measured, although the rate of growth seems to remain the same. It appears to be the 
initial thickness of the wall jet leaving the impingement region that is causing the reduced 
value of Y%/D.. This is consistent with the peak in the non-dimensional wall jet profile' 
occurring at a lower Y/Y% as discussed in the previous section. The reduction in initial 
wall jet thickness is consistent with the idea of a thinner free jet before impingement, 
possibly due to a reduced exit turbulence intensity. 
Figure 4.58 compares the effect of nozzle height on wall jet half thickness for 
Phases I and 2. As mentioned above, the Phase I values are consistently higher than 
those for Phase 2, but both show a trend of increasing Y, /JD. with Hn/D,, (above 
H. /Dn=4.0), the Phase 2 data in particular show this effect well at the larger radial 
locations. The discrepancy in this trend shown in Figures 4.56 and 4.38 for nozzle 
heights of 2 and 4 D. is also clearly shown, with a turn-up in the line at I-LI/Dn '2.0 
compared to H. /D, = 4.0. It appears to be that at a nozzle height of 2 diameters, a 
slightly thicker wall jet is produced although this is not as clear for the Phase I data 
(Figure 4.3 8). 
4.3.5 Wall Jet Frequency Spectra 
Following publication of the Phase I data, it was suggested that the 
apparently-anomalous wall jet thickness at H. /D. = 4.0 might be associated with 
impinging jet instability which can occur at certain critical nozzle heights. To investigate 
this, the spectral content of the Phase 2 hot-wire data was examined to see if there was 
any obvious variation with height. 
Figure 4.59 shows a typical frequency spectrum calculated from the recorded 
sample data, one of these spectra generated for each sample position in a wall jet profile, 
The raw data were reduced using a Fast Fourier Transform (F. F. T) computer routine 
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which was written by Dr M. V. Finnis (the details of which are described in Appendix 
A). The plot shows the large range of frequencies that were present in the sample flow. 
The frequency data were non-dimensionalised as a Strouhal number which has 
been used in the past to present frequency data for jets in cross-flow and impinging jet 
surface pressure fluctuations (Wilson 1995). Strouhal, number is defined as: 
st = ['U I 
Equation 4.8 
where 1. is a characteristic length scale and U is a characteristic velocity. In the 
case of this project, the wall jet half thickness, Y%, and wall jet peak velocity, V., for 
each profile are used as the non-dimensionalising parameters. 
, Figure 4.60 shows a plot of Stroulial number against profile 
height for a number of 
radial locations at the same nozzle height, the remaining nozzle heights showing the same 
trends. The plots were generated by fitting a cubic-spline to the frequency spectra 
generated at each sample point (similar to Figure 4.59), finding the maximum frequency 
at that sample point and using that to generate a Stroulial number profile for that radial 
location. At low r/D,,, the Strouhal number profile indicates peak frequencies occur in the 
incoming shear layer with low frequency fluctuations near the wall, presumably due to 
the viscous damping effect close to the wall. As r/D. increases, the peak magnitude of 
St(fm) also increases up to around a Strouhal number of 0.10 to 0.12. The magnitude of 
the Strouhal number close to the wall also increases rapidly between r/Dn = 3.5 and r/D. 
= 5.0 to close to the peak value. 
Figure 4.61 shows how the peak Strouhal number from a profile varies with radial 
location and for differing nozzle heights. St. based on f. rises rapidly from the 
impingement point up to a value of 0.16 at around a r/D. = 8.0 -10.0 after which, it 
seems to remain reasonably constant at a round 0.16. It is clear that there are no unusual 
frequencies occurring at any of the heights tested. 
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4.3.6 Phase Two Summary 
Cross-wire hot-wire anemometry measurements made in this phase confirm the 
rapid development of the self-similar wall jet velocity profiles, self similarity occurring 
before r/D. = 2.5 to 3.0. There are differences between the Phase 1 and Phase 2 velocity 
profiles, the Phase 2 results indicating a wall jet with peak velocity that is closer to the 
wall and lower in magnitude. The development of the turbulent velocity profiles also 
differs from that of Phase 1, with self-similarity not occurring until r/D. = 9. o. Peak 
values of normal and shear stresses non-dimensionalised with nozzle exit velocity show 
that levels of turbulent fluctuations in the Phase 2 wall jet are lower than those of Phase 
1. The lower peak wall jet velocity results in a local wall jet turbulence intensity at a 
radial location, once self-similarity has been reached, of approximately the same 
magnitude as Phase I- 
The improvements made to the data collection system, and especially the increased 
sample times used in Phase 2, have improved the resolution of the turbulence profiles. 
These now show a damping effect on the turbulent fluctuations close to the wall when at 
small radial distances from the stagnation point, this effect seeming to be stronger at 
lower nozzle heights. Wall jet turbulence profiles at large radial distances indicate that 
the inner boundary layer has a level of turbulence similar to that in the outer shear layer, 
a dip occurring in the turbulence profile at the point of peak velocity. 
The wall jet half thickness was lower than that measured in Phase I although the 
rate of growth of the wall jet was comparable, consistent with the non-dimensional wall 
jet profiles having a peak velocity closer to the surface. The Phase 2 data again suggests 
a discrepancy in the height effect for H, /D,, = 2.0 and 4.0 similar to that shown in Phase 
1. With the greater consistency of the Phase 2 data, it now appears that the anomalous 
wall jet height effect may be at HJD,, = 2.0, caused by a thicker wall jet leaving the 
impingement region, rather than an unusually thin wall jet at H. /D., = 4.0. More nozzle 
heights would need to be tested in this region to confirm this conclusion. 
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4.4 Phase Three 
This section describes wall jet measurements taken above a moving surface for 
differing nozzle heights. The surface speed was fixed at I Orns' with an NPR = 1.05. 
4.4.1 Ambient and Settling Chamber Conditions 
During each run, ambient and settling chamber conditions were recorded at the 
time of each sample. Figure 4.62 shows typical plots that where acquired over the length 
of a profile, the typical time for which being around 60 minutes. This data presented in 
Phase 3 represents a total of 155 hours of data collection. 
For the 162 profiles taken in this phase of the research, the average atmospheric 
pressure was 1.007 bar (754.78 mmHg), the highest and lowest recorded values being 
1.010 bar (764.52 mm. Hg) and 0.987 bar (739.54 mmHg) respectively. During any one 
profile, the largest and smallest changes were 1.15 mbar (0.862 mmHg) and 0.07 mbar 
(0.052 mmHg) respectively. The average atmospheric temperature was 21.87'C, the 
highest and lowest recorded-values being 27.95'C and 13.65'C respectively, the largest 
and smallest changes being 8.97"C and 0.14'C respectively. 
The settling chamber temperature recorded at the time of a sample shows the 
dramatic heating effect that the centrifugal fan has on the nozzle flow. The average 
settling chamber flow temperature for this phase was 25.66"C, the highest and lowest 
recorded values being 32.89'C and 16.01'C respectively, the largest and smallest changes 
during any one profile being 6.3 IOC and 0.48"C respectively. A recommendation for 
future work using this system is to allow the fan to run for at least I hour at normal flow 
conditions to allow the settling chamber temperature to reach steady state. 
4.4.2 Wall Jet Profiles 
Figures 4.63,4.64 and 4.65 show non-dimensional wall jet profiles at the three 
different nozzle heights for the three different ground speeds (Vg = -10.0,0.0 & 10.0 
ms"). At Vs = 0.0 (Figures 4.63(b), 4.64(b) & 4.65(b)), the wall jet profiles collapse onto 
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the standard non-dimensional shape with a defined inner boundary layer, followed by a 
peak velocity at around Y%/D,, = 0.2 and then a free shear layer with velocity decay to 
ambient conditions. At low values of r/D,,, the profile is affected by the presence of the 
free jet, self-similarity being reached at r/D. = 4.0 for the worst case of HJD-ý =IO. o, this 
following the trends discussed in the previous sections. 
For a V. = -10.0 ms-' (Figures 4.63(a), 4.64(a) & 4.65(a)), the profile shape is very 
different, with a very thin inner boundary layer formed, due to the reduced wall shear 
stress. It has to be noted that on most of the r/D. profiles taken at V. = -10.0 ms-1, an 
inner boundary layer was not measured, the first point of the profile having the highest 
velocity. This would obviously happen at large r/D., where the wall jet peak velocity has 
decayed to that of the moving surface (in this case 10.0 ms'), but at low r/Dn the 
boundary layer was so thin that it could not be resolved with the experimental apparatus 
used. This has implications for the wall jet half thickness where the peak velocity is 
required, a low V,,, causing too high a value of Y% to be calculated. 
For a V. = 10.0 ins' (Figures 4.63(c), 4.64(c) & 4.65(c)), profiles at low r/D,, are 
little affected by the surface speed with the formation of the inner boundary layer and 
outer shear layer. At r/D. _- 7.0, the inner boundary layer grows quickly and by r/D., "ý 
8.0, separation of the boundary layer from the surface occurs with a very turbulent 
velocity profile formed. The profiles for V. = 10.0 tend not to become self-similar unlike 
Vs = 0.0, as r/D, increases, the non-dimensional velocity profile becomes thinner, the 
non-dimensional velocity gradient in the outer shear layer increasing. The separation of 
the wall jet is shown more clearly on Figure 4.66 where the velocity profiles around the 
separation point are shown in dimensional terms. These plots show how the development 
of the velocity profile changes rapidly between r/D. = 8.0 and 9.0. All three plots on 
Figure 4.66 show the dramatic decrease in peak velocity and increase in profile height 
going from 8.0 to 9.0 diameters from the stagnation point. 
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4.4.3 Effect of Vg on Wall Jet Half Thickness and Peak Velocity Decay 
Figures 4.67,4.68 and 4.69 show wall jet half thickness (a) and wall jet peak 
velocity (b) at the three different surface conditions for the different nozzle heights. The 
plots of Yy, /D,, against r/D. shows how for a V. = -10.0, a far thinner wall jet is formed 
due to the reduced surface shear stress causing a reduced inner boundary layer. It is 
worth remembering at Y, /JD. for V. = -10.0 may be too high due to difficulties in 
measuring the peak profile velocity (see section 4.4.2). 
The decay of peak velocity plots for the three different nozzle heights all show the 
same trend. For V. = -10.0, the decay is similar to the zero ground speed condition for 
low r/D, the decay reducing at around r/D,, = 4.0 causing a faster jet than for V., = 0.0. 
All three heights show that V. = -10.0 had the lowest peak velocity leaving the 
impingement region, approximately 7-8 ms-I (10%) slower than for V,, = 0.0 although 
this could be due to the uncertainties over the value of the peak velocity for this surface 
speed. 
The decay of velocity when V. = 10.0 also follows closely the decay when V, = 
0.0, the line departing the base condition around r/Dn = 7.0, this being consistent with the 
separation of the boundary layer described in the above sections. Hereafter, the peak 
velocity decays at a much faster rate due to the rapidly increasing mixing with the 
ambient fluid. It has to be noted that although no cross-flow as described in Chapter One 
was used in these tests, the moving surface would have a tendency to drag fluid along 
with it due to viscous forces. This would cause an ambient fluid flow, and hence fluid 
momentum, to stagnate against the wall jet. Due to the method of generation of this 
"cross-flow" profile, it would be predominately low in height and so have the greatest 
effect on the inner boundary layer region on the wall jet profile. Therefore it is not 
possible to state whether the separation is due to the increased shear or "cross-flow" 
momentum. Further detailed measurements would be required in the wall jet around 
separation and measurement of the ambient fluid profile close to the surface to answer 
this question. 
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Following separation, this ambient flow would increase mixing by causing two ftee 
flow shear layers on the wall jet flow, an outer wall jet layer developing from the 
stagnation point and an inner layer due to ambient flow getting underneath the profile 
because of the separated region of flow. This is shown to some degree on Figure 4.66 
where profiles for r/Dn = 9-0 show a marked dip at low profile heights and a point, of 
inflection in the velocity gradient dV/dY. This increased turbulence generation would 
cause greater mixing with the ambient fluid and hence a rapid increase in peak wall jet 
velocity decay. 
4.4.4 Effect of HJD. on Wall Jet Half Thickness and Peak Velocity 
Decay 
The effect of nozzle height on the wall jet half thickness against radial distance (see 
Figure 4.70) is consistent with previous results discussed in earlier sections. Increasing 
H, JD. caused the wall jet initial thickness to increase for all three surface speeds '= N' 
10.0) 0.0 & 10.0 ms-1). Figure 4.70 (c) clearly shows the separation of the wall j et from 
ground plane, around r/D. = 7.5, with the sudden increase in the rate of growth of the 
half thickness. It shows that the wall jet at H. /D. = 4.0 separates first followed by 8.0' a'n''d 
then 10.0, although the difference is small. 
Figure 4.71 shows how wall jet peak velocity decays with radial distanc'e'for 
different nozzle heights and how that changes for differing surface speeds. Trends shown 
here for the nozzle height effect are consistent with those discussed in previous sections'. 
4.4.5 Wall Jet Momentum Flux 
Wall jet momentum flux was calculated for these profiles in a similar way to Phase 
One (see section 4.2.8) by the integration of the velocity profiles at a fixed r/D.. Figure 
4.72 (a) shows the effect different surface speeds have on the momentum flux at 
H, /D, =10.0, the two remaining nozzle heights showing the same trends. For a Vi=-10.0 
mg-1, the decay of momentum flux with radial distance is reduced due to the decreased' 
shearing of the wall jet inner boundary layer compared with Vi: =0-0. For the case of 
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Vi=10.0, the rapid decay of the wall jet at around r/D, =7.0 is clearly shown with a 
dramatic decrease in the measured momentum flux. 
The variation of momentum flux for different nozzle heights is shown in Figure 
4.72(b) for V. = 10.0 mg-1. The nozzle height effect of lower momentum flux in the wall 
jet for low H, /D,, is shown clearly with the rapid decrease in momentum flux after r/D,, = 
7.0. This supports the evidence discussed in previous sections for the wall jet separation 
occurring earlier at low nozzle heights. 
4.4.5 Phase Three Summary 
This preliminary investigation of the development of a radial wall jet on a moving 
surface has shown a number of interesting features. The wall jet profile formed when V. 
= -10.0 ms-1 (i. e. surface moving away from the impingement point with the wall jet) has 
a very thin inner boundary layer region, causing difficulties in measuring accurately the 
peak profile velocity. When Vi=10.0 ms-'(i. e. surface moving towards the impingement 
point against the wall jet), the initial development seems very similar to the case with the 
surface is stationary (V, = 0.0). At round r/D,, = 4.0, an increase in the wall jet half 
thickness is noticeable over the stationary case and at r/Dn= 7.0 there is a sudden rapid 
increase. This is believed to be due to the separation of the wall jet inner boundary layer 
due to the increased surface shear stress causing dramatically increased turbulence 
generation and mixing with the ambient surrounding. The wall jet momentum flux has 
also been investigated and is consistent with the above. 
A more detailed investigation now needs to be performed, using cross-wires or 
Laser Doppler Anemometry (L. D. A. ) to measure the turbulent quantities involved in this 
process. 
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Figure 4.14 : 3-Dimensional Velocity profile in the Free Jet, NPR=1.05, H, VD,, = 10.0 
and HP/D,, =4.0 
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Figure 4.15 : 3-Dimensioani Velocity Profile in the Free Jet, NPR=1.05, HJI),, =10.0 
and H, /D,, =2.0 
121 
14 
-12 
Figure 4.16 : 3-Dimensional Turbulence Intensity Prorile in the Free Jet, 
NPR=1.05, H,, /D,, =10.0 and Hp/Dn=8.0 
Figure 4.17 : 3-Dimensional Turbulence Intensity Profile in the Free Jet, 
NPR=1.05, HVD,, =10.0 and Hp/Dn=6.0 
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Figure 4.18 : 3-Dimensional Turbulence Intensity Prorile in the Free. let, 
NPR=1.05, H, ýDn=10.0 and HrJD,, =4.0 
Figure 4.19 : 3-Dimensional Turbulence Intensity Prorile in the Free Jet, 
NPR=1.05, HdD,, =10.0 and Hp/Dn=2.0 
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Figure 4.20: Orientation of Symmetry Tests Runs Performed on the Settling 
Chamber 
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Figure 4.30: Non-dimensional Free Jet Profiles for Varying HpIDn, Hn/Dn = 10.0 
and NPR = 1.05 
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Figure 4.31 : Free Jet Details for Varying Hp/D,,, HJDn = 10.0 and NPR = 1.05 
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Chapter 5: Computational Results and 
Discussion 
This chapter describes the results obtained in the computational phase of this 
project together with a discussion of their significance in light of previous published 
work. A further discussion is included in Chapter 6 with respect to the experimental 
results contained in Chapter 4. 
5.1 Standard k-e Model with Axisymmetric Grid 
The following section describes results obtained from the standard k-C model 
using a polar-cartesian grid. Details of the model set-up are covered in Chapter 3. 
5.1.1 Convergence 
Convergence of the model was monitored using two differing methods. Firstly, as 
PHOENICS runs through a solution, it displays the sum of the absolute residual of a 
solved variable normalised with the net flux for that variable entering the domain. As 
these were continually displayed to the screen during a run, it was possible to monitor 
how well a model converged. Results were only accepted if this normalised residual fell 
below a predetermined cut-off value of 1.0% for the pressure and velocity variables. It 
was found that the turbulent variables were especially difficult to get below this 
criterion, so a cut-off level of 2.0% was set for these. In practice, it was the k variable 
which was the limiting factor, the remaining four variables (pressure, two velocities and 
E) usually finishing with an error of around 0.1 - 0.5%. 
The second method was to monitor the variables at a point in the domain during 
the run. The point chosen for all runs was at an r/D. of around 5.5 and about 16.5mm. up 
from the wall. Figure 5.1 shows how the variables quickly reach their final values, this 
normally happening at around 1000 sweeps. The runs were normally continued for a 
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further 2000 sweeps (total of 3000 sweeps) to enable the first convergence criterion to 
be met. 
5.1.2 Grid Development 
As basic grid independence tests had been performed by Bray (1992), no further 
independence tests were conducted. The Y' value along the impingement wall was' 
investigated to confirm that it fell within the required range of 30.0 < Y+ < 160.0 for, 
operation of the logarithmic-law-of-the-wall function (see Appendix B for further 
details). Y+ values were printed in the PHOENICS result file at the completion of a run 
by the addition of WLS=TRUE in the QI input file. 
Figure 5.2 shows how Y* varies with radial position starting at the impingement 
point for various grids. The grid of Bray (1992) is at a H, /D,, = 10.0 and NPR = 1.05 and, 
here the Y1 value is zero due to the stagnation point underneath the jet, but quickly rises 
as the flow accelerates away because of the stagnation point pressure gradient. The 
value peaks at around 1.5 - 2.5 Dndue to the contribution made to Y+'by the high shear 
stress values in this region. Y+ then falls as the wall jet develops, dropping below the Y+ 
30.0 minimum at r/D,, = 5.0. As this meant a large portion of the flow domain was 
calculated incorrectly, a number of grids were tried (Grid I and Grid 2, Table 5.1) to try' 
and optimise the thickness of the lowest cell to achieve Y+ in the required region for the 
largest portion of the grid possible. Increasing the thickness of the first cell next to the 
wall increased the value of Y+ in the impingement region, but seemed to have little 
effect in the developed flow domain. At the lower height of HJDn = 2.0 (Grid 2, Case'ý 
2), the trend is the same, the peak in Y+ being higher due to the greater shear stress, but 
the lower limit being reached at around r/D. = 5.0. 
Grid 2 was chosen because although the lower limit was only reached at r/D, -'= 
12.5, any further increase in the first cell thickness would lead to an excessively high 
maximum Y' value in the impingement region at lower nozzle heights as shown in'" 
Figure 5.2. This shows the difficulties of using a grid with a fixed height irst cell fi as 
with Polar-Cartesian and Cartesian) grid with this form of flow. It is extremely hard to,,, 
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design the grid so that the Y' is beneath the upper limit in the high shear stress region 
but remains above the lower limit in the rest of the developing flow. Ideally, the height 
of the first cell needs to change as r/D. increases, so altering Y'. This could be 
performed in one of two ways using the presently available versions of PHOENICS. 
Firstly, a Body Fitted Co-ordinate (BFQ grid could be developed in which the first cell 
thickness increases with r/D.. This, unfortunately, would lead to alternative problems of 
grid dependence due to the distortion of the cells. PHOENICS version 2.1 and higher 
allows for multi-block griding where a block of finer cells can be inserted into a domain. 
It did not prove possible, during this project, to implement this function successfully 
into a model, but the possibilities it presents means it deserves further study. 
5.1.3 Flow Domain 
Figure 5.3 shows a typical vector plot obtained from PHOENICS. It clearly shows 
the decay and spread of the free jet, the turning of the flow in the impingement region, 
and the consequent development of the wall jet. 
5.1.3.1 Free Jet 
The development of the free jet is shown in greater detail in Figure 5.4, a plot of U 
mean velocity normalised with local maximum against radial distance, r, normalised 
with the jet's half width. This shows the decay of the jet's top hat profile close to the 
nozzle exit, the profile becoming nearly self-similar at around 5.0 - 6.0 Dn below the 
nozzle exit. This is similar to the experimental results obtained in Phase One (see 
section 4.2.4). 
Figure 5.5 shows selected non-dimensional free jet profiles plotted against their 
corresponding experimental profile taken during Phase One. As can be seen, the 
predicted free jet shapes match the experimental data well, the jet being slightly too 
wide in the lower half of the plot, most likely due to an over-prediction of entrainment 
of ambient fluid into the jet. When the normalising parameters are compared with the 
experimental values (rý, in Figure 5.6 (a) and U. in 5.6(b)), it is clear that the thickness 
of the jet is dramatically over-predicted at the nozzle exit (in this case by some 40%) 
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and that the rate of growth of the jet is too low, the experimental thickness almost 
matching the predicted result after 6 D.. The peak velocity in the jet also is shown to 
decay too fast when compared to the experiments, although there is too little 
experimental data shown to make a conclusive comparison. It is well known that the k-E 
model over-predicts the free jet spreading by some 25% (Rodi 1980) due to too high a 
level of mixing. Figures 5.5 and 5.6 show that in this case the level of entrainment into 
the jet is too high, leading to an over predicted jet half thickness and an under-predicted 
jet core length. 
5.1.3.2 Wall Jet 
Figure 5.7 shows predicted normalised wall jet profiles for various r/D, ý values. As 
with the experimentally obtained results, the V velocity profiles become self-similar at 
around r/Dý=2.5, the free jet affecting profiles before this. Also included are normalised 
experimental wall jet profiles taken in Phase One and Two at the same nozzle height 
and NPR. As can be seen, the shape of the predicted velocity profile is wrong at the high 
VNm values, especially for the Phase One profile where the boundary layer formed on 
the table is far too thin. This is most likely due to the errors in the Y' values for the grid 
used as discussed in section 5.1.2 or with problems with the wall function used with the 
k-F- model. The predicted profile also goes negative (i. e., VN. < 0.0) after Y/Yýj > 2.0 
which is not shown in the experimental results. 
When the wall jet normalising parameters are compared with experimental data 
from Phase One and Two (YvJD,, in Figure 5.8(a) and VJU. in 5.8(b)), they show how 
the developed wall jet half-thickness is under-predicted by the numerical model, the 
growth rate being approximately 50% lower than that measured in Phase One. The 
model also fails to predict the dip in YWD. at low r/D. due to the free jet, presumably 
because of the over-predicted free jet diffusing the edge of the turning region. 
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5.1.4 Effect of H. /D. 
Figure 5.9(a) shows the variation of wall jet thickness, Y%, with radial location for 
the four different nozzle heights showing that PHOENICS does predict an increase in 
wall jet thickness with Hn/D,,. Although there seems to be little change in the rate of wall 
jet growth, this remaining practically constant for varying nozzle height, the initial wall 
jet thickness following impingement is increased. This is most likely due to a thicker 
free jet entering the impingement region (due to the greater nozzle to ground plane 
separation) causing a larger impingement region. At higher values of H,, /D,,, the typical 
turn up of the growth line at low values of r/Dn, as shown in the experimental data (see 
section 4.2.6 and 4.3.4), is no longer predicted, the extra spreading of the free jet 
diffusing this turning region effect. Figure 5.9(b) shows the effect of H, /D. on the wall 
jet half thickness at two representative radial locations non-dimensionalised with the 
wall jet half thickness at a nozzle height of 10 D,, for that radial location. Also shown are 
the comparable results from the experimental Phase 2 work. The nozzle height effect 
predicted by the k-e model is too large when compared to the experimental results of 
phase 2, the decrease in Y% with HrID. being over predicted by some 10% for a nozzle 
height of 4 D.. The small increase in Y% at H. /D. = 2.0 shown in the experimental 
results is completely missed in the computational prediction. 
Figure 5.10 shows peak wall jet velocity against radial location for the four 
different nozzle heights. This shows the very rapid decay of the predicted peak velocity 
at the higher heights, the non-dimensional value obtaining self-symmetry at around an 
r/D. of 15.0. This is far higher than that observed in the experimental phases where 
self-symmetry of the peak wall jet velocity is reached at around r/D,, = 4.0 (see section 
4.2.5 and section 4.3.3). It has already been commented on how the peak wall jet 
velocity is far closer to the wall than that measured experimentally at the lower r/D,, 
values (see section 5.1.3.2). This error seems to reduce at lower H. /D.,; at a height of 2 
diameters, the peak velocity is under-predicted by 35% compared to around 50% at 
H, JDn = 10.0 when compared to Phase One data. This can be accounted for by the 
over-prediction of the free jet thickness entering impingement, at lower H, /Dn, the 
175 
over-prediction has had less influence on the free jet and consequently, the conditions 
entering the impingement region match experimental data far closer. 
5.1.5 Effect of Initial Turbulence Intensity 
The initial turbulence intensity was varied ( 10%, 5%, 3% and 1% of nozzle exit 
velocity) to investigate its effect on wall jet spreading. A major observation noted in 
running different initial turbulence intensity models was that as Tu was increased, a 
converged solution became progressively easier to obtain. This was noted by Bray 
(1992) and is possibly due to the extra turbulence improving the speed at which 
variables are transported through the computational domain. 
Figures 5.11 and 5.12 show the rate of growth and centre-line velocity decay of 
the free jet with varying initial turbulence intensities. As can be seen, increasing initial 
Tu has a very marked effect on the rate of spread and velocity decay of the jet, causing 
increased free jet growth and the corresponding increase in velocity decay. The length of 
the predicted potential core, shown by the unchanging UJU. with increasing (H. -Hp)/D, 
on Figure 5.12, is greatly reduced with increasing Tu, the centre-line velocity being 
around 30% lower on entering the impingement region for T. =10.0% compared with 
Tu=1.0%. This is an expected result, as increased mixing due to higher values of initial 
turbulence would cause a quicker transfer of momentum from the fast-moving core to 
the jet edge and so increased free jet growth and peak velocity decay. 
Figures 5.13 and 5.14 show the effect of varying initial turbulence intensity on the 
predicted wall jet growth and peak velocity decay. These show that Tu has very little 
effect on the thickness of the wall jet, other than a slightly increased initial thickness 
leaving the impingement region for higher leaves of Tu. The increased turbulence at 
nozzle exit does not seem to increase the rate of growth of the wall jet. The decay of the 
peak velocity seems to be similarly little affected by the initial Tu, there being 
approximately 10% change in the peak valueOf VnJUnfor a Tu of I% and 10% With the 
profiles merging at round r/D. = 12.0. These results are similar to those for varying 
nozzle height at constant Tu, where changes in nozzle conditions affected the free jet 
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and the impingement entry and exit flow but seemed to have comparatively little affect 
on the wall jet flow. 
The trend of reducing the value of turbulence causing reduced wall jet thickness 
agrees with the results of Bray (1992) and Knowles et al. (1993). This trend is expected 
as, for the free jet, reduced turbulence would mean reduced transfer of momentum 
(reduced mixing) from the fast-moving potential core to the ambient air, so decreasing 
the jet's rate of growth. It is a little surprising, however that the initial turbulence level 
does not affect the rate of wall jet growth, any change being due to an increased initial 
thickness. 
5.1.6 Effect of NPR 
A range of different NPR were tested (NPR=1.05,1.25,1.50 & 1.75) for 
H, /Dn=10.0 and for an initial turbulence level of 3%. A subsonic jet was retained at all 
times as modelling the experimental set-up running supersonic jets would require 
modifications to the model to obtain a choked exit and increased grid resolution for 
shock definition and was outside the realm of this phase of the project. 
Figure 5.15 shows how the half thickness for the free jet decreases with increasing 
NPR, following the trend described in the literature. To date this is believed to be due to 
increased compressibility reducing the level of turbulent mixing in the outer shear layer 
surrounding the jet (Strykowski 1996). It is worth noting the relatively thicker free jet 
close to the nozzle exit ((H. -Hp)/D. = 1.0) for the higher NPR jets of Figure 5.15. The 
reason for this expansion of the jet following the nozzle exit is unknown. Figure 5.16 
shows the normalised centre-line peak velocity for the free jet, showing the effect NPR 
has on the length of the potential core. Increasing NPR increases this potential core 
length, increasing the flow velocity on entrance to the impingement region. It is also 
worth noting the dip in the velocity line for NPR = 1.75, and the following relatively 
lower non-dimensional value of the potential core. As with the free jet half-thickness, 
the reason for this unexpected behaviour is unknown. 
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Figure 5.17 shows the effect that increasing NPR has on the wall jet spreading rate. 
As can be seen, the rate of spread of the wall jet does not seem to be affected by the 
value of NPR, but increasing NPR does decrease the thickness at a given radial position. 
This is due to the wall jet leaving the impingement region being thicker for lower values 
of NPR. This result is similar to the effect that H. /Dn has on the wall jet stated in Section 
5.1.4, the NPR effect also following the trends of experimental data (Miller and Wilson 
1993, Myszko 1993). 
The change in initial thickness of the wall jet for varying NPR and H. /D. can not 
be explained by differing shock structure losses as the jet remains subsonic at all times, 
the difference being the speed of the free jet entering the impingement region. As NPR is 
increased, the free jet speed will increase and so will the turning region entry speed, 
while increased HJD,, will decrease this effect due to greater free jet decay. These 
computational results seem to suggest that the H, /Dn and NPR effects do not change the 
rate of growth of the wall jet, but do change initial thickness of the jet. This observation 
is in agreement with experimental data presented in this report (see Section 4.2.6 and 
4.3.4) where changes in H, /D. changed the initial value of Yýj /Dn and not the rate of 
spread of the wall jet. 
5.2 Modifications to Standard k-e Models 
The following sections describes the results of three modifications made to the 
standard k-e turbulence model. 
5.2.1 Rodi Correction 
The Rodi correction (Rodi 1980) described in section 3.2.1 was applied to the free 
jet portion of an impinging jet model. The model used a I" (25.4mm) nozzle and ran at 
an NPR of 1.079 so that the results could be compared with previous work of Bray 
(1992) and with the experimental work of Poreh et al. (1967) 
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The first checks made were for convergence. The new varying coefficients used 
did not seem to affect this, it continuing to take around 3000 sweeps for a 51 by 49 cell 
domain. 
With the Rodi correction applied (see Figure 5.19, which also includes results of 
other corrections discussed later), the rate of spread of the free jet compared with the 
standard k-P_ version is reduced, especially as the flow nears the impingement region. 
When a lower initial turbulence intensity was used (see Figure 5.20), the rate of growth 
of the free jet was reduced in line'with results discussed earlier. The effect of the Rodi 
correction on peak centre line velocity decay for the free jet is shown in Figures 5.21 
and 5.22. The reduced momentum transfer from the fast-moving core to the jet edge 
associated with this correction caused a reduction in velocity decay, this being slightly 
further reduced by reduced initial turbulence intensity. This ties in with the reduced free 
jet growth shown in Figure 5.19, the correction causing a thinner, faster jet to enter the 
impingement region. 
As the standard k-F, model was used for the wall jet portion, it was found that the 
rate of wall jet growth remained the same (see Figure 5.23) although the initial thickness 
had been reduced on leaving the impingement region. This was most likely due to the 
free jet being thinner before the turning process starts so causing a thinner wall jet to 
emerge. This means that although the free jet thickness is now better predicted, the wall 
jet is even more under-predicted than by the standard model. The effect of the Rodi 
correction on the wall jet for differing initial turbulence levels (see Figure 5.24) is 
similar to that described in section 5.1.5, a lower value of Tu causing a thinner wall jet. 
The Rodi correction is shown to increase dramatically the wall jet peak velocity, 
especially in the impingement region (see Figure 5.25), the value falling quickly to reach 
the standard k-F, value at around r/D. = 18.0. This is expected as the correction produced 
a faster thinner jet entering the impingement region causing a faster, thinner wall jet to 
leave. The effect of initial turbulence level (see Figure 5.26) is as described in section 
5.1.5 
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5.2.2 Malin Correction 
The Malin correction as described by Glynn and Jal (1987) was applied to the wall 
jet portion of an impinging jet model. The model used a I" (25.4mm) nozzle and ran at 
an NPR = 1.079. Convergence of the model was found to be similar to the Rodi 
correction (see section 5.2.1). 
When the Malin correction was applied to the wall jet (see Figure 5.23), the rate of 
spread was slightly increased, indicating that the correction was working as intended, 
but the improvement was not enough to bring the results up to those measured by Poreh', 
(1967). Not only was the spreading rate too low, but the initial thickness was also too 
small. The spreading rate could be increased by further adjustment to the constants in' 
the applied correction, this also being the conclusion of Glynn and Jal (1987). This will 
not, however, improve the prediction of the turning process where a correctly-predicted 
free jet causes the wall jet to have approximately half the required initial thickness. The 
effect of initial turbulence intensity (see Figure 5.24 and 5.26) was consistent with 
previous results. 
A CFD run was also performed with the Rodi correction applied to the free jet and 
Malin to the wall jet at the same time (see Figure 5.23 and Figure 5.25), this 
theoretically giving the best result. The free jet is now more accurately predicted with 
the Rodi correction reducing the over-prediction of the standard k-e model. The wall jet, 
although slightly better than the Rodi correction on its own, is still worse than the 
standard k-e because of the thinner free jet cause a much reduced wall jet thickness 
leaving the impingement region. 
The applied corrections are, as their name implies, trying to correct and 
compensate for inadequacies within the standard turbulence model. With further work, 
these compensations could be adjusted to give adequate predictions of free and wall jet 
spreading rates, but it is most likely that different values would be required for different 
initial conditions and that the corrections would not be valid for all cases. 
180 
5.2.3 Chen Correction 
The Chen correction was applied as part of the standard implementation of 
PHOENICS, the activation of which is described in section 3.2.3. The grid was that used 
in the standard k-e study, with a 1/2" (12.7mm) nozzle running at an NPR = 1.05 at a 
H. /D., =10.0 and Tu=3.0%. 
Figures 5.27 and 5.28 show predicted free jet growth and peak velocity decay 
respectively compared to the standard k-c and Phase I experimental results. The Chen 
correction has predicted a thinner free jet, especially close to the impingement region, 
similar to that of the Rodi correction (see section 5.2.1). It has also predicted a far 
slower peak velocity decay, the agreement with Phase I experimental results being 
much better than the standard k-e model where the over-predicted free jet spread caused 
too fast a peak velocity decay. 
Figures 5.29 and 5.30 show predicted wall jet growth and peak velocity decay 
respectively. The thinner wall jet predicted by the ý use of the Chen correction has 
produced a thinner wall jet than the standard k-e model leaving the impingement region 
and has caused it to spread even slower. As the standard k-e model under-predicts the 
wall jet growth the use of the Chen correction on the wall jet has increased the 
inaccuracy of the predicted growth. This thinner wall jet has caused a higher peak wall 
jet velocity leaving the impingement region, this increased exit velocity agreeing far 
better with experimental data than the standard k-e model. 
5.3 Low Reynolds Number k-c Model with Axisymmetric Grid 
The following section describes results obtained with the use of a low Reynolds 
number k-P_ turbulence model on a polar-cartesian grid. Details of the model set-up are 
covered in section 3.3. 
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5.3.1 Convergence 
Convergence of model runs was monitored in a similar way to that used with the 
standard k-e turbulence model. The normalised absolute residuals, displayed as the 
solution progressed were monitored, convergence accepted when the percentage errors 
where less than 1.0% for velocity and pressure variables and 2.0% for the turbulence 
variables. As with the standard k-F, model, it was the k variable that was the limiting 
factor, the velocity and pressure percentage errors being as low as 0.1% at convergence. 
The variations of variables at a spot value in the solution domain (r/D,, = 5.5 and 
16.5mm. up from the wall) were also monitored and are shown in Figure 5.31. This 
shows that the variables reach an unchanging value at around 3000 sweeps, runs 
continuing until 5000 sweeps to meet the first convergence criteria. 
5.3.2 Grid -Development 
The implementation of the low Reynolds number k-F- model requires the Y+ value 
of the first cell to below 5.0 and preferably below 1.0. For this, a number of grids with 
differing first cell thicknesses were tried (see table 5.2), the variation of Y+ with radial 
location being shown in Figure 5.32. Twelve grids were tried in total, in general, the 
first cell thickness being reduced by 35% in moving from one grid to the next. Figure 
5.32 shows that- by around grid 10, the peak Y+ value had been reduced from 100.0 to 
around 5.0. Grids 10,11 and 12 are shown in more detail in Figure 5.33, showing that 
although grid II has a peak value below the limit, grid 12 reaches a Y+ <1 .0 earlier, this 
grid being chosen to continue this study with. 
5.3.3 Flow Domain 
The following section describes details of the flow domain predicted by the low 
Reynolds number k-c turbulence model. 
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5.3.3.1 Free Jet 
Figure 5.34 shows a comparison of the low Reynolds number and standard k-e 
predicted free jet growth. The low Reynolds number model has predicted a slightly 
faster growth which is surprising as the models should be the same away from the wall. 
The low Reynolds number corrections could be causing a larger predicted stagnation 
region and hence larger impingement region, this influencing the growth rate of the free 
jet. The rate of peak velocity decay, shown in Figure 5.35, has also increased, this being 
consistent with the slightly quicker free jet growth. 
5.3.3.2 Wall Jet 
Figure 5.36 shows non-dimensional wall jet profiles for various radial locations 
predicted by the low Reynolds number model. Similar to the standard k-C prediction (see 
Figure 5.7) the profiles collapse well to a self-similar shape. Figure 5.37 shows the 
profile at r/D,, = 5.0 in more detail with corresponding standard k-C and experimental 
profiles from both phases for comparison. Although the boundary layer predicted by the 
low Reynolds number model is still too thin compared with the experimental results 
from Phase One, it is a reasonable good fit to the profile of Phase Two. It is also noted 
that the low Reynolds number profile is fuller at the higher values of VIV when 
compared to the standard model, comparing better with both experimental profiles. 
Figures 5.38 and 5.39 show wall jet thickness and peak velocity decay respectively 
for the low Reynolds number, k-e and experimental data. It shows that the wall jet 
thickness is increased using the low Reynolds number wall model, seemingly a uniform 
increase in thickness across the r/D. range for r/D. > 4.0. This could be due to the 
thicker boundary layer now predicted as shown in Figure 5.37. As both turbulence 
models use the standard k-c model away from the wall, it is unsurprising that the rate of 
growth of the wall jet has not changed as this would be dominated by the free shear flow 
with the ambient air. The rate of growth of the wall jet is still vastly under-predicted by 
both turbulence models. 
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The decay of peak wall jet velocity is in line with the trends seen in the standard 
k-e study. The thicker initial wall jet predicted by the lower Reynolds number model due 
to a greater over-prediction of the free jet thickness, leads to a low impingement region 
exit velocity. The velocity then decays at almost the same rate as the standard k-C model, 
the experimental data agreeing better with this standard model. 
5.4 Summary 
The following conclusions were drawn from this phase of the project. 
i. Due to high levels of surface shear stress in the impingement region 
compared to the developed wall jet, there is great difficulty in using a uniform first 
cell thickness grid (as with the Polar-cartesian grid in PHOENICS) and the 
logarithmic law of the wall. The variation of Y* value is too great to satisfy the 
limits placed upon it. 
ii. The k-e model over-predicts the spreading rate, and hence the peak velocity 
decay, of the free jet, and under-predicts the spreading rate of the wall jet. Nozzle 
height, exit NPR and initial turbulence intensity have an affect on the free jet, but 
only seem to affect the initial thickness of the wall jet as it leaves the impingement 
region. 
iii. Wall jet velocity profiles are poorly predicted, the logarithmic law of the 
wall failing to resolve the boundary layer. 
iv. The corrections to the standard k-e model investigated here were 
disappointing, none used was able to come close to the experimental data in all the 
flow regions of an impinging jet. 
V. The use of the low Reynolds number k-c model has improved the wall jet 
velocity profile boundary layer thickness. This has caused a thicker wall jet, 
although it has not corrected the under-predicted rate of growth. The results are 
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disappointing considering the extra computational time required due to the finer 
grid resolution. 
5.5 Important Note 
Since this phase of the project was completed, and the results processed and 
discussed in the above section, it has been discovered (my thanks to A. J. Saddington) 
that an error had been made in the input file for the above predictions. In specifying the 
mass flow entering the domain through the nozzle, the stagnation density was used 
instead of the static density, thus giving a higher value of mass flow for the appropriate 
value of NPR. 
At the main test value of NPR = 1.05, this error caused the mass flow to be around 
3.5% higher than would be expected, this rising to 49% at NPR = 1.75. This mass flow 
imbalance is a potential reason for the increased convergence times required with these 
models compared with an estimate given by CHAM. The larger error at higher NPRs 
means these results can not be relied upon, although trends shown should still be 
representative. For a NPR=1.75, there were some unusual results ( Figures 5.15 and 5.16, 
see section 5.1.6) which could be explained by a supersonic jet emerging from the 
nozzle caused by the increased mass flow. This would cause some degree of expansion 
of the jet following the exit as shown on Figure 5.15 and a weak shock wave dropping 
the velocity to subsonic values, possibly shown by the dip in the normalised centre line 
velocity shown on Figure 5.16. 
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Grid 
I 
2 99-05 
Table 5.1 : Table of First Cell Thickness and Corresponding Peak Y* Value for 
Grids used during Standard k-e Study 
Grid First Cell Thickness (mm) 
1 0.12690 99.05 
2 0.09520 69.83 
3 0.06350 49.02 
4 0.04760 38.23 
5 0.03174 27.00 
6 0.02380 21.15 
7 0.01587 15.03 
8 0.01190 11.83 
9 0.00794 8.41 
10 0.00595 6.60 
I1 0.00397 4.70 
12 0.00298 3.66 
Table 5.2: Table of First Cell Thickness and Corresponding Peak Y* Value for' 
Grids used during Low Reynolds Number k-e Study 
First Cell Thickness (mm) Peak Y* 
0.63480 77.74 
1.26960 99.05 
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Chapter 6: Conclusions and Recommendations 
for Future Work 
This chapter summarises the findings from both the experimental and 
computational phases of this project and re-emphasises the main conclusions drawn 
from that work. There is also a brief discussion of future work suggested to be 
undertaken to further our understanding of this subject. 
6.1 Conclusions 
The data collected in the author's Bachelor of Engineering degree project (Myszko 
1993) have been further reduced to form an engineering correlation for the growth in 
wall jet half thickness with radial distance. This includes terms for the previously 
experimentally measured nozzle height and nozzle pressure ratio effects, the latter 
apparently not included in earlier correlations. Its performance compared well with 
previously published work, an improvement being seen in the prediction of the nozzle 
height effect. There was too much scatter in half thickness data to gain a fully accurate 
description concerning its variation with nozzle pressure ratio and this is shown in the 
performance of the correlation with respect to NPR. 
Following this work, a major overhaul of the impinging jet experimental facility at 
Cranfield University's Shrivenham campus was undertaken with the computerisation of 
rig control and data acquisition. This has resulted in a system which is capable of 
extended periods of unsupervised data collection enabling a far more detailed 
investigation to be performed than would otherwise be possible. The accuracy and speed 
of operation of the system has been improved over this period with safety and reliability 
being paramount. The are still areas of the experimental facility which need further 
improvements (e. g. the calibration of cross-wires) but the fundamentals of the system 
have worked well and should enable the continuation of this line of research. 
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An initial investigation into the flow leaving the settling chamber indicated 
problems with the flow symmetry due to the chamber design. These problems were 
corrected and later measurements have provided detailed information of the mean and 
turbulent velocity distributions at nozzle exit. Basic radial wall jet flow symmetry tests 
have been performed and have indicated that the variations in wall jet profiles were 
within the measurement tolerances of the equipment used. 
A detailed set of wall jet profiles covering r/D,, = 1.5 - 20.0 has been collected for 
four nozzle heights and various impingement surface speeds at an NPR = 1.05 using 
cross-wire anemometry and pitot pressure measurements, representing nearly 900 hours 
of data collection in total. A CFD investigation into the effect of parametric changes to 
wall jet development has been conducted in parallel using the k-E turbulence model and 
various modifications to it. 
The experimental results and CFD predictions both indicated that self-similarity of 
the mean wall jet velocity profiles occurs soon after impingement, although the exact 
radial location varies with nozzle height. For the largest investigated nozzle-to-ground 
plane separation of 10 D., self-similarity occurs by r/D. < 3.0 where 
' 
as for a height of 2 
D,,, this has reduced to r/D,, < 2.0. The data were not as repeatable for the turbulent 
velocity components, Phase I indicating self-similarity occurring at r/D,, = 4.5 where as 
the data of Phase 2 did not reaching self-similarity until r/D > 9.0. Improvements made 
in the measurement techniques and a change in the source of the compressed air 
supplying the nozzle have provided possible reasons for this discrepancy and further 
work is required to resolve this matter. 
Non-dimensional wall jet profiles predicted by the k-c model have shown a 
problem with the use of the logarithmic law-of-the-wall function, the height of peak 
wall jet velocity above the surface being too low when compared to both experimental 
phases. It is believed that the major source of error is in the height of the grid cell closest 
to the wall, the grid geometry used being unable to satisfy the criteria for the use of this 
wall function. The use of the low Reynolds number k-e model which removes the need 
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for the use of this wall function has shown an improved prediction for the 
non-dimensional wall jet profile, especially when compared to Phase 2 data. 
Nozzle height seems to have a large effect on the peak velocity and fluctuation 
levels in the wall jet development region, this being shown both experimentally and 
computationally. Decreasing nozzle height increased the peak wall jet velocity leaving 
the impingement region and increased the relative magnitude of the turbulence level. 
The absolute level of peak Reynolds shear stress measured in the wall jet was nearly 
three times higher for Hn/Dn =2 compared with H, /D,, = 10.0, although the 
non-dimensional values were very similar. 
Wall jet growth, measured by the height to half the peak wall jet profile velocity, 
has been shown to increase almost linearly with increasing radial location, except for 
low r/D,, values where the flow is affected by the presence of the free jet. Comparisons 
with the CFD results show that the k-c model is poor at predicting the correct growth of 
the wall jet, tending to over-predict at low radial locations and vastly under-predict at 
high r/Dn. The low Reynolds number k-c model predicted a slightly thicker wall jet, 
presumably due to the more accurately predicted inner boundary layer, although the rate 
of growth with radial location was still the same as the standard k-e model causing the 
over prediction at low r/D., to be worse. Nozzle height seemed not to affect the measured 
rate of growth of the wall jet, but did affect the initial thickness leaving the impingement 
region. Increasing H. /D. tended to increase this initial thickness although there was 
some discrepancy concerning the nozzle heights of 2 and 4 diameters. This trend of 
increased thickness with increased HJDn was captured by the k-e model, although it did 
over-predict the effect. 
The production of turbulent kinetic energy was calculated for various radial wall 
jet locations and nozzle heights. Plots of production were shown to be self-similar in 
nature when non-dimensionalised with peak production and wall jet half thickness, 
although there was a marked increase in the amount of scatter at a nozzle height of 4 
diameters. Close to the wall, it was shown that it is the normal stresses (70 and 71) that 
account for most of the production whereas above YMj = 0.3 Oust above the height of 
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peak wall jet velocity), it is the shear stress that is the dominating factor. The 
dramatically increased magnitude of the shear stress for lower nozzle heights causes the 
peak production of turbulent kinetic energy to be far higher for lower H. /D.,, the 
variation with radial location found to peak at around r/D. = 2.5 (similar to the Reynolds 
shear stress profiles). 
The impingement of a jet onto a moving surface was briefly investigated 
experimentally, the data collected indicated the areas of interest where a more detailed 
investigation could be performed. The half thickness of the wall jet formed by 
impingement on a moving surface was found to be almost unaffected by the direction of 
the moving surface up to a radial location of 4 diameters away from the stagnation point. 
Beyond this point, the inner boundary layer of the wall jet was found to separate when 
flowing against the moving surface. It is suggested that this allows ambient fluid to 
penetrate underneath the wall jet, together with the dramatically increased turbulence 
generation due to separation, causing an extremely rapid decay of peak radial wall jet 
velocity and increased wall jet half thickness. For a jet at NPR = 1.05 impinging on a 
surface moving at 10.0 ms-' towards the stagnation point, separation was found to occur 
at a around r/D. = 7.0 - 8.0 with the wall jet being almost completely diffused by r/Dn = 
10.0. It is unclear to what extent this separation is contributed to by stagnation against 
oncoming fluid dragged along by the moving surface. The primary factor is almost 
certainly the increased surface shear stress due to the moving surface but this still needs 
further investigation. When the surface is moving with the wall jet away from the 
stagnation point, the rate of wall jet growth and peak velocity decay are reduced causing 
a thinner, faster wall jet to exist. 
Further parametric trends shown in the computational phase were the effect of 
nozzle pressure ratio and exit turbulence intensity. NPR was shown to reduce the 
predicted free jet and wall jet thickness and increase the free jet potential core length. 
These NPR results have to be treated with a degree of scepticism due to an error found in 
the initial model set-up which caused a large massflow discrepancy, although the trends 
predicted do agree with previously published experimental work. An increase in the exit 
turbulence intensity was found to increase free jet growth and peak velocity decay. The 
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initial thickness of the wall jet leaving the impingement region was also found to increase 
although the rate of growth with radial distance remained the same. 
The three modifications made to the k-e model have been disappointing in 
performance, none being able to produce a significant improvement over the standard 
model. The correction suggested by Rodi (1981) improved the free jet prediction, 
decreasing the predicted spreading rate compared to k-e. This, unfortunately, generated 
a far thinner wall jet than measured experimentally (and thinner than predicted. by the 
standard model) and the wall jet correction of Malin (1988) was unable to compensate 
for this. ' The coefficients in these corrections could be tuned to improve their 
performance, although it appears to be the prediction of the stagnation point flow by the 
standard k-e model which is the main cause of the inaccuracy. The Chen (1987) 
correction had the same effect as the use of the Rodi correction, a better predicted free 
jet causing an increased under-prediction of the wall jet thickness. 
, 
This experimental and computational study has indicated that a number of factors 
will affect the development of a wall jet. Experimentally, increasing nozzle height was 
shown to increase the initial thickness of the wall jet leaving the impingement region, 
although there seems to be a discrepancy in the results for H. /D. = 2.0 & 4.0 which has 
not been explained. Nozzle height was also shown to affect the turbulence profiles close 
to the impingement region, lower HJD. causing increased turbulent fluctuations, 
increased shear stress and increased turbulence generation. 
The computational study has shown that the nozzle height, NPR and Tu effects can 
be predicted using the k-e model although the absolute accuracy of the predictions is 
poor. The use of the low Reynolds number k-e model showed that an improved wall jet 
velocity profile was possible, although the dependency of this model on the standard k-e 
model at high Reynolds numbers meant that overall predictions were not much better. 
None of the modifications tried in this project gave noticable improvements over the 
standard model, although it is believed further tuning of the results would improve the 
prediction for those cases considered. 
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6.2 Recommendations for Future Research 
Included below are a few recommendations for further research on the subject 
contained within this thesis. 
A systematic experimental investigation into the effects nozzle exit 
turbulence has on the development of a radial wall jet should be undertaken. 
2. The techniques used to calibrate the cross-wires should be re-exan-dned and 
the calibration equipment fiinher improved if possible. The performance of 
the cross-wire probe in highly turbulent flows should be further investigated. 
3. Even more nozzle heights should be examined, especially at the lower values 
where discrepancies in the experimental data were noted. 
4. Detailed turbulence measurements should be taken in an impinging jet on a 
moving surface and compared with the results presented here. This may 
require the use of an LDA system to perform measurements close to the 
moving surface. 
5. AM the computational models should be rerun with the correct value of 
density used to define the inlet massflow. 
6. A number of newer turbulence models have shown improvements over the 
standard k-e model in other fields, most noticeably, the two-layer model 
suggested by Rodi (1991). These should be looked at with respect to 
impinging jets and a possible comparison made with the standard k_P_ 
turbulence model. 
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0 Appendix A: Hot-wire Anemometry 
This appendix describes the fundamentals and techniques for hot-wire 
anemometry used during the course of this project. 
A. 1 Constant Temperature Anemometry 
The Dantec CTA hot-wire anemometer is of the constant temperature type, that is, 
it supplies a hot-wire probe heating current that varies with the fluid velocity over the 
probe to maintain a constant probe resistance and, thus, a constant probe temperature. 
The electronic heart of a CTA is a Wheatstone bridge circuit, where the hot-wire probe 
system (hot-wire, support arm and cable connecting it to the CTA) forms one arm of the 
bridge. Two fixed resistors and a variable resistor complete the circuit. 
Before the system can be operated, the Wheatstone bridge has to be balanced, that 
is the resistance of the probe system has to be given to the CTA so that an initial value 
for the adjustable resistance can be set. Once started, a differential feedback amplifier 
senses if the bridge becomes unbalanced, that is, the resistance of the probe system 
changes from the initial set value, and adds current to hold the probe temperature 
constant. If the velocity over the probe increases, so cooling it, the probe resistance will 
decrease so causing the bridge to become unbalanced. The CTA reacts by increasing the 
current through the probe system until balance is restored. Since the feedback amplifier 
responds rapidly, the sensor temperature remains virtually constant as the velocity 
changes. The CTA then gives the voltage across the bridge as an output, as this is 
proportional to the fluid velocity. 
A. 2 Bridge Balance 
The resistance of the probe system with the wire hot has to be given to the CTA as 
this sets the initial conditions for operation. This is firstly found by measuring the 
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resistance of the hot-wire element (the 5gm diameter wire between the prongs) when 
cold and then multiplying this by an overheat ratio which gives a resistance for the wire 
when hot and hence fixes the temperature at which the wire will operate. 
The resistance of the wire when cold is found by measuring the resistance of the 
total probe system and then by measuring the resistance of the individual components of 
the system. The probe system comprises four main components: the hot-wire element, 
the prongs, the support arm and the cable. The resistance of the prongs (RP) is given by 
the manufacturer of the probe and is usually 0.5 or 1.091, the resistance of the cable and 
support arm (Rc) are measured together by placing a shorting probe in the end of the 
support arm, and the total resistance when cold (RTJ is measured with the hot-wire 
probe attached to the support arm. The resistance of the wire element is then given by: 
Rw, =RT, -Rp -Rc 
Equation A. 1 
The resistance of the wire element when at operating temperature is then given by: 
Rwh= a *Rw, 
Equation A. 2 
and so the total resistance of the probe system when at operating temperature is 
given by: 
Rn = aRTc+ (I - a)Rp + (I - a)Rc 
Equation A. 3 
The value of a (the overheat ratio) is important as it fixes the operating 
temperature of the wire which influences both the operating life of the probe and its 
sensitivity to velocity and ambient temperature changes. For these tests, the value of a 
was set to 1.8 which gave a wire operating temperature of around 280'C. 
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A. 3 Velocity - Voltage Relationship for a Hot-wire 
This section describes a number of relationships for the CTA output voltage 
against velocity over the sensor. 
A. 3.1 King's Law 
Following work by King (1914), the convective heat transfer from a circular 
cylinder in a fluid flow is often expressed as: 
-L Bpý 
juj M, Nu=A+BR. 2 =A+ 
V+ k 
Equation AA 
where A and B are empirical constants for each fluid, u is the fluid velocity, h is 
the heat transfer coefficient, D,, is the diameter of the wire and k is the thermal 
conductivity of the fluid. 
For the hot-wire element, the rate of heat loss from the wire is given by: 
2 
Q=hxA. x (T.,,, -V=-, ý- wh h 
Equation A. 5 
where As is the wire surface area, T,, is the wire temperature, T, is the fluid 
temperature and V is the voltage across the wire (cTA output voltage). 
Combining A. 4 and A. 5 and rearranging gives: 
V2= ARwhAs(T,, - T,. 
Jk 
+[ 
BRwhAs(T,, -T, )k Dw /ý x -ý 
Iu 
V'=a+bun 
(Dv) 
IP-uation A. 6 
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where a, b are constants for each specific wire and CTA balance and it is 
theoretically equal to 0.5. 
Therefore, as long as the ambient fluid temperature remains constant then the 
relationship between CTA output voltage and fluid velocity can be given by equation 
A. 6 which is commonly known as King's law. 
A. 3.2 Extended Power Law 
Van der Hegge Zijnen (1956) proposed that for high Reynolds number flows (up 
to 500,000), the non-dimensional heat transfer equation should be: 
Nu--0.35+0.5Re'. ' +0.00 IR, 
Equation A. 7 
which was applied to hot-wires by Davies and Patrick (1972) and Siddall and 
Davies (1972) to give: 
a+ buO-l + cu 
Equation A. 8 
the values of a, b and c being found by fitting a polynomial to the data using: 
=a+ bx+cxl 
Equation A. 9 
where: 
Wand x =u'-' 
Equation A. 10 
This technique is commonly called the extended power law and is claimed to give 
a good curve fit over the range 0- 160 ms-1. 
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A. 3.3 Universal-function Principle 
Bruun (1971) suggested a relationship called the Universal-function principle 
which stated : 
V2- Vo = cF(u) 
EqUation A. II 
where VO was the output voltage at zero flow, F(u) is the universal function and c 
is a constant specific to each wire. 
A. 3.4 Polynomial Curve Fit 
The methods stated above all have the problem that the equations have to be 
inverted to find velocity in terms of voltage. George et al. (1981,1989) suggested that 
the relationship could be expressed as: 
u=a+bV+CV2 +dV3 
Equation'A. 12 
where a simple polynomial curve was fitted. However, it was found that the 
solution became unstable above the fourth order. 
A. 4 Calibration of a Hot-wire 
It is obvious that the choice of equation for the velocity - voltage relationship will 
have an effect of the measured flow, albeit small. The Universal -function principal 
suggested by Bruun (1971) was no longer recommend by Bruun (1995) as the 
availability of cheap and accessible computing power removed the advantage of only 
needing to calibrate for one constant. The polynomial fit to the relationship was shown 
by Bruun (1995) to need to go to the fourth order to obtain accuracies similar to those of 
King's law. Considering the extra complexity of the solution, the advantage that it gives 
u in terms of V is outweighed. 
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The King's law relationship and its modification, the extended power law, seem 
to give the greatest accuracy. Bruun (1995) suggests the use of King's law for the 
medium velocity range of 5-50ms-', although work by Swaminathan et al. (1986) and 
Bruun et al. (1988) suggested that the extended power law did not give a greatly more 
accurate curve fit, even over the extended velocity range up to 160ms-1. Bruun suggested 
that over a large velocity range, a spline of at least 6 intervals gives the most accurate fit 
to the relationship, giving errors around half those possible with King's law (velocity 
range 5-50ms-'). However, he does concede the computationally time-consuming 
manner of this approach, and for that reason, together with the knowledge and 
computational routines provided by Dr M. V. Finnis, King's law was used for the 
solution of velocity from the CTA voltage. 
From theory it can be shown that the value of n should be 0.5, but in practice a 
calibration of V against u will very rarely, if ever, give a value for n of 0.5. This is 
because the theory assumes the length of the wire to be infinite which is not the case 
(although the length to diameter ratio of the wires are large, typically - 600) and'that 
there is no interference from any surrounding support structure. For these reasons, the 
hot-wire probes used in these tests were calibrated for a, b and n. 
The hot-wires were calibrated using Disa 55D90 calibration equipment, a 
schematic of which is shown in Figure A. 1. Once set up, the nozzle gave a known 
velocity linearly proportional to the supply pressure, the constant being a function of the 
exit area of the nozzle used. 
The CTA output voltage was recorded at given velocities and used to give the 
Ki I ng's law coefficients using a routine written by Dr M. V. Finnis. This routine used a 
least-squares fit to evaluate a and b for a given n using: 
[a+ bu' - V, 21 
Equation A. 13 
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where: 
n 
aa = 
Equation A. 14 
ci Y, p 
b-- 11 f% 
ab 
Equation A. 15 
The value of n was found using a secant iterative method, the tolerance on n being 
set to 1. OX 10-5. 
A. 4.1 Calibration Errors 
The follow section discusses possible errors that could be encountered when 
calibrating a hot-wire. 
A. 4.1.1 Calibration Temperature 
The coefficients for King's law obtained during the calibration of a hot-wire are 
only valid if the measured fluid is at the same temperature as the calibration fluid 
because of the effect of the fluid temperature on the rate of heat transfer from the wire. 
A variation in the fluid temperature, if uncorrected, would lead to an inaccurately 
calculated velocity from the returned wire voltage. 
For Phase 1, no correction to the sampled anemometry voltage was applied as 
earlier work had indicated that there was very little temperature difference between the 
nozzle exit flow and that of ambient (Myszko 1993). As the calibration equipment used 
ambient air collected within a few metres of the rig, this error was considered small. For 
a typical calibration, a IOC difference between calibration and measured fluid 
temperature represents approximately a 2% error in calculated instantaneous velocity if 
uncorrected. 
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During Phase 2 of this research, a correction was applied to the King's law 
equations which compensated for a variation in the measured fluid temperature when 
compared with the calibration fluid temperature. This correction was as follows: 
kEl =a+ bun 
Equation A. 16' 
where 
(T'-T') 
(T. - T) 
Equation A. 17 
Tc was the fluid flow temperature at the time of calibration, T was the fluid flow 
temperature at the time of the sample given by the mean of the settling chamber 
i 
temperature and the fluid flow temperature at the end of the table and T" was the 
operational temperature of the hot-wire given by: 
Rwh=R20(1+a2O(Tw - 20.0)) 
Equation A. 18 ý 
where R-whis the resistance of the wire when hot, R2o is the resistance at 20'C and' 
(x2o is the temperature coefficient of resistivity of the wire. R2o and (x2o are given by' 
Dantec for each wire on the probe and were used to calculate T., at the time of 
calibration. 
A. 4.1.2 Prong Interference 
Probe interference can dramatically affect the accuracy of any measurements made 
using hot-wire anemometry. It was shown by Hoole and Calvert (1967) and Gilmore 
(1967) that the cooling effect experienced by a hot-wire probe when the flow is normal 
to the wire and in the plane of the prongs is lower than that when the flow is normal to 
both the wire and the plane of the prongs. This effect is attributed to the prongs and the 
stem of the probe forming a blockage for the flow when in the plane of the prongs and 
the reduced flow area causing acceleration of the flow when normal to the plane of the 
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prongs. A probe calibration is therefore only valid if the measured flow is in the same 
direction with respect to the wire / prongs as was the calibration fluid flow direction. 
This is not valid if the turbulence intensity of the flow is high due to its rapidly changing 
flow direction. During all phases of this work, great effect was made to keep the flow 
direction with respect to the prongs of the probe the same for both flow calibration and 
measuring. 
A. 4.1.3 Calibration Drift 
The calibration of the hot-wire will drift over time due to damage to the wire by 
particles in the fluid flow and due to degradation of the wire surface. This effect can be 
reduced by efficient filtration of both the calibration and measured fluid and by reducing 
unnecessary periods of operation. Ideally, the wires should be calibrated before and after 
acquiring velocity profiles or time histories and these should only be accepted if the 
calibration drift were within acceptable levels. Errors associated with calibration drift 
are difficult to estimate but would increase dramatically with extended periods of use 
without re-calibration. During both Phases I and 2 of this work, the hot-wire was 
recalibrated, on avarege, once everly other day. 
A. 5 Cross Wire Anemometry 
The voltage signals from the cross-wires were reduced to give the component 
velocities and turbulence intensities using the following method. 
A. 5.1 Hinze Yaw-angle Relationship 
As the cross-wires have an aspect ratio (ratio of wire length to wire diameter) of 
less than 600, the standard cosine law for hot wires is not accurate. Therefore, the Hinze 
(see Lomas (1986), page 23) yaw-angle relationship is used which states: 
Ue'ff = U' + klUl xy 
EqUation A. 19 
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where Uff is the effective velocity measured by the hot-wire and k is the yaw 
factor which accounts for the additional cooling by the tangential component of the 
velocity. This equation can be rewritten as: 
UI= U'(COS'O i+k2 sin 
201) 
Equation A. 20 
where 0 is the angle the effective flow makes to the normal of the wire. 
A. 5.2 Solution for a Cross-wire 
For a cross-wire, it is possible to obtain the above equation for each of the two 
wires, thus making a solution possible as we have two equations with two unknowns. 
For wire one: 
U U'(cos'O, +k2 sin 
201) 
1 
Equation A. 21 
and for wire two: 
U2= U2(COS2 22 2 02+k2sinO2) 
Equation A. 22 
where U, andU2are the velocities measured on each cross-wire. 
Dividing A. 21 by A. 22: 
ýL2 2 201 1_0 
= 
(L. ý! Oi +k, sin U2 ýCOS202+k2 2-- 
2sinO2) 
Equation A-23 
There is a relationship between 01 and02 (see Figure A. 2): 
02= a- 01 
Equation A. 24 
where cc is the angle made by the intercept of the two wires. 
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Substituting this into A. 23 gives: 
cos'01 +k2, sin 
201 
22 cos2(a- 00 +k2sin (a -01) 
Equation A. 25 
Unfortunately, this equation can only be rearranged to give 01 in terms of X and k 
if we assume that a= 90'. 
If a= 90' then : 
cosl(a - 01) = sin 
20, 
=I- COS20, 
Equation A. 26 
and 
sin'(a -0, 
)= C0S20ý 
Equation A. 27 
Substitution into equation A-25 gives: 
cos'Oi+k'l(1-cos'O, ) 
I- COS201+k 2 COS201 2 
Equation A. 28 
which can be rearranged to give: 
k') -A cosIO, + )k2 COS201 = COS20,2 COS201 12 -kl 
Equation A. 29 
Therefore: 
arccos 
A-ki 
I -kl +A 
2 
1 
(1 
-k2 
Equation A. 30 
A-5.3 Solution Technique 
The following two sections will briefly discuss the computer algorithm written to 
solve the above cross-wire equations, followed by a worked example. 
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A. 5.3.1 Computer Algorithm 
As it is unlikely that the angle between the cross-wires onan actual probe would 
be 900, a secant method of iteration is used to solve for each value of sampled X to give 
a value for 01 and hence using equation A. 25, a value for U. If the angle the cross-wires 
make with one of the component directions is known, it is then possible to give values 
for each component of the instantaneous velocity. The mean and rms value of the 
velocity can then be calculated in the usual manner. 
The secant method works by repeated estimates, based on the difference between 
the last estimated value and the actual value, to iterate down to the correct answer. The 
value obtained from the method is defined to be correct when the answer using the 
guessed value is within a certain tolerance of the actual answer. In this case, the 
algorithm starts with an initial estimate for 0, which, using equation A. 30, gives the 
corresponding value of X. This is then compared with the actual value formed by the 
ratio of the effective velocity over the cross-wires to give a new estimate for 0, - The 
speed at which convergence is reached will depend on how accurate the initial estimate 
is. Therefore it was decided to use a start value of 01 given when a= 90" as this was 
explicit and so could be calculated from the actual value of X (although at an error). 
Using this starting value, the algorithm was found to converge in around 6-7 iterative 
loops. 
As the speed of the reduction process was very important, the solution Procedure 
had to be done in real time otherwise each 30mm. profile would require storage in excess 
of IOMb. To decrease the solution time further, the algorithm ran on the computers 
maths co-processor, reducing the process time to around 15 seconds for each sample 
position. 
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A. 5.3.2 Worked Example 
The following is a worked example showing how a voltage sample of the two 
hot-wires in a cross-wire probe was converted into velocities in the correct co-ordinate 
system. 
The wires were calibrated using the technique described in A. 4 which gave the 
following coefficients: 
Wire IA1.8872 B=0.8281 n=0.4786 
Tc 289.51 K Tw = 568.42 K 
Wire 2: A 1.8484 B=0.8946 n=0.4646 
Tc =289.23 K Tw = 568.28 K 
The angle made by the intersection of the two wires, a, and the angle of the 
normal of wire I to the required co-ordinate system were measured (as described in 
Chapter 2) and the value of the yaw factor, k, set. For this example, the following values 
are used: 
(x = 91.40 ß= 52.30 k=0.21 
At a given probe position, i number of voltage sample of the hot-wires were taken. 
For each sample there were two voltages, one for each of the wires in the probe, 
recorded with a 20 gs decay between them. For this example, the voltage on each wire 
is: 
Wirej = 2.434 V Wire 2 2.163 V 
and the temperature of the measured fluid is T 293.51 K 
These were converted into effective velocities over each wire using King's law. If 
temperature compensation (Phase 2 only) was used, this was performed at this stage. 
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U, = 28.625 ms' 
U2 = 12.597 ms-' 
This gave two instantaneous effective velocities over the wires. These were used 
together with equation A. 30 and the assumption that (x = 90' to give the angle which the 
measured instantaneous flow made to the normal of wire 1: 
0, = 27.480' 
As the assumption of cc = 90' is incorrect, the above value of 01 was used as first 
guess in an iterative cycle involving equation A. 25. After 6-7 iterative loops, using the 
valuesOf U1, U2and a, equation A. 25 gives: 
01 = 28.54 ' 
Using equation A. 24, the angle the instantaneous flow made to the normal of wire 
2,02, can be calculated: 
02= 62.8561" 
Using equation A. 21, U, the magnitude of the instantaneous flow can be 
calculated: 
U= 32.375 ms' 
The above procedure has give a value for the magnitude of the instantaneous 
velocity measured by the cross-wire probe, U, and the angle which the flow made to the 
normal of wire 1,01. Using trigonometry and the angle the normal of wire I makes with 
the desired co-ordinate system, 0, this can be converted into instantaneous components 
of U. 
U. =U cos 0= 19.789 ms-1 
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Uy =U sin P= 25.616 ms' 
These are calculated using the above method for each voltage sample at a probe 
position to give i number of instantaneous component velocities. These were then 
averaged to give the mean flow for each component and the fluctuating value was then 
calculated. 
A5.4 Cross-wire Measurement Errors 
The following sections discuss possible errors associated with using cross-wire 
probes for rpeasuring turbulent flow. 
A. 5.4.1 Thermal Wake Error 
The voltage across a hot-wire, and so the calculated velocity over that wire, 
depends on the heat loss from the wire. With two hot-wires in close proximity, as in a 
cross-wire, the heat loss from one wire will be affected by the temperature of the second 
wire. Although this will be compensated for to some degree during calibration (as long 
as both wires are operational during calibration), the error will reappear whenever the 
mean flow direction deviates from that during calibration. This is very likely, especially 
for highly turbulent flow where the flow direction is constantly changing. Work by 
Jerome at al. (1971) indicated that the effect could cause an error as large as 5% for the 
normal stresses and 25% for the shear stress when a closely spaced cross-wire is used. 
A-5.4.2 11igh Intensity Turbulent Flow 
There are two potential problems that can arise when analysing hot-wire signals in 
high turbulence intensity flows. 
Firstly, the non-linear response of the voltage-velocity equation can produce 
significant errors if mean and rms hot-wire voltages are used to calculate velocities via 
the time averaged King's law equations. Figure A. 3 shows this voltage-velocity 
relationship diagrammatically when the heat loss from the hot-wire is governed by 
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King's law. If a fluid flow fluctuates between Ui. and U., with a mean velocity of u, 
then the hot-wire signal will vary between E2a. and E2,. and have a mean voltage of 
E2 rwan. Figure A. 3 shows that 
E2... does not relate to U and if E2 man is used in King's 
law to calculate a mean velocity, it will be lower than the actual mean velocity. Guitton 
(1968) states that the error in the mean velocity is around 6% for a turbulence intensity 
of 40%. 
This error is produced by ignoring higher order terms in the time-averaging of 
King's law which significantly reduces the complexity of the equation. Doing this is 
only valid for turbulence intensities below 20%. 
The error produced by the magnitude of the fluctuations can be removed by the 
use of a linearizer with produces a linear relationship between voltage and velocity, or 
by removing the mean and rms voltage meters from the system. Here, the hot-wire needs 
to be sampled at a suitable frequency to capture the velocity fluctuations, individual 
voltage readings then being converted into velocities using King's law. These velocities 
are then time averaged to produce a mean and fluctuating velocity, this being the 
method used in Phases I and 2 of this report. 
The second potential problem for measurements in high turbulence intensity flows 
is signal rectification, which occurs whenever the component of the flow normal to the 
wire crosses zero. For a wire held normal to the mean flow direction, it is obvious that 
this happens at times of flow reversal in the mean direction, but for a cross-wire, the 
wires are normal angled to the mean flow direction and so this effect occurs before flow 
reversal in the mean direction. Tutu and Chevray (1975) stated that for turbulence 
intensities greater than 30%, all turbulent properties measured with a cross-wire probe 
can have significantly large errors. They quoted an error of 28% for Reynolds shear 
stresses (over and above any calibration and set-up errors) when the turbulence intensity 
was around 35%. 
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A. 5.4.3 Errors due to Cross-wire Angles 
As section A. 5.3.2 shows, the solution to the cross-wire equations depends on 
accurately knowing the angle of intersection of the two hot-wires, cc, and the angle 
which the co-ordinate system used makes to the normal of one of the wires, P. Gesso 
and Davies (1977) quote errors of 1.5% in calculated mean velocity and 5% in 
calculated turbulence intensity for aP error in wire measurement or initial probe set-up. 
A. 6 The Fast Fourier Transform 
The Fast Fourier Transform (FFT) is a rapid way of calculating the spectral 
content of a signal with a time history. The FFr computer algorithm used was based on 
that described in Newland (1975) and was written by Dr. A V. Finnis. 
The time history signal was broken down into a number of short data sequences 
(the length of which had to be a power of 2 as the algorithm used was based on the 
radix-2 FFT). A Discrete Fourier Transform (DFT) was then calculated for this data 
sub-sequence, sequences then being recombined to yield the full FFI' of the signal. A 
tapered window was applied to each sub-sequence to smooth the data at each end and 
weight the data to the middle of the sequence. This was done to reduce the effect of the 
discontinuities in the signal. 
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Figure A. 3: Non-linear Voltage-Velocity Response of a 
Hot-wire 
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Appendix B: Governing Equations for CFD 
This appendix describes the fundamentals of Computational Fluid Dynamics (CFD) 
and the turbulence models used in this study. 
B. 1 Computational Fluid Dynamics 
The origins of the mean flow equations used in CFD are as follows: 
Mass conservation (Continuity Equation): 
0 
Equation B. 1 
. 
Momentum conservation (Navier-Stokes Equations): 
auf au, i ap al U, +U=+V eX, aXj J exi 
Equation B. 2 
Thennal energy conservation: 
ao +U, ao =1 +SO at aci ax I axj 
Equation B. 3 
where Uj is the instantaneous velocity component in the direction xi, P is the 
instantaneous static pressure, ý is a scalar quantity (e. g. temperature), Sý is a volumetric 
source term (e. g. heat generated) and v and X are the molecular (kinematic) viscosity and 
diffusivity (of ý) respectively. 
Although these equations can. be solved using Direct Numerical Simulation 
techniques, the computer power necessary is inhibitive and present studies have been 
241 
limited to flow in boxes. It will still be some time before these equations can be solved 
for turbulent flows of practical relevance. 
In order to model turbulent flows mathematically, a statistical method is required. 
Osborne Reynolds suggested that the instantaneous quantity (U, P and 0 can be split 
into a mean and a fluctuating component: 
ui=ui+u,, P=P+p, 0= 
Equation BA 
where the mean quantity is defined as 
oat 
Equation B. 5 
When the Navier-Stokes equations are timed-averaged with the suggestion of 
Reynolds, we get: 
au, 
+ Uj.! ýU-1 --up- + -L( auf - at exi P ex , exi ýv exi, Z -, -Ui 
Equation B. 6 
and the thermal energy equations give: 
4+ UAO =a (AýL' +so 7T i ax, ax, ax, 
Equation B. 7 
Because of the non-finearity of the terms in the original equations, when time 
averaged, a set of unknown turbulent variables, (-u-iui or; 
', O), known as the Reynolds 
Stresses are introduced which render the equations unsolvable. 
A Turbulence Model is a set of differential equations which allow the Reynolds 
Stresses to be deten-nined and hence close the time-averaged equations for fluid motion. 
The role of the turbulence model is to provide an answer to the question: what is the 
numerical value of uuj at each point in the flow. 
242 
B. 2 The Eddy Viscosity Turbulence Model 
In order to close the time averaged equations, it is necessary to model the 
Reynolds Shear Stresses. Boussinesq (1877) hypothesised that in turbulent flow, the 
Reynolds Shear Stresses may be modelled as being proportional to the (mean) rates of 
strain, the proportionality coefficient defined as the turbulent (or eddy) viscosity thus: 
-uiuj = vt -ý-U' + 
allj 
-3i-6jjk ( axi axi 
Equation B. 8 
where v, is the eddy viscosity, 5, j is the Kronecker delta (=1 if i=j, otherwise =0) 
and k is the turbulent kinetic energy. 
Unlike its molecular counterpart, v, is not a function of the fluid but rather of the 
flow and in turbulent flow will vary from point-to-point depending on the local level of 
turbulence activity. 
Therefore an eddy viscosity turbulence model has to provide values for the eddy 
viscosity which will allow the evaluation of the turbulent stresses from BOussinesq's 
hypothesis. These stresses will then be substituted into the time averaged Navier-Stokes 
equations, enabling those to be solved numerically. 
B. 2.1 The k-e Turbulence Model 
The k-e turbulence model is a two-equation model which evaluates the eddy 
viscosity from the solution of two differential equations, one for k, the turbulent kinetic 
energy and another for c, the rate of dissipation of turbulent kinetic energy. 
The complete k-r, model equations are as follows: 
Vt 
Equation B. 9 
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-auf 
iuj 
Pk 
-«ý -ziuj DXJ 
Equation B. 10 
ak 
+ U, 
ak 
=a 
(vrak 
+pk-C ýt- aXj aXj rak ý7x, 
) 
Equation B. II 
aE 
+ ui-L- -6( 
vt &0 k+C, 
l 
tPk 
- Cc 
41 
Tt axi - axi ý as axj 
)kIk 
Equation B. 12 
where Pk is the production of turbulent kinetic energy. 
The model contains five coefficients that have been determined from reference to 
experimental data and from computer optimisation. The most widely accepted set of 
values are 
Co = 0.09, C,, = 1.44, C12 =1.92, a& = 1.0, a, = 1.3 
The result of these equations is that there is a fully coupled set of non-linear 
partial differential equations. 
The c equation represents a balance between the rate of transport of c by the mean 
flow and the rates of its diffusion by the turbulent fluctuations, its generation by vortex 
stretching and, finally, its destruction by the action of viscosity. 
The diffusion term is modelled using the gradient transport hypothesis as: 
Diffusion (c) =-a(v, 
ac 
axj ý a, ax, 
Equation B. 13 
The sources of c (production and dissipation respectively) are modelled thus: 
Source(e) = Cl. 
lpk 
- C92 
si 
kk 
Equation B-14 
244 
The k equation is based on the same format, with a diffusion ten'n (via the gradient 
-transport hypothesis), a production term (Pk) and a dissipation term (s). 
B. 2.2 Boundary Conditions 
A particularly problem that arises with solvers of these differential equations is 
what happens at a the edge of the grid, due to the reliance on the values in the cells 
before and after or above and below. This has been overcome by the addition of 
boundaries into the domain were different equations exist to model the flow and for a 
solid boundary, the most common is called 'The Wall Function'. 
The k-e model is only applicable in regions of high turbulent Reynolds number. As 
a wall is reached, the Reynolds number falls and viscous effects become more and more 
dominant, reducing the validity of some of the assumptions made in modelling the 6 
equation. The very steep velocity gradients encountered in the viscous sublayer would 
also require many grid points for accurate modelling and so is computational expensive. 
I 
To overcome this problem, the near-wall region is bridged with empirical relations 
based on the assumptions of a logarithmic velocity profile, local equilibrium of 
turbulence, and a constant near-wall stress layer. It works by carrying out the standard 
calculations down to a point p close to the wall but outside the viscous sublayer. 
Boundary conditions for U, k and F. are needed at point p and these are obtained using 
the following approach. 
It is assumed that at point p, the velocity component parallel to the wall obeys the 
usual logarithmic law-of-the-wall: 
Up 
T, = -L ln(EY+) K 
Equation B. 15 
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where U, is the resultant velocity parallel to the wall, P., is the resultant iiiction 
velocity given by: 
A T- ) 
p 
Equation B. 16 
x is the von Karmin constant, E is the is the roughness parameter and Y" is a 
non-dimensional wall distance given by: 
Y+ = JU Typ v 
Equation B. 17 
where yp is the position above the wall and v is the Idnernatic viscosity. This 
equation can then be solved iteratively to yield 'r.. Similar laws are available for 
temperature, relating the heat flux at the wall to the difference between the wall 
temperature and the temperature just outside the viscous sublayer. 
In the near-wall region, it is assumed that the Reynold Stresses are nearly constant 
(i. e.. Couette-flow assumption), convection and diBusion of ii-, vj are negligible so that 
local equilibrium exists implying that Pe e which, together with the fact that the 
Reynolds shear stress is approximately equal to the wall shear stress, allows us to write: 
kp_ u, 2 
U2 
T 
ýCUCD 
Equation B. 18 
With e ý-- Pk and alll&y coming from the differentiation of equation B-15, we can 
wnte: 
.3 
ep = 
(Cß CD) 4'k, 1 
KYP 
EquationB. 19 
This enables the values of k and e to be fixed at point p. 
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This method has the restriction that the V for the first calculation point (cell centre 
for PHOENICS) should strictly be within the region 30.0 < Y+ < 130. Below Y+ = 30.0, 
the flow no longer flows the logarithmic-law-of-the-wall due to effects of the laminar 
sublayer, and above Y+ =100.0, the flow increasingly deviates 1ýom the law due to the 
ever increasing effect of turbulence. 
B. 2.3 Chen-Kim Correction to the k-F. Turbulence Model 
This modification to the standard high-Reynolds number k-S turbulence model was 
introduced to remove the equations reliance on a single time scale to characterise the 
various dynamic processes occurring in turbulent flows. This is achieved by the addition 
of a volumetric production rate of k (Pk), Vk, which improves the dynamic response of 
the e equations. 
The Chen-Kim modified k-e model differs in two ways from the standard form. 
FirstlY, the following model constants were changed to: I 
ak = 0.75 31 a8 =1* 150 C81 =1' 153, C82 =1 *9 
Equation B. 20 
and the following source term per unit volume added to the e equation (B, 12): 
p2 
S, =pxF, xC. 3 
X 
Equation B. 21 
where C. 3 = 0.25 and F, is the Lam and Bremhorst (1981) damping function 
(originally devised for a low Reynolds number k-s turbulence model) which tends to 
unity at high turbulence Reynolds numbers (see the section on Low Reynolds Number 
k-e Turbulence Model for further details). 
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B. 2.4 Low Reynolds Number k-F. Turbulence Model 
Several investigations have shown that simple wall functions based on the 
logarithmic law and the equilibrium turbulence assumption are, not appropriate for 
unsteady turbulent boundary layers. It was shown that the accuracy of the model 
deteriorates with increasing level or rate of unsteadiness, due to its high Reynolds 
number dependence. A low Reynolds number model is necessary for accurate predictions 
where the near-wall physics is of interest. 
The model is that suggested by Lam and Bremhorst (1981) and is basically the 
standard k-e version with the addition of five new functions: 
k2 vt C.. F;, r 
Equation B. 22 
-auf Pk -uiuj axi 
Equation B. 23 
ak 
+U ak 
ak 
i +Pk-£: Tt ex, ex, ý -u-t -ä7, ) 
Equation B. 24 
ag V'-ý8-k) + C. F 1, Pk - C82F2-91 +E 'k -k 
Eaua 
, tion B. 25 
The new functions F,,, F, and F2 and the term E vary in magnitude and dependence 
depending on the type of flow under investigation (see Table 1, Patel et al. 1985). 
The Lam and Bremhorst (198 1) equations for the above functions are implemented 
in PHOENICS 2.0 and consequently were used in the low Reynolds number k-e 
investigation. 
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These state: 
F, =[I-exp(-0.0165xREYN)]'x 1+ 
20.5 ) ( 
REYT 
Equation B. 26 
Fp . 
01), 0 
Equation B. 27 
F2 ýI- exp(-REY7') 
Equation B. 28 
where 
REYN= x 
Yll 
P 
Equation B. 29 
kp 
REYT =E 
Equation B. 30 
where Y,, is the distance to the nearest wall. The functions F,,, F, and 
F2 tend to 
unity at high turbulence Reynolds numbers. At boundary's (i. e.. walls) the following 
conditions are applied: 
0.0, ao = 0.0 ay 
Equation B. 31 
The function, Fý,, is added to mimic the direct effect of molecular viscosity on the 
shear stress. Launder (1975) noted that pressure fluctuations near the wall also tended to 
reduce the shear stress via the pressure strain correlation. Thus, F, ' attempts to model 
both these effects, although it only properly correlates the former. The function F2 is 
introduced primarily to incorporate low Reynolds number effects in the destruction term 
of C, where as Ft and E are empirical terms to introduce a quadratic growth of C with 
distance from the wall. 
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Appendix C: PHOENICS 
This appendix details the CFD package 'PHOENICS' and how the partial 
differential equations are solved. 
CA Equations in PHOENICS 
PHOENICS is an acronym for 'Parabolic, Hyperbolic or Elliptic Numerical 
Integration Code Series' and is a general-purpose code for simulating single and 
multi-phase flow, heat and mass transfer and chemical-reaction phenomena. It attempts 
to solve the equations detailed in Appendix B using finite-volume techniques for both 
steady and unsteady flows in 1,2 and 3 dimensions. 
C. 2 The Grid 
PHOENICS works by breaking the domain down into discrete small volumes 
(called cells) in which the appropriate variables are solved. These variables take a 
constant value over that cell, and for calculating gradients, are based at the cell centre or 
node point. Therefore, for flows with large gradient changes in variables, closely spaced 
cells are required to give accurate answers. 
A problem can arrive when using a standard grid were all the variables are solved 
at the cell centres. When the continuity equation (B. 1) is written in the discrete form 
using a truncated Taylor series form (see Patankar 1980 and Figure C. 1), i. e.: 
UP+UE uw+up 1 
2-2 
EqUation C. 1 
UE-UW=o 
EqUation C. 2 
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it demands that equality of velocities exists at alternative grid points and not 
adjacent ones. The consequence is that velocity fields shown in Figure C. 2 can exist, 
although they are completely unrealistic. 
These difficulties are resolved by realising that we do not have to calculate the 
variables at the same grid point. This form of grid is called a 'Staggered Grid' for the 
velocities (see Figure C. 3) and was first used by Harlow and Welch (1965) and forms 
the basics of the Simple and Simpler computer algorithms. The velocity components are 
calculated for points that lie on the faces of the control volumes, thus for the x-direction, 
velocity, u is calculated at the faces that are normal to the x-direction. It is worth noting 
that the control volume face may not lie at the midway between grid points, but will 
depend on how the grid is defined. 
The advantages of using this grid method are twofold. For a typical control 
volume, the discretized continuity equation would contain the differences of adjacent 
velocity components, not alternative grid components as with the normal grid, so 
preventing a wavy velocity field from satisfying the equation. Secondly, the pressure 
difference between adjacent grid points now becomes the natural driving force for the 
velocity components, so leading to pressure driven solutions which is an aid for 
convergence. 
C. 3 The Momentum Equations 
The momentum equation can be written in is discrete form in a similar way as 
C. 1: 
a. u. =Ia,, b+ab+b+ 
(PP 
- PN 
)Av 
Equation C. 3 
where a,, is the diffusion coefficient for the velocity u in the n direction, a,, b is the 
diffusion coefficient for the neighbouring velocity ub, b is a source termg (PP- PN) is the 
pressure difference across the cell face and A. is the area of the cell face 
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These can be solved only when the pressure field is given or somehow estimated. 
Unless the pressure field is correctly guessed, the resulting velocity field will not satisfy 
the continuity equation. Imperfect velocity fields based on an estimated pressure field 
(p*) are denoted as u*, v*, etc. Therefore: 
a, u* = Sabum+b+ 
(p; 
-p; 
)Am 
n 
CA Velocity Correction Equations 
Equation CA 
In order to improve the satisfaction of the continuity equation, an improved guess 
of the pressure field, leading to an improved velocity field is required. If we assume the 
correct pressure (p) is given by: 
p =P* +p I 
Equadon C. 5 
where p'is a correction pressure. The corresponding velocity corrections are given 
by: 
U=U*+U I 
If we subtract C. 5 and C. 6 from CA we get: 
I a. u. a,, bu,, b + 
)AN (PP 
-pN 
Equation C. 6 
Equation C. 7 
At this point we will drop the summation term from the equation. This term 
represents, an indirect or implicit influence of the pressure correction on the velocity; 
pressure corrections at nearby locations can alter the neighbouring velocities and thus 
due to the linked nature of the equation, cause velocity corrections at the point under 
consideration. By not considering this term, the solution scheme is only partially implicit 
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(semi-implicit). The omission of the term also allows us to write p' in the general 
equation, enabling a sequential, one-variable at a time solution procedure. 
This simplification does not effect the ultimate solution, as the corrected pressure 
is used to calculated the velocity field, and hence satisfy the continuity equation, 
although the corrected pressure may not equal the actual pressure field. 
Therefore, the corrected velocity is given by: 
ul = d,, 11) n 
(PP 
-Av 
Equation C. 8 
where 
An d. a. 
Equation C. 9 
This gives the actual velocity as: 
*+d,, ( I -Pf u, = u, pp v) 
Equation C. 10 
C. 5 The Pressure Correction Equation 
If the continuity equation (B. 1) is integrated over the control volume or cell, the 
following equation can be obtained: 
(p, 
-PO) AxAyAz 
+[(pu). - 
(pu). ]AyAz+[(Pv). 
- 
(pv), ]AXAZ+[(Pw),, 
- 
(pw), ]AxAy 
=0 At 
Equation C. 11 
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If the velocity correction formulae (C. 8) are now substituted for the velocity 
components, we obtain, after rearrangement, the following discretization equation 
(Finite Volume Equation) for p': 
app, ' = aEPE +a wPw + aNPN' + asPs' + allPH + aLPL I' +b 
where: 
aE= p, dAyAz 
aw= pd,,, AyAz 
aN= p,, d,, AzAx 
as = p, d, AzAx 
aH PhdhAxAy 
aL pidAxAy 
ap=aE+aw+aN+as+aH+aL 
(0 
-pp 
)AXAYAZ 
b= 
pp 
At +I 
(pu- (pu- I IAYAZ 
Equation C. 12 
Ecuation C. 13 I 
Equation C. 14 
Equation C. 15 
Equation C. 16 
Equation C. 17 
Equation C. 18 
Equation C. 19 
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+[(pv- 
), 
- 
(pv- ). ]AzAx+ [(Pw- ), 
- 
(pw- )jAxAy 
Equation C. 20 
Since the density values are only available at the cell centres, a suitable 
interpolation technique is used to calculate the value at the cell edges. What ever the 
interpolation, it is very important that the value of the variable at the cell edge must be 
consistently used for the two control volumes to which the interface belongs. 
C. 6 The Computer Algorithm 
The computer algorithm using by PHOENICS for solving the equations is called 
'SIMPLER' and is based of the algorithm 'SIMPLE' 
C. 6.1 SIMPLE 
SIMPLE stands for 'Semi-implict Method for Pressure Linked Equations' and was 
first suggested by Patanker and Spalding (1972). The important operations are: 
1. Guess the pressure field p* 
2. Solve the momentum equations (C. 4) to give u*, v* and w* 
3. Solve the pressure-corrected equation (C. 12) to give p' 
4. Calculate the actual pressure, p, by adding p* and p' (C. 5), this becoming the 
new guessed pressure field, p*, in the next iteration 
5. Calculate u, v and w from u*, v* , w* and p' using the velocity-correction 
equation (C. 7) 
6. Solve for any other variable 0 
7. Repeat from step 2 until Convergence 
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C. 6.2 SIMPLER 
In an attempt to improve the rate of convergence, 'SIMPLER' was suggested by 
Patankar (1980), the name standing for SIMPLE Revised. The argument for this new 
method is based on the approximation introduced into the derivation of p' by the 
omission of the term F, a,, bU,, bl this omission leading to exaggerated pressure correction 
fields. 
An example of this problem is given if we consider a simple one-dimension 
constant density flow with the velocity given at the inlet. The velocity is only governed 
by the continuity equation and hence, will be solved for after only a few iterations. The 
predicted pressure, p, will be far from the final answer due to the approximate nature of 
the p' equation and it would take many iterations before a converged pressure solution 
was obtained. 
If we employ the pressure correction equation only to the task of solving the 
velocities and use some other method for the pressure field, we will obtain a more 
efficient algorithm. This is the essence of SIMPLER. 
C. 6.2.1 The Pressure Equation 
We can rewrite equation C. 7 to give: 
= a,, hu,,, 
a, +d, 
(PP-PE ) 
Equation C. 21 
If will define a pseudo velocity u-, as: 
. 
7, a,, bu, b+b 
a, 
Equation C. 22 
then we can say: 
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u, 
Equation C. 23 
Similarly, equations can be written for the other two velocities, u,, and uh. 
It then follows that a new discrete pressure equation can be written: 
appp = aEpE + awpw + aNpN + asps + allPH + aLPL +b 
Equation C. 24 
where the coefficients a., are given by equations C. 13 to C. 19 and b is given by 
equation C. 20 with u* replaced with 02. 
Although there are a great number of similarities with equation C. 20, there have 
been no assumptions made in its derivation. Tbus if a correct velocity field is used to 
calculate u-, then the pressure equation would at once give the correct pressure field. 
C. 6.2.2 The SIMPLER Algorithm 
The algorithm works on the following basis: 
1. Start with a guessed velocity field 
2. Calculate the coefficients for the momentum equation and hence solve for u-, 
using the values of the neighbouring velocities u,, b(C. 22) 
3. Calculate the coefficients for the velocity field and solve for the correct pressure 
field (C. 12) 
4. Treat this pressure field as P* and solve the momentum equations to give u*, v* 
and w* (C. 4) 
5. Solve for the pressure corrected pressure p(C. 12) 
6. Solve the actual velocity field (C. 6) 
7. Solve for other variables 0 
8. Repeat from step 2 until convergence. 
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As can be seen, SIMPLER resembles SIMPLE in a number of ways, the two main 
differences being that the initial field required is velocity and not pressure, and the 
actual pressure field is solved for, not a calculated pressure field plus a correction. 
Although SIMPLER has been found to converge faster than SIMPLE, it must be 
noted that one iteration of SIMPLER involves more computational effort. However, the 
additional effort per iteration is more than compensated by the overall saving on 
convergence time. 
C. 7 Elliptic, Parabolic and Hyperbolic 
A parabolic problem (see Figure CA) is one in which, although gradients in fluid 
properties do exist in the low-to-high direction, the higher slab values do not appear in 
the lower slab equations, hence an is zero for all points. This situation often occurs 
when the main fluid flow is in the z-direction and the Reynolds number is high (e. g. 
modelling of a free jet) as the influence of downstream conditions on upstream ones is 
very small. If this is the case, a single pass (sweep) through the domain (low-to-high) 
will suffice with the corresponding large reduction in computing power. 
For simulations where conditions do effect upstream ones, the Elliptical method 
should be used, where a large number of passes through the domain (including the 
coefficient allin the equations) allow for some reversibility in the flow. This method is 
required when modelling an impinging jet. 
The Hyperbolic method is a simplified Elliptical solver where the region of 
influence is restricted to the so-called 'Mach Cone'. 
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