CDMA Timing and phase offsets tracking remain as one of considerable factors that influence the performances of communication systems. Many algorithms are proposed to solve this problem. In general, these solutions process separately the chip sampling offset and phase rotation. In addition, most of proposed solutions can not assure a compromise between robustness criteria and low complexity for implementation in real time applications. In this paper we present an efficient algorithm for chip sampling and phase synchronization. This algorithm allows estimating and correcting jointly in real time, sampling instant and phase errors. The robustness and the low complexity of this algorithm are evaluated, firstly by simulation and then tested by real experimentation for UMTS standard. Simulation results show that the proposed algorithm provides very efficient compensation for sampling clock offset and phase rotation. A real time implementation is achieved, based on TigerSharc DSP, while using a complete UMTS transmissionreception chain. Experimental results show robustness in real conditions.
Introduction
Code Division Multiple Access (CDMA) system offers several advantages such as robustness to multi-path fading channel and multiple access properties [1] . Thanks to these advantages, CDMA are adopted in high data rate applications such as UMTS standard (Universal Mobile Telecommunication System), and it is a good candidate for future applications, such as the 4 th generation phone mobile and wireless LAN [2] . However, the performance of such systems is affected by the time sampling offsets and phase rotation, due to many factors such as channel fading, multipath problem, clock imperfection, etc.
Recent research works are interested in solving this problem of synchronization for different applications [3] [4] [5] [6] [7] . In general the synchronization techniques of DS-CDMA systems can achieve synchronization in two distinct steps: acquisition step and tracking step. The acquisition step, or the initial synchronization step, involves in determining the timing/phase offsets of the incoming signal to within a specified range known as the pull-in region of tracking loop [8] [9] [10] [11] . Upon the successful completion of the acquisition step, the tracking step refines and maintains synchronization. When the problem of tracking is treated, generally, phase offset tracking is omitted or treated separately with a more complex computation than delay tracking [3-7, 12, 13] . The tracking step is based on recursive estimation of timing/phase error and feedback correction. So the performance of synchronization depends greatly on the properties of estimators and on the precision of correctors. To estimate time delay the conventional delay lock loop (DLL) has been extensively used. In a DLL the received signal is cross-correlated with an early and a late copy of a pilot signal. The proposed tracking algorithm is inspired from the concept of lock loop to establish estimation [14] . So the complex correlation function of the received signal and pilot signal is computed in three points (which corresponds to original, early and late copy of the pilot signal). This computation allows estimating jointly the time delay and the phase rotation. A second order filters are used to update the estimation. For the feedback corrector, an interpolator [15] is used to find the sample at the estimated instant;
Base-Band Signal Model in UMTS

Introduction
Our tracking algorithm tries to maintain synchronization of the received signal by a UMTS terminal. So we are interested in the downlink mode (base station to terminal). We introduce some useful notions for modeling the base-band signal in the context of UMTS standard. These notions are specified and described in detail in the 3rd Generation Partnership Project (3GPP); see [16] [17] [18] [19] [20] .
The access scheme is Direct-Sequence Code Division Multiple Access (DS-CDMA). There are two radio access modes, FDD (Frequency Division Duplex) and TDD (Time Division Duplex), which allows operating with paired and unpaired bands respectively. The modulation scheme is QPSK, and different families of spreading codes are used. These codes are OVSF (orthogonal variable spreading factor). And for separating different cells in FDD mode Gold codes (scrambling codes) with 10 ms period (38400 chips at 3.84 Mega chip per second Mcps) are used and for TDD mode we use codes with period of 16 chips and midamble sequences of different length depending on the environment [16] [17] [18] [19] [20] . In FDD mode the uplink and downlink transmissions use two different radio frequencies. In TDD mode the uplink and downlink transmissions are modulated over the same frequency by using synchronized time intervals.
In both modes the transmitted signal is decomposed into radio frames. A radio frame has duration of 10 ms and contains 38400 chips at the rate of 3.84 Mcps. It is divided into 15 slots, and every slot contains 2560 chips.
A physical channel is therefore defined as a simple code (or number of codes used to spread this channel), additionally in TDD mode the sequence of time slots completes the definition of a physical channel.
The information rate, in terms of symbols/s, varies with the spreading factor (number of chips by symbol). Spreading factors (noted SF) are from 512 to 4 for FDD downlink, and from 16 to 1 for TDD downlink. Thus the respective modulation symbol rates vary from 960 k symbols/s to 15 k 7.5 k symbols/s for FDD downlink, and for TDD the momentary modulation symbol rates shall vary from 38400 symbols/s to 240 k symbols/s.
Signal Model in UMTS-FDD Mode
In FDD mode a practical fixed rate channel with predefined symbol (1+j) sequence is transmitted within each frame, this common pilot channel (CPICH), use the first spreading code in tree with spreading factor equal to 256. The proprieties of this channel allows receiver to identify cell's location. In our work we have used this channel as signal pilot to estimate the time delay and ALGORITHM FOR MULTISTANDARD UMTS SYSTEMS , n denotes the channel number and l represents the symbol number.
Every symbol is transformed to a sequence of chips by spreading operation. SF "spreading factor" denotes the spreading code length, i.e. the number of chip per symbol. The combination of all channels is scrambled by the same code that we denoted SC. The following combined signal is obtained:
where G n is the gain of channel n, where α(t) is the fading of propagation channel given from Jake's Doppler spectrum, τ(t) is the time delay, and φ(t) represents the random phase shift introduced by propagation, and it will be added to another phase shift which is caused by the imperfections of receivertransmitter oscillators.
The received signal is filtered by a root raised cosine with impulse response h r (t). Then it is sampled with a period T e . We denote by OSF=T c /T e the over sampling factor, i.e. number of samples per chip. Let g(t) be the convolution product Cr 0 (t)*h c (t)*h r (t), the received signal may be written as: where η(t) is an additive Gaussian noise, T e is the sampling time (T c =OSF.T e ), T c is the chip duration, and φ(t) is the global phase shift introduced by propagation channel and oscillators imperfections. In FDD the received signal contains the CPICH symbols, so we can separate the signal in two parts; one part contains CPICH symbols and the other part contains the other transmitted channels, which allows us to write equation (4) .
Equation (4) 
Signal Model in UMTS-TDD Mode
The UMTS TDD physical channel is a combination of two data fields, a midamble, and a guard period. There are two burst types proposed in [20] , namely burst type 1 and 2. As illustrated in Figure 1, With the same notation as the previous sub-section B, the received signal in TDD modes will be written as described in (4) . In equation (4), d (k,1) denotes the data symbols transmitted before the midamble and d (k,2) denotes the data symbols after the midamble. The combination of the user specific channelization and cell specific scrambling codes can be seen as a user and cell specific spreading code, with chip values, are denoted by S i k in (4).
Digital Joint Synchronization Algorithm
Introduction
The sampling instant of the received signal is fluctuated, and the phase is shifted because of the channel effects, the reception clock imperfections, and receivertransmitter oscillators' imperfections. The received signal needs synchronization to extract the transmitted sequences. So that synchronization is divided into two phases, acquisition phase and tracking phase. Acquisition is the first step that the mobile phone does, known as "cell search" in UMTS standard. It consists finding the beginning of signal (top frame and top slot) within a half chip precision. This operation allows also finding the cell's parameters. The tracking step updates the phase and the sampling instant continuously in time.
In this section we will detail the algorithm used in tracking phase. The developed algorithm consists of four steps, as shown on Figure1, assuming that the baseband signal is obtained by radio frequency down conversion followed by a linear filtering system, and the acquisition is done correctly.
Timing Correction
We look to extract from the received samples the correct transmitted samples. To perform this operation the received signal will be interpolated at the estimated correct instant. The following formula presents the fundamental equation for digital interpolation [23] : where x is the received signal, T e is the theoretical sampling period, T i represents the fluctuated sampling period, and h(t) is the impulse response of interpolated filter. The interpolation coefficients are modified in function of the delay µ k .
In our work we estimate the delay time µ k then we adapt the interpolator coefficients. N is the number of interpolator coefficients, and [] denotes integer part function.
In literature there are many methods to interpolate digital signal: linear interpolation, polynomial interpolation, piecewise-parabolic interpolation and some others [23, 24] . The choice of an interpolator depends on two criterions: precision and complexity. In our study we have chosen a truncated cardinal sine wave. In UMTS the over-sampling factor is reconfigurable, and to assure real time criteria the number of interpolators' coefficients depends on the over-sampling factor.
Phase Correction
The second step is to correct the phase shift. The interpolated complex samples (I and Q) are multiplied by complex exponential of the estimate phase. is the estimated phase. For phase correction, in order to find the phase reference, the sign of the real and imaginary parts allows to find the reference region in the QPSK plan.
Joint Estimation of Delay and Phase
Now we are arrived in one of the principal point in our work, the correction of the sampling instant and phase require the knowledge of time delay and phase shift. We use a procedure that allows us estimating jointly these parameters. These measurements are filtered by a loop filters, then they are used by interpolation and phase correction blocks. We use two different methods for estimation in the TDD and FDD modes. In the following ALGORITHM FOR MULTISTANDARD UMTS SYSTEMS sub-sections we explain these methods.
Estimation for UMTS-FDD Mode
The sampling instant delay and the phase shift are estimated over one symbol duration, T s =SF*T c , in order to correct the next symbol timing. The sampling instant is corrected by interpolation and the phase is corrected by complex multiplication between received signal and estimated phase. We use as a pilot signal the corresponding scrambling code, because the CPICH channel is a copy of the scrambling code. So the received signal is divided into successive symbols (256 chips i.e. 256.OSF samples), and we calculate the correlation between each symbol and the original, early, and late copy of the corresponding symbol.
Let y r,s be the s th symbol of received signal (described in equation (4)) and SC s represents the sequence of scrambling code, which was aligned in transmission with this part of the signal. The time delay and phase shift are supposed to be constant during one symbol period, then without correction of signal we obtain the following correlation function at instant ε: 
The spreading code is orthogonal, that means the correlation function of two codes is equal to zero. The first term is negligible. The scrambling code local autocorrelation function can be approximated by a triangular function:
we have: 
(7)
We observe that these measurements contain information about the time delay and the phase shift; our idea is to extract this information from these measurements. Real and imaginary parts of one-time correlation function allow estimating the phase rotation φ(s). The early and late correlation functions give estimation of the time delay τ(s). Let define the measurements ∆ τ and ∆ φ , as the sampling instant delay and phase shift. And Re(.), Im(.) are the real and imaginary part function of a complex number. 
With this condition, equation (8) gives the estimation of delay and phase as follows: where OSF is the over sampling factor, i.e. the number of samples per chip, T c is the chip duration and T e is the sampling period. Hence, T c =OSF.T e . G cpich is the channel gain of CPICH [17, 18] , and α(s) is the fading of the propagation channel. Always, we suppose that the fading is invariant for symbol duration (T s =SF.T c =SF.OSF.T e ). These measurements are filtered by a second order filter that we discuss it in the next section. Now we will establish these measurements in the case of TDD mode.
Estimation for UMTS-TDD Mode
We are going here to explain how we estimate sampling instant delay and phase shift in TDD mode. In this mode we process slot by slot the 2560 chips i.e. 2560.OSF samples. This is different from FDD mode where we process symbol by symbol. We have chosen this way because in the TDD mode we don't have a permanent channel with a known spreading code. In addition the TDD mode will be used when we have a good propagation channel conditions. In this case we can consider that the delay time and the phase shift are constant over one slot duration. For these raisons we use midamble code as a signal pilot to achieve synchronisation. So we calculate correlation function between the received midamble and the transmitted midamble in three points (codes aligned, the midamble code shifted to right and to left by OSF/2 samples). These measurements are filtered to estimate time delay and phase shift. Estimation of the sampling instant delay and the phase shift over actual slot is used to correct the next slot. The sampling instant is corrected by interpolation and the phase is corrected by complex multiplication between received signal and complex exponential of the estimated phase. With the same notations and calculus as in the previous sub-section concerning FDD, we can derive the measurements of phase and delay errors as follows: 
These parameters are filtered by a second order filters in order to estimate phase and delay. The structure of these filters is the same as in FDD mode. But filters' coefficients are different. This difference comes from the difference in the gain, sampling frequency and updating time period. We study in the following section these loop filters.
Closed Loop Estimation
A Second-order loops should be able to track delay and phase offset as long as the values of the coefficients is carefully chosen.
So, the ∆ τ can be filtered by a second order filter with λ 1 and λ 2 as coefficients. The output of the filter is used to determine the interpolator impulse response to find the correct sample. In FDD mode the interpolator response is updated every symbol (256 chips), but in TDD mode is updated every slot (2560 chips). The interpolation filter is updated for each symbol or slot (s) which is used to correct the sampling instant error for the next symbol or slot (s+1). Here we describe how a time loop filter updates time delay:
) ( ) ( where µ is the estimated instant to be used by interpolator and ε is the error of estimation.
With a similar structure the measurement ∆ φ is filtered by a second-order filter with two coefficients γ 1 and γ 2 . The output of the filter is used to correct the phase by complex multiplication. The phase is updated every symbol in FDD mode and every slot in TDD mode. So the calculated phase in symbol or slot (s) is used to correct the phase of the next symbol or slot (s+1). The following equation shows how a phase loop filter updates the phase: where φ is the estimated instant to be used by phase corrector and δ is the estimation error.
From equations (10) and (12), we can derive the expression of sampling instant estimation: Estimator properties must be studied to determine filter coefficients. We observe that the time loop filter and phase loop filter have the same structure; in addition they have the same structure for both of modes FDD and TDD. So, we are studying the closed loop estimation in the general case using this filter structure. In what follows, we illustrate estimator properties in order to demonstrate how filters' coefficients are determined. Figure 2 shows the diagram of a closed loop. We denote by m the parameter that we want to estimate and correct.
Figure 2. Estimation loop
The open loop transfer function of this system can be written as: In order to achieve good estimation, we must choose filters' coefficients which minimize the estimation error (the residual error after convergence). With this criterion we can calculate the appropriate coefficients. From the structure of the closed loop estimation (Figure 4) defines the filtered noise and N 0 is the power spectral density of the noise η(t). So the power spectral density of the noise η'(t) is:
The variance of the noise η'(t) is relied to the power spectral density by the following relation: To find filters' coefficients with efficient estimator, the variance of the estimator must be optimized. There is a region of coefficients that allows to an accepted variance relative to Cramer-Rao bound. Also in simulation we have found that for these values the variance of estimation error is minimal. From these values we can calculate the different filters' coefficients.
In the FDD mode, and for the time loop filter (TLF) we fix the coefficient as follows: 
If we don't know the gain of the channel CPICH (which is less than one) we fix it to one. Even for this case we are sure that our system is stable and the estimation error stay minimal.
In the TDD mode, for the time loop filter (TLF) we fix the coefficients to the following values: 
Simulation Platform
In order to test the proposed algorithm and to determine all necessary parameters for implementation, we have carried out an environment of simulation. The UMTS base band signal in different modes is defined as well as the propagation channel. Figure 3 shows the modeling of the propagation channel, that we consider in simulation context. For the Fading phenomena we use a classic Jake's spectrum noised with a complex Gaussian noise to model the Doppler's effect and the frequency selectivity. The Doppler frequency is considered as variable. The simulated noise is an AWGN. The variance of this noise determines the signal to noise ratio (SNR). In order to introduce delay time in transmitted signal, the samples are delayed by interpolation. We have simulated different sampling drift functions; linear function and triangular function. To shift the phase, the transmitted signal was multiplied by complex exponential of a variable phase. Many forms of shift functions are experimented to evaluate the performance of our algorithm.
Figure 3. Propagation channel modeling
We try here to show the performance of our algorithm. So we show the obtained results for many configurations. In the first configuration, we considered the FDD mode, and three physical channels, i.e. three spreading codes, to be transmitted. Two channels contained random data and the third is the particular channel CPICH. The spreading factors are SF1=SF 2 =16 and SF of CPICH is 256. To introduce time delay in the transmitted signal we use a drift with 100 ppm (10 -4 T e of drift per sample duration). And we shift the phase linearly by a coefficient of 194 radian/s. and we fix Doppler frequency to 220 Hz i.e. 120 km/h. and one propagation path is considered. The SNR is variable. The following Figures 4 and 5 show both real and imaginary parts of the received CPICH channel for two values of SNR (SNR=5 dB and 15 dB), where the transmitted symbol value of this channel is (1+j). We obtain this figure by correlation between the corrected received signals and scrambling code as it described in the section "estimation in FDD mode". So these results show the stability, convergence and efficiency of our algorithm. 10 frames are simulated, which correspond to 1500 symbols of CPICH channel. The real and imaginary parts converge to 1. The transient phase takes about 10 symbols duration, so the convergence is established after ten to fifteen symbols. That means the synchronization is quickly established and maintained. We observe that the variance of synchronized symbol depends on the SNR. Figure 6 shows the constellation of CPICH for the same values of SNR.
As it has described before our algorithm is based on joint estimation of time delay and phase shift. So to study our estimator we search for unbiased and optimal estimators. For the first criteria we observe the convergence of estimation and for the second we look to minimize variance. ALGORITHM FOR MULTISTANDARD UMTS SYSTEMS We observe that the mean of our estimation error is equal to zero, which allows us to conclude that our estimator is not biased. To show estimator's efficiency we have observed the variances of estimators in function of SNR.
To demonstrate the functionality and the performance of our algorithm, we have transmitted two physical channels of data, and after synchronization symbols are extracted by de-spreading, which allow comparing with the original transmitted symbols. In the first figure we show the constellation of data. We have repeated this operation for many different SNR and then bit error rates are calculated in function of signal to noise ratio. Figure 11 shows QPSK data constellation after synchronization. Figure 12 shows bit error rate in function of SNR.
The TDD mode is simulated in similar conditions and we have obtained the same performance as in FDD mode. Even for low SNR=15, the symbol error rate is acceptable.
Implementation in DSP TigerSharc TS101
After validation of the approach by simulation, the proposed algorithm is then implemented in a DSP TigerSharc TS101 as well as a complete UMTS transmission-reception chain is carried out. This section discusses the strategy of implementation, the complexity, and the real time processing [25, 26] . Algorithm functionality is divided into 4 blocks as it described in Figure 1 ; interpolation, phase correction, correlation and estimation.
The interpolation is based on a look up table (LUT), which contains the interpolator filter coefficients. The number of coefficients depends on the over sampling factor while the total number of stored coefficients depends on the processing precision. For phase correction, samples of the trigonometry functions (SIN and COS) are stored in a look up table. The size of these tables depends on the precision of correction.
The scrambling code in FDD mode and the midamble code in TDD mode are determined by the acquisition block and stocked in memory to be used for tracking, channel estimation, and equalization. These parameters depend on the cell where the mobile is localized. To assure real time processing, received data are processed frame by frame; the size of each frame is one slot. In the next section we give some details about implementation and the obtained results.
Interpolation Process in DSP
After estimation of the time delay µ k in slot k, the next slot is corrected by interpolation. The used interpolator is given by its impulse response function:
where -1< µ k <1, -N<=n<=N and 2N+1 is the number of coefficients. This will accelerate the data fetch functions. In order to fill the LUT we have calculated the coefficients of interpolators.
As the memory space is limited, it is not possible to provide coefficients for each time delay. For this reason estimated time delay is quantified with a stepδ . The choice of the step of quantification is based on the required precision. In our case, the samples of data are ALGORITHM FOR MULTISTANDARD UMTS SYSTEMS 
Then the impulse response function of the interpolator k can be written as:
The data are coded with fixed point with fractional format (Q 12 : 12 bits are used). So it is not useful to choose precision for quantification of time delay more than the precision used in data, because the time delay is estimated by correlation of this data. So that time delay can be quantified with a step of δ = 10 -7 . The LUT for interpolation is organized as described in Figure 13 . The size of this table is:
where 2N+1 is the number of interpolation coefficients, this number depends on the oversampling factor (OSF). For OSF=2 we need 5 coefficients to assure good precision and for OSF=4 or 8 we use only 3 coefficients. The number of coefficients corresponds to the number of samples used to extract the correct sample. The size of this table is 1024 words of 16 bits. SIN and COS tables are stored in the same 32-bit word, where the SIN samples are stocked in the more signified 16-bit (MSB) and COS samples in the last significant 16-bit (LSB). This method allows the DSP to fetch and execute complex multiplication in one clock cycle. So we get benefit from the wide memory DSP structure.
Complexity of Tracking Algorithm
We have evaluated the number of cycles required for every function and the total number of cycles required for tracking. The criterion is to assure real time. We start by giving all parameters, so we process slot by slot. The time duration of one slot is T slot =666.667 µs. the DSP clock period is T cycle =4 ns. We detail here the required number of cycles, which depends on the mode used (TDD or FDD) and the over sampling factor. Table 1 shows that for all values of OSF and for both modes, the processing in real time is assured. The functions that need an important number of cycles are interpolation and correlation.
Implementation Results
For the same simulation conditions, the algorithm is evaluated in a real experimental platform. The obtained results demonstrate the efficiency of the proposed tracking algorithm. For a signal to noise ratio SNR=5dB the symbol error rate is lower than 0.1%. For this algorithm, the acquisition step is required only at the beginning of the transmission, or when the system is out-off synchronization. When the acquisition is achieved with the required precision at the beginning, tracking algorithm maintains continuously the synchronization of the received signal. This synchronization is maintained even under critical propagation conditions. Experiments shows that for time drift of 100ppm, i.e. of 10 -4 T e of drift per sample duration, and phase drift of 194rad/s and at SNR = 5dB, tracking algorithm maintains synchronization and corrects the received signal with a high precision, so the BER is lower than 0.1%. In addition, during simulation we have considered just the case of propagation channel with single path, but in experimentation the multipath channel were taken into consideration. So this algorithm tracks the principal path, which has the higher power at reception. The implementation allows to change configuration, so we can change the mode (FDD or TDD) as well as the over sampling factor (OSF) without loss of synchronization.
Conclusions
In this paper, digital joint chip timing and phase tracking for reconfigurable standard UMTS was introduced. The mathematical model of this digital tracking algorithm has been presented and used to determine the optimal parameters for implementation. The algorithm was validated by simulation and implemented in 16-bit fixed point TigerSharc DSP. Simulation was carried out in many configurations in order to confirm theoretical parameters and to evaluate the performances and robustness of this algorithm. Experiences demonstrate the feasibility of real implementation within reconfigurable UMTS communication receiver. It shows high performance and ability to assure real time constraints and reconfiguration ability. We note that this algorithm can be adapted for other applications that use different techniques for multiple access schemes, such as chaotic communication systems. We think that our algorithm can be easily adapted for such application, and can show more performance in terms of bit error rate.
Our future work will be focalised on joint synchronization for MIMO systems.
