There are several mechanisms by which users can gain insight into where their packets have gone, but no mechanisms allow users undeniable proof that their packets did not traverse certain parts of the world while on their way to or from another host. This paper introduces the problem of finding "proofs of avoidance": evidence that the paths taken by a packet and its response avoided a user-specified set of "forbidden" geographic regions. Proving that something did not happen is often intractable, but we demonstrate a lowoverhead proof structure built around the idea of what we call "alibis": relays with particular timing constraints that, when upheld, would make it impossible to traverse both the relay and the forbidden regions.
INTRODUCTION
Users have little control over where in the world their packets travel en route to their destinations. Some mechanisms exist to provide insight into where packets traveled, such as the record-route IP option, overlay routing systems ( §7), or to a lesser extent source-routing. While these approaches expose a subset of the path the user's packets took, they do not allow a user to determine or provably influence where their packets do not go.
This paper introduces a new primitive we call provable avoidance routing. With provable avoidance routing, a user specifies arbitrary geographic regions-such as countries or UN voting blocs-to be avoided while communicating with a destination. If successful, the primitive returns proof that the user's packets did not traverse the forbidden regions. If it is unsuccessful, it concludes only that the packets may have traversed them.
The goal of provable avoidance routing is detection, as opposed to prevention. In other words, alone, it is unable to ensure a user's packets will not traverse a region of the world-we do not require modifications to the underlying routing protocols or hardware, and so we are subject to all of today's uncertainties as to where packets will travel. Rather, what we are able to provide is assurance that the user's packets and their respective responses took paths that did not traverse regions of the world. Our proofs of avoidance are provided on a per-packet basis, and are a posteriori: only after sending the packet and getting a reply can we ascertain whether or not the round-trip communication avoided the forbidden region.
While outright prevention would be ideal, detection can be a powerful tool, as well. For example, consider one of the greatest threats to open communication on the Internet: censorship. Beyond just dropping [34] or logging [29] users' traffic, censorship can take many forms, including injecting packets with false information [4] . Recent results indicate that many users may be censored not by their (or their destination's) countries, but by regimes through which their packets transit; a group of anonymous researchers demonstrated that DNS queries that merely traverse China's borders are subject to the same injection of false responses as if the queries came from one of its own citizens [4] . Incomplete deployment of authenticated protocols such as DNSSEC requires users to take other approaches, typically consisting of hiding packets' contents via encryption [10, 8] , forwarding through hidden proxies [18, 46, 17] , or applying steganography [11] . We offer an orthogonal approach: rather than use-and-confuse a censoring regime, we show that it is possible to simply avoid the censor altogether.
As another example of the usefulness of provable avoidance routing, two parties could perform Diffie-Hellman key exchange and use the proofs of avoidance to ensure that there could not have been a man-in-the-middle from user-specified forbidden regions. Subsequent communication after the initial key exchange would thus provide confidentiality even if the default route traversed the forbidden regions.
This paper makes two main technical contributions. The first is a means of proving that a packet avoided a forbidden region ( §3). Our proofs of avoidance are built around the idea of using what we call "alibis": relays that are sufficiently far away from the forbidden region such that traversing both relay and forbidden region would result in a noticeably high delay.
The second contribution we make is the design and implementation of Alibi Routing, a peer-to-peer overlay routing system for finding alibis safely and efficiently ( §4). Alibi Routing is secure in that, when tasked with finding alibis for a forbidden region F , it too avoids F ( §5). It is efficient in that it requires a small amount of state, and takes few hops, especially when the source and destination are both reasonably far from the regions they seek to avoid. Most importantly, Alibi Routing is immediately and incrementally deployable: it requires no public key infrastructure (PKI) or modifications to existing routing protocols or switching hardware; it does not require synchronized clocks; and it does not require access to any information about the underlying routing topology of the Internet. Rather, it derives its security and proofs of avoidance from "a clock and a map": local measurements of round-trip times and a rough knowledge of one's own (and one's attacker's) GPS coordinates.
Using an implementation and deployment on PlanetLab (as well as large-scale simulations), we show that many sourcedestination pairs can avoid countries of their choosing with reasonably low latency inflation ( §6). We also identify the instances when Alibi Routing does not work: in general, the closer a source or its destination is to a forbidden region F , the fewer potential alibis there are.
Alibi Routing is not a panacea; for instance, it is impossible for users to avoid the countries they are in-the very problem traditional censorship-resistant systems address. Our goal is not to replace such systems, but to complement them; as we will show, Alibi Routing offers an orthogonal set of properties that combine well with prior systems ( §7).
GOALS AND NON-GOALS
In this section, we describe the goals (and non-goals) of a provable route avoidance primitive. Suppose that source s has sent a query to d and received a response, and s wishes to verify neither query nor response traversed some region of the world F . Our ultimate goal is to be able to construct a proof that s can check to make sure that the packet and its response could not have possibly traversed F .
Ideally, this primitive should be easy to deploy and use. To this end, we avoid modifications to existing routing protocols like BGP [50] , or to hardware in the Internet [2, 28] . Rather, we show that users themselves can provide this service with an overlay protocol.
Provable route avoidance does not seek to provide two otherwise desirable properties. First, it does not seek to guarantee that an adversary would never see a copy of the packet. Even if the user is able to prove that the adversary was not on the packet's path, it does not stop nodes on the path from copying and later delivering the packets to the adversary. Existing approaches to anonymity ( §7) can complement alibi routing to make copies less useful to a censor.
Second, alibi routing seeks to allow users to prove that a packet must have avoided F after the fact, not to guarantee that a packet will not traverse F . Higher-layer protocols must choose how to react to the absence of a proof, that is, the observation that the communication may have traversed F . Some may require that all packets avoid a part of the network: such applications should treat packets that might have traversed F as failures and retransmit. Other higher-layer protocols may permit some fraction of packets through F , for instance if they are using alibi routing for non-adversarial reasons, e.g., for performance or path diversity.
PROOFS OF AVOIDANCE
Here, we demonstrate how to prove that a packet and its response did not traverse a region of the world. In general, proving that some event x did not happen is very difficult. Our proof structure seeks to demonstrate that x did not happen because it would have been impossible. It consists of finding a set of events A such that:
• It can be proved that events in A did happen.
• A and x are mutually exclusive.
If these properties both hold, then x could not have happened: the events A serve as an alibi for x.
Mutually exclusive routing events
What then are the mutually exclusive events that would lead to provable route avoidance? In this setting, the event x that we wish to prove impossible is the event that a packet and its response from s to d transited forbidden region F . We need two pieces of evidence from A.
First, we must know a subset of the path that the packet took. To this end, a user forwards packets through a relay node r. r signs 1 the packet, and thus, if r can be trusted not to have shared his key, then this proves that the packet Figure 1 : s and d wish to communicate without their packets traversing geographic region F . Relay r can serve as an alibi if packets that would traverse any possible node f in F would induce noticeably higher RTTs, as captured in Eq. (1).
must have gone through r (we define our trust assumptions in Section 4). Second, we must know that, for any possible path that includes s, r, and d, the packets could not have also gone through F . Of course, there are many ways the packet can traverse F : r could ignore the users' wishes and forward the packet through F , or F could lie on the path between s and r or r to d. In other words, proving a subset of the path a packet took is feasible, but how can we prove that no node from F was anywhere on the path?
The key idea is to choose a relay that is so distant from the forbidden region that transiting both would induce noticeably high delays. Figure 1 illustrates the idea. When s routes through r to get to d, it observes the round-trip times between itself and the relay, R(s, r), and the relay and the destination, R(r, d). It must ensure, for every packet, that this end-to-end latency is noticeably less than lowest possible round-trip time for any path that also traverses F . Concretely, in order to ensure that the packet did not traverse F , we must also demonstrate that both of the following inequalities hold:
By "x y", we mean "x is noticeably less than y," or more formally, that for some δ ≥ 0: (1 + δ) · x < y. Thus, the first inequality states that, if a packet goes through any f in the forbidden region on the path between the relay and the destination, then the increase in latency will be noticeable. The second inequality says the same for the path between the source and the relay. Note that s can compute both inequalities locally, without synchronized clocks: the min terms are estimates (based on the speed of light, §4), and though s cannot directly measure R(r, d) in the first inequality, it can measure the end-to-end RTT, R(s, r) + R(r, d), and its RTT to r, R(s, r).
Suppose a relay has signed a packet (proving the packet traversed that relay), and it satisfies the timing constraints in Eq. (1) for any possible f ∈ F . These events are mutually exclusive to the packet traversing F , and thus we have our proof: the packet could not have possibly traversed F .
We call relays that yield such proof alibis. Note that, to be an alibi, it is necessary for a relay to be far from the forbidden region: if very close, then for any x there may be an f such that R(r, x) is not noticeably different than R(r, f ) + R(f, x). However, simply being far away is not sufficient for a relay to be an alibi: if F were on the path from s to r, then no matter how far r is from F , Eq. (1) will not hold. As a result, locating alibis is non-trivial; in the next section, we describe one way to do it.
Practical considerations
How to obtain proof. Equation (1) asserts that no node f in the forbidden region could unnoticeably appear on the path. It would be unrealistic to identify and enumerate all actual hosts in a forbidden region-particularly when it is adversarial. We demonstrate in Section 4 how to use geographic distance to estimate the lowest possible round-trip time between two hosts.
When to obtain proof. Our proofs of avoidance are based on local measurements of round-trip times for packets. Latencies can vary over time-e.g., due to outages, route changes, or congestion [30] -and thus a relay that is a viable alibi at one point in time may not be one later, potentially even on a per-packet basis. As a result, our proofs of avoidance must be applied to each packet.
The factor of δ in the above equations helps insulate provable avoidance from latency fluctuations. δ represents a tradeoff between safety and efficiency; larger values of δ yield alibis who are so far away from a forbidden region that, if packets were to traverse both, there would be a very large increase in latency over a normal path through the alibi. Thus, with a large δ, one may be less likely to find a viable alibi, but that alibi is likely to work even in the face of variable round-trip times and congestion. Section 6 shows that we are successful in finding alibis for a range of δ values.
ALIBI ROUTING PROTOCOL
In this section, we describe Alibi Routing, a peer-to-peer overlay routing protocol for locating alibis. Once found, users forward their traffic through alibis, and apply the techniques from Section 3 to obtain proofs of avoidance. Alibi Routing is secure in that no routing messages are accepted unless they provably did not traverse the forbidden region the source node specified; we analyze its security properties in Section 5. Alibi Routing is efficient in that it finds relays quickly, without having to contact many intermediate hops; we evaluate its performance in Section 6.
Trust assumptions and attack model
Users query Alibi Routing by specifying (1) a destination with whom they wish to communicate, and (2) a geographic forbidden region F through which they want proof their packets do not traverse. For any peer who cannot be proved to be outside a user's specified forbidden region, we assume that it will act in a Byzantine faulty manner toward that user. The central assumption underlying Alibi Routing is that, the user trusts all peers that are provably outside F to follow the protocol correctly.
2 . The limitation is that it places the onus on users to determine where in the world their attackers are. As such, we expect Alibi Routing to be used mostly for avoiding large, very powerful adversaries [34, 37] . For example, Alibi Routing would be well-suited to avoid China's firewall, which appears to be run strictly within its borders [5, 4] . Attackers in our model can be routing-capable adversaries [37] , i.e., we assume them to be capable of choosing how packets in their networks are routed, and of influencing routes to cause others' traffic to be routed through them. Fortunately, there has been significant work in identifying countries who launch such attacks, and ongoing efforts regularly identify new sources of misbehavior or malfeasance [33, 27, 7] .
Even such powerful adversaries are faced with limitations, which Alibi Routing exploits. First, we make standard cryptographic assumptions; any scheme wherein an attacker cannot forge a MAC from a non-colluding peer suffices. Second, we make use of the fact that, while an attacker can lie about having greater latency to a victim, it cannot lie about having lower latency than it really has. This observation is commonly used in secure network coordinate systems [38, 43] . Finally, we apply the fact that information cannot travel faster than the speed of light, and that in fact most transmission media (especially fiber optic cables) peak at approximately 2 3 c. As we will demonstrate, these standard apparent impossibilities are sufficient for allowing many sourcedestination pairs to provably avoid various countries.
Query components
When a source node s wishes to find alibis, it constructs and forwards a query message, s, d, F, T . Most of these are defined above: s and d are the source's and destination's IP addresses and ports, and F is the forbidden regions, represented by one or more ordered sets of (lat, lon) pairs. The forbidden regions are included in the query so that intermediate hops can determine which next-hop neighbors are safe to forward to.
The final component, T , is a set of what we call "target regions," which represent locations where alibis might reside. Target regions are included in queries to help guide routing towards parts of the network that make the most progress towards an alibi. Here, we describe how forbidden and target regions are represented; we then describe how peers forward them when routing.
User-specified forbidden regions
A forbidden region consists of a set of (possibly disjoint) polygons specified over a set of geographic (lat, lon) coordinates. A user wishing to avoid a particular country, for instance, can specify the country's borders. These are readily available in high precision online [13] , but even an approximate circumscribing polygon can be calculated with a reasonably accurate map. Each user can specify his or her own forbidden regions; Alibi Routing is agnostic to what these regions represent. This has the benefit that it supports a wide range of policiesusers may choose to avoid cities where data logging facilities are expected to reside [29] , an entire country, a UN voting bloc, and so on. Moreover, users can specify these policies without having to understand the underlying network topology: they only need to know where in the world those they do not trust reside.
Computed target regions
The final component of an Alibi Routing query is a set of target regions: geographic regions wherein alibis may exist. When a peer processes a query, its task is to choose nexthop neighbors who get the query closer to a target region (we describe this process in Section 4.4.2). As a result, the crucial property of a target region is that it include as many alibis as possible.
Similar to forbidden regions, target regions are represented by polygons of GPS coordinates. A node at GPS coordinate g is included in the target region if it satisfies the alibi conditions from Section 3. That is, if D(·, ·) represents the greatcircle distance between two points, then g is in the target region if and only if:
)} , and
for some suitably large constant δ: this is the same "noticeablylarger-than" relationship as captured in Eq. (1) 3 . For an arbitrary set of forbidden regions, we do not know of a closed form solution to represent all GPS points in T . Instead, we segment the globe into a grid of points (in our implementation, we take (lat, lon) points at 2
• intervals). For each such point g, we use Snell's law [12] to determine the r.h.s. of Eq. (2). If three contiguous grid points are in the target region and form a triangle, we add the entire triangle to T and take their union, forming a smaller set of polygons. 3 The formulations of these two equations are slightly different; this is because s can accurately estimate the distance between relay and destination, D(g, d), required in Eq. (2), but can directly measure only the full end-to-end RTT, R(s, r) + R(r, d), required by Eq. (1). Figure 2 illustrates the target region for a peer in Italy wishing to communicate with a peer in Norway while avoiding Germany. Note that larger values of δ result in smaller target regions; when δ = 0, nearly the entire world has the potential of hosting an alibi, but when δ = 0.2, alibis can only possibly be located in the Middle East, extending eastward to India.
The grid interval spacing represents a trade-off between efficiency and accuracy. With larger grids, the computation is faster and the target region's polygons can be represented with fewer points, thereby decreasing query size. However, larger grids can be inaccurate: they may miss viable relays, and, if left unchecked, could include portions of the forbidden region. To alleviate this second concern, we include each triangle in T only if it does not intersect the forbidden region. We have found grid intervals of 2
• to be safe and efficient for all single-country forbidden regions we tested.
Target regions may (and often do) also include peers who are not viable relays. Consider for example a peer who has a satellite link with extremely high latencies: such a peer may never satisfy the alibi conditions, regardless of the path his or her packets take. In other words, a benevolent relay whose packets never traverse the forbidden region might never be viable simply because it has poor connectivity. With respect to safety, this is not a concern: target regions are used only to guide queries toward potential alibis, and Alibi Routing peers check the alibi conditions (Eq. (1)) to verify a relay's actions for each packet. We evaluate how likely a node is to be an alibi given that it is inside a target region in Section 6.
Neighbor maintenance
Every peer in the system maintains a constant-sized set of neighbors (32 in our implementation). Our primary requirement is that these neighbors are diverse in terms of both latency and geography, so as to increase the likelihood that peers can route queries towards a given target region (and away from the corresponding forbidden region).
To maintain as diverse a set of neighbors as possible, each peer p maintains two sets of peers: (1) a set of m knownactive peers, whom p has heard from recently, and (2) a set of n neighbors, which p uses when processing queries, The known-active set is larger (4× in our implementation), and is used for populating the neighbor set as follows:
Latency diversity. Peers regularly obtain round-trip time (RTT) measurements to peers in their known-active set: they actively ping peers when they first meet (and periodically thereafter), and record the RTTs from routing messages. When a peer obtains a new RTT measurement, it updates its knownactive set of peers, and decides whether or not its neighbor set should be updated. To maintain a diverse set of neighbors, the invariant we would like to maintain is that, at any point in time, a peer's relative differences in latencies to its neighbors are maximized. We approximate this with the following simple heuristic:
Periodically, each peer p determines his most redundant neighbor in terms of RTT. Suppose r i represents neighbor i's RTT to p, and that r i ≤ r i+1 for all i. Neighbor i's "redundancy" is captured by the inverse of its relative difference to its neighboring values: ri ri+1−ri−1 (for notational convenience, let r −1 = −∞ and r n+1 = ∞). Peer p then removes the neighbor i with the greatest redundancy, and adds a random peer from its known-active set 4 .
Geographic diversity. A geographically diverse set of neighbors is also important in Alibi Routing; it increases the likelihood that each relay has a neighbor outside of a given forbidden region. In Alibi Routing, when peers exchange entries from their known-active set with one another, they share not only a list of peers they know, but also those peers' GPS coordinates (including their own). Sharing geographic information is important for processing queries ( §4.4), so we leverage them for achieving diverse neighbors, as well. To achieve geographic diversity, we apply a similar heuristic as with latencies: Peer p computes the bearing θ i between its GPS coordinate and q i 's, that is, θ i = tan
, and removes the "most redundant" bearing from the list. θ i is considered the most redundant if it has the smallest average difference with its predecessor θ i−1 and successor θ i+1 .
These measures of diversity guide an Alibi Routing peer's decisions as to what neighbors to add or drop. Adding new neighbors is done as follows:
Joining. To join, n first contacts a peer p it knows, and obtains p's known-active set (this contains but is not limited to p's neighbor set). n then pings these nodes with a random nonce, asks them for their GPS coordinates, adds them to his known-active set, and uses them to construct his own neighbor set, as described above. Note that the neighbor set of a new node is likely to be different from the node that bootstrapped it (unless they are extremely close to one another). This process is trivial to bootstrap-any peer can initiate its own instance of a Alibi Routing overlay-and permits incremental deployment.
Establishing neighbors. When a peer p decides to add peer q as a neighbor, p first pings q with a random nonce, and records the RTT. All pings in Alibi Routing have such an unpredictable nonce; without it, q could under-report his RTT by constructing and sending a response before receiving p's ping 5 . The peers then exchange their GPS coordinatesprecise locations would be a violation of the users' privacy, but fortunately, as Figure 2 indicates, even relatively coarsegrained GPS coordinates (city-or often even country-level) often suffice. Finally, the peers establish a shared symmetric key, which they use to compute and verify MACs on the packets they forward for one another. This same process applies when establishing a connection between a source node s and an alibi peer a: the MACs provide the proof that a indeed forwarded the packet, as described in Section 3. Properties. Note that our neighbor maintenance protocol does not explicitly invoke user trust assumptions, nor does it make use of forbidden regions. Peers can lie about the data they share-they can arbitrarily inflate latencies and completely forge GPS coordinates. However, as we will see, Alibi Routing uses the fact that attackers cannot lie about having lower latencies in order to filter out false information from potentially forbidden peers. We demonstrate in Section 5 that these mechanisms ensure that Alibi Routing is safe regardless of any peer's neighbor set.
Query processing
When a peer obtains a query message, its task is to determine the next-hop neighbor who has the greatest chance of locating an alibi. Because of its adversarial setting, we can think of query processing as having to satisfy two conditions: safety and progress. First, the next-hop neighbor must be safe, i.e., the neighbor must not reside in a forbidden region nor can communication with the neighbor traverse a forbidden region. Second, each hop must make as much progress as possible towards a target region. We next describe how a peer checks both of these conditions.
Safety: Determining trustworthy neighbors
Suppose peer q is processing a query s, d, F, T . How does q determine with certainty that one of its neighbors, n, is not in F ?
The insight is that the latency between two nodes cannot be lower than the speed of light (c) would permit. So long as peer q knows its own latitude and longitude, it can compute d = ShortestDistance(q, F ): the great-circle distance between itself and the closest point in F . It can then use this distance to estimate what the minimum possible RTT is between itself and any node in the forbidden region. We denote this minimum RTT by F (q). Concretely, if q's lowest measured RTT to n is L(q, n), then q can be certain that n is not in the forbidden region so long as
A peer that satisfies this condition is certainly not in the forbidden region. However, if peer n does not satisfy the condition, it does not necessarily mean that n is in F ; only that q cannot determine with certainty that n is not in F .
Estimating F : the minimum possible RTT. This approach depends heavily on being able to estimate F (q), the minimum possible RTT between peer q and any possible host in forbidden region F . As information cannot travel faster than the speed of light, the safest approach is to let F (q) = 2 c · ShortestDistance(q, F ) (the factor of two captures the fact that F represents a round-trip time).
However, assuming that all information can travel this fast may be overly conservative-real latencies are typically not so close to the speed of light, so we may be able to identify more peers as being trustworthy if we can choose a larger (but still safe) value. Agarwal and Lorch [1] observed from latency measurements on over 3.5 million gaming consoles that there is an approximately linear relationship between RTTs and the great-circle distance between two hosts on Earth. The least-squares fit they propose represents approximately a five-fold increase over the speed of light. However, their fit overestimates latencies for many node pairs. Overestimating latencies could violate correctness in our setting: it would correspond to a peer believing that one of its neighbors is not in a forbidden region when it really is.
What, then, is a mapping from distance to RTT that is safe (i.e., close to 2/c) but not overly conservative (i.e., not much closer to 2/c than what current links achieve)? There are many factors that influence how close Internet communication comes to the speed of light. Most fiber-optic links achieve approximately 2/3 the speed of light, while coaxial cables typically obtain between 66-82%, depending on the type of insulator [6] . Additionally, there are serialization delays, buffering at routers, and so on [42] , but lacking a concrete understanding of how much "friction" such effects add to various regions of the Internet, we choose to err on the side of safety and assume these delays are zero.
We take the conservative approach of assuming fiber-optic links operating at 2/3 the speed of light, and zero delays otherwise. Thus, we estimate the lowest possible RTT between q and F as follows:
We observe that all points in Agarwal and Lorch's data fall above this line. We have also verified this property with all data that we have collected in our experiments on PlanetLab.
A particularly useful property of Eqs. (3) and (4) is that they require only information that is readily accessible to the peer seeking to check the condition. Note that, to compute them, q needs to know: (1) its own geographic coordinates (we assume each user knows where he or she is, at least to some reasonably fine granularity), (2) the forbidden region (which is provided in the query), and (3) its observed RTT to n. Moreover, we argue in Section 5 that an adversarial neighbor n cannot meaningfully manipulate q's computation as to whether n meets the safety condition.
Progress: Efficiently finding alibis
Consider node q with safe neighbors S = {n 1 , . . . , n |S| }. There are two broad cases to consider: (1) If q is not in a target region, it must get the query closer to one. (2) If q is in a target region, it should forward the query to a relay that reduces the latency inflation between source and destination.
Getting to a target region. If neither q nor its safe neighbors are in a target region, q must pick the neighbors who have the greatest chance of ultimately forwarding the query to someone who is. It may seem tempting to choose the safe neighbor who is the closest to some t i , that is, the n i ∈ S who minimizes T (n i ). This would ensure that the query makes progress at each hop, but it can also cause queries to fail. For example, neighbor n 2 in Figure 3 (c) is closest to the target region, but because it is also close to the forbidden region, it is likely to have few safe neighbors to forward to.
The key insight is that neighbors with larger distances to the forbidden region will have larger values of F , and therefore will have more neighbors who satisfy the safety condition. We balance the two goals-get closer to T while staying far from F -by having q choose neighbor n i who minimizes T (n i ) − F (n i ). In the example in Figure 3(c) , the progress that q's neighbors make are represented by the shaded circles: n i 's circle is centered at n i and has radius F (n i ). A neighbor's progress is captured by how close this circle is to T . Note that n 1 maximizes progress, and is therefore the most likely to have a neighbor who is not only close to T , but possibly inside it. q would therefore choose n 1 as the next hop in this example.
Avoiding local minima
Alibi Routing is in some ways similar to prior "geographic routing" protocols, in that it uses a heuristic to measure progress towards a goal (we describe prior work in this area in Section 7). A classic problem facing greedy heuristics is that they are likely to run into local minima: when processing a query, peer p ∈ T may have the lowest value of T − F out of all of its neighbors. What this means in Alibi Routing is that it may be necessary to sometimes forward queries away from a target region in order to find a peer who knows neighbors who can ultimately get the query to the target.
We make use of two key mechanisms to achieve this. First, each peer p maintains data about its two-hop neighbors, N 2 (p).
To do so, p periodically requests each of his one-hop neighbors q ∈ N 1 (p) to send him N 1 (q). When forwarding a query, p chooses the neighbor q ∈ N 1 (p) who has neighbor n who minimizes T (n) − F (n). This helps avoid some local minima, but there may still be peers who appear to make better progress than any of their two-hop neighbors.
To this end, the second metric we make use of is query forking. Each peer randomly splits its neighbors into two disjoint sets, S 1 and S 2 . When processing a query, the peer forwards it to peer p i ∈ S i who minimizes the progress condition, T − F , for both i = 1 and 2. This has the possibility of introducing loops, and thus each peer maintains short-lived state of what queries they have seen; if they receive a query they have already seen, they simply drop it. Query forking also has the possibility of flooding a larger portion of the network than necessary, if left unconstrained. To address this, each query contains a TTL, and we use a simple expanding ring search: a source node initializes TTL to 2, and increments it until it succeeds, up to a maximum supported TTL (in our implementation, we have observed that a TTL above 7 does not yield enough marginal return to merit how many additional nodes it contacts).
Alibi Routing is unique with respect to many other overlay routing systems in that it bases its routing decisions only on a vague notion of where the destination might be (target regions can constitute a huge portion of the world). As we will demonstrate in Section 6, however, Alibi Routing is still able to achieve high success rates without contacting many nodes. Before we evaluate empirically, however, we analyze Alibi Routing's security properties.
SECURITY ANALYSIS
We analyze Alibi Routing's security with respect to attacks on its safety and progress, and discuss attacks that Alibi Routing does not seek to solve.
Attacks on safety. We begin our security analysis by considering attacks that seek to undetectably divert traffic through a forbidden region. First, we show that one cannot trick a trusted peer into thinking that an unsafe peer is safe: PROPERTY 1. If q ∈ F , then there does not exist a trustworthy peer p for which q satisfies the safety condition.
Conceptually, this is true because q would have to fabricate a lower latency than is physically possible to appear convincingly safe to p. To see this, recall that F (p) is the minimum possible latency between p and any point in F . Because q ∈ F , we have L(p, q) ≥ F (p), that is, there exists some ∆ ≥ 0 such that L(p, q) − ∆ = F (p). Suppose that q were indeed able to satisfy the safety condition; then L(p, q) F (p), that is, there would exist some δ > 0 such that L(p, q) + δ = F (p). These together would imply that δ = −∆, and thus that ∆ < 0, a contradiction.
We next show that the Alibi Routing protocol is not susceptible to packet manipulation by nodes within a forbidden region. Moreover, this security property ensures that any packet from an attacker in a forbidden region will be ignored altogether. To see this, suppose peer p is trustworthy. Suppose further that p forwarded a packet through q, but that in the process of doing so, the packet traversed F and yet p did not ignore it. Because a trustworthy peer p ignores any packet that violates Eq. (1), the supposition that p did not ignore it would mean that R(p, q) min f ∈F (R(p, f ) + R(f, q)). The only way that this inequality could hold for a packet that traversed F is if q and F are colluding, and thus that q ∈ F . However, Property 1 says that, if p is trustworthy and q ∈ F , then p would not believe q to be safe, and therefore would not have forwarded a packet through q in the first place. We thus have our contradiction: a packet that traverses F must have been ignored by any trustworthy peer.
Note that establishing Properties 1 and 2 required no assumptions of the peers' neighbor sets. This leads to an interesting corollary that Alibi Routing is safe regardless of any peer's neighbor set.
Attacks on progress. An adversary could launch an eclipse attack [41] by attempting to populate a victim's neighbor set with all attackers. Note that such an attack would require an attacker to be very close to the victim. Although, as we have shown, the attacker cannot violate the victim's safety, it may be able to impact progress. Recall that next-hop peers are ranked by their progress condition: the neighbor n who minimizes T (n) − F (n) makes the most progress. Peers who are most susceptible to an eclipse attack are those who are closest to F (n) and thus have small values of F (n) Thus, the more likely a peer n is susceptible to an eclipse attack by attackers in F , the greater the value of T (n)− F (n) in general, and thus the less likely n will be chosen as a next hop in a query. Constraining progress therefore requires proximity to otherwise viable relays.
Non-attacks.
We close this section by describing some attacks on users that we do not believe need to be solved by a provable route avoidance system, as they can be solved by combining Alibi Routing with a more traditional system. Laundering attack traffic. In any overlay routing system, relays could be used for reflecting attack traffic: s could send attack traffic to d via a relay r to make it appear that r is the one attacking. We do not believe there is any fundamental difference between such an attack in Alibi Routing and other systems, and so traditional approaches apply (e.g., white-listing sources or destinations, as in Tor [10] , and ratelimiting how much a peer contributes to the system, as in BitTorrent [9] ).
Sending copies of data to attackers. Any host or router on the path from s through an alibi to d could send copies of packets to the forbidden region. This does not violate Alibi Routing's goals: to establish an unadulterated path of communication between s and d. Keeping communication private is, of course, an important issue: to this end, s and d ought to employ end-to-end encryption. Further, if s and d desire sender and/or receiver anonymity, they should apply anonymous systems such as Tor [10] or P5 [40] . Alibi Routing can be composed with such systems to provide defense in depth, for instance by using the alibi condition when constructing Tor circuits ( §7).
EVALUATION
We present an evaluation of Alibi Routing using both simulations and an implementation deployed on PlanetLab. Our data and code are publicly available.
Who can be avoided?
The first question we seek to evaluate is: for what source, destination, forbidden region triples could alibis exist?
To answer this, we compute target regions using the method described in Section 4.2.2 with both data collected from PlanetLab and using a simulated deployment of 20,000 nodes. For forbidden regions, we used several countries identified in the 2012 Internet Enemies Report [34] -China, Syria, North Korea, and Saudi Arabia-as well as the three other countries with the most number of Internet users as of the time of this writing-USA, India, and Japan.
Who can avoid whom? Using latency data we gathered from PlanetLab, we simulated Alibi Routing with different inequality values (δ from Eq. (1)). Figure 4 shows the fraction of source-destination pairs of PlanetLab nodes for which (from bottom to top):
(1) There is no target region whatsoever. This happens infrequently, and with greater values of δ; it reflects the instances in which the source and/or destinations are simply too close to the forbidden region to obtain proof (we do not include in our evaluation instances where s or d are inside F ).
(2) There are no hosts within the target region. This would improve with a more geographically diverse deployment, yet even with our 425-node PlanetLab dataset, we find these numbers to be encouraging.
(3) There is no safe path to the target region. This, too would improve with a more geographically diverse deployment.
(4) The source-destination pair does not need a relay to be able to communicate while provably avoiding the forbidden region (i.e., the source is in the target region). This is rather common in our dataset, and corresponds to instances wherein both source and destination are far from the forbidden region (for example, two hosts on the same subnet obtaining sub-millisecond latencies would not need to use a third party relay to ensure they are avoiding someone thousands of miles away).
(5) An alibi relay is necessary and Alibi Routing succeeds in finding one. Finally, we see the fraction of hosts who need an alibi, and for whom Alibi Routing would be able to deliver one. This value generally increases with larger values of δ: when avoiding China, for instance, Alibi Routing would be able to locate alibis for roughly 80% of source-destination pairs when δ = 1.0, but far fewer when δ is as low as 0.5. This is actually reflective of the fact that the system does not need alibis when δ is very low (and would have instead fallen into category (4) above). These results are also correlated with location: note that Saudi Arabia, and Syria show similar trends and are geographically proximal.
In the vast majority of cases, target regions are non-null, and in fact, Alibi Routing can be successful. Figure 4 only measures the case when a safe path to a node in the target region can be found: our later experiments measure the fraction of time such paths find relays that satisfy the alibi condition (Eq. (1)).
How well populated are target regions? The above results demonstrate how often an alibi is needed and, when so, how often a peer can find at least one. We next investigate how many alibis are available in a much larger (simulated) deployment of 20,000 nodes. We chose the location of these nodes by subsampling the MaxMind node list [26] which provides a representative sample of global Internet deployment. For each forbidden region, and for each pair of nodes in our data set, we computed the target region (if any), and counted the number of simulated nodes contained in the target region.
Figures 5(a) and 5(b) show the CDF of number of nodes that lie in the target regions with the USA and China as forbidden regions. Each plot contains data for three different inequality factors (δ). As expected, as δ increases, constraints on the target region are stronger, which leads to smaller target regions and fewer possible relays. Figure 5(b) shows that approximately 10% of pairs are not able to provably avoid China when the inequality factor is set to 1.0; this number rises to 22% for the USA.
Intuitively, it will be more difficult to find valid alibis when the source or destination node is close to the forbidden region. Figure 6 quantifies this. Each point in this figure represents a source-destination pair, with x-value equal to the minimum distance of either the source or the destination to the forbidden region. The horizontal gaps in these plots is due to oceans: in a global deployment, distances between nodes are not uniformly distributed. The y-value corresponds to the number of possible relay nodes available to the source-destination pair for the given forbidden region.
For both the USA and China set as forbidden, Figure 6 shows the expected strong correlation between the minimum distance and the number of possible relays. In most cases, when relays cannot be found, either the source or destination is close to the forbidden region. Similarly, as the inequality factor increases, the target regions are constrained, resulting in fewer possible relays: the vertical striations in the graph captures this phenomenon.
How predictive are target regions?
Recall that target regions indicate the geographic areas wherein alibi nodes may exist; that is, no peers outside a target region could possibly be an alibi, but not all peers within a target region are guaranteed to have low enough latencies to be a viable alibi. We next evaluate how predictive target regions are by measuring the likelihood that a given peer within a target region can forward packets quickly enough to satisfy the alibi conditions (Eq. (1)). To assess what fraction of nodes in the target region are viable alibis, we conducted the following experiment: we periodically, once every 10 minutes, computed all-pairs pings between each pair of nodes on PlanetLab for 24 hours. During each run, each host sent five pings to all other hosts, and we recorded this data. Next, for different forbidden regions, we computed target regions, and classified whether a PlanetLab host was a possible alibi, i.e., whether or not it was in the target region. Figure 7 (a) plots, over all (source, destination, possible alibi) triples, the cumulative distribution of the fraction of times a possible alibi passes the alibi condition, i.e., the possible alibi is a viable relay. The plot shows that about half of the time, PlanetLab nodes in the target region are not able to pass the alibi condition. This is explained partly by the routing centrality of the US [19] : disproportionately many routes pass through the US, thus even if a peer is in the target region, there may not be a safe path to it. Further, delays within PlanetLab and queuing delays on the Internet ensure that only relays that are very favorably placed can pass the alibi condition. The picture is different when China is considered the forbidden region (Figure 7(b) ). For low inequality values, only in about 5% of the cases can a valid alibi not be found. We acknowledge that this real-world measurement result is biased by the placement of PlanetLab nodes.
Over one day of pings, the RTTs we measured did not change enough to cause nodes to oscillate between being valid alibis and not. If a node was ever a valid alibi, it remained so (with high probability) for all our measurements. The same is true for nodes that were never a valid alibi.
We next turn to evaluating how close to these ideals our specific Alibi Routing protocol performs.
Alibi Routing success and performance
We next measure how successful Alibi Routing is at finding alibis "in the wild" by running our implementation on 370 PlanetLab hosts, and through a simulation over tens of thousands of nodes. Our findings indicate that Alibi Routing succeeds the vast majority of the time, and moreover, finds alibis quickly. Table 1 shows Alibi Routing's success rate for a simulated dataset with 10,000 and 20,000 nodes subsampled from the MaxMind node set [26] . In these results, we capped the maximum TTL to 7, and with this setting, for larger values of δ, the protocol is successful about 84% of the time for the 10,000 node deployment. Running the protocol with much larger TTLs would increase the success rate, as it would increase the chances of finding a path to a target region. However, larger TTLs impose an exponentially higher cost (in terms of messages and nodes contacted) for these queries. For our PlanetLab deployment (Table 2) , our implementation (also with max TTL 7) has near 100% success rate regardless of the inequality factor. Tables 3 and 4 show the protocol overhead in terms of average number of nodes contacted, both for simulations and the PlanetLab deployment. The average overhead is extremely low: on average, on PlanetLab, most searches terminate in two hops. In our simulations, even with 20,000 nodes, the average search cost is less than 40 nodes. The peak search cost is incurred in the 10,000 node case with inequality factor set to 0.5. This, too, is because a very low δ makes it easy to find eligible relays, and a large δ constrains the target region such that the search cannot proceed very far before all eligible nodes are exhausted.
Figures 8(a) and 8(b) show the time taken to find relays, as measured by the gettimeofday() call at the source for the cases when a relay is found. The plots show data for all source-destination pairs when they are trying to avoid USA or China. There are relatively few feasible pairs with a nonnull target region for δ = 1.0 when trying to avoid the USA, and the corresponding CDF does not have many data points. Note that the plots do not include the cases when a relay cannot be found: in these cases, our code waits for a maximum of 40 seconds before timing out on ongoing searches. The plots show that for successful queries, our implementation finds relays relatively quickly, the vast majority being found in less than one second. Interestingly, the time it takes to find alibis for δ = 0.5 is usually higher than the time taken for δ = 1.0. This is because the target regions are smaller for δ = 1.0, causing more queries to fail (which is not captured in this plot but is evident in Tables 1 and 2 ).
Figures 9(a) and 9(b) show how Alibi Routing affects endto-end latency. Again, the plots show the data for all pairs when they are trying to avoid either the USA or China. For many pairs, Alibi Routing improves latency [36, 25] . But for the vast majority, it increases latency by less than 50%. This is a surprisingly positive result, given both the geographic area covered by the USA and China, and their routing centrality. Finally, we note that when relays can be found, latency inflation is relatively insular to the inequality factor.
RELATED WORK
Alibi Routing is broadly related to a wide range of work towards influencing what paths users' packets take, inferring what actions were taken within a distributed system, and hiding packet contents from untrusted third parties. We discuss related work here, and observe that Alibi Routing constitutes a unique set of goals that are largely orthogonal and complementary to prior systems.
Avoidance without proof. Recently, there has been a wide array of research into systems that avoid parts of the network via explicit support from in-network routers [21, 23, 24, 49] . For example, LIFEGUARD [21] identifies routing failures and routes around them by sending BGP messages that "poison" a failure-prone area. Also, Kline and Reiher [23] propose a scheme for avoidance routing that involves explicit participation from BGP routers; the idea is to issue queries for destinations that also include requests for certain security properties, such as an AS's location. However, none of these prior systems offer proof of avoidance, and are designed to operate in non-adversarial settings. Each of these prior systems trusts, to some extent, the ASes in the network to follow the protocol; for instance, to avoid an AS, LIFEGUARD relies on that AS to announce poor routes, which a routing-capable adversary [37] could easily avoid. What distinguishes our approach from these is the goal of proving that an area of the network was avoided, without explicit involvement of those whom users seek to avoid. Additionally, because Alibi Routing is a peer-to-peer system, it can be deployed without broad adoption by ISPs.
Policy routing. Many prior systems allow hosts to express some degree of path preference [14, 35, 47, 48] , including the original IP RFC [31] . More recent systems have introduced the ability of enforcing compliance to users' desired routing policies [28, 22] ; these systems in particular obtain proof that a packet traversed a sequence of locations in the network, even in an adversarial setting. However, none of these systems offer proofs of avoidance; they can ensure that a packet visits an ordered set of entities in the network, but do not detect the intermediate hops: what Kim et al. refer to as the path detour attack [22] . In this sense, Alibi Routing is orthogonal and potentially complementary; we use a much more rudimentary form of path enforcement (the relay simply signs the packet)-policy enforcement mechanisms could improve this, particularly if Alibi Routing were to be expanded to support multi-relay paths.
Obfuscating packet contents. Anonymity and censorshipresistant systems often hide packets' contents via obfuscating proxies [8, 10, 40] or steganography [11] . Whereas Alibi Routing seeks to avoid censors altogether, these approaches seek an orthogonal set of properties: to minimize what a censor can learn when it sees a user's traffic.
Several recent approaches broadly referred to as decoy routing [18, 46, 17] , attempt to make it appear to a censor that the user is communicating with some destination d whom the censor allows. In reality, a "decoy router" on the path from the user to d intercepts these requests, and serves as a proxy to the user's true destination. As these systems also "use and confuse" forbidden regions, they too seek goals orthogonal to Alibi Routing's.
A natural question to ask is: why do we need Alibi Routing if we have systems that preserve anonymity and encrypt end-to-end? In practice, no one approach works all the time: anonymity systems must typically make their proxies wellknown, and thus a resource-rich adversary may be able to identify and block access to them; decoy routing systems make strong trust assumptions that are not compatible with routing-capable adversaries [37] ; and of course Alibi Routing itself cannot make any avoidance guarantees for users within a censored regime.
We believe, however, that Alibi Routing complements the others well. For example, consider Tor [10] , in which a source chooses a set of relay nodes and constructs a virtual circuit through them. These relays are typically chosen at random, but doing so can result in two consecutive relays whose traffic transits a censoring regime. Alibi Routing can be applied to Tor's relay selection to compute which circuits provably avoid known censors. Alibi Routing also composes well with decoy routing: one could for instance use decoy routing to get out of a censored regime, and Alibi Routing to avoid others further down the path. These are but brief design sketches, but they demonstrate Alibi Routing's potential for composing with prior work.
Influencing underlay paths with overlay routes. Overlay routing protocols, such as RON [3] and SOSR [15] , demonstrate that overlay paths can be used to influence and improve upon the underlay paths that packets take. A natural approach would be to use overlay routing to find a path that avoids a censor-much like how SOSR uses one-hop relays to avoid slow parts of the network. This is in essence the approach we take, but the primary challenges are in proving when a relay avoids a part of the network, and finding relays who can achieve such proof. To meet this goal, our overlay routing techniques exploit the connection between geographic distance and latencies.
Other systems incorporate latency measurements into overlay routing [25, 36, 44] . Meridian [44] is an unstructured overlay system that iteratively uses latency measurements to perform a set of queries, such as nearest-neighbor search and leader election. It may be possible to achieve some form of avoidance routing with Meridian, for instance as a sort of "nearest-but-not-too-near" neighbor search. However, Meridian is not designed to operate in an adversarial setting, and, unfortunately, it is straightforward for an attacker to appear to be "not too near" by fabricating higher RTTs. We believe that the mechanisms we present in this paper can be generally applied in securing these systems.
Geographic routing. Geographic routing protocols incorporate the location of nodes in their routing decisions [20, 32, 23] , as does Alibi Routing. The typical approach to geographic routing is to apply a greedy heuristic which attempts to move as close to the target as possible at each hop. This is similar to Alibi Routing's use of target regions, but we are not aware of any geographic routing protocol that achieves avoidance in an adversarial setting. In such a setting, applying a greedy heuristic can, in the worst case, traverse the forbidden region; even when the heuristic is safe, it may end up forwarding it to a node who is just outside the border of the forbidden country. Alibi Routing shows that progress and safety must be balanced to achieve high query success rate; we believe these lessons can apply to other geographic routing protocols, as well.
Accountability and provenance. A tempting way to prove what routers did not do is to exhaustively prove what actions they did take. There is a wealth of prior work on holding participants in a network accountable for the actions they did take [2, 16, 50] . For instance, PeerReview [16] assigns "witnesses" to each participant, which monitor all incoming and outgoing messages, and emulate the protocol to ensure that the participant behaved correctly. More recent findings apply counterfactual reasoning to observations about the network to achieve "negative provenance:" attributing a set of (in)actions led to the absence of an expected event [45] .
Unfortunately, it is not clear how to apply these approaches to solve the problem of provable route avoidance; it would appear to require witnesses to be able to verify latency measurements (which does not seem possible in general settings, but would be an interesting area of future work).
Alibi Routing's light-weight proof structure can be performed using only local observations. We believe our "proof by alibi" can be combined with both positive and negative provenance systems to yield a broader set of inferences.
CONCLUSION
This paper introduces a primitive, provable avoidance routing, that, when given a destination and region to avoid, provides "proof" after the fact that a packet and its response did not traverse the forbidden region. We rely on the insight that a packet could provide an "alibi"-a place and time where it was-to prove that it must have avoided the forbidden region in transit from source to destination.
To demonstrate the feasibility of implementing this primitive, we have developed and evaluated an overlay routing protocol, Alibi Routing. Alibi Routing assumes that nodes outside the forbidden region are trustworthy in reporting their geographic locations and in vouching for neighbors that are too nearby to be in the forbidden region. It leverages this assumption to direct relay discovery queries toward a target region in which alibis might reside.
Our empirical results show that Alibi Routing is effective at finding alibis for a range of forbidden countries. However, Alibi Routing is not a panacea; primarily, it is unable to assist hosts who are very close to (or, of course, inside of) the regions they seek to avoid. But because its properties are largely orthogonal to prior work, we believe that Alibi Routing will compose well with them to strengthen their security guarantees. Moreover, we believe the techniques we have introduced can be applied to myriad other domains.
There are several possible extensions to Alibi Routing. Allowing routes through more than one relay could potentially improve Alibi Routing's success rates; discovering multirelay paths and generating proof that they collectively avoid a forbidden region is an interesting area of future work.
Our implementation and data are publicly available at:
https://alibi.cs.umd.edu
