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Al snel nadat ik in mei 1999 aan mijn promotieonderzoek begonnen was, ontdekte 
ik dat het schrijven van een proefschrift een evolutieproces is. Het AIO-voorstel, 
waarin het promotieproject omschreven is, dient als een wetenschappelijke 
oersoep waarin allerlei basale ideeën ontstaan. Alleen die ideeën die zich het best 
ontwikkelen bereiken het proefschrift.  
Dit proces voltrekt zich helaas niet vanzelf. Als promovendus had ik de taak 
om de oersoep in mijn hersenen op te nemen en daar het evolutieproces te doen 
plaatsvinden. Dit valt te zien als een soort geestelijk kookproces waarbij 
begrippen als overkoken, stoom afblazen en aanbranden een geheel eigen 
betekenis krijgen. 
Om dit proces beter te laten verlopen, heb ik van mijn promoteres (Peter 
Leeflang en Dick Wittink) les in wetenschappelijk koken gehad. In sommige 
gevallen betrof dit daadwerkelijk meekoken, in andere gevallen hadden ze een 
meer ondersteunende en sturende rol. Dit laatste betekende dat zij de zich uit de 
oersoep voortspruitende ideeën op hun wetenschappelijke overlevingskans 
toetsten. Daar waar mogelijk werden ideeën bijgestuurd, echter dinosauriërs en 
dodo’s werden zonder pardon door al dan niet menselijk ingrijpen uitgeroeid. Ik 
realiseer me hun onmisbaarheid voor de afronding van mijn proefschrift en wil 
hen dan ook op deze plek als eerste bedanken. 
Als tweede wil ik ACNielsen bedanken voor de sponsoring van het project, in 
het bijzonder mijn directe contactpersonen: Toine Boonman, Gilian Halewijn, 
Stephen Langestraat, Johan van der Horn en Rutger Druijve. Gedurende het 
proces hebben zij verschillende ingrediënten geleverd die tot het eindproduct 
geleid hebben. Vooral de bewaking van de praktische insteek heb ik zeer op prijs 
gesteld.  
Ook wil ik de leden van de beoordelingscommissie bedanken: Bart 
Bronnenberg, Janny Hoekstra en Ton Steerneman. Alledrie hebben ze hun eigen 
betekenis gehad voor mijn proefschrift. Bart Bronnenberg als inspirator voor 
hoofstuk 5, Janny Hoekstra als steun op persoonlijk en wetenschappelijk gebied 
en Ton Steerneman als ondersteuner op statistisch gebied.  
Voor een aantal hoofdstukken heb ik het geluk gehad met anderen te mogen 
samenwerken. Viola Braaksma en Hanneke Schreuder ben ik veel dank 
verschuldigd voor hun werk aan het onderzoek naar local marketing onder 
fabrikanten (hoofdstuk 3). Met name hun fanatisme om de non-respons terug te 
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samen bevechten van dagelijkse verkoopgegevens van één supermarkt (hoofdstuk 
5). Harald van Heerde ben ik dankbaar voor zijn bijdrage als co-promotor, met  
name voor het denkwerk aan en het afbakenen van het onderzoek in hoofdstuk 6.  
Als laatste wil ik mijn ouders, familie, vrienden en nog niet genoemde 
collega’s bedanken voor hun persoonlijke ondersteuning. In het bijzonder bedank 
ik Arjan Wesseling, Mark Gorter, Willem Koop, Csilla Horvath en Jeannette 
Wiersema voor de hulp indien de oersoep eens aanbrandde, stoom af moest blazen 
of overkookte. 
 
Groningen, november 2003 
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In 1835 the Beagle arrived in the Galapagos archipelago. One of its crew 
members, Charles Darwin, discovered that different species of finches lived on 
the different islands. These finches had different types of beaks customized to the 
diet on each island (seeds, insects). Nature had formed these species by selecting 
those finches that were better able to survive (natural selection). This discovery 
led to Darwin’s theory of evolution. 
  When we travel around the country we discover that there are many 
differences between stores belonging to the same chain, situated in different 
neighborhoods. If we take a closer look we see that some of these stores 
customize their marketing mix to the specific needs and wants of a neighborhood. 
For example, stores in a neighborhood with many babies may (i) allocate more 
shelf space to products such as diapers and baby food, (ii) select products based 
on the consumer profile, and (iii) adapt the promotional program to the local 
competition. This strategy is used to perform better (survive) and is called local 
marketing – the subject of this thesis.   
  However, local marketing is not the only possible strategy to compete. Treacy 
and Wiersma (1993) state that the key issue for most firms is how to deliver 
superior customer value. This can be done by choosing one of the following value 
disciplines or strategies: customer intimacy (tailoring products to the individual 
customer), operational excellence (excelling in operational aspects) or product 
leadership (offering continuously improved products and/or services). Local 
marketing fits a customer intimacy discipline best (see also Chapter 2). 
  In this thesis we study local marketing. Local marketing has recently received 
increased attention from both practice and marketing science. This study aims to 
enhance the knowledge about local marketing. Specifically, the objectives of this 
thesis are to study (i) the definition of local marketing and its origin, (ii) the 
implementation of local marketing in Dutch practice, (iii) existing models for 
local marketing, their shortcomings and the available data, and (iv) models that 











H1+preface contents final.doc 
 
 
In Chapter 2 we focus on the first objective: the definition and history of local 
marketing. We make the implicit definition used in this introduction more specific 
(local marketing as the customization of a store to the neighborhood). We 
compare alternative terms and definitions. The second part of Chapter 2 considers 
the origin of local marketing. We describe relevant developments in marketing 
and discuss their implications. This chapter also explains why local marketing is 
relevant nowadays. 
  In Chapter 3 we consider local marketing in Dutch practice (second 
objective). We address the following questions: (i) why is local marketing applied, 
(ii) how is local marketing applied, and (iii) how much does local marketing 
depend on the marketing instruments. We study these questions in both a 
qualitative (in-depth interviews) and a quantitative way (written survey).  
  In Chapter 4 we study existing models, their shortcomings and store profile 
data (third objective). First, we illustrate what is done in practice by describing 
the products offered by ACNielsen. Second, we discuss the models developed in 
the marketing science literature that relate store profile variables to marketing mix 
effects. The last part of this chapter considers the data on store profiles available 
in the Netherlands. We focus on data on consumer characteristics. 
  In Chapter 5 we consider the problem that there is often insufficient data to 
estimate marketing instrument effects for a single store based on weekly data. 
There are usually too few weeks to estimate complex models for a single store. 
We calibrate a model on daily data which results in six times as many 
observations (the store is usually closed on Sundays) which enables us to estimate 
more complex models. We develop a model to decompose price effects in terms 
of sales within and across categories. We extend recently developed sales 
decomposition models. By modeling a single store we accommodate store 
heterogeneity by estimating store-specific effects. 
  In Chapter 6 we consider the problems associated with the use of cross-
sectional data (across stores). Current models for local marketing use these data to 
estimate sales potential and instrument effects. In general, if instruments do not 
vary over time it is tempting to use cross sectional data to determine their effects. 
The problem with data across stores is that unobserved retailer behavior affects 
the use of the marketing instruments. That is, unobserved factors influence the 
levels of the instruments. This implies that the relation between sales and an 
instrument is only partially due to the effect of the instrument on sales, and that Introduction 
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OLS estimates are biased as a result. Specifically, the assumption in OLS of no 
correlation between the error term and the predictor variables is violated. 
  We use similarity-based spatial methods to estimate shelf-space elasticity. 
Shelf-space allocation is an instrument that shows little or no variation over time. 
We develop a model that accommodates unobserved retailer behavior through a 
spatial structure based on store profiles. This spatial structure defines which stores 
are neighbors in a store profile space. The model relates the error term for a store 
to its contiguous neighbors. This method builds on the work of Bronnenberg and 
Mahajan (2001) who use geographical coordinates. We argue that in our 
application it is more appropriate to use store profiles instead. 
  In Chapter 7, we provide a summary of the results of this thesis. We discuss 

























Chapter 2  
Definition and History of Local 
Marketing 
2.1 Introduction 
We study the definition and history of local marketing in this chapter. First we 
study how to define local marketing in Section 2.2. In the next two sections we 
consider local marketing in a historical perspective. Section 2.3 describes the 
relevant changes in marketing in the past century. We relate these changes to 
developments in local marketing in Section 2.4. 
  Local marketing can be studied from both the retailer and manufacturer 
perspective. For the retailer, local marketing implies the optimization of the 
store’s marketing mix. For the manufacturer, local marketing implies optimizing 
the product’s marketing mix at the store level. We focus on the interaction 
between manufacturers and retailers, that is, how manufacturers and retailers 
optimize the marketing mix for a product (category) at the store level. 
2.2 Local marketing, definition 
In this section we discuss (i) the different definitions of local marketing used and 
(ii) how to derive the most appropriate definition. 
  Kotler et al. (2002) position local marketing on a scale ranging from mass 
marketing to individual marketing. Mass marketing implies the same marketing 
mix for all consumers. Individual marketing entails the products and marketing 
programs being tailored to the needs and preferences of individual customers. 
Local marketing lies  between these two extremes and implies segmentation on a 
local level: 
Local marketing involves tailoring brands and promotions to the needs and wants of 
local customer groups - cities, neighbourhoods and even specific stores. (Kotler et al. 
2002 p. 318) 
Kotler et al. (2002, p. 318) consider local marketing and individual marketing as 














Micromarketing is the practice of tailoring products and marketing programmes to 
suit the taste of specific individuals and locations. Micromarketing includes local 
marketing and individual marketing. 
Pearce (1997) uses this definition implicitly when he discusses micromarketing in 
a retailing context. Others define micromarketing in a different way. For example, 
Hoch et al. (1995) describe micromarketing as follows: 
Micromarketing seeks to customize retailing policies to exploit differences across 
stores in consumer characteristics and the competitive environment. 
Montgomery (1997) gives a similar but less explicit definition: 
Micromarketing refers to the customization of marketing mix variables to the store-
level.  
The definition Kotler et al. (2002 p. 318) use for local marketing is what Hoch et 
al. (1995) define as micromarketing. However, it should be noted that Hoch et al. 
(1995) focus their definition at the store level. The local marketing definition of 
Kotler et al. (2002 p.318) is broader and it includes strategies for clusters of 
nearby stores. 
  Marketing practitioners use the expression local marketing to refer to store-
specific use of the marketing mix. ACNielsen (Netherlands), for example offers a 
product called local marketing for this purpose (see www.acnielsen.com, and 
Chapter 4).  
  We asked some practitioners to indicate what they consider local marketing to 
be
1,2: 
Local marketing is adapting the merchandise offered in an individual store, based on 
local factors. 
Local marketing is born from the desire of the storekeeper: the storekeeper wants to 
distinguish himself from colleagues, he wants a local market. He wants specific 
customized actions. 
Local marketing is the translation of marketing from the national level to local 
consumer needs. 
Local marketing is the use of tactical instruments like assortment, logistics and 
promotion, at the store level. 
                                                                        
1 These answers have been chosen from the responses to a survey of Dutch supermarket 
practices. See also Chapter 3. 
2 We translated the answers from Dutch Definition and history of local marketing 
 











Hence, marketing practitioners and Kotler et al. (2002 p.318) use the expression 
local marketing where Hoch et al. (1995) and Montgomery (1997) use 
micromarketing. We prefer the term local marketing because (i) it indicates that 
we are dealing with a geographic location, and (ii) it is more generally accepted. 
Although the expression micromarketing indeed indicates that it involves 
marketing at a disaggregate level, it is less explicit because it lacks a geographical 
connotation.  
  It appears that most of the practitioners’ definitions are related to 
customization at the store level. This is in line with Hoch et al. (1995) and 
Montgomery (1997), but discordant with Kotler et al. (2002, p.318). We prefer a 
definition that makes the level of customization explicit.  
  Furthermore, the definitions differ in how they specify the customization 
basis. Hoch et al. (1995), for example, mention consumer characteristics and 
competitive environment, while Kotler et al. (2002, p. 318) mention local needs 
and wants. Reinartz and Kumar (1999) show that store, market (competitor), and 
consumer variables determine the store’s performance. We therefore include these 
variables in our definition. 
  Hence, we define local marketing as follows: 
Local marketing is the customization of marketing mix variables to the 
store level based on consumer, competitor, and store characteristics. 
2.3 Retailing in a historical perspective 
The retailing landscape changed dramatically during the last century. In around 
1900, retailing was characterized by a great number of often privately owned 
small stores (Messinger and Narasimhan, 1995). Storekeepers, owners of one or 
two small stores, had to deal with powerful manufacturers. Management focused 
mainly on products and production. Nowadays, a few retail organizations 
dominate the market in which the consumer takes a central place. In this section 
we describe the developments in retailing and marketing relevant for local 
marketing. We focus on the following topics: (i) increase in concentration, (ii) 
power, (iii) sales and customer information, and (iv) marketing and management. 















Retail chains driven by economies of scale started to grow in the 1920s (Ghosh, 
1994). In the beginning, chains were not more than groups of independently 
operating grocery stores. Major changes in retailing started with the introduction 
of self service in the 1940s in the U.S. and in the 1950s in Europe. This 
introduction marks the start of the emergence of supermarkets, characterized by a 
dramatic increase over the years in size, turnover, and merchandise sold. Figure 
2.1 illustrates the development in store size for the last 20 years in Europe. 
Between 1980 and 1999, the percentage of stores with more than 1000m
2 selling 
area increased from about 25 percent to 53 percent. We can observe a similar 
increase in size for the US; the average chain store size increased by 38 percent 
over the period between 1983 and 1993 (Messinger and Narasimhan, 1995). 
Together with the increase in size, we see a dramatic reduction in the number of 
stores. Table 2.1 shows the development in number of stores per inhabitant for 
several countries over the last decade. Although the trend in all countries is a 
decrease in number of stores per inhabitant, there are large differences between 
countries. The number of stores per inhabitant tends to be low in Northern Europe 
and higher in Southern Europe. 
  Parallel to the increase in size, we can observe an increased concentration in 
retail organizations. An ongoing process of national and international mergers and 
takeovers has resulted in a market that is dominated by a few firms. Table 2.2 
shows the change in market shares for the top-3 supermarket organizations per 
country in the period 1990-1999. The market share increased in all countries. The 
largest changes occurred in countries where the market share was relatively low in 
1990. For the U.S. (not shown in the table) the concentration takes places in 
metropolitan areas. We find that the average market share per metropolitan area 
for the top-4 increased from 49 percent to 58 percent in the period 1958-1991, 
while at the national level the market share of the top 4 decreased from 22 percent 
to 16 percent (Messinger and Narasimhan, 1995).  Definition and history of local marketing 
 











Figure 2.1 Developments in store size in Europe, percentage of stores with more than 
1000m
2 sales area (source: ACNielsen). 
 
Table 2.1 Developments in number of stores per inhabitant (source: ACNielsen) 
Country  Number of stores per 1000 inhabitants 
 1990  1999 
Belgium 1.40 1.05 
Germany 1.16  0.80 
France 1.12  0.64 
United Kingdom  0.79  0.58 
Sweden 0.90  0.60 
Finland 1.41  0.57 
Austria 1.33  0.85 
Italy 5.41  2.09 
Portugal 3.28 2.66 
Norway 1.49 1.04 
Spain 2.67  1.71 
The Netherlands  0.62  0.38 
United States   0.67
a  0.48 























Table 2.2 Developments in the market share of the top-3 retail organizations (source: 
ACNielsen, FoodTrends) 
Country  Market share top-3 retail organizations 
 1990    1999 
Belgium 55% 62% 
Germany 29%  53% 
France 37%  66% 
United Kingdom  31%  52% 
Sweden 81%  86% 
Finland 79%  80% 
Austria 42%  66% 
Italy 13%  32% 
Portugal 37% 57% 
Norway 55%  86% 
Spain 35%  n.a. 
The Netherlands  45%  78% 
 
Sales- and customer information 
The introduction of scanning in the 1970s marks a fundamental change in 
available sales- and customer information. Before scanning, data collection 
focused on reporting the current state (what is the market share, relative price 
etc.). Data were typically collected on a bi-monthly basis (ACNielsen’s bimonthly 
store audits). This changed after the introduction of scanning, which allowed for a 
more accurate and detailed data collection. Importantly, it is now possible to 
explain or predict market share or sales and use this information to develop better 
decision support systems (Leeflang and Wittink, 2000).  
  On the other hand, firms have to find ways to analyze the dramatic increase in 
the quantity of available information, the so called data explosion. McCann and 
Callagher (1990) illustrate that for a typical category the transition from 
bimonthly store audit data to weekly store level scanner data has led to a 10,000 
times increase in database size and a 9 times increase in the frequency. 
  The development of customer information systems in the 1980s and 1990s 
provides even more insight. Supermarkets introduced customer cards (or loyalty 
cards) that link customers to sales (who buys what). In addition, we can see that 
list brokers started to collect detailed customer information on a large scale. 
Household level information is now available on supermarket choice, product 
preferences, and a variety of background characteristics. 
 Definition and history of local marketing 
 












In retailing, the power shift from manufacturer to retailers is often taken for 
granted. The possible causes include (i) concentration among retailers, (ii) 
consolidation into fewer and bigger stores, (iii) improved information systems, 
(iv) the fragmentation of consumer markets, (v) improved quality of retail 
management personnel, and (vi) a decline in manufacturers’ advertising (e.g. 
Wahl, 1992). On the other hand there are both practitioners and scientists who 
question this supposed shift.   
  Table 2.3 shows the results of two different surveys about power among 
practitioners in Europe and the U.S. Although the questions in these surveys are 
different, they provide useful insight into about the power perceptions in Europe 
and the U.S. The first two columns of the table show European retailers’ 
expectations (in 1994) about the future purchasing power of European retailers. 
We observe that 74 percent of the respondents expect a shift in power toward the 
retailers and hence, that 26 percent does not. The last three columns in Table 2.3 
refer to the U.S. They show chains, retailer and wholesaler answers to the 
question whether there has been a power shift and the direction of this shift. We 
see that the majority of the respondents agrees that a power shift toward the has 
occurred.  
  In academic studies the power shift is addressed by several authors. The 
definition of power is important in this discussion. Many studies follow Stern and 
El-Ansari (1992), who define power as “the ability of one channel member to 
control the decision variables in the marketing strategy of another member in a 
given channel at a different level of distribution”. The key aspect of this definition 
is that power refers to influencing the other’s conduct. Ailawadi et al. (1995) and 
Messenger and Narasimhan (1995) use a narrower power definition. They define 
power as the influencer’s ability to affect the other’s actions to improve his own 
position (profits). This means that one only has power if it results in a 
performance improvement. 
  Studies that use a performance based power definition show that there is little 
evidence of a power shift. Messinger and Narasimhan (1995) conclude that 
neither accounting nor stock market data clearly indicate a shift in power from 
manufacturers to retailers. Ailawadi et al. (1995) report that a shift in market 
power can only be found in a few categories.  














Table 2.3 Purchasing power in Europe and the U.S. (source: Europe: ACnielsen, 1994, 
U.S: Progressive Grocer, 1992) 
Europe U.S. 
Expectations about future  
retailer purchasing power 
Respondent Has  there 
been a 
power shift? 


























Studies that use a conduct based power definition find evidence for a power shift 
in different areas. Retailers, for example, have more pricing power (Kadiyali, 
Chintagunta, and Vilcassim, 2000) and can enforce guaranteed profit margins 
(Krishnan and Soni, 1997). Likewise, we see that retailers are able to demand a 
monetary contribution (slotting fee) for the inclusion of a new product in the 
assortment (see e.g. Bloom and Gundlach, 2000). Furthermore, retailers use 
increased store loyalty to introduce private labels. Table 2.4 shows private label 
shares for several European countries for 1986, 1992, and 1999. We see that, 
although the private label share differs dramatically between countries, the private 
label share grows in all countries except the Netherlands. In the Netherlands the 
share of private labels fluctuates at around 20 percent in the last 20 years. Based 
on separate data, we know that in the U.S. the private label share increased from 
14 percent in 1958 to 19 percent in 1987. 
 
Table 2.4 Private label share (source: ACNielsen, FoodTrends) 
Country      
  1986 1992 1999 
Belgium  15% 20% 26% 
Germany n/a  7%  23% 
France  14% 16% 19% 
United  Kingdom  21% 37% 46% 
Italy  5% 7% 8% 
Spain 5%  8%  17% 
The  Netherlands  19% 16% 20% 
 Definition and history of local marketing 
 











Thus, although changes in retailing have led to a situation where retailers exert 
more control at the instrument level (e.g. pricing power, slotting fees), this has not 
been translated into an increase in retailer performance (no support for a 
performance-based power shift). This phenomenon can be explained by the fact 
that manufacturers took actions to defend their position. The possible actions a 
manufacturer may take include:   
• reducing  the  competition 
•  reinforcing the position toward the consumer 
•  cooperating with the retailer 
•  circumventing the retailer. 
Manufacturers may reduce horizontal competition and in this way limit retailer 
possibilities. Consequently, retailers become more dependent and manufacturers 
more powerful. Manufacturers can reduce horizontal competition through (i) 
cooperation with other manufacturers or (ii) mergers with and takeovers of other 
manufacturers. Critical for the success of this approach is concentration at the 
retailer side. Manufacturers are more likely to stay in power if they are more 
concentrated than the retailers. 
  Table 2.5 shows the top-5 largest manufacturers and retailers worldwide. We 
observe that although the top-5 manufacturers are large in size they are much 
smaller than the top-5 retailers. The total turnover of the top-5 manufacturers is 
about half the turnover of the top-5 retailers. If we include the buying alliances 
between retailers the balance would shift even further (for example, Carrefour has 
a buying alliance with Metro, and Ahold with Safeway and Casino). 
Table 2.5 Worldwide turnover top-5 manufacturers and retailers (source: Fortune 500, 
2002) 
Manufacturers
a  Turnover in billion $  Retailers
b  Turnover in billion $ 
Altria (Philip 
Morris, Kraft) 
73 Wal-Mart  220 
Nestlé 50  Carrefour  62 
Unilever 46  Ahold  60 
Procter&Gamble 39  Kroger  50 
ConAgra 27  Metro  44 
Total 236  Total  436 
aBased on the following branches: Beverages, Tobacco, Consumer Food, Household and 
Personal products. 














Another strategy is to reinforce the position toward the consumer. It is more 
difficult for retailers to circumvent the manufacturer when consumers have 
stronger preferences for specific manufacturer brands. A stronger position toward 
the consumer implies that the brand is so important that it may determine the store 
choice. Absence of the brand may lead to store switching (Lal and Narasimhan, 
1996). Krishnan and Soni (1997) state that the power issue between retailers and 
manufacturers is secondary to the question of who has the power over the 
consumer. They indicate that manufacturers may reinforce their position by being 
innovative and by striving for sustainable differentiation for their brands. 
Additionally, manufacturers may stimulate demand through increased advertising 
and consumer promotion (pull strategy).  
  Third, manufacturers may choose to cooperate with the retailer. Cooperation 
serves to maintain the channel relationships and is often initiated by the 
dependent channel member (Rosenberg and Stern 1970, Schemerhorn, 1975, 
Frazier et al., 1989, and Skinner et al., 1992). Cooperation in general will result 
when the goals of channel members are compatible (e.g. Mohr and Nevin, 1990). 
One way to promote cooperation is through account management. The task of the 
account manager is to operate as an intermediary between manufacturer and 
retailer.  
  Chu and Desai (1995) consider two tools to enhance retailer cooperation:  
1.  Customer satisfaction assistance; an investment by a manufacturer to reduce 
the retailer cost of improving customer satisfaction (e.g. training the retailer’s 
employees, free consultancy services etc.). 
2.  Customer satisfaction index bonus; a lump sum monetary reward to the 
retailer based on some measure of customer satisfaction. 
They show that if retailers have a long-term orientation, customer satisfaction 
assistance is more effective than a monetary reward. 
  A fourth possibility for manufacturers to defend their position is to circumvent 
the retailer, thus approaching consumers directly (direct marketing), or setting up 
vertical-marketing systems. A vertical-marketing system is distribution structure 
in which all members act as a unified system. Examples outside the supermarket 
business include Levi’s original stores and Vodafone stores. Few such initiatives 
are successful in the food business. Examples in the Netherlands include 
Unilever-owned stores and De Gruyter.  Definition and history of local marketing 
 













Markets became more saturated in the 1930s. Managers shifted their focus from 
“production” and “the product” to the selling of products and adopted the selling 
concept. The selling concept centralizes methods and techniques for selling 
products and services. At that time, marketing viewed the customer as a party to 
whom something is to be sold. This concept dominated until the early 1950s. 
  With the occurrence of higher degrees of market saturation, the marketing 
concept was introduced. This concept is based on the idea that, at least within 
established product categories, manufacturers benefit from understanding 
customer preferences and needs. Thus, if manufacturers first evaluate the market, 
identify heterogeneity in consumer preferences, and use this knowledge to 
produce goods or services, the position toward the consumer will be improved. 
Under the marketing concept market segmentation is a key activity. The customer 
is viewed as a party for whom products and services are developed. 
  A more recent development in marketing is the adoption of the customer 
concept. The customer concept is a management orientation that implies that 
firms initiate relationships with selected individual customers with whom superior 
customer values are designed, offered, redefined and realized in close cooperation 
with other partners in the marketing system in order to realize long-term profits 
through customer, partner, and employee satisfaction (Hoekstra et al., 1999). 
  A consequence of the increased customer orientation is that stores and 
manufacturers pay more attention to positioning. In this way they aim to deliver 
more customer value. The store’s positioning is defined by the merchandise 
offered, the quality of the service, the pricing strategy, the store format and related 
aspects that influence perception and buying behavior (Mulhern, 1997). The 
increased focus on positioning raises the question of how customer value should 
be delivered. 
  In the past, customers judged the value of a product or service on the basis of 
a combination of quality and price. Today’s customers, on the other hand, 
consider aspects such as convenience of purchase, after-sales service, 
dependability, etc. (Treacy and Wiersema, 1993). However, companies can be 
successful without meeting all customer expectations. Successful firms should 
focus on delivering superior customer value in line with at least one of the three 
value disciplines introduced by Treacy and Wiersema (1993) (operational 
                                                                        














excellence, product leadership, and customer intimacy), while meeting industry 
standards in the others. 
  Firms that strive for operational excellence want to be leaders in price and 
convenience. They do not cease to look for ways to reduce process costs, 
eliminate intermediate production and transaction steps and increase the 
efficiency of business processes. In general, the search for costs reductions leaves 
few opportunities for realizing individual customer values. Examples of such 
firms in retailing include Lidl, Aldi, Wal-Mart, and Ikea. 
  Firms that choose product leadership focus on the production of a continuous 
stream of state-of-the-art products and services. R&D is very important for this 
discipline, which may make it difficult to develop innovations that can be 
commercialized quickly i.e., before competitors. Marketing in these firms serves 
to promote the acceptance of innovations. Nike is an example of a firm that excels 
in product leadership in the sport-shoe category. 
  Firms that adopt a customer intimacy strategy to deliver superior customer 
value tend to customize products and services to the needs of individual 
customers. The customer lifetime value to the company is used for profit 
considerations as the costs per customer are high. In food retailing, we observe 
customer intimacy in manufacturer-retailer relationships. Examples of 
manufacturers that develop supermarket specific marketing programs include 
Kraft USA, and Nutricia (Numico). Both Kraft and Nutricia use information on 
stores sales, consumer demographics and buying behavior, and geo-demographic 
data to aid their sales force to customize marketing programs to individual stores. 
Home Depot is an example of a retailer that adopts a customer intimacy strategy. 
Home Depot clerks aim to decide together with the customer which product he or 
she needs. 
 
2.4 Local marketing in a historical perspective 
About a century ago, storekeepers applied local marketing in a natural way. 
Storekeepers typically owned one or two independently operated stores. The 
storekeeper knew all customers and therefore could tailor his products and 
marketing programs to individual customer needs (individual marketing).  
  Manufacturers then focused on products and production and had little reason 
to customize the marketing mix at the store level. Customization was not 
necessary as markets were unsaturated. That is, it was easier to find other growth 
opportunities. The manufacturer was more powerful than the retailer. Definition and history of local marketing 
 











Manufacturers for example, imposed prices the storekeeper had to charge 
(manufacturer resale price maintenance) and could easily ignore retailer requests. 
This reduced possibilities for the storekeeper to apply local marketing. 
  From the 1920s onward, we see that the pursuit of economies of scale led to a 
change from an individual- to a mass approach. Chains started to emerge and 
store size increased dramatically. Store managers of these larger stores no longer 
knew their customers personally and were no longer able to approach them 
individually. Furthermore, chains’ increased attention for positioning resulted in a 
focus on similarity between stores. The idea was that all stores should sell the 
same products and have the same prices and promotions (mass marketing). 
  The chain’s focus on a similar policy in all stores led to a centralization of the 
locus of control over marketing mix decisions. Store managers now had to operate 
within limits set by the chain, and this restricted the opportunities to apply local 
marketing. In a similar way, communication shifted from the local- to the national 
level. The consequence was that store managers were forced to implement the 
advertisement’s contents. For example, an advertised price discount of 10 cents 
off the regular price of €1.00 (both announced) would force the store manager to 
give the announced discount and set the regular price at €1.00. 
  Over time the adoption of the marketing concept induced managers to use a 
more differentiated approach. For example, retailers might be better off if they 
approached different consumer segments in different ways. A first form of 
differentiation is that chains are starting to differentiate between stores of different 
sizes. Albert Heijn (a format of Ahold in the Netherlands), for example has five 
size-dependent assortments. Another form of differentiation is induced by 
increased attention for positioning. Retail organizations use differently positioned 
store formats for different consumer segments. This differentiation allows them to 
make location specific format choices based on consumer- and competitor 
characteristics.  
  On the manufacturer side we see an increased focus on retailer preferences 
and needs. This change has been induced by the adoption of the marketing 
concept and the need to meet increased retailer demands. As a consequence, 
manufacturers have introduced account management which allows them to treat 
each retailer individually. For example, manufacturers are designing retailer-
specific promotions (tailored promotions).  
  The introduction of scanning and customer information systems in the 1990s 














detailed knowledge about what their consumers buy and how consumers react to 
the marketing instruments. This information is used to further adapt stores to 
customer needs. Some retailers do this for groups of stores and other retailers do 
this for individual stores. Thus, we see that some retailers have returned to the 
situation of 100 years ago when store keepers customized individual stores to 
customer needs. 
  Another effect of the introduction of scanning and customer information 
systems is that manufacturers also may know the store’s customers. This situation 
is entirely new and is an important difference with the situation 100 years ago. 
Manufacturers use this opportunity to give store level advice on the marketing 
instruments. Importantly, the shifted power balance requires manufacturers to 
focus on optimization at the category-level instead of optimization at the brand 
level (see also Stern and Weitz, 1997).  
  The consequences of local marketing for the retailer and manufacturer 
marketing strategies are different. For the retailer local marketing fits within the 
marketing concept. That is, the retailer adapts his product to fulfill the needs of 
the store’s customers. For the manufacturer, the application of local marketing 
implies a shift from the marketing concept to the customer concept. Under the 
marketing concept account management was used to tailor products and services 
to groups of stores (the chain). Adoption of the customer concept requires 
customization at the individual store level.  
 
2.5 Summary and conclusions 
In this chapter we have studied several aspects of local marketing. We have 
defined local marketing as the customization of marketing mix variables to the 
store-level based on consumer-, competitor-, and store profiles. Local marketing 
is a strategy that customizes the marketing mix at the store level and is the 
opposite of an undifferentiated strategy. Differentiation between groups of stores 
is an intermediary strategy. 
  About a century ago storekeepers often owned one single store and applied 
local marketing implicitly. Management orientation in this era focused on product 
and production. Local marketing disappeared as a consequence of increased 
retailer concentration and the focus on similarity between stores. The same 
marketing mix was used in all stores. From the 1970s onward we see a shift to a 
more market oriented approach. Stores paid increasingly attention to positioning 
and differentiation. Since the 1990s we see that retailers have been increasingly Definition and history of local marketing 
 











taking advantage of the opportunities offered by improved customer information 
to customize the marketing mix at the store level.  
  During the last century, manufacturers faced increasingly demanding retailers. 
Retailers forced manufacturers to guarantee profit margins, pay slotting fees, and 
produce private labels. Manufacturers reacted to these changes by approaching 
retailers more directly. They focused on cooperation in order to avoid conflicts. 
Local marketing initiated by the manufacturer can be seen as a further 


























Chapter 3  
Local Marketing in Practice 
3.1 Introduction 
In this chapter, we examine how local marketing is applied in Dutch 
supermarkets. We describe the research design in Section 3.1 and present the 
results in Sections 3.2-3.5. Section 3.2 focuses on how manufacturers differentiate 
between stores. Section 3.3 describes how manufacturers apply local marketing. 
Section 3.4 shows for each marketing instrument the restrictions manufacturers 
face in implementing local marketing and to what extent manufacturers apply 
local marketing. In Section 3.5 we formulate and test hypotheses about arguments 
for manufacturers to apply local marketing.  
3.2 Research design 
Although the term local marketing exists in the marketing literature (see Section 
2.2) and the concept appears to be used in practice, there are, to the best of our 
knowledge, no published answers to the following questions: 
•  Why is local marketing applied? 
•  How is local marketing applied? 
•  What are the possible compositions of the marketing mix given a local 
marketing strategy? 
We study these questions in both a qualitative and a quantitative way, starting 
with exploratory in-depth interviews, and then collecting answers to survey 
questions. We use the in-depth interviews to structure the survey.  
In-depth interviews 
We select respondents with a range of backgrounds. We interview nine store 
managers from five chains, including the four largest chains, consisting of a mix 
of franchise- and chain-owned stores located in different areas. We visit three 
head offices of retail chains and interview eight manufacturers representing 
different product categories. The manufacturers interviewed include ones that do 
not apply local marketing.  














We summarize the results as follows: 
•  Manufacturers develop local marketing strategies at the category level if they 
use local marketing. All manufacturer brands within a category are used 
within the strategy. 
•  Manufacturers need a sales force to implement local marketing. Some 
manufacturers equip the sales force with a computerized support system for 
local marketing (local marketing tool). 
•  Possible reasons for a manufacturer to use local marketing include (i) store 
heterogeneity, (ii) the importance of the relationship with the store managers, 
(iii) category leadership, (iv) market saturation, and (v) the product’s 
sensitivity for impulse purchases. 
•  There is a difference between local marketing directed to franchise and 
chain-owned stores. Franchise supermarkets are owned by the store manager 
who faces less restrictions to apply local marketing and who is more 
motivated to apply local marketing. Therefore we collect data on both types 
of stores. 
•  The extent of local marketing is measured in two ways: (i) the percentage of 
stores for which marketing instruments are customized, (ii) the degree to 
which local marketing is applied (on a scale ranging from “no differentiation 
between stores” to “local marketing”). On this scale, differentiation between 
regions is an intermediate form of local marketing. Practitioners expect this 
scale to be more informative than the percentage measure. For this reason we 
add a survey question about the variables managers use to differentiate 
between stores.  
Quantitative research  
The quantitative part consists of a survey among manufacturers of national brands 
sold in supermarkets to which we add market data from ACNielsen.  
  The survey only covers manufacturers’ use of local marketing. It does not 
cover retailer behavior. The reasons for the exclusive focus on manufacturers are 
the following: 
•  Surveying manufacturers has the advantages that (i) each respondent is asked 
about one category (in some cases more), (ii) respondents provide 
information across stores, for example the percentage of stores where local 
marketing is applied. Local marketing in practice 
 
 











•  Data collection at store level would be difficult. For each store, data on 
multiple product categories would be needed, and store managers (i) tend to 
be reluctant to answer lengthy questionnaires, (ii) are concerned about 
confidentiality, (iii) do not to know the details of all products given the high 
number of brands sold in a store.  
Questions 
We first ask which variables manufacturers use to differentiate the marketing mix 
between stores. The variables are differentiation between chains, regions, stores 
(size-based), franchise- versus chain-owned stores, individual franchise stores, 
individual chain-owned stores, and no differentiation.  
  The questionnaire includes three questions to determine how manufacturers 
apply local marketing. These questions are (i) what is the size of the sales force in 
general (if any), (ii) does the manufacturer use a local marketing tool, and (iii) 
what are the inputs for this tool?  
  We ask respondents to indicate the degree to which they apply local marketing 
per marketing instrument (identified in the in-depth interviews). The question is 
asked separately for for franchise- and chain-owned stores. First, we ask 
respondents about the percentage of stores for which they use an instrument for 
local marketing. This percentage indicates the absolute use of an instrument for 
local marketing. We calculate the relative use per instrument by comparing the 
absolute use with the total instrument use. Second, for each instrument we ask 
about the degree to which local marketing is used on a 7-point scale from no 
differentiation between stores to differentiation at the store level. We also ask 
respondents for an overall rating about the degree to which they apply local 
marketing on a scale from 0-100. We call this score the (manufacturers’) overall 
self rating. 
  We ask five questions on a five-point scale that may explain the degree to 
which local marketing is applied. These questions are to which extent 
i.  household purchase behavior differs between stores 
ii.  the relationship with store managers is important 
iii. manufacturers consider themselves category leader 
iv. the products are impulse products 














Quantitative research, data collection 
We identify national brands sold in supermarkets from the membership database 
of the “Stichting MerkArtikel” (SMA). SMA is a Dutch association of Fast 
Moving Consumer Goods (FMCG) national brands, representing 135 
manufacturers selling 1200 brands. Although this database facilitates the selection 
of national brands it has the disadvantage that it is based on self-selection by the 
manufacturers. This might result both in under-coverage (not all manufacturers 
are members) and over-coverage (some members might not meet the criteria for 
national brands). However, there are no obvious methods for identifying national 
brands. Importantly, the SMA list includes all major known national brands, 
which supports SMA’s claim that most manufacturers of national brands are 
members. 
  We use ACNielsen’s category definitions to construct a sampling frame of 
manufacturer-category combinations
1. It is important to remember that that 
category definitions are ambiguous (Russell et al. 1999). We chose the categories 
defined by ACNielsen because they are based on the manufacturers’ perspectives. 
  We contacted all manufacturers to identify who is in charge of local 
marketing. Potential respondents received the questionnaire by e-mail if possible, 
and otherwise by regular mail. Respondents were given the option to return their 
responses by e-mail, fax, or regular mail. We promised confidential treatment of 
the data and to send respondents a summary of the results. We sent a reminder 
(via e-mail) after one week, and subsequently called all parties who had not yet  
responded. All returned questionnaires were checked for consistency and missing 
values. Respondents were contacted again for additional information, if required. 
The total response was 49 (35 percent). 
  We compared respondents’ size (turnover) and categories to determine 
possible non response biases. Respondents are evenly spread across categories. 
The maximum number of respondents per category is three. A size (turnover) 
comparison shows that the number of small respondents is larger than the number 
of medium sized and large respondents. The distribution is comparable to the total 
population. However, we note that respondents may have more affinity with local 
marketing than non respondents. In this case respondents are likely to apply local 
marketing more than non-respondents. 
                                                                        
1 In what follows we use the term manufacturer instead of manufacturer-category 
combination.  Local marketing in practice 
 
 











3.3 Variables used for differentiation 
Local marketing is related to the customization of the marketing mix at the store 
level (compare Section 2.1). Local marketing differs from a strategy under which 
all stores are treated the same way. There are many possible strategies between 
these extremes, for example a distinction between groups of similar stores. In this 
section we discuss the variables manufacturers use to differentiate between 
individual stores or between groups of stores. 
  We show the percentage of manufacturers that differentiate to some extent in 
Table 3.1. Only 4 percent of the manufacturers do not make any distinction at any 
level. Hence, 96 percent of the manufacturers differentiate between stores. 
Table 3.1 Variables used for differentiation (n=48) 
Variable Percentage  of  manufacturers 
No differentiation    4% 
Between chains  85% 
Between regions  35% 
Between stores (size based)  56% 
Between all franchise and all chain-owned stores  38% 
Between individual franchise stores  19% 
Between individual chain-owned stores  10% 
 
We noted in Section 2.4 that manufacturers use account management to approach 
chains individually. Individualization implies that the marketing mix may vary 
from chain to chain. This explains the high percentage of manufacturers who 
distinguish between chains (85 percent). The chain level is the most frequently 
cited variable used for differentiation. 
  Store size is another variable chains use to differentiate the marketing mixes. 
These differences are mainly related to assortment possibilities. More than half of 
the manufacturers use this variable (56 percent). 
  More than one third of the manufacturers (38 percent) indicate that they 
differentiate between stores in different regions. Regions may be heterogeneous in 
terms of how households react to the marketing instruments. Examples include 
differences in price elasticities, and product-, brand-, and package size 
preferences. 
  The difference between franchise- and chain-owned stores determines the 
possibilities open to a manufacturer to apply local marketing. In general, 














motivated to cooperate with the manufacturer (see also Section 2.2). Thirty-five 
percent of manufacturers treat these two store groups differently. That is, they 
differentiate between franchise stores as a group and chain-owned stores as a 
group. 
  Two questions were specifically designed to identify whether manufacturers 
differentiate between individual franchise- and chain-owned stores. These 
questions focus on differences between stores within each group (franchise- and 
chain-owned). We expect manufacturers to differentiate more between stores 
within the franchise store group than between chain-owned stores. This is 
supported by the results in Table 2.1: 19 percent of manufacturers distinguish 
between individual franchise stores versus 10 percent who distinguish between 
individual chain-owned stores (p=0.10, one-sided).  
 
3.4 How manufacturers apply local marketing 
Manufacturer implementation of local marketing requires a sales force employee 
to visit individual stores. On-site observation and personal contact are necessary 
to convince the retailer of the benefits of local marketing. 
  We show data on the sales force in Figure 3.1. We find that 31 percent of the 
sample has no sales force. The decision to employ a sales force is based on 
expected profit contribution. Some manufacturers believe that the profit 
contribution of the sales force is negative. 
  The sales force is part of the manufacturer’s trade marketing efforts. Sales 
force employees work as intermediaries between the manufacturer and the store. 
They represent the manufacturer, “sell” the product to the store manager, 
communicate information, and provide services. At the same time they represent 
the retailer to the manufacturer.  
  The sales forces of companies that move toward a stronger market orientation 
have become more customer oriented. They are focusing more on initiating and 
building long-term, profitable relationships (Kotler et al. 2002, p.707, Cravens, 
1995). Sales forces apply local marketing within this strategy.  Local marketing in practice 
 
 












Figure 3.1. Manufacturers, sales force and local marketing tool (percentage of 
manufacturers, n=49)  
Store selection 
The implementation of local marketing in a specific store requires substantial 
manufacturer investments. The manufacturer’s representative has to visit each 
store several times. Manufacturers, therefore, often select a limited number of 
stores for special consideration. Respondents indicate that this selection depends 
upon: 
•  retailer cooperation, and 
• potential  earnings. 
Different factors determine a store manager’s willingness to cooperate. First of 
all, it is important that the manufacturer operates from the store’s point of view. 
This implies that manufacturers should not just consider their own products but 
strive for category optimization. The manufacturers share in the benefits of the 
whole category. Respondents indicate that in some cases the store manager wants 
to cooperate only if manufacturers provide turnover guarantees. 
  Second, cooperation is stimulated if the manufacturer is market leader within 
the category (category leader). The manufacturer needs to have a credible vision 
for the development of the category. Smaller manufacturers may face more 
resistance from the retailer. 
No sales force
31% Sales force and local 
marketing tool
36%
















A third factor that stimulates cooperation is the store manager’s motivation to gain 
additional profits. Respondents indicate that motivation increases if the store 
manager’s income depends on the store’s profitability (see also Ghosh, 1994). 
This certainly applies to managers who are store owners. In many cases owners 
adopt a franchising format. Franchisers differ from managers who manage a store 
owned by a chain,
2 for example in the sense that the franchise store manager’s 
income is profit dependent.  
  A final factor that affects the cooperation is the restrictions a store manager 
faces with respect to customization of the marketing mix. The restrictions to 
adaptation of a store are less for franchise- than for chain-owned stores. In 
addition, the restrictions differ between chains. Section 3.5 discusses the 
opportunities for differentiation in marketing instruments. 
  Manufacturers select stores for local marketing based on profit potential. This 
profit potential can be estimated from the same variables used for local marketing 
(store, competitor, and consumer characteristics). Manufacturers use size in 
particular as a selection criterion.  
Local marketing tool 
The local marketing tool is a computer program that uses data about the store and 
its environment to generate advice about the use of marketing instruments for 
local marketing. More than half of the manufacturers with sales forces have a 
local marketing tool. 
  The use of a local marketing tool has several advantages. First, the tool 
provides the sales force employees with knowledge about the store and its 
environment. Second, the use of these data promotes the quality of the advice. An 
additional advantage is that the use of a tool leads to a more consistent approach 
across stores. Third, this higher quality will have a positive influence on the store 
manager’s willingness to cooperate. 
  Current local marketing tools (1) determine the potential sales, and (2) 
provide advice on the composition of the marketing mix. 
  Local marketing tools use statistical models to estimate a store’s potential 
sales. We give examples in Chapter 4.  
  Manufacturers use different variables in their tools. We show the percentage 
of tools that use own market research data, store-, customer-, and competitor 
                                                                        
2 We use the expressions franchise and chain-owned to indicate this difference. Local marketing in practice 
 
 











characteristics in Figure 3.2. Almost all tools (94 percent) use store data
3. This 
finding is in agreement with the fact that most of the variables used to distinguish 
between stores are “chain”, and “store size” (see Table 3.1). Examples of store 
data include annual turnover, sales area, number of checkouts and format. Thirty-
eight percent of the tools use consumer data such as social class, family life cycle, 
product preferences etc. Competitor data and data from own market research are 
used in 31 percent of the tools. Competitor data refer, for example, to the location 
of competitors and their sizes. Own-market research data are often used to link 
household characteristics to potential sales (how much do consumers use?) or to 
determine how marketing instruments should be used (how do consumers react?). 
We summarize the figures about the data types used in Figure 3.2.  
  In the next step the tool generates an advice on how the marketing instruments 
can be specified. This advice is based on potential sales in relation to actual sales 
and the input variables. Current tools use subjective evaluations for this advice, 
i.e. they do not use statistical models.  
  The actual implementation of local marketing ultimately depends on the store 
manager’s decision. The store manager takes the final decision on the 
composition of the marketing mix. Therefore, good interaction with the retailer is 
critical. This requirement implies that the inputs to the models and the 
conclusions for the marketing mix be thoroughly discussed and changed if 
necessary.  
                                                                        
3 Data about the content of the tool is based on a relatively small (n=16) subsample of the 
respondents who have a local marketing tool. Therefore, care must be taken when 
generalizing these results to the population. On the other hand our total sample covers 35 





























3.5 Marketing instruments and local marketing 
We observed in Section 3.3 that the store manager’s willingness to cooperate is 
essential for the application of local marketing. The willingness to cooperate 
depends among other things on the manager’s opportunities to define the 
marketing mix. The first part of this section examines these opportunities for four 
classes of instruments. In the second part we study the use of these instruments in 
Dutch stores. One of the aspects we consider is how instrument restrictions relate 
to their use. 
Regular price 
In the past, manufacturers could impose restrictions on the retail price (resale 
price maintenance). Nowadays retailers have more pricing power and this implies 
that the manufacturers need good arguments if they want the retailer to change the 
price. 
  Dutch chains pursue a constant price image and therefore strive to achieve 
consistency in prices across stores. The extent to which this restriction is imposed 
depends on the chain and ownership type. Chains often impose a price in chain-
owned stores while they give a price advice to franchise stores.  
  Franchise store managers indicate that they follow this advice in general for 
two reasons: (i) they believe that the main office has determined an optimal price, 
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and (ii) they don’t want consumers to discover local price deviations from 
national advertising. 
  Hence, we conclude that local marketing with the regular price is quite 
difficult. Price differences are practically possible only at the chain level. 
Assortment  
Both the store and the chain have an assortment. The chain’s assortment consists 
of products that stores may sell. A subset of this assortment is included in an 
individual store's assortment. 
  The chain and ownership type determine the store manager’s assortment 
restrictions. These restrictions determine the manufacturer’s opportunities to use 
the composition of the assortment for local marketing. The restrictions consist of 
two aspects: 
•  Restrictions to choose a subset of products from the chain’s assortment  
•  Restrictions to sell products that are not in the chain’s assortment. 
Most chains influence the store’s assortment by giving an advice. This advice may 
more or less compulsory. Some chains give a store-specific advice.  
  A manufacturer who wants to include a product in an individual store’s 
assortment can follow two approaches. One approach is that he first convinces the 
chain to include the product in the chain’s assortment. Subsequently, depending 
on the restrictions, he either convinces individual stores to include the product in 
their subset of the chain’s assortment or he convinces the chain to include the 
product in the store’s assortment advice. A second possibility is to use the store’s 
possibility to offer products outside the chain’s assortment. However, respondents 
indicate that store managers prefer not to use the second possibility to make minor 
adjustments to the assortment (e.g. an additional variety). Moreover, this strategy 
may be unattractive due to high logistical costs. 
Shelf design 
Decisions related to the shelf design include the number of facings and horizontal 
and vertical positioning. The shelf design has two purposes. First, the shelf design 
serves to attract customers attention (see e.g. Drèze et al., 1994). Second, the shelf 
design determines shelf inventory and thus the probability of an out-of-stock 
situation. Many chains advise stores on shelf design together with the assortment 
advice. This advice may be more or less compulsory. Restrictions differ between 














stores. In extreme cases, the shelf design is either imposed or completely 
unrestricted. In other cases there are some restrictions, for example the 
requirement to position store brands at eye level. 
Promotion and advertising  
Most chains arrange promotions for the whole chain. Individual stores are 
supposed to implement the promotions. These promotions have advantage for 
store managers in that they are (i) convenient and (ii) paid for by the chain. 
  Most stores are free to do additional local promotions. The disadvantage of 
additional promotions is that the store is responsible for the organization and for 
the costs. Such promotions are more likely to be used in a franchise store since 
the manager is motivated to improve the store’s performance. Store managers 
often ask manufacturers for financial support. 
  We classify local promotions into two groups. The first group consists of 
promotions that are similar to chain-level promotions (e.g. discounts) but applied 
to one store. The store manager may decide, for example, that an additional 
discount for a product is needed. The second type of promotion is a special 
promotion organized around a theme or assortment group (e.g. Christmas, foreign 
products).  
Empirical results 
We show empirical outcomes about the use of the marketing instruments in Tables 
3.2-3.6. The results are based on manufacturers’ answers to questions about the 
percentages of franchise- and chain-owned supermarkets where marketing 
instruments are differentiated. 
  Table 3.2 shows the percentage of stores where manufacturers are able to 
manipulate the marketing instruments at the retail level. (This use refers to the 
total use including local marketing and undifferentiated use.) Table 3.2 shows that 
there is a great deal of variation between instruments. The most frequently used 
instruments are price promotions. Manufacturers are able to use this instrument in 
49 percent of the supermarkets. Assortment (47 percent) and shelf design change 
(38 percent) are the second and third most frequently used instruments. Contests, 
demonstrations, and sponsoring are used infrequently (19 percent, 14 percent, and 
3 percent). We find that the joint difference between franchise- and chain-owned 
stores is significant at p=0.05 (one-sided). All instruments except sponsoring are Local marketing in practice 
 
 











used significantly more often in franchise stores than in chain-owned stores
4. This 
is consistent with the idea that the higher motivation and the lower level of 
restrictions in franchise stores lead to greater use of marketing instruments. 
Table 3.2 Percentage of stores where manufacturers manipulate an instrument (mean 
percentage across all manufacturers, n=45) 
  All stores Franchise  stores  Chain-owned 
stores 
Regular price change  33 % 35%
** 30 % 
Price promotions  49 % 53%
** 44 % 
Premium promotions  25 % 27%
** 21 % 
Volume promotions  32 % 34%
** 30 % 
Contests 19 % 20%
** 17 % 
Displays 19 % 21%
** 17 % 
Advertising 34 % 35%
* 31 % 
Demonstrations 14 % 16%
** 12 % 
Sponsoring 3 % 3% 2 % 
Assortment change  47 % 53%
** 40 % 
Shelf design change  38 % 41%
** 33 % 
*significant difference with chain-owned stores (p=0.10, one sided) 
**significant difference with chain-owned stores (p=0.05, one sided) 
Table 3.3 shows the extent to which manufacturers use marketing instruments for 
local marketing, specifically the percentage of stores where manufacturers with a 
sales force use marketing instruments. Having a sales force is a necessary 
condition for applying local marketing (see also Section 3.2).  
  We see in Table 3.3 that assortment- and shelf design change are the most 
frequently used instruments for local marketing (32 percent and 27 percent). Price 
promotions, most often used (see Table 3.2), are considerably less customized at 
the store level. Furthermore, the low percentage of stores where price is used for 
local marketing is worth noting. This percentage suggests that it is difficult to 
vary regular prices between stores. The joint difference between franchise- and 
chain-owned stores is significant at p=0.10 (one-sided). At the instrument level 
we find a significant difference between franchise and chain-owned stores for 
seven of the eleven instruments
5. Differences between instruments frequently 
used for local marketing (regular price, contests, sponsoring) are not significant. 
                                                                        
4 We used a paired t-test to test the difference 














Table 3.3 Percentage of stores where a manufacturer uses an instrument for local 
marketing (mean percentage across manufacturers with a sales force, n=21) 
  All stores Franchise  stores  Chain-owned 
stores 
Regular price change  5%  6 % 5 % 
Price promotions  17%  22 %
** 10 % 
Premium promotions  11%  13 %
* 7  % 
Volume promotions  14%  17 %
* 10 % 
Contests 7%  9 % 5 % 
Displays 15%  17 % 12 % 
Advertising 15%  20 %
* 8  % 
Demonstrations 9%  12 %
* 5  % 
Sponsoring 3%  4 % 2 % 
Assortment change  32%  41 %
** 21 % 
Shelf design change  27%  34 %
** 18 % 
*significant difference with chain-owned stores at 90%, one-sided 
**significant difference with chain-owned stores at 95%, one-sided 
 
We show the relative use of an instrument for local marketing in Table 3.4. An 
instrument that is rarely used in general (Table 3.2) may be used frequently for 
local marketing (Table 3.3). We report the relative use as the ratio between the 
percentage of stores where an instrument is used for local marketing (using data 
for all
6 manufacturers) and the percentage of stores where the instrument is used 
in general.  
  The relative use of the marketing instruments for local marketing varies 
considerably. Sponsoring is used relatively often for local marketing. The ratio of 
0.75 means that local marketing applies to 75 percent of the sponsoring activities. 
Displays, shelf design, assortment, and especially demonstrations are used for 
local marketing relatively often. This suggests that presentation-related 
instruments are suitable for local marketing. The low ratio for regular price 
change confirms that this instrument is not used for local marketing. The 
difference between franchise- and chain-owned stores is significant for all 
instruments except prices
7. This confirms that there are more possibilities in 
franchise stores. 
                                                                        
6 This is the percentage of Table 3.3 recalculated for all manufacturers. 
7 The difference is tested using the delta method. We tested for the difference of the 
logarithm of the ratios, which is asymptotically normal distributed with covariance matrix 
∇ Σ ∇′ , with ∇  the gradient of the transformation and Σ the covariance matrix of the 
averages. Local marketing in practice 
 
 











Table 3.4 Ratio of local-to-total instrument use 
  All stores Franchise  stores  Chain-owned 
stores 
Regular price change  0.11  0. 12 0. 11 
Price promotions  0.24  0. 29
** 0. 16 
Premium promotions  0.31  0. 33
** 0. 23 
Volume promotions  0.30  0. 35
** 0. 23 
Contests 0.26  0. 31
** 0. 20 
Displays 0.55  0. 56
** 0. 49 
Advertising 0.31  0. 40
** 0. 18 
Demonstrations 0.45  0. 52
** 0. 29 
Sponsoring 0.75  0. 84
** 0. 55 
Assortment change  0.47  0. 54
** 0. 36 
Shelf design change  0.49  0. 58
** 0. 38 
*significant difference with chain-owned stores at 90%, one-sided 
**significant difference with chain-owned stores at 95%, one-sided 
 
We asked manufacturers to give an overall self rating on local marketing. We also 
asked them to indicate for each instrument the degree to which they apply local 
marketing on a scale from “no differentiation between stores” to “local 
marketing”. In Table 3.5 we show the correlation
8 between the degree 
manufacturers apply local marketing per instrument and the overall self rating. A 
higher correlation means that these instruments better indicate the degree to which 
manufacturers apply local marketing. 
  Table 3.5 shows that all correlations are positive and significant. We observe 
that the use of premium- and volume promotions are strong indicators for the 
overall self rating (the correlations are 0.521 and 0.531). The instruments 
assortment and shelf design, in absolute terms frequently used for local 
marketing, have a somewhat lower score (0.400 and 0.404). Contests and 
demonstrations are seen as the weakest indicators (correlations are 0.282 and 
0.242). 
                                                                        
8 We use Spearman’s rho to calculate correlations because the observations are very 














Table 3.5 Correlation total manufacturer overall self rating for local marketing and 
instrument scores (n=45) 
Instrument Spearman  Correlation 
Regular price change  0.301
** 
Price promotions  0.389
** 
Premium promotions  0.521
** 












Assortment change  0.400
** 
Shelf design change  0.404
** 
*significant correlation at 90%, one-sided 
**significant correlation at 95%, one-sided 
 
3.6 Why is local marketing applied? 
In this section we focus on determinants of the degree to which manufacturers 
apply local marketing. More precisely, we investigate which factors determine a 
manufacturers’ perception of the degree they apply local marketing. We use a 
linear regression model to estimate the effects of six predictors. We start with a 
discussion on the selection of a local marketing measure. Next, we explain the 
predictor variables and their hypothesized influences on local marketing based on 
in-depth interviews and arguments discussed in the previous sections. We define 
variables in four areas: profit potential, market saturation, manufacturer market 
share, and manufacturer dependence. Finally, we develop a numerically specified 
model.  
Local marketing measure 
There are three measures that can be used to represent the degree to which local 
marketing is applied. We asked manufacturers (i) to describe the percentage of 
supermarkets where they use an instrument for local marketing, (ii) to indicate the 
degree to which they apply local marketing for each instrument on a scale from 
no differentiation between supermarkets to local marketing, and (iii) to give 
themselves an overall self rating for local marketing. We studied the usefulness of 
all measures at both the instrument and aggregate levels. At the instrument level 
we used the instrument-specific scores for measures (i) and (ii). At the aggregate 
level we considered aggregated instrument scores (measures, i and ii) and the Local marketing in practice 
 
 











overall self rating (measure iii). We calculated the aggregate scores from principal 
component analysis (local marketing as an underlying factor), predicted scores 
from a regression of the self rating on instrument scores, and summated scores 
(unweighted, weighted with consultant ratings, weighted with the local-to-total 
use ratio from Table 3.4).  
  We conclude that there is insufficient information to estimate models at the 
instrument level. Information is limited because not all manufacturers use all 
instruments
9. With respect to the aggregated local marketing score across 
instruments we prefer the manufacturers’ overall self rating. The weights for 
summated scores are arbitrary and difficult to interpret. Principal component 
analysis does not suggest one underlying factor. Predicted scores have the 
disadvantage that information is lost. Hence, we use the manufacturers’ self rating 
as the criterion variable
10.  
Profit potential 
We use three variables to measure the profit potential for local marketing. These 
variables are the annual category turnover, existence of differences in household 
purchase behavior between stores, and impulse sensitivity. The annual category 
turnover is provided by ACNielsen, the other variables are obtained from the 
manufacturer questionnaire.  
  We expect a positive relationship between the three variables and the profit 
potential. The existence of differences and impulse sensitivity should affect 
relative growth potential. That is, a differentiated marketing mix will have more 
effect if differences in purchase behavior are large. Alternatively, if there are no 
differences in purchase behavior, the optimal marketing mix for all stores is the 
same. Impulse product sales depend on their ability to attract household attention. 
Local marketing for these products is expected to present the products in an 
optimal way at the store level. Finally, category size determines how relative 
growth translates into absolute growth (absolute growth is relative growth times 
category size). Hence, we formulate the following hypotheses: 
H1   There is a positive relationship between category size and the application of 
 local  marketing. 
                                                                        
9 We used the Tobit-model for estimation at the instrument level. 
10 Choosing the manufacturer’s self rating implies that no distinction can be made between 














H2   There is a positive relationship between store differences in household 
purchase behavior and the application of local marketing. 
H3   There is a positive relationship between a product’s impulse sensitivity and the
  application of local marketing. 
Market saturation 
We asked the manufacturers to indicate the degree of market saturation on a 5-
point Likert scale. We expect a positive relation between market saturation and 
local marketing. Firms in saturated markets have to search for new strategies to 
grow. Section 2.2 showed that market saturation is a reason why firms shift from 
a product- and production oriented management strategy to a more customer 
focused orientation. Local marketing is a strategy that allows a firm to enhance 
customer value. Hence, we hypothesize: 
H4   There is a positive relationship between market saturation and the application
    of local marketing. 
Manufacturer market share 
The manufacturer category market shares are provided by ACNielsen. We 
hypothesize a positive relationship between market share and local marketing for 
two reasons. First, a higher market share (other things being equal), implies 
higher profit potential for the manufacturer who applies local marketing. Second, 
a higher market share indicates category leadership. Retailers are more likely to 
follow a category leader’s
11 proposal. Hence: 
H5    There is a positive relationship between manufacturer market share and the 
  application of local marketing. 
Manufacturer dependence 
Manufacturers that are dependent may cooperate with the retailer to strengthen 
their position. Manufacturers may apply local marketing for this purpose. 
Therefore, we expect a positive relationship between manufacturer dependence 
and the application of local marketing.  
  We measure manufacturer dependence by asking the manufacturer to rate the 
importance of the relationship with the store manager. If this relationship is 
important this means that the manufacturers wants to influence the store’s 
marketing instruments. Stated differently, the manufacturer is dependent on the 
                                                                        
11 We measured category leadership also as the manufacture self rating on leadership. 
Both measures are correlated. We prefer market share as it is a more objective measure. Local marketing in practice 
 
 











store’s decisions. We choose to measure dependence at the store level as it is the 
relevant level for local marketing. Hence, we hypothesize: 
H6   There is a positive relationship between the importance of the relationship with
    the store managers and the application of local marketing. 
We specify the following linear regression model to test the hypotheses: 
 
   
(3.1) 
with  
  m LM    = manufacturer  m’s self rating for local marketing on a 0-100 scale 
 (source: manufacturer) 
m CAT   =  total sales of manufacturer m’s category (in €, source:
 ACNielsen) 
m DIFF    = the degree to which consumers’ purchase behavior differs between 
 stores for manufacturer m, (5-point Likert scale, higher value
 indicates higher sensitivity, source: manufacturer) 
m IMP    =  impulse sensitivity of manufacturer m’s category (5-point
 scale, higher values indicate higher impulse sensitivity, source:
 manufacturer) 
  m SAT    = manufacturer  m’s category saturation level (5-point Likert
  scale, higher values indicate higher saturation levels source:
 manufacturer) 
m SHARE  = manufacturer  m’s  category market share (percentage of total
 category sales in all stores, source: ACNielsen) 
m REL   =  the importance of a good relationship with the retailer for
 manufacturer  m’s sales (5-point Likert scale, higher values
 indicate higher importance, source: manufacturer) 
m ε    = disturbance term. 
We estimate the model with OLS and show estimation results in Table 3.6. We 
report standardized coefficients and p-values. The hypothesis of positive signs for 
all parameters allows for the use of one-sided tests. We conclude that a hypothesis 
is confirmed if the coefficient has the expected sign and its p-value is less than 
0.05. The advantage of standardized coefficients is that they are comparable as 
they correct for scale differences.  
m m m m
m m m m
REL SHARE SAT
IMP DIFF CAT LM
ε β β β
β β β β
+ + + +
+ + + =
6 5 4














Table 3.6 What predicts the manufacturers’ overall self rating for local marketing (n=45) 
Variable Standardized coefficient  p-value 
CAT (H1) 0.29  0. 01 
DIFF (H2) 0.27  0. 02 
IMP (H3) 0.09  0. 22 
SAT (H4)  −0.10 0. 20 
SHARE (H5) 0.26  0. 02 
REL (H6) 0.32  0. 01 
  0.50    
 
We see that the predictor variables in model 3.1 explain a considerable part of the 
variance in the manufacturers overall self rating ( 50 . 0
2 = R ). The regression F-
test is significant ( 01 . 0 < p ) and thus we reject the null-hypothesis that all the 
parameters are zero.  
Model 3.1 confirms four of the six hypotheses. The acceptance of hypotheses 
H1 and H2 suggests that both relative- and absolute profit potential stimulate the 
application of local marketing. The influence of a product’s impulse sensitivity is 
not confirmed (H3). 
The hypothesized positive relationship between market saturation and the 
application is rejected (H4). Hence, we cannot confirm that manufacturers in 
saturated markets apply local marketing to obtain additional growth. 
The significance of the coefficient for H5 (market share) indicates that 
manufacturer’s relative size matters. This suggests also that market leadership 
stimulates the application of local marketing. 
The importance of a good relationship with the store manager also has a 
significant effect (H6). This suggests that manufacturers apply more local 
marketing when they are more dependent. 
 
3.7 Summary and conclusions 
In this chapter we studied the application of local marketing. We found that 
almost all Dutch manufacturers (96 percent) differentiate between stores in some 
way. The most frequently used variables are chain type (used by 85 percent) and 
store size (56 percent). 
  Manufacturers who want to apply local marketing need a sales force that visits 
individual stores. In the Netherlands, 69 percent of manufacturers have a sales 
force. Manufacturers select stores based on profit potential and a store manager’s 
willingness to cooperate. Thirty-six percent of manufacturers provide the sales 
2 RLocal marketing in practice 
 
 











force with a tool to apply local marketing. This tool is a stand-alone computer 
system that uses store- and market characteristics to provide advice on the 
marketing mix.  
  There are various instrument-specific restrictions on the use of marketing 
instruments for local marketing. Restrictions differ between chains and ownership 
type − privately owned stores tend to be less restricted (and more motivated) to 
apply local marketing. Regular price, for example, is not suitable for local 
marketing, while shelf design and assortment are more suitable. This conclusion 
is supported by the empirical results that indicate that regular prices are hardly 
ever used and that shelf design and assortment are the most frequently used 
instruments. We also find that manufacturers apply more local marketing in 
privately owned stores than in chain-owned stores. 
  Finally, we studied what drives manufacturers to apply local marketing, 
measured as the manufacturers’ self rating. Our results suggest that the application 
of local marketing is determined by category size, differences in purchase 
behavior between stores, manufacturer market share, and the importance of a 
good relationship with the store manager. 




























Chapter 4  




In the previous chapter we have seen that the models practitioners use for local 
marketing focus on sales potential. This potential is used as a basis for the 
composition of the marketing mix. Models that explain marketing mix effects 
have, as far as we know, not yet been implemented by practitioners. These models 
have been developed by marketing scientists (see also Bucklin and Gupta, 1999). 
In this chapter, we study existing models and the available data on store profile 
variables. In the next section we describe some models that are used in Dutch 
practice. Section 4.3 studies models developed by marketing scientists that 
estimate store-specific marketing mix effects. We discuss available store profile 
data in the Netherlands in Section 4.4. 
 
4.2 Models in practice 
We illustrate the modeling approach in practice by explaining models and services 
that relate store profiles to store sales. We focus on the products offered by 
ACNielsen in the Netherlands. These products are FamilyTrack, Local Marketing 
and Assortman. 
FamilyTrack is a service that provides descriptive marketing data for different 
clusters of supermarkets. These clusters are based on social class and family life 
cycle. The marketing data refer to variables such as sales, distribution and 
promotions. FamilyTrack allows the user to compare clusters of supermarkets and 
use these data to customize the marketing mix at this level. FamilyTrack describes 
rather than explains the market. It does not use store profile data to predict sales 
or marketing mix effects for individual stores. 
Local Marketing is a model that uses store profiles to explain sales at the store 
level from a regression model. This provides insight into which store profile 
variables are important and what sales levels can be expected for a particular store 














provides insight into how the store performs relative to other stores. This 
comparison can be used to give an advice on the marketing mix. This service 
however, does not explain marketing mix effects from store profiles. 
Assortman is a service that optimizes the assortment in a store. In most cases 
the focus is on the optimal number of SKUs (Stock Keeping Units). The model 
can be implemented at different aggregation levels including categories, sub-
categories, and segments.  
 Assortman consists of two steps. First, SKU elasticities are determined. The 
elasticities are assumed to be constant across stores and are inferred using cross-
sectional data. The model uses store-profile variables to control for differences 
between stores. Second, the assortment is optimized using the elasticity estimates. 
The optimum is compared to the allocation that can be expected based on the 
store profiles: the expected allocation is estimated from a different model as data 
on the actual allocation are not available.  
Importantly, the focus of Assortman is on the assortment and not on local 
marketing.  Assortman does not account for store profile dependent allocation 
elasticities.  
 
4.3 Models in academics 
There are four studies in the marketing literature that use store profiles to 
determine store-specific marketing mix effects. The first three studies, by Hoch et 
al. (1995), Montgomery (1997), and Mulhern et al. (1998) focus on price 
elasticities. Hoch et al. (1995) and Mulhern et al. (1998) explain price elasticities 
from store profile variables. Montgomery (1997) explains all parameters 
including price elasticities. In addition, he shows how to optimize the marketing 
mix. Campo et al. (2000) consider the relationship between store profiles and area 
allocation across categories. They show how the store area should be allocated to 
enhance store sales.  
Hoch et al. (1995) 
Hoch et al. (1995) use a two-step procedure to model store-specific category level 
price elasticities as a function of store profiles. In the first step, they estimate 
store-specific price elasticities per product category. In the second step, they relate 
these elasticities to consumer and competitor characteristics. 
  Hoch et al. (1995) determine category level price elasticities as aggregated  
brand level estimates. They use brand level estimates to avoid the extreme Existing models and store profile data 
 
 











assumptions and possible aggregation bias in an aggregated analysis. For each 
category, they define a log-linear demand system: 
 
   
(4.1) 
with  
  kt SALES  = 1 × J  vector of brand sales in store k in week t. Elements of the 
vector are the  jkt SALES , the sales of item j in store k in week t, 
J j ,..., 1 = ,  K k ,..., 1 = ,  T t ,..., 1 = , 
  kt PRICE  = 1 × J  vector of prices in store k in week t. Elements of the vector 
are the  jkt PRICE , the price of item j in store k in week t, 
  kt DEAL   = 1 × J  vector of dummy variables that indicate temporary price 
reductions or in-store coupons in store k in week t. Elements of the 
vector are  the jkt DEAL , the indicator for item j in store k in week t,                                      
kt FEAT    =  1 × J  vector of dummy variables that indicate whether there is a 
feature. Elements of the vector are the  jkt FEAT , the indicator for 
item j in store k in week t, 
α    =  1 × J  vector with item specific intercepts. Elements of the vector 
are the  j α , the intercept for item  j, 
  J kι τ    =  1 × J  vector with all elements equal to the store-specific intercept, 
k τ .  J ι  is a  1 × J  vector of ones, 
k Λ N +    =  J J ×  matrix of own- and cross- price elasticities, 
Φ    = I ϕ a  J J × diagonal matrix of lagged price effects, all effects are 
equal to ϕ
1, 
Ψ    = J J × diagonal matrix with on the diagonal item specific own-deal 
effects  jj δ , 
Ξ    =  J J × diagonal matrix with on the diagonal item specific feature 
effects  jj ψ , 
kt ε    =  1 × J  vector of random disturbances in store k in week t. Elements 
of this vector are the  jkt ε , the disturbance for item j in store k in 
week t. 
                                                                        
1 The lagged sales variable is included to accommodate for serial correlation caused by 
forward buying or stockpiling behavior. 
kt kt
kt k,t kt k J k kt
ε FEAT
DEAL SALES PRICE ) Λ (N ι τ SALES
+ Ξ +














The demand system allows for a full pattern of cross elasticities captured by the 
J J × matrix N. Elements of this matrix, the scalars  j j n ′ , are constant across stores 
and represent the effect of a price change of item  j′ on the sales of item j. The 
J J × diagonal matrix  k Λ  allows for store-specific own-elasticity components. 
The elements of this matrix are equal to  I k λ , with  k λ  the store-specific effect. 
Importantly, this effect is the same for all items within a category in store k. 
Hence, the own-elasticities ( k jj n λ + ) are allowed to vary across stores, while the 
cross-elasticities ( j j n j j ′ ≠ ′, ) are similar across stores. 
  In this model the number of parameters is considerably lower than in a model 
with item and store-specific parameters. Furthermore, Hoch et al. (1995) include 
two additional restrictions to reduce the number of parameters. First, the own deal 
and own feature parameters are restricted to be constant across stores. Second, 
they restrict item-store intercepts to equal the sum of an item and a store intercept. 
They test for these restrictions and conclude that for their application, out-of-
sample predictive validity is higher if these restrictions are imposed. 
  Hoch et al. (1995) obtain store-specific category price elasticities ( ck η ) from a 
weighted aggregation of item-level price elasticities: 
  (4.2) 
with  
  k w   = 1 × J  vector weights to compute the category level price elasticity. 
The elements of the vector ( jk w ) are the volume shares of item j 
within the category. 
 
These category-specific elasticities are explained from consumer- and competitive 
characteristics in the second step. Hoch et al. (1995) postulate the following 
relationship between elasticities and the predictor variables: 
  (4.3) 
with 
  k X    =  predictor variables for store k,  including  consumer and 
 competitor characteristics, 
  c β   = parameter vector for category c. 
ι Λ η ) ( k k ck N w + ′ =
) , 0 ( ~
2
c ck ck c k ck N X σ ε ε β η + ′ =Existing models and store profile data 
 
 











Hoch and al. (1995) estimate this model for 18 categories based on observations 
in 83 stores. They use 11 store profile variables to predict the category elasticities 
in the second step. These variables are:   
Consumer characteristics 
•  the percentage of the population over 60 years of age; 
•  the percentage of the population with a college education; 
•  the percentage of households with five or more members; 
•  the log of median income; 
•  the percentage of houses with a value over $150,000; 
•  the percentage of women who work; 
•  the percentage of black- and Hispanic households. 
Competitor characteristics 
•  the average distance in miles to the nearest five supermarket competitors; 
•  the distance to the nearest warehouse operation; 
•  the sales volume (as proxy for store size) of each store relative to the 
supermarket competition; 
•  the sales volume of each store relative to the nearest warehouse. 
The consumer characteristics are the household characteristics in the store’s 
trading area. This trading area is determined by expanding a polygon around each 
store location that contains sufficient households to support the store’s ACV (All 
Commodity Value). 
  A comparison of the results across categories leads to the following 
conclusions about the effect of the relationship between price elasticities and 
consumer- and competitor characteristics: 
•  Education and housing value have, in general, a negative effect on price 
elasticity. 
•  The variables concerning ethnicity, family size and percentage of working 
women have a positive influence on price sensitivity. 
•  The variables related to income and age have mixed effects. On some 
categories they have a positive effect and on other categories a negative 
effect. 
•  The size of the nearest warehouse increases price sensitivity. The greater the 














•  The variables associated with competing supermarket size and distance have 
weak and mixed effects. 
Montgomery (1997) 
Montgomery (1997) extends the model of Hoch et al. (1995). His major 
contributions are that he (i) integrates the estimation and prediction in one single 
step, (ii) imposes fewer restrictions on the elasticity structure, and (iii) shows how 
differences between stores can be exploited to increase profits.  
  Montgomery (1997) uses a Bayesian framework to estimate store-specific 
elasticities. This framework implies that the parameters are modeled as draws 
from a latent distribution, known as hyper-distribution. This distribution depends 
on consumer- and store characteristics.  
  The specification of the store-level sales model is: 
 





k α    =  1 × J  vector with store-specific item intercepts. Elements of the 
vector are the 
∗
jk α , the intercept for item  j in store k, 
 
∗
k Η    =  J J ×  matrix of store-specific own- and cross- price effects, 
 
∗
k Ψ    =  J J × diagonal matrix with on the diagonal item and store-specific 
feature effects 
∗
kjj ψ , 
 
∗
k Ξ    = J J × diagonal matrix with on the diagonal item and store-specific 
own-deal effects 
∗
kjj ξ , 
 
∗
kt ε    = 1 × J  vector of random disturbances in store k in week t. Elements 
of this vector are 
∗
jkt ε  the disturbance for item j in store k in week 
t.   
 
The parameters of this demand system are stacked into a single vector: 
 
  (4.5) 
 
This parameter vector is treated as a draw from a hyper-distribution. Each element 
of this vector ( ) 3 ( ,..., 1 , + =
∗ K K i ki θ ) is modeled as a linear function of 
competitor and consumer characteristics of the store ( k X ′ ). These variables are 
identical (same data) to the variables used by Hoch et al. (1995). The function is: 
∗ ∗ ∗ ∗ ∗ + + + + = kt kt k kt k kt k k kt ε FEAT DEAL PRICE SALES Ξ Ψ Η α ln
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i β    = 1 × P vector of effects of the predictor variables on 
∗
ki θ , 
  
∗
ik υ    =random disturbance. The 
∗
ik υ  for all i can be stacked in a vector 
∗
k υ  
] [ 1 ′
∗ ∗
Ik k υ υ K . Elements of this vector are 
∗
jkt ε  the disturbance for 
item j in store k in week t.   
Montgomery imposes a set of restrictions on the parameters 
∗
i β . The restrictions 
are that the 
∗
i β  are the same for five clusters of parameters in the vector 
∗
ki θ . 
These clusters are the constants (parameters 
∗
α β ), own-price (
∗
io β ), cross-price 
(
∗
ic β ), feature (
∗
if β ) and deal parameters (
∗
id β ). These restrictions are less 
stringent than the restrictions Hoch et al. (1995) impose. 
  Model estimation in a Bayesian framework requires that prior distributions be 
imposed on the parameters. These prior distributions represent a-priori knowledge 
of the parameter estimates and serve as starting point for the estimation. The 
estimation results are the posterior distributions of the parameters
2. The prior 
distribution on 
∗
k θ  is of special importance. This distribution determines to which 
extent stores have unique price elasticities. One extreme is that all stores have the 
same elasticities. This leads to a pooled model across stores. In the other extreme 
elasticities are similar to least squares estimates per store. Montgomery (1997) 
shows that a choice between these extremes is reasonable. 
  The results show that demographic effects are moderately predictive of the 
feature, own-price, and constant terms (
2 R  varying between 0.14 and 0.25) and 
weakly predictive of cross-price and deal effects (
2 R  of 0.02 and 0.05). Few of 
the estimated coefficients are significant. Montgomery (1997) claims that this can 
be improved upon by imposing stronger prior distributions. We would like to 
point out here that Montgomery did not include store characteristics. Store 
characteristics are likely to improve the parameter prediction, especially for the 
constant terms. 
  In a subsequent step, Montgomery (1997) shows how to employ store-specific 
price elasticities to increase store profits. He considers several possibilities with 
different restrictions. First, he optimizes prices under the restriction that the 
                                                                        
2 See Montgomery (1997) for details on the prior distributions. 














average category price and total category revenue per store remain constant. He 
shows that in his example (orange juice category) this strategy results in an 
average profit increase of 3.5 percent over the optimal uniform pricing strategy. 
Second, he performs the same optimization with price and revenue restrictions at 
the store level. This results in an additional profit increase of 0.6 percent (4.1 
percent in total). Third, he compares a local marketing strategy with the current 
chain’s zone pricing strategy. This strategy implies that the chain uses different 
prices in different clusters of similar stores. The similarity is based upon 
competitive characteristics. He shows that assigning stores to these clusters based 
on the model results in a 3 percent increase over the current zone pricing strategy. 
Finally, he optimizes prices of individual stores in each zone (cluster) under the 
restriction that average prices and total revenue per cluster remain the same. This 
results in an 9.6 percent increase in profits over the optimal uniform pricing 
strategy. 
Mulhern et al. (1998) 
Mulhern et al. (1998) apply a two-step procedure to explain store-specific brand 
level own-price elasticities from brand characteristics and store profiles. They 
apply their model to a liquor store that is a monopolist in it’s market. The 
modeling approach is a two-step approach comparable to Hoch et al. (1995). In 
the first step they estimate store-specific brand level elasticities. In the second 
step they explain the estimated elasticities.  







  t HDAY   =a dummy variable that indicates whether period t is in the peak 
season (December), 
∗ ∗
kj α    = brand intercept for brand j in store k, 
 
∗ ∗
′ j kj γ    = parameter for the price effect of the price of item  j′ on item j, 
 
∗ ∗
kj δ    = parameter for the effect in the peak season, 
  
∗ ∗
kjt ε    =disturbances for brand j in store k in period t. Mulhern et al. (1998) 
impose an  AR(1) structure on these disturbances. 
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Model (4.7) is a sales response model with an exponential functional form.  jjk γ  
are the own price parameters,  k j j ′ γ  ( j j ≠ ′ ) are the cross price effects. 
Importantly, price parameters are not equal to the price elasticities in this model. 
Mulhern et al. (1998) evaluate own brand store-specific price elasticities at the 
average price. They calculate these elasticities (
∗ ∗
kjj η ) by multiplying the price 
coefficient with the average price across the whole period for brand j in store k 
( kj P )
3.  
 
  (4.8) 
 
Mulhern et al. (1998), in contrast with Hoch et al. (1995), do not impose a 
structure on the price parameters. The small number of competing brands 
considered allows this approach. Note that this is in fact a restriction on the 
number of brands. 
  The second step involves the prediction of these elasticities from the brand 
characteristics and store profiles. They estimate the following linear regression 
model: 
 





j Z    =characteristics for brand j, 
 
∗ ∗ β    =vector of store profile effects, 
 
∗ ∗ ζ    =vector of brand characteristic effects, 
 
∗ ∗
kjj υ    =random disturbance for brand j in store k. 
Mulhern et al. (1998) model 14 liquor brands in 4 sub-categories sold in 35 stores 
in the USA. They use 3 store profile variables and 3 brand characteristics. 
Importantly,  they do not include competitor characteristics since the liquor store 
is a monopolist in its market area. The store profile variables, all customer 
characteristics are: 
                                                                        
3 Formally, the elasticities are equal to the price (not necessarily the average price) times 
the coefficient.  
∗ ∗ ∗ ∗ = kjj kj kjj P γ η














•  percentage of population within a one-mile radius of store k that is African-
American; 
•  percentage of population within a one mile radius of store k that is Hispanic; 
•  median household income within a one mile radius of store k. 
The brand characteristics are: 
•  the market share for brand j for the entire period studied; 
•  percentage of time periods there was a price promotion for brand j; 
•  a dummy variable that indicates whether a brand is a premium brand. 
Their analysis shows that the own brand price elasticity is higher in magnitude in 
(i) areas with lower concentrations of African-American consumers, (ii) market 
areas with higher incomes, (iii) more frequently promoted brands, and (iv) brands 
with a higher market share.  
Campo et al. (2000) 
Campo et al. (2000) study the impact of consumer-, store- and competitor 
characteristics on the optimal space allocation of product categories within a 
store. They consider the effect of these factors on (i) the category’s relative 
attractiveness and (ii) total store sales. Campo et al. (2000) focus on the potential 
sales and do not include store-specific instrument effects.  
  The model of Campo et al. (2000) starts by expressing category sales 
(CSALES) as the product of store sales (SSALES) and category sales share 
(CSHARE). This results in the following identity for store k  in period t: 
 
  (4.10) 
 
Next, they specify a model for each variable on the right side. The category share 
is modeled with an attraction model (MCI). The store sales are explained by a 
multiplicative model. The model for the category sales share is: 
 
 























































ckt kt ckt CSHARE SSALES CSALES × =Existing models and store profile data 
 
 












ckt A                = the attraction of category c in store k in period t, 
skt X                = store profile variable s for store k in period t, 
  mkt ASHARE      = category space, the fraction of the store area allocated to 
 category  m in store k in period t, 
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
mc sc c 2 1 0 , , α α α  = parameters. 
 
Model (4.11) states that the category sales share depends on the category’s 
attraction relative to the total attraction of all categories. The attraction depends 
on the store profile variables (the consumer, competitor and store characteristics) 
and the area allocated to each category. 
  The model for total store sales is: 
                      
     (4.12) 
 
with  
  kt SSALES         = total sales for store k in period t,  
   kt TA              =                   the total attraction of all categories in store k in 
period t, 
 
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
2 1 0 , , β β β s  = parameters. 
 
Model (4.12) predicts total sales from the store profile variables and the total 
attraction of all categories together. The parameter
∗ ∗ ∗
2 β  is of special importance 
as it represents the effect of the total attractiveness of all categories on total sales. 
Values of 
∗ ∗ ∗
2 β  higher than 1 imply that an attraction increase for a category leads 
to higher store sales. Each category benefits from these additional sales 
proportional to the category sales. If  1 2 =
∗ ∗ ∗ β , then multiplying models (4.11) and 
(4.12) gives a multiplicative category level sales model that allows for cross- 
category effects. Values of 
∗ ∗ ∗
2 β  below 1 suggest there are diminishing returns on 
total attraction. In the extreme case ( 0 2 =
∗ ∗ ∗ β ), there is only between category 
substitution.  
  Campo et al. (2000) is the only study that includes store characteristics. They 
use the following variables: 
Store characteristics 
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•  number of children per household (4 variables representing different classes); 
•  number of persons per household (4 classes); 
•  income (5 classes); 
•  marital status (4 classes); 
•  employment (5 classes); 
•  age (4 classes); 
•  ethnic background (2 classes); 
• urbanization  degree; 
•  number of people working but not living in the area. 
Competitor characteristics 
•  own sales surface relative to competing supermarkets sales surface in the 
trade area; 
•  number of specialty stores in the trade area that compete with a category.  
Six of the customer characteristics are captured by multiple variables representing 
different classes. Each of these variables indicates the population percentage in a 
class, for example the percentage of households without children, or with one 
child etc. One of the problems with these variables is that they are strongly 
correlated (multicollinearity). Campo et al. (2000) solve this by extracting four 
underlying uncorrelated factors: young families, less-well-to do, middle class, and 
single child. They use the scores on these variables in their analysis instead of the 
original variables. 
  Campo et al. (2000) model space elasticities as a function of store profiles. 
Space elasticities are proportional to category sales shares, which depend on store 
profiles. In fact this relation is a restriction. Store profiles are not allowed to affect 
parameter estimates in another way. 
  The model is applied to data from 55 stores of a European retail chain for two 
periods. For the category share model, they find that store profile variables have 
relatively strong effects on the attractiveness of the clothing-, luxury items-, 
dairy- (counter), meat- (counter), and fish categories. The influence of location 
characteristics on the attractiveness of groceries, meat (self-service), dairy (self-
service), health and beauty is weak. For the total sales model, sales are higher in 
urban areas, for larger stores, and for stores with more competition. Campo et al. 
(2000) explain the counter-intuitive effect of competition from the fact that areas 
with more potential attract more competitors. The only factor (from the factor Existing models and store profile data 
 
 











analysis) that affects store sales is the middle class factor. Store sales are lower in 
areas with more middle class households. 
  Campo et al. (2000) compare the added value of optimizing space using store 
profiles with an optimization that does not use store profiles. Their results show 
that using profiles leads to 1 percent additional gross profits and 13 percent 
additional net profits. 
Comparison and discussion 
We described studies that assess the relationship between store profiles and 
marketing instruments. We compare these studies on the following aspects: 
i.  the modeling approach,  
ii.  which instruments are modeled at the store level,  
iii. whether sales potential is included,  
iv. the store profile variables used, and  
v.  modeling restrictions.  
We summarize the comparison in Table 4.1. 
  With respect to the modeling approach we see that Hoch et al. (1995), 
Montgomery (1997), and Mulhern et al. (1998) all use store profiles to specify a 
sales response model that allows for store-specific parameter estimates. 
Montgomery (1997) estimates and explains these estimates in a single step. Hoch 
et al. (1995) and Mulhern et al. (1998) apply a two-step approach. They first 
determine parameter estimates and then explain these estimates from store 
profiles. The disadvantage of this approach is that uncertainty in the first step is 
not accounted for in the second step. The modeling approach of Campo et al. 
(2000) is different as they combine an attraction model and a sales model. 
  The marketing instrument in Campo et al. (2000) is category space. The other 
studies focus on price elasticities. Mulhern et al. (1998) consider promotional 
price elasticities. Hoch et al. (1995) and Montgomery (1997) study price without 
distinguishing promotional and regular prices. They include a dummy variable to 
account for temporary price discounts.  
  Potential sales are only considered by Montgomery (1997) and Campo et al. 
(2000). The model by Campo et al. (2000), unlike that of Montgomery et al. 
(1997), includes store characteristics. These characteristics are critical to 














Table 4.1 Comparison between the models in the marketing literature 






Campo et al. 
(2000) 
Modeling approach  two-step  integrated  two-step  two models  
Store-specific instruments  category level 
price elasticity 







Potential sales  no yes No yes 
Store profiles      
 Store characteristics  no no No  yes 
 Customer characteristics  yes yes Yes yes 
 Link between customers 










1 mile distance 
survey-based trade 
area 
 Competitor characteristics  yes yes  implicit 
(monopolist) 
yes 
Restrictions  Own price effect 
is the sum of an 
item-specific 
price effect that is 
constant across 
stores and a 
store-specific 






profile effects are 
the same for the 
own effect, cross 
price effects, 








their effect on 
sales share. 
 
The disadvantage of models that estimate potential and instrument effects 
simultaneously is that the instrument effects may be biased. Estimating the sales 
potential requires the use of between store variation. This variation may be 
affected by unobserved retailer behavior. That is, retailer may use his marketing 
instruments based upon their expectations about sales. Stated differently, sales 
determine the use of the marketing instruments. If the store profile variables do 
not account for this behavior (i.e. we do not observe the behavior), biased 
parameter estimates result. In Chapter 6, we discuss this issue in detail. We show 
that biased estimates indeed result and we suggest an alternative approach. 
  Considering the store profile variables, we observe that all studies include 
consumer characteristics. Hoch et al. (1995) and Montgomery et al. (1997) use the 
same consumer characteristics, which correspond to the household characteristics 
in the store’s trade area. This trade area is defined as a polygon around the store 
that is large enough to support the total store sales (ACV). Mulhern et al. (1998) 
use household characteristics that refer to households that live within a one mile Existing models and store profile data 
 
 











radius. They use fewer characteristics compared to the other studies. Campo et al. 
(2000) use household characteristics in a trade area that is based on interviewing. 
The advantage of surveying is that the trade area definition is more exact than in 
the other studies. 
 The  studies  assign  all consumers within the trade area or radius to the store. 
The problem with this approach is that consumers outside the target segment are 
considered as well. This leads to invalid characteristics. We expand this in the 
next section. 
  All studies account for competition. Mulhern et al. (1998) do this implicitly 
by considering a monopolist, Hoch et al. (1995) Montgomery et al. (1997), and 
Campo et al. (2000) include competitor characteristics in the models and thus 
explicitly account for competitor characteristics. Stores are identified as 
competitors if they are located within a certain distance or within the trade area. 
The characteristics are based on presence, distance, or relative sales volume/size. 
This definition may be wrong. We elaborate this in the next section. 
  All studies limit the number of parameters by imposing restrictions. These 
restrictions are needed because the number of observations per store over time is 
low (2-160 observations per store in the studies considered). This implies that it is 
not possible to estimate store-specific parameters for a large number of covariates. 
In Chapter 5, we show how daily data can be used to increase the number of 
observations. Hoch et al. (1995) restrict the own price effect to the sum of a brand 
specific effect constant across stores and a store-specific effect constant across 
brands. In addition, other parameters are assumed to be constant across stores. 
Montgomery (1997) imposes prior distributions on the parameters and requires 
the store profile’s effect to be equal for clusters of parameters. Mulhern et al. 
(1998) limit the number of brands. Campo et al. (2000) impose constant model 
parameters across stores. The store profiles determine the area elasticity through 
their effect on category sales share.  
  
4.4 Data 
Data on store profiles are needed to calibrate models described in the previous 
sections. In this section we describe the data on store-, competitor- and consumer 
characteristics available in the Netherlands. As the collection of consumer 
characteristics is more complex than collecting store and competitor 
characteristics, we spend more attention on this type of data.  














4.4.1 Store- and competitor characteristics 
Store- and competitor characteristics are related. Competitor characteristics are 
often defined as the store characteristics of competing stores. Frequently used 
variables for both types of characteristics include annual turnover, sales area, 
number of checkouts, store format and location (or distance to the store 
considered)
4. Firms like ACNielsen (VNU), Elsevier and Locatus supply these 
data. 
  The definition of competition is critical for competitor characteristics. That is, 
if we want to obtain competitor characteristics we first need to know which stores 
compete. One possibility is to use distance or trade-area-based criteria like the 
ones used in the studies discussed in Section 4.3. The problem with this approach 
is that there is no guarantee that we will find the actual competitors. Some stores 
that are close to each other may not be competitors and vice versa. A better 
alternative is to use store choice data
5 or to ask store managers to identify 
competition. The use of store choice data is more promising as these data are 
easier to obtain and more objective. 
  A more fundamental issue is that competition should be measured from the 
consumers rather than from the customer viewpoint. For an arbitrary customer 
one competing store may be dramatically closer (and more competitive) than for 
another customer. Spatial interaction models like Huff’s model account for these 
factors  by modeling store choice through an attraction model that includes 
distance (see e.g. Ghosh et al., 1994, pp. 305-313). The very detailed data needed 
to calibrate these models at lower levels of aggregation (e.g. brand level) are not 
available in the Netherlands. 
 
4.4.2 Consumer characteristics 
When we consider consumer characteristics, we must first decide which 
consumers to focus on. We divide consumers into potential- and actual customers
6 
who may have different characteristics. For local marketing we consider two 
                                                                        
4 Alternatively one might want to account for the competitor’s marketing instruments. We 
do not consider this possibility as these data are not (yet) available. 
5 One might argue that this also yields competitor characteristics (e.g. percentage that 
visits a certain store). We consider this as an intermediate variable between competitor and 
customer characteristics.  
6 This can be refined by considering the degree to which customers are potential 
customers (likelihood of becoming an actual customer) or actual customers (is the store 
primary or secondary store, etc.).  Existing models and store profile data 
 
 











possible target groups. The first option is to focus on actual customers. In this 
case it is necessary to identify the store’s customers. The second option is to focus 
on both potential- and actual customers. In this case we may use consumer 
characteristics in the trade area, just as in the studies in the previous section. 
However, there are some serious concerns with this approach. First, we assume 
that everyone in the trade area is an actual- or potential customer, which is 
unlikely. Second, a correct definition of the trade area is critical. A wrong 
definition results in incorrect consumer characteristics. Third, consumers are 
assigned to a store based on their residential location. This excludes the 
possibility of transient consumers, i.e. consumers who do not live in the area. 
Campo et al. (2000) attempt to solve this by including the number of people that 
work but do not live in the area
7.  
  The choice whether to consider potential customers or not determines which 
data collection method is suitable. A valid method measures the characteristics of 
the selected target segment. We consider the methods’ data collection location 
and  possibility to identify customers for comparison. Other characteristics we 
consider are the availability of the data and the number of characteristics that can 
be included. First, we describe the methods using these characteristics: see Table 
4.2. Next, we compare individual- and aggregate household data in the 
Netherlands. 
  We distinguish two possible data collection locations, i.e. (1) at the checkout, 
and (2) at the consumer (household) address. At the checkout, data can be 
collected using customer cards or by asking for the customer’s zip code. 
Customer cards are used by the store to reward their customers. The customer 
receives a card upon registration and is supposed to present their card at the 
checkout. This gives the store insight into which products the customer buys. 
Additional customer characteristics can be obtained from a survey (e.g. at   
registration) or other data sources.  
  Asking for zip-codes is a less sophisticated way to collect data at the 
checkout. The zip-code reveals the customer’s residential area. The store may add 
additional characteristics from an external data source (e.g. survey, zip code level 
database). 
                                                                        
7 Comparable data is available in the Netherlands from registrations on the number of 














Table 4.2 Characteristics of methods to collect consumer data 




Availability Number  of 
characteristics 




checkout yes  limited  few 
Checking zip- 
codes  
checkout yes  limited  few 
Survey data  household 
address 










no widely  many 
 
At the address level, data can be collected through a survey or can be purchased 
from a third party. Third parties include firms whose business it is to collect and 
sell data. These data are available either at the individual household-level or are 
aggregated across households. We compare individual- and aggregate household 
data supplied by third parties in the Netherlands below. 
  Customer identification is critical if we want to focus on actual customers. 
Without correct identification wrong characteristics may result. Data collection at 
the checkout guarantees that all respondents are customers. Still, a bias may result 
if customers do not use their card or refuse to reveal their zip-code. At the address 
level customers may be identified by asking them which stores they visit. Thus it 
is possible to identify stores with individual household data. On the other hand, 
aggregate household data only reveals the percentage of respondents who visit 
which store. Therefore, we cannot determine the characteristics of these 
households. 
  There is no need to identify individual customers if we want to know both 
current- and potential customer characteristics. In this case it suffices to determine 
the store’s trade area and corresponding consumer characteristics. Store choice 
data may be used to determine the trade area (if available), or alternatively a 
distance-based criterion. Examples of distance-based criteria include (i) 
considering a radius around the store, and (ii) expanding polygons around stores 
such that they are sufficiently large to support the total store sales.  
  Availability refers to the extent to which it is possible to obtain data. Data 
obtained from customer cards, asking for zip-codes and surveys are not widely 
available. These data are collected by a limited number of stores and the owner Existing models and store profile data 
 
 











(often the retailer) is not likely to share the data. By contrast, data offered by a 
third party are widely available. Third parties collect data on a large scale and are 
willing to sell the data to everyone. 
  The amount and type of consumer characteristics collected varies dramatically 
across the methods. In general, data collection at a household’s address offers 
more opportunities to include characteristics than data collection at the checkout. 
The situation at the checkout (or at the customer card registration) does not allow 
many questions. On the other hand, the advantage of collecting data at the 
checkout is that actual purchase behavior is observed, though only for the store 
considered. At the address level, communication is the only option to collect 
purchase behavior. Stated purchase behavior may differ from actual behavior. 
  One may combine data from a survey or third party with data collected at the 
checkout. Both individual- or aggregate household data can be used, although 
both approaches have their disadvantages. Using individual household data 
implies that data about the same customer are added which will not be available 
for all customers. Using aggregate data implies that aggregate characteristics are 
assigned to individual customers. This assumes that individual customers have the 
aggregate characteristics (or at least on average). It is obvious that this assumption 
is easily violated. 
Individual household data  
Individual household data are offered by different firms in the Netherlands. 
Cendris, Claritas, and WegenerDM are important suppliers. These suppliers offer 
large databases that cover a broad range of individual household characteristics. 
We study the differences between these databases and collected them into Table 
4.3.  
  All suppliers collect their data mainly through written customer surveys. 
These surveys are quite extensive and cover a variety of topics including   
demographics, income, insurances, durables, leisure time, cars, housing, media 
use, and store choice. These databases are built by combining data from 
repeatedly sending the same survey to different parts of the population. The 
databases of Claritas (CCI database) and Cendris cover 25 percent of the 
households. The database of WegenerDM is considerably smaller and covers 16 
percent of households. 














Table 4.3 Differences between suppliers of individual household data in the Netherlands 
 Cendris  Claritas  (CCI)  WegenerDM 
Percentage of 
households 
25% 25% 16% 












Sponsoring no yes yes 
 
All suppliers identify stores visited from a question about visited chains. 
Households are assigned to the nearest store of a chain. This is incorrect for 
households that do not visit the nearest store of a chain (e.g. the store close to the 
work address). It would be better to identify the visited stores directly, though this 
is more difficult to implement.  
  The three suppliers include different store types. Claritas is the only supplier 
who includes liquor stores and WegenerDM the only supplier who includes home 
improvement. Importantly, Claritas and WegenerDM distinguish between primary 
and secondary food stores. Cendris asks only for the most visited store. 
Additionally, for a number of categories Cendris and Claritas ask whether 
respondents visit specialty stores. 
  Claritas and WegenerDM allow sponsors to include questions. In this way the 
sponsor may obtain exclusive information on behavior-related characteristics such 
as product use, purchase quantities, and purchase frequency. The alternative, to 
predict these variables from other characteristics often results in weak predictive 
validity.  
Aggregated household data  
Aggregated household data summarize characteristics in an area. We classify the 
aggregation possibilities to the area definition used. The three definitions are (i) 
zip codes, (ii) neighborhoods and districts, and (iii) shopping districts. We explain 
these methods and suppliers below: see Table 4.4. Existing models and store profile data 
 
 











Table 4.4 Differences between suppliers of aggregated household data in the Netherlands 
 Claritas  WegenerDM  Cendris Experian  Cherridata  Statistics 
Netherlands 
Locatus 












Store choice  yes  yes  yes  no  yes  no  no 
 
Zip-code level data 
The zip code is the most frequent aggregation level used. Zip codes were 
introduced by the postal services to facilitate mail delivery. The Dutch zip codes 
consist of a combination of four digits and two characters (e.g. 1234 AB). On 
average a full zip code covers 17 households. The aggregation level defined by 
the full zip code is called the PC6 level. PC refers to PostCode (zip code in 
Dutch) and 6 to the number of positions used. Using fewer positions identifies 
households in a larger area. Thus, the PC5 level refers to addresses with identical 
first 5 positions and the PC4 level refers to addresses with the same four digits. 
On average there are 200 households at the PC5-level and 1500 at the PC4-level. 
Adding a character (or number) to the original zip code makes it possible to 
identify households at a more disaggregate level than the PC6 level. This 
aggregation level is called the PC7 level.  
  Claritas, Cendris, WegenerDM, and Cherridata all offer PC4, PC5, and PC6 
level databases. Cherridata is the only supplier that offers a database at the PC7 
level. These databases are based on individual household data. In addition, all 
suppliers offer a geodemographic segmentation system. These systems assign 
each zip code to a lifestyle segment.  
  Experian is another supplier of a geo-demographic segmentation system. This 
segmentation system, called Mosaic, is based on data from different sources and 
is available at all zip-code levels. Store choice is not included. 
  Statistics Netherlands (CBS in Dutch) offers data at the PC4 level. Municipal- 
and car administration databases are the main sources. The data include the 
number of inhabitants, age, nationality, urbanization degree, address density, 
income and car possession. Importantly, store choice is not available. The 














The disadvantages are that the data are not detailed (high aggregation level) and 
that a limited number of characteristics is available. 
Neighborhoods and districts 
The categorization into neighborhoods and districts is very common within 
municipalities in the Netherlands. These areas are defined such that a district 
contains multiple neighborhoods. On average there are 575 households in a 
neighborhood and 2400 households in a district. One problem with this area 
definition is that the number of household varies dramatically across 
neighborhoods and districts. Within neighborhoods, the number of households can 
vary from 0 to 10,000. Statistics Netherlands offers data at these aggregation 
levels. The variables in Statistics Netherlands neighborhood and district data and 
the PC4 level data are identical.  
Shopping centers 
Locatus offers customer information at the shopping center level. This approach is   
unique in that it defines a common customer profile for a whole shopping center. 
This is unattractive if a store-specific profile is needed. 
 
4.5 Summary and conclusions 
In this chapter we studied models and data for local marketing. We noted that the 
models in the marketing literature relate store profile data to the effects of 
marketing instruments, but these models are not fully implemented in practice.  
  We illustrated models in practice by explaining the services of ACNielsen in 
the Netherlands that relate store profiles to store sales. These services are 
FamilyTrack, Local Marketing, and Assortman.  
  We discussed four models in the marketing literature noticing the following 
weaknesses: 
•  Parameter restrictions have to be imposed as the number of observations is 
usually low. 
•  Estimating sales potential requires the use of between store variation which 
may lead to biased estimates. 
•  Competitor characteristics are based on distance and not on choice criteria. 
Hence, competition is not considered from the consumer point of view. Existing models and store profile data 
 
 











•  Consumer characteristics are based on consumers living within a radius or 
the trade area. None of the studies distinguishes between actual- and 
potential customers. 
We provide solutions to the first two weaknesses in Chapters 5 and 6. In the 
second half of this chapter we discussed the possibilities of obtaining data for 
local marketing and the data suppliers in the Netherlands. For the competitor data, 
we noted that it is better to use store choice data to identify competition. 
Alternative models that measure competition from the customer point of view 
require data not available in the Netherlands. For consumer data there are two 
options. We can focus either on actual customers or on actual and potential 
customers. Finding valid consumer characteristics for actual customers is easier 

























Chapter 5  
Sales Decomposition Within and 
Across Categories Using Daily 
Data for a Single Store 
5.1 Introduction 
In this chapter we develop and apply a model to estimate store-specific marketing 
instrument effects using daily data for a single store. In this way we implicitly 
account for differences between stores. 
  Most store-level sales models use weekly data and multiple stores. If we use 
these data to estimate models with unique estimates per store we often have 
insufficient observations to estimate the effects of the variables that affect sales. 
The use of daily data increases the number of observations and hence we can 
include more instruments. 
  We decompose an item’s promotion effects into within- and cross category 
effects. For many managers it is critical to consider interdependencies between 
products offered in the market place. For example, a multi-product retailer should 
know how items in different categories interact. Many manufacturers and retailers 
have adopted category management to accommodate dependencies between 
multiple brands (e.g. cannibalization). They should also understand dependencies 
between categories because this may influence the nature of the marketing mix. 
However, little is known about category dependencies (see e.g. Manchanda, 
Ansari, and Gupta, 1999).  
  Neslin (2002, pp. 62-63) points out that none of the existing sales promotion 
decomposition models answer the question how an item’s sales promotion affects 
the sales of all following four components: 
i.  a change in the own-item sales of the item promoted; 
ii.  a change in sales of other items belonging to the same category (cross-item 
effects); 












iv. a change in sales of items in other categories (cross-category effects). These 
effects can be either positive (complementary) or negative (substitution).  
Most existing decomposition studies consider elasticities. Sales elasticities are 
decomposed in terms of category incidence, brand choice and quantity elasticities. 
However, the elasticity percentages are not equal to unit sales percentages, and  
only the latter have managerially relevant implications (Van Heerde, et al. 2003b). 
Van Heerde, et al. (2003a) consider three of the four sales components mentioned 
by Neslin (2002, pp.62-63). They show how the own-brand unit sales effect of a 
promotion can be decomposed into cross-brand-, cross-period-, and category-
expansion effects.  
  We expand their framework to include effects across categories; component 
(iv). We consider how the evaluation of a promotion (prices) changes with the 
inclusion of cross-category effects. We separate these effects into effects on other 
items of the promoted brand and on items of other brands. The first effect affects 
both the manufacturer’s and the retailer’s total sales. The second effect only 
affects the retailer’s sales, assuming no competitive reactions. In this chapter we 
present an approach to obtain store-specific marketing instrument effects from 
daily data for one store, we provide an approach to decompose the sales change 
into effects on items of the same brand and other brands across categories.  
  This chapter is organized as follows. In Section 5.2 we provide an overview 
of related research on cross-category effects, decomposition models and models 
for daily data. In Section 5.3 we propose our modeling approach. The data sets 
used to estimate the models are described in Section 5.4. In Section 5.5, we 
provide empirical results. We present our conclusions and discuss managerial 
implications in Section 5.6. 
 
5.2 Literature review 
First, we provide an overview of the studies on cross-category effects; second, we 
discuss the (single) study that uses daily data to model sales promotions; and 
finally, we discuss the existing literature on the decomposition of sales 
promotions. 
 
5.2.1 Cross-category effects 
Several studies consider cross-category relationships, some based on  household 
data while other studies use store data. Sales decomposition using daily data for a single store 













Erdem (1998) applies the theory of signaling to study the relation between 
umbrella brands in two product categories. She finds strong support for positive 
cross-category effects. Erdem and Sun (2002) investigate the effects of 
advertising and promotions on items of umbrella brands. They show that 
information-based sales promotions (especially couponing) have a relatively large 
impact on umbrella brand items in other categories. Hruschka, Lukanowicz and 
Buchta (1999) estimate a multivariate binomial logit model to estimate cross-
category dependencies. For 73 categories they find significant interaction effects 
for 5 percent of all possible category pairs. With a p-value of 0.05, this relative 
frequency is consistent with what might be expected to occur by chance. Russell 
and Petersen (2000) specify a conditional choice model for a basket of goods. 
They find modest cross-category effects for four different paper goods categories. 
Manchanda, Ansari and Gupta (1999) find cross category effects for pairs of 
complementary product categories (cake mix, cake frosting, fabric detergent, and 
fabric softener). 
Store-level studies 
Doyle and Saunders (1990) consider cross-category effects of advertising on sales 
for a variety store chain. They project that an advertising strategy that 
incorporates cross-category effects will result in a 40 percent profit increase. 
Mulhern and Leone (1991) use weekly store-level scanner data to estimate 
promotion effects between complementary categories (cake mix and frosting). 
Their findings also suggest that promotions in one category enhance sales in the 
other. 
  Walters (1991) investigates cross-category, intra- and inter-store substitution 
effects of brands within two predefined sets of related categories (cake mix and 
cake frosting, and spaghetti and spaghetti sauce) and between two stores. His 
findings reveal significant inter-store complementary and substitution effects but 
show little evidence of intra-store effects. 
  The conclusion based on previous studies is that cross category effects matter 
but are not always easy to isolate. Cross category effects are found especially in 
predefined sets of categories for which interactions can be expected.  












5.2.2 Modeling daily data 
By using daily data instead of weekly data, we have a larger number of 
observations and we can specify and estimate models for a single store that 
include many instruments. An additional advantage of daily data is that we avoid 
possible ambiguities with measures of price and feature. That is, we avoid 
possible measurement errors in weekly data caused by midweek changes in price 
and feature. Marketing instruments may not be aligned with the observation 
frequency. 
  In the marketing literature, we know of only one study that uses daily scanner 
data. Kondo and Kitagawa (2000) model category sales for a single store. They 
use the Kalman filter to separate category sales into a trend, a day-of-the-week 
effects, and an irregular component. The irregular component is modeled as a 
function of price promotions. They do not allow the promotion effects to differ by 
day nor do they accommodate different disturbance variances (heteroskedasticity) 
between days. By contrast, we expect promotion effects and disturbance variances 
to be proportional to average sales for each day of the week. Importantly, Kondo 
and Kitagawa (2000) do not decompose sales promotion effects and they do not 
consider cross-category effects. 
 
5.2.3 Elasticity decompositions  
The elasticity decompositions based on household level data include Gupta 
(1988), Chiang (1991), Chintagunta (1993), Bucklin et al. (1998), and Bell et al. 
(1999). They use the idea that sales elasticity is the sum of purchase incidence-, 
purchase quantity-, and brand choice elasticities. Bell et al. (1999) find that on 
average the sales promotion elasticity is mostly due to brand choice elasticity (74 
percent), leaving only 26 percent for the purchase incidence and quantity 
elasticities. Van Heerde et al. (2003b) show that these results cannot be interpreted 
substantively. In fact they find that on average only 33 percent of the unit sales 
increase due to a promotion is attributable to brand switching. 
  Pauwels et al. (2002) study the long-term effects of a price promotion. They 
find that negative post promotion effects tend to cancel the brand choice 
elasticities (secondary demand), but do not cancel the category incidence- and 
quantity elasticities (primary demand).  
 Sales decomposition using daily data for a single store 












5.2.4 Unit sales decomposition 
Van Heerde et al. (2003a) decompose the unit sales promotion effect based on 
store-level scanner data into three sources: cross-brand effects, cross-period 
effects, and category expansion effects. They find that on average about 1/3 of the 
own-brand sales effect is due to the cross-brand effect, about 1/3 is due to the 
cross-period effect, leaving about 1/3 for the category expansion effect. Thus, 
they find a primary demand effect of 2/3 that corresponds well with the unit sales 
result inferred from the household model elasticities (Van Heerde et al., 2003b). 
  Van Heerde et al. (2003a) provide two extensions (extended decompositions). 
One extension decomposes the within-store category expansion effect into a 
market expansion effect (the category expansion effect net of within-brand cross-
store effects) and a cross-store effect (changes in the focal brand sales in 
competing stores). The other extension is a decomposition of the cross-item effect 
into within-brand (cannibalization) and between-brand effects.  
 
5.2.5 The decomposition model by Van Heerde et al. 
Van Heerde et al. (2003a) use store-level scanner data to decompose the effect of 
sales promotions. For the standard decomposition the criterion variables are: 
i.  own-brand sales in week w ( w OBS ) to estimate the own-brand effect,  
ii.  sales of all other brands in week w ( w CSB ) for the cross-brand effect, 
iii. category sales before and after week w ( w CSW ) for the cross-period effect, 
and  
iv. category sales before, during, and after week w ( w CST ) for the category 
expansion effect.  
They estimate the models pooled across stores. Since stores differ in size, they 
transform the store sales to obtain equal promotion effects across stores 
proportional to average category volume. Thus, each sales variable is divided by 
the average category sales in the store ( k CS ). If  kjw S  is unit sales of brand j in 
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where J is the number of brands, T is the number of lagged periods, and 
∗ T  is the 
number of lead periods. By construction, the criterion variables are related to each 
other in the following way: 
 
  (5.1) 
 
Ignoring the common divisor ( k CS ) this equation says that current own-brand 
unit sales is total category sales in a time window, minus current cross-brand 
sales, minus total category sales in the same time window excluding week w. The 
standard approach consists of estimating linear regression models for  kjw OBS , 
, kjw CBS and  kw CSW  as a function of own-brand price index (actual price divided 
by regular price) and other variables. By construction, the effects for  kw CST  are 
implied by and can be derived from the other effects.  
  Van Heerde et al. (2003a) define four mutually exclusive types of price index 
variables depending on the support type. These support options are: (i) feature-
only, (ii) display-only, (iii) feature and display, or (iv) no support. For each of the 
four promotion variables they obtain separate decompositions. 
  The regression models for each criterion variable include all relevant 
covariates to avoid possible biases due to missing variables. For example, the 
covariates include price (index) variables of other brands in the category for the 
current period, even though the cross-brand effects of interest are obtained from 
the effect of own-brand price indices on the CBS variable. Similarly, lead and lag 
variables are included, even though the relevant cross-period effects come from 
the  CSW variable. Other covariates include regular prices, support variables 
without a price discount, and weekly dummies. The covariates for the other 
brands are defined as averages across the brands to minimize the number of 
covariates in the model. By including exactly the same covariates in each 
equation , the effects for  kw CST  are indeed implied by the other effects. 
  In general, the regression model for  kjw OBS  can be written as: 
 






=  price index variable (index) for brand j in store k in week w, where 
the index l indicates the four different support conditions, 
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= observation for covariate  P p p , , 1 , K =  on brand j in store k in 
week w, 
  kjw u
 
=  disturbance term for brand j in store k in week w. 
The parameter  ljOBS α  in (5.2) is the effect of the price index with support type l 
on own-brand unit sales divided by average category sales ( k CS ). From the same 
regression models for  kjw CBS and  kw CSW  the following parameters are estimated: 
  ljCBS α :  the cross-brand effect (criterion variable  kjw CBS ), and  
  ljCSW α : the cross-period effect (criterion variable  kw CSW ). 
    
And based on (5.1) it follows that  
  
  (5.3) 
 
where  ljCST α is the category expansion effect (criterion variable  kw CST ). 
  Thus, the own-brand effect equals the category expansion effect minus the 
cross-brand effect minus the cross-period effect. For estimation one of the 
equations for these four variables is deleted because it is redundant. Van Heerde et 
al. (2003a) use (5.3) to compute the relative contribution for each component as 
follows: 
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5.3 Modeling approach 
The modeling approach proposed by Van Heerde et al. (2003a) is our starting 
point. We explain how we adapt this model in Section 5.3.1. These modifications 
have consequences for the variable definitions, variable transformations, and 
model specification. In Section 5.3.2 we present the within-category and cross-












category decompositions and the models needed to determine these 
decompositions. 
  The modeling approach can be divided in three stages and in nine steps. In the 
first stage, we transform the model variables. In the second stage, we use the 
transformed variables to estimate the instrument effects. In the third stage, we 
calculate the decomposition effects from the modeling results. We summarize the 
modeling steps in Table 5.1. In the following sections we refer to the steps in this 
table.  
 
Table 5.1 Modeling steps  
Step What  Why 
Transformation 
1  Multiplying unit sales by the 
average price across the sample 
To obtain comparable units across 
categories 
2  Dividing actual price by the 
average price  
To obtain comparable price 
variables 
3  Standardizing sales per day  To eliminate day-of-the-week 
effects 
4  Filtering sales using the HP filter  To create fluctuations in sales not 
attributable to trend or seasonality  
5  Filtering price index and feature  Same as in 4 for price and feature 
6  Identify and reduce 
multicollinearity problems 
To obtain reliable effects 
Estimation 




8 Multiplying  regression 
coefficients by the average 
standard deviation per day 
To obtain average daily effects in 
terms of sales 
9  Using significant regression 
coefficients to find decomposition 
effects
1 
To obtain reliable decomposition 
results 
 
5.3.1 Modifying the model of Van Heerde et al. (2003a) 
We modify the modeling approach of Van Heerde et al. (2003a) such that it is 
applicable to daily data for one store on multiple categories. The modifications 
                                                                        
1 We conduct a sensitivity analysis to determine how the results change for different p-
values. Sales decomposition using daily data for a single store 












are related to (i) variable definitions, (ii) trend and seasonality, and (iii) model 
specification issues.  
(i) Variable definitions 
Sales (step 1) 
To accommodate cross-category effects, it is critical that we use criterion 
variables expressed in comparable units. For example, the unit for washing 
detergents is kilos but for fabric softener it is liters. We create comparable 
variables and define a revenue like variable in terms of unit sales at the item level 
times the average p rice for the item across the sample (called SAP). We use 
average price instead of actual prices to avoid artificial correlation problems 
between, for example the criterion variable and the price index. Hence the unit 
sales, for a given day are multiplied by a constant which only has a scaling effect.  
Covariates 
We define all covariates at the item level. We focus on price index effects and 
consider feature as a covariate. 
Price 
For many items it is difficult to distinguish between promotional- and regular 
price changes. Available algorithms to infer regular prices do not apply due to 
excessive price fluctuation. We proceed as follows. Price indices are calculated 
using the average price across the year as a reference price (step 2 in Table 5.1). 
In this way we measure all price effects in terms of a comparable price index.  
Feature 
Feature is the only support variable for which we have information. The pattern of 
variation in feature and price does not allow us to estimate separate effects for 
feature supported- and non-supported prices. Estimation of such effects requires 
that both supported and non-supported prices vary sufficiently, which is not the 
case. Therefore, price and feature are included as separate variables, and we do 
not allow for a separate interaction effect.  
Correlation between predictors (step 6) 
The store uses marketing instruments simultaneously for some items. For instance 
we see that price decreases for different items of the same brand are identical, or 
that for one item a decrease is always supported by feature. In the most extreme 












separately. In less extreme cases estimates may have high variances and incorrect 
signs. 
  We detect multicollinearity problems using a variance decomposition of the 
estimators based on the characteristic roots and vectors of the predictors’ moment 
matrix (see Judge et al., 1985, pp. 902-904, and Belsley et al. 1980). Belsley et al. 
(1980) show that this approach is superior to alternative approaches including 
inspection of the covariance matrix of predictors. Variance proportions of all 
estimates for roots with a condition index
2 exceeding 15 are evaluated. A variance 
proportion for two or more predictors exceeding 0.50 indicates multicollinearity. 
Both threshold values are at the lower end (most prudent) of commonly suggested 
values
3 (see Belsley et al., 1980, pp. 100-104, Greene, 2000, p. 258, and Hair et 
al., p.153). 
  Another issue is the case where instruments are often used simultaneously but 
not so frequently that severe multicollinearity results. In these cases the 
information present in the simultaneous use of instruments is not used fully for 
estimation. The separate instrument estimate for one of these items is based on the 
relation between this instrument and sales, both corrected for the other item’s 
instrument. However, from a managerial viewpoint the effect of joint instrument 
use is relevant. We detect these cases from the predictor variables’ covariance 
matrix, and we treat them as collinear variables. 
   We choose the following approaches to overcome collinearity problems: (i) 
we omit the feature variable if price and feature are (almost always) used together, 
and (ii) we create new price variables if prices are used simultaneously. The new 
price variables are constructed such that we have: (i) a common price variable that 
equals the common price if the prices are the same and the annual average price 
of both items if not, and (ii) separate price variables for each item that takes the 
value of the item’s price if prices are not the same, and the annual average price of 
both items if prices are the same. We explain this in detail in Appendix A. 
(ii) Trend and seasonality 
Store-level studies typically use weekly data from multiple stores. Time series 
components common to all stores are accommodated with weekly dummies to 
                                                                        
2 The condition index is the ratio of the largest and smallest eigenvalues of the moment 
matrix. 
3 We recognize that the degree to which multicollinearity is a problem depends on the 
number of observations (see e.g. Leeflang et al., 2000, p. 358). Sales decomposition using daily data for a single store 












account for seasonality and missing variables such as coupons and television 
advertising (e.g. Wittink et al. 1988 and Van Heerde et al. 2003a). With data for 
only one store the use of dummy variables for each of the time periods is not 
possible. Hence, we apply a different approach.  
  It is common to decompose a time series in period t into a trend- ( t T ), a 
seasonal- ( t SEAS ) and an irregular component ( t I ). For an additive model this 
means that sales on day t ( t S ) is expressed as: 
 
  (5.4) 
 
With data for only one store, we account in two subsequent stages for the day-of-
the-week effects (step 3) and the trend in the data (steps 4 and 5) so that the 
irregular component becomes the basis for inferring marketing mix effects.  
Day-of-the-week effects (step 3) 
Systematic variation in sales between days of the week needs to be 
accommodated. For example, stores sell more on Saturdays than on Mondays. A 
standard approach is to model it in a deterministic way. For example, one could 
include dummy variables for days of the week. However, there are two additional 
differences between the days that require another modeling approach.  
  First, we expect marketing instruments to have effects proportional to sales on 
a typical day. For example, if a product on average sells six times as much on 
Saturday than on Monday, we expect a price decrease on Saturday also to have six 
times the impact of a price decrease on Monday.  
  Second, we expect that the disturbances have variances that depend on the day 
of the week (heteroscedasticity). We assume this variance to be proportional to the 
average daily sales. Such proportionality assumptions are implicit in 
multiplicative models (e.g. Wittink et al. 1988). However, we require an additive 
model to obtain a consistent additive sales decomposition (Van Heerde et al., 
2003b). Our solution is to transform the sales variable such that effects of 
weekdays are modeled implicitly. That is, allowing for day-of-the-week effects is 
equivalent to subtracting average sales for a given day (e.g. average Saturday 
sales) from every observation on that day of the week. Then, proportionally equal 
effects of marketing instruments and disturbances are obtained by dividing the 
difference from the average by the standard deviation for each day.  












Hence the sales of brand j from category c ( c j ) on day d in week w are 








  dw jc ZSALES   = standardized sales for item j in category c ( c j ) on day d, 
c c J j , , 1K = ,  C c , , 1K = ,  6 , , 1K = d ,  , , , 1 W w K =  
  dw jc SAP       = sales for item  c j  measured as unit sales × average price on 
day d of week w,  
 
d c j SAP σ ˆ        =  estimated standard deviation of the sales for item  c j  on 
weekday d, 
  dw jc P A S       =  dw jc SAP  average sales across all observations on day d. 
The index d indicates the day of the week and is defined for six days. The first 
five days refer to Monday through Friday. The sixth day is defined as the total 
sales on Saturday and Sunday. In most cases this is equal to the sales of Saturday 
as the store opens only on a few Sundays per year. In these cases the store is 
closed on the preceding Saturday. 
Detrending (steps 4 and 5) 
Detrending the data implies that we remove the long-term fluctuations from the 
data. For this purpose Abraham and Lodish (1987, 1993) use a Hanning smoother 
and several moving averages. We prefer and use the Hodrick Prescott filter, 
because it removes the long term trend without affecting the short term 
fluctuations too much. Lack of this property is the so-called distortion effect and it 
has been shown that this effect is minimal for this filter (Pedersen, 2001). 
  The Hodrick Prescott filter for the sales of item  c j  on day t is obtained from 
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  t jc ZSALES  =  standardized sales ( dw jc ZSALES ) in week w  and day d and 
indexed by t,  W D t × = , , 1K ,  
  t jc HP         = the value of the Hodrick Prescott filter for sales observation t on 
item  c j ,  
  λ           = parameter that determines which part of the data is removed. 
The filtered standardized sales are computed by subtracting the estimated value of 
the filter from the standardized sales (step 4): 
 
  (5.7) 
 
Re-indexing  t jc SALES  using the relationship between the indices d, w, and t gives 
dw jc SALES . The parameter λ  in (5.6) is called the smoothing parameter and is 
restricted to be positive. Higher values for λ  lead to a smoother long-term 
component. In one extreme case ( ∞ = λ ) we obtain a filter that equals a linear 
trend. In the other extreme case ( 0 = λ ) the filter is equal to the observed sales. 
Hodrick and Prescott (1993) propose different values for λ  that depend on the 
data’s observation frequency (monthly, quarterly etc.). We use the suggested value 
for weekly data
4. We tested the sensitivity for different values for λ  following the 
recommendations in Hodrick and Prescott (1993). Changes appeared to be minor. 
The average significant (at p=0.05) parameter estimate changes by 8 percent and 
the maximum change is 20 percent
5.  
  We apply the Hodrick Prescott filter to both the sales and predictor variables 
(step 5). Not detrending the marketing instruments would lead to biased estimates 
because detrending removes (distracts) part of the instrument’s effect from the 
sales variable (see e.g. Abraham and Lodish, 1987, 1993). Consequently, the 
estimated instrument effects are based on the filtered sales (which are lower) and 
                                                                        
4 The suggested value for the Hodrick Prescott filter is computed from the formula 
2 ) 10 ( FREQ × = λ  with FREQ frequency of observations defined as the number of 
observations per year. In our case the number of weeks is 53, and hence the value for 
λ =280900. We use the suggestion for weekly data as we consider daily observations as 
repeated measurements from one week. 
5 We also estimated the model without filtering. The estimates then change considerably. 













6. Thus, we have filtered price indices (FPI) and filtered 
feature (FFEAT) as predictor variables. 
(iii) Other specification issues 
Disaggregate sales 
The standard approach of Van Heerde et al. (2003a) decomposes the promotion 
effect on own-brand sales into cross-brand-, cross-period-, and category 
expansion effects. This decomposition implicitly assumes that all relevant effects 
take place at the brand, cross-brand (all other brands together) and cross-period 
levels (all other periods together). We expect cross-brand and cross-category 
effects to occur at the item (SKU) level. This assumption is based on the 
observation that some items within and between categories are more similar than 
others (e.g. same brand or positioning). Therefore, we specify our models using 
item-level filtered standardized sales as the criterion variable. 
  Specifying models at the item level has two additional advantages. First, 
different (extended) decompositions can be computed directly (e.g. effects on 
different varieties). Second, we don’t have to estimate a set of models for different 
sets of predictor variables for each focal brand
7.  
Leads and lags 
Van Heerde et al. (2003a) include leads and lags among the predictor variables. 
The lead- and lagged variables accommodate the effects of promotional 
instruments in weeks surrounding the week of a promotion. We considered the 
inclusion of lead and lags. Modeling leads and lags for daily data is more complex 
than for weekly data as lagged variables for consecutive days are highly collinear. 
Additionally price variation is frequently so high (every second week) that 
including leads and lags makes no sense. Therefore we do not account for lead 
and lags. 
 
                                                                        
6 Abraham and Lodish (1993, 1987) focus on baseline sales and therefore apply an 
iterative procedure to isolate the trend from the promotional sales. We focus on the 
instrument effects and therefore it suffices to filter both criterion- and predictor variables 
(see also Hodrick and Prescott, 1993). 
7 This is different from Van Heerde et al. (2003b) who define focal brand dependent 
covariates. Sales decomposition using daily data for a single store 













We aim to decompose the price effects within- and across categories into effects 
on: (i) the item for which the price is changed (own-effect), (ii) other items of the 
same brand, and (iii) items of other brands. These effects can be both substitution- 
and complementary effects. 
  In terms of the variables we estimate the effect of the filtered price index 
(FPI) on sales defined as unit sales times average price (SAP). This effect cannot 
be directly estimated. We use the transformed variable SALES (step 7 in Table 
5.1). The consequence is that the parameter estimates have to be transformed back 
to represent the effect on SAP (step 8 in Table 5.1). We show how to do this after 
the model specification. We first show the sales decomposition in terms of SAP. 
For this purpose we define two new indices that indicate whether items are of the 
same brand as item  c j : 
• index c b ′ ,  c b ′ =
c j c B ′ , , 1K : items from category c′ o f  t h e  s a m e  b rand as 
c j ( c j is excluded if  c c = ′ ), 
• index,  c r ′=
c j c R ′ , , 1K : for the remaining items from category c′ that are from 
another brand as  c j . 
For the decomposition we use the following criterion variables:  
•  sales of item  c j ( dw jc SOI ),  
•  sales of other items of the same brand as item  c j  in category c′ ( dw c jc SB ′ ), to 
estimate within-brand effects (for the within-category decomposition we 
consider only category c), 
•  sales of items of other brands in category c′ ( dw c jc SR ′ ), to estimate cross-
brand effects, 
•  total category sales for category c ( dw jc SC ), to estimate the total effect on the 
category. We use this variable only for the within-category decomposition,  
•  total sales across all categories ( dw jc SAC ), to estimate the total effect across 
categories. We use this variable only for the cross-category decomposition. 
These variables are defined as follows: 
 





























































For the within-category decomposition we use the following identity which is true 
by construction: 
 
  (5.8) 
 
This equation says that the total category sales equals the sum of the own-item 
sales, cross-item sales of items of the same brand, and sales of other items. 
For the cross-category decomposition we use a similar identity: 
 
  (5.9) 
 
This equation says that the total sales across categories is equal to the sum of the 
own-item effect, the effect on items of the same brand within the category, effects 
on other items within the category, effects on items of the same brand in other 
categories and effects on items of other brands in other categories.  
5.3.2.1 Within-category decomposition 
We first estimate the effects of the filtered price index and filtered feature on 
filtered standardized sales (SALES). We specify an item-level linear regression 
model pooled across days for this purpose (step 7). We use these results to 
calculate the effects on the criterion variables for the decomposition (step 8). The 






with  dw jc ε  disturbance  for  day  d in week w. The parameter 
c c j j′ β  in (5.10) is the 
effect of the filtered price index of item  c j′  on the filtered standardized sales of 
item  c j . If  c c j j = ′  we have the own effect (
c c j j β , expected to be negative), in all 
other cases we have cross-item effects.  
  We use the estimated parameters 
c c j j′ β ˆ  to calculate the decomposition. We 
show in Appendix 5B that multiplication of 
c c j j′ β ˆ by the estimated standard 
deviation of sales (from 5.4) for a particular day ( d SAPjc σ ˆ ) gives the day-specific 
effect on the filtered price index (FPI) on sales in units times average price (SAP). 
For our decomposition we report the average effect across days. We multiply this 
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effect by −1 to obtain the effect of a short-term price decrease instead of a price 
increase (step 8). Usually a price decrease leads to a sales increase. Thus, we 
have: 
 




′ c c j j β  represents the average effect of the filtered price index on 
short term fluctuations in “sales” (SAP). We use these effects to calculate the 
effect on the criterion variables for the within-category decomposition: the own-
item sales (SOI ), sales of other items of  brand  c j  (SB), sales of other items (SR), 
and total category sales (SC).  
  We sum the item-level estimated effects (
∗
′ c c j j β ) to obtain the price effect of 










Thus, the category effect 
∗
c cSC j β  is equal to the sum of the own effect 
∗
SOI jc β  the 
effect on items of the same brand 
∗
SB jc β  and the effect on items of other brands 
∗
SR jc β .  
  For our application we use significant estimates to obtain reliable effects. We 
select estimates with a p-value less than 0.05. With these estimates we compute 
the relative sizes of category- and cross-item effects similar to Van Heerde et al. 
(2003a)
8 (step 9). We test for the sensitivity in decompositions for the p-value 
used (0.01 to 0.10) in Section 5.5.5 
5.3.2.2 Cross-category decomposition 
A cross-category decomposition can be used to study the effect of an item’s 
filtered price on sales in other categories. We extend model (5.10) with 
instruments of items in other categories to estimate the cross-category 
                                                                        
8 Note that in our application the cross effects have negative signs. In this way the results 
are comparable to the cross category decomposition. 
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decomposition effects needed for the decomposition (step 7). We use, as in (5.10), 
dw jc SALES  as the criterion variable. The model for item  c j  is: 
 




c c j j ′ ′ γ  = parameter for the filtered price index of item  c j ′ ′  on item  c j ,  
 
c c j j′ ′ ′ δ   = parameter for the filtered feature of item c j ′ ′  on item c j  
  dw jc υ  = disturbance for day d in week w. 
The interpretation of the parameter 
c c j j ′ ′ γ  is the filtered price effect of item  c j ′ ′  on 
the sales of item  c j .  If  c c = ′  we have the own-category effects ( c j′) as in the 
within-category model. These effects include the own-item effect ( c c j j = ′ ), and 
the cross-item effects ( c c j j ≠ ′ ). The parameters for which  c c ≠ ′  represent cross-
category effects. We obtain 
∗
′ c c j j γ , the effects on SAP (unit sales times average 
price), from a multiplication with minus the average standard deviation similar to 
(5.11) (step 8). We sum these parameters to obtain within- and cross-category 
effects on sales of other items of the same brand, items of other brands, and the 













Thus, the effect on total sales across categories 
∗
SAC jc γ  (expansion effect) is equal 
to the sum of the own-item effect 
∗
SOI jc γ , effects on (i) other items of the same 
brand within the category (
∗
c cSB j γ ), (ii) items of other brands in the same category 
(
∗
c cSR j γ ), (iii) items of the same brand in other categories (
∗
′ c cSB j γ ), and (iv) items 
of other brands in other categories (
∗
′ c cSR j γ ). We use the effects 
∗
SAC jc γ ,
∗
SOI jc γ , 
∗
c cSB j γ , 
∗
c cSR j γ , 
∗
′ c cSB j γ , and 
∗
′ c cSR j γ  to calculate the decomposition (step 9). 
  We accommodate substitution and complementary effects, by first summing 
all estimated effects with positive signs, and separately all effects with a negative 
sign. The positive effect is: 
∑
∑∑ ∑ ∑ ∑ ∑∑
≠ ′
= ′
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dw j j j dw j j j j dw j c
c
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c c c c c c c c FFEAT FPI C SALES υ δ γ + ′ ′ + + ′ ′ = ∑∑
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) (Sales decomposition using daily data for a single store 





























() S I  a function that takes value 1 if the argument is positive, and zero if not. Note 
that the negative effect has a negative sign. The sum of the positive  and negative 
effects equals the expansion effect across categories 
∗
SAC jc γ . The positive-effect 
has a similar interpretation as the own-item effect in the within category 
decomposition and is independent of the category definition. That is, excluding 
cross-category effects leads to a positive effect that equals the own-effect 
(assuming that the within-category effects on other items are negative). 
  We express all effects as a fraction of the positive effect. The fractions for the 
negative and total effects across categories reflect the relative sizes of the losses 
(negative effect) and the net-additional sales (total effect):  
 






























Expressing the components of the positive and negative effects in terms of the 
positive effect provides insight in the composition of these effects. We also 
calculate fractions for effects underlying the positive- and negative effects. The 
fractions related to the positive effect are: 
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The sum of these fractions is equal to 1. In a similar way we calculate fractions 
for the negative effect: 
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The sum of these fractions equals the fraction negative effect. Sales decomposition using daily data for a single store 













We apply the models to item level daily data of one Spanish hypermarket. We use 
one year of observations (311 days). We perform three separate studies on clusters 
of product categories for which we expect dependencies. The clusters are: (1) the 
sub-categories canned- and bottled beers, (2) the sub-categories concentrated- and 
non-concentrated dish detergents, (3) clothing detergents and the sub-categories 
concentrated and non-concentrated fabric softeners. We choose related categories 
based on the results of previous studies that show interdependencies primarily in 
related categories (see Section 5.2.1). 
  For each category we include items that have an annual market share of 5 
percent or more and with sales data for more than 250 days. We provide 
descriptive statistics in Table 5.2. Table 5.2 shows per item the total annual 
turnover, the use of price changes and feature, the average price and the number 
of days with nonzero sales. The turnover is measured in million Pesetas. One 
million Pesetas is approximately €6000. Short term price variation is measured in 
two different ways. The average weekly price change compares the price of one 
day with the price on the same weekday in the previous week. We also report the 
percentage of days with a price change exceeding 5 percent. We define prices in 
terms of 1000 Pesetas. 
  In the beer categories a few items account for most of the sales. The selected 
items’ total share as a percentage of category sales (in terms of revenue) is 88 
percent for the bottled beer category and 93 percent for the canned beer category. 
We see that the canned beers on average generate about three times as much 
revenues as bottled beers. Each of the four brands has one item in each category. 
  For both dish detergent sub-categories we have six items. The total share of 
the selected items is 90 percent for the concentrated dish detergent category and 
83 percent for the non-concentrated category. The annual turnover in these 
categories is relatively small. There are two brands in the concentrated category: 
Fairy and Mistol. In the non-concentrated category we have three brands: Coral, 
Flota, and Mistol. Mistol is the only brand with items in both categories.    
  We have eight items for the concentrated fabric softener sub-category, five 
items for the non-concentrated sub-category and six items for the clothes 
detergents category. The selected items’ share is low compared to the other 
categories (63 percent for concentrated dish detergents, 58 percent for non-
concentrated dish detergents, and 52 percent for clothes detergents). These low 












categories. Sales (revenue) of the concentrated- and non-concentrated fabric 
softeners are low compared to clothes detergents. There are four brands with 
items in both fabric softener sub-categories. There are no clothes detergent brands 
with items in the fabric softener categories. Importantly, we see that price 
variation in the fabric softener and clothes detergents categories is small 
compared to the variation in prices in the beer and dish detergent categories.  
 
5.5 Results 
We explain first how we treat correlated covariates (Section 5.5.1). Then we show 
the within-category decomposition. We show item level results for the 
concentrated dish detergent’s category and average results for all other categories. 
In Section 5.5.3 we show the cross-category decompositions. For the cross-
category decompositions we consider dependencies between pairs of categories. 
Due to the modes sample size, we cannot consider more than two categories at the 
same time. We show for the within category-decomposition, item-level results for 
the concentrated dish detergent category, and averages for all other categories. 
The within- and cross category decompositions are compared in Section 5.5.4. In 
Section 5.5.5 we test for the sensitivity of the p-value used to select effects for the 
decomposition. 
 
5.5.1 Correlated covariates 
For 11 groups of covariates correlations are too high to obtain good estimates. We 
show in Table 5.3 how we proceed based on the approach explained in Section 
5.3.1. Sales decomposition using daily data for a single store 

































No. of days 
with sales 
Bottled beer 
Aguila   3.2  0.3%  0.5%  0  121  301 
Riders   1.4  39.0%  4.8%  132  96  298 
Biederland   0.8  42.7%  6.6%  121  95  270 
San Miguel   2.0  11.1%  1.0%  6  119  299 
Canned Beer 
Aguila 9.4  12.4%  1. 1% 24  52 301 
Riders 5.5  40.5%  6. 2% 125  38  301 
Biederland 4.6  45.2%  8. 1% 124  38  288 
San Miguel  2.4  24.0%  2. 9% 12  54 291 
Concentrated dish detergents 
Fairy 0.75L Normal  0.5  25.0%  2. 7% 18 251 297 
Fairy 1L Normal  0.9  12.9%  1. 9% 46 286 301 
Fairy 0.75L Antibact  0.7  24.5%  4. 0% 48 281 296 
Mistol 0.75L Normal  0.3  19.3%  2. 8% 13 221 291 
Mistol 0.75L Antibact  0.5  21.9%  2. 4% 17 221 299 
Mistol 0.75L pH5.5  0.3  24.2%  3. 0% 13 224 291 
Non-concentrated dish detergents 
Coral 1L Normal  0.3  15.7%  2. 9% 0  96  282 
Coral 1.5L Normal  0.7  15.7%  1. 9% 48 118 301 
Flota 1.5L Normal  0.3  19.3%  2. 9% 49 104 300 
Mistol 1L Normal  0.9  23.2%  3. 5% 12 102 300 
Mistol 1.5L Normal  0.4  15.9%  2. 3% 12 148 295 
Mistol 1L Lemon  0.3  16.4%  2. 1% 12 100 301 
Concentrated fabric softeners 
Flor 1L Normal  0.9  0.7%  0. 6% 0  283  301 
Flor 0.5L Blue  0.4  10.1%  1. 2% 6  154  298 
Flor 0.5L White  0.3  12.0%  0. 8% 6  154  266 
San 0.5L Normal  0.3  5.3%  0. 9% 0  108  300 
San 0.5L Wildflowers   0.3  5.8%  0. 9% 0  108  293 
Lenor 1L Normal  0.3  4.0%  0. 3% 0  266  276 
Quanto 0.5L Normal  0.4  10.4%  1. 2% 0  134  299 
Kel 0.75L Normal  0.3  5.0%  0. 9% 0  93  300 
Non concentrated fabric softeners 
Flor 3.5L Blue  1.1  2.5%  0. 1% 96 373 301 
Lenor 4L Normal  0.9  2.5%  0. 2% 62 351 285 
Quanto 4L Normal  1.2  5.9%  0. 5% 61 319 297 
Kel 4L Normal  0.4  7.9%  0. 4% 96 222 288 
Vernel 3L Blue  0.8  1.6%  1. 0% 65 363 293 
Clothes detergents 
Ariel 2Kg   4.3  1.4%  0. 9% 96 676 293 
Ariel 2.9Kg  3.6  11.1%  1. 2% 36 991 298 
Wipp  Progres  2Kg 2.3 2.0%  1. 2% 71 657 299 
Colon 2Kg  2.9  8.6%  1. 6% 72 607 301 
Elena 2Kg  2.3  9.2%  1. 9% 90 480 294 












For six groups of variables a price decrease is almost always accompanied by 
feature. The feature variable is excluded in each of these cases so that the price 
effect really captures feature-supported effects. For one group of items we find 
that the store uses feature for two different items simultaneously (Mistol 0.75L 
Normal and Mistol 0.75L pH 5.5). In this case we include a common feature 
variable. We find that prices are frequently used simultaneously for four groups of 
items of the same brand. We construct new variables for these items, a common 
price (if prices are the same) and we construct separate price variables for each 
item if prices are not the same.  
 
5.5.2 Within-category decomposition 
We show the within-category decomposition for the concentrated dish detergents 
in Table 5.4. The second column of this table shows the own effects. The third 
column shows the effect on other items of the same brand as a percentage of the 
own item effect. The fourth column shows the effect on items of other brands. The 
last column shows the percentage category expansion effect. For example we 
observe for Fairy 0.75 Antibacterial that the own effect is 7.2. This implies an 
average sales increase of 720 pesetas (about €4) for a 10 percent price decrease
9. 
60 percent of this sales increase comes from sales of other items of Fairy, 11 
percent is drawn from sales of items belonging to other brands. Hence, the total 
primary demand effect is 29 percent (100 percent – 60 percent –11 percent) of the 
own effect in terms of revenue. If we only subtract the effect on the 
manufacturer’s items, we obtain an expansion effect of 40 percent (100 percent –
60 percent). 
  For the other items in the category we find own effects varying between 2.1 
and 11.8. Price changes for each of the other items of Fairy affect the sales of 
other items of Fairy negatively. This means that the revenue for the manufacturer 
and for the retailer are negatively affected by these cross effects. For Mistol’s 
items we find an average own effect of 5.3, an effect on items of the same brand 
of –29 percent and –2 percent on items of other brands, and hence we find an 
expansion effect of 70 percent. 
 
                                                                        
9 We use prices in terms of 1000 Pesetas for modeling. This implies that the coefficient 
represents the price effect in terms of 1000 Pesetas for a 100 percent decrease. Sales decomposition using daily data for a single store 












Table 5.3 Multicollinearity: problems and solutions 
Variables Problem  Action 
Riders 1L Price 
Riders 1L Feature 
 
High correlation
a (-0.998)  We exclude Riders 1L 
feature 
Riders 0.33L Price  
Riders 0.33L Feature 
 
High correlation (-0.976)  We exclude Riders 0.33L 
feature 
Mistol 0.75L Normal feature 




(correlation is 1) 
We use a combined 
feature variable 
Mistol 0.75L Normal price 
Mistol 0.75L Antibact price 







We construct four 
variables, common price 
three items, unique price 
for each item 
Mistol 1L Normal price, 
Mistol 1L Lemon price 
Strong correlation (0.752)  We construct three 
variables, common price 
two items, unique prices 
for each item 
San 0.5L Normal price  




(correlation is 1) 
We use a common price 
variable 
Flor 0.5L Blue price 




(Correlation is 1) 
We use a common price 
variable 
Vernel 3L Normal feature 
Vernel 3L Normal price 
 
High correlation (-0.934)  We exclude Vernel 3L 
feature 
Kel 4L Normal feature  
Kel 4L Normal price 
 
High correlation (-0.831)  We exclude Kel 4L 
feature 
Micolor 2Kg feature 
Micolor 2Kg price 
 
High correlation (-0.895)  We exclude Micolor 
Solido 4Kg feature 
Elena 2Kg feature  
Elena 2Kg price 
High correlation (-0.921)  We exclude Elena 2Kg 
feature 
aCorrelations are calculated between price- and feature variables after deseasonalizing and 























brands  Expansion 
Price Fairy 0.75L Normal, Price  7. 3 -45%  0% 55% 
Price Fairy 1L Normal, Price  11. 8 -44%  0% 56% 
Price Fairy 0.75L Antibact, Price  7. 2 -60%  -11% 29% 
Mistol 0.75L Normal/Antibact/pH 
5.5, Common price  2. 4 0%  0%  100% 
Mistol 0.75L Normal, Unique 
price 2. 1 0%  0%  100% 
Mistol 0.75L pH 5.5, Unique price  3. 3 0%  0%  100% 
Average  5. 3 -29%  -2% 70% 
 












Bottled beer  52.6  0%  -18%  82% 
Canned beer  103.6  0%  -20%  80% 
Concentrated dish detergents  5.3  -29%  -2%  70% 
Non-concentrated dish detergents  10.2  -19%  -14%  66% 
Concentrated fabric softeners  5.0  0%  -48%  52% 
Non-concentrated fabric softeners  10.2 0%  -49%  51% 
Clothes detergents  31.7  0%  -81%  19% 
Average 31.2  -7%  -33%  60% 
 
Table 5.5 shows the average decomposition per category. The average own-item 
effects are large for beer, smaller for clothes detergents and smallest for dish 
detergents and fabric softeners. The differences can be partially explained by the 
difference in average item turnover between categories (larger effects for items 
with a higher turnover).  
  We find effects on other items of the same brand only in the concentrated and 
non-concentrated dish detergent categories. Note that not all categories have 
multiple items of the same brand. For all categories, we find effects on other items Sales decomposition using daily data for a single store 












in the category. The effects range from –2 percent for concentrated dish detergents 
to –81 percent for clothes detergents. The expansion effects (100 percent minus 
both cross effects) vary between 19 percent (clothes detergents) and 82 percent 
(bottled beer). 
  The average own effect across all categories is 31.2. On average 7 percent of 
this effect is lost to items of the same brand and 33 percent is lost to items of other 
brands. This leads to an average cross item effect of 40 percent (33 percent + 7 
percent) and an expansion effect of 60 percent. The average cross item effect is 
close to the 32 percent average found by Van Heerde et al. (2003b). If we only 
consider the effects on the items for the manufacturer, we obtain larger expansion 
effects. The average expansion effect if we subtract only the effect on 
manufacturers’ own items is 93 percent (100 percent –7 percent). 
 
5.5.3 Cross-category decomposition 
We show the results for the cross-category decompositions for the concentrated 
dish detergents with respect to non-concentrated dish detergents in Table 5.6. The 
columns of Table 5.6 are divided in three parts. The first part summarizes the 
decomposition into positive-, negative- and expansion effects. The next five 
columns decompose the positive effect into the (i) own effect, (ii) effect on other 
items of the same brand within the category, (iii) effect on items of other brands 
within the category, (iv) effect on items of the same brand in another category, (v) 
effect on items of other brands in other categories. The last four columns show a 
decomposition of the negative effects.  
  For example we observe for Fairy 0.75L Antibacterial a positive effect of 8.1. 
This implies an average sales increase of 810 pesetas (about €5) for a 10 percent 
price decrease. The store loses about half of this increase (49 percent; the negative 
effect) to other items. Hence, the net sales increase or expansion effect is (51 
percent) of the positive effect. The next colums (columns 5 - 9) show the 
decomposition of the positive effect. We see that the own-effect entirely accounts 
for the positive effect and that there are no positive effects on other items within- 
and across categories
10. The last two columns decompose the negative effects. 
The 49 percent sales loss (negative effect) is due to a 29 percent loss to items of 
the same brand and a 20 percent loss to items of other brands. If we consider the 
                                                                        
10 The estimated own effect of 8.1 is different from the estimate of 7.2 in Table 5.4 due to 












effect on the manufacturer’s items only, we find an expansion effect of 71 percent 
(100 percent –29 percent). 
  For the other items in the category we have positive effects varying between 
1.9 and 12.3. The average effect is 6.0. The average negative effect is 51 percent 
of the positive effect. For two items we find no negative effects and we find one 
negative effect that exceeds the positive effect (166 percent for the common price 
of Mistol 0.75L) though the confidence interval includes 100 percent. Note that  
contrary to the within category decomposition we find no within category effect 
on items of the same brand for Fairy 0.75L Normal. This is due to the fact that the 
corresponding parameter estimate is no longer significant. 
  Table 5.7 shows the average decomposition for each category pair considered. 
The average positive effects vary between 5.1 and 157.7. The effects are larger for 
categories with higher average sales (revenues) per item. We see that the average 
own effect for pairs of categories for which one category is the same varies 
somewhat (e.g. non concentrated fabric softener on concentrated fabric softener 
and detergents). This can be explained from the fact that we estimate different 
models with different predictor variables. This leads in general to different results. 
The same phenomenon also affects the within category effects. This problem 
would not occur if we consider all categories simultaneously instead of category 
pairs. (We do not do this as this results in models with too many variables.) 
  The average negative effects vary from –14 percent to –56 percent and hence 
the expansion effect varies from 44 percent to 86 percent (100 percent – the 
negative effect). The expansion effect is largest for beer and fabric softeners. The 
average negative effect across all category pairs is 36 percent and hence the 
expansion effect is 64 percent. 
  The decomposition of the positive effect shows, as expected, that the own 
effect accounts for the largest part of the positive effect (88 percent on average 
across all category pairs). There is no evidence for positive cross effects on items 
of the same brand within the category. We find a positive effect on items of the 
other brands within the category in four categories. The average of this effect 
across all category pairs is 3 percent. Positive cross category effects on items of 
the same brand are virtually nonexistent (1 percent on average across all category 
pairs). We find stronger positive cross category effects on items of other brands (8 















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































 Sales decomposition using daily data for a single store 
 
 











The decomposition of the negative effects shows that the within category effect 
on other brands is larger than the effects on other items of the same brand. We 
note that the number of brands with multiple items is limited. The average effect 
on items of other brands across all category pairs is –26 percent. The category 
averages vary between –2 percent (non-concentrated fabric softener on 
detergents) and –65 percent (detergents on concentrated fabric softener). Within 
category effects on items of the same brand only occur within the concentrated 
dish detergents categories. The average across all categories is –3 percent. We 
find no negative cross category effects on items of the same brand, but we do find 
negative cross category effects on items of other brands for seven out of eleven 
category pairs. The average negative effect on items of other brands is –10 
percent across all category pairs.  
 
5.5.4 Comparison of the within- and cross-category decompositions 
One way to assess the impact of considering cross category effects is to compare 
the within- and cross category decompositions. The problem with this comparison 
is that the results are affected by (i) the change in estimates due to inclusion of 
additional predictor variables (e.g. the own effects change) and (ii) the cross 
category effects. The first factor is inherent to variable addition unless the current 
and added variables are uncorrelated. The second factor is the effect of interest. 
We argue that the effect of considering cross category effects can be best assessed 
from the cross category decomposition only. That is, we consider the magnitude 
of the cross category effects.  
  Using this approach we see that considering cross category effects does 
matter. We find an average positive cross category effect of 9 percent (1 percent + 
8 percent, effects on items of the same brand and other brands together) and an 
average negative cross category effect of –10 percent. Importantly, these cross 
effects are mostly effects on other brands. We recognize that this depends on the 
categories selected. The cross category effects, on average, are about one third of 
the size of the cross effects within the category. This is based on category pairs. 
Therefore we expect these effects to be stronger if more than two categories are 
considered simultaneously. 














5.5.5 Sensitivity for the p-value used to obtain reliable decomposition results 
The decompositions in the previous sections are based on estimates for which the 
two-sided p-value is below 0.05. In this section, we test the decomposition’s 
sensitivity for alternative p-values by comparing the outcomes for p=0.01 and 
p=0.10. We proceed as follows. First, we calculate for both p-values the within- 
and cross-category decompositions at the item level. Second, we determine the 
absolute difference with the decompositions based on p=0.05. For consistency 
and comparability, we do this only for items with a significant own effect at 
p=0.01. Finally, we calculate the average of both differences per category. In this 
way we obtain tables similar to Tables 5.5 and 5.7 with sensitivity results per cell. 
For example the sensitivity of the fraction own effect for a category ( FOE SENS ) is 






with  X p FOE =  the average fraction own effect for a category if  X p = . For the 
own effect in the within category decomposition and the positive effect in the 
cross category decomposition we also calculate the relative change of the results. 
The average relative changes are indicated between brackets. This is not 
necessary for the other effects as these are expressed as a percentage. 
  Table 5.8 shows the sensitivity for the within category decomposition. On 
average there is very little sensitivity. We see that the sensitivity varies across 
categories. For example we find for canned beer that the results are very stable. 
Only the effect on items of other brands and the expansion effect change by 3 
percent. Similarly, the results for bottled beers, concentrated dish detergent and 
non-concentrated fabric softeners are stable. The results for the other categories 
are less stable.  
  The difference in stability across categories is potentially attributable to the 
difference in price changes across categories. Less variation in prices will lead to 
less precisely estimated effects and hence to higher sensitivity for the p-value 
used. Table 5.2 (second column) shows that for beer and dish detergents the 
percentage of weekly price changes (exceeding 5 percent) is typically between 10 
and 45 percent. We find stable results for three of these four categories (the 
exception is the non-concentrated dish detergent category). For the other 
categories (clothes detergents and fabric softeners) we find that the percentage of 
2
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changes is between 2 and 10 percent. For two of these categories we find that the 
results are less stable (the exception is the clothes detergent category). 
  For the average across categories we see that the results are fairly stable. The 
within-category effect on items of the same brand changes on average by 3 
percent, the within-category effect on items of other brands changes by 10 
percent, and the expansion effect changes by 13 percent. These changes are about 
1/3 of the values in Table 5.5.  
 
Table 5.8 Within category decompositions, sensitivity analysis for changes in p-value 












Bottled beer  0.0 (0%)  0%  6%  6% 
Canned beer  0.0 (0%)  0%  3%  3% 
Concentrated dish detergents  0.3 (1%)  0%  8%  8% 
Non-concentrated dish detergents  0.0 (0%)  18%  14%  30% 
Concentrated fabric softeners  0.6 (12%)  0% 26% 26% 
Non-concentrated fabric softeners  0.0 (0%)  0%  5%  5% 
Clothes detergents  0.0 (0%)  0%  17%  17% 
Average  0.1 (2%)  3%  10%  13% 
 
Table 5.9 shows the sensitivity results for the cross-category decomposition. The 
average decomposition across all category pairs is fairly stable. The negative and 
expansion effects on average change by 18 percent. Important findings are that (1) 
the positive cross category effect changes on average by 5 percent (more than half 
of the effect found at p=0.05; 8 percent), (2) the negative effect on items of other 
brands within the category changes on average by 15 percent (about half of the 
effect found at p=0.05; −26 percent) (3), the effect on items of other brands in 
other categories changes by 3 percent (about 1/3 of the effect found at p=0.05; 
−10 percent). 
  For beer and dish detergents the results are quite stable. None of the changes 
exceeds 10 percent. For clothes detergents and fabric softeners the results are less 














difference in stability again by differences in price variation. That is, the results 
for categories with more price variation are stable and results for categories with 
less price variation are less stable. 
  We conclude that sensitivity for the p-value varies across categories. The 






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5.6 Conclusions  
In this chapter we develop a model to determine store-specific instrument effects 
using daily data. One benefit of using daily data is an increase in the number of 
observations. We use this model to decompose price promotion effects within- 
and across categories. Available decomposition methods based on elasticities or 
unit sales consider within-category effects only. Additionally we separate effects 
into effects on items of the same and other brands. We show that the omission of 
cross-category effects may lead to either over- or under estimation of the price 
promotion’s effect.  
  The fact that cross-category effects can be both positive and negative requires 
an approach different from the one used by Van Heerde et al. (2003a). For the 
cross category decomposition we separate the own- , cross-item- and cross 
category effects into sales increases and sales losses and sum the positive- and 
negative effects. The difference between the positive and the negative effect is the 
expansion effect. Next, we express the relative contribution of all different effects 
as fractions of the positive effect. We demonstrate the incremental value of the 
cross category decomposition over the within category decomposition developed 
by Van Heerde et al. (2003a). 
  The average cross-category decomposition across pairs of categories shows 
that 88 percent of the positive effect is due to the own effect. We find no positive 
within-category effects on items of the same brand, but we find an average 
positive within-category effect of 3 percent on items of other brands. The average 
positive cross effect on items of the same brand in another category is small (1 
percent), while the average effect on items of other brands is larger (8 percent). 
The decomposition of the negative effect shows that the negative effect on items 
of other brands within the category is the strongest (-26 percent on average). The 
effect on items of the same brand within the category is considerably smaller (-3 
percent on average). We find no negative cross category effects on items of the 
same brand, but we find an average effect of –10 percent on items of other brands. 
  Based on these results we conclude that considering cross-category effects has 
a serious impact on the evaluation of promotions. The positive and negative 
effects across categories are both about 1/3 of the within-category effects. We 
note that our findings are based upon pairs of categories. Larger cross-category 
effects (in total) are expected to be found if more categories are considered 
simultaneously. Sales decomposition using daily data for a single store 
 
 











We tested for the sensitivity of the p-value used to include effects in the 
decomposition. Our results suggest that the sensitivity varies across categories 
and that the sensitivity is higher for categories with less price variation. Thus, we 
conclude that daily data provide opportunities if the instruments vary sufficiently. 
  One limitation is that we consider only pairs of categories because the number 
of observations is too low to include all possible predictor variables. Future 
studies may consider alternative methods to solve this problem. Difficulties 
include: (i) if stepwise regression is used, the collinearity between predictor 
variables affects the outcomes of the stepwise procedure, and (ii) it is difficult to 
know which categories to include simultaneously, especially if the odds of finding 














Appendix 5A Price definition 
Suppose one brand has two items A and B  with prices  At P  and  Bt P  and sales  At S  
and  Bt S  The prices of A and B are perfectly correlated during period  T t , , 1K = . 







The solution is to leave out one of the price variables. The remaining price us 







Suppose now that we have a limited number of additional observations 
(
∗ + T T , , 1K ) for which  At P  and  Bt P   differ. It is possible to estimate (5A.1) but 
the variance of the parameter estimates in (5A.1) is high because there is limited 
unique variation in the prices of A and B (multicollinearity). One might argue that 
from a managerial point of view it is appropriate to use a common price since the 
prices tend to move together. 
  In (5A.1) the common effect (the effect of simultaneous movement of prices) 
equals the sum of the own effects ( A α , B β ) and the cross effects ( B α , A β ). This, 
however is based upon non-realistic assumptions: 
•  The cross effects for a common price change are the same as the cross effects 
for separate price changes. This assumption is not realistic as we expect no 
cross-effects between items that change the price at the same moment. 
•  The own-effect of a common price change is supposed to be equal to the sum 
of the own-effects of separate price changes. This assumption is not realistic 
because consumers may choose between A and B which implies a lower total 
effect (consumers have to choose). Alternatively a common price change 
might attract more attention and have a stronger effect. 
Hence it is useful to look for other price definitions. Possible price definitions are: 
Bt B At A B Bt
Bt B At A A At
P P c S





Ct C B Bt
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•  The average price and the price difference 
•  Rotated principal components. Usually these variables are similar to the 
average price and the price difference. 
Both price definitions have serious disadvantages. First, the price difference is 
difficult to interpret and imposes symmetric effects. Second, the average price is 
not always related to a common price change. A price change for only one item 
also results in a change of the average price.  
  We solve the problem by defining separate price variables for different 
situations. This is similar to van Heerde et al. (2000, 2001) who define different 
support types for price decreases. We consider the following situations for product 
A’s price: 
i. the  price  of  A is not equal to the price of B  
ii. the  price  of  A is equal to the price of B  
For item B we consider analogous situations: 
iii. the price of B is not equal to the price of A  
iv. The price of B is equal to the price of A  
Note that the situations (ii) and (iv) are the same so that we have three different 
situations. We define three different price variables to measure the price effect in 
each situation. These variables are the unique price for A ( UAt P ) for situation (i), 
the unique price for B, ( UBt P  ) for situation (iii), and a common price for A and B 
( Ct P ) for situations (ii) and (iv). These price variables have the value of the price 
of the corresponding items if the situation occurs. An important issue is the value 
of these variables if the situation does not occur. We set the variables in these 
cases equal to the annual average price across both items. This implies that the 
price effect is measured as opposed to this average price. Importantly, the original 
prices can be computed using the new price variables, so that the new variables 
account for all information available in the original variables. Van Heerde et al. 
(2000, 2001) use a similar approach to define supported and non-supported prices. 














Table 5 A.1 Price definitions 
  Value given prices 
Variable 
Bt At P P =   Bt At P P ≠  
UAt P   P   At P  
UBt P   P   Bt P  















We illustrate the price definition with an example. Table 5A.2 shows synthetic 
data for two products A and B. The table shows the observation number in the first 
column, the sales in the second and third columns, the prices in columns four and 
five, and the new price definitions in the last three columns (the average price 
P is 2). The prices of A and B are the same for the first 12 observations and 
different for the last 4 observations. The sales variables are generated using the 








This model reflects the idea that a common price change of A and B has a smaller 
effect on the sales of each than a price change for one item only (–2  versus –4). 
Additionally the model states that the effect on the sales of A and B together is 
larger for a common price change than for a price change of one item only (–2–
2=–4 versus –4+1=–3). 
  If we estimate model 5A.1 on this data we find own effects  569 . 3 − = A α  and 
436 . 3 − = B β  and cross effects  564 . 1 = B α  and  431 . 1 = A β
11. These effects 
imply that (i) an effect of a common price change on the sales of both items 
together is −4.010 (−3.569−3.436+1.564+1.431 ) and (ii) an effect of a price 
change of one item only is –2.138 for A   ( −3.569+1.431) and –1.872 for B 
(−3.436+1.564). It is obvious that these estimates do not reflect the difference 
between common and unique price changes which is non-realistic.  
                                                                        
11 Estimation of model 5A.3 reproduces the model used to generate the data. 
UBt UAt Ct Bt
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The tolerance value of the estimates indicates the percentage of variation in a 
predictor variable that is common with all other predictors in the model. These 
values are between 0 and 1. Lower tolerance values suggest that multicollinearity 
may be a problem (0 is perfect collinearity, 1 is no collinearity). The tolerances 
value for  A α , B α ,  A β , and  B β  in model 5A.1 are all 0.689. The tolerance value 
for the common price in model 5A.3 is 1.00 while the tolerance values for the 
unique prices are 0.06. This shows exactly the effect of the different price 
definitions. The tolerance values for the parameters of model 5A.1 show that the 
unique variation in the original price variables is limited; many changes are 
common. Switching to the new price definition isolates the effect of a common 
price change for which all variation is used for estimation (high tolerance value). 
At the same time there is less variation to estimate unique price effects (low 
tolerance values). This reflects the fact that unique price changes occur less 
frequently. 
 
Table 5A.2 Price definition: an example 
Observation 
At S   Bt S   At P   Bt P   Ct P   UAt P   UBt P  
1 13  13  0.5  0.5  0.5  2  2 
2  12  12  1 1 1 2 2 
3 11  11  1.5  1.5  1.5  2  2 
4  8 8 3 3 3 2 2 
5  8 8 3 3 3 2 2 
6  8 8 3 3 3 2 2 
7 13  13  0.5  0.5  0.5  2  2 
8  12  12  1 1 1 2 2 
9 11  11  1.5  1.5  1.5  2  2 
10  8 8 3 3 3 2 2 
11  8 8 3 3 3 2 2 
12  8 8 3 3 3 2 2 
13  15  5 1 3 2 1 3 
14  15  5 1 3 2 1 3 
15 17  4.5  0.5  3  2  0.5  3 














Appendix 5B Coefficient transformation 
For a particular day d multiplication of the estimated effects 
c c j j′ β with the 
standard deviation  d SAPjc σ ˆ  gives the additional sales effect in terms of SAP due to 
a change in the filtered price (FPI). This can be seen by multiplying (5.10) with 











































c c j j d ′ β   =  day specific effect of FPI (on SAP), 
c c c c c j j d SAPj j j d ′ ′ = β σ β ˆ . 
 
c c j j d ′ δ   =  day specific effect of FFEAT on (SAP)  
  dw j dj c c ε  =  the disturbance for item  c j  on day d in week w multiplied by the 
standard deviation of SAP on day d ( d SAPjc σ ˆ ) 
dw dj
dw j j j d
J
j
dw j j j d
dw j d SAPj j d SAPj j dw j
dw dj dw j j j d
J
j
dw j j j d
dw j d SAPj j d SAPj j dw j
dw dj dw j j j d
J
j
dw j j j d j d SAPj dw j dw j d SAPj
dw j d SAPj
dw j j j d SAPj
J
j






c c c c c c




c c c c c c
c c c c
c
c
c c c c c c c c
c c
c c c c
c
c
c c c c c c c c
FFEAT
FPI
HP C P A S SAP
FFEAT
FPI
HP C P A S SAP
FFEAT


















+ ′ + = ⇔
+ ′ +
+
+ ′ = − ⇔
+ ′ +



























( ˆ ) ( ˆ
ˆ
) ˆ




1Sales decomposition using daily data for a single store 
 
 











If we substitute the trend  dw j dw j dw j c c c HP T σ ˆ = , and the seasonal component by 
c c c j dw j jc dj C P A S SEAS ′ + = σ ˆ , we obtain: 
 
  (5B.2) 
 
This shows that models (5.10) and (5.13) apart from a multiplication by the 
standard deviation, are equivalent to a model that explains a change in sales SAP 
from a change in filtered prices FPI. This sales change is measured relative to a 
item specific seasonal effect (
c dj SEAS ) and a trend  dw jc T  and is exactly the effect 
we want to measure (compare equation 5.4). In an analogous way the same result 
can be obtained for the cross category model. Note that (5B.1) cannot be 
estimated using OLS . 
We may calculate day specific decompositions from (5.7) and (5.14). We 
choose to use the average effects across days multiplied by −1. This gives the 
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Chapter 6  
Similarity-Based Spatial Methods 
to Estimate Shelf Space Elasticities 
 
6.1 Introduction 
The application of marketing models to consumer goods data is now widely 
practiced (Bucklin and Gupta, 1999). Research firms such as IRI and ACNielsen 
apply variations of standard methodologies to estimate the effects of promotions 
on store sales. For example, ACNielsen’s SCAN*PRO-model (Wittink et al., 
1988) has been used in more than 3,000 commercial applications. These and other 
models call for unbiased estimates of the effects of marketing instruments on a 
continuing basis. Models based on historical data often implicitly assume 
exogeneity of the predictor variables. Increasingly, however, managers use 
scanner data results for marketing decisions, so that endogeneity problems may 
affect subsequent estimation results. Wansbeek and Wedel (1999) refer to these 
problems as a shortcoming in current market response models. Standard store-
level promotion models avoid endogeneity problems with fixed effects so that 
only within-store variation is used for estimation (within-store variation is often 
not affected by unobserved store level factors). However, the fixed effects model 
is not applicable for variables that only vary cross-sectionally. In that case, 
unobserved actions by retailers contaminate the estimated relation between sales 
and marketing instruments. 
  Shelf-space elasticity is an example of an effect that is very difficult to 
estimate due to minimal time variation. Retailers adjust the shelf space 
infrequently, and shelf space measures over time are rarely part of available data. 
Instead, researchers sometimes use experiments to estimate shelf-space effects 
(Curhan, 1972,1973, Heinsbroek, 1977, Bultez and Naert 1988, Bultez et al., 
1989, and Drèze et al., 1994). However, experiments are costly and it may not be 
feasible to undertake them on a continuing basis for all products a retailer sells. 
  In this chapter we provide an alternative solution that uses observed variation 
in shelf space allocation to infer shelf-space elasticities. We accommodate 














We build on the work of Bronnenberg and Mahajan (2001) (BM) who use a 
spatial structure based on geographic proximity to estimate price- and non-price 
promotion effects from data with limited variation over time. The essence of their 
approach is to model correlations between predictor variables and the error term 
via the assumption that both the predictor variables and the error term are 
spatially distributed (the closer the geographic proximity, the higher the 
correlation). 
  In their application to Mexican food items, such a spatial distribution should 
be appropriate. However, in general retailers tend to decide the shelf space 
amount based on store profiles based on characteristics of the store, customers, 
and competitors (Hoch et al., 1995, Montgomery 1997, Reinartz and Kumar, 1999 
and Campo et al., 2000). In that case, spatial correlation based on proximity is at 
best incomplete. That is, the similarity of two stores in geographic proximity is 
often lower than that between that have similar profiles but are farther apart. To 
accommodate a general form of endogeneity, we propose to model the correlation 
between the error term and the predictor variable (shelf space) with a spatial 
structure based on similarity in store-, consumer-, and competitor characteristics. 
We use data for a frequently bought daily care product from a sample of 44 stores 
in the Netherlands. Our results show that the proposed model appears to correct 
for endogeneity and provides good (face valid) parameter estimates. It also 
outperforms benchmark models, including a model with a spatial structure based 
on geographic proximity, in terms of face validity, reliability and predictive 
validity. 
  This chapter is organized as follows. In the next section we discuss past 
research on shelf space elasticities. In Section 6.3 we discuss the issue of 
endogeneity. We outline our modeling approach in Section 6.4 and describe the 
data in Section 6.5. Section 6.6 covers model specification and testing. We show 
empirical results in Section 6.7 and provide conclusions in Section 6.8. 
 
6.2 Endogeneity 
A major potential shortcoming of marketing response models is that the predictor 
variables, including prices, promotions and advertising expenditures, are 
implicitly taken as exogenous. One reason for the frequent omission of 
simultaneity issues is that the economic theory required to jointly model the 
behavior of manufacturers, retailers, and consumers has not yet been thoroughly 
developed (Wansbeek and Wedel, 1999). Another argument is that the parameters Similarity-based spatial methods to estimate shelf space elasticities 
 
 











of interest can be estimated with fixed effects models. However, endogeneity 
cannot be ignored if only cross-sectional variation is available. Endogeneity 
implies that the expected value of the product of a regressor (X) and the error term 
(ε ) is nonzero ( 0 ) ( ≠ ′ε X E ). In this case the OLS estimator ( OLS β ˆ ) is 
inconsistent (e.g. Greene, 2000, p. 372). 
  Card (1999, 2000) considers three approaches to treat endogeneity: (i) 
Instrumental Variables (IV), (ii) Comparable units (such as siblings, twins, and 
father-son or mother-daughter pairs), and (iii) Control variables. The principle of 
the IV-approach is to find instruments (Z) that are (highly) correlated with the 
regressors (X) but not with the disturbances (ε ). One approach is to first regress X 
on the instruments Z. Next, the predicted values  X ˆ  from this regression, by 
construction uncorrelated with the disturbances if Z is uncorrelated with ε , are 
used to obtain consistent parameter estimates. The major problem with this 
approach is to find appropriate Z-variables (Card 1999, 2001). If the instruments 
are not valid in this sense, the IV-estimates are biased, and may even be worse 
than the OLS-estimates. The magnitude of the bias depends upon the weakness 
and lack of exogeneity of the instruments
1 and the endogeneity of the regressors 
(Bound et al., 1995). Examples of recent IV-approaches are Villas-Boas and 
Winer (1999) and Nevo (2001)
2.  
  BM provide an alternative estimation method that uses the principle of 
comparable units. In particular, their method accounts for endogeneity based on 
spatial econometrics. Their estimates of price promotion elasticities are based on 
cross-sectional variation across 64 US-markets in data on sales, prices, features, 
and displays for three national brands each of Mexican hot sauce and tortilla 
chips. The spatial structure allows them to use unobserved information from 
contiguous markets via a spatial weight matrix W. This matrix defines for all pairs 
of sample points whether they are contiguous (neighbors, comparable units) or 
not, based upon Voronoi contiguity
3 of the different geographic markets. The 
spatial weight matrix W is used to relate disturbances of contiguous observations 
to each other (spatial dependence).  
  BM propose that the unobserved actions of retailers cause a measurable joint 
spatial dependence among the marketing variables and sales. By accounting for 
                                                                        
1 See Card (2001) for criticism of the instruments used in many applications. 
2 Other examples are the new empirical industrial organizations models. See Gasmi et al. 
(1992) and Kadiyali (1996). 














this spatial dependence they also account for the effects of retailers’ unobserved 
behavior. In the application, they show that their model generates parameter 
estimates that are virtually equal to results based on within-market variation over 
a longer time period, and it outperforms Nevo’s (2001) IV-approach in terms of 
bias and stability
4. Nevertheless, the BM approach gives rise to some concerns
5.  
  First, the authors correct for endogeneity inherent in a spatial structure. If 
spatial proximity does not provide comparable units, their approach is not 
applicable. We argue that for many product categories, it will be more informative 
to relate cross-sectional units based on store profiles (characteristics of stores, 
consumers, and competitors). Such “unobserved characteristics” will be driving 
the correlation between the predictor variable (e.g., shelf space) and the error term 
if managers make decisions based on store profiles. Second, the BM approach 
cannot handle non-distance-based contiguity at the store-level. For example, two 
stores in the same regional market may face more dissimilar client groups than 
two stores located in different regions. 
  We use store profiles to define contiguity between stores (compare 
Applebaum, 1966). This means that, for example, two stores in rich 
neighborhoods in different cities may be contiguous. It also means that stores 
located in the same city but with quite different profiles would not be contiguous. 
We note that our approach is similar to standard approaches that use information 
on comparable units. 
6.3 Shelf space elasticities 
Traditionally, shelf space elasticities are either obtained from data generated by 
experiments or based on cross-sectional data. One advantage of experimentation 
is that the researcher is able to impose a design that overcomes endogeneity 
issues, a problem endemic to cross-sectional observations. Studies based on 
experiments include Curhan (1972), Heinsbroek (1977), Bultez and Naert (1988), 
and Drèze et al. (1994). In a large-scale study, Curhan (1972) observed unit sales 
of about 500 grocery products in 4 stores during 5 to 12 weeks before and after 
changes in the shelf space. The average shelf-space-elasticity estimate is 0.21. 
Referring to 20 experiments, Heinsbroek (1977) obtained an average space 
                                                                        
4 Like the OLS-estimates, the IV-estimates are biased and unstable across different rolling 
time windows of estimation. 
5 BM recognize the points we discuss here. They state that a similarity structure based on 
distances is but one definition of kinship among many. Similarity-based spatial methods to estimate shelf space elasticities 
 
 











elasticity (0.15) at the item level, with elasticities below 0.05 in 40% of the cases 
and none exceeding 0.5. Bultez and Naert (1988) provide a shelf space 
optimization method called SH.A.R.P (SHelf space Allocation for Retailer Profit). 
For a milk drink product category in the Netherlands their average shelf space 
elasticity is 0.30, for a brand with a 20 percent market share. Drèze et al. (1994) 
conduct experiments to study several shelf design aspects. They find that an 
average shelf space change of 25 percent resulted in an average sales change of 
3.9 percent. This yields an elasticity of 0.16. We conclude that the literature 
suggests that the, experiment-based brand-level shelf space elasticity is between 
zero and 0.50, with a mean around 0.20.  
6.4 Model development 
We compare alternative models for the estimation of shelf-space elasticities based 
on a panel data structure (three measurements for multiple stores) as follows. We 
compute the predictive validity of alternative models by treating the third 
measurement for each store as a validation sample. We compare models first 
under the assumption of purely cross-sectional data (one measurement per store), 
and then based on two measurements per store, i.e., with some longitudinal 
variation. 
  For purely cross-sectional data, we use four estimation methods: 
i. an  OLS-model that ignores endogeneity; 
ii. an  OLS-model that includes control variables (OLSC); 
iii. our proposed model that corrects for endogeneity with a spatial structure 
based on similarities between store profiles, the SPATIAL-model; 
iv. a model that corrects for endogeneity with a spatial structure based on 
geographic proximities as in the BM-model, the SPATIALBM-model. 
We also consider three models with longitudinal variation in each cross-sectional 
unit (cross-sectional by time data): 
v.  a fixed effects model (FE); 
vi. a spatial model based on store profiles with longitudinal information, the 
SPATTEMP-model; 
vii.  a spatial model based on geographic proximities with longitudinal 
information, the SPATTEMPBM-model. 















We use data for five brands of a frequently purchased daily care product sold in 
the Netherlands. These brands account for 84 percent of total category sales. The 
scanner data provided by ACNielsen refer to 44 supermarkets from a large 
retailer, cover 109 weeks in 1995-1997, and include information about prices, 
promotional activities and sales.  
  In the sample period, we have three shelf space measures in all stores for each 
of the five brands (Shelf*metrix data of ACNielsen). This data collection 
frequency matches the frequency with which retailers reallocate shelf space. 
Research by ACNielsen has shown that in The Netherlands this frequency is twice 
a year. Since our objective is to relate shelf space variation to sales variation, we 
have to solve two issues. One is to remove the effect of promotions. We create a 
corrected sales variable by estimating a SCAN*PRO model (Wittink et al. 1988) 
for each brand, and predicting sales for each store-week in the absence of a 
promotion. Two, we have 109 weekly sales data but only three shelf space 
measurements in weeks 45, 69, and 97. To align the data, we create three values 
for the criterion variable, each representing the week of the shelf space 
measurement and 12 surrounding weeks: period 1 = weeks 39,…,51, period 2 = 
weeks 63,…,75, and period 3 = weeks 91,…,103. We average the corrected 
(baseline) sales values across the corresponding weeks. 
  The data for period 2 are used to calibrate the cross-sectional models. The 
data for the first and second periods are used for the models that use temporal 
variation as well. The data for the third period are only used for validation. By 
using the same validation data for all models, we can compare all predictive 
validity results.  
  We show median prices and average market shares for the brands in Table 6.1. 
There is a substantial amount of variation in the prices of the brands; brands 2 and 
3 are about four times as expensive as brand 4. The market shares of the brands 
range between 9 percent and 26 percent, with a change up to five absolute 
percentage points over time.  
  We show average (and standard deviation across stores) shelf space values in 
Table 6.2, and the percentage of stores with zero changes in shelf space in Table 
6.3. Over time, the average shelf space tends to increase for brands 1 and 5, and 
tends to decrease for brand 4. Table 6.3 shows that the percentage of stores with 
zero change is by far the highest for brand 3. 
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Table 6.1 Market share and price of the different brands 
 Median 
regular price 




(in €), period 
1 (13 weeks) 
Average 
market share 
(in €), period 
2 (13 weeks) 
Average 
market share 
(in €), period 
3 (13 weeks) 
Average 
market share 
(in €), all 
periods (109 
weeks) 
Brand 1   0.82  28 % 28 % 33 % 26% 
Brand 2   1.23  16 % 11 % 13 % 14% 
Brand 3   1.36  12 % 11 % 9 % 13% 
Brand 4   0.32  13 % 12 % 13 % 14% 
Brand 5   0.59  7 % 9 % 9 % 9% 
Table 6.2 Average shelf space in centimeters (standard deviation across stores) per period 






Brand 1   62 (14)  79 (25)  81 (31) 
Brand 2   34 (  9)  34 (10)  34 (13) 
Brand 3   22 (  7)  21 (  5)  22 (  7) 
Brand 4   79 (26)  50 (17)  56 (22) 
Brand 5   46 (17)  61 (26)  61 (28) 
Table 6.3 Percentage of stores with zero change in shelf space between two measurements 
  Measurement 1 – measurement 2  Measurement 2 – measurement 3 
Brand 1   14%  27 % 
Brand 2   30%  36 % 
Brand 3   66%  61 % 
Brand 4   5%  25 % 
Brand 5   16%  27 % 
Average 26%  35 % 
 
The store profiles are based on three sets of variables (see Table 6.4):  
• Household  characteristics (for the set of primary customers): the number of 
households in different social classes (SCLASS), and family life cycles (FLF) 
(source: Claritas). 
• Competitor  characteristics: presence/absence of a drug store within the 
vicinity of the supermarket; drug stores sell the same daily care product 
(source: yellow pages and distance measures based on an internet map 
system, www.locatienet.nl). 
• Store  characteristics: annual turnover, number of checkouts, sales area of the 














We also show the geographic location variables that define store adjacencies à la 
Bronnenberg and Mahajan in Table 6.4. 
Table 6.4 Definition of the store profile variables 
Variable Description 
Consumer 
     SCLASS 
 
Five variables capture the number of customers in different 
social classes. Classes are based on combinations of 
education level and profession. 
     FLF  Five variables capture the number of customers in different 
family life phases. Households are classified according to the 
age of the oldest child or the age of the wage earner. 
  
Competitor 
     DRUG 
 
Presence of a drug store within a radius of 100 meters (yes 
=1, no =0) 
     SUPDIST  Average distance to the five nearest stores (in meters) 
     SUPSIZE  Sales area of the store divided by the sales area of the nearest 
five competitors (in squared meters) 
Store 
     AREA 
 
Sales area in squared meters 
     ACV  Total annual turnover (in guilders) 
     TCH  Number of checkouts 
Geographic location
a   
     XPOS  x-coordinate of the store location  
     YPOS  y-coordinate of the store location  
a We use these variables to calibrate the Bronnenberg and Mahajan (2001) approach. 
6.6 Model specifications 
6.6.1 Models based on cross-sectional observations only 
For OLS we assume the following model (for the second measurement period): 
 
  (6.1) 
 
where  j SALES  is a  1 × K  vector of average corrected sales of brand j in store 
K k k , , 1 , K = ,  j SHELF  is a  1 × K  vector of shelf space of brand j in stores 
K k k , , 1 , K = , in period 2,  j α  is the intercept for brand j,  K ι  is a  1 × K  vector of 
ones,  j β  is the shelf space elasticity for brand  j, and  K I  is a  K K ×  unity 
matrix. We expect a positive correlation between the shelf space and the error 
term since many retail managers allocate shelf space based on anticipated sales. 
) , 0 ( ~ , ln ln
2
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Hence, the OLS-estimates will be biased upward (Frank and Massy 1970, p.60, 
Greene, 2000, p.372). 
  We add control variables to the OLS-model to obtain the OLSC-model. These 
control variables are the first two principal components ( j P 1  and  j P2 ) from the 
store profile variables. We use these two principal components because we use the 
same variables to construct the spatial structure (see Section 6.3). The OLSC-
model is: 
 
  (6.2) 
    
where  j j P P 2 1 ,  are  1 × K  vectors with scores on the two largest principal 
components in the store profile variables.  2 , 1 j j π π  are parameters. This approach 
is one of the standard approaches to obtain unbiased estimates. The control 
variables are used to correct for unobserved retailer behavior (see Card, 1999, 
2001). 










j SALES, α  is the constant term for the sales equations, 
∗
j SHELF, α  is the 
constant term for the shelf space equations, W is a  ) ( K K × standardized spatial 
weight matrix with elements of the contiguity of the stores (for SPATIAL based on 
store profiles, for SPATIALBM based on geographic proximities), 
∗
j SALES, ε , and 
∗
j SHELF, ε  are  1 × K  vectors of error terms with a spatial structure, 
∗
j SALES, υ  and 
∗
j SHELF, υ  are  1 × K  vectors that are assumed to have independently distributed 








j SHELF υ σ , and 
∗ ∗ ∗
j j j λ γ β , ,  are parameters. 
  Equation (6.3a) by itself equals (6.1), except for the error term. Equation 
(6.3b) allows the log shelf space to be constant over all stores 
∗
j SHELF, α  plus a 
deviation from this constant 
∗
j SHELF, ε . Equation (6.3c) identifies the model by 
imposing a spatial structure: the disturbances of the sales equations (
∗
j SALES, ε ) are 
related via W: a  K K ×  matrix with elements  k k w ′  that measure the contiguity 
between stores k and k′. We discuss the construction of W in Section 6.3. By 
∗ ∗ ∗
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convention, the diagonal elements of this matrix are zero. 
∗
j SALES W , ε  is called the 
spatial lag and can be written for store k as: 
 






k j SALES kk w
1
, 'ε  with  0 = kk w  and 
∗
jk SALES, ε  the k-th element of 
∗
j SALES, ε . 
  
We standardize the matrix W such that its rows sum to one. The spatial lag is 
interpreted as the weighted average of the error terms of other stores. The 
parameter  j λ  in (6.3c) is the spatial autoregressive parameter, and indicates the 
strength of the relationship and the spatial lag (Anselin 1988). In this model, the 
shelf space variable is independent of 
∗
j SALES, ε  if  j γ  is zero. Hence, equation 
(6.3d) provides a test for endogeneity:  0 : 0 = j H γ  (no endogeneity) versus 
0 : 1 ≠ j H γ  (endogeneity). 
6.6.2 Models based on two periods of cross-sectional observations 
With sufficient temporal variation, the endogeneity inherent in OLS can be 
avoided by estimating a fixed effects (FE-model). Fixed effects capture the cross-
sectional variation, so that the estimated effects of interest are based on pooled 
temporal variation. The FE-model is specified as: 




j µ  is a vector of store intercepts, with elements 
∗ ∗
jk µ , and 
∗ ∗
jp τ  is a  1 × K  
vector with the fixed period effects for brand j in period p. The period effects are 
common to all stores leaving the store-specific variation in shelf space over time 
for the estimation of shelf space effects. Note that for a linear model the measures 
would have to be adjusted to properly account for store size effects. 
 The  SPATTEMP- and the SPATTEMPBM-models have the following 
structure: 
). , 0 ( ~ , ln ln
2
j j jp jp jp j j jp N SHELF SALES
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  (6.5e) 
  (6.5f) 
 
where  jp SALES ,  jp SHELF , 
∗ ∗ ∗
jp SALES, ε , and
∗ ∗ ∗
jp SHELF, ε  include an index p ( 2 , 1 = p ), 
to indicate the shelf space measurement period, 
∗ ∗ ∗
j µ  is a vector of time invariant 
random intercepts, that are spatially related to each other in (6.5d), 
∗ ∗ ∗
jp SHELF, ξ  is a 
1 × K  vector of autocorrelated error terms with autocorrelation parameter 
∗ ∗ ∗
j SHELF, ρ . 
∗ ∗ ∗
j ν  and 
∗ ∗ ∗
jp SHELF, υ  are  1 × K  vectors assumed to have independently 
distributed error terms, and variances 
2
j ν σ
∗ ∗ ∗ , and 
2
, j SHELF υ σ
∗ ∗ ∗ .  
  The model includes variation over time
 in the error structure. Log sales is 
modeled as a deviation from a time invariant mean (
∗ ∗ ∗
j µ  ) with a spatial structure 
(6.5d). Shelf space is related to this mean through the parameter 
∗ ∗ ∗
j γ , and 
deviations from this relationship are captured by the autocorrelated disturbances 
∗ ∗ ∗
jp SHELF, ξ . The SPATTEMP-model has only one marketing instrument (shelf 
space), and we therefore do not need a factor structure to model common shocks 
in marketing instruments, as in the BM-model. We cannot include autocorrelation 
in the SPATTEMP-model in the disturbances of the sales equation because it 
would not be identified
6. 
 
6.6.3 Defining the spatial weight matrix 
Most applications in spatial econometrics and regional science define the spatial 
weight matrix based on a distance concept and simple contiguity. Voronoi based 
contiguity is frequently used for this purpose (BM). This implies the creation of 
imaginary borders around geographic sample units so that every unit is allocated 
to its closest sample point (Cressie, 1991). The next step is to obtain spatial-
weight matrices with entries that capture contiguity. For example BM use binary 
                                                                        
6 BM can accommodate autocorrelation because they use 4 measurement periods whereas 
we use two for the estimation sample. 
∗ ∗ ∗ ∗ ∗ ∗
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weights, with elements 1 (contiguity) and 0 (no contiguity), and we use binary 
weights as well. 
  We use multiple store characteristics for the SPATIAL- and SPATTEMP-
models. In theory, we could determine the position of each store in this 
multidimensional space, and determine Voronoi contiguities. However, if the 
dimensionality of the space is larger than 2, binary weights based on Voronoi 
contiguity result in a weight matrix with almost all off-diagonal elements equal to 
1. This is due to the fact that the upper limit of the number of contiguity 
relationships is of the order 
2 / d k , where k is the number of sample points (stores) 
and d the dimensionality (De Berg et al., 2000). Hence for higher dimensions the 
upper limit “explodes” as the number of observations increases.  
  We reduce the dimensionality of the store-profile data via Principal 
Component Analysis (PCA) and use the scores on the first two dimensions. In this 
way the upper limit is linear in the number of stores, and we determine adjacency 
(0-1) for each pair of stores based on Voronoi polygons. Other advantages of the 
PCA approach are that it: (i) accounts for scale differences between the profile 
variables, and (ii) creates orthogonal components
7. 
 
6.6.4 Testing the spatial structure 
It is important to test for spatial dependence. The spatial dependence test is used 
to determine whether the spatial structure is relevant. This test also allows us to 
compare the structure based on store profiles with one based on geographical 
locations. We use the Moran’s-I statistic based on the residuals of the SPATIAL-
model separately for sales and shelf space.  The statistics for time period  p  for 
brand  j  are: 
   
                                                     , and  (6.6) 
 
The statistic is asymptotically normally distributed (see Anselin, 1988, p. 102 for 
details). For this statistic, larger values indicate that the disturbances are 
positively correlated with their spatial lag.  
 
                                                                        
7 Campo et al. (2000) use PCA for comparable reasons to handle store profiles in their 
study. 
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6.6.5 Predictive validation 
We compare the predictive validity of the different models from observed and 
predicted changes in sales due to a change in shelf space between the validation 
period (p=3) and the previous period (p=2). Predicting changes has the advantage 
that we eliminate the spatial structure in the SPATIAL-,  SPATIALBM-, 
SPATTEMP-, and SPATTEMPBM models. Thus, the predicted difference in sales 
M
j LES A S D ˆ ln ( ) for brand  j  and model M is obtained from: 
 
 (6.7) 
              
where 
M





We use two fit measures to assess the validation: the mean squared error (MSE) 
and the mean absolute error (MAE). These measures are computed as follows (see 









where  K ι  is a  ) 1 ( × K vector of ones. 
 
6.6.6 Robustness 
We also investigate the robustness of our results with respect to changes in store 
profile variables
8. A change in the store profile variables may result in a different 
factor structure which leads to changes in the Voronoi contiguity and the spatial 
                                                                        
8  SPATIALBM and SPATTEMPBM are extreme examples of such changes where we 
replace the profile variables by geographic coordinates.  
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weight matrix. To do this we consider only changes that can be expected to have a 
major impact on the factor structure. Hence, we work with blocks of related 
(correlated) store profile variables. These blocks are the store-, consumer-, and 
competitor variables in Table 6.4. By working with blocks we can also assess the 
added value for each of these types of variables. Thus, we expect that the results 
may vary strongly with the number and types of blocks used to specify W. 
  We consider six alternative sets of store profile variables:  
•  The exclusion of one block (three blocks of two blocks each) 
•  The exclusion of two blocks (three sets of one block each) 
We compare the models based on: (i) face validity and (ii) predictive validity 
(MSE, MAE). We also look at the spatial structure in terms of commonality of the 
elements in the store profile and geographic proximity based matrices. 
 
6.7 Empirical analysis 
6.7.1 Weight matrices and spatial dependence 
We estimate the SPATIAL-,  SPATTEMP-, SPATIALBM-, and SPATTEMPBM-
models by maximum likelihood. We provide expressions for the likelihood for the 
SPATIAL- and SPATTEMP-models in Appendix 6A. Anselin (1988, p.186) states 
that for optimization appropriate starting values have to be chosen. This choice 
appears to be critical for the SPATIAL-model. Our starting values assume no effect 
of shelf space on sales, which works well
9.  
  We construct two spatial weight matrices, one based on store profiles and 
another based on geographic locations for the 44 stores, for the SPATIALBM- and 
SPATTEMPBM-models (for the spatial weight matrix based on store profiles the 
first two principal components account for 70 percent of the variance). Next, we 
use the scores on the principal components to construct Voronoi polygons. The 
Voronoi polygons around each store. The polygons and store locations are shown 
                                                                        
9 Formal solutions to the multiple root problem are provided by Small et al. (2000). The 
use of a consistent estimator is such a solution. We compared the estimates from the 
SPATTEMP model (consistent estimator, no starting value problem) with starting values 
under the assumption of no shelf space effect. In all cases we found the same optimal 
value. We prefer not to use the SPATTEMP estimates in our application as they require the 
availability of data across time. Bronnenberg and Mahajan (2001) avoid the starting value 
problem by imposing restrictions on the parameter space. Similarity-based spatial methods to estimate shelf space elasticities 
 
 












10. The dots in the figure are the store locations in the space spanned 
by the first two principal components (the axis). The lines demarcate the 
polygons. Store k is contiguous to store k′ if they have a common border.  
 





















We analyzed the amount of overlap between the spatial weight matrices derived 
from store profiles (SPATIAL) and from geographic proximities (SPATIALBM). In 
the SPATIAL weight matrix there are 123 contiguous store pairs. Only 12 (10 
percent) of these pairs are also defined as contiguous in the SPATIALBM weight 
matrix. Hence there is very little overlap between the two contiguity measures.  
  To illustrate the difference between the two spatial weight matrices, we 
consider a particular store and its contiguous neighbors. We compute the average 
profile of the store’s neighbors for each profile variable and show the percentage 
                                                                        
10 We do not show the Voronoi polygons for the weight matrix based on geographical 














deviation from this average. We expect that the differences are small when the 
contiguity is based on store profiles. Indeed, the average percentage deviation is 
around 10 percent. If the geographic contiguity also has comparable stores, we 
expect these stores also to have a high degree of similarity on the profile 
characteristics. Here, however, the average percentage deviation is around 50 
percent. Thus, geographic proximity does not imply similarity in the 
characteristics that should relate to the behavior of interest. 
 
Figure 6.2 Comparison profile for a particular store 
 
We use Moran’s I statistic for spatial dependency based on the residuals of the 
SPATIAL-model separately for sales and shelf space. We show test results for each 
period for both weight matrices in Table 6.5. The upper half of the table shows the 
results for the spatial weight matrix based on store profiles, the lower half based 
on geographic locations. Large positive values indicate a large positive correlation 
between the disturbance and its spatial lags. 
  The test for the weight matrix based on store profiles is statistically significant 
in 8 out of 10 cases for sales and in 5 out of 10 cases for shelf space. However, for 
the spatial weight matrix based upon geographic proximity we have only 1 out of 





















































































































Weights based on geographical locations
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suggest that a spatial matrix based on geographic proximity has little potential to 
reduce the endogeneity in the purely cross-sectional data. 
 
Table 6.5. Spatial dependency tests 
Store profiles 
  Brand 1  Brand 2  Brand 3  Brand 4  Brand 5 
Moran’s I sales period 1  0.42
**  *0.27
**  *0.45
**  *0. 25
**  *0.04 
Moran’s I sales period 2  0.23
**  *0.43
**  *0.39
**  *0. 27
**  *0.09 
Moran’s I shelf space period 1  −0.05  *0.18
**  *0.02  *0. 38
**  *0.30
** 
Moran’s I shelf space period 2  *0.10
*  −0.06  *0.04  *0. 07 0.13
* 
Geographic proximity 
  Brand 1  Brand 2  Brand 3  Brand 4   Brand 5 
Moran’s I sales period 1  −0.01  −0.02  *−0.05  *0. 07  *−0.08 
Moran’s I sales period 2  0.09  −0.03  *−0.09  *0. 12  *0.14
* 
Moran’s I shelf space period 1  *0.04 0.02  *−0.01  *0. 08  *0.04 
Moran’s I shelf space period 2  −0.03  −0.12  *−0.04  *−0. 10  *0.11
* 
* 05 . 0 < p  
** 01 . 0 < p  
6.7.2 Estimation- and validation results 
Models based on cross-sectional data only 
We show estimation results for models on cross-sectional data in Table 6.6. The 
shelf space elasticity estimates of the OLS-model, shown in the top panel, range 
from 0.62 to 1.08 with an average of 0.85. These estimates are far in excess of the 
elasticities reported in earlier studies. They also exceed, as expected, the estimates 
of the SPATIAL-model, shown in the middle panel of Table 6.6. These range from 
0.11 to 0.39, with an average of 0.21. This corresponds well with the elasticities 
based on experiments. For most brands (four out of five), the shelf space 
estimates from the OLSC-model are between the SPATIAL and OLS estimates. 
The brand level estimates range from 0.23 to 0.83 with an average of 0.47. This 
average value is at the upper range of elasticities reported in earlier studies. This 
suggests that the unobserved retailer behavior is not fully accommodated in 
OLSC. 
  The estimated shelf space elasticities of the SPATIALBM-model include two 
negative values, while the positive values vary from 0.64 to 1.68. If the true shelf 
space elasticity is less than 0.5 (as suggested in Section 6.3), then it is clear that 
the  SPATIAL model is far better than SPATIALBM. This suggests that the 














Table 6.6 Parameter estimates (standard errors in parentheses) for models based on 
purely cross-sectional data (period 2) 







** 4. 83 
j α  






** 0. 85 
j β  
(0.18) (0.24) (0.27) (0. 19) (0. 45)    







** 6. 21 
j α  
(0.62) (0.68) (0.59) (0. 72) (0. 44)    
062
**  0.30 0.23 0. 38
* 0. 83
** 0. 47 
j β  
(0.14) (0.20) (0.20) (0. 19) (0. 11)    







** 7. 23  ∗
j SHELF, α  
(1.10) (0.82) (0.92) (1. 39) (1. 28)    
0.11 0.39 0.07 0. 33 0. 17 0. 21  ∗
j β  






** 3. 72  ∗
j SHELF, α  
(0.11) (0.07) (0.04) (0. 06) (0. 15)    
0.42
**  0.16 0.17 0. 22 0. 62
** 0. 32  ∗
j γ  






** 0. 69  ∗
j λ  
(0.12) (0.12) (0.13) (0. 17) (0. 15)    
  0.15 0.16 0.09 0. 14 0. 31 0. 17 






a 14. 95  ∗
j SHELF, α  
(3.18) ()  (3.71)  (2. 05) ( )    
0.91  −13.35
a  −0.46 0. 64 1. 68
a  −2. 12  ∗
j β  






a 3. 73  ∗
j SHELF, α  
(0.05) ()  (0.03)  (0. 05) ( )    
0.12 0.07
a 0.26  0. 02  −0. 61
a  −0. 03  ∗
j γ  
(0.53) ()  (0.14)  (0. 38) ( )    
0.23  −0.37
a  −0.37 0. 27 0. 36
a 0. 03  ∗
j λ  
(0.23) ()  (0.27)  (0. 22) ( )    
  0.16 21.91
a 0.19  0. 16 0. 29
a 4. 54 
  0.12 0.00
a 0.04  0. 12 0. 19
a 0. 09 
* 05 . 0 < p , 
** 01 . 0 < p   
a The maximization algorithm does not converge. 
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The test for endogeneity in the SPATIAL-model, provided by the γ -parameter 
estimate, shows an average value of 0.32, and it is significant for two out of five 
brands. Under the assumption of no endogeneity this parameter is zero. This 
means that the model accounts for a substantial amount of endogeneity. However, 
for SPATIALBM the average value is -0.03, and it is insignificant for all brands. 
Similarly, the spatial autocorrelation parameter estimates (λ ) in the SPATIAL-
model show that the disturbances of the cross-sectional observations are strongly 
related, a result that we do not obtain for the SPATIALBM-model. 
  We show validation results for the OLS-, OLSC-, SPATIAL-, and SPATIALBM-
models in Table 6.7. For all brands, the SPATIAL-model is superior to OLS in 
terms of MSE by 44 percent on average and in MAE by 27 percent. The 
SPATIALBM model, by contrast, is on average worse than OLS, largely due to 
brand 2, and outperforms OLS for only two brands. The OLSC-model performs 
better than OLS: the average improvement is 34 percent in terms of MSE and 20 
percent in terms of MAE. This suggests that OLSC corrects for unobserved retailer 
behavior However, the comparison between the OLSC-model and the SPATIAL-
model shows that this correction is partial. The SPATIAL-model performs far 
better and gives an additional 15 percent reduction in MSE and a 10 percent 
reduction in MAE relative to OLSC.  
 
Table 6.7 Validation (period 3) MSE, MAE (relative improvement on OLS  in parenthesis) 
for models based on cross-sectional data
a 
 MSE  MAE 
 OLS  OLSC SPATIAL  SPATIALBM  OLS  OLSC SPATIAL SPATIALBM 
Brand 1   0.09 0. 05 (42%)  0. 04 (56%)   0.07 (18%)  0. 22  0.17 (21%)  0.16 (27%)  0.20 (8%) 
Brand 2   0.15 0. 08 (43%)  0. 09 (39%)  19.91 (-13365%) 0. 29  0.21 (28%)  0.22 (25%)  3.18 (993%) 
Brand 3   0.09 0. 08 (12%)  0. 08 (11%)  0.11 (-26%)  0. 25  0.22 (11%)  0.22 (13%)  0.25 (1%) 
Brand 4   0.08 0. 04 (44%)  0. 04 (50%)  0.08 (5%)  0. 22  0.16 (27%)  0.15 (32%)  0.22 (3%) 
Brand 5   0.11 0. 08 (27%)  0. 04 (63%)  0.25 (-125%)  0. 25  0.22 (13%)  0.26 (37%)  0.37 (47%) 
Average  0.10 0. 07 (34%)  0. 06 (44%)  4.08 (-2699%)  0. 25  0.20 (20%)  0.18 (27%)  0.84 (242%) 
a The number in parentheses shows the percentage improvement relative to OLS 
We conclude that the SPATIAL-model outperforms the three benchmarks (OLS, 
OLSC, and SPATIALBM) on face validity and predictive validity. The relatively 
poor performance of SPATIALBM is consistent with our arguments: geographic 
proximity is not necessarily an effective means to define similarity. In our 














superior performance of SPATIAL over OLSC suggests that control variables 
inadequately account for unobserved retailer behavior. 
Models based on two periods of cross-sectional observations 
We show parameter estimates for the other three models in Table 6.8. The shelf 
space elasticity estimates for the FE model varies from -0.03 to 0.56, with an 
average across brands of 0.22. This average value is very close to the average for 
SPATIAL, although the latter has a smaller range of 0.07 to 0.39. Similarly, the 
average shelf space elasticity estimate for SPATTEMP is close to the one for 
SPATIAL, while the range across the brands is also slightly greater for SPATTEMP 
than for SPATIAL. SPATTEMPBM similarly provides meaningful values, with an 
average of 0.19 and a range of 0.10 to 0.48. Thus the improvements from having 
two periods of data are notable for FE (compared with OLS) and SPATTEMPBM 
(compared with SPATIALBM). One interpretation is that with minimal time series 
variation (i.e, two longitudinal observations), the endogeneity issue is largely 
resolved. However, the standard errors of the estimated shelf space elasticities 
tend to be smallest for SPATTEMP, suggesting that the similarity-based spatial 
structure still matters.  
 Similarity-based spatial methods to estimate shelf space elasticities 
 
 











Table 6.8 Parameter estimates (standard errors in parentheses) for models based on two 
periods (periods 1 and 2) 
  Brand 1   Brand 2  Brand 3 Brand  4 Brand  5 Average 
FE 
−0.03 0.08 0.22 0.25
** 0.56
** 0.22  ∗ ∗
j β  
(0.09)  (0.12) (0.16) (0.08) (0.12)   







** 7.25  ∗ ∗ ∗
j SALES, α  




** 0.22  ∗ ∗ ∗






** 3.72  ∗ ∗ ∗
j SHELF, α  






* 0.41  ∗ ∗ ∗
j γ  






** 0.78  ∗ ∗ ∗
j λ  
(0.12) (0.10) (0.09) (0.16) (0.13)   
  0.14 0.11 0.05 0.14 0.11 0.11 
  0.02 0.04 0.06 0.02 0.06 0.04 
  0.08 0.07 0.07 0.14 0.14 0.10 







** 7.38  ∗ ∗ ∗
j SALES, α  
()  (0.46) (0.48) (0.20) (0.41)   
0.00
a  0.10 0.22 0.14
** 0.48
** 0.19  ∗ ∗ ∗
j β  






** 3.73  ∗ ∗ ∗
j SHELF, α  






* 0.42  ∗ ∗ ∗
j γ  
()  (0.06) (0.09) (0.09) (0.12)   
0.13
a  −0.21  −0.21 0.10 0.06  −0.03  ∗ ∗ ∗
j λ  
()  (0.29) (0.32) (0.25) (0.27)   
  0.29
a  0.30 0.15 0.19 0.20 0.22 
  0.02
a  0.04 0.06 0.02 0.06 0.04 
  0.08
a  0.07 0.07 0.14 0.15 0.10 
  −0.12
a 0.20  0.17  −0.14 0.26 0.08 
* 05 . 0 < p , 
** 01 . 0 < p  
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The SPATTEMPBM-model estimation procedure failed to converge for brand 1, 
perhaps because it’s spatial structure leads to an ill-shaped likelihood. For this 
model, the dependence parameter λ  suggests that the location-based spatial 
structure is inadequate for all brands. By contrast, in the SPATTEMP-model, the 
disturbances are related through the spatial structure based on store profiles, and 
all lambdas are statistically significant. The endogeneity tests (γ ) for both the 
SPATTEMP- and the SPATTEMPBM-models indicate that there is a significant 
relationship between the spatially distributed disturbances and shelf space (except 
for the non-converging case). Thus, although the average shelf space elasticity is 
quite similar across the three models, SPATTEMP offers theoretical and empirical 
advantages. 
  We show validation results for these models in Table 6.9. The SPATTEMP- 
and SPATTEMPBM-models have about the same MSE and MAE in all cases, with 
a slight edge in favor of SPATTEMP. Both the SPATTEMP- and SPATTEMPBM-
models have a greater average improvement over OLS than the FE-model has. 
 
Table 6.9 Validation (period 3) MSE, MAE (relative improvement on OLS in parenthesis) 
for models based on cross-sectional by time data
a 
 MSE  MAE 
 FE  SPATTEMP  SPATTEMPBM  FE SPATTEMP  SPATTEMPBM 
Brand 1  0.04 (54%)  0.04 (55%)  0. 04 (54%)  0.16 (27%)  0.16 (27%)  0. 16 (27%) 
Brand 2  0.07 (50%)  0.08 (47%)  0. 07 (50%)  0.20 (30%)  0.20 (30%)  0. 20 (30%) 
Brand 3  0.08 (13%)  0.08 (12%)  0. 08 (13%)  0.22 (11%)  0.22 (10%)  0. 22 (12%) 
Brand 4  0.03 (57%)  0.03 (66%)  0. 03 (65%)  0.14 (38%)  0.12 (45%)  0. 12 (45%) 
Brand 5  0.05 (50%)  0.05 (58%)  0. 05 (55%)  0.19 (26%)  0.17 (26%)  0. 18 (26%) 
Average  0.06 (45%)  0.05 (48%)  0. 05 (47%)  0.18 (26%)  0.18 (29%)  0. 18 (28%) 
a The number in parentheses shows the percentage improvement relative to OLS 
We conclude that the SPATIAL-model is superior for purely cross-sectional data. 
The other four models provide a benchmark to assess the quality of the SPATIAL-
model. The comparison with the OLSC-model suggests that the control variables 
do not remove all unobserved retailer behavior. We find that the average shelf 
space elasticity of the SPATIAL-model (0.21) is very close to the average for the 
models that use time series variation. On the other hand, the SPATIAL standard 
errors are two to three times higher. Thus the SPATIAL-model is attractive for 
purely cross-sectional data, but the efficiency of the parameter estimates improves 
dramatically with time series variation. Similarity-based spatial methods to estimate shelf space elasticities 
 
 











6.7.3 Robustness  
Given the superiority of store profile characteristics for the measurement of 
similarity, we now examine the sensitivity of SPATIAL and SPATTEMP results to 
the inclusion/exclusion of profile components. Changes in the components may 
change the PCA structure for principal components analysis, and this changes the 
Voronoi contiguity and the spatial weight matrix. To consider this we 
include/exclude blocks of related store profile variables (the store-, consumer-, 
and competitor variables in Table 6.4).  
  We show in Table 6.10 for eight possible W’s in the diagonal cells the number 
of store pairs that are neighbors (121-124) (out of a total of 946 potential 
neighbors). In the off-diagonal cells we show the number and proportion of 
overlapping neighbor store pairs for the different sets of variables. We report in 
the first line and column the results for all profile data, as used in our proposed 
models. The overlap in the pairs between all three blocks and reduced blocks 
ranges from 46 percent to 24 percent. For all possible pairs (excluding the 
geographic coordinates), the range is 14 to 53 percent. If we consider only the 
single blocks, the consumer data have the greatest overlap (40 percent) with the 
complete profile data, while the competitor block has the smallest overlap (24 
percent). Importantly, the geographic coordinates show little overlap with the 
other sets of variables, ranging from 6 to 13 percent.  
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To examine the robustness of the shelf space elasticity estimates and other 
statistics, we estimate both the SPATIAL and the SPATTEMP models for the six 
spatial matrices constructed from alternative subsets of the profile data. We show 
the results in Table 6.11. We find that the shelf space elasticity estimates are 
sensitive to the specification of the W matrix. For example the model based on 
consumer and competitor variables leads to high estimated shelf space elasticities 
for brands 2,4, and 5, close to the OLS estimates for brands 2 and 4. The estimates 
for other models are frequently very high or negative, implying low face validity. 
However, the average elasticity estimate for the model based on consumer and 
store variables appears reasonable. 
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Table 6.11 Robustness of the SPATIAL-model  
Shelf Space Elasticity Estimates 
Variables Brand  1  Brand 2  Brand 3  Brand 4  Brand 5  Average 
Consumer, competitor, 
store 
0.11 0.39 0.07 0.33 0. 17 0.21 
Consumer, competitor  0.24  0.80  0.08  0.94  0. 71 0.55 
Consumer, store  0.18  0.17  -0.02  -0.07  0. 44 0.14 
Competitor, store  0.24  0.14  -0.34  -0.31  0. 25 -0.00 
Consumer 0.28  0.77  -0.20  0.77  0. 78 0.48 
Competitor 0.60  0.59  -0.51  -0.20  0. 60 0.22 
Store -0.08  0.08  -0.31  -0.69  0. 10 -0.18 
MSE 
Variables Brand  1  Brand 2  Brand 3  Brand 4  Brand 5  Average 
Consumer, competitor, store  0.039 0.090 0.080 0.040 0. 040 0.058 
Consumer, competitor  0.039  0.163  0.079  0.129  0. 068 0.096 
Consumer, store  0.039  0.077  0.082  0.024  0. 047 0.054 
Competitor, store  0.039 0.075 0.102 0.030 0. 041 0.057 
Consumer 0.040  0.138  0.092  0.097  0. 075 0.088 
Competitor 0.050  0.112 0.118 0.025 0. 058 0.073 
Store 0.042  0.074  0.100  0.065  0. 041 0.064 
MAE 
Variables Brand  1  Brand 2  Brand 3  Brand 4  Brand 5  Average 
Consumer, competitor, store  0.158 0.219 0.216 0. 152 0. 159 0. 181 
Consumer, competitor  0.159  0.306  0.216  0. 283 0. 203 0. 233 
Consumer, store  0.158  0.204  0.217  0. 118 0. 175 0. 174 
Competitor, store 0.159  0.204  0.235  0. 132 0. 161 0. 178 
Consumer 0.160  0.281  0.226  0. 246 0. 213 0. 225 
Competitor 0.171 0.249 0.252 0. 124 0. 191 0. 197 
Store 0.161  0.205  0.233  0. 190 0. 160 0. 190 
 
The validation statistics suggest that models based on two or more blocks, with 
the exception of the model that excludes store variables, perform better than the 
other models. On average the model based on consumer and store variables has 
the lowest MSE and MAE values, followed by the model based on competitor and 
store variables and the model based on all variables. Thus, the store variables 
appear to be crucial for the determination of store similarity. The MSE values for 
the individual brands show that the model based on all variables performs best for 














and store variables is best in two out of five cases on both measures, while the 
model with competitor and store variables is best once on MSE. Surprisingly, the 
model based on consumer and competitor characteristics, for which the average 
shelf space elasticity lacks face validity, is best twice. However, for two brands, 
this model produces results with face validity. Of the models with one block of 





We considered alternative models for the estimation of shelf space effects based 
on purely cross-sectional data, and separately based on cross-sectional and time 
series data. Data on shelf space for a daily care product show little longitudinal 
variation. Researchers’ interest then centers on the use of cross-sectional 
variation. However, the results may suffer from endogeneity due to unobserved 
retailer behavior. We proposed models that correct for endogeneity via a spatial 
structure based on store profile data: the SPATIAL-model for purely cross-
sectional data and the SPATTEMP-model for cross-sectional and time series data. 
We compared the SPATIAL-model to: (i) an OLS-model, (ii) an OLS-model with 
control variables (OLSC), and (iii) a model with a spatial structure based on 
geographic locations, used by Bronnenberg and Mahajan (2001) (SPATIALBM). 
For the cross-sectional and time series data we compared the SPATTEMP-model 
to: (i) a fixed effects model (FE), which avoids the endogeneity related to cross-
sectional variation, and (ii) a model with a spatial structure based on geographic 
locations (SPATTEMPBM). 
   Our results suggest that models with a spatial structure based on store profile 
data correct for endogeneity. For example, the SPATIAL-model provides average 
shelf space elasticity estimates that are close to the average estimate from the FE 
model. Including control variables appears to correct only for some of the retailer 
behavior (OLSC-model).  SPATIALBM turns out to be inadequate in this 
application. For each brand, its shelf-space elasticity estimate differs strongly 
from the prior value. The three models that use time series variation in addition to 
cross-sectional variation provide similar average shelf space elasticity estimates. 
                                                                        
11 For the SPATTEMP-models, the results are robust. For example the shelf space 
elasticities are very similar across different specifications of the W matrix. 
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However,  SPATTEMP has slightly smaller standard errors than either FE or 
SPATTEMPBM.  
  We find that the OLS-estimates for the shelf space elasticities are highly 
biased upward. Their average is about 0.85, whereas methods that account for 
endogeneity have an average of about 0.21. The managerial implication is that if 
one makes shelf space decisions based on the OLS-model, one would anticipate 
much stronger sales effects than will actually occur. We note that for each of the 
brands, the SPATIAL-model outperforms OLS in predictive validity. 
  We find that the SPATIAL-model is sensitive to changes in the spatial weight 
matrix. It appears that the store characteristics are especially critical for the 
determination of similarity.  Also, the use of two blocks of variables including the 
store data, shows highly valid results. The SPATTEMP-model, however, is quite 
robust. 
  It will be useful to apply our proposed approach to product categories and to 
other contexts with endogeneity problems. For example, practitioners use “sales 
velocity analysis” for inferring effects of regular prices based on scanner data 
(Bucklin and Gupta, 1999). This relates in particular to price thresholds (“how 
much can I change the price without affecting sales”) and price gaps (“what is the 
best price gap between my brand and a rival brand”). This type of analysis 
essentially creates a cross-tabulation of sales versus price points across stores. 
Such a cross-sectional analysis may be highly sensitive to endogeneity issues. 
One may account for endogeneity based on the models proposed here, especially 














Appendix 6A The likelihood 





where ε  is the vector of error terms. Ω  is the covariance matrix of ε . For the 
SPATIAL- and SPATIALBM-models for brand j we use  ] [ ′ ′ =
∗′ ∗′ ∗
SHELF SALES j ε ε ε  for 
ε  and 
∗
j Ω  for Ω . For the SPATTEMP- and SPATTEMPBM-models for brand j 
we use  ] [ 2 , 1 , 2 , 1 , ′ =
∗′ ∗ ∗ ∗′ ∗ ∗ ∗′ ∗ ∗ ∗′ ∗ ∗ ∗ ∗ ∗
SHELF SHELF SALES SALES j ε ε ε ε ε  and 
∗ ∗ ∗
j Ω . 
  The expression for 
∗
j Ω  and 
∗ ∗ ∗
j Ω  can be derived directly from the models. 
∗
j Ω  has dimension 2K and 
∗ ∗ ∗
j Ω  has dimension 4K. We need to calculate the 
determinant and inverse of these matrices to evaluate the likelihood. This requires 
considerable computation time as the number of stores (K) increases. Fortunately, 
we can use the structure of 
∗
j Ω  and 
∗ ∗ ∗
j Ω   to partition the matrices which reduces 
the dimension of matrices that have to be inverted or for which determinants have 
to be calculated to K. We show this separately for 
∗
j Ω  and 
∗ ∗ ∗
j Ω . 
 For  the  SPATIAL- and SPATTEMP-models the covariance matrix for brand j is 















− ∗ ∗ − = W I B j j λ . We use the following matrix partitioning results to 
obtain expressions for the determinant and the inverse (see e.g. Green, 2000, p.34) 
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11 21 22 ) (
− − − = A A A A F . This leads to the following expressions for the 
determinant and the inverse of the variance covariance matrix of the SPATIAL- 
and SPATIALBM-models: 
 






  (6A.6) 
 
Substitution of the expressions for  ) det(
∗
j Ω , and 
1 − ∗
j Ω  in (6A.1) gives the 
likelihood for the SPATIAL- and SPATIALBM- models: 
  We adapt the likelihood provided by Bronnenberg and Mahajan (2001) to 
obtain expressions for  ) det(
∗ ∗ ∗
j Ω , and 
1 − ∗ ∗ ∗
j Ω . The difference with Bronnenberg 
and Mahajan (2001) is that we do not specify a factor structure for the marketing 
instruments (we have only one instrument) and we do not include autocorrelation 
in the disturbances of the sales  equation. This gives for  ) det(
∗ ∗ ∗
j Ω  and 
1 − ∗ ∗ ∗
j Ω : 
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  (6A.10) 
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Substitution of the expressions for  ) det(
∗ ∗ ∗
j Ω , and 
1 − ∗ ∗ ∗
j Ω in (6A.1) gives the 
likelihood for the SPATTEMP- and SPATTEMPBM-models. Bronnenberg and 
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Summary and Conclusions 
 
7.1 Introduction 
In this thesis we study local marketing, which we define as the customization of 
marketing mix variables to the store level based on consumer, competitor, and 
store characteristics. Our aim is to enhance the knowledge about local marketing. 
In previous chapters we studied: 
i.  the origin of local marketing (Chapter 2) 
ii.  the implementation of local marketing in practice (Chapter 3) 
iii. existing models for local marketing, their shortcomings and available data 
(Chapter 4) 
We also developed models that can be used to define local marketing decisions 
(Chapters 5 and 6). This chapter consists of a summary in Section 7.2. We discuss 
limitations and directions for future research in Section 7.3. 
 
7.2 Summary 
Definition and history of local marketing (Chapter 2) 
In this chapter we study the definition and history of local marketing. We compare 
several definitions of local marketing and discuss the term micro marketing. This 
study resulted in the definition of local marketing given in the introduction to this 
chapter. 
  We consider the history of local marketing both from retailer and 
manufacturer perspectives. About a century ago, retailers applied local marketing 
implicitly as storekeepers often owned only one store. Over time local marketing 
tended to disappear due to increased retailer concentration and a focus on 
homogeneity between stores. Retailers then focused on applying the same 
marketing mix in all stores. Since 1970s on there has been a shift to a more 
market oriented approach. Positioning and differentiation have received increased 
attention. In the last decade, we can see that retailers have been using improved 
customer information systems to customize the marketing mix at the store level.  
  About a century ago manufacturers paid no attention to customization at the 














manufacturers have faced increasingly demanding retailers. Retailers have forced 
manufacturers to guarantee profit margins, pay slotting fees, and produce private 
labels. Manufacturers reacted to these changes by approaching retailers more 
directly. They focused on cooperation in order to avoid conflicts. Local marketing 
initiated by the manufacturer can be seen as a further development of this strategy.  
Local marketing in practice (Chapter 3) 
In this chapter we consider the following questions about the application of local 
marketing in the Dutch supermarket practice: 
•  Why is local marketing applied? 
•  How is local marketing applied? 
•  What are the possible compositions of the marketing mix given a local 
marketing strategy? 
We study these questions in both a qualitative and quantitative way. We conducted 
exploratory in-depth interviews (qualitative) with respondents from varying retail 
backgrounds. We interviewed nine store managers from five chains as well as 
three head offices from retail chains and eight manufacturers.  
  We performed a written survey for the quantitative study. The outcomes from 
the in-depth interviews were used to develop the survey. We sent the survey to all 
manufacturers of national brands in the Netherlands, of which 49 (35 percent) 
responded. We asked manufacturers questions on (i) the variables they use to 
differentiate between supermarkets, (ii) how they apply local marketing, (iii) the 
degree to which they apply local marketing in supermarkets per marketing 
instrument and in total, (iv) the score on variables that might predict the degree to 
which they apply local marketing. We also used additional data on these 
manufacturers supplied by ACNielsen. Importantly, the survey measured the 
application of local marketing from the manufacturers’ point of view. The reason 
we focused on manufacturers for data collection is that such data are difficult to 
obtain at the store- or chain level. 
  Almost all manufacturers in the Netherlands (96 percent) differentiate in some 
way between stores. We find that chain type (used by 85 percent) and store size 
(56 percent) are the most frequently used variables. 
  Manufacturers need a sales force to apply local marketing. We find that 69 
percent of the Dutch manufacturers have a sales force. Manufacturers use profit 
potential and a store manager’s willingness to cooperate as criteria to select 
stores. Manufacturers may provide their sales forces with a tool to apply local Summary and conclusions 
 
 











marketing. This is a stand-alone computer system that provides advice on the 
marketing mix based on store- and market characteristics. In the sample, 36 
percent of the manufacturers have such a tool.  
  We studied the restrictions on the use of marketing instruments for local 
marketing. These restrictions are instrument specific and differ between chains 
and ownership type. We find that privately owned stores tend to be less restricted 
(and more motivated) to apply local marketing. We find that regular price is not 
suitable for local marketing and hence is hardly ever used. By contrast, shelf 
design and assortment are suitable for local marketing and hence these 
instruments are very frequently used. Additionally, we find that manufacturers 
apply less local marketing in chain-owned stores than in privately owned stores. 
  Finally, we calibrate a model to study what drives the manufacturers’ 
application of local marketing. We find that the application of local marketing is 
determined by category size, differences in purchase behavior between stores, 
manufacturer market share, and the importance of a good relationship with the 
store manager. 
Models and store profile data (Chapter 4) 
In this chapter we study models and data for local marketing. We illustrate the 
models in practice with local marketing related services from ACNielsen. These 
services are Familytrack,  Local Marketing, and Assortman. We note that in 
practice the models merely focus on sales potential and do not explain instrument 
effects from store profiles. 
  We discuss and compare four models in the marketing literature that relate 
store profiles to instrument effects. These studies are Hoch et al. (1995), 
Montgomery (1997), Mulhern et al. (1998), and Campo et al. (2000). In our 
evaluation of these models we find that: 
•  The models have many parameters. Hence, restrictions have to be imposed as 
the number of observations per store is low. 
•  Competitor characteristics are based on distance and not on choice criteria. 
Additionally, competition is not considered from the consumer point of view. 
•  Consumer characteristics are based on consumers living within a certain 
radius or within the trade area and not on consumer behavior. None of the 














Furthermore, we observe that models that estimate sales potential are based on 
between-store variation. The use of these data potentially leads to biased estimates 
(see also Chapter 6).  
  We also compare data on store, competitor, and  consumer characteristics in 
the Netherlands. We focus on consumer data and discuss different sources 
including customer card data, individual household databases and aggregated 
household databases. 
Sales decomposition within and across categories using daily data from one store 
(Chapter 5) 
In this chapter we develop a model to determine store-specific instrument effects 
using daily data from a single store. Models for a single store implicitly account 
for differences between stores. We use daily data instead of weekly data to 
increase the number of observations. Current models use weekly data. With such 
data it is difficult to calibrate complex models for a single store.  
  We specify an additive model to decompose price promotions within- and 
across categories. We decompose the price effects into effects on: (i) the brand for 
which the price is changed (own effect), (ii) other items of the same brand 
(within- and across categories), and (iii) items of other brands (within  and across 
categories). These effects can be both substitution and complementary effects. We 
split the effects into negative and positive effects to accommodate the a priori 
unknown sign of the cross category effects. All effects are expressed as a 
percentage (fraction) of the total positive effect (the sum of all positive effects). 
  We address several specification issues inherent to daily data for one store. 
These issues include (i) proportional effects, (ii) day-of-the-week effects, and (iii) 
trends in the data.  
  Previous decomposition studies only consider within-category effects. 
Omission of cross-category effects may lead to either over or underestimated 
price promotion effects. We find both positive (average across categories is 9 
percent
1) and negative cross category effects (average is 10 percent). We find few 
effects on other items of the same brand. 
Similarity-based spatial methods to estimate shelf space elasticities (Chapter 6) 
In this chapter we consider the use of cross-sectional data to estimate marketing 
instrument effects. Cross-sectional data potentially lead to biased estimates. We 
                                                                        
1 Calculated as the sum of the effects on manufacturer’s items and items of other brands. Summary and conclusions 
 
 











focus on shelf space elasticities. Current models for local marketing use data 
across stores to determine potential sales and instrument effects. Moreover, if 
instruments do not vary over time (as with many instruments in historical data), 
cross sectional variation is the only variation available.  
  The problem with cross-sectional variation is that unobserved retailer 
behavior may lead to biased results. This occurs when the instrument is 
determined by unobserved factors which are correlated with sales. In the case of 
shelf space this implies that the correlation between sales is higher than we would 
have expected based on the causal effect of shelf space on sales. Consequently, 
OLS will lead to overestimated shelf space elasticities. Specifically, the 
assumption in OLS of zero correlation between predictor variables and the error 
term is violated (endogeneity). 
  In this chapter we use a spatial structure based on store profiles to model the 
correlation between the error term and the predictor variables. The spatial 
structure defines which stores are contiguous in a space spanned by the store 
profile variables. The model uses this structure to relate the error terms of each 
store to its contiguous neighbors. This approach builds on the work of 
Bronnenberg and Mahajan (2001), who use geographical coordinates. We argue 
that in our application (stores instead of markets) it makes more sense to define 
contiguity in terms of store profile variables. This should apply to other data as 
well. 
  We specify a model for purely cross-sectional data (the SPATIAL-model), as 
well as a model for cross-sectional and time series data (the SPATTEMP-model). 
We compare the SPATIAL-model to (i) an OLS-model, (ii) an OLS-model with 
control variables (OLSC), and (iii) a model with a spatial structure based on 
geographic locations, used by Bronnenberg and Mahajan (SPATIALBM). For the 
cross-sectional and time series data, we compare the SPATTEMP-model to (i) a 
fixed-effects model (FE), which avoids the endogeneity related to cross-sectional 
variation, and (ii) a model with a spatial structure based on geographic locations 
(SPATTEMPBM). 
 The  OLS  estimates (no correction for endogeneity) for the shelf space 
elasticities are highly biased upward. Their average is about 0.85, whereas 
methods that account for endogeneity have an average of about 0.21 
  Our results suggest that models with a spatial structure based on store profile 
lead to unbiased estimates. For example, the SPATIAL-model provides average 














model. The OLSC-model, including control variables corrects only for some of 
the retailer behavior. In our application SPATIALBM turns out to be inadequate. 
The shelf-space elasticity estimates from this model differ strongly from the prior 
value for each brand. We find that models that use time series variation in addition 
to cross-sectional variation provide similar average shelf-space elasticity 
estimates. However, SPATTEMP has slightly smaller standard errors than either 
FE or SPATTEMPBM.  
 
7.3 Limitations and future research 
There is a number of issues that deserve more attention in future research into 
local marketing. These issues are: 
•  Measurement of local marketing activities at the retail-level 
• Store  competition 
• Variable  selection 
•  Explaining store-specific instrument effects 
•  Heterogeneity in the SPATIAL-model 
•  Other applications of the SPATIAL-model 
We elaborate these issues below. 
Measurement of local marketing activities at the retail-level 
In Chapter 3 we measure the manufacturers’ use of local marketing. We decide to 
measure local marketing from the manufacturers’ point of view for practical 
reasons, such as the efforts needed and expected cooperation. Future research may 
be able to measure local marketing by observing the actual use of marketing 
instruments in stores. This may lead to more objective information about the 
adoption of local marketing and the customization of the marketing mix to the 
store level.  
Store competition 
Current models do not accommodate store competition correctly. Competition 
should be modeled from the consumer point of view. For one consumer a given 
competing store may be a much closer substitute than it is for another customer. 
Spatial interaction models such as Huff’s model offer opportunities to model 
competition correctly. Unfortunately, the detailed data needed to calibrate such 
models is not yet available. When such data become available, these models may 
be developed. Additionally, such models may account for interaction between Summary and conclusions 
 
 











competing stores, that is, it may be possible to model (i) the effects of competitors 
marketing instruments on the own sales and (ii) the effect of the own marketing 
instruments on the competitor’s sales. 
Variable selection 
In Chapter 5 we consider cross-category effects between category pairs. We 
consider category pairs as the number of observations is too low to include 
instruments of multiple categories simultaneously. Future studies may consider 
methods to select relevant marketing instruments from a large set of possible 
marketing instruments. In this way a great number of categories can be 
considered. We propose using a stepwise regression method. These methods 
select predictor variables based on an incremental F-value. However, we note the 
following complications:  
i.  A stepwise regression method may select wrong predictor variables due to 
multicollinearity between possible predictor variables; that is, a predictor that 
is not relevant but is correlated with a relevant predictor may be included 
instead of the relevant predictor.  
ii.  If the number of selected predictor variables is low, it may be argued that the 
estimated relationships are coincidental. That is, if we consider a large 
number of instruments we are likely to find some variables that are correlated 
with sales. Previous research suggests that this problem will occur as the 
odds of finding cross-category effects in less related categories are low. 
Explaining store-specific instrument effects 
The model presented in Chapter 5 provides item specific parameter estimates for 
one store. Future research may explain these parameters as a function of store 
layout variables such as location in the store, distance to other products, shelf 
position, package size, perishability (see Raju, 1992).  
Heterogeneity in the SPATIAL-model 
In Chapter 6 we use similarity in store profiles to construct a spatial weight matrix 
to correct for endogeneity in cross-sectional data. Future studies may adapt the 
SPATIAL-model in such a way that it accommodates heterogeneous effects across 
stores. We suggest two possibilities: (1) To model the parameters as random 
effects like Bronnenberg and Mahajan (2001). In a second step these parameter 














store profile dependent effects in one single step using the approach of 
Montgomery (1997). 
Other applications of the SPATIAL-model 
We apply the model proposed in Chapter 6 to shelf-space elasticities. Future 
studies may apply this model to other instruments that do not show variation (or 
minimal variation) over time such as, store layout, selling products over a counter 
or not, price gaps, etc. We also suggest studying the model’s applicability to other 
situations where endogeneity problems exist and profile data are available. 
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“De Beagle” kwam in 1835 aan bij de Galapagos archipel. Charles Darwin, een 
van de passagiers aan boord van dit schip, ontdekte dat er verschillende soorten 
vinken leefden op de eilanden van deze archipel. De snavels van deze vinken 
waren dusdanig van vorm dat ze aangepast waren aan het voedsel op elk van deze 
eilanden (denk aan zaden, insecten). De vogels met deze aangepaste snavels 
waren beter in staat om te overleven. De soorten waren ontstaan door middel van 
natuurlijke selectie. Deze ontdekking leidde tot de ontwikkeling van Darwins 
evolutietheorie. 
  Wie door Nederland rondreist ziet dat ketens verschillende winkels in 
verschillende buurten hebben. Bestudering van de marktinstrumenten 
(assortimentsopbouw, schapindeling) van deze winkels laat zien dat sommige 
winkels deze afgestemd hebben op hun marktgebied. Zo zou een winkel in een 
buurt met veel baby’s zich kunnen aanpassen door: (i) meer schapruimte aan 
producten als babyvoedsel en luiers toe te kennen, (ii) specifieke merken te 
selecteren op basis van klantenprofielen, en (iii) het verkoopbevorderings-
programma af te stemmen op de lokale concurrentie. Deze strategie heet local 
marketing en is het onderwerp van dit proefschrift.  
  Local marketing is uiteraard niet de enige strategie die gebruikt kan worden 
om te concurreren. Traecy en Wiersma (1993) geven aan dat het gaat om een zo 
hoog mogelijke klantwaarde te leveren. Dit kan gedaan worden door een van de 
volgende drie waardedisciplines of strategieën te volgen:  
•  Customer intimacy. Organisaties die voor een dergelijke strategie kiezen 
richten zich op het aangaan van directe één-op-één relaties met de klant. De 
organisatie selecteert klanten waaraan producten op basis van een 
samenwerkingsverband worden geleverd. Een voorbeeld van een organisatie 
die een dergelijke strategie hanteert is het Amerikaanse warenhuis Nordstrom 
wiens verkooppersoneel samen met de klant uitzoekt welk product de klant 
nodig heeft. Een ander voorbeeld is Nutricia die samen met de supermarkt de 
marketingmix van individuele winkels invult (local marketing). 
•  Operational excellence. Organisaties die voor deze strategie kiezen richten 
zich op minimalisatie van productie-, proces- en transactiekosten. 
Massaproductie en massacommunicatie passen goed bij deze strategie. 














•  Product leadership. Deze strategie impliceert dat de organisatie zich sterk 
richt op productontwikkeling waarbij gebruik gemaakt wordt van nieuwe 
technologieën. Voorbeelden van dergelijke organisaties zijn Sony en Nike.   
In dit raamwerk past local marketing het best bij een customer intimacy strategie. 
  Zoals gezegd is het onderwerp van dit proefschrift local marketing. Local 
marketing is gedefinieerd als het aanpassen van de marketingmix op 
winkelniveau op basis van (uitgebreide) informatie over consumenten, 
concurrenten en winkeleigenschappen. Local marketing is een strategie die zowel 
fabrikanten als detaillisten in staat stelt om te kunnen overleven in de strijd om de 
gunst van de afnemers. Het algemene doel van dit proefschrift is om meer kennis 
over local marketing te genereren. Meer specifiek worden in de verschillende 
hoofdstukken de volgende zaken bekeken: 
i.  De definiëring en geschiedenis van local marketing (hoofdstuk 2) 
ii.  Het gebruik van local marketing in de praktijk (hoofdstuk 3) 
iii. Bestaande modellen voor local marketing, hun gebreken en beschikbare 
gegevens (hoofdstuk 4). 
In hoofdstukken 5 en 6 worden modellen gespecificeerd die voor aan local 
marketing gerelateerde beslissingen gebruikt kunnen worden. Hieronder volgt een 
samenvatting per hoofdstuk. 
Definiëring en geschiedenis van local marketing (hoofdstuk 2) 
In dit hoofdstuk wordt aandacht besteed aan de definiëring en geschiedenis van 
local marketing. Verschillende definities worden naast elkaar gezet en op basis 
daarvan wordt de hier boven genoemde definitie gekozen. 
  In het resterende gedeelte van dit hoofdstuk wordt de geschiedenis van local 
marketing zowel vanuit het oogpunt van de detaillist als van de fabrikant 
bestudeerd.  
  Ongeveer een eeuw geleden bezaten detaillisten vaak één winkel. Optimali-
satie van deze winkel impliceerde automatisch dat local marketing werd 
toegepast. Echter deze vorm van local marketing verdween in de loop der jaren 
ten gevolge van een toename in concentratie van detaillisten (minder 
marktpartijen) en een streven om winkels zo uniform mogelijk in te richten. Dit 
laatste betekent dat men er naar streeft om dezelfde marketingmix in alle winkels 
te hanteren (zelfde prijzen, zelfde assortiment). Vervolgens vindt er vanaf de 
zeventiger jaren een verschuiving plaats naar een meer marktgerichte benadering. Samenvatting 
 
 











Winkelpositionering en winkeldifferentiatie krijgen meer aandacht (hoe benader 
ik mijn doelgroep, hoe onderscheid ik me van de concurrentie). In het laatste 
decennium zien we dat door de verbeterde klantinformatiesystemen het mogelijk 
is om deze differentiatie tot op de winkelvloer door te voeren. 
  Een eeuw geleden hadden fabrikanten nauwelijks aandacht voor differentiatie 
op winkelniveau. Fabrikanten richtten zich toen meer op producten en 
productieprocessen. In de loop der jaren zien we echter dat fabrikanten met steeds 
meer eisende detaillisten worden geconfronteerd. Detaillisten dwingen 
fabrikanten bijvoorbeeld om bepaalde winstmarges te garanderen, een premie te 
betalen om producten op het schap te krijgen en huismerken te produceren. Als 
reactie gingen fabrikanten de detaillist directer benaderen. Ze richtten zich op 
samenwerking in de hoop zo conflicten te kunnen vermijden. Local marketing 
van de fabrikantenzijde kan worden gezien als een verdere ontwikkeling van deze 
strategie.  
Local marketing in de praktijk (hoofdstuk 3) 
In dit hoofdstuk worden de volgende vragen met betrekking tot de toepassing van 
local marketing in de Nederlandse supermarkten bestudeerd: 
•  Waarom wordt local marketing toegepast? 
•  Hoe wordt local marketing toegepast? 
•  Wat zijn mogelijke invullingen van de marketingmix gegeven het feit dat een 
local marketingstrategie gehanteerd wordt? 
Deze vragen worden zowel vanuit kwalitatief als kwantitatief oogpunt 
beschouwd. Voor het kwalitatieve onderzoek zijn diepte-interviews  uitgevoerd 
onder verschillende personen binnen de detailhandel. Dit betreft negen interviews 
onder winkelmanagers van vijf verschillende ketens. Drie interviews op het 
hoofdkantoor van verschillende winkelketens en acht onder fabrikanten. 
  Voor het kwantitatief onderzoek is een schriftelijke enquête onder fabrikanten 
verspreid. Er is voor een benadering van de fabrikanten gekozen omdat dit beter 
uitvoerbaar is dan het verzamelen van gegevens bij supermarkten of winkelketens 
(denk hierbij aan de hoeveelheid gegevens die over tal van verschillende 
producten verzameld moet worden en de bereidheid om mee te werken). Het 
gevolg van deze keuze is dat de toepassing van local marketing vanuit het 
standpunt van de fabrikant gemeten is.  
  De uitkomsten van de diepte-interviews zijn gebruikt om de vragenlijst op te 














gestuurd, waarvan 49 de vragenlijst hebben ingevuld. De fabrikanten is gevraagd 
om aan te geven (i) welke variabelen ze gebruiken om tussen supermarkten te 
differentiëren, (ii) hoe ze local marketing toepassen, (iii) om per marktinstrument 
en in het algemeen aan te geven in welke mate ze local marketing toepassen, en 
(iv) om een aantal vragen in te vullen die gebruikt kunnen worden om te 
voorspellen in welke mate local marketing wordt toegepast. Deze data zijn 
verrijkt met additionele gegevens over de fabrikant en de categorie. Deze 
gegevens zijn verkregen van ACNielsen.  
  Uit de analyse van de respons blijkt dat nagenoeg alle fabrikanten in 
Nederland (96 procent) op een of andere manier onderscheid tussen winkels 
maken. De meest gebruikte eigenschappen hiervoor zijn de keten waartoe een 
supermarkt behoort (gebruikt bij 85 procent) en winkelgrootte (56 procent). 
  Een andere bevinding uit het onderzoek is dat fabrikanten alleen local 
marketing kunnen toepassen als ze een buitendienst hebben. Persoonlijk contact is 
namelijk noodzakelijk om de detaillist te overtuigen om zijn marketingmix aan te 
passen. 69 procent van de Nederlandse fabrikanten heeft een buitendienst. De 
criteria winstpotentieel (wat brengt local marketing op) en de bereidwilligheid 
van de winkelmanager worden door fabrikanten gebruikt om winkels te 
selecteren. Sommige fabrikanten maken hierbij ter ondersteuning gebruik van een 
computerprogramma (local marketing tool). Dit instrument genereert een 
winkelspecifiek advies op basis van winkel- en markteigenschappen. 36 procent 
van de fabrikanten heeft zo’n instrument. 
  Per instrument zijn de beperkingen, om local marketing toe te passen, 
bekeken. Deze beperkingen verschillen tussen ketens en hangen samen met de 
eigendomsstructuur van de winkel. Over het algemeen zijn er minder beperkingen 
voor franchise supermarkten (de manager is eigenaar) dan voor filialen (de keten 
is eigenaar). Daarnaast zijn franchisers meer gemotiveerd om local marketing toe 
te passen. Op instrumentniveau valt op dat reguliere prijs niet geschikt is voor 
local marketing. Aan de andere kant zijn schapindeling en assortimentskeuze juist 
zeer geschikt voor local marketing.  
  In het laatste gedeelte van het hoofdstuk wordt een model geschat om te 
onderzoeken wat de toepassing van local marketing door de fabrikant verklaard. 
De resultaten zijn dat de mate waarin local marketing wordt toegepast, groter is 
naarmate de omvang van de categorie groter is, er meer verschillen in koopgedrag 
tussen winkels zijn, het marktaandeel van de fabrikant groter is, en een goede 
relatie met de winkelmanager belangrijker is. Samenvatting 
 
 











Modellen en gegevens over het winkelprofiel (hoofdstuk 4) 
In dit hoofdstuk worden modellen en beschikbare data over de consumenten-, 
concurrentie- en winkeleigenschappen behandeld. De modellen uit de praktijk 
worden geïllustreerd aan de hand van local marketing gerelateerde producten van 
ACNielsen. Deze producten zijn Familytrack,  Local Marketing en Assortman. 
Deze modellen richten zich alleen op het bepalen van het marktpotentieel en 
verklaren niet wat de invloed van het winkelprofiel op het effect van de 
marketingmix is. 
  Er worden vier modellen besproken uit de marketingliteratuur die 
winkelprofielen aan het effect van de marketingmix relateren. Deze modellen zijn 
afkomstig van studies van Hoch, Kim, Montgomery en Rossi (1995), 
Montgomery (1997), Mulhern en Williams (1998), en Campo, Gijsbrechts, 
Goossens en Verhetsel (2000). Uit de evaluatie van deze modellen komen de 
volgende zaken naar voren: 
•  Het aantal waarnemingen per winkel dat in deze modellen gebruikt wordt is 
laag. Dit heeft tot gevolg dat het aantal variabelen in het model moet worden 
beperkt of dat er restricties op de effecten worden gelegd (bijvoorbeeld dat 
bepaalde effecten constant zijn tussen winkels of merken)  
•  Concurrentie-eigenschappen worden gebaseerd op de afstand tussen winkels. 
Het zou correcter zijn om hiervoor consumentengedrag te gebruiken. Een 
ander probleem met concurrentie-eigenschappen is dat deze worden 
gedefinieerd vanuit het standpunt van de winkel (afstand tot andere winkels) 
en niet vanuit het standpunt van de consument (afstand van de consument tot 
verschillende winkels). 
•  Consumenten-eigenschappen worden gebaseerd op consumenten die binnen 
een bepaalde straal of binnen het verzorgingsgebied van een winkel wonen. 
Het zou beter zijn om uit te gaan van het werkelijke consumentengedrag. 
Consumenten kunnen bijvoorbeeld ervoor kiezen om naar een winkel in de 
buurt van hun werkplek of in een aantrekkelijk winkelcentrum te gaan. 
Tevens valt op dat geen van de studies onderscheid tussen huidige- en 
potentiële klanten maakt. 
Om het winkelpotentieel te bepalen wordt er gebruik gemaakt van variatie tussen 
winkels. Het gebruik van dergelijke data kan tot onjuiste schattingen leiden.  
  In het laatste gedeelte van dit hoofdstuk worden de in Nederland beschikbare 














meeste aandacht gaat uit naar consumentenkarakteristieken. Hieronder vallen 
klantenkaartgegevens, databases met gegevens over individuele huishoudens en 
databases met geaggregeerde huishoudgegevens. 
Decompositie van de verkopen binnen en tussen productcategorieën op basis van 
dagdata voor één winkel. (hoofdstuk 5) 
In dit hoofdstuk wordt een model ontwikkeld om winkelspecifieke effecten van 
de marketingmix te vinden op basis van data voor één winkel. Modellen voor één 
winkel houden impliciet rekening met verschillen tussen winkels. Door gebruik te 
maken van dagdata in plaats van weekdata is het mogelijk om grotere modellen te 
schatten dan wanneer we alleen weekdata gebruiken. Huidige studies op 
winkelniveau maken gebruik van weekdata.  
  Het model dat gespecificeerd wordt is een additief model (d.w.z. de effecten 
van verschillende verklarende variabelen worden opgeteld) om de verkoop-
effecten van prijspromoties binnen en tussen productcategorieën te bepalen. 
Prijseffecten worden gesplitst (dit is de decompositie) in effecten op (i) de 
verkopen van het merk waarvan de prijs wordt gewijzigd (het own-effect), (ii) 
verkopen van andere items van hetzelfde merk (binnen de categorie en in andere 
categorieën), en (iii) items van andere merken (in dezelfde en andere categorieën). 
Deze effecten kunnen zowel substitutie- als complementaire-effecten zijn. Om 
dagdata te kunnen gebruiken moeten een aantal modelleringproblemen worden 
opgelost. Deze problemen zijn: (i) dagspecifieke-effecten die met de hoeveelheid 
aankopen te maken hebben (op een zaterdag verkoop je sowieso meer dan op een 
maandag), (ii) proportionaliteit van promotie-effecten (op een zaterdag heeft een 
promotie meer effect dan op een maandag), (iii) trends in de data (sommige 
merken verkopen meer in de zomer of hebben een veranderend marktaandeel). 
Om de relatieve grootte van elk effect te bepalen wordt deze uitgedrukt als 
percentage van de som van alle positieve effecten. Dit is noodzakelijk omdat op 
voorhand niet bekend is of het om substitutie of om complementaire effecten gaat.  
  Voorgaand onderzoek op het gebied van decomposities heeft zich beperkt tot 
effecten binnen de productcategorie. Het weglaten van effecten op andere 
categorieën heeft als risico dat de effecten van prijspromoties onder- of overschat 
kunnen worden. Het model wordt toegepast op data van een Spaanse hypermarkt. 
Op basis van modellen waar categorieën paarsgewijs beschouwd worden blijkt 
dat er zowel positieve- als negatieve effecten op andere categorieën bestaan 
(kruislingse effecten). De positieve kruislingse effecten zijn gemiddeld 9 procent Samenvatting 
 
 











van het totale positieve effect. De negatieve kruislingse effecten zijn gemiddeld 
10 procent van het totale positieve effect. In de gekozen toepassing zijn slechts 
een beperkt aantal effecten van prijspromoties op andere items van hetzelfde merk 
gevonden. 
Schatting van schaplengte-elasticiteiten middels op gelijkenis gebaseerde 
ruimtelijke methoden (hoofdstuk 6) 
In dit hoofdstuk wordt de variatie tussen winkels gebruikt om de effecten van de 
marketingmix te bepalen. Dit wordt toegepast op de effecten van schaplengte op 
de verkopen. Daarbij wordt er rekening mee gehouden dat (verwachte) verkopen 
op hun beurt effect kunnen hebben op de schaplengte. Het probleem met het 
gebruik van variatie tussen winkels is dat dit kan leiden tot foute (onzuivere) 
schattingen. Zoals eerder opgemerkt maken modellen op het gebied van local 
marketing uit de wetenschappelijke literatuur gebruik van dergelijke data.   
Daarnaast is het zo dat als marktinstrumenten niet in de tijd variëren, de variatie 
tussen winkels de enige informatiebron is (denk bijvoorbeeld aan winkelindeling). 
  Foutieve schattingen kunnen het gevolg zijn van het niet waargenomen gedrag 
van het supermarktmanagement. Dit probleem doet zich voor op het moment dat 
dit gedrag gecorreleerd is met de verkopen. In het geval van schaplengte treedt dit 
op het moment dat het management de schaplengte bepaalt op basis van een 
inschatting van de verkopen. Het gevolg hiervan is dat het verband tussen 
schaplengte en verkopen wordt overschat als de inschatting van het management 
genegeerd wordt. Immers het effect wat we dan schatten is een optelling van de 
werkelijk invloed van schaplengte en verkopen en de inschatting van het 
management. Dit probleem heet endogeniteit. 
  In dit hoofdstuk wordt de gelijkenis tussen winkels gebruikt om voor de 
inschatting van het management te corrigeren. Hiertoe worden allereerst de   
supermarkten op basis van hun eigenschappen in een ruimte te geplaatst (een 
figuur met op de assen de eigenschappen en in de figuur de supermarkten). Met 
behulp van een reeds bestaande methodiek wordt vervolgens bepaald welke 
supermarkten in deze ruimte aangrenzend zijn. Deze informatie wordt gebruikt 
om het schaplengte-effect te schatten. Het idee achter deze correctie is dat 
managers in vergelijkbare supermarkten een vergelijkbare inschatting maken.  
  De in dit hoofdstuk gebruikte methodiek is gebaseerd op het werk van 
Bronnenberg en Mahajan (2001). Zij gebruiken geografische locaties om een 














de VS. Voor de toepassing in dit hoofdstuk (winkels in plaats van markten) is het 
gebruik van grafische gegevens minder geschikt. De locatiegegevens geven 
namelijk een beperkt beeld over de gelijkenis tussen supermarkten. 
  Voor de schatting wordt er gebruik gemaakt van één jaar verkoopgegevens en 
schaplengtedata voor vijf merken behorende tot dezelfde categorie in 44 winkels. 
Daarnaast wordt gebruik gemaakt van gegevens over de consumenten-, 
concurrenten- en winkeleigenschappen van deze winkels. De dataset is zo 
gekozen dat er wel variatie in de tijd aanwezig is. Deze variatie wordt gebruikt 
om de methode te testen. Er worden twee modellen gespecificeerd die de 
gelijkenis tussen winkels gebruiken om de schaplengte-elasticiteiten correct te 
schatten.  Het eerste model maakt alleen gebruik van variatie tussen winkels (het 
SPATIAL-model), het tweede model maakt zowel gebruik van variatie tussen 
winkels als van variatie over de tijd (het SPATTEMP-model. Deze worden met de 
volgende modellen vergeleken:  
•  een model op basis van variatie tussen winkels dat niet rekening houdt met 
de inschatting van de manager (OLS-model); 
•  een model op basis van variatie tussen winkels dat winkelprofielen als 
controlevariabelen gebruikt (OLSC-model); 
•  een model op basis van variatie tussen winkels dat gegevens over 
geografische locaties gebruikt om voor de inschatting van de manager te 
corrigeren (SPATIALBM-model); 
•  een model dat alleen variatie over de tijd gebruikt (FE-model). Dit model 
heeft per definitie geen last van fouten door inschatting van de manager. Het 
probleem met dit model is echter dat de hoeveelheid variatie per winkel 
beperkt is; 
•  een model op basis van variatie tussen winkels en variatie over de tijd dat 
gegevens over geografische locaties gebruikt om voor de inschatting van de 
manager te corrigeren.  
De uitkomsten laten zien dat het OLS-model (variatie tussen winkels, geen 
correctie) tot sterk vertekende schattingen leidt. In vergelijking met modellen die 
op een juiste manier voor deze inschatting corrigeren en voorgaand onderzoek 
zijn de effecten ongeveer vier maal te hoog.  
  De uitkomsten van onze modellen laten zien dat het SPATIAL-model 
(correctie op basis van gelijkenis tussen winkels) gemiddeld tot correcte 
schaplengte-elasticiteiten leidt. De schattingen zijn gemiddeld gelijk aan de Samenvatting 
 
 











schattingen van het FE-model. Het model met winkelprofielen als controle 
variabelen (OLSC-model) leidt tot betere maar nog steeds niet geheel correcte 
schattingen. Het model dat gebruik maakt van geografische locaties 
(SPATIALBM) leidt tot volledig incorrecte schattingen. De schapelasticiteiten op 
basis van de modellen die variatie over de tijd gebruiken zijn nagenoeg hetzelfde. 
Kennelijk garandeert het gebruik van deze variatie in onze toepassing dat er 
correcte schattingen gevonden worden. De schattingen van het SPATIAL-model 
zijn echter wel exacter. Dat wil zeggen dat er minder onzekerheid rondom de 
schattingen is.  
 
 
 