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Este documento presenta el desarrollo de un prototipo virtual de mano protésica contro-
lada por señales externas de referencia, capaz de manipular poliedros regulares convexos en
un ambiente virtual, con el propósito de tener un acercamiento a los protocolos de reha-
bilitación en pacientes con amputación de miembro superior y a las condiciones de diseño
conceptual.
El trabajo desarrollado se compone de las siguientes etapas: Inicialmente se realiza una ex-
perimentación preliminar con el fin de seleccionar el sensor y/o dispositivo más adecuado
para la adquisición de datos espaciales y de señales EMG del paciente. Luego, se realiza el
modelo 3D de las prótesis de mano con base en modelos comerciales y de código abierto.
Posteriormente, se realiza el desarrollo computacional de la interfaz y el entorno gráfico, en
el que se integra la adquisición de los datos de posición del muñón y de las señales EMG del
paciente para el control del movimiento de la prótesis virtual dentro del entorno realizado
en este trabajo (Dharma 1.0). Finalmente, se realizan pruebas del prototipo Dharma 1.0 en
pacientes con afectación en su miembro superior.
El prototipo Dharma 1.0 puede considerarse como una herramienta para simular entornos de
entrenamiento minimizando la exposición de los pacientes a algún tipo de riesgo. Aśı mismo,
permitiŕıa complementar los ejercicios de rehabilitación mientras que la prótesis definitiva es
fabricada. Su integración dentro de la etapa de diseño conceptual de la prótesis permitiŕıa
desarrollar diseños más acordes a las necesidades del paciente.
Palabras clave: Prótesis multifuncional de mano, ambiente virtual, realidad virtual, reha-
bilitación virtual, señales EMG, Myo Armband R©, UNITY R©
x
Abstract
This document presents the development of a virtual prototype prosthetic hand operated
with external reference signals, capable of handling regular convex polyhedral in a virtual
environment, with the purpose of having an approach to rehabilitation protocols in patients
with upper limb amputation and to conceptual design conditions.
The developed research consists of the following phases: First, preliminary experimentation
is performed in order to select the most suitable sensor and/or device for the acquisition
of spatial data and EMG signals from the patient. Then, 3D modeling of hand prostheses
based on commercial and open source models is performed. Subsequently, the computatio-
nal development of the interface and graphic environment is performed. The acquisition of
the position data of the stump and the EMG signals of the patient is integrated into the
environment to control the movement of the virtual prosthesis within the environment deve-
loped in this work (Dharma 1.0). Finally, preliminary testing of the prototype Dharma 1.0
is performed in patients with affectation in their upper limb
The Dharma 1.0 prototype can be considered as a tool to simulate training environments
minimizing the exposure of patients to some type of risk. Also, it would allow to complement
the rehabilitation exercises while the definitive prosthesis is manufactured. Its integration
within the conceptual design stage of the prosthesis would allow to develop designs confor-
ming to the needs of the patient.
Keywords: Multifunctional hand prosthesis, virtual environment, virtual rehabilita-
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4-3. Skinning de la prótesis Flexy-Hand R© . . . . . . . . . . . . . . . . . . . . . . 50
4-4. Simulaciones de los movimientos . . . . . . . . . . . . . . . . . . . . . . . . . 51
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4-15.Máquina de estados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
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5-6. Prótesis Mioeléctrica entregada por la ARL . . . . . . . . . . . . . . . . . . 75
5-7. Pruebas a paciente con amputación por accidente laboral. . . . . . . . . . . . 76
5-8. Interacción con el objeto virtual vs número de intentos. . . . . . . . . . . . . 77
A-1. Pines de conexión MPU6050. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
A-2. Diagrama de Bloques MPU-6050. . . . . . . . . . . . . . . . . . . . . . . . . 84
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D-1. Valores de las caracteŕısticas EMG para extensión. . . . . . . . . . . . . . . . 99
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GDL Grados de liertad
RV Realidad Virtual
PIP Articulaciones interfalángicas proximales
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Introducción
En Colombia, según reportes del DANE del 2005, las principales causas de discapacidad se
asocian a enfermedades generales (entre un 43-46 %) y a violencia (con un 11-15 %). En este
CENSO se indicó que aproximadamente 385.000 personas en Colombia poseen algún tipo
de discapacidad de miembro superior. Aśı mismo, en las estad́ısticas del páıs realizadas por
la Dirección Contra Minas, durante el periodo 1990-2015 fueron reportados, entre heridos
y muertos, un total de 11.386 v́ıctimas de las ”minas-antipersonas”(en las que se incluyen
civiles y militares). Lo anterior, nos indica que adicional a las enfermedades generales, el
conflicto armado de más de 50 años de violencia que hemos tenido en nuestro páıs, ha de-
teriorado la calidad de vida de las personas, incrementando considerablemente las cifra de
personas con discapacidades de miembro superior en el transcurso de estos años. Por lo cual,
la adquisición de prótesis de miembro superior son una necesidad para estas personas, ayu-
dando a la adecuada reintegración a la sociedad, aśı como, permitiendo disminuir el impacto
sicosocial que demanda el no tener esta herramienta de motricidad indispensable para la
realización de actividades diarias.
El estudio de dispositivos protésicos con la finalidad de restaurar las funciones propias de
la mano han sido materia de investigación[32], estos se concentran en la sustitución de la
mano y los dedos del paciente. Según Peter J. en[42], para que las prótesis tengan una ma-
yor aceptación por parte de los pacientes, estas deben ser maniobradas con facilidad, ya
que muchas veces, cuando las prótesis tienen múltiples grados de libertad, aunque son más
versátiles y pueden tener mayores agarres, estas son dif́ıciles de controlar de forma indepen-
diente y requieren un alto nivel de concentración. Por otro lado, las prótesis también pueden
ser rechazadas por el usuario por factores en las que no interviene el diseñador, como lo son:
hábitos de los pacientes y aspectos sicológicos [24].
En los últimos años, han cobrado gran importancia los trabajos de investigación encamina-
dos a la realización de interfaz hombre-máquina, con el fin de mejorar la calidad de vida
del usuario y prestarle una mejor funcionalidad de su prótesis a la hora de realizar tareas
comunes [32, 67, 61]. Algunas tecnoloǵıas actualmente investigadas se encaminan al recono-
cimiento de movimientos generados por el paciente, mediante la captura y análisis de señales
externas, con el fin de manipular objetos con mayor comodidad y adaptabilidad.
El principal problema que se tiene en el desarrollo de investigaciones que permitan mejorar
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el desempeño en las prótesis de miembro superior, es el tiempo que demanda el modelado y
fabricación de la prótesis de mano, teniendo en cuenta, que estas deben ser personalizadas
según el tipo de paciente, la necesidad, la lesión y tecnoloǵıa que se quiere utilizar. Adicio-
nalmente, ésto conlleva a un incremento en los costos asociados a la fabricación de prototipos
para llevar a cabo las pruebas de funcionalidad de la prótesis, aśı como de las modificaciones
necesarias (rediseño) cuando la prótesis no cumple con las especificaciones deseadas, lo que
termina siendo un proceso dispendioso e incómodo para el paciente, centrando el problema y
la mayor parte del tiempo de la investigación en la fabricación y ajuste de la prótesis f́ısica y
no en sus principales objetivos como son: el diseño personalizado, metodoloǵıas para el me-
joramiento de los entrenamientos, adaptación a la prótesis e incluso la misma rehabilitación
del paciente [32, 49].
Durante varias décadas se ha hecho uso de la realidad virtual en diferentes áreas académicas
e industriales, en campos que van desde la robótica hasta la medicina. La realidad virtual
(RV) implica la simulación en tiempo real e interacción a través de múltiples canales sen-
soriales, en un entorno de tercera dimensión (3D) compuesto por dispositivos que permitan
sumergirse en una realidad alterna predefinida, interactuando y manipulando objetos en am-
bientes controlados [61, 20].
En áreas como la medicina, se puede emular un entorno que permite a los pacientes probar
previamente su dispositivo sin los costes y retrasos asociados a la fabricación de la prótesis.
Investigaciones [68, 27, 60] demuestran que los usuarios alcanzan resultados similares reali-
zando entrenamientos en entornos virtuales como en entornos reales, sin embargo, el hecho
de que estos entrenamientos sean diseñados en forma espećıfica, haciendo uso de software
y hardware sofisticados, conllevan a que muy pocas personas puedan acceder a este tipo
de tecnoloǵıas. Respecto a las investigaciones propuestas en las universidades, se necesita el
desarrollo de aplicaciones que permitan emular una prótesis de mano en un ambiente vir-
tual, con el fin de facilitar el diseño conceptual adaptado a los requerimientos espećıficos del
paciente [62], aśı como de entrenamientos pre-protésicos que permitan la implementación de
terapias interactivas y eficaces en un entorno controlado y seguro [43, 59, 2] . Con base en
lo anterior, se planteó los siguientes objetivos:
Objetivo General
Desarrollar un prototipo multifuncional que emule una prótesis de mano en un ambiente
virtual, con configuraciones espećıficas, que permita manipular poliedros regulares convexos
con base en señales externas de referencia.
Introducción 3
Objetivos Espećıficos.
Determinar la configuración de prótesis de mano adecuada a utilizar en el ambiente virtual
a desarrollar.
Desarrollar el modelo CAD de la prótesis de mano y el ambiente virtual con las caracteŕısti-
cas adecuadas de esta investigación.
Desarrollar la interfaz que permita manipular los objetos del ambiente virtual, a partir de
las señales externas acondicionadas para la determinación de la posición y movimiento de la
prótesis de mano emulada.
1. Estado del Conocimiento
A través del tiempo, el ser humano siempre ha buscado las maneras de mejorar su cali-
dad de vida, ya sea, construyendo artefactos que permitan realizar tareas más fácilmente,
como también sustituir partes del cuerpo que por algún tipo de accidente o malformacio-
nes congénitas ha conllevado a la realización de actividades cotidianas se limiten. Desde la
construcción de una prótesis de gancho, que permite a las personas realizar tareas básicas
(en ocasiones sin confort alguno), hasta manos protésicas multifuncionales inteligentes, que
realizan tareas más complejas y que demandan gran precisión como naturalmente efectúan
las manos humanas.
Desde la década de los 60’s las prótesis de mano han tenido avances significativos con inves-
tigaciones destacadas como la Mano Salisbury (Stanford / JPL mano) [42], la mano Utah /
MIT [26] y la mano NYU [6]. La mano Salisbury es una mano de tres dedos con tres grados
de libertad en cada dedo, los agarres radican en la oposición del pulgar con respecto a los
otros dos dedos. La mano Utah / MIT tiene cuatro dedos (tres dedos y el pulgar), cada uno
con cuatro grados de libertad, el accionar de la mano se realiza con pistones neumáticos. La
mano NYU funciona con cuatro dedos que se mueven en un plano, impulsados por motores
paso a paso [69].
En las prótesis de mano convencionales de tipo pinza, como la de Otto Bock, aśı como los
diseños de mano multifuncionales tales como la mano SWEN y la mano Belgrade, el agarre
tridigital se ha obtenido a partir de sus movimientos en planos paralelos, limitando los grados
de libertad y por ende las actividades que se pueden realizar con estas prótesis.La prensión
tridigital o la oposición del pulgar con los dedos, ı́ndice y corazón, tradicionalmente se ha
obtenido a partir de sus movimientos en planos paralelos de una mano natural. Vinet indica
que los patrones más útiles de prensión son las de tipo tridigital (palmar) seguido por el
de prensión lateral[66] . La mano BeBionic3, en cambio, tiene motores independientes para
cada dedo, lo que le permite articular por separado, teniendo una combinación de fuerza y
agarre, las cuales son controladas por señales electromiográficas (EMG).
La destreza de la mano al interactuar con los objetos involucra un control de la ubicación de
los dedos respecto al objeto, la fuerza con que se manipula el objeto y la rigidez en los dedos.
La aproximación más directa a esta interacción es la duplicación de la estructura anatómica
músculo-esquelético de la mano humana, coincidiendo con el centro de la geometŕıa de la
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mano y el objeto [25, 46].
Para restaurar la funcionalidad de las manos de los pacientes de forma significativa, [38]
reporta que las prótesis de miembro superior debe tener al menos cinco grados de libertad
(GDL), como son: la posición de la mano en el espacio (que otorga 3 GDL), la orientación
de la mano alrededor del eje longitudinal del antebrazo, y las funciones de apertura y agarre
de la mano.
Investigaciones [32, 61, 12, 5] se enfocan en permitir restaurar las funciones que realizan
las manos en los pacientes, desarrollando prótesis mioeléctricas que capturan las señales
eléctricas residuales generadas por los músculos, aśı como, la utilización de neuroprótesis
que requieren la utilización de sensores electrónicos que se implantan directamente sobre los
nervios implicados. Adicionalmente, se ha investigado sobre señales electroencefalográficas
para el control de las prótesis de miembro superior, haciendo interfaz entre la persona y la
máquina por medio de los potenciales eléctricos generados por el cerebro.
El uso de una prótesis requiere un gran esfuerzo mental y atención por parte del usuario,
sobre todo en las fases iniciales de adaptación y entrenamiento, requiriendo llevar siempre
el dispositivo. Por lo tanto, la interfaz de la prótesis debe tener simplicidad e interactivi-
dad, aśı mismo, debe motivar y animar al usuario de la prótesis para continuar el proceso
de entrenamiento, permitiendo aśı que el paciente pueda operar el dispositivo con facilidad,
reduciendo el esfuerzo mental que demanda el entrenamiento. Esta formación debe realizarse
de la manera más eficiente, previo al uso efectivo de las prótesis [32, 42, 55, 47].
La realidad virtual (RV) se ha aplicado en estudios de entrenamiento protésico que buscan
restaurar las funciones en actividades de la vida diaria a pacientes con limitaciones de mano
o en algunos dedos [32]. La empresa Touch Bionic ha desarrollado un software para varios
modelos de prótesis i-limb (ultra revolution, ultra, digits y Access) de la misma empresa.
Este software contiene modos de entrenamiento o rehabilitación, que los médicos pueden
utilizar para ayudar a los pacientes, aśı como para lograr mayores niveles de complejidad,
por medio de la selección de patrones de agarre y funciones de mano que se adapten mejor
a las necesidades diarias del paciente. La herramienta también permite que se hagan ajustes
a la configuración de electrodos para optimizar el rendimiento del dispositivo [5].
El hardware de Realidad Virtual, proporciona al usuario un infomación visual (cascos de
RV, pantallas, proyecciones) o auditiva (sistemas de sonido, altavoces) o en general sensorial
(dispositivos de fuerza y tacto), los cuales pueden ser utilizado con varios tipos de pacientes,
aśı como para diferentes clases de ejercicios realizados para sus rehabilitaciones [21]. Una de
las ventajas de la Realidad Virtual respecto al entorno real, en el ámbito de la rehabilitación,
es que ésta permite un control sobre el entorno con el que el usuario interactúa [39]. Varios
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estudios refuerzan la eficacia del uso de la Realidad Virtual para la rehabilitación de pacien-
tes con parálisis cerebral, derrame cerebral y graves lesiones en la médula espinal [26, 40]. La
Realidad Virtual basada en plataformas de videojuegos, como son el caso del sistema Wii y
Play Station ha sido utilizada como herramienta de rehabilitación de los pacientes, gracias
a la retroalimentación que genera respecto a las sensaciones y la información proporcionada
de velocidad, posición y movimiento [60, 22, 20].
Estudios realizados en [20], indican que la inmersión que produce la realidad virtual en los
pacientes, favorece tanto las habilidades cognitivas como motoras del paciente, aśı mismo,
proporciona un control del entorno que interactúa con el paciente y el seguimiento de los
avances de la adaptación que se tiene con la prótesis, permitiendo particularizar las nece-
sidades de tratamiento, mientras que se van aumentando gradualmente la complejidad de
las tareas para adaptar de manera eficiente y con precisión los niveles de dificultad de las
tareas sensorio-motoras [13], al verificar resultados de la información cinemática y cinética
del rendimiento actual de los pacientes.
Dupont y Morin [28], proponen un sistema de entrenamiento para la manipulación de la
prótesis de mano, accionando y controlando una mano virtual creada por gráficos en el
computador que está adaptada al nivel de contracción muscular de cada paciente, pero limi-
tada a abrir y cerrar la prótesis de mano. Tsuji et al [62], construyó un sistema que permite
al amputado tener realimentación de la sensación al manipular la mano protésica como si
fuera su propia mano.
El sensor Kinect, un dispositivo de detección de movimiento por medio de la camara RGB
y el sensor de profundidad (Ver sección 2.3.1), al tener la funcionalidad de rastreo de los
movimientos de las personas, ha sido utilizado en aplicaciones médicas para el desarrollo
de investigaciones en el campo de la rehabilitación, como es el caso de Kinerehab [23], el
cual desarrolló un sistema para ayudar a los terapeutas a determinar si el paciente realiza
correctamente los ejercicios de rehabilitación f́ısica. El estudio desarrollado por [30], llama-
do ”JewelMine”que a partir de juegos interactivos proporciona varios niveles de exigencia,
dependiendo del proceso en el que se encuentre el paciente en la rehabilitación.
Los desarrolladores de Thalmic Lab R© creadores del brazalete Myo Armband R© un dispo-
sitivo que lee la actividad eléctrica de los músculos y de la orientacion en el espacio del
antebrazo de la persona, para controlar dispositivos a través de gestos y movimientos; han
dispuesto herramientas que posibiliten aplicaciones en diferentes ámbitos, que van desde
el entretenimiento como son: video juegos, drones, aplicaciones en los computadores, entre
otros; hasta en campos de la medicina, como son las investigaciones en lenguaje de señas
que adelanta la Universidad de Arizona, respecto a imágenes médicas y prótesis de mano
[9]. Asilbek Ganiev [34], utiliza el MYO Armband R© para realizar el control de movimiento
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en un ambiente virtual, por medio de las señales EMG, de un brazo robótico de 3 GDL,
con el propósito de que en trabajos futuros pueda ser implementado en el desarollo de mano
bionicas para personas con amputación de miembro superior. Aśı mismo Mahmoud Abduo
[61], realiza una exploración de los datos electromiográficos que arroja el MYO, para ayudar
a los pacientes con amputación en la recuperación de una parte de su funcionalidad perdida.
Empresas como MindMaze, especializada en realidad virtual, está realizando desarrollos tec-
nológicos que ayudan a las personas amputadas a aliviar los dolores por el llamado ’miembro
fantasma’, haciendo uso de la realidad aumentada [11]. Igualmente, en Colombia la empresa
BIO en la ciudad de Manizales, está en búsqueda de acelerar los procesos de rehabilitación
en pacientes que han sido amputados y sufren del śındrome del miembro fantasma, desa-
rrollando un software llamado Vilimb, el cual hace uso del procesamiento de señales EMG,
adquiridas por los pacientes, y de la realidad aumentada. El software hace reaparecer una
imagen de la extremidad amputada ajustada al cuerpo en una pantalla, permitiendo el con-
trol de los movimiento de la misma [10].
2. Marco Teórico
2.1. Miembro Superior
La mano es una herramienta fundamental para las actividades cotidianas que realiza el ser
humano. Se valida su rendimiento con respecto a la precisión que tiene en la prensión de
objetos delicados y la disponibilidad de realizar tareas de prensión que necesiten fuerza. Es
una herramienta adaptable a la forma de los diferentes objetos, y versátil porque es capaz
de expresar sentimientos y complementar la comunicación de las personas.
La mano es un órgano que permite la interacción del ser humano con su entorno, aśı como
una herramienta clave para la alimentación y la comunicación. Está compuesta por 27 hue-
sos conformados en 3 grupos (carpo, metacarpos y falanges), 39 músculos, 36 articulaciones
y ligamentos, que al trabajar conjuntamente permiten a la persona ejecutar una cantidad
variada de movimientos con destreza para realizar sus actividades rutinarias. Cada dedo que
conforma la mano está compuesto por tres falanges: Proximal, medial y distal; y las falan-
ges constan de tres partes: una cabeza redondeada distal, un cuerpo (diáfisis), y una base
expandida [17]. En la Figura 2-1 se observa la anatomı́a de la mano humana.
La región de la mano está configurada por dos articulaciones: la articulación carpometacar-
piana de los dedos trifalángicos, la cual realiza los movimientos de deslizamiento de los huesos;
y la articulación carpometacarpiana del pulgar, realiza los movimientos de flexión/extensión,
generados por el eje transversal (Eje AA’ de la figura 2-2. En esta misma articulación los
movimientos de abducción y aducción del pulgar son permitidos por el eje anteroposterior
(Eje BB’ de la figura 2-2) [36].
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Figura 2-1.: Eje transversal y anteroposterior de la mano[36].
Figura 2-2.: Eje AA’ transversal y eje BB’ anteroposterior de la mano [33].
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Las articulaciones que permiten la unión de los cinco metacarpianos con la primera falange
de los dedos son las metacarpofalángicas, las cuales tiene dos ejes de movimiento funcional:
flexión/extensión y separación/aproximación [44]. La abducción y la aducción de los dedos
se definen respecto al eje longitudinal que pasa por el dedo medio. La singularidad de la
mano humana, en comparación con los animales está dada por el hecho de que todos los
dedos son independientes uno del otro y el pulgar puede ponerse en contacto con cada dedo.
El eje longitudinal del dedo pulgar tiene una rotación de 90◦ con respecto del resto de los
dedos, definiendo los movimientos en modo perpendicular respecto de los movimientos de
los otros dedos. El plano ajustable giratorio del pulgar, es debido a la movilidad relativa de
la articulación carpometacarpiana, que permite que el pulgar actúe en cualquier plano nece-
sario para oponerse a los d́ıgitos. En prensión lateral, el plano es aproximadamente paralelo
al plano palmar [63].
La mano humana está unida al antebrazo a través de la región del carpo que conforma la
muñeca, la cual está formada por dos articulaciones: la articulación radiocubitocarpiana, que
une el carpo con las extremidades distales del radio y cubito, y la articulación mediocarpiana,
que une los huesos de la hilera distal con la proximal del carpo [44].
Los movimientos de la muñeca permiten los cambios de localización y orientación de la
mano [6], realizando movimiento de flexión y extensión en relación con el eje transversal, aśı
como, la abducción radial y abducción cubital en relación con el eje anteroposterior. La Figu-
ra 2-3 muestra los movimientos de la muñeca con sus respectivos ángulos de desplazamiento.
Figura 2-3.: Movimiento de la muñeca: a) abducción, b) adución, c) flexión d) extensión.
Los movimientos de las articulaciones del miembro superior con sus respectivos ángulos se
muestran en la Tabla 2-1.
2.1 Miembro Superior 11




















2.1.1. Prensión de la Mano
La forma en que se emplea la mano depende de varios factores entre los que se destacan el
tamaño, la forma y peso del objeto, aśı como el uso que se haga del mismo. La prensión
puede ser clasificada como de precisión o de fuerza. En la primera el pulgar y los dedos
se combinan de distintas formas para producir la prensión mientras que la en la segunda,
adicionalmente interviene la palma de la mano [51] . Un requisito fundamental de la prensión
es que el objeto, fijo o de libre movimiento, debe ser mantenido de forma segura y estable [49].
La Figura 2-4 representa los dos tipos de prensión. En la prensión de precisión el objeto pue-
de ser agarrado entre los aspectos flexores de los dedos y el pulgar opuesto, y en el de fuerza
el objeto puede ser mantenido en una pinza formada por los dedos parcialmente flexionados
y la palma de la mano, de contrapresión aplicada por el pulgar tendido más o menos en
el plano de la palma. En cada uno de estos agarres la articulación carpometacarpiana del
pulgar, en la abducción o aducción completa, se estabiliza por superficies articulares con-
gruentes y la tensión de los ligamentos.
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Figura 2-4.: Tipos de prensión [49]
Prensión de precisión
Es utilizada para la manipulación de pequeños objetos. Ocurre entre los pulpejos de los de-
dos (carnosidad en la punta de los dedos), que se ciñen al objeto y adaptan a su forma. La
acción comprende movimiento de rotación de la articulación carpometacarpiana del pulgar y
de las articulaciones metacarpofalangicas del pulgar y los dedos participantes. Los músculos
que intervienen en la prensión de precisión son todos los músculos pequeños de la mano,
aśı como los flexores profundos y superficiales de los dedos, y el flexor largo del pulgar [51].
La muñeca se posiciona en dorsiflexión, los dedos permanecen semiflexionados y el pulgar se
aduce y se opone.
Dentro de la prensión de precisión se identifican varios tipos:
Oposición terminal (prensión en pinza): en la que las puntas de los pulpejos se emplean
para coger objetos delicados, como un alfiler. De acuerdo a las falanges utilizadas para
soportar el objeto que se está manipulando se puede subclasificar, aśı: pinza terminal,
pinza palmar, pinza lateral o de llave, pinza de pulpejo o cubital.
Oposición subterminal: las superficies palmares del pulgar y el ı́ndice u otro dedo entran
en contacto. Oposición Subterminolateral: la yema del pulgar hace prensión sobre el
lado de cualquiera de las falanges del dedo.
Abducción entre dos dedos, por lo general se da entre el ı́ndice y el corazón, siendo
débil y de poca precisión.
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Prensión de fuerza
Este tipo de prensión requiere mayor potencia. Los músculos flexores y extensores se encuen-
tran para fijar la muñeca y también para agarrar el objeto. En esta prensión los dedos están
flexionados en las tres articulaciones, el objeto se encuentra entre los dedos y la palma, el
pulgar se aduce y queda posicionado sobre la cara palmar del objeto, hay una ligera des-
viación cubital y se realiza una ligera dorsiflexión para aumentar la tensión de los tendones
flexores.
En la prensión de fuerza se identifican los siguientes tipos [51]:
”Prensión palmar: El eje largo se halla a lo largo de la garganta palmar, donde el pulgar
actúa de contrafuerte para los dedos que se ciñen en torno al objeto: el volumen de
éste determina la fuerza de la prensión máxima cuando el pulgar toca el dedo ı́ndice”.
”Prensión de gancho: El objeto se toma con firmeza entre la palma y los dedos flexio-
nados, y el pulgar no ejerce tarea alguna; la prensión es bastante segura pero en una
sola dirección: hacia los dedos”.
2.1.2. Prótesis de Mano
Una prótesis es un dispositivo artificial que reemplaza una parte del cuerpo que falta por
diversas razones como lo son enfermedades, accidentes y traumas. La primera prótesis de
extremidad registrada en la historia perteneció a un soldado persa, en 484 A.C por Herodo-
tus, a quien le cortaron uno de sus pies y lo sustituyeron por una prótesis de madera. En
Capri Italia, en 1958, fue hallada una prótesis de miembro inferior de cobre y madera, que
al parecer se fabricó sobre los años 300 A.C, aśı mismo, manos artificiales hechas de hierro
fueron utilizados por los caballeros en el siglo XV [18].
El diseño de prótesis de mano se ha centrado en coincidir la geometŕıa de la mano a la del
objeto al ser captado, determinando en qué puntos deben colocarse los dedos en el objeto.
Sin embargo, en ocasiones la aproximación más directa es la duplicación de la estructura
anatómica músculo esquelético de la mano humana [23, 46].
Adicionalmente existen enfoques que estudian el desarrollo de prótesis de miembro superior
que permitan al paciente sentir la prótesis como parte de su cuerpo. Uno de los principales
problemas de los dispositivos disponibles en la actualidad es la falta de grados de liber-
tad (GDL), como por ejemplo, las prótesis de mano activas, las cuales se limitan a dos o
tres articulaciones, y son accionados por un motor de accionamiento único, actuando si-
multáneamente sobre los proximal del pulgar, las cuales no son capaces de proporcionar una
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funcionalidad suficiente en el agarre.
Mano Michelangelo R© de Otto Bock
Es una prótesis mioeléctrica con seis GDL, diseñada por la empresa Otto Bock, con materia-
les de alta resistencia: acero y duraluminio en la parte interna y recubierta por elastómero
de silicona y pásticos de alta tecnoloǵıa en la parte externa. En la Figura 2-5 se observa la
prótesis de mano. Tiene siete posturas de mano diferentes, una unidad de muñeca flexible,
con un ángulo de flexión de 45◦ y 75◦ de extensión (ver Figura 2-6). El pulgar se puede mover
por separado con dos motores independientes, que permiten distintas fuerzas y velocidades
de agarre. Adicionalmente, posee una selección personalizada de los controles, con tecnoloǵıa
Axon-Bus.
Figura 2-5.: Prótesis Michelangelo R© Otto Bock[50]
Figura 2-6.: Movimiento de flexión y extensión de la muñeca[50]
La prótesis Michelangelo R© posee gran variedad de funciones, con siete agarres diferentes,
programado en tres modos: Lateral, oposición y neutral como se observa en la Figura 2-7,
permite el ajuste y control de fuerza requerida para el agarre de objetos de hasta 6 y 7 Kg.
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Figura 2-7.: Modos de la prótesis de mano Michelangelo R©.[50]
En la Tabla 2-2 se describen los agarres que puede realizar la prótesis de mano, Michelangelo R©:
Tabla 2-2.: Agarres de la prótesis Michelangelo R©
Agarre Acción Manipulación
Pinza lateral
El pulgar se mueve lateralmente
hacia el dedo ı́ndice
Planos, como papel o tarjetas
Agarre fuerte lateral
El pulgar se mueve lateralmente
hacia el dedo ı́ndice
Objetos de tamaño mediano
Abducción/Aducción
de los dedos
Separar y cerrar los dedos Objetos planos y delgados
Pinza tridigital
Los dedos pulgar, ı́ndice y corazón
forman un soporte de tres puntos
Objetos pequeños
Agarre fuerte en oposición Pulgar móvil Objetos planos
Modo natural Natural
2.2. Electromiograf́ıa
Durante las contracciones producidas como resultado de la actividad electroqúımica de célu-
las excitables en los tejidos corporales y tejido muscular, se generan potenciales eléctricos,
biopotenciales, o señales provenientes del funcionamiento de los órganos del cuerpo, como lo
son electroencefalográficas (EEG), electromiográficas (EMG) y electrocardiográficas (ECG)
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entre otras.
La electromiograf́ıa es la medición de potenciales eléctricos creados por la contracción de los
músculos, generado por las células musculares, cuando estas células se activan eléctricamente
o neurológicamente. La contracción muscular se acompaña de reacciones qúımicas de iones
de Ca++, K+, Na+ y Cl, producidas por la liberación de enerǵıa a partir de la destrucción
de la molécula de ATP, la membrana celular que posee una permeabilidad selectiva a los
iones es la responsable del potencial de la neurona[15].
En el músculo existen dos tipos de unidades, la fibra muscular y la unidad motora. La uni-
dad motora (UM) ocurre cuando el axón de cada neurona se acerca a cada una de las fibras
musculares. La suma de los potenciales de acción de las distintas fibras de la UM se le conoce
como potencial de la unidad motriz (PUM). El músculo es un conjunto de unidades motoras,
el cual puede contraerse y relajarse, como resultado de los impulsos del cerebro y la médula
espinal . En la Tabla 2-3 se evidencia los músculos del miembro superior involucrados para
diferentes acciones.
[H]
Tabla 2-3.: Músculos del miembro superior.
Descripción Acción Músculo
Flexor cubital del carpo
Flexor radial del carpoFlexión
Palmar largo
Extensor radial del carpo
Extensión
Extensor cubital del carpo
Flexor radial carpo
Palmar largoAbducción
Extensor radial del carpo
Flexor cubital del carpo
Muñeca
Aducción















Los músculos desarrollan tensión y cambian su longitud por acción de un est́ımulo de ex-
tensión anterior, denominado fuerza de contracción muscular, esta se gradúa al controlarse
el número de axones que se estimulan y la frecuencia de estimulación de cada axón, produ-
ciendo la fuerza motora de casi todos los músculos del miembro superior. En la Figura 2-8
se observa la ubicación de estos músculos.
Para conocer el funcionamiento de los sistemas que nos ocupan, en la Figura 2-9 se observa
la forma de onda de la conducción t́ıpica del nervio mediano, en la cual, la latencia consta
de tiempo de conducción nerviosa, desde el punto de est́ımulo a la terminal nerviosa y el
tiempo de transmisión neuromuscular de la terminal del axón a la placa de extremo del mo-
tor; incluyendo el tiempo requerido para la generación de potenciales de acción muscular [33].
Figura 2-8.: Músculos del miembro superior[51]
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Figura 2-9.: Onda del nervio mediano tomada de[33]
Las señales EMG se miden mediante el uso de electrodos superficiales o intramusculares, los
cuales convierten potenciales iónicos en potenciales eléctricos. En los electrodos superficiales
la pasta o gel conductor corresponde a la interfase electrodo-electrolito y en los electrodos
intramusculares el fluido intercelular corresponde al electrolito.
Factores como la distancia entre electrodos, la zona de actividad muscular, las propiedades
de la piel, el procesamiento de la señal y el contacto que ocurre entre la piel y el electrodo son
esenciales al analizar las señales EMG, ya que de esto depende la amplitud y sus propiedades.
T́ıpicamente, las señales obtenidas por los electrodos deben ser amplificadas y procesadas,
ver Figura 2-10. La amplitud y el ancho de banda de la señal vaŕıan dependiendo del ta-
maño, tipo de electrodos, y el espaciamiento entre ellos [35].
Figura 2-10.: Tratamiento de la señal EMG
La amplitud de la señal EMG va de 10µv a 5mV y el ancho de banda va de 10Hz a 10KHz
dependiendo de la configuración del electrodo. En los electrodos de superficie el diámetro va
de 2 a 10mm. Comercialmente se usan los electrodos de cloruro de plata-plata (Ag-Ag Cl)
ya que son estables y tiene reducción de ruido [35].
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El proyecto SENIAM (por sus siglas en inglés Surface Electromyography for the Non-invasive
Assessment of Muscles ) es un grupo europeo que tiene por objetivo dar recomendaciones
y procedimientos de colocación de los electrodos y los métodos de procesamiento de señales
para sEMG, como también dar un conjunto de modelos de simulación, para la investigación
y para las pruebas necesarias, principalmente discutiendo la ubicación y construcción de los
electrodos [1].
2.2.1. Extracción de caracteŕısticas
La extracción de caracteŕısticas, es un proceso por el cual se determina el comportamiento
de las señales a través del tiempo, representando la medida de la señal en bruto. Adicional-
mente, incrementa el desempeño en la clasificación de la señal, haciendo que la extracción
de los datos no pierda información relevante [70, 29, 48, 41, 57, 16].
A continuación se presenta el conjunto de caracteŕısticas de las señales con su respectiva
descripción [70, 29, 48, 41, 57, 16]:
Valor Medio Absoluto (MAV): Es el promedio del valor absoluto de la señal EMG,
del segmento i con una longitud de N muestras, relacionado con puntos de contracción del







Donde xi es la muestra i-esima en el segmento i.
Valor Medio Absoluto de la Diferencia (VMAD): Este es el valor medio absoluto de





|xi+1 − xi| (2-2)
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Cruces por cero (CC): Es el nÃomero de veces que la señal cruza por cero. Para medir el









1 si x ≥ 0
0 si x < 0
(2-4)
Integral EMG (IEMG): Es una caracteŕıstica definida como el área bajo la curva de la





Varianza: Cuantifica el grado de esparcimiento de los datos respecto a la media en relación
con la potencia de la señal. Se relaciona con la fuerza desarrollada por el musculo. Esta dada
por:







En la década de los 90 las tecnoloǵıas de realidad virtual empezaron a tener aplicabilidad
en la medicina, al estudiarla y desarrollarla como posible alternativa para la evaluación de
la rehabilitación y la intervención de tratamientos [56] adaptables a las necesidades de cada
paciente teniendo la capacidad de incorporar ejercicios lúdicos, repetitivos y orientados a
lograr la máxima funcionalidad de los pacientes en entornos de realidad virtual diseñados
para la rehabilitación f́ısica y cognitiva.
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Los entornos de realidad virtual son simulaciónes de un entorno real en tres dimensiones en
la que por medio de la información visual a través de hardware de RV ( pantallas, cascos de
RV, proyecciones) y software (algoritmos computacionales, gráficos y modelos 3D) el usuario
interactúa con objetos virtuales en tiempo real dentro del entorno dado, con dispositivos
externos (sensores inerciales, joystick, guantes de RV, MYO Armband, kinect, Wii) a través
de múltiples canales sensoriales porporcionando inmersión al usuario.
Existen una serie de clasificaciones que se refieren a la rehabilitación médica virtual, entre
las cuales se encuentra el protocolo de rehabilitación. Para la rehabilitación de los pacientes
se les efectúa una mezcla de ejercicios ”clásicos”, realizados con el material disponible en la
cĺınica (o en la casa), aśı como una serie de ejercicios de simulación. La rehabilitación basada
en la RV complementa parte de los ejercicios clásicos, permitiendo un control sobre el en-
torno con el que el usuario interactúa [26, 39, 40]. Por medio de la RV los terapeutas pueden
monitorear al paciente si el tratamiento es tanto local como en un entorno ambulatorio, o
en forma remota a través de un enfoque de tele-rehabilitación virtual [21].
Otro campo donde la RV, puede complementar el trabajo de la rehabilitación es en la lla-
mada ”terapia espejo”, basada en la estimulación visual mediante la colocación de un espejo
en el plano sagital del paciente, reflejando el brazo sano como si fuera el afectado. Con esto
se obtiene la ilusión visual de que el brazo afectado se mueve con normalidad. En este caso,
la RV además de simular el brazo afectado, tiene la posibilidad de agregar dispositivos de
retroalimentación, lo cual permitiŕıa al paciente tener una interacción más inmersiva durante
sus ejercicios de rehabilitación.
Entre los métodos de interacción del usuario con el entorno virtual se encuentra la captura
de movimiento donde se utilizan tecnoloǵıas como: dispositivos electromagnéticos, acústicos,
ópticos e inerciales. En la sección 3.3.1 y 3.3.2 se detalla estos dos últimos que fueron materia
en la investigación realizada.
2.3.1. Dispositivos Ópticos
Los dispositivos ópticos, tanto pasivos como activos permiten la captura del movimiento a
través de diferentes técnicas, entre las que se encuentran las que usan marcadores y las que
no. Estos dispositivos tienen un grado de libertad, ”GDL”, para cada punto en el espacio
que se está capturando.
Los dispositivos que hacen uso de marcadores infieren la orientación al utilizar los datos de
la posición relativa de al menos 2 o 3 indicadores, haciendo uso de cámaras. En el caso de
los dispositivos pasivos los marcadores se posicionan en el punto del objeto o persona de
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interés. La luz reflejada por los marcadores es recolectada por las cámaras para rastrear el
movimiento.
Por otro lado, los sistemas activos determinan la posición iluminando un indicador en cada
instante de tiempo a una frecuencia muy alta. La imagen es procesada para calcular la po-
sición de cada marcador a partir de su posición relativa (ver Figura 2-11). En este sistema,
todas las cámaras necesitan estar sincronizadas con los indicadores para iluminarse en una
sola captura. Aśı mismo, varios indicadores a la vez pueden ser iluminados mediante luz
estroboscópica, adquiriendo los datos espaciales de cada marcador mediante la frecuencia de
destello, lo cual mejora la frecuencia de captura respecto a los sistemas activos tradicionales.
Sin embargo, con el inconveniente que el alto número de datos conlleva a un procesamiento
más lento de los mismos.
Figura 2-11.: Marcadores ópticos activos- Tomado de [31]
Aunque estos dispositivos ópticos en función de la tecnoloǵıa de cámaras y procesamiento
de imágenes que se utilice, tienen la ventaja de ser rápidos, fiables, y de contar con libertad
de movimiento, presentan como principal inconveniente la oclusión de los objetos debido
a factores externos como la luz natural en los espacios de captura y la obstrucción de la
ĺınea de visión, por lo que es necesario tener estos ambientes controlados y aplicar filtros que
permitan minimizar los errores o ruido capturado por el dispositivo. Los filtros deben tener
la suficiente flexibilidad para adaptarse a estos factores externos, por ejemplo la variación
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de la luz natural en función de la hora del d́ıa.
Dispositivos ópticos más recientes rastrean superficies del objeto dinámicamente y adquie-
ren datos espaciales del objeto sin el uso de marcadores, al utlizar algoritmos que identifican
formas humanas, y mediante el análisis del procesamiento de imágenes adquirido realizan el
seguimiento de los movimientos. Estos sistemas trabajan bien con movimientos poco sutiles,
pero presentan limitaciones cuando se desea capturarlos con mayor precisión por ejemplo los
dedos de las manos.
El sensor Kinect R© desarrollado para la consola de videojuegos Xbox 360 es un ejemplo de
dispositivo óptico que no requiere marcadores (Ver Figura 2-12). Este dispositivo propor-
ciona la información de 20 puntos de una persona cuando está dentro del rango de operación
del sensor, entregando información de la posición en tiempo real, en los 3 ejes cartesianos a
una velocidad de 30 FPS [4]
Figura 2-12.: Sensor Kinect tomada de - Tomado de [4]
La captura de movimiento por el sensor Kinect R© se basa en un modelo de huesos que
identifican las partes del cuerpo en un esqueleto, en donde a partir de la luz estructurada, la
cámara infrarroja y la aplicación de filtros, diferencia una persona del resto de objetos. Para
contrarrestar el error en la captura de los movimientos de las partes del cuerpo al perder
alguna referencia en el campo de visión, éste tiene precargada posiciones comunes del ser
humano las cuales selecciona con base a la experiencia
2.3.2. Dispositivos Inerciales
Los sensores inerciales son dispositivos capaces de transducir los efectos de una fuerza en
una señal registrable, normalmente de tipo eléctrico [8] . Las unidades de medición inercial
o IMU [7] (por sus siglas en inglés) son dispositivos que combinan múltiples acelerómetros y
giroscopios para el estudio y análisis del movimiento.
Con base en la información suministrada por estos sensores es posible determinar valores
de la orientación, fuerzas gravitacionales y velocidad del objeto. Los ángulos que sirven pa-
ra especificar la orientación de un sistema de referencia, de ejes ortogonales (normalmente
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móvil), respecto a otro sistema de referencia de ejes ortogonales normalmente fijos, son los
llamados ángulos de Euler.
Estos ángulos permiten representar la orientación de un sistema de referencia de ejes or-
togonales de un conjunto de tres coordenadas angulares, describiendo la orientación de un
objeto en tres dimensiones. Consisten en tres rotaciones sucesivas sobre los ejes X, Y y Z
del sistema fijo, que se conocen como guiñada (Yaw en inglés), cabeceo (Pitch en inglés) y
albeo (Roll en inglés).
Uno de los mayores problemas que se tiene en la rotación de objetos en un sistema de coor-
denadas 3D, por el método de los ángulos de Euler, es el error de bloqueo de los ejes, llamado
bloqueo de Gimbal. [54]
El gimbal o también llamado cardán, consta de tres anillos concéntricos (brújula o girosco-
pio), con soporte pivotante, la rotación de un anillo alrededor de un eje, lo que permite la
transmisión de movimiento de rotación en varios ángulos, manteniendo la rotación del objeto
en el espacio.
El bloqueo de Gimbal da lugar cuando matematicamente dos ejes de rotación estan alineados
y se cancelan, el sistema solo puede moverse en dos dimensiones en vez de tres dimensiones
(como esta configurado) perdiendo un grado de libertad, degradando el espacio de rotaciones
de tres dimensiones a un espacio de dos dimensiones, apareciendo una singularidad, impi-
diendo medir la rotación cuando el ángulo de inclinación se aproxima a +/- 90◦[54].
Para evitar el bloqueo de gimbal se hace uso de los cuaterniones. Ya que estos tienen los
tres ejes cartesianos perpendiculares entre śı, dando una buena representación en el espacio
eliminando sigularidades en los calculos. Compone rotaciones y translaciones, extendiendo el
concepto de rotación en tres dimensiones a rotaciones en cuatro dimensiones, teniendo dos
partes; una parte escalar y una vectorial. Se evaluan los tres ejes de rotación al mismo tiem-
po para hallar la dirección del desplazamiento, permitiendo la implementación de rotaciones
suaves y continuas.
Los cuaterniones son una extensión de los números reales, que al igual que los números
complejos que son una extensión de los reales por la adición de la unidad imaginaria i, tal
que i2 = −1, los cuaterniones son una extensión generada añadiendo i, j y k a los númerios
reales, tal que:
i2 = j2 = k2 = ijk = −1 (2-7)
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Un cuaternion es un número de la forma [54]:
h = w + xi+ yj + zk (2-8)
Donde x,y y z ε R. Donde i, j y k denotan los tres componentes imaginarios del cuaternion,
que son ortogonales entre śı.





el cuaternion h, se especifica a continuación [53]














































Los cuaterniones pueden representarse como una matriz 3X3 para definir su rotación, cons-
truyéndose a partir de dos componentes de la siguiente forma [53]:
R(h) =
2(w2 + x2)− 1 2(xy − wz) 2(xz + wy)2(xy + wz) 2(w2 + y2)− 1 2(yz − wx)
2(xz − wy) 2(yz + wx) 2(w2 + z2)− 1
 (2-15)
3. Experimentación Preliminar
Para el desarrollo de esta investigación se realizó una experimentación preliminar con dife-
rentes dispositivos de captura de movimiento comerciales, como son: sensor Kinect, sensores
inerciales, sensores musculares, y el MYO Armband R©. Los cuales permitieron un acerca-
miento al desarrollo de un prototipo de entorno virtual que permitiera emular una prótesis
de mano en tiempo real, a través de la adquisición de datos espaciales y electromiográficos
de los pacientes.
Inicialmente se evaluan las caracteristicas del sensor a estudiar, se realiza una experimenta-
ción preliminar (descritas con mayor detalle en las siguientes secciones) de la adquisición de
los datos, espaciales y electromiograficas, según corresponda, teniendo en cuenta los criterios
de selección indicados en la Tabla 3-1, para un paciente con uno de sus miembros superiores
afectados a nivel trasradial el cual tiene como objetivo interactuar con un objeto virtual en
tiempo real dentro del entorno virtual desarollado con su miembro afectado a través de una
prótesis de mano virtual.




3 Adaptabilidad a diferentes espacios ( abiertos o cerrados)
4 Carga computacional
5 Medio de transmisión de datos
6 Ergonomı́a
7 Funcionalidad
Las siguientes subsecciones describen los experimentos realizados con cada uno de los dispo-
sitivos mencionados.
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3.1. Sensor Kinect
3.1.1. Materiales
El sensor Kinect tiene una cámara RGB la cual adquiere imágenes de video con una reso-
lución de 640x480 pixeles, en colores RGB 32-bit; un sensor de profundidad compuesto por
un proyector de rayos infrarrojos y un sensor CMOS, para calcular la distancia en función
del tiempo que tarda en reflejar la luz, permitiendo capturar, reconocer y posicionar a la
persona sobre un modelo de esqueleto humano. El Kinect trabaja a una frecuencia de 30 Hz
con 16-bit de profundidad a 30 cuadros por segundo [37, 58, 19] . El rango visual del sensor
del Kinect está entre 1m y 3m de distancia aproximadamente, con un ángulo de vista de 57◦
horizontalmente y 43◦ verticalmente[37, 58].
La captura de la posición del cuerpo se hace mediante el cálculo de un mapa de profundidad,
haciendo uso de luz estructurada y las posiciones relativas de los puntos. El emisor infrarrojo
emite un haz que es dividido por una rejilla de difracción, creando un patrón constante de
puntos en la escena capturada, para aśı calcular el desplazamiento de profundidad en cada
posición de pixel en la imagen. La información de profundidad se devuelve en un mapa de
ṕıxeles con una frecuencia máxima de 30 imágenes por segundo, devolviendo coordenadas x,
y, z de los objetos en 3D [37, 58, 19].
El sensor Kinect tiene disponible la función skeletal tracking, la cual obtiene una posición
aproximada de las partes del cuerpo con base en estad́ısticas de posición de varias personas.
Sin embargo, esta función no es funcional para la presente investigación puesto que el hecho
de que el paciente carezca del miembro superior, conlleva a que exista un rastreo ineficiente
por parte del sensor.
Los algoritmos de control de Kinect R© fueron programados en Matlab R©. La interfaz entre
Matlab R© y el Kinect R©, requiere la instalación del módulo de desarrollo OPEN NI [3] que
contiene libreŕıas para explotar las diferentes funcionalidades del sensor.
3.1.2. Metodoloǵıa
El seguimiento de los movimientos del brazo se realiza utilizando dos marcadores de color
que se instalan en el muñón y codo del paciente. Para acceder a los datos de posición (x,
y, z) captados por el sensor se programa un m-file dentro de Matlab R© que hace uso de
las libreŕıas de comunicación con el sensor. Siendo x la ubicación en el eje horizontal, y la
elevación del punto en forma vertical y z la profundidad capturada por el sensor y la cámara
de profundidad.
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Adicionalmente, se realizó un modelo mecánico básico CAD del brazo y muñón del paciente,
utilizando el software Solidworks R© , para generar un entorno gráfico de simulación de la
articulación del hombro y codo del paciente en tiempo real con base en el rastreo de dos
marcadores de colores colocados en el miembro superior del paciente. El modelo CAD se ex-
porta al ambiente de simulación para sistemas mecánicos de Matlab R© Simmechanics R© el
cual genera una representación en diagrama de bloques del mismo (Ver Figura 3-1). Una vez
el modelo es exportado, se especifican las propiedades de los cuerpos, se adicionan los senso-
res de fuerzas y movimientos, y se agregan los actuadores que generan el movimiento de la
fuerzas los cuales son controlados dependientes de la posición en el espacio de los marcadores.
Figura 3-1.: Diagrama en Simulink del brazo.
Con el objetivo de atenuar los cambios de iluminación presente en el procesamiento de ima-
genes con el Kinect, se realiza la segmentación de la imagen adquirida en RGB convirtiendose
a un mapa de colores HSV (por su siglas en ingles Hue, Saturation y Value), donde se con-
tinuó trabajando con el canal de tono (hue), con base en la metodoloǵıa desarrollada por
Peña Solorzano [52] para la identificación de los dos marcadores de colores anteriormente
nombrados. Para el color azul se utiliza el rango de tono entre 0.62 y 0.68 y para el color
verde se selecciona el rango entre 0.18 y 0.3. Seguido a esto, se realiza una umbralización de
la imagen, convirtiendo los datos que están dentro de estos rangos en 255 y los que están
fueran de este en 0. Como se muestra en el siguiente extracto de código:
range=( hco l o r > 0 .62 & hco lo r <= 0 . 6 8 ) ;
hco l o r ( range ) = 255 ;
hco l o r (\˜ range ) = 0 ;
hco l o r = i m f i l l ( hco lor , ’ ho les ’ ) ;
b lue = imopen ( hco lor , ones ( 5 ) ) ;
[ L1 , num1 ] = bwlabel ( blue , 8 ) ;
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Seguido de la segmentación de la imagen, se le realiza un cálculo de los centroides de las
áreas de los ćırculos con rangos de 255. Posteriormente, se almacena los datos de x y y como
se muestra a continuación:
s = reg ionprops (L1 , ’ cent ro id ’ ) ;
c e n t r o i d s = cat (1 , s . Centroid ) ;
cen = centro (L1 , s , c e n t r o i d s ) ;
centAZ (1 , k ) = cen ( 1 ) ;
centAZ (2 , k ) = cen ( 2 ) ;
subplot ( 3 , 1 , 2 ) ;
imshow (L1 ) ;
hold on
p lo t ( cen ( : , 1 ) , cen ( : , 2 ) , ’ b ∗ ’ ) ;
Se procede a almacenar los datos de velocidad, ángulos y control del sentido de la velocidad,
y se asigna el valor de la velocidad para el marcador azul y el verde:
%Arreg lo con datos de ve l oc idad y angulos
puntoAZ = datos ( centAZ (1 , k ) , centAZ (2 , k ) , centAZ (1 , k−1) ,
centAZ (2 , k − 1) , 0 , toc ) ;
puntoV = datos ( centV (1 , k ) , centV (2 , k ) , centV (1 , k−1) ,
centV (2 , k−1) ,0 , toc ) ;
% Asigna v a l o r e s de l a ve l oc idad
i f s en t ido == true
az = −15∗puntoAZ (2)
e l s e
az = 15∗puntoAZ (2)
end
v = 15∗puntoV ( 2 ) ;
Finalmente, para la captura del movimiento del muñón, se asignan los valores de las variable
al control que hará que la simulación obtenga los datos, control1 (az, v). En la figura 3-2 se
muestra el diagrama de bloques de la adquisición de los datos espaciales, del muñón haciendo
uso del Kinect, y el procesamiento de la imagen correspondiente.
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Figura 3-2.: Diagrama de bloques para la adquisición de la posición del muñón
3.2. Sensor Muscular
3.2.1. Materiales
El sensor muscular V3 de Advancer Technology permite la adquisición de señales mioeléctri-
cas por medio de tres electrodos de superficie bipolares de plata/cloruro plata (Ag/AgCl),
desechables. Ver especificaciones técnicas en el ANEXO A.
El cable que se utiliza para conectar los electrodos con el sensor muscular V3.0 posee por un
lado un terminal de audio plug de 3.5 mm de radio que se conecta con el sensor de músculo
y por el otro lado un terminal que tiene 3 entradas tipo Snap que posibilita la conexión con
los electrodos. En la Figura 3-3 se ilustra el sensor muscular
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Figura 3-3.: Sensor Muscular V3.0
3.2.2. Metodoloǵıa
Para realizar pruebas preliminares y verificar la adquisición de los datos se ubicaron los
electrodos en el musculo b́ıceps braquial, ya que en esta posición permite flexionar el codo y
supinar el antebrazo. La ubicación de los electrodos se realizó con base en las recomendacio-
nes de SENIAM (Surface ElectroMyoGraphy for the Non-Invasive Assessment of Muscles ).
Inicialmente se limpia la piel para eliminar cualquier contaminante que interfiera con las
señales mioeléctricas, posteriormente se colocan los electrodos en la ĺınea entre el acromion
y medial del codo a 1/3 de la fosa codo, a una distancia de 20 mm entre ellos. Los electrodos
son conectados mediante el cable de tres terminales al sensor muscular V3 por la terminal
de audio, el cual amplifica, rectifica y suaviza las señales mioeléctricas dando una salida de
señal analógica de 0 a 5V, (Ver Figura 3-4).
La interfaz con el ordenador se realiza a través de la placa Arduino Uno, con el objeto de
adquirir los datos analógicos y verificar el comportamiento del sensor. Los datos adquiridos
convertidos en voltaje son impresos en el scope del IDE del arduino (Ver Figura3-5). A
medida que el grupo muscular flexiona, aumenta el voltaje de salida del sensor, el cual puede
ser ajustado por medio de la ganancia del sensor muscular.
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Figura 3-4.: Pre-procesamiento de la Señal EMG
Figura 3-5.: Salida de voltaje del sensor muscular con Arduino UNO
A continuación, en la Figura 3-6, se muestra el esquema de la adquisición de las señales
mioeléctricas del b́ıceps braquial, haciendo uso del sensor muscular V3 y la placa arduino
Uno, para visualizar los voltajes al realizar los movimientos de flexión y extensión correspon-
diente a la fuerza ejercida por el músculo. El diagrama de flujo del algoritmo de programación
desarrollado se presenta en la Figura 3-7.
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Figura 3-6.: Esquema de la adquisición de las señales EMG
Figura 3-7.: Diagrama de flujo Arduino-Sensor Muscular V3.0
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3.3. Sensor Inercial
3.3.1. Materiales
Durante la experimentación preliminar se utilizó el sensor GY-88 con tecnoloǵıa MEMS (Mi-
croEletroMécanica) el cual incluye internamente los sensores MPU6050 y HMC5883L.
El sensor MPU6050 de 6 GDL, combina un giroscopio de 3 ejes, un acelerómetro de 3 ejes
y un procesador digital de movimiento (DMP). El giroscopio puede ser programable con
rangos de escala de ± 250, ± 500, ± 1000, y ± 2,000 ◦/seg (DPS); y el acelerómetro se
programa igualmente con rangos de escala de ± 2 g, ± 4 g, ± 8g, y ± 16 g.
El magnetómetro HMC5883L, mide campos magnéticos en Gauss con base en efecto Hall.
Tiene tres sensores magneto-resistivos, con cancelación automática de offset y con resolución
de los registros de 12 bits, con una sensibilidad de 2 hasta ± 8 mm Gauss y una frecuencia
de muestreo de hasta 143 KHz.
Para la comunicación con otros dispositivos el sensor hace uso del protocolo de comunicación
I2C. Este protocolo maneja un bus de datos que utiliza dos ĺıneas: una llamada SCL (por
su sigla en inglés Serial Clock) y la otra SDA (por su sigla en inglés Serial Data). La trans-
misión se realiza con un maestro y esclavos, por uno de los hilos se env́ıa una señal de reloj
para la sincronización y por el otro hilo se env́ıa o recibe datos. Cada dispositivo posee una
dirección, y el maestro maneja la comunicación entre los dispositivos, decidiendo cuando se
inicia o finaliza la comunicación para evitar colapsos entre las señales.
La programación e inicialización del DMP se realiza utilizando la libreŕıa de Jeff Rowberg, la
cual permite realizar el cálculo de ángulos Euler, determinación de cuaterniones, calibración
del acelerómetro y giroscopio entre otras funciones. Para el desarrollo del software se hizo
uso de dos programas: IDE de Arduino y Unity 3D.
3.3.2. Metodoloǵıa
El esquema general de la interfaz entre el sensor inercial y el entorno virtual se presenta en
la Figura 3-8.
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Figura 3-8.: Esquema de la interfaz
Haciendo uso del protocolo de comunicación I2C y la libreŕıa I2CDev de Jeff Rowberg,
se realizó la adquisición de los datos espaciales, aceleración y giro, en bruto, del sensor
MPU6050. La información del procesador DMP de este sensor se almacena en un bus FIFO
para que sea adquirida por el proceso principal (ver Figura 3-9).
Figura 3-9.: Bus FIFO
El sensor MPU6050 requiere de un proceso de calibración que consiste en determinar los
valores offset del sensor para realizar la corrección de los valores obtenidos por el mismo.
La determinación de los valores offset se realiza colocando el sensor en posición horizontal,
puesto que, en esta posición los valores suministrados por el sensor deben corresponder a
[0, 0, 0, 0, 0, 16000]; Los tres primeros valores pertenecen al giróscopo, los tres siguientes al
36 3 Experimentación Preliminar
acelerómetro, y el ultimo valor pertenece al valor de la gravedad (para una masa de 2g). En
este caso, los valores de offset determinados son:[56, 10, 40, -860, 2285, 1586].
Tomando como base el trabajo realizado por Regidor [54] y la libreŕıa de Jeff Rowberg, se
desarrolla el algoritmo computacional para adquirir los datos espaciales en cuaterniones del
sensor GY 88 que serán utilizados directamente en Unity. En este algoritmo se introducen
los valores de offset adquiridos previamente en la calibración del sensor, se inicializan los
sensores del DMP y si no hay errores, se activa el sensor. A continuación se presenta el
fragmento de código descrito:
i f ( devStatus == 0)
{
s enso r . setDMPEnabled ( t rue ) ;
mpuIntStatus = senso r . g e t In tS ta tu s ( ) ;
packetS i ze = senso r . dmpGetFIFOPacketSize ( ) ;
}
Como se indicó en la sección 2.3.2 el uso de los ángulos de Euler en la determinación de ro-
taciones tiene como principal inconveniente el bloqueo de Gimbal, el cual se presenta cuando
dos ángulos coinciden en un mismo plano, perdiendo un GDL de rotación. Por esta razón, se
decide utilizar los cuaterniones del Buffer para la determinación de las rotaciones, alevaluarse
los tres ejes de rotación al mismo tiempo evitando el bloqueo de Gimbal. El fragmento de
código se presenta a continuación:
Quaternion cuate rn ion ; // Se i n i c i a l i z a e l cuate rn ion
whi le ( f i f oCount < packetS i ze )
f i f oCount = senso r . getFIFOCount ( ) ;
s en so r . getFIFOBytes ( f i f o B u f f e r , packe tS i ze ) ;
f i f oCount −= packetS i ze ;
s en so r . dmpGetQuaternion(&qu , f i f o B u f f e r ) ;
// Se almacena l o s v a l o r e s de l cuate rn ion en e l Vectorq
Vectorq [ pos ]=qu .w;
Vectorq [ pos+1]=qu . x ;
Vectorq [ pos+2]=qu . y ;
Vectorq [ pos+3]=qu . z ;
Con el propósito de que los datos puedan ser léıdos con facilidad en Unity mediante una
comunicación serial, cada grupo de datos se imprime en una sola ĺınea separada por comas
utilizando la función ImpSerial (float *vectorimp), como se muestra a continuación:
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void ImpSer ia l ( f l o a t ∗ vec to r )
{
i n t cont =0;
whi l e ( cont<3)
{
S e r i a l . p r i n t ( vectorimp [ cont ] ) ;
S e r i a l . p r i n t (” , ” ) ;
cont ++;
}
S e r i a l . p r i n t l n ( vectorimp [ 3 ] ) ;
}
Posteriormente, se inicializa la transmisión de datos de los cuaterniones obtenidos por el
sensor inercial por el puerto serial a una velocidad de 115200 baudios, en Unity R© . Esta
información es almacenada para luego ser procesada. Los datos son separados en grupos de
a cuatro, asignando el lugar al cuaternion en el orden en que es adquirido, en la variable
global q0 (el diagrama de flujo de la programación realizada se indica en la Figura 3-10 para
este script principal). A continuación se muestra el extracto de script correspondiente:
void Update ( )
{
t ry {
Dato = s e r i a l . ReadLine ( ) ;
s t r i n g [ ] cuate rn ion = Dato . S p l i t ( ’ , ’ ) ;
q0 .w= f l o a t . Parse ( cuate rn ion [ 0 ] ) ;
q0 . z= −( f l o a t . Parse ( cuate rn ion [ 1 ] ) ) ;
q0 . x= ( f l o a t . Parse ( cuate rn ion [ 2 ] ) ) ;
q0 . y= −( f l o a t . Parse ( cuate rn ion [ 3 ] ) ) ;
s e r i a l . BaseStream . Flush ( ) ;
}
catch ( System . Exception ) {
}
}
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Figura 3-10.: Diagrama de flujo del Script principal de Unity
Para el movimiento de la prótesis virtual se desarrolla un script en lenguaje C#, en Unity R©
llamado protesis.cs, el cual modifica los ángulos de rotación, por medio de la variable q0,
que corresponde a los datos en cuaterniones de las rotaciones del muñón del paciente que
se adquieren por medio del sensor inercial GY-88, en tiempo rea; que se indica a continuación:
void Update ( )
{
trans form . r o t a t i o n = Quaternion . S l e rp ( trans form .
ro ta t i on , s enso r . q0 , s enso r . speed ∗ Time . deltaTime ) ;
}
}
En la figura 3-11 se visualiza el diagrama de clases que se tiene de los script desarrolla-
dos en Unity R© en cuanto a la adquisición de los datos del sensor inercial GY-88 con la
tarjeta Arduino R© aśı como el script que modifica los ángulos de rotación por medio de los
valores de los cuaterniones adquiridos del sensor inercial.
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Figura 3-11.: Diagrama de clases de la interfaz Sensor Inercial-Unity
En la Figura 3-12 se muestra la interfaz gráfica de la prótesis de miembro superior realizada
para la experimentación preliminar de la adquisición de los datos espaciales del muñón del
paciente, haciendo uso del sensor inercial. Esta prótesis virtual en este punto experimental
tiene los dedos fijos, teniendo en cuenta que el objetivo principal en esta experimentación
es verificar la correcta adquisición de los datos espaciales del brazo del paciente, en los ejes
de coordenas x, y y z en tiempo real, para que le paciente pueda tener un grado mayor de
inmersión en la interfaz.
Figura 3-12.: Interfaz gráfica de la prótesis de mano
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3.4. MYO Armband
3.4.1. Materiales
El brazalete Myo es un dispositivo comercial de la empresa Thalmic Lab R© con sede en
Waterloo, Canadá, reconoce gestos de la mano a través de la adquisición de señales EMG
por medio de ochos electrodos bipolares secos con una frecuencia de muestreo de 200Hz.
El MYO Armband R© contiene un procesador MK22FN1M0- Freescale Kinetis Cortex M4
120MHz (Ver diagrama de bloques en el Anexo A.3).
El objetivo del MYO es ser un dispositivo usable, amigable con el usuario, capaz de integrarse
con los diferentes campos en los que actualmente se está desarrollando la Realidad Virtual,
que van desde los videojuegos para el entretenimiento, hasta el desarrollo de interfaces para
el lenguaje de señas.
La información de las señales EMG y los datos especiales capturados por el MYO se transfie-
ren inalámbricamente por medio de un bluetooth de baja enerǵıa NRF51822 (Ver diagrama
de bloques en el Anexo A.3). El MYO env́ıa paquetes que contiene un identificador único uni-
versal de 128 bits para el servicio de control (D5060001-A904-DEB9-4748-2C7F4A124842).
El Myo Armband R© tiene un sensor inercial de nueve GDL, MPU9050 (las especificaciones
se muestran en el Anexo A3), de los cuales tres GDL corresponden al giroscopio, tres ejes
al acelerómetro y tres al magnetómetro; con los cuales se obtiene la posición y orientación
del antebrazo con una frecuencia de muestreo de 50Hz, recoge datos cada 20 milisegundos,
siendo más adecuado para obtener la posición absoluta que la relativa. Adicionalmente a
los componentes anteriormente nombrados, el MYO Armband R© cuenta con amplificadores
operacionales de cada electrodo, para el pre-procesamiento de las señales EMG. Los compo-
nentes externos de este dispositivo se observan en la Figura 3-13.
Los sensores EMG construidos en acero inoxidable de grado médico representan el poten-
cial eléctrico de los músculos como resultado de la activación de los mismos, en la Figura
3-14 se observa el dispositivo referenciando la ubicación de los electrodos con su respectiva
numeración para obtener la lectura de las señales EMG. Este dispositivo permite detectar
predeterminadamente hasta cinco posturas distintas: flexión de la muñeca, extensión de la
muñeca, puño, palma abierta y pinza (ver Figura 3-15), aśı como captura de datos espacia-
les. Con esta información es posible el control de otros dispositivos como es el caso de: los
UAV, drones, prótesis de mano, celulares entre otros.
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Figura 3-13.: Parte exterrna del MYO Armband R© Tomado de [9]
Figura 3-14.: Configuración de los electrodos. Tomada de [9]
Figura 3-15.: Movimientos del MYO [9]
El dispositivo MYO hace uso de una libreŕıa escrita en lenguaje C llamada ”libmyo”, la cual
permite la interacción entre las aplicaciones y el brazalete Myo. La interacción se realiza a
42 3 Experimentación Preliminar
través de un lenguaje binding (adaptación de una biblioteca para ser usada en otro lenguaje
de programación) entre la API y el lenguaje utilizado por las aplicaciones (C++ para este
caso). La Figura 3-16 ilustra la pila de desarrollo de una aplicación haciendo uso del MYO
Armband R©.
Figura 3-16.: Pila de desarrollo MYO Armband R© - Tomado de [64]
La conexión del brazalete MYO con las aplicaciones se realiza por medio del software ”Myo
Conect”, que para nuestro caso es el ”hub”que permite emparejar el dispositivo y preferen-
cias globales con el usuario, siendo el punto de entrada del SDK.
La vinculación a ” C++ binding”se hace por medio del archivo de cabecera< myo/myo.hpp >.
El acceso al ”Hub”, al Myo y a los gestos predeterminados, se realiza por medio de las si-
guientes clases: Hub.Class, Myo.Class y Pose.class, respectivamente.
Con respecto al Myo Connect, se puede acceder a éste mediante la función callback, la cual
se implementa mediante secuencia de comandos para controlar eventos espećıficos o solicitar
información, y por medio de las API, que permiten acceder al Myo y a sistemas de informa-
ción. Para evitar el consumo excesivo de recursos de memoria, se puede activar y desactivar
el env́ıo de datos al hacer uso de ” CommandCharacteristic”, de este modo el Myo estará en
modo escucha.
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3.4.2. Metodoloǵıa
Calibración del MYO
El dispositivo Myo cuenta con un perfil predeterminado que permite la adquisición de datos
EMG y su respectivo reconocimiento de los gestos de mano de cualquier persona. Sin em-
bargo, es posible mejorar este reconocimiento a través de un procedimiento de calibración,
el cual crea un nuevo perfil personalizado con los datos de las señales EMG del usuario. El
procedimiento de calibración consiste en realizar cada gesto dentro de la interfaz ”Myo con-
nect”que creará automáticamente el nuevo perfil una vez los pasos de la calibración hayan
concluido. La interfaz para la calibración es intuitiva, indicando paso a paso los movimien-
tos que se deben realizar.Cada vez que un nuevo usuario se pone el dispositivo MYO debe
ser entrenado con esta interfaz, ”Myo connect”, con el objeto de comparar y alamcenar las
señales EMG espećıficas de una persona en relación con sus gestos de las manos.
Para el adecuado funcionamiento del dispositivo y la correcta adquisición de los datos, se
recomienda que el electrodo principal del Armband (sobre el cual está el logo de Myo), se
sitúe entre el musculo Braquioradial y el extensor radial largo del carpo, es decir, paralelo al
eje longitudinal del humero a la punta del acromion ( Ver Figura 3-17). Los músculos que
se encuentran involucrados en la adquisición de las señales se indican en la Tabla 3-2.
Figura 3-17.: Ubicación del dispositivo sobre el antebrazo
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Tabla 3-2.: Músculos sobre los cuales se poscionan los electrodos del MYO
Músculo Acción
Braquiorradial Flexiona el antebrazo a la altura del codo
Extensor radial largo del carpo Extensión y abducción de la muñeca
Pronador redondo Prona y flexiona el antebrazo
Flexor radial del carpo Flexión y abducción radial de la mano
Palmar largo Flexión de muñeca con desviación radial
Flexor superficial de los dedos
Flexiona la muñeca , flexiona las falanges
media y proximal de los dedos 2-5
Flexor cubital del carpo Flexiona la muñeca y abduce el carpo
Manipulación Básica del MYO
Para comenzar a utilizar el Myo como dispositivo de interacción con otros elementos, se ini-
cializa, ya sea el perfil personalizado (producto de la calibración) o el perfil predeterminado
del dispositivo. Se posiciona el MYO en el antebrazo y se extiende la muñeca, para enviar
una señal que inicie la sincronización del brazalete, esto se requiere cada vez que se coloca
el brazalete en el brazo o se retira, con el objetivo de que el dispositivo se calibre en las
posiciones del sensor dependiendo de la ubicación de los ochos electrodos sobre los músculos
de la persona.
Se debe esperar unos segundos mientras el Myo estabiliza la temperatura, con el fin de recoger
lecturas precisas durante la adquisición. Cuando el dispositivo esté listo para ser usado, eje-
cutará una vibración y un mensaje de Ready to use”se mostrará en la pantalla del ordenador.
Adquisición de datos EMG y posición
La adquisición básica de datos EMG y de posición se realiza en Matlab, utilizando el paquete
Myo SDK MATLAB MEX Wrapper de Mark Tomaszewski [[65], el cual puede transmitir
los datos del Myo a la frecuencia del dispositivo, 200 Hz (EMG) y 50 Hz (IMU).
Este paquete tras la construcción de un objeto tipo MyoMex, acumula el flujo de datos en la
propiedad myoData, aśı mismo registra propiedades del giroscopio, acelerómetro y las señales
EMG de los ocho electrodos bipolares del MYO superpuestos en tiempo real, teniendo la
posibilidad de acceder a estos datos en cualquier momento y mostrando los datos acumulados
actuales.
La Figura 3-18 muestra a manera de ejemplo una representación visual de los valores captu-
rados por el giroscopio, acelerómetro y las seseñales EMG de los ocho electrodos al realizar
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el gesto puño.
Figura 3-18.: Adquisición de Datos del Giroscopio, acelerómetro y señales EMG.
La adquisición de estos datos es útil para extraer las caracteŕısticas de la señal EMG de cada
electrodo como se indicó en la sección 2.2, accediendo al objeto MyoMex para su posterior
clasificación.
3.5. Selección de Sensores
Una vez concluida la experimentación preliminar, indicada en secciones anteriores del pre-
sente capitulo (capitulo 3), se procede a seleccionar la mejor opción frente a los criterios
sugeridos en la Tabla 3-1 para la adquisición de los datos espaciales y la adquisición de las
señales EMG.
Al realizar las pruebas preliminares con el sensor Kinect R© (haciendo uso de marcadores
colocados sobre el muñón y el hombro, como se explicó en la sección 3.1.2), con base en la
metodoloǵıa empleada, el uso del dispositivo por tratamiento de imágenes, y teniendo en
cuenta los criterios indicados para la adquisición de datos espaciales, se observa lo siguiente:
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La libreŕıa ”Skeletan Tracking”permite realizar un buen rastreo de las partes del cuerpo
existentes, pero en esta aplicación se hizo necesario el uso de marcadores, ya que el paciente
a estudiar, no cuenta con uno o ambos miembro superiores.
El sensor Kinect R© a diferencia de los sensores inerciales, tiene la ventaja de poder medir
translaciones globales de los objetos, por medio de los datos de la cámara de profundidad,
utilizados para calcular la distancia a la que se encuentra un pixel del sensor.
El dispositivo Kinect R© tiene portabilidad limitada, en caso de que el dispositivo sea trasla-
dado del lugar en el cual se calibró originalmente, este debe ser recalibrado por una persona
con conocimientos suficientes para realizar este procedimiento. Factores como la intensidad
de luz natural presente y el color de fondo puede interferir con la captura de datos. Aśı mis-
mo, el limitado campo de visión de la cámara, permite que se presente con facilidad oclusión
en los marcadores utilizados, problema que no se presenta en los sensores inerciales.
La adquisición de los datos espaciales utilizando el sensor inercial requiere algoritmos más
livianos que los usados haciendo uso del sensor Kinect R© ya que en este último es nece-
sario realizar un procesamiento de imágenes para determinar la posición en el espacio de
los marcadores. Por otro lado, el sensor Kinect R© no necesita de hardware adicional para
la adquisición y env́ıo de datos, como si lo requiere los sensores inerciales que deben hacer
uso de dispositivos externos de comunicación (cables, tarjeta Bluetooth, WI-FI), que pueden
aumentar la complejidad del sistema.
Respecto a los dispositivos estudiados para la adquisición de las señales electromiográficas
(EMG), con referencia a la comparación de los electrodos usados en ambos sensores, se evi-
dencia que una de las ventajas de los electrodos secos que hace uso el MYO Armband R©
es que estos no se desgastan tan rápidamente en comparación a los electrodos de Ag/AgCl
usados en el sensor muscular V3.0, que deben ser remplazados cada vez que se desea iniciar
una prueba, o que se observe que han perdido su adhesión a la piel, con el fin de evitar una
adquisición errónea de los datos.
Para el caso del sensor muscular V3.0, cuando se necesita obtener la adquisición de datos de
otros grupos musculares, es necesario hacer uso de más sensores como este, lo que conlleva
a tener variables adicionales a controlar, y por consiguiente, un algoritmo de control más
denso. Por el contrario, el MYO Armband R© dispone de ocho electrodos integrados que per-
mite la adquisición de datos de un mayor grupo de músculos al tiempo, que aunque también
aumenta la complejidad de los algoritmos internos, la integración de estos electrodos en un
solo conjunto de datos, facilita la utilización de los datos adquiridos.
Desde el punto de vista ergonómico el MYO Armband R© fue diseñado para brindar confor-
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tabilidad a sus usuarios, permitiendo que los ocho electrodos se mantengan adecuadamente
ajustados al miembro superior por medio de un brazalete, lo que garantiza una adquisición
continua de los datos. Por otro lado, en el sensor muscular V3.0 la limitada adhesión a la
piel por parte de los electrodos puede conllevar que al realizar movimientos extras por parte
del usuario, estos se desprendan interrumpiendo la adquisición de las señales EMG.
Con referencia a los criterios establecidos en la Tabla 3-1, se realiza una matriz de selección
para los cuatro sensores indicados a lo largo de esta subsección, como se muestra en la Tabla
3-3.
Tabla 3-3.: Matriz selección
# Criterio/
(peso)






1(20) 10 15 10 20
2(20) 5 20 18 18
3(15) 8 15 10 15
4(15) 5 10 8 10
5(20) 20 15 15 20
6(20) 15 15 10 20
7(20) 15 15 15 20
Total 78 105 86 123
En la Tabla 3-3, se evidencia que aunque el sensor inercial y el sensor muscular presentan
excelentes resultados en respuesta a los criterios de selección, el MYO Armband R© además
de ser comparable en funcionalidad con respecto a estos sensores, su principal ventaja radica
en que evita el uso de sensores adicionales al integrar la adquisición de datos espaciales y
datos de las señales EMG en un solo dispositivo, adicional a la ergonomia con la cual fue
diseñado por Thalmic Lab R© al público objetivo, su portabilidad, su fácil adquisición y la
gran posibilidad de desarrollar aplicaciones personalizadas potencializando las herramientas
de software que nos brinda para los desarrollos computacionales. Debido a lo anterior, se
seleccionó el dispositivo Myo Armband R© como plataforma para el desarrollo de la presente
investigación.
4. Entorno de Realidad Virtual
Este trabajo de investigación busca desarrollar una interfaz amigable e intuitiva, que per-
mita al paciente contar con un entorno motivante e inmersivo. Para cumplir este objetivo,
se utilizó el software Unity R© que además de ser una excelente herramienta de desarrollo
de entornos simulados con un buen renderizado, es capaz de interactuar con el dispositivo
MYO a través de un paquete desarrollo de SDK. Lo cual permite, integrar la f́ısica de los
objetos simulados, un motor de detección de colisiones, un control por comportamientos y el
desarrollo de scripts (en lenguaje C#, Java o Boo), con la adquisición de los datos espaciales
y las señales EMG del MYO.
El desarrollo y adecuación del modelo 3D de las prótesis, se realiza haciendo uso del software
de diseño 3D Maya R© que permite exportar los modelos trabajados a Unity R©L̇as siguientes
subsecciones, describen los pasos realizados para el desarrollo del entorno de realidad virtual.
4.1. Modelo 3D
Para el desarrollo de esta investigación se determinó la configuración de prótesis de mano
adecuada a utilizar en el ambiente virtual a desarrollar. Como resultado, se proponen como
alternativas de modelo de prótesis en el entorno de inmersión virtual, las prótesis Flexy
Hand R© de E nable y Michelangelo R© de Otto Bock. El desarrollo del modelo CAD de estas
prótesis se presenta en la siguientes subsecciones.
4.1.1. Modelo Flexy-Hand R©
Para el presente trabajo de investigación, se selecciona como base la prótesis Flexy-Hand R©
debido a que es un modelo de código abierto, asequible a la comunidad en general y en espe-
cial a las personas que no poseen los suficientes recursos para obtener una prótesis comercial,
como sucede con la población vulnerable de Colombia, pacientes de interés en los desarro-
llos de esta investigación. Esta prótesis fue desarrollada por la comunidad internacional de
voluntarios de E-NABLE, que tiene como misión el diseño de prótesis de mano y brazo de
código abierto, para aquellas personas que por una malformación congénita, un accidente o
una enfermedad han perdido una o ambos miembros superiores. El diseño de la prótesis está
disponible en la web y puede ser descargado libremente en formato.STL, para su posterior
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fabricación por medio de impresoras 3D.
El modelo de prótesis cuenta con cinco GDL, lo que permite realizar movimientos básicos
necesarios para la manipulación de objetos y desarrollo de actividades diarias, como son:
puño, flexión y extensión de la muñeca, agarre de pinza tridigital, agarre de fuerza lateral
entre otros.
Con el propósito de que este modelo pueda ser manipulado en Unity R© se realizó un rediseño
y adecuación del mismo haciendo uso de la herramienta de modelo 3D Maya R© . Inicialmente
se realiza un retopolización del modelo 3D, en donde se reduce la cantidad de poĺıgonos para
optimizar la malla poligonal y hacer el modelo más liviano. En la Figura 4-1 se observa el
modelo 3D trabajado en Maya R© .
Figura 4-1.: Modelo CAD de la prótesis FlexyHand con sus controles de movimiento.
Una vez terminada la retopolización, se realizó un análisis de los movimientos reales de la
prótesis, con el fin de garantizar una aproximación más acertada de la ejecución de estos
movimientos en el entorno virtual a desarrollar.
Con el propósito de crear las articulaciones y ” constraints” que se ajusten a la geometŕıa del
modelo en la creación de huesos para los movimientos y los controladores correspondientes,
se realiza el procedimiento de ” rigging” a la prótesis, como se ilustra en la Figura 4-2.
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Figura 4-2.: Rigging de la prótesis Flexy-Hand R© .
Figura 4-3.: Skinning de la prótesis Flexy-Hand R© .
Posteriormente se asigna la influencia y el peso de deformación de los huesos sobre el mode-
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lado de la prótesis (”Skinning”), lo que permite dar caracteŕısticas de deformación similares
a las reales (Ver Figura 4-3).
Finalmente, se realiza la simulación de los movimientos correspondientes de la prótesis, y se
valida el funcionamiento correcto de cada uno de las articulaciones. Para la realización de
las simulaciones se especifica la posición en el espacio la cual se necesita alcanzar y se calcula
automáticamente una posible configuración de rotaciones de los movimientos del esqueleto
afectando las articulaciones a la cual esta asignada correspondientes del modelo a través de
los controladores desarrollados para esta prótesis en Maya R© (Ver Figura 4-4).
Figura 4-4.: Simulaciones de los movimientos .
Una vez concluido este procedimiento se puede realizar la exportación a UNITY R©˙
4.1.2. Modelo Prótesis Comercial
Para el desarrollo de esta investigación teniendo en cuenta las sugerencias por parte de los
rehabilitadores de la Universidad, se incluye una prótesis comercial con el fin de analizar
los movimientos con los que fué diseñada. Aśı como verificar el desempeño del prototipo de
entorno virtual desarrollado con prótesis funcionales en el mercado. La Tabla 4-1 resume las
especificaciones de tres prótesis comerciales, para posterior selección.
52 4 Entorno de Realidad Virtual
Tabla 4-1.: Especificaciones de las prótesis comerciales.
Fuerza de agarre (N)
Prótesis Peso (g) GDL
No. De
Actuadores Precisión Lateral Palmar
Agarre
Disponibles
Be-Bionic R© 495-593 6 5 34 17,61 29,47 5
I-limb R© 450-615 6 5 10,8 17,04 10,82 5
Michelangelo R© 420 2 2 70 50,84 78,14 3
Como se evidencia en la Tabla 4-1, la prótesis Michelangelo R© es la más ligera, tiene la fuerza
de agarre más alto, y requiere un menor número de actuadores con referencia las otras dos
evaluadas. Estos aspectos técnicos de la prótesis mioeléctrica ofrecen buenas perspectivas de
las especificaciones en cuanto a diseño y rendimiento mecánico[14].
Aunque todos los diseños de las prótesis a seleccionar son cubiertos con un guante de sili-
cona para mejorar la apariencia estética de la prótesis, la prótesis Michelangelo R© es la que
presenta mayor naturalidad respecto a las otras, según estudios en [45] éste permite una me-
jor integración de la prótesis al paciente. Debido a los aspectos anteriormente mencionados,
se selecciona la prótesis Michelangelo R© de Otto Bock para continuar con este trabajo de
investigación.
Figura 4-5.: Prototipo modelo CAD prrótesis Michelangelo R© .
El modelo CAD de la prótesis Michelangelo R© se desarrolló en Maya R© con el propósito de
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una posterior adecuación y simulación de los movimientos para ser exportados a UNITY R©
(con el mismo procedimiento que se desarrolló la prótesis Flexy-Hand R© anteriormente des-
crita). La Figura 4-5 muestra el modelo CAD desarrollado con base en los brochures, videos
y documentación encontrada en la página del fabricante.
Seguido de ésto, se procede a poner los huesos y controladores para el movimiento (como se
muestra en la Figura 4-6), con base en los movimientos reales de la prótesis. Posteriormente
se asigna la influencia y el peso de deformación de los huesos sobre el modelado de la prótesis
(Skinning), como se ilustra en la Figura 4-7, con el fin de que los movimientos de la prótesis
sean lo más reales posible.
Figura 4-6.: Rigging de la prótesis Michelangelo R©
Por último, se realiza las simulaciones pertinentes de los movimientos aplicando cinemática
inversa, en la cual se indica la posicion final a la cual se necesita llegar por medio de los con-
troladores, las articulaciones a la cual esta asginadas son roientadas automaticamente para
que le punto final termine en la posición deseada,luego de la generación de estás simulaciones
se exporta el modelo 3D a UNITY 3D R©˙
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Figura 4-7.: Pesos asignados - Prótesis Michelangelo R©
4.2. Desarrollo de la Interfaz gráfica en UNITY
Este prototipo de interfaz gráfica, es desarrollado con el propósito de permitir incluir diseños
de prótesis de miembro superior con caracteŕısticas espećıficas para la necesidad de cada
paciente. Aśı mismo, busca que el personal médico en conjunto con diseñadores, ingenieros
y demás personas involucradas en la rehabilitación de un paciente, trabajen de forma in-
terdisciplinaria para tener un diseño que satisfaga tanto las necesidades del paciente, como
también los criterios establecidos por el grupo interdisciplinario.
En este prototipo virtual, inicialmente se toma como base dos tipos de prótesis, una comer-
cial y otra de código abierto (como se mencionó en la sección anterior), las cuales permiten al
paciente interactuar con un poliedro regular convexo. Adicionalmente, es posible verificar los
valores en crudo de las señales EMG de cada electrodo, aceleraciones, velocidades angulares
y el movimiento gestual realizado por la prótesis virtual controlada por el dispositivo MYO,
que sirve como soporte, para posteriormente construir una base de datos con información
del paciente y aśı mismo, generar trazabilidad del avance de las sesiones de rehabilitación.
4.2 Desarrollo de la Interfaz gráfica en UNITY 55
Figura 4-8.: Diagrama de clases Hub-MYO
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El diagrama de clases visualizado en la Figura 4-8 son las clases que se utilizaron del SDK y
la conexión entre ellas, definiendo el ámbito de definición del conjunto de objetos, que per-
mite acceder a las señales EMG de los ocho electrodos de grado médico, la correspondiente
sincronización y asegurar la correcta adquisición de los datos; esta información se utiliza
para predecir los movimientos de la mano sobre el patrón de activación del músculo y los
parámetros de movimiento del dispostivo sobre el brazo de la persona.
La descripción del diagrama de flujo general de la interfaz entre la adquisición de los datos del
MYO Armband R© con el entorno virtual desarrollado en UNITY R© se muestra en la Figura
4-9 . Los datos son transferidos inalámbricamente por medio de un dispositivo bluetooth de
baja enerǵıa (ver Anexo A3), utilizando la libreŕıa libmyo y los MYO ”bindings”, como se
indicó en la sección 3.4.
Figura 4-9.: Diagrama de flujo de la interacción en el entorno virtual
El desarrollo de la interfaz gráfica en UNITY R© se divide en escenas, que para este proyecto
cuenta con cuatro. La primera escena consiste en la presentación del prototipo virtual a
través de una interfaz GUI donde se muestra el nombre del entorno virtual, ”Dharma”, y se
inicializan algunas variables globales. Para acceder a la segunda escena se debe hacer clic en
el botón ”CONTINUAR” como se muestra en la Figura 4-10
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Figura 4-10.: Interfaz inicial del prototipo virtual.
La segunda escena, permite el ingreso del nombre del paciente con el fin de que en trabajos
posteriores se pueda realizar una selección de entrenamiento personalizado, con base en sus
requerimientos, aśı mismo, tener el registro y la evolución del entrenamiento para posterior
adecuación y evaluación por parte del personal médico; en este caso, el prototipo desarro-
llado tiene a su disposición la selección de dos prótesis (Michelangelo R© o la FlexyHand R©),
para que el paciente inicie su entrenamiento, como se muestra en la Figura 4-11.
Figura 4-11.: Escena registro del paciente y selección de prótesis.
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El script paciente.cs e IntroducirPaciente.cs, son los encargados de almacenar el ingreso del
paciente y direccionar a la prótesis escogida; y el script NoContectado.cs, inicializa el objeto
Myo, encargado de verificar si esta sicronizado el dispositivo y adquirir correctamente los
datos de la dirección, orientación y señales EMG; adiconalmente, en caso que el MYO no
este sincronizado o no este enviando correctamente los datos, se visualiza en la pantalla el
mensaje para emparentar correctamente el dispositivo para iniciar con la interacción de la
prótesis virtual con el poliedro (diagrama de clases presentado en la Figura 4-12).
Figura 4-12.: Diagrama de clase de la segunda escena
La Figura 4-13 muestra el ambiente gráfico de la prótesis Flexyhand R© seleccionada para
trabajar. Los algoritmos computacionales en UNITY R© fueron escritos en el lenguaje C#,
haciendo uso de las libreŕıas del SDK del MYO para la obtención de los datos espaciales del
brazo del paciente y la información de las señales EMG para el control de la prótesis, con el
objeto realizar la interacción entre los datos capturado por el MYO Armband R© y la prótesis
virtual Flexy-Hand R© .
El dispositivo MYO utiliza el sensor inercial MPU9150 (ver detalles en el Anexo A3), para
determinar su orientación y posición en el espacio. Esta información, es representada en
cuaterniones, en cualquier momento dado. Por lo tanto, para realizar la programación de los
algoritmos del entorno virtual se requiere el uso de los Myo ”bindings” (como se describió
en la sección 3.4), de la Liberia Thalmic.myo y de la clase Quaternion.
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Figura 4-13.: Escena para interactuar con prótesis FlexyHand.
En el script ”OrientacionProtesis” (Ver Figura 4-14 del diagrama de clases) se almacena y
compensa los datos espaciales adquiridos, donde la lectura de la aceleración del dispositivo
es representada, en unidades de m/s2, y la lectura del giroscopio representa la velocidad
angular sobre cada eje del MYO en ◦/seg; en este script se incluye el algoritmo, que permite
que la prótesis virtual realice los mismos movimientos de rotación y posición adquiridos por
el pacientes por medio del MYO Armband R© .
Figura 4-14.: Diagrama de clases del Script OrientacionProtesis.
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Los datos espaciales recibidos del MYO Armband R© son indicados en tiempo real, en la
parte superior derecha de interfaz, esto con el fin, de corroborar el correcto rastreo de la
posición del muñón con respecto al de la prótesis virtual; aśı mismo, tener una retroalimen-
tación visual al verificar los movimientos de flexión, extensión, supinación y pronación del
antebrazo del paciente.
Adicional a la verificación de la parte motora del paciente, la interfaz permite visualizar los
datos crudos de las señales recibidas por parte de los electrodos del MYO Armband R© las
cuales son almacenadas consecutivamente en un vector de ochos posiciones llamado ”pm”,
con una frecuencia de actualización de 20 ms, haciendo uso de la función myo.emgData .
Los gestos predeterminados de muñeca son asignados a un movimiento real de la prótesis,
en donde, la interfaz, al reconocer alguno de estos gestos realiza una retroalimentación visual.
Para esta escena (FlexyHand), la prótesis tiene disponible realizar el agarre prensil cilindri-
co, y flexión y extensión de la muñeca. En UNITY R© haciendo uso de scripts orientado a
comportamientos y de las máquinas de estado, realiza el respectivo control de la prótesis
virtual.
Figura 4-15.: Máquina de estados
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La máquina de estados para esta escena en particular se presenta en la Figura 4-15, en la
cual dependiendo del estado en el que se encuentre la prótesis, del movimiento gestual que
detecte el MYO Armband R© y de los parámetros de la transición controlado por el script, se
afectara el flujo del estado de máquina. Cada estado tiene un movimiento asociado que se
ejecutará dependiendo de la transición que se active.
Para el agarre del poliedro regular convexo se hace uso de los árboles de mezcla, como se
muestra en la Figura 4-16 y de las colisiones generadas al agarrar el objeto.
Figura 4-16.: Árbol de mezcla para el agarre
Con referencia al uso del árbol de mezcla en UNITY R© para el control del cierre de la prótesis,
ésta es controlada por medio del parámetro ”cerrar1”, donde, dependiendo de la detección
del objeto se verifica que tanto cierre debe hacer la prótesis en el momento en que agarre el
poliedro, realizando un control de posición.
Al detectar que la prótesis está en contacto con el objeto, por medio de las colisiones, en el
script ”Interaccion”, el objeto será agarrado por la prótesis por medio de la función: void
OnCollisionStay (Collision collision), en esta función, el objeto al ser agarrado pasa a ser
jerarqúıa de la prótesis y se habilita la cinemática del objeto, mientras se encuentra en el
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estado ”ManoCerrada”de la máquina de estados.
Cuando hay un cambio de estado, haciendo que la función thalmicMyo.pose contenga los valo-
res de Pose.Rest, se habilita la transición al inicio de la máquina de estados y seguidamente en
la función ”FixedUpdate” ejecuta la instrucción: ObjAgarrado.transform.parent = null,
que permite que el objeto nuevamente sea independiente del movimiento de la prótesis y pos-
teriormente restaura las propiedades iniciales de la f́ısica del objeto. El diagrama de clases
del script Interaccion.cs y GestosProtesis se muestra en la Figura 4-17, y su asociación entre
ellos que tienen como función principal el agarre del objeto de la protesis virtual e implentar
la función previamente asignada para cada movimiento de la prótesis asiganda en conjunto
con la máquina de estados, con base en las señales EMG del paciente y el reconocimiento de
gestos.
Figura 4-17.: Diagrama de clases de la interación y gestos de la prótesis
Por otro lado, si se desea tener una segunda opción de entrenamiento pre-protésico, se puede
acceder a la prótesis comercial Michelangelo R© como se observa en la Figura 4 14, esta inter-
faz gráfica permite la visualización de los datos espaciales, los movimientos gestuales y las
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señales EMG de cada electrodo, de la misma manera que para la prótesis Flexy-Hand R© sin
embargo, cabe resaltar que los movimientos para la Michelangelo R© son diferentes, ya que la
flexión y extensión de la muñeca se realiza mecánicamente, y que a diferencia de la prótesis
Flexy-Hand R© esta prótesis cuenta con un conjunto más robusto de 7 modos de movimiento,
como se indicó en la sección 2.1.2
Figura 4-18.: Escena para la prótesis Michelangelo R©.
La máquina de estados, que se encarga del control de movimiento de esta prótesis se muestra
en la Figura 4-19, realiza agarre de fuerte en oposición (Ver Figura 4-20) y agarre de pinza
tridigital (Ver Figura 4-21), en función de las señales EMG adquiridas por el MYO Armband
y para el caso de flexión y extensión de la muñeca, se accede a estos movimientos al realizar
interacción con el entorno virtual, por medio del motor de f́ısica de UNITY R©˙
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Figura 4-19.: Maquina de estados de Michelangelo R©.
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Figura 4-20.: Agarre fuerte en oposición.
Figura 4-21.: Agarre de pinza tridigital.
De la misma forma que para la anterior prótesis (FlexyHand), es necesario controlar también
la apertura y cierre para la prótesis, correspondiente a la adquisición de las señales EMG del
MYO Armband R© y el motor de f́ısica de UNITY R©; en la Figura 4-22 se evidencia el árbol
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de mezcla dentro del estado agarre de pinza tridigital de la máquina de estados indicado.
Con referencia al agarre del objeto, éste realiza el mismo procedimiento que la escena de la
prótesis FlexyHand R© por medio del script ”Interaccion”, con la diferencia que para este
caso al tener la opción de realizar dos tipos de agarre, fuerte en oposición y de pinza tridi-
gital, la prótesis puede agarrar el objeto solo si se ha detectado un correcto posicionamiento
de los dedos sobre el objeto para cada agarre en espećıfico, haciendo uso de detección de
colisiones para cada dedo de la prótesis por medio del script ”Colisiones”, lo que lleva al
aumento de la complejidad en la interacción por parte del paciente para el desarrollo de los
ejercicios.
Figura 4-22.: Árbol de Mezcla Pinza Tridigital.
4.3. Discusion
Durante pruebas realizadas para verificar el comportamiento de la adquisición de datos y
posterior retroalimentación visual de los movimientos espaciales se observó que el sensor iner-
cial, integrado en el Myo Armband R© se adapta eficazmente a la interfaz virtual desarrollada
en Unity R© permitiendo obtener una retroalimentación visual, en tiempo real de las rota-
ciones y orientación del dispositivo. Que durante algunas pruebas el dispositivo presentaba
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retrasos en los movimientos de la prótesis virtual respecto a sus homólogos experimentados
anteriormente, sin embargo, esto se explica más por una limitación y problemas del hard-
ware intermedio que realiza la conexión entre el Myo Armband R© y la interfaz (en este caso
el ordenador), y/o interferencias menores o ruido de las señales que se env́ıan. Aunque, la
interfaz en este punto de desarrollo no requiere una capacidad de procesamiento de datos y
gráficos demasiada elevada, pero si es necesario contar con unas especificaciones mı́nimas de
hardware de procesamiento para evitar cualquier inconveniente al respecto, principalmente
cuando se proyecte trabajar con las señales EMG en crudo, que aumentan significativamente
la cantidad de datos a procesar.
Al realizar la adaptación de las prótesis al ambiente virtual, se evidenció la necesidad de que
estas realicen los mismos movimientos de la prótesis f́ısica, junto con sus respectivas restric-
ciones funcionales para obtener un entorno simulado más real. El uso de máquinas de estado
en UNITY R© se presenta como una buena solución que permite tener tiempos de respuesta
y movimientos controlados mediante scripts y árboles de mezcla, dando una interactividad
eficiente. Sin embargo, la respuesta y visualización de estos movimientos se encuentra res-
tringida a los simulados por Maya R© lo que lleva, a que si se necesita tener movimientos
adicionales (como son los agarres de precisión), estos deben ser simulados previamente y ser
incluidos dentro de la máquina de estados para luego ser programadas las transiciones y sus
restricciones respectivas.
La interfaz desarrollada hasta este punto de la investigación, se restringe a la clasificación de
5 movimientos, de las señales EMG de los grupos musculares involucrados en la adquisición
de los datos. Sin embargo, la interfaz permite trabajar con los datos en crudo adquiridos
para cada electrodo (almacenados en el vector de ochos posiciones llamado ”pm”), con el
fin de tener una retroalimentación directa de las señales EMG de los grupos musculares,
como también, para ampliar el conjunto de movimientos para el control de prótesis multi-
funcionales con mayores GDL. De lo anterior se resalta la importancia, de conformar grupos
interdisciplinarios, para poder ampliar la aplicabilidad de la presente interfaz.
Durante el desarrollo del entorno de realidad virtual se observa la necesidad de conformar un
grupo interdisciplinario para la continuación y el avance de esta investigación, que permita
realizar mejoras a la interfaz como la adecuación de bases de datos para el control de los
entrenamientos de los pacientes, utilizando los datos suministrados en las escenas (acelera-
ción, velocidad angular y señales EMG). También contar con especialistas para adaptar de
manera eficiente y con precisión los niveles de dificultad de las tareas sensorio-motoras y las
rutinas de rehabilitación personalizadas.
5. Pruebas
Con el objeto de realizar un primer acercamiento a la validación del prototipo de realidad
virtual diseñado y desarrollado en esta investigación, se procedió a realizar pruebas con dos
pacientes con amputación de miembro superior.
Las pruebas para la validación del prototipo de software realizado en el proyecto de inves-
tigación; se consideran como una investigación de riesgo mı́nimo, con base en la Resolución
008430 del 4 de octubre de 1993 del Ministerio de Salud de Colombia, las cuales dieron un
concepto aprobatorio por parte del comité de ética de investigación de la facultad de medi-
cina de la Universidad Nacional de Colombia, en acta de evaluación 019-234-16, indicando
que el presente estudio es válido desde el punto de vista ético y se ajusta a los estándares de
la buena práctica cĺınica.
La investigación pretende analizar y verificar la interacción del paciente con el entorno de
realidad virtual desarrollado (Dharma 1.0) a través de la realización de ejercicios motores
básicos, utilizando el formato ”Validaciones experimentales de Dharma 1.0”, ver Anexo C,
que corresponde a un prototipo de software desarrollado dentro del marco de la tesis de
investigación.
Previo diligenciamiento del formato anterior, se explica en forma clara y completa al pacien-
te de investigación en tal forma que pueda comprender el procedimiento que se le realizará,
ajustándose a lo indicado en el Articulo 15 Resolución 008430 de 1993 del Ministerio de
Salud, y se procede a diligenciar el Consentimiento Informado, con base en la información
suministrada anteriormente, véase Anexo C.
Se realiza la validación del entorno virtual desarrollado en esta investigación con el siguiente
protocolo:
1. Se le explica al paciente el funcionamiento general del MYO Armband R©, indicándole el
propósito de la investigación y las pruebas que se le realizaran.
2. Se procede a entregarle el consentimiento informado (Ver Anexo C), para que éste sea
léıdo a cabalidad y posteriormente firmado por el paciente, si se encuentra de acuerdo.
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3. Se realiza un entrenamiento previo usado el MYO Armband R©, para los movimientos
básicos ( Flexión, extensión y cierre total de la mano y agarre de pinza) mientras que son
almacenadas las señales EMG del brazo a estudiar, con el objetivo de calibrar el dispositivo.
4. Se verifica la adquisición de la señales EMG con Matlab R©, registradas estas pruebas en
el Anexo D.
5. Se hace una investigación documental retrospectiva que engloba la revisión de una serie
de preguntas en el numeral 1 y 2 del formato de ”Validaciones experimentales de Dharma
1.0”(Ver Anexo C).
6. Se efectúan los ejercicios motores correspondientes al numeral 3 del formato, realizando
la lista de chequeo.
7. Se analiza y verifica la interacción del paciente con la interfaz virtual, (Ver numeral 4-
Interacción con el objeto, del formato).
8. Se finaliza realizando una serie de preguntas correspondientes al numeral 5- del formato,
con el fin de verificar la inmersión y confort del paciente con el software desarrollado.
Se realizó pruebas con dos pacientes, el primero con malformación congénita en su miembro
superior izquierdo, y el segundo con amputación trasradial de miembro superior de lado
izquierdo, debido a un accidente laboral hace 18 años. El dispositivo MYO Armband R© se
ubica según las recomendaciones de los desarrolladores del dispositivo (sección 3.4), ubican-
do el electrodo principal(donde se encuentra el logo) en el antebrazo del paciente sobre el
músculos branquioradial, en la Figura 5-1 se presenta los músculos mas aproximados a los
ocho electrodos de grado médico del brazalate.
Al realizar el entrenamiento inicial, correspondiente a la calibración del MYO Armband R©
se hace uso del ”Diagnostic MYO”[64], con el propósito de: verificar el funcionamiento ópti-
mo del MYO Armband R©, el de garantizar la correcta adquisición de las señales EMG y el
reconocimiento de los movimientos. Se ubica el dispositivo Myo Armband en el antebrazo, se
realiza los movimientos de flexión, extensión, aducción y cierre total de la mano, calibrados
previamente en la interfaz ”Myo Conect”, de Thalmic Lab, creando un nuevo perfil, como
se indicó en la sección 3.4.2.
70 5 Pruebas
Figura 5-1.: Ubicación del Myo Armand sobre los músculos del antebrazo
En la Figura 5-2 se observa la gráfica de las señales EMG al realizar el gesto de puño. En
la Tabla 5-1 se muestra, para esta prueba, los electrodos con la dominancia de cada gesto
detectado, en donde el color rojo indica mayor dominancia, el naranja un nivel medio, el
amarillo un nivel bajo y el azul una dominancia cercana a nula. En el caso de las prótesis
desarrolladas para esta investigación, la prótesis virtual FlexyHand el gesto puño correspon-
de al agarre prensil y para la prótesis Michelangelo R© corresponde a los agarre de pinza;
flexión y extensión ambas prótesis tiene disponibles estos gestos.
Figura 5-2.: Pruebas de funcionamiento con el Diagnostic Myo.
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Se evidencia en las poses de puño, extensión y aducción que el electrodo seco, situado sobre
el musculo braquiradial es factor común entre las tres poses, en este caso, teniendo mayor
dominancia. Con referente a la extensión y flexión de la muñeca, los electrodos activos son
distintos, como se observa en la Tabla 5-1 ya que el extensor radial largo del carpo y el ex-
tensor cubital del carpo son unos de los músculos que permite la extensión, y con referencia
la extensión de la muñeca, algunos de los encargados del movimiento son el músculo flexor
cubital del carpo y el palmar largo. La ubicación de los electrodos EMG es importante para
ciertos tipos de gestos, ya que diferentes movimientos de manos y dedos son controlados por
los diferentes grupos musculares, se evidencia que para el gesto de extensión los electrodos
ubicados en la parte superior del brazo se activan con mayor dominancia a diferencia de
los electrodos ubicados en la parte inferior donde son activados con mayor dominancia al
reconocr el gesto de flexión.
Tabla 5-1.: Activación de los electrodos prueba inicial
5.1. Paciente con malformación congénita
La persona con amputación congénita (paciente 1), no ha recibido una prótesis a lo largo de
su vida, como tampoco ha recibido entrenamiento alguno, sin embargo, muestra gran interés
en el prototipo desarrollado (Ver Figura 5-3). En la Tabla 5-2 se presenta las caracteŕısticas
del paciente.
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Figura 5-3.: Pruebas paciente con malformación congenita.
Tabla 5-2.: Caracteŕısticas primer paciente
Peso Talla Ocupación Edad Sexo Miembro afectado
65 kg 1.65 m Estudiante 19 Masculino Izquierdo
Luego del entrenamiento previo usado el MYO Armband R© , con el objeto de calibrar el
dispositivo, se verifica la adquisición de la señales EMG con Matlab R© , evidenciadas estas
pruebas en el Anexo D, con la respectiva extracción de algunas de las caracteŕısticas de estas
señales.
Se realiza los ejercicios motores correspondientes al numeral 3 del formato, lista de verifi-
cación, los resultados se muestran en la Tabla 5-3, en escala del 1 al 5, el paciente obtuvo
la maxima puntuación, cinco (al ser el 5 ejercicio completado a cabalidad), al realizar los
ejercicios indicados del antebrazo; y en cuanto a los ejercicios para la protesis de mano
virtual (sección mano), obtuvo una respuesta positiva equivalente al 97.5 %, indicando un
buen resultado en la realizacion de los ejercicios planteados (validados por el rehabilitador
en miembro superior).
Tabla 5-3.: Ejercicios motores del paciente 1.
Sección Extensión Flexión Supinación Pronación Cierre Apertura
Antebrazo 5 5 5 5 N/A N/A
Mano 5 4.6 N/A N/A 4.9 5
En la Figura 5-4 se ilustra la visualización de los movimiento de la protesis FlexyHand rea-
lizada por el paciente 1, para los ejercicios motores de la mano en el entorno Dharma 1.0.,
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en la Tabla 3.2 del Capitulo 3 se indicá la relación de los electrodos de grado médico del
dispositivo Myo Armband con los músculos del pacientes (ver Figura 5-1 de los músculos
involucrado) y la acción que realiza sobre le miembro superior.
Figura 5-4.: Movimientos de la prótesis virtual.
Con referencia a la curva de aprendizaje, para la interacción del objeto virtual con el pacien-
te, se evidencia en la Figura 5-5 que el entorno Dharma 1.0 es intuitivo, luego de indicarse
los pasos a seguir, se obtiene una excelente respuesta en la adquisicion de los datos espaciales
y señales EMG del MYO Armband R© , se verifica si el paciente es capaz de interactuar de
forma natural con el sistema.
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Figura 5-5.: Numero de intentos vs Interacción con el objeto
El paciente agarra bien el objeto, lo pueden mantener por mas de 30 segundos y facilmente
pueden transladar el objeto de una posición a otra,como también realizó los movimiento
indicados, tales como trasladar el objeto de un lado a otro y luego soltarlo a cabalidad.
Las respuestas del paciente a las preguntas del numeral 5, verifican la satisfacción, aceptación
y percepción del paciente con el MYO Armband R© y Dharma 1.0. Se observó, que el paciente
no presentó molestias con el dispositivo al realizar los diferentes ejercicios motores indicados
e interactuar con el objeto, considerando el MYO Armband R© como cómodo y confiable. Aśı
mismo manifestó que la interfaz gráfica es motivante y de fácil interacción. En referencia a
la pregunta 5.12 ”Le gustaŕıa ver otra clase de proteśıs”, indica que le gustaŕıa ser partici-
pe del diseño, al igual que le gustaŕıa que se tuviera más GDL para interactuar con el sistema.
5.2. Paciente con amputación por accidente laboral
El segundo paciente, tiene 52 años de edad ( las caracterisiticas se indican en la Tabla
5-4) , tuvo un accidente laboral hace aproximadamente 18 años en su miembro superior
dominante (izquierdo) con una maquina industrial. El paciente recibió terapias a los tres
meses posteriores de la ciruǵıa de amputación. Estas terapias correspond́ıan a ejercicios de
fortalecimiento del muñón haciendo uso de pesas. Aśı mismo, en las terapias se realizaba
estimulación de los músculos por medio de pequeños voltajes, lo que permitió al personal
médico verificar el correcto funcionamiento de la activación muscular.
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Tabla 5-4.: Caracteŕısticas del paciente 2
Peso Talla Ocupación Edad Sexo Miembro amputado
70 kg 1.68 m Trabajador 52 Masculino Izquierdo
Desde su accidente el paciente ha recibido dos prótesis; inicialmente, un gancho mecánico
que le generó problemas de manguito rotador, por lo que fue suspendido su uso. Hace seis
años la ARL le entregó una prótesis mioeléctrica (Figura 5-6 ). Esta prótesis, cumple la
función de apertura y cierre por medio de la adquisición de señales EMG de dos electro-
dos bipolares secos. El paciente indica que la prótesis es demasiado pesada y que tan solo
la ha usado aproximadamente un 30 % del tiempo, evidenciando un inconformismo frente
a la prótesis. Adicionalmente, indica que aunque el accidente sucedió hace varios años, en
ocasiones presenta la sensación del miembro fantasma, sin embargo, esta sensación ha dis-
minuido al transcurrir los años. En la Figura 5-7 se muestra al paciente portando el MYO
Armband R© para realizar las pruebas respectivas.
Figura 5-6.: Prótesis Mioeléctrica entregada por la ARL
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Figura 5-7.: Pruebas a paciente con amputación por accidente laboral.
Se realiza el entrenamiento previo usado el MYO y el prototipo Dharma 1.0, correspondien-
tes al numeral 3 del formato (lista de verificación) con el objeto de que el paciente se adapte
previamente, dando como resultado lo ilustrado en la Tabla 5-5, para el antebrazo, y la
simulación de los movimientos de la muñeca de la prótesis virtual; en escala de 1 al 5, al ser
el 5, ejercicios completados a cabalidad y reconocido satisfactoriamente.
Tabla 5-5.: Ejercicios motores del paciente 2.
Sección Extensión Flexión Supinación Pronación Cierre Apertura
Antebrazo 5 5 5 5 N/A N/A
Mano 5 4.4 N/A N/A 4.8 5
Con referencia al numeral 4 del formato, se verifica la interacción del paciente con la interfaz
virtual, se evidencia que el paciente necesitó 3 intentos, antes de agarrar el objeto, luego de
esto, fácilmente traslada el objeto y lo mantiene agarrado por un tiempo mayor a 30 seg
(Figura5-8).
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Figura 5-8.: Interacción con el objeto virtual vs número de intentos.
El paciente indica, que es una excelente alternativa de rehabilitacion y de adaptacion a una
protesis mioelectrica, la cual puede realizar desde su casa, lo considera confiable, confortable
y no sintió molestia alguna al tener el dispositivo por mas de una hora de uso.
En referencia a las las respuestas al formato del Anexo C, correspondiente a aspectos gene-
rales, son 100 % positivas para el paciente, con referencia al ambiente virtual desarrollado
en esta investigación y su futura aplicabilidad. Resalta como aspectos positivos el hecho de
poder escoger su protesis antes de ser diseñada, ser parte del diseño conceptual de esta, y
poderla manipular virtualmente antes de que sea entregada.
Con referencia a la pregunta 5.4 ”si considera el MYO Armband R© confiable”, la respuesta es
positiva, a pesar que solo lo ha usado por un corto tiempo, generando expectativa de querer
interarctuar mas con el dispositivo, de la misma forma, en la pregunta 5.12 ”Le gustaŕıa
ver otra clase de proteśıs”muestra una aceptación a ambas proteśıs que se tiene por defecto
(FlexyHand R© y Michelangelo R© ) pero indica que les gustaria tenerla personalizadas, como
el color de su piel y sentir el peso real de la proteśıs.
5.3. Discusión
Durante las pruebas realizadas del prototipo Dharma 1.0, se observó un entusiasmo por parte
de los pacientes, y una gran motivación por las instrucciones que se les indican al visualizar
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el control de la protesis y poder transladar un objeto. El primer paciente, a pesar de no tener
experiencia previa en la utilización de una protesis, presentó una excelente respuesta y una
adaptación más rapida de la esperada al entorno virtual. A diferencia del paciente dos, que
expresaba tener dificultades iniciales posiblemente por el hecho de usar previamente prote-
sis y sentir ocasionalmente la sensación del miembro fantasma, lo cual lo condicionaba sus
movimientos.
Al realizar la calibracion del MYO Armband R© con el primer paciente (con malformación
congenita), se observó que realizaba facilmente los movimientos indicados, presentando di-
ficultad unicamente en los dos primeros intentos para la calibracion del movimiento de ex-
tension de muñeca.
El segundo paciente, necesitó cuatro intentos para poder realizar la calibración de la simu-
lación de extensión de muñeca en su miembro amputado. Se observó que al indicarle que
realice los movimientos de flexion de la muñeca y no poderlo realizar en un primer intento,
repite el mismo movimiento con el miembro sano (derecho), para asi tener una referencia del
gesto. Adicionalmente, al retirar el Myo Armband R© del paciente y volverlo a colocar con
mayor rigurosidad, se mejoró la adquisición de las señales EMG , evidenciando la importan-
cia que tiene la correcta ubicación de los electrodos sobre los grupos músculares.
En las pruebas realizadas usando Diagnostic MYO y Matlab (registradas en el ANEXO D),
se verificó que las señales EMG son magnitudes muy inestables, que vaŕıan dependiendo de
varios factores (como: afectación del miembro, ubicación de los electrodos, esfuerzo aplicado
al musculo, entre otros). Sin embargo, el MYO Armband R© soluciona en parte este proble-
ma, ya que tiene creadas librerias y conjuntos de funciones cuyos protocolos de comunicación
habilitan el flujo de datos para su procesamiento en Matlab R© y Unity R© , reconociendo los
gestos por medio de la adquisicon de las señales EMG de los electrodos secos. Posteriormente
es posible acceder a estos gestos como funciones dadas y no como valores de señales en crudo.
Por otro lado se observa, que el desempeño de los pacientes fue similar en casi todas las fases
del protocolo sugerido, tanto en los ejercicios motores, interactividad del entorno, y aspectos
generales. El entorno Dharma funcionó como se pretend́ıa, al parecer es prometedor para la
rehabilitación de pacientes con dificultades motoras, ya que brinda la posibilidad de incluir
ejercicios repetitivos y protocolos adaptados a las necesidades del paciente.
Una de las dificultades que expresó el paciente con amputación por accidente laboral, es
que al tener prótesis tan pesada sent́ıa una gran desmotivación al usarla, por lo cual sugeŕıa
prótesis más livianas y adaptables a su contorno. De hecho, las prótesis mecánicas son rela-
tivamente pesadas y su uso puede resultar incómodo antes de un periodo de cicatrización,
mientras que por el contrario, desarrollos como Dharma 1.0 podŕıa ser utilizada a principios
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del trauma para complementar la rehabilitación, practicar repetitivamente un entrenamien-
to, aśı como adquirir nuevas habilidades motoras. Adicionalmente podŕıa reducir los tiempos
y costes de fabricación porque permitiŕıa realizar una valoración complementaria del trata-
miento final en el paciente a partir de prótesis virtuales, sin necesidad de fabricar prótesis
f́ısicas desde el inicio.
Los datos capturados y visualizados (en la interfaz gráfica) en tiempo real de aceleración,
velocidad angular y señales EMG en crudo de cada electrodo; se identifican como la base
de futuras investigaciones, puesto que son una forma útil de proporcionar retroalimentación
adicional al personal médico sobre el desempeño del paciente durante la ejecucion de los ejer-
cicios indicados, aśı como, del avance del rendimiento durante las sesiones de rehabilitación.
Las pruebas realizadas en esta investigación permiten corroborar las premisas reportadas en
[21, 39] , respecto a la posibilidad de usar entornos virtuales en varios tipos de pacientes,
con diferentes clases de ejercicios para su rehabilitación. Aśı como de tener un control sobre
el entorno con el que el usuario interactúa. Este entorno de realidad virtual al proporcionar
una retroalimentación visual en usuarios con amputación de miembro superior, se presenta
como una herramienta complementaria que podŕıa favorecer la adaptación a los miembros
artificiales, como también aportaŕıa al mejoramiento de la calidad en la prestación de los
servicios médicos.
6. Conclusiones
En respuesta a los objetivos planteados, se desarrolla un prototipo virtual que emula dos
prótesis de mano virtual, una de código abierto y una segunda prótesis comercial, las cuales
permitieron validar el desempeño de los pacientes en dicho ambiente con configuraciones
espećıficas, para manipular poliedros regulares convexos con base en señales EMG, con ex-
celentes resultados.
Se determinó la configuración de prótesis de mano adecuada a utilizar en el ambiente virtual
desarrollado, con base en las necesidades de los pacientes y al criterio de los rehabilitadores
de la Universidad, aśı mismo, teniendo en cuenta la población vulnerable de Colombia con
amputación de miembro superior, se realizó el estudio con una prótesis de fácil adquisición
y de código abierto (FlexyHand R©).
Se observa que los pacientes tienen gran motivación al interactuar con el entorno desarrolla-
do sin tener afectación alguna por el uso del dispositivo MYO Armband R© y la ejecución de
los ejercicios realizados en Dharma 1.0 con el protocolo de pruebas avalado por el comite de
ética de la Universidad, ajustado a los éstandares de la buena práctica cĺınica considerando
que las medidas que estan siendo tomadas para proteger a los pacientes son adecuadas (
Acta No. 019-234-16). La interacción radica al permitir visualizar la prótesis antes que esta
sea fabricada, indicando las posibles mejoras que se desean obtener en la parte funcional por
parte de las adecuaciones biomecánicas y la parte estética por parte de los diseñadores. De
lo anterior se concluye que la buena aceptación por parte de los pacientes es debido a la
visualización de los movimientos en tiempo real de la prótesis virtual, aśı como su aspecto
estético y su fácil adaptación al entorno.
Las pruebas iniciales realizadas evidencia que el desarrollo del prototipo Dharma puede ser
utilizado para que un paciente practique repetitivamente un entrenamiento, aśı mismo ser
un instrumento para adquirir nuevas habilidades motoras. Se evidencia que la implemen-
tación de la realidad virtual en las prótesis, es de utilidad para entrenar a un paciente sin
importar su anatomı́a, mientras que la prótesis fabricada es definitiva, permitiendo realizar
ejercicios motores y terapias ocupacionales en ambientes controlados, se genera atención y
motivación en los pacientes y permitiendo realizar estas actividades sin necesidad de estar
en un laboratorio o consultorio médico.
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Los resultados fueron satisfactorios, por parte de las personas que se les realizaron las prue-
bas. En la misma ĺınea el personal médico evidencia un alto grado de aceptación del entorno
desarrollado, indicando que es un proyecto que facilita el proceso de prescripción, adaptación
y entrenamiento protésico en un ambiente de inmersión. Esto se debe, a que la investigación
se desarrolló teniendo en cuenta la parte ingenieril, médica y de diseño a la par.
El uso de Unity R© , se evidencia como una excelente herramienta que nos permite proponer
una gran variedad de entornos simulados, motivan a los pacientes en la realización de su
rehabilitación a la par que el médico realiza su evaluación, con la facilidad de que las rutinas
puedan ser trabajadas desde la casa y posteriormente ser monitoreadas, a un bajo costo,
reorientando el objetivo inicial del software Unity R© , para el mejoramiento de los entrena-
mientos y de la calidad de vida de los pacientes.
Las prótesis incluidas dentro del entorno virtual, deben tener el mayor acercamiento posible
a las restricciones de la prótesis f́ısica tales como los movimientos y velocidades diseñadas,
con el fin, de no generar falsas expectativas de las simulaciones que no se tendŕıan, perdiendo
la confianza en el entorno virtual, ya que éste debe ser inmersivo pero acorde a la realidad,
teniendo una mayor certeza que el paciente al hacer uso de su prótesis f́ısica, podrá contro-
larla de la misma manera como lo hizo con el prototipo Dharma.
La presente investigación sienta las bases para desarrollar herramientas de diagnósticos y/o
entrenamientos en personas con afectaciones motrices temporales que afecten la movilidad
del miembro superior, al tener una interfaz interactiva, que posibilita planificar el movimiento
y la coordinación de su cuerpo en el espacio, teniendo una retroalimentación del rendimiento
obtenido, al verificar la informacion de los datos espaciales que brinda el software Dharma
1.0., asi como la ejecución de ejercicios motrices personalizado, al conseguir un mayor grado
de personalización y realizar rutinas establecidas por el personal médico.
Adicionalmente, en el desarrollo del cuestionario, se corrobora que es necesario el v́ınculo
paciente, personal médico e ingenieril, con el objeto de que la rehabilitación sea más eficien-
te, productiva y satisfactoria por parte del paciente, al obtener la prótesis en conformidad
con sus necesidades y deseos, y adecuadas a las caracteŕısticas anatómicas, biomecánicas y
funcionales de cada paciente.
En efecto los dispositivos tecnológicos y los software desarrollados, son herramientas que nos
permite avanzar en las investigaciones y en aplicaciones que mejoran la calidad de vida de
las personas, en las diferentes áreas de interés, de manera que se integran los conocimientos y
experiencias de profesionales con objetivos comunes y con enfoques complementarios, usando
las herramientas disponibles.
7. Trabajos Futuros
Los trabajos futuros deberán incluir la caracterización de las señales EMG de los ocho
electrodos obtenidas por MATLAB MEX Wrapper adicionales a la desarrollada en esta in-
vestigación, usando wavelets, fractales o estad́ıstica espacial, analizando el mejor método
de caracterización de las señales, como también, clasificarlas para obtener más gestos de la
mano, logrando aśı un mayor control de las prótesis mioeléctricas multifuncionales.
En referencia al software desarrollado, se observa la necesidad de realizar una base de datos
de la aplicación Dharma 1.0, con el fin de almacenar los registros de cada paciente, que
permitan brindarle al personal medico una estad́ıstica del proceso, para aśı generar terapias
personalizadas.
Hacer uso de un segundo MYO Armband R© para la adquisición de las señales del brazo del
paciente, con el fin de realizar un mayor control sobre una prótesis multifuncional, como
también analizar el comportamiento de la señales EMG del miembro sano del paciente.
Es recomendable hacer uso de la realidad aumentada para una mayor inmersión de los pacien-
tes en el entorno, aśı mismo, generar un grado de libertad adicional para el desplazamiento
de los individuos a lo largo de ambientes simulados con mayor interactividad.
Se plantea complementar la inmersión del prototipo de software, Dharma 1.0, al incluir la
háptica dentro de investigaciones posteriores, con el fin de tener la sensación de agarrar los
objetos y garantizar el control de fuerza de la prótesis virtual, correspondiente al peso de los
objetos que se manipulan.
A. Anexo: Especificaciones de los
dispositivos
A.1. Sensor Inercial GY-88
Este sensor está compuesto principalmente por un módulo MPU-6050, correspondiente al
acelerómetro y el giroscopio, y a un magnetómetro, HMC5883L. Su descripción se presenta
a continuación, tomados de los datasheet correspondientes. Se pueden acceder a través de
I2C por medio de las conexiones SDA, SCL, tierra y VCC.
Tabla A-1.: Descripción de los pines de conexión MPU6050.
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Figura A-1.: Pines de conexión MPU6050.
Figura A-2.: Diagrama de Bloques MPU-6050.
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Tabla A-2.: Sensibilidad eje-cruce vs. Error de orientación mpu-6050
Figura A-3.: Diagrama esquemático interno HMC5883L
A.2. Sensor Muscular V3.0
Las especificaciones del sensor muscular V3.0 se muestran a continuación, aśı como los pines
de conexión y el diagrama esquemático del sensor.
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Figura A-4.: Pines de conexión.
Figura A-5.: Diagrama esquemático del Sensor Muscular V3.0
A.3 Sensor MYO Armband R© 87
Tabla A-3.: Especificaciones Eléctricas del Sensor muscular V3.0
Parámetros Min. Max
Voltaje de entrada ± 3.5V ± 18V
Ganancia de entrada,





Voltaje de la señal de salida
(Rectificada y suavizada)
0V +Vs
Voltaje de entrada diferencial 0mV +Vs/Ganancia
A.3. Sensor MYO Armband R©
El MYO Armband R© internamente tiene un procesador MK22FN1M0, que permite realizar
la caracterización y clasificación de las señales EMG, aśı como procesar los datos espaciales
adquiridos por el brazalete. Se ilustra a continuación con sus respectivas especificaciones.
Figura A-6.: Diagrama de bloques del procesador MK22FN1M0
En la Figura A-7 se ilustra el diagrama de bloques y sus especificaciones generales del
bluetooth de baja enerǵıa del MYO Armband R© .
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Figura A-7.: Diagrama de bloques del NRF51822.
Para la captura de los datos espaciales del brazalete MYO, este usa un sensor inercial,
espećıficamente el MPU9150, como se observa en la FiguraA-8, que permite suministrar la
orientación y posiciones en cuaterniones. El rango de cada sensor es configurable: la escala del
acelerómetro puede ser de ± 2g, ±4g, ±6g, ±8g, o ±16g, el giroscopio puede soportar ±250,
±500, and ±2000 ◦/s, y con respecto al magnetómetro tiene un rango de escala completa de
±1200µT (±12 gauss).
Figura A-8.: MPU 9150 en la placa PCB del MYO
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Figura A-9.: Diagrama de conexión del MPU9150 tomado del datasheet
Figura A-10.: Diagrama de bloques tomado del datasheet.
B. Anexo: Software Utilizados
En el desarrollo de este entorno virtual, se hicieron uso de una serie de herramientas in-
formáticas, las cuales se describen a continuación:
B.1. Arduino R©
Arduino es un software de código abierto, que permite la programación de las placas E/S
arduino, la cual integra un microcontrolador y un entorno de desarrollo (IDE), con lenguaje
de programación basado en Wiring, orientado en el entorno de programación de Processing
para la creación de prototipos basada en software y hardware flexibles y de fácil uso. El ar-
duino Uno, permite hacer uso del protocolo de comunicación I2C entre el microcontrolador
y el periférico.
Las especificaciones de la placa Arduino Uno R3, que se utilizó en el desarrollo de esta in-
vestigación se especifica a continuación:
Microcontrolador: ATmega328
Voltaje de entrada: 7-12V
Voltaje de alimentación: 5V




Interfaz de programación: USB v́ıa ATMega16U2
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Figura B-1.: Placa Arduino Uno R3.
B.2. MAYA R©
Maya R© es un software de animación 3D con excelentes herramientas de modelado, rende-
rizaciÓn, simulación, texturizado con una excelente calidad gráfica. El lenguaje que usa es
Embedded Language, conocido como MEL, que permite la creaciÓn de scripts y personalizar
el paquete.
Maya R© le brinda al usuario la posibilidad de realizar animaciones por cuadros, procedimien-
tos y secuencias, al igual que la simulaciÓn de efectos de fluidos, modela mallas de poĺıgonos
y superficies, y renderizadores integrados.
B.3. UNITY R©
Unity es un motor de juegos multiplataforma, totalmente integrado con herramientas intui-
tivas que facilitan su uso y creación de contenido 3D interactivo. Usa script para el desarrollo
de los proyectos en lenguaje C# y Java, integrando la parte grafica art́ıstica con el control
a través de algoritmos computacionales, dando realismo en los videojuegos por medio de un
repositorio de efectos visuales junto a un motor f́ısico.
Unity contiene un sistema de animación llamado Mecanim, integrado de forma nativa, con
un control de peso de las animaciones en tiempo de ejecución, llamado de eventos, dentro
de la reproducción de la animación. Aśı mismo, para cualquier animación que se necesite,
Unity tiene una máquina de estados, transiciones y árboles de mezcla.
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B.4. MATLAB R©
Es un software matemático que maneja un lenguaje de programación M, en un entorno
interactivo para el cálculo numérico, la visualización y la programación en un entorno de
desarrollo integrado(IDE). Con la capacidad de manipulación de matrices, la representación
de datos y funciones, la implementación de algoritmos, la creación de interfaces de usuario
(GUI) y la comunicación con programas en otros lenguajes y con otros dispositivos hardware.
Adicionalmente MATLAB tiene herramientas para la simulación a través de bloques, Simu-
link y un editor de interfaces de usuario, GUIDE, y permite adicionar las cajas de herra-
mientas (toolboxes) y las de Simulink con los paquetes de bloques (blocksets). Posee una
fácil visualización de los datos y la obtención de información a partir de los gráficos de vi-
sualización.
C. Anexo: Documentación de pruebas
Para realizar las pruebas preliminares con pacientes del prototipo Dharma 1.0, se diseñó el
formato de validaciones experimentales y de consentimiento informado. Adicionalmente, se
solicitó el concepto del comité de ética de la Universidad Nacional (Acta de evaluación No:
019-234-16). Esta documentación se presenta a continuación:
94 C Anexo: Documentación de pruebas
95
96 C Anexo: Documentación de pruebas
97
D. Anexo: Pruebas Realizadas
Las pruebas de los ejercicios motores indicados en el formato ”Validaciónes experimentales
de Dharma 1.0” se muestran a continuación del paciente con malformación congenita en el
miembro superior izquierdo. Se usó el Myo SDK MATLAB MEX Wrapper de [65] para la
visulació de la adquisición de las señales EMG y los datos de aceleración, quaterniones y del
giroscopio. Los valores de las caracteŕısticas de la señales indicados para los gestos flexión,
extensión y puño se obtuvieron por medio de un m-file desarrollado con las ecuaciones
indicadas en la sección 2.2.1, el cual se intengro al Wrapper.
Figura D-1.: Pruebas ejercicios motores
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Figura D-2.: Adquisición de señales movimiento de extensión de la muñeca.
Tabla D-1.: Valores de las caracteŕısticas EMG para extensión.
FLEXION RMS MAV IEMG
CH1 0.0641 0.0479 47.5859
CH2 0.0454 0.0350 34.7734
CH3 0.0399 0.0312 31.0156
CH4 0.0491 0.0364 36.1328
CH5 0.1876 0.1380 137.1406
CH6 0.2135 0.1605 159.5703
CH7 0.1214 0.0869 86.4141
CH8 0.1374 0.1016 100.9688
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Figura D-3.: Adquisición de señales movimiento de flexión de la muñeca.
Tabla D-2.: Valores de las caracteŕısticas EMG para flexión.
EXTENSION RMS MAV IEMG
CH1 0.1371 0.1050 103.7656
CH2 0.0825 0.0651 64.2969
CH3 0.0732 0.0572 56.5234
CH4 0.1810 0.1359 134.2969
CH5 0.3999 0.3215 317.6641
CH6 0.1790 0.1347 133.0859
CH7 0.0620 0.0469 46.3672
CH8 0.0971 0.0740 73.1172
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Figura D-4.: Adquisición de señales movimiento de cierre de la mano.
Tabla D-3.: Valores de las caracteŕısticas EMG para cierre de la mano.
PUÑO RMS MAV IEMG
CH1 0.1190 0.0904 89.1016
CH2 0.2107 0.1477 145.6016
CH3 0.1094 0.0797 78.5469
CH4 0.0441 0.0345 34.0156
CH5 0.0977 0.0600 59.1797
CH6 0.0879 0.0652 64.3047
CH7 0.0747 0.0552 54.4141
CH8 0.0854 0.0643 63.4375
Las respuestas de los dos pacientes con referencia la numeral 5 del formato: ”Validaciones
experimentales de Dharma 1.0”se muestra en la Tabla D-4.
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Figura D-5.: Adquisición de señales para el brazo relajado
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