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Partitions of Points into Simplices with k-dimensional Intersection.
Part I: The Conic Tverberg’s Theorem
JEAN-PIERRE ROUDNEFF
Tverberg’s 1966 theorem asserts that every set X of (m−1)(d+1)+1 points in Rd has a partition
X1, X2, . . . , Xm such that
⋂m
i=1 conv Xi 6= φ. We give a short and elementary proof of a theorem on
convex cones which generalizes this result. As a consequence, we deduce several divisibility proper-
ties, including the characterization of extremal sets which have no partition such that
⋂m
i=1 conv Xi is
at least one-dimensional and, in the particular cases m = 3 and m = 4, the proof of Reay’s conjecture
that every set of (m − 1)(d + 1) + k + 1 points in general position in Rd has a partition such that⋂m
i=1 conv Xi is at least k-dimensional.
c© 2001 Academic Press
1. INTRODUCTION
In 1966, Tverberg proved the following theorem, now considered a classical result in con-
vexity theory.
THEOREM 1.1 (TVERBERG’S THEOREM [10, 12]). Let X be a set of (m − 1)(d + 1)+ 1
points in Rd . Then there is a partition X1, X2, . . . , Xm of X such that
⋂m
i=1 conv X i 6= φ.
The original article [10] was very involved but Tverberg gave a simpler proof in 1981 [12].
New methods were found only recently, which led to more elegant proofs of the result [9,
14]. Soon after its publication, several extensions of Tverberg’s theorem were derived [11] or
conjectured [5]. Special attention was paid to finding conditions for X to be (m, k)-divisible,
i.e., to have a partition X1, X2, . . . , Xm such that its set
⋂m
i=1 conv X i of Tverberg points is at
least k-dimensional. Of course, there is also a price to pay for (m, k)-divisibility: X must have
sufficiently many elements, but independence conditions are also required (since, for instance,
the points of X cannot be collinear when k ≥ 2). The most natural independence condition
is general position, which means that no d + 1 points (or less) are affinely dependent. The
following conjecture is still unsolved in its generality.
CONJECTURE 1.2 (REAY’S CONJECTURE [5]). Any set of (m − 1)(d + 1)+ k + 1 points
in general position in Rd is (m, k)-divisible.
In this paper, we give a generalization of Tverberg’s theorem where convex hulls are re-
placed by positive cones (‘the conic Tverberg’s Theorem’ 2.1). The proof is short and self-
contained and can be considered as an elementary method to prove (the classical) Tverberg’s
theorem. We then apply Theorem 2.1 to give sufficient conditions for an (m, k − 1)-divisible
set of points to be (m, k)-divisible. These results are used to prove several divisibility the-
orems. We show that any set of 2d · (m − 1) + 2 points in Rd is (m, 1)-divisible, a result
conjectured by Reay and recently proved by Tverberg. Moreover, the subsets of Rd of cardi-
nality 2d ·(m−1)+1 which are not (m, 1)-divisible are characterized, answering a question of
Tverberg. In Section 5, we consider the case of general position. We prove Reay’s conjecture
in the particular cases m = 3 and m = 4. Finally, Theorem 5.3 makes a step towards proving
the general conjecture, by showing that any set X with sufficiently many points in general
position in Rd is (m, k)-divisible. For fixed k and d , the bound that we obtain for |X | grows
like 32 md when m tends to infinity (compared with md in Reay’s conjecture). In Part II [8],
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the tools developed here will be used extensively to prove Reay’s conjecture in dimensions 4
and 5, and (m, k)-divisibility theorems for sets with other independence conditions.
Throughout this paper, we have tried to distinguish between Euclidean, affine, projective
and combinatorial arguments. The reason stems from the observation that Tverberg’s theorem
states a result of affine nature and one could expect to prove it with the tools of affine geom-
etry alone. It is even possible that a purely combinatorial proof could be given if the partition
conjecture is true (see [3]). However, like several other proofs, our generalization uses a Eu-
clidean structure on Rd . In contrast, distances are no longer needed in our applications, and
some of them are essentially projective versions of Tverberg’s theorem. Nevertheless, we have
often given a reformulation of the geometric arguments used in the proofs in terms of oriented
matroids, which may constitute a purely combinatorial treatment of many of our results. The
knowledge of oriented matroid theory is not necessary here, but will be required in [8], where
it becomes a useful and, we believe, very natural tool (see [2] for the basic notions concerning
this theory).
2. THE CONIC TVERBERG’S THEOREM
Tverberg’s theorem has been extended in several ways. For instance, the main result of [11]
considers flats instead of points. The purpose of this section is to give yet another general-
ization, that will be referred to as ‘the conic Tverberg’s theorem’, in which convex hulls are
replaced by the more general notion of positive cones.
In the remainder of this paper, we shall use the following terminology. Let L be a flat of
Rd and X be a finite subset of Rd such that L 6= φ or X 6= φ. We denote by [L , X) the
positive cone (of dimension dim aff (L ∪ X)) defined by L and X , i.e., the set of barycentres∑
x∈L∪X αx · x with
∑
x∈L∪X αx = 1 and αx ≥ 0 for all x ∈ X . We note that if L = {a} and
X = {b}, [a, b) just means a half-line and if L = φ, then [L , X) reduces to the convex hull of
X ; also, if X = φ, we have [L , X) = L . We say that a collection of flats of Rd is in general
position at infinity if the hyperplane at infinity does not contain any vertex of the projective
arrangement defined by those subspaces. In other words, each subcollection of these affine
subspaces which crosses at infinity also crosses in Rd . Finally, we make the usual convention
that dimφ = −1.
THEOREM 2.1 (THE CONIC TVERBERG’S THEOREM). Let X be a finite set of points in
Rd and L1, L2, . . . , Lm be a collection of flats of Rd in general position at infinity. If |X | +∑m
i=1(1 + dim L i ) ≥ (m − 1) · (d + 1) + 1, then there is a partition X1, X2, . . . , Xm of X
such that
⋂m
i=1[L i , X i ) 6= φ.
We note that Theorem 2.1 is equivalent to Tverberg’s theorem if all the L i are empty and
that the case X = φ is a combinatorial translation of the general position at infinity property.
PROOF. We consider Rd as the affine space Pd\H∞, where Pd denotes the projective space
of dimension d and H∞ the hyperplane at infinity. We first observe that the convex depen-
dences of our configuration of points X and flats L1, L2, . . . , Lm are not modified by slightly
moving H∞, i.e., the fact that a given point belongs to the positive cone defined by a flat L i
and a subset X i of X is preserved. In other words, the oriented matroid of affine dependences
defined by X and the union of finite spanning subsets of the L i remains the same (see [2] for
this notion). Thus, we may assume that H∞ contains no vertex of the projective arrangement
of hyperplanes defined by X and the flats L1 L2, . . . , Lm .
Next, we equip the (new) affine space Rd = Pd\H∞ with a Euclidean structure. We
select a partition X1, X2, . . . , Xm of X and a point ω of Rd such that the number µ =
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i=1(d(ω, [L i , X i )))2 is a minimum, were d denotes the distance function. If µ = 0, we
are done, so we assume that µ > 0 in the following.
Let pi denote the unique point of [L i , X i ) such that d(ω, pi ) = d(ω, [L i , X i )). The number
µ is clearly also the minimum of the function x 7→ ∑mi=1(d(x, pi ))2. This is well known to
be attained (again uniquely) at the average point 1
m
(∑m
i=1 pi
) (method of least squares). Up
to renumbering, we may suppose that ω 6= pi for 1 ≤ i ≤ t and ω = pi for i > t . Then, ω is
also the average of p1, p2, . . . , pt , so that
∑t
i=1−→ωpi = E0.
Let Si be a minimal subset of X i such that pi belongs to the relative interior of [L i , Si ). In
particular, we have dim L i +|Si | ≤ d. We observe that the flats aff [L i , Si ), i = 1, . . . , t , have
an empty intersection. For if a point x belonged to all of them, we would have −→ωx · −→ωpi > 0
for i = 1, . . . , t (since −→ωpi is orthogonal to [L i , Si )) and hence to aff [L i , Si ) (as pi is in
the relative interior of aff [L i , Si )). But then 0 = −→ωx ·∑ti=1−→ωpi > 0, a contradiction. Thus,
the flats aff [L i , Si ) have an empty intersection and, hence, also do not even meet at infinity
(because of the general position of the hyperplane at infinity and of the L i at infinity), which
gives:
t∑
i=1
(d − dim[L i , Si )) ≥ d + 1.
Since dim[L i , Si ) = |Si | + dim L i by the minimality of Si , we obtain:
t · (d + 1)−
t∑
i=1
(|Si | + dim L i + 1) ≥ d + 1.
Thus
m∑
i=1
|Si | +
m∑
i=1
(1+ dim L i ) ≤ (t − 1) · (d + 1)+ (m − t) · (d + 1) = (m − 1) · (d + 1)
and so there exists at least one point a of X which does not belong to S1 ∪ S2 ∪ · · · ∪ Sm .
Now, since
∑t
i=1−→piω = E0, we have
t∑
i=1
−→piω · −→pi a =
t∑
i=1
−→piω · −→piω +
t∑
i=1
−→piω · −→ωa =
t∑
i=1
(−→piω)2 > 0.
Thus −−→p jω · −→p j a > 0 for some j ≤ t , so that d(ω[L j , S j ∪ a)) < d(ω, [L j , S j )), which leads
to a partition of X lowering µ: a contradiction. 2
REMARK 2.2. A common step in several proofs of Tverberg’s theorem is the existence of
a minimum for a certain function f , which is usually justified by a compactness argument.
It is worth noting that the convexity of f (together with its limit at infinity) also leads to the
result. The simplicity of our proof is due in part to the smoothness of the function f that we
have chosen (in comparison, the function f (x) = max d(x, conv X i ) implicitly used in [14],
requires a discussion on the number of points for which the distance is attained).
We also point out that the modification of the hyperplane at infinity can be avoided, using
continuity arguments as, for instance, in [10]. Indeed, an alternative to this procedure is to
approximate X by a point set X ′, the coordinates of which are algebraically independent
numbers, prove the theorem for X ′ and then pass to the limit. However, one goal of this paper
is also to emphasize the projective aspects of Tverberg’s theorem, which will appear more
clearly in the next section.
Finally, we note that the conic Tverberg’s theorem also holds (again by an easy limit argu-
ment) if X is a multiple point set, i.e., if we allow some points of X to be equal (this remark
will be used in the next section).
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3. TWO LEMMAS ON (m, k)-DIVISIBILITY
Several (m, k)-divisibility theorems, in the present paper as well as in [8], will be proved
by induction on k. For that purpose, we now give sufficient conditions for an (m, k − 1)-
divisible set X in Rd to be (m, k)-divisible. Repeatedly applying this process will produce a
partition X1, X2, . . . , Xm of X such that
⋂m
i=1 conv X i is at least k-dimensional and contains
a prescribed Tverberg point ω of X (the set X is then said to be (m, k)-divisible at ω). Since
we shall make use of the conic Tverberg’s theorem, we begin with some observations to justify
the introduction of positive cones in its statement. Let N be a convex subset of Rd , ω a point
of the relative interior of N and Yi a subset of Rd\aff N . Every point yi of [aff N , Yi ) can be
written, by associativity, as the barycentre
∑
x∈Ai∪xi αx · x of a subset Ai of aff N and a point
xi ∈ conv Yi with ∑x∈Ai∪xi αx = 1 and αxi ≥ 0. If ∑x∈Ai αx 6= 0, then yi belongs to some
half-line [ai , xi ), with ai ∈ aff N (see Figure 1). Moreover, every point zi ∈ [ω, yi ) which is
sufficiently close to ω also belongs to conv (N ∪ xi ), hence to conv (N ∪Yi ). If∑x∈Ai αx = 0(roughly speaking, ai is thrown to infinity), we still have zi ∈ conv (N ∪ Yi ) for zi ∈ [ω, yi )
sufficiently close to ω, by using a similar method (or by applying the preceding reasoning
after a slight move of the hyperplane at infinity).
To prove that pairwise disjoint sets S1, S2, . . . , Sm such that N = ⋂mi=1 conv Si is (k − 1)-
dimensional can be enlarged to obtain an (at least) k-dimensional intersection⋂mi=1 conv (Si∪
Yi ), it is thus sufficient to construct a point y in
⋂m
i=1[aff Si , Yi ) such that y /∈ aff N . To that
purpose, we shall use a ‘projection’ onto a flat, which is referred to as a contraction operation
in oriented matroid theory.
LEMMA 3.1. Let 0 ≤ k ≤ d and X be a set of (m − 1) · (d + 1) + k + 1 points in Rd .
Suppose that there exist subsets S1, S2, . . . , Sm of X satisfying:
(i) S1, S2, . . . , Sm are pairwise disjoint;
(ii) N :=⋂mi=1 conv Si is at least (k − 1)-dimensional;
(iii) S1, S2, . . . , Sm are inclusion-minimal with respect to properties (i) and (ii);
(iv) aff N ∩ conv (X\⋃mi=1 Si ) = φ, i.e., aff N and Y := X\⋃mi=1 Si are strictly separated
by a hyperplane.
Then there exist pairwise disjoint subsets Y1, Y2, . . . , Ym of X\⋃mi=1 Si such that ⋂mi=1 conv
(Si ∪ Yi ) is at least k-dimensional.
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PROOF. For k = 0, the conditions imply that all the Si are empty and Lemma 3.1 is, in
this case, equivalent to Tverberg’s theorem, so we shall only consider the case k ≥ 1 in what
follows.
In addition, we may assume the dimension of N to be exactly k − 1 for otherwise we have
nothing to prove. By condition (iv), there is a hyperplane H which strictly separates aff N and
Y . Let L be a (d − k)-dimensional flat of H . We may assume that H and L are in general
position with respect to these conditions, which means here that every flat of dimension ≥k
defined by points of X intersects L , hence H (see Figure 2).
To prove Lemma 3.1, it suffices, by the observations made at the beginning of this section,
to construct a partition Y1, Y2, . . . , Ym of Y such that L ∩
(⋂m
i=1[aff Si , Yi )
) 6= φ.
Let pi denote the ‘projection’ onto L given by:
pi(y) = L ∩ aff (N ∪ y).
We note that pi(y) is well defined for all y ∈ Y . Indeed, as y /∈ aff N , the subspace aff (N ∪ y)
is k-dimensional, and is not parallel to L , because N and y are separated by H , hence aff (N ∪
y) and L intersect in a single point. Moreover, pi(y) belongs to a (unique) half-line [a, y), with
a ∈ aff N .
When Yi ⊆ Y , every point of [L ∩aff Si , pi(Yi )) is a barycentre of points of aff Si and pi(Yi )
with unit sum
∑
αz and αpi(y) ≥ 0 for all y ∈ Yi . Since pi(y) ∈ [ai , y) for some ai ∈ aff Si ,
this barycentre can also be expressed as an element of L ∩ [aff Si , Yi ).
Before going into more detail, we note that L ∩ [aff Si , Yi ) and [L ∩ aff Si , pi(Yi )) are in
fact equal, but we shall only use one inclusion. In addition, the reader familiar with oriented
matroid theory will have recognized a contraction in the preceding construction. We describe
briefly how oriented matroids can be used as a combinatorial alternative to the geometric
arguments developed earlier. Let M denote the oriented matroid of affine dependencesAff(E)
of E = Y ∪ Z in Rd , where Z is a spanning subset of relint N . As the points of Z are extreme
points of E , and Y and Z are strictly separated by H , the contraction M/Z is acyclic and
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is precisely the oriented matroid of affine dependences of pi(Y ) in L . If we add to E the
(aligned) points a, pi(y) and y, then C = {y, pi(y), a} and C ′ = {y, pi(y)} are circuits of
M and M/Z , respectively. Since M/Z is acyclic, y and pi(y) have different signs in the
circuit C ′ of M/Z , hence also in the circuit C of M . This yields pi(y) ∈ [a, y). Moreover,
z ∈ [L ∩ aff Si , pi(Yi )) means (for a suitable subset E of Rd ) that there exist a subset Y ′ of
L ∩ aff Si and points y1, y2, . . . , yp of Yi such that Y ′ ∪ {pi(y1), pi(y2), . . . , pi(yp), z} is a
circuit of M satisfying sgnpi(yi ) = 1 for all i . By repeatedly using the elimination axiom for
the circuits {yi , pi(yi ), ai }, we obtain a circuit of M of the form Y ′′ ∪ {y1, y2, . . . , yp, z} with
Y ′′ ⊆ aff Si and sgn yi = 1 for all i , so that z ∈ L ∩ [Si , Yi\Si ).
Now the set of points pi(Y ) and the set of flats L i = L ∩ aff Si satisfy the hypotheses of
the conic Tverberg’s theorem in the (d − k)-dimensional flat L . Indeed, the general position
of H and L (with respect to the above conditions) imply that L1, L2, . . . , Lm are in general
position at infinity. Moreover, using the minimality of Si , we have dim L i = dim aff Si − k =
|Si | − k − 1, hence:
|pi(Y )| +
m∑
i=1
(1+ dim L i ) = |Y | +
m∑
i=1
(|Si | − k)
= (m − 1) · (d + 1)+ k + 1− m · k
= (m − 1) · (d − k + 1)+ 1.
The conic Tverberg’s theorem (used in its multiple point version) then applies: there exists a
partition Y1, Y2, . . . , Ym of Y such that
⋂m
i=1[L i , pi(Yi )) 6= φ, which completes the proof. 2
REMARK 3.2. The use of condition (iv) is a crucial point in the proof of Lemma 3.1. It
shows that the presence of a subset S ⊆ X\⋃mi=1 Si such that aff N ∩ conv S 6= φ acts as an
obstruction for the (m, k)-divisibility of X . There is one situation, however, in which we can
infer (m, k)-divisibility from this condition. Assume that |S| = d + 1 and N ⊆ int conv S;
if we know (say, by some induction hypothesis) that X\S is (m − 1, k)-divisible, then X
is (m, k)-divisible. Thus, the case |S| ≤ d seems to be the real obstacle to overcome in
divisibility problems. This will become apparent in the next sections, and much more in [8],
where extremal sets related to this problem are studied. Note that the obstruction can already
be detected in the classical example of three triangles crossing at a point inR2 (in other words,
nine points in general, but not strongly general, position in the plane), see [3, 5].
We close this section with the following consequence of Lemma 3.1, in which (m, k)-
divisibility is deduced by a continuity argument.
LEMMA 3.3. Let 0 ≤ k ≤ d and let X be a set of (m − 1) · (d + 1)+ k + 1 points in Rd .
Suppose that there exist subsets S1, S2, . . . , Sm of X satisfying:
(i) S1, S2, . . . , Sm are pairwise disjoint;
(ii) N :=⋂mi=1 conv Si is at least (k − 1)-dimensional;
(iii) S1, S2, . . . , Sm are inclusion-minimal with respect to properties (i) and (ii);
(iv) aff N and Y := X\⋃mi=1 Si are weakly separated by a hyperplane, i.e., there exists a
hyperplane H such that conv Y ⊆ H+ and aff N ⊆ H−, where H+ and H− denote
the two closed half-spaces defined by H;
(v) for every Z ⊆ Y such that conv Z∩aff N 6= φ and every i, 1 ≤ i ≤ m, |Si |+|Z | > d+1.
Then, there exist pairwise disjoint subsets Y1, Y2, . . . , Ym of Y such that
⋂m
i=1 conv (Si ∪ Yi )
is at least k-dimensional.
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PROOF. Let H be a hyperplane satisfying the hypotheses of condition (iv). Then we can
slightly move the points of Y ∩ H towards the interior of H+ and apply Lemma 3.1 to the
new set X ′ obtained by this perturbation, giving pairwise disjoint subsets Y ′1, Y ′2, . . . , Y ′m of
X ′\⋃mi=1 Si such that⋂mi=1 conv (Si∪Y ′i ) is at least k-dimensional and contains N . Moreover,
the proof of Theorem 2.1 allows us (via Carathe´odory’s theorem) to choose Y ′i such that
dim aff Si+|Y ′i | ≤ d. We observe that
⋂m
i=1 conv (Si∪Y ′i ) is in fact an (at least) k-dimensional
polytope containing N . Let z′ denote one of its vertices, with z′ /∈ aff N . To conclude, it
suffices to show that z′ does not collapse to a point of aff N when passing to the limits.
Let us denote by Yi the subset of Y corresponding to Y ′i ; similarly, we use the notation x ′i , y′i
and z′i for the points constructed as in Figure 1, starting from Y ′i . If Yi and aff N are strictly
separated by a hyperplane, then the point x ′i converges to a point xi /∈ aff N when passing to
the limits, hence z′i can also be chosen to converge to a point z /∈ aff N . Thus, if z′ collapses to
a point of aff N , there must be an index i such that Yi and aff N are not strictly separated by a
hyperplane, i.e., conv Yi∩aff N 6= φ. Then, we have |Si |+|Yi | > d+1 by condition (v), hence
dim aff Si + |Y ′i | > d: impossible. 2
Lemma 3.3 will be used to prove several divisibility theorems in Sections 4 and 5 and in [8].
In the case of general position that will be particularly studied, we note that condition (v) of
Lemma 3.3 is automatically fulfilled.
4. (m, 1)-DIVISIBILITY
In [13], Tverberg settled positively a problem, due to Reay [6], asserting that sets of
2(m − 1) · d + 2 points in Rd are always (m, 1)-divisible, and conjectured the structure of
extremal counterexamples with 2(m − 1) · d + 1 points. We now use Lemma 3.1 to give
another proof of this property, and to characterize the extremal counterexamples to (m, 1)-
divisibility, in accordance with Tverberg’s conjecture. Following [13], we shall call a Reay set
every subset X of 2(m−1)·d+1 points inRd obtained by taking a point ω and m−1 points on
each half-line defined by d affinely independent lines passing through ω. Reay sets are easily
seen to be not (m, 1)-divisible (see [6] and [13]). We point out that, despite their formulation,
the underlying ideas of Lemma 3.1, which is the key step in the proof of Theorem 4.1 below,
are close to those of [13].
THEOREM 4.1. Let X be a set of 2(m−1) ·d+2 points in Rd . Then X is (m, 1)-divisible.
Moreover, the only sets of 2(m − 1) · d + 1 points in Rd which are not (m, 1)-divisible in Rd
are the Reay sets.
PROOF. Let ω be a Tverberg point of X and let S1, S2, . . . , Sm denote pairwise disjoint
subsets of X such that ω ∈ ⋂mi=1 conv Si , which are supposed to be inclusion-minimal with
respect to this property. We note that if ω ∈ X , we may assume (up to a change of partition)
that S1 = {ω}.
First, we suppose that |X | = 2(m − 1) · d + 2. Let H be a hyperplane passing through ω
and containing no point of X\ω. Then, H separates X\⋃mi=1 Si into two parts, one of them,
say Y ′, being of cardinality at least (m − 1) · d + 1 − 12
∑m
i=1 |Si |. As |S1| ≥ 1 and |Si | ≥ 2
for all i ≥ 2, we obtain:∣∣∣∣∣Y ′ ∪
m⋃
i=1
Si
∣∣∣∣∣ ≥ (m − 1) · d + 1+ 12
m∑
i=1
|Si | ≥ (m − 1) · d + 1+ 12 (1+ 2 · (m − 1)),
hence |Y ′ ∪⋃mi=1 Si | ≥ (m − 1)(d + 1)+ 2. The set Y ′ ∪⋃mi=1 Si satisfies the hypotheses of
Lemma 3.1 with k = 1. Thus, X is (m, 1)-divisible.
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If |X | = 2(m − 1) · d + 1, the same construction now only gives:∣∣∣∣∣Y ′ ∪
m⋃
i=1
Si
∣∣∣∣∣ ≥ (m − 1) · (d + 1)+ 1
with equality if and only if S1 = {ω}, |Si | = 2 for i ≥ 2, and H is a halving hyperplane of
X\⋃mi=1 Si , i.e., H separates X\⋃mi=1 Si into two parts of equal cardinality.
We assume in the following that X is a subset of Rd of cardinality 2(m − 1) · d + 1 which
is not (m, 1)-divisible. We shall show, using induction on |X |, that X is a Reay set. We first
observe that what we have deduced about S1, S2, . . . , Sm will also hold for any other choice
of m subsets of X satisfying the conditions of the first paragraph above. We also note that
every hyperplane H passing through ω in general position with respect to X\ω is halving for
X\⋃mi=1 Si . (Though we shall not use it, we mention that the condition of general position
for H can be dropped in this property, as is easily seen).
For convenience, we set again Y := X\⋃mi=1 Si (where S1 = {ω}, S2, . . . , Sm are fixed).
The preceding observations show in particular that ω belongs to conv Y . More precisely, we
shall show that for every y ∈ Y , there is a point y′ ∈ Y such that ω ∈ (y, y′). Indeed, let y′ be
defined by [y, y′] = [y, ω)∩ conv Y . Then y′ belongs to some face F of conv Y , with y /∈ F .
Choosing Z minimal in F ∩Y such that y′ ∈ conv Z , we deduce that S := Z ∪ y is a minimal
subset of Y such that ω ∈ conv S. Interchanging S2 and S then leads to |S| = 2, i.e., y′ ∈ Y .
Consider now a point y j ∈ Y in each line through ω defined by Y . If the vectors −→ωy j were
linearly dependent, there would exist a minimal combination
∑q
j=1 λ j · −→ωy j = E0 with λ j 6= 0
for all j . As each line contains two points y j and y′j such that ω ∈ [y j , y′j ], we may assume,
up to interchanging y j and y′j , that all the λ j are positive, i.e., ω ∈ conv {y1, y2, . . . , yq}.
Moreover, the minimality of the combination implies the minimality of y1, y2, . . . , yq with
respect to the property ω ∈ conv {y1, y2, . . . , yq}. Again, we must have q = 2 and this leads
to a contradiction since the directions are different.
(We note that oriented matroid theory again provides a combinatorial alternative to the
geometric argument used just before. Consider the contraction M/ω, where M denotes the
oriented matroid Aff(Y ∪ ω) and let C be a circuit of M/ω of cardinality q with signa-
ture y1 y2 . . . yp yp+1 . . . yq . By applying the circuit elimination axiom between C and the
signed circuits C j = y′j y j for p + 1 ≤ j ≤ q , we obtain the positive circuit C ′ =
y1 y2 . . . yp y′p+1 . . . y′q of M/ω. As M is acyclic, this means that ω belongs to the convex
hull of the points of C ′.)
To conclude, we need to study two cases.
Case 1. Y has exactly d directions through ω, given by the points y1, y2, . . . , yd .
Let x be an element of S2 ∪ S3 · · · ∪ Sm . Then −→ωx can be expressed as a combination of−→ωy1,−→ωy2, . . . ,−→ωyd and, using y′1, y′2, . . . , y′d as before, there is a minimal subset S of Y ∪ x
such that ω ∈ conv S. Interchanging S and S j (where j is such that x ∈ S j ) shows again that
|S| = 2, i.e., x belongs to one of the directions of Y . Note that in the language of oriented
matroids, the rank of Y equals d in the rank d oriented matroid M/ω where, this time, M =
Aff(Y ∪x∪ω); since x is not a loop, there is a circuit C of M/ω such that x ∈ C and C 6= {x},
which can be taken to be positive by the preceding arguments.
The set X is thus included in the union of d lines passing through ω. Taking the extreme
points a j and a′j on each line, we have X\{a1, a′1, a2, a′2, . . . , ad , a′d} ⊆ conv {a1, a′1, a2,
a′2, . . . , ad , a′d} and we can apply the induction hypothesis to X\{a1, a′1, a2, a′2, . . . , ad , a′d}
to show that X is a Reay set.
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Case 2. Y has less than d directions.
Then, Y is included in some hyperplane H . As |S1| = 1 and |Si | = 2 for all i ≥ 2, Y ∪ ω
is a non (m, 1)-divisible set of cardinality 2 · (d − 1) · (m − 1)+ 1 in a (d − 1)-dimensional
space. Using the induction hypothesis, Y ∪ ω is a Reay set of H , whose centre and directions
are necessarily ω and the directions of Y , respectively. Let D be a direction of Y ∪ ω, then
D∩(Y ∪ω) splits into m subsets: S′1 = {ω} and S′i = {yi , y′i } for 2 ≤ i ≤ m, with ω 6= conv S′i
for all i , a partition for which the preceding discussion applies. If Y ′ := X\⋃mi=1 S′i satisfies
Case 1, then X is a Reay set. If Y ′ satisfies Case 2, then Y ′ ∪ ω is also a (d − 1)-dimensional
Reay set; since X is obtained by adding the points of D ∩ (Y ∪ ω) to Y ′, we conclude that X
is a d-dimensional Reay set. 2
5. (m, k)-DIVISIBILITY FOR SETS OF POINTS IN GENERAL POSITION
Reay’s conjecture for points in general position (Conjecture 1.2) is known to be true in
several particular cases. It has been verified for d = 2 [3] and d = 3 [7] by purely geometric
means. In [8], the divisibility lemmas of Section 3 and oriented matroid theory will be used
to settle the conjecture in R4 and R5. On the other hand, various methods have been applied
for m = 2 (see [4, 5]). We now present a proof of the next two cases m = 3 and m = 4.
THEOREM 5.1. Reay’s conjecture is true for m = 3 and m = 4. More precisely, for any
set X of (m − 1)(d + 1)+ k + 1 points in general position in Rd (with m = 3 or 4) and any
Tverberg point ω of X, there is a partition X1, X2, . . . , Xm of X such that
⋂m
i=1 conv Si is at
least k-dimensional and contains ω.
PROOF. We proceed by induction on k, the case k = 0 following from Tverberg’s theorem.
We shall apply Lemma 3.3, so we consider, by the induction hypothesis, pairwise disjoint
subsets S1, S2, . . . , Sm (with m = 3 or 4) of X which are inclusion-minimal with respect to
the property that
⋂m
i=1 conv Si is at least (k − 1)-dimensional and contains ω. We may also
assume N :=⋂mi=1 conv Si to be exactly (k− 1)-dimensional (for otherwise we are done). If
Y := X\⋂mi=1 Si and aff N are weakly separated by a hyperplane, then Lemma 3.3 directly
applies (recall that, by general position, condition (v) of Lemma 3.3 is satisfied). If Y and aff N
cannot be weakly separated, then |Y | ≥ d+2− k. On the other hand, since aff Si ∩ aff S j is at
least (k − 1)-dimensional and Si ∪ S j is in general position, we have |Si | + |S j | ≥ d + k + 1
for all i 6= j . By summing these inequalities, we obtain ∑mi=1 |Si | ≥ m2 · (d + k + 1). From
the preceding observations, it follows that
m
2
· (d + k + 1)+ d + 2− k ≤ |Y | +
m∑
i=1
|Si | ≤ |X | = (m − 1) · (d + 1)+ k + 1. (5.1)
If m = 3, Eqn (5.1) implies k ≥ d + 1 and a contradiction is reached.
If m = 4, we have m2 · (d+ k+ 1)+ d+ 2− k = (m− 1) · (d+ 1)+ k+ 1. Equality in (5.1)
forces |Y | = d + 2 − k and |Si | + |S j | = d + k + 1 for i 6= j , hence |Si | = 12 (d + k + 1)
for all i . Moreover, we may assume these equalities hold for any pairwise disjoint simplices
S1, S2, S3, S4 satisfying the above conditions. Let ω′ be a point of relint N , as close to ω as
we wish, and in general position in relint N (which means here that ω′ does not belong to a
(k − 2)-cell in the arrangement of hyperplanes defined by the points of X ). Set y ∈ Y ; since
ω′ belongs to the interior of the d-polytope P := conv S1 ∪ Y , the half-line [y, ω′) crosses
a minimal face of P , hence there is a subset S′1 of S1 ∪ Y , inclusion-minimal with respect to
the condition ω′ ∈ relint conv S′1, such that y ∈ S′1. (Note that, in the language of oriented
matroids, this amounts to saying that Aff(S1 ∪ Y ∪ ω′)/ω′ is totally cyclic.) As ω′ is close to
742 J.-P. Roudneff
ω and in general position in relint N , every point of N in a certain neighbourhood of ω also
belongs to relint conv S′1. Applying the above procedure to the simplices S′1, S2, S3, S4, we
find that |S′1| = 12 (d + k + 1). Moreover, S1 ∪ S′1 spans Rd since it is also affinely dependent.
As dim aff S1 = dim aff S′1 = 12 (d + k + 1)− 1, it follows that
dim (aff S1 ∩ aff S′1) = 2×
(
1
2
(d + k + 1)− 1
)
− d = k − 1,
hence aff S1 ∩ aff S′1 = aff N . To conclude, we note that S′1 ⊆ Y (indeed, if S1 ∩ S′1 6= φ,
then X ∩ aff N 6= φ, contradicting the general position of X ). In the general case k > 1,
we would have aff N ⊆ aff Y , hence Y and aff N are weakly separated. Finally, if k = 1 the
conditions ω ∈ int conv Y and |Y | = d + 1 imply that S′1 = Y , which is also impossible since
1
2 (d + 2) < d + 1. 2
REMARK 5.2. The argument using the general position of ω′ can be avoided, by consid-
ering a sequence (ωn) of points of relint N converging to ω and such that any k of these
points span aff N . With each ωn , we can associate a subset S′1,n of S1 ∪ Y such that ωn ∈
relint conv S′1,n as before. The finiteness of X then implies that the same S′1,n fits infinitely
many points of the sequence, hence aff N ⊆ aff S′1,n .
For m ≥ 5, the method used in the proof of Theorem 5.1 can be applied to show that a set
in general position in Rd with sufficiently many elements is (m, k)-divisible.
THEOREM 5.3. Let m and k be integers such that m ≥ 5 and 0 ≤ k ≤ d. Then, every set
X of at least m · ( 32 d + 1)− 3 · (d − k) points in general position in Rd is (m, k)-divisible.
PROOF. We also proceed by induction on k, the case k = 0 being again deduced from
Tverberg’s theorem. As in Theorem 5.1, we consider, by the induction hypothesis, minimal
pairwise disjoint subsets S1, S2, . . . , Sm of X such that N :=⋂mi=1 conv Si is at least (k−1)-
dimensional. We also assume N to be exactly (k−1)-dimensional and we recall that condition
(v) of Lemma 3.3 is satisfied by general position.
If Y := X\⋂mi=1 Si and aff N are weakly separated by a hyperplane, then Lemma 3.3
applies to X since we have |X | ≥ (m − 1) · (d + 1)+ k + 1 when m ≥ 5, as is easily seen.
If Y and aff N are not weakly separated, then Y ∪ aff N spans Rd . So we can construct a
hyperplane H that contains aff N and at least d − k points of Y . This hyperplane separates
Y\H into two parts, one of which, say Y ′, being of cardinality at least 12 × |Y\H |. We show
that Lemma 3.3 applies to the set X ′ := Y ′ ∪ (Y ∩ H)∪⋃mi=1 Si . Since conditions (i)–(v) are
clearly satisfied, it suffices to prove that |X ′| ≥ (m− 1) · (d + 1)+ k+ 1. To see this, observe
that by general position we have |Si | + |S j | ≥ d + 2 for all i 6= j , thus ∑i 6= j (|Si | + |S j |) ≥
m · (m−1) · (d+2) and a simple counting gives (2m−2)×∑mi=1 |Si | ≥ m · (m−1) · (d+2),
i.e.,
∑m
i=1 |Si | ≥ m2 · (d + 2). Thus,
|X ′| ≥ 1
2
× |Y\H | +
m∑
i=1
|Si | + |Y ∩ H | ≥ 12 · |X | +
1
2
·
m∑
i=1
|Si | + 12 |Y ∩ H |
≥ 1
2
· m ·
(
3
2
d + 1
)
− 3
2
· (d − k)+ m
4
· (d + 2)+ 1
2
· (d − k)
= (m − 1) · (d + 1)+ k + 1
and the conclusion follows. 2
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REMARK 5.4. The bound given in Theorem 5.3 is certainly not optimal in comparison with
the value (m − 1) · (d + 1)+ k + 1 of Reay’s conjecture. Of course, some improvements are
still possible. For instance, we may replace |Si | + |S j | ≥ d + 2 by the sharper inequality
|Si | + |S j | ≥ d + k + 1 and ∑mi=1 |Si | ≥ m2 · (d + 2) by ∑mi=1 |Si | ≥ dm2 · (d + k + 1)e in the
above proof. However, this refinement seems of minor interest: the bound that can be derived
is more complicated and has the same asymptotic behaviour as that of Theorem 5.3, namely
3
2 md as m tends to infinity (instead of md in Reay’s conjecture). The reason why we cannot
expect much more without new ideas is that m = 4 is the only value for which the inequalities
in (5.1) can be tight.
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