ABSTRACT Conditional preference networks (CP-nets) are used as intuitive graphical tools to represent conditional preference statements regarding the values of a set of attributes. Making use of CP-nets to solve certain learning problems has attracted growing attention from scholars and become a hot topic in the field of artificial intelligence. Therefore, many methods have been proposed to solve these learning problems. However, these approaches suffer from two main disadvantages: the amount of time required and their lack in concrete structures. To overcome these limitations, in this paper, we first provide theoretical support for the use of a conditional independent test for learning the structure of CP-nets. Second, we propose the dependent degree to calculate the dependency relationship among attributes. Finally, we present an algorithm to obtain the structures of CP-nets. Beyond that, a number of database samples have been reduced by filtering out insignificant or noise data, and a concrete structure of learned CP-nets with 18 attributes is given. The experiments show that our approach can obtain a better structure of CP-nets without materially increasing the time required for the process and put forward contrast to methods presented antecedently.
I. INTRODUCTION
With the ever-increasing data in electronic commerce, the applications in recommender systems have become a hot topic of research [1] - [3] . In order to satisfy this demand, the artificial intelligence community is researching how to employ user preferences as a tool for customizing queries [4] . The ability to express preferences in a faithful but compact way, which can be handled efficiently, is essential in many reasoning tasks, including the above mentioned e-commerce, combinatorial optimization, multi-agent planning and agreement, and other scenarios where an agent need view and rank all the available choices [5] . Multi-attribute preference modeling and reasoning causes a combinatorial explosion, often leading to high computational cost [6] . The set of alternatives is often described as a product of multiple features, for example, a user's preferences over a set of cars, which can be described by their cost, colors, capacity, engine, cruise control system, sunroof, technical specifications, etc.
The tool we introduce in this paper is conditional preference networks (CP-nets) [7] - [9] , which are typical qualitative formulations, to inform user preferences by means of the values of an attribute; these values are determined from the values of conditional or parent attributes.
The learning problem underlying the use of CP-nets is to extract a preference structure and multiple preference parameters by observing user queries [11] - [17] . Correctly extracting and collating these preferences is difficult in general, not just for acyclic CP-nets [18] , [19] , but also for binary CP-nets and separable CP-nets. The process involves employing methods for learning CP-nets, such as the hypothesistesting learning solution [11] , learning based on the induced graph of CP-nets [12] , and other approaches that have been proposed [14] , [20] .
Compared to the approach of learning Bayesian Network with numerical probability [21] - [24] , a qualitative method was proposed for mining conditional preferences expressed by a set of relational samples [25] . Our method allows us to construct CP-nets maintain scope and generality. The method receives a preference database as input (a set of pairs of tuples representing a sample of the user's past choices) and infers a preference network that will be used to infer new preferences about the values of new attributes.
The main contributions of our work are summarized as follows:
(1) We formalize the CP-nets learning problem based on preference database.
(2) Based on mutual information, we provide theoretical support for learning CP-nets using conditional independence tests.
(3) We propose the dependent degree among attributes, and present an algorithm to generate the structure from preference database based on it. Based on this approach, we can get a better level of performance without increasing the time required appreciably.
(4) We contribute to a concrete structure with 18 attributes that has seldom been studied in previous work.
The paper is organized as follows.
In Section II, we briefly discuss some related works concerning conditional preference networks. And in Section III we give the concept, examples of CP-nets and preference database. In Section IV, we present the algorithm to calculate the degree of dependence betweenattributes. In Section V, the algorithm is researched to construct a conditional preference network structure from a set of tuple pairs as input. Our experiments and discussions are reported in Section VI. Finally, we conclude the paper and explore future work in Section VII.
II. RELATED WORK
CP-nets have been proposed as a simple and intuitive graphical tool for representing conditional ceteris paribus preference statements over the values of a set of variables. Learning CP-nets can be viewed as learning a preference order from pairwise comparisons, because CP-nets represent a partial order over outcome space. This problem is also called learning to order things [26] or supervised ordering [27] . Under these circumstances, the learner is provided with a set of outcomes and a set of pairwise comparisons over these outcomes, and the task is to predict the preference order for a new set of outcomes. If the predicted preference order is required to be a total order, the problem is also called the ranking problem [28] . CP-nets are proposed to solve the preference problem between variables. In the following, we introduce related work in two aspects: mode learning and structure learning.
A. MODE LEARNING
CP-nets learning modes can be divided into active learning [15] , [16] and passive learning [17] . The former is required to correctly and efficiently extract preference networks in binary-valued domains in [15] and [16] . When membership queries are available, they provide attribute-efficient learning algorithms for which the query complexity is linear in the size of the minimal CP-net that identifies the target concept, and logarithmic in the total number of attributes. In addition, Koriche and Zanuttini [15] , [16] propose an active learning algorithm. Different from active learners, passive learners do not interact with users. In the [17] point of view: although CP-nets, a compact, intuitive language for representing preferences, alleviate the burden of preference elicitation, but they cannot eliminate the burden. Indeed, deriving a CP-net in complex domains is a tedious and timeconsuming. Moreover, in some domains, such as auctions and automated negotiations, users may be unwilling to reveal their preferences. Such pairwise comparisons may be gathered, for instance, by passively observing the choices of a user on a web page. In the simplest case, we seek to derive a CP-net N such that P is a subset of the relation induced by N . The problem is intractable even in the case of input comparison with different results on the two variables, and the in-degree of the nodes of the simplest CP-net that implies the comparisons (if it exists) is upper-bounded by 2 [17] . The passive learning method is also proposed in [11] and [12] . It is first proved that the learning problem is intractable, even under several simplifying assumptions.
B. STRUCTURE LEARNING
In [29] , the problem of learning separable ceteris paribus structures (SCP-structures), the simplified CP-nets, is addressed. In this structure, the set of variables for each variable is empty, that is, each variable is independent of all other variables. The algorithm for generating an acyclic CP-net entailing all training samples is proposed in [17] , and the algorithm for learning CP-nets over a fixed acyclic digraph is proposed in [18] . We finally show that the proposed algorithm is a PAC-learner, i.e., the CP-networks it induces accurately predict the user's preferences on previously unseen situations [17] . Liu et al. [12] proposes the model of learning CP-nets from inconsistent examples because the problem of learning CP-nets from inconsistent examples is seldom addressed. A two-step method to solve this problem is proposed. The method can learn general CP-nets over multivalued variables from inconsistent examples. At the same time, Liu et al. [11] considers the case of the randomness of the users' behaviors or the observation errors, there exists some noises (errors) in the training samples, introduce a new model of learning CP-nets from noisy samples. The algorithm for solving this problem is based on the chi-square testing. Two problems are addressed in this paper: (1) a new model of learning CP network from noisy samples is proposed, and (2) a new method is proposed to solve the new model in polynomial time. -A graph G with vertices V and attributes {X 1, X 2, . . . , Xn}; the edges of E stand for dependent relationships among attributes.
-Each vertex V is associated with a conditional preference table (CPT) T that qualifies the preference from the parent vertices to the children vertices. If a vertex has no incoming vertices, then its preference does not involve any other attributes from the graph G.
If the domain of an arbitrary attribute U is binary, like u andū, it is called a binary-valued CP-net. Similarly, the domain of another attribute V is multiple, like v i , v j and v k , and it is called a multi-valued CP-net. In this paper, we focus on binary-valued CP-net.
The CP-net may be acyclic or cyclic, distinguished structurally by the classic Bayesian network. Coincidentally, the term ''CPT'' is the same abbreviation as used to denote the conditional probabilistic table in Bayesian network.
Example 1 (Movie Recommendation): FIGURE 1 illustrates a CP-net that shows movie recommendations to a user named Alice. It consists of three attributes D, G and L, which stands for director, genre and language respectively. D, G and L are all binary values. In this example, d denotes Spielberg, andd denotes Lucas; g denotes action, andḡ denotes war; l denotes English, andl denotes foreign language. Alice unconditionally prefers Spielberg to Lucas and action to war. When Alice selects a language, her preference between English and a non-English (foreign) language is conditioned by the combination of director and genre: if Spielberg and action or Lucas and war is selected, she prefers an English language film. Otherwise, if Spielberg and war or Lucas and action are selected, she prefers a foreign language film.
What calls for special attention is that we can obtain the preferred outcome on the basis of the conditional attributes that it prefers or violates. The uvw outcome violates none of the preference constraints. The dgl outcome violates the conditional preference of L. The dgl outcome violates attributes G and L. The dgl outcome infringes all of the preference. Given this, we know that the semantics of CP-nets implies that violating one child attribute has a higher priority than violating the parent attribute. However, we cannot determine whether violating one or a few parent attributes is better than violating two or more child attributes. This dominance is an important property of CP-nets.
Definition 2 (Dominance of CP-Nets): Given a CP-net N and two outcomes o and o , we must decide whether o ≺ o in N ; that is, whether o dominateso in N .
When a binary-valued CP-net is direct-path singly connected (i.e., there is at most one direct path between any pair of nodes), then dominance testing is NP-complete [9] , [10] . The problem remains difficult even the number of alternative paths between any pair of nodes in a CP-net is polynomially bounded.
Definition 3(Conditional Preference Independence): Let U , V and W be nonempty sets of P, where U is conditionally preferentially independent of V given an assignment w for W , for all u 1 , u 2 ∈ U and v 1 , v 2 ∈ V . This satisfies:
The relationship of independence statement I (U , W , V )-tested by performing a CI (Conditional Independence) test using a statistical hypothesis testing procedure.
B. PREFERENCE DATABASE
The main goal of conditional preference network learning is to provide a preference relationship set for a given preference dataset. The preference relationship of a finite set of objects follows a strict partial order. Typically, a strict partial order is represented by the symbol . We denote by this formulation: a 1 a 2 , which meaning a 1 is preferred to a 2 .
Definition 4 (Preference Database):
A preference database is expressed with {I , < O tri , O bri >). Let I = R(1, 2, . . . , n) be a preference schema with n attributes, and Dom(R) be the set of all tuples over R. Let preference configuration outcomes be I ⊂ Dom(R)×Dom(R) and. The relation < O tri , O bri > denotes the fact that the user prefers outcome O tri to O bri .
Example 2 (Preference Database):
Let R(A, B, C) be a preference schema with attribute domains given by Dom(X ) = {x 0 , x 1 } with X = A, B and C, respectively.
In TABLE 1, the preference data is divided into the top part and the bottom part. The preference relation is fixed at O tri O bri . When the instant is chosen as r 1 , immediate benefits
To learn the CP-nets, we must overcome the following two problems: (1) generating the structure G with conditional independent testingthat reflects the dependencies among the attributes according to preference samples and (2) producing the conditional preference table T that reflects how some attributes influence preferences over the values of other attributes. The second problem can be naturally solved using Maximum Likelihood Estimation based on G derived from the first question; we omit this calculation due to space constraints in this paper.
The CP-nets learning problem is formalized as follows with Input: A relational schema R(X 1 , . . . , X n ) is composed of a training preference samples set (TRS) over R and a testing preference sample (TES) of R. The relation Re uv is provided by the user, which means that the user prefers outcome u to v.
Output: A conditional preference network (G, T ) over the relational schema R(X 1 , . . . , X n ) with a good similarity [11] with respect to R.
IV. DEPENDENT DEGREE OF ATTRIBUTE
In the dependence analysis approach, a CI test is typically used to check the validity of the conditional independence assertion I (U , W , V ) of any two given nodes U , V and a conditioning set W .
In the dependency analysis approach, we introduce mutual information to measure the dependence degree between the sets of variables U and V given W , which is simply the Kullback-Leibler divergence [30] between the joint distribution for U and V and the product of the corresponding marginal distribution. This value of mutual information is null when the two sets of variables are independent, and it becomes maximum when they are functionally dependent. Given a probability distribution p defined over two sets of variables U and V in the preference database, the mutual information between U and V is:
Theorem 1 (Kullback, 1968) : Given a data set D with N attributes, if U and V are conditionally independent given W , the statistic 2NM D (U , V |W ) approximates to a distribution Corollary 1: Given a data set D with N attributes, if there exists an independent relationship between U and V , the statistic 2NM D (U , V ) approximates to a distribution χ 2 (l) with l = (c U − 1)(c V − 1) degrees of freedom.
We can then learn the CP-net model from the following theoretical judgement.
Corollary 2: The dependent relationship between U and V can be obtained from the preference database P in Definition 3.
To begin with, the conditional independence assertion [i.e., I (U , W , V )] is modeled as the null hypothesis. Suppose that we use the likelihood-ratio χ 2 test and the χ 2 statistic is calculated by:
where,D i is the current observed statistical data from database P, and E i is expected to represent the statistics. Suppose that the possible instantiations of the variables U , V , and W is u, v, and w respectively, and that they follow a distribution χ 2 with (u − 1) × (v − 1) × w degree of freedom. The value is achieved by applying the computed χ 2 against the distribution, which shows the least level of significance for which the given data leads to the rejection of the null hypothesis. If the value is less than a predefined cutoff value α, then the test shows strong evidence to reject the hypothesis; otherwise, the hypothesis cannot be rejected.
In general, when calculating χ 2 , we take all samples into consideration. However, some information is useless, and such data would be filtered out as one of the first steps in our work. To explain further, we provide some concepts [32] . And those notations are all summarized in TABLE 3.
(1) For each (u, u ) ∈ dom(U ) × dom(U ), u = u , and O uu is described as the subset of pairs
With the above-mentioned definitions, the following algorithm 1 is proposed in TABLE 4.
After running Algorithm 1, we achieve a new database P which filters out the noise data and then construct the CP-net graph mode l based on it. In this algorithm, α1 and α2 are flexible for different applications and purposes. 
V. CP-nets LEARNING
The dependent relation among attributes in Section 4 can be regarded as an analysis-based or constraint-based learningapproach. These constraints are usually conditionally independent statements. The constraint-based approach finds a network that can explain the dependent and independent relationships in the data. It works on the assumption that Conditional Preference networks depict conditional dependence relationships among the variables. Hence, this approach attempts to construct a conditional preference network using dependency information obtained from the data. Typically, the existence of a perfect graph assumes that there exists a conditional preference network that expresses all of the conditional dependence relationships induced by database P. Consequently, this approach constructs a network G by testing the conditionally preferential independence expressed by statement I (U , W , V ). It can access the evidence from P, and it follows that U should be dependent on V by W in G; otherwise, U is independent of V by W .
Although the independent basis constraints can be utilized in the structure, in some cases the latent variables exist. However, we are concerned only with no latent variables or missing values. The constraint-based algorithm with filtering at first in the above mentioned has certain robustness which means that the result of the output fluctuates lowly.
In the algorithm 3 of TABLE 6, df is the degree of freedom. The formula is df = |dom(U )| − 1. The level of significance is the probability to estimate that the overall parameters fall within a certain interval may be wrong, expressed in α. Chisquare test uses a small probability principle, which allows the small probability of the standard, known as the level of significance. α is not a fixed number, i.e., the greater α, the more likely that the original hypothesis is rejected. The significance level depends on the nature of the study and the requirements for the accuracy of the conclusions. In this paper, the α value selected is 0.10.
Theorem 2 (Correctness of Algorithm):
Based on the principle of algorithm learning to get the CP-nets structure must be acyclic.
Proof: In algorithm 3, the corresponding CP-nets structure is based on the principle of algorithm and topological ordering. That is to say, the parent of each vertex is selected before the dependence vertex. For example, Let V = {X 1, X 2, . . . , Xn}, if we select X 1 as the current vertex, the corresponding candidate parent setscomposing of any subset of Pare(X 1) = {X 2, X 3, . . . , Xn}. Immediately following, we select one of the biggest weight value as the parent of X 1 , such as {X 2, X 3}, then {X 1, X 2, X 3} becomes the current vertex, and the corresponding parent set is selected only by any subset of Pare({X 2, X 3}) = {X 4, X 5, . . . , Xn}, such as {X 4, X 7, X 8}. We keepthe above-mentioned steps to learn until all vertices are identified. In the learning process, the vertices have been visited will not be searched again. Thus, the learning method does not appear to be the case that the vertices are mutually parent to each other. In summary, we can prove the correctness of algorithm 3, that is to say, the CP-nets structure obtained from the algorithm principle is acyclic.
Theorem 3 (Completeness of Algorithm):
Based on algorithm 3, the learning method of obtaining the acyclic CP-nets structure is a local optimal solution.
Proof: According to algorithm 3, when executing algorithmat each step of the vertex parent selection process, the biggest weight value is selected as the parent of the current vertex. This operation is performed continuously until the parent set of all vertices is determined. Because of the learning process of acyclic CP-nets, the maximum value is determined for each step of the parent's determination. In other words, the current optimal value is the parent of the current vertex. Therefore, the calculation method based on the algorithm can obtain a local optimal solution. (ii) The computation of the degree of dependence between the pairs of attributes is O(n 2 ); (iii) The computation of the topology is O(n 2 · m), where m is the number of edges of the CP-nets. Therefore, the total complexity for building the model in the algorithm is O(n 2 · m). However, over time, the algorithm will consider only a few edges in its processing, differently from the algorithm which always considers all possible edges. Thus, in the practice, as the more attributes the preference data has, the greater the advantage of the algorithms.
VI. EXPERIMENTS AND DISCUSSION
We found that CP-nets learning requires consistent training samples. In order to verify our model and algorithm's correctness and accuracy, we set out to put the algorithm into practice on real data. In experiment, real users' preferences collected by GroupLens Research are used to generate the learning samples.
A. EXPERIMENTAL RESULTS ON THE MOVIELENS DATASET
In order to evaluate our approach over real-world datasets, we consider data containing preferences related to movies collected by GroupLens Research [33] The following FIGURE 2 and FIGURE 3 show the structured learning result of random user U 1 and U 2 by using a Chi-square test approach compared to the our approach proposed in our work. In the both FIGURE 2 and FIGURE 3, x, y, z and etc. denote one attribute of a movie genre.
1) THE PERFORMANCE OF OUR METHOD
We find the consistency law of the certain user's preference [36] . Therefore, we classify the data of a certain user, instead of a few users or all users, into a training set and a test set. To prove the performance of the proposed learning method, we will compare the acyclic CP-nets generated by the random selection of the user's training data in the first part to the acyclic CP-nets generated by the latter part of the test data.
In this paper, we, focusing solely on the structure learning of CP-nets, choose similarity as the evaluating parameter of learning results instead of agreement [11] , [12] .
Because the CP-nets structure is a graph, it is difficult to judge the similarity between graphs. Therefore, the similarity of structure can be transformed into the similarity of edge sets. The similarity of edge sets is used to measure the similarity of structure. The higher the similarity is, the better level of the performance of the algorithm do. The similarity formula of edge set is defined as follows:
We also evaluate the performance of our approach through comparing with Chi-square approach. The comparison results VOLUME 6, 2018 denotes the six attributes randomly selected from the total of 18 attributes, similarly, the number 12 on the horizontal axis denotes twelve attributes randomly taken out of the total of 18 attributes, and so on. FIGURE 4 illustrates the similarity contrast betweenour approach and the Chi-square algorithms evolved through the number of attributes derived from 200 pairwise datasets taken from the preference database. Our approach demonstrates more significant performance than the Chi-square algorithms.
2) THE RUNNING TIME OF OUR METHOD
Finally, we analyze the time required to execute our approach. FIGURE 5 shows the time measured in seconds required by our approach (versus the Chi-square algorithms) to generate the model at each refresh point. Notice that the time required by our approach to refresh is very low-a matter of milliseconds. Therefore, FIGURE 5 shows that the time taken by our approach to generate the results is little difference with the Chi-square algorithms.
3) COMPARISON TO PREVIOUS WORK
Ultimately, we compare our work in this paper with other studies. The method proposed by Dimopoulos et al. [17] can't deal with noise data. In other words, if the experimental data are obtained in the course of observation, the Dimopoulo's method will lose its function, and it can't learn the corresponding CP-nets structure. Liu et al. [11] , [12] propose the two method considering the X i 's candidate parent set Pare(X i ) in the case of only one. That is only related to V -X i but not all of other attributes are considered. At the same time, the Chi-square test method cannot ensure the learning of the CP-nets structure of the acyclicity. However, Liu's work focuses on noise data and inconsistent data for the first time, and proposes a specific algorithm.
As shown in the TABLE 7, the comparison between our calculation method and other learning methods is given, which can deal with noise data, inconsistent data.
The approach we proposed also increase the number of candidate parent sets and the number of parents.
VII. CONCLUSIONS AND FUTURE WORK
With great attentions paid on artificial intelligence, research of preference learning highlights value in practice. As a compact and powerful model, CP-nets reduce significantly the difficulty and complexity of preference learning. In this paper, we present the dependent degree of attributes to learn structure of CP-nets from preference database even including noise data. We propose theoretical support to a conditional independent test for learning CP-nets. We also show concrete structure of 18 attributes in real-world dataset.
In future work, we will pay more attention to learn from large-scale preference database with convolutional neural networks [35] , dynamic data streams [36] and PCP-nets [37] . Such problems would bring us closer to working with applications encountered in real-time e-commerce and multi-sourced sensor data. 
