Stanley introduced and studied two lattice polytopes, the order polytope and chain polytope, associated to a finite poset. Recently Ohsugi and Tsuchiya introduce an enriched version of them, called the enriched order polytope and enriched chain polytope. In this paper, we give a piecewise-linear bijection between these enriched poset polytopes, which is an enriched analogue of Stanley's transfer map and bijectively proves that they have the same Ehrhart polynomials. Also we construct explicitly unimodular triangulations of two enriched poset polytopes.
Introduction
Let P be a finite poset with d elements. We denote by R P the vector space of all real-valued function on P , and identify R P with the Euclidean space R d . The order polytope O(P ) of P is the subset of R P consisting of all functions f : P → R satisfying the following two conditions:
(ii) If x < y in P , then we have f (x) ≤ f (y).
And the chain polytope C(P ) of P is the subset of R P consisting of all functions g : P → R satisfying the following two conditions:
(ii) If v 1 > · · · > v r is a chain in P , then we have g(v 1 ) + · · · + g(v r ) ≤ 1.
Then it is known (see [13, Corollary 1.3 and Theorem 2.2]) that O(P ) and C(P ) are convex polytopes whose vertex sets are given by 
for f ∈ R P and v ∈ P . Then Φ induces a continuous bijection from O(P ) to C(P ). In particular, Φ provides a bijection between mO(P ) ∩ Z P and mC(P ) ∩ Z P for any nonnegative integer m, where mP = {mf : f ∈ P} is the mth dilation of a polytope P and Z P is the set of all integer-valued maps on P .
The transfer map enables us to compare certain properties of O(P ) and C(P ). For example, two polytopes O(P ) and C(P ) have the same Ehrhart polynomials, i.e., # mO(P ) ∩ Z P = # mC(P ) ∩ Z P .
(
We note that the polynomial # mO(P ) ∩ Z P in m is nothing but a counting polynomial of P -partitions. In a very recent work, Higashitani [8] proves that O(P ) and C(P ) are combinatorially mutation-equivalent by using the transfer map Φ. The notion of combinatorial mutation was introduced from viewpoints of mirror symmetry for Fano manifolds. Also we can transfer a canonical triangulation of O(P ) to C(P ) via the transfer map Φ. [13, Section 5] ) For a chain C = {F 1 F 2 · · · F k } of order filters of P , we put
Then we have (a) The collection S P = {S C : C is a chain of order filters} is a unimodular triangulation of the order polytope O(P ).
(b) The collection T P = {T C : C is a chain of order filters} is a unimodular triangulation of the chain polytope C(P ).
In the last decade, many authors have generalized order polytopes and chain polytopes together with their connecting transfer maps. These generalizations include marked poset polytopes [1] and double poset polytopes [3, 7] .
Recently Ohsugi-Tsuchiya [10, 11] introduced an enriched version of order polytopes and chain polytopes as follows. We define F (e) (P ) and A (e) (P ) by putting (i) f (v) ∈ {1, 0, −1} for any v ∈ P , (ii) supp(f ) is an order filter of P , and (iii) if f (v) = −1, then v is minimal in supp(f )
A (e) (P ) = f ∈ R P :
(i) f (v) ∈ {1, 0, −1} for any v ∈ P , and (ii) supp(f ) is an antichain of P ,
where supp(f ) = {v ∈ P : f (v) = 0}. Then the enriched order polytope O (e) (P ) and the enriched chain polytope C (e) (P ) are defined as the convex hulls of F (e) (P ) and A (e) (P ) respectively:
O (e) (P ) = conv F (e) (P ), C (e) (P ) = conv A (e) (P ).
Since F(P ) = F (e) (P ) ∩ {0, 1} P and A(P ) = A (e) (P ) ∩ {0, 1} P , we have O(P ) ⊂ O (e) (P ) and C(P ) ⊂ C (e) (P ). Then Ohsugi-Tsuchiya [11] uses a commutative algebra technique to prove #(mO (e) (P ) ∩ Z P ) = #(mC (e) (P ) ∩ Z P ) (6) for any nonnegative integer m. It is known that these polynomials coincide with a counting polynomial of left enriched P -partitions. One of the main results of this paper is the following theorem, which gives a bijective proof of (6). Theorem 1.3. We define a piecewise-linear map Φ (e) : R P → R P , which we call the enriched transfer map, inductively on the ordering of P by
if v is not minimal in P . (7) Then Φ (e) induces a continuous bijection from O (e) (P ) to C (e) (P ). In particular, Φ (e) provides a bijection between mO (e) (P ) ∩ Z P and mC (e) (P ) ∩ Z P for any nonnegative integer m.
It can be shown (see Proposition 2.7) that the restriction of Φ (e) to O(P ) gives a continuous piecewise-linear bijection between O(P ) and C(P ), which coincides with the restriction of Stanley's transfer map Φ in Theorem 1.1. Also, by the same technique of [8] , we can show that O (e) (P ) and C (e) (P ) are combinatorially mutationequivalent by using the enriched transfer map Φ (e) (see [8, Section 5] ).
Another main result is an explicit description of triangulations of two enriched poset polytopes, which are transferred by the enriched transfer map Φ (e) . Theorem 1.4. We equip F (e) (P ) with a poset structure by the partial ordering given in Definition 3.1. For a chain K in F (e) (P ), we define S (e)
Then we have (a) The set S (e)
K is a chain in F (e) (P )} is a unimodular triangulation of C (e) (P ).
By identifying these triangulations with Ohsugi-Tsuchiya's triangulations algebraically obtained in [10, 11] , it turns out that S : T ⊂ ∂C (e) (P )} are triangulations of the boundaries ∂O (e) (P ) and ∂C (e) (P ) respectively, and both are the order complex of the graded poset G (e) (P ) = F (e) (P ) \ {0} as simplicial complexes. Note that the zero map 0 is the unique minimal element of F (e) (P ) and also the unique interior lattice point of O (e) (P ) and C (e) (P ). Hence the poset G (e) (P ) is Gorenstein * , namely Eulerian and Cohen-Macaulay (see [14, p. 305] or [15, p. 67 ] for a definition). One of the main topics of Gorenstein * posets is to study their cd-indices and d-vectors. As an application of Theorem 1.4, we give an alternative proof for the γ-positivity of the h * -polynomials of O (e) (P ) and C (e) (P ) via the theory of cd-indices (Theorem 5.4), and present a formula for the d-vector of G (e) (P ) in terms of the underlying poset P (Theorem 5.5).
The remaining of this paper is organized as follows. In section 2, we prove Theorem 1.3, and give an explicit bijection between left enriched P -partitions and lattice points of the dilated enriched order polytope. Section 3 is devoted to the proof of Theorem 1.4. We also give sets of defining inequalities for the maximal faces. In Section 4, we prove that the triangulations described in Theorem 1.4 coincide with Ohsugi-Tsuchiya's triangulations. In Section 5, we show that the h * -polynomials of two enriched poset polytopes are γ-positive and investigate the d-vector of G (e) (P ). We determine the vertices of two enriched polytopes in Section 6. dilated enriched order polytope.
Notations
In what follows, we use the following notations and terminologies. Let P be a finite poset. For v, w ∈ P , we say that v covers w, written v ⋗ w, if v > w and there is no element u such that v > u > w. Given an antichain A, we denote by A the smallest order filter containing A. Given an element v ∈ P , we put
For a subposet Q of P , we denote by max Q and min Q the set of maximal and minimal elements of Q respectively. For a chain C = {v 1 > v 2 > · · · > v r } of Q, we say that
Let C(Q), SC(Q) and MC(Q) be the sets of all chains, all saturated chains and all maximal chains respectively. We denote by top C the maximum element of a chain C. For f ∈ R P and a chain C = {v 1 > · · · > v r }, we define
Defining inequalities for enriched poset polytopes
Our proof of Theorem 1.3 is based on the defining inequalities of O (e) (P ) and C (e) (P ) given by [11] . 
and C (e) (P ) = g ∈ R P : S(g; C) ≤ 1 for all C ∈ MC(P ) . F (e) (Λ) = (0, 0, 0), (0, 0, 1), (0, 0, −1), (1, 0, 1), (−1, 0, 1), (0, 1, 1), (0, −1, 1) (1, 1, 1), (1, −1, 1), (−1, 1, 1), (−1, −1, 1) ,
A (e) (Λ) = (0, 0, 0), (1, 0, 0), (−1, 0, 0), (0, 1, 0), (0, −1, 0), (0, 0, 1), (0, 0, −1)
Proof of Theorem 1.3
In this subsection we prove Theorem 1.3. The inductive definition (7) of Φ (e) can be written as
It is easy to see that the map Φ (e) : R P → R P is a bijection.
Lemma 2.3. The map Φ (e) : R P → R P is a bijection with inverse map Ψ (e) given by
Here we note that max{S(g; C) : C ∈ C(P <v )} = max{S(g; C) : C ∈ MC(P <v )}, hence we may replace C(P <v ) with MC(P <v ) in (11) and (12) . The following proposition follows from the definition of Φ (e) and Ψ (e) .
Proposition 2.4. (a) For f ∈ F (e) (P ), we have
In particular, Φ (e) (f ) ∈ A (e) (P ) and supp Φ (e) (f ) = min(supp(f )).
(b) For g ∈ A (e) (P ), we have
otherwise.
In particular, Ψ (e) (g) ∈ F (e) (P ) and supp Ψ (e) (g) = supp(g) .
(c) The map Φ (e) induces a bijection between F (e) (P ) and A (e) (P ).
In order to prove Theorem 1.3, we need to prepare two lemmas. We put
Then, for any C ∈ MC(P ≤v ), there exists an element
Proof. We write g = Φ (e) (f ). We proceed by induction on the ordering of P . If v is a minimal element, then C is a one-element chain {v} and
If v is not a minimal element, then by definition
If g(v) ≤ 0, then we have
Let C ′ ∈ MC(P <v ) be a chain which attains the maximum M (g; P <v ). Then, by applying the induction hypothesis to C ′ and w = top C ′ , there exists a chain C ′′ satisfying one of the following conditions:
(i) C ′′ ∈ SC(P ≤w ) with top C ′′ = w and S(g; C ′ ) ≤ T + (g; C ′′ );
(ii) C ′′ ∈ MC(P ≤w ) and S(g; C ′ ) ≤ T − (g; C ′′ ).
In Case (i), we have
and in Case (ii), we have
Since v ⋗ w, we can complete the proof.
Lemma 2.6. Let g ∈ R P and v ∈ P . For a chain C = {v 1 ⋗v 2 ⋗· · ·⋗v r } ∈ SC(P ≤v 1 ), we have
Proof. We proceed by induction on r. If r = 1, then
Hence we have
Therefore, by using the induction hypothesis, we see that
This completes the proof. Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. First we shall prove that f ∈ O (e) (P ) implies Φ (e) (f ) ∈ C (e) (P ). Let f ∈ O (e) (P ) and put g = Φ (e) (f ). We show that S(g; C) ≤ 1 for all maximal chains C = {v 1 ⋗ v 2 ⋗ · · · ⋗ v r } ∈ MC(P ). By Lemma 2.5, there exists a chain C ′ satisfying one of the following conditions:
Then it follows from (9) in Proposition 2.1 that S(g; C) ≤ 1. Hence, by using (10), we conclude that g ∈ C (e) (P ). Conversely, we show that g ∈ C (e) (P ) implies Ψ (e) (g) ∈ O (e) (P ). Let g ∈ C (e) (P ) and put f = Ψ (e) (g). We need to prove that T + (f ; C) ≤ 1 for all C ∈ SC(P ) with top C ∈ max(P ) and that T − (f ; C) ≤ 1 for all C ∈ MC(P ).
. Then by definition
By using x ≤ |x| and −x ≤ |x|, we see that
Then by using Lemma 2.6 we obtain
Then v 1 ∈ max(P ) and v r ∈ min(P ). It follows from definition that
Now we can use Lemma 2.6 and (9) to obtain T − (f ; C) ≤ M (g; P v 1 ) ≤ 1.
Therefore we conclude that f ∈ O (e) (P ).
Here we show that the bijection Φ (e) : O (e) (P ) → C (e) (P ) restricts to the bijection Φ : O(P ) → C(P ). Proof. Let f ∈ O(P ) and put g = Φ(f ), g = Φ (e) (f ). By using the induction on the ordering of P , we prove
If
If v is not minimal in P and {w ∈ P : w ⋖ v} = {w 1 , . . . , w k }, then it follows from the induction hypothesis for (14) that
By using the induction hypothesis for (13) and (1), we obtain
Hence, comparing (11) with (1), we obtain (13) and (14).
Left enriched P -partitions
In this subsection, we use the enriched transfer map to find a bijection from left enriched P -partitions to lattice points of the dilated enriched order polytope.
Recall the definition of left enriched P -partition introduced by Petersen [12] . A map h : P → Z is called a left enriched P -partition if it satisfies the following two conditions:
We denote by E m (P ) the set of left enriched P -partitions h : P → Z such that |h(v)| ≤ m for all v ∈ P . Note that F (e) (P ) = E 1 (P ). Ohsugi-Tsuchiya [10] gave an explicit bijection between E m (P ) and mC (e) (P ) ∩ Z P . 
Then Π gives a bijection from E m (P ) to mC (e) (P ) ∩ Z P .
By composing this bijection Π with the inverse enriched transfer map Ψ (e) : mC (e) (P ) ∩ Z P → mO (e) (P ) ∩ Z P , we obtain an explicit bijection from E m (P ) to mO (e) (P ) ∩ Z P .
Then Θ gives a bijection from E m (P ) to mO (e) (P ) ∩ Z P .
Proof. We show that Θ = Ψ (e) •Π. Let h ∈ E m (P ) and put g = Π(h). By comparing (11) with (15) and (16), it is enough to show
We proceed by induction on the ordering of P . If v is minimal in P , there is nothing to prove. Suppose that v is not minimal in P . Since h ∈ E m (P ), we have |h(v)| ≥ max{|h(w)| : w ⋖ v}. Then it follows from (15) that
If {w ∈ P : w ⋖ v} = {w 1 , . . . , w k }, then we have
By using (18), we have
from which (17) follows.
Triangulation
In this section we prove Theorem 1.4, which describes triangulations of enriched order and chain polytopes.
(0, 0, 0) (0, 0, 1) (0, 0, −1)
We introduce a partial ordering ≥ on F (e) (P ), which is an extension of the inclusion ordering on the set of order filters of P .
, we write f > g if the following three conditions hold:
.
The following lemma is obvious, but will be used in several places.
By using this lemma, we can prove that F (e) (P ) is equipped with a poset structure with respect to the binary relation ≥. Proof. It is enough to show the transitivity. Let f , g, h ∈ F (e) (P ) satisfy f > g and g > h. Then it is clear that supp Figure 1 show the Hasse diagram of F (e) (Λ).
We collect several properties of this partial ordering on F (e) (P ). 
where χ S is the characteristic function of S.
(b) The zero map 0 is the unique minimal element of F (e) (P ).
(c) If f covers g in F (e) (P ), then # supp(f ) = # supp(g) + 1.
(d) If f is a maximal element in F (e) (P ), then supp(f ) = P .
(e) All maximal chains of F (e) (P ) have the same length d = #P .
Proof. (a) and (b) are obvious.
(c) If is enough to show that, if f > g, then there exists h ∈ F (e) (P ) such that f ≥ h > g and # supp(h) = # supp(g) + 1.
Since supp(f ) supp(g) and they are order filters of P , there exists u ∈ supp(f ) such that supp(g) ∪ {u} is an order filter of P . Then we define h : P → {1, 0, −1} by putting
Then we have f ∈ F (e) (P ), supp(f ) = supp(g) ∪ {u} and f > g.
(e) follows from (b), (c) and (d).
Next we consider chains in the poset F (e) (P ).
Definition 3.6. Given a chain K = {f 1 > f 2 > · · · > f k } of F (e) (P ), we define its support supp(K) and signature sgn(K) as follows. The support supp(K) is the chain {supp(f 1 ) supp(f 2 ) · · · supp(f k )} of order filters. The signature sgn(K) is the map ϕ : P → {1, 0, −1} given by
The following lemma guarantees that the definition of ϕ(v) in Case (ii) is independent of the choice of i.
Proof. We may assume i < j. Then f i > f j and supp(f i ) ⊃ supp(f j ). Since v ∈ supp(f j ) and minimal in supp(f i ), we have f i (v) = f j (v) by Condition (iii) in Definition 3.1.
A key property of support and signature is the following. Proposition 3.8. Let X(P ) be the set of all chains of F (e) (P ) (including the empty chain), and Y (P ) the set of all pairs (C, ϕ) of chains C = {F 1 F 2 · · · F k } of order filters of P and maps ϕ : P → {1, 0, −1} satisfying
where min F i is the set of minimal elements of F i . Then the map X(P ) ∋ K → (supp(K), sgn(K)) ∈ Y (P ) is a bijection. In particular, maximal chains in F (e) (P ) are in bijection with pairs (C, ϕ) of maximal chains C of order filters and maps ϕ : P → {1, −1}.
It follows that the number of maximal chains in F (e) (P ) is equal to 2 d e(P ), where d = #P and e(P ) is the number of linear extensions of P .
Proof. It follows from Definition 3.6 that (supp(K), sgn(K)) ∈ Y (P ) for K ∈ X(P ).
Given a chain C = {F 1 · · · F k } of order filters and a map ϕ :
Then we see that f i ∈ F (e) (P ) and supp(f i ) = F i .
We
Therefore K = {f 1 > f 2 > · · · > f k } is a chain in F (e) (P ), and supp(K) = {F 1 F 2 · · · F k }, sgn(K) = ϕ.
Triangulation of C (e) (P )
In this subsection, we use the triangulation of C(P ) given in Theorem 1.2 to construct a unimodular triangulation of C (e) (P ). We transfer this triangulation of C (e) (P ) to O (e) (P ) via the inverse enriched transfer map Φ (e) in the next subsection.
A (lattice) triangulation of a lattice polytope P ⊂ R d of dimension d is a finite collection ∆ of (lattice) simplices such that (i) every face of a member of ∆ is in ∆, (ii) the union of the simplices in ∆ is P, and (iii) any two elements of ∆ intersect in a common (possibly empty) face.
We say that a triangulation ∆ is unimodular if all maximal faces of ∆ are unimodular, i.e., have the Euclidean volume 1/d!.
Recall that the simplices S C and T C of the triangulation given in Theorem 1.2 are described as follows. Proposition 3.9. If C = {F 1 F 2 · · · F k } is a chain of order filters of P , then we have
If C = {F 1 F 2 · · · F k } is a chain of order filters of P , then χ C = {χ F 1 > χ F 2 > · · · > χ F k } is a chain in F (e) (P ) by Proposition 3.5 (a), and
First we show that any T (e) K is obtained from T C by a composition of reflections. For ϕ : P → {1, 0, −1}, we define a linear map R ϕ :
The linear map R ϕ is a composition of reflections along coordinate hyperplanes. 
Proof. Let K = {f 1 > · · · > f k } and put C = supp(K) = {F 1 · · · F k } (F i = supp(f i )) and ϕ = sgn(K). Since T C = conv Φ(χ C ), we have
Hence it is enough to show that R ϕ (Φ (e) (χ F i )) = Φ (e) (f i ) for each i.
By the definition of the enriched transfer map, we have
On the other hand, it follows from the definition of ϕ = sgn(K) that
Hence we obtain R ϕ (Φ (e) (χ F i )) = Φ (e) (f i ).
In order to prove Theorem 1.4 (b), we prepare several lemmas. Given ϕ ∈ {1, 0, −1} P , we put
For ε ∈ {1, −1} P , we put Proof. The first equality is proved in [10, Lemma 1.1]. We prove the second equality. Let ε 0 be the map given by ε 0 (v) = 1 for all v ∈ P . Then A (e) ε 0 (P ) = A(P ) and C (e) ε 0 (P ) = conv(A(P )) = C(P ). Since A (e) ε (P ) = R ε (A (e) ε 0 (P )) = R ε (A(P )), we have C (e) ε (P ) = conv(R ε (A(P ))) = R ε (conv(A(P ))) = R ε (C(P )).
Lemma 3.12. Suppose that ϕ ∈ {1, 0, −1} P and ε ∈ {1, −1} P satisfy ϕ| supp(ϕ) = ε| supp(ϕ) . Then we have
(b) If K is a chain in F (e) (P ), then we have T (e) K ⊂ V sgn(K) . (c) If K is a chain in F (e) (P ) and ε ∈ {1, −1} P satisfies sgn(K)| supp(sgn(K)) = ε| supp(sgn(K)) , then we have T Proof. (a) Let g ∈ T C . It is enough to show that ϕ(v) = 0 implies g(v) = 0. By Theorem 1.2 (a), there exists f ∈ S C such that g = Φ(f ). Let i be the largest index such that v ∈ F i , where we use the convention F 0 = P . If i = 0, then f (v) = 0 and g(v) = 0. Suppose that i ≥ 1 and ϕ
is an order filter), which contradict to the maximality of i. Hence we have w ∈ F i \ F i+1 . Then by (20), we have f (v) = f (w). Therefore
(b) Let C = supp(K) and ϕ = sgn(K). By (1), we have
(c) follows from Proposition 3.10, (a) and Lemma 3.12 (b).
Note that Φ (e) gives a bijection between F (e) (P ) and A (e) (P ) (Proposition 2.4 (c)), and that R ϕ preserves A (e) (P ) for any ϕ ∈ {1, 0, −1} P .
Then
Proof. We may assume that there exists a unique u ∈ P such that ϕ(u) = −1, i.e.,
Then it follows from Proposition 2.4 that, if R ϕ (Φ (e) (f )) = Φ (e) (f ′ ), then
and supp(f ′ ) = supp(f ). Now we assume that f 1 > f 2 . Then it is enough to prove the following two claims:
. First we prove (1) by dividing into four cases. If u ∈ min(supp(f 1 )) and u ∈ min(supp(f 2 )), then we have
. If u ∈ min(supp(f 1 )) and u ∈ min(supp(f 2 )), then it follows from Lemma 3.2 that u ∈ supp(f 2 ), which contradicts to the assumption u ∈ supp(f ′ 2 ) = supp(f 2 ). If u ∈ min(supp(f 1 )) and u ∈ min(supp(f 2 )), then we have f ′ 1 (u) = f 1 (u) = 1, thus f ′ 1 (u) ≥ f ′ 2 (u). If u ∈ min(supp(f 1 )) and u ∈ min(supp(f 2 )), then we have f ′ 1 = f 1 and f ′ 2 = f 2 , thus f ′ 1 (u) ≥ f ′ 2 (u). Next we prove (2) . If u ∈ supp(f ′ 2 ) and u is minimal in supp(f ′ 1 ), then it follows from Lemma 3.2 that u is minimal in supp(f ′ 2 ), hence we see that f ′ 1 (u) = −f 1 (u) = −f 2 (u) = f ′ 2 (u). This completes the proof. Now we are in position to prove Theorem 1.4 (b).
Proof of Theorem 1.4 (b). We need to show the following four claims:
(1) If K is a chain in F (e) (P ), then T (1) If we put C = supp(K) and ϕ = sgn(K), then T (e) K = R ϕ (T C ) by Proposition 3.10. Since T C is a unimodular simplex (Theorem 1.2 (b)) and R ϕ is a composition of reflections, we see that T (e) K is a unimodular simplex.
(2) We put C = supp K and ϕ = sgn K, and take ε ∈ {1, −1} P such that ϕ| supp(ϕ) = ε| supp(ϕ) . Then, by using Lemma 3.13 (c) and Lemma 3.11, we have
(3) By using Lemma 3.11 and Theorem 1.2 (b), we have
where C runs over all chain of order filters of P . Given a chain C of order filters of P and ε ∈ {1, −1} P , we define ϕ : P → {1, 0, −1} by putting
Then it follows from Lemma 3.13 (c) that R ε T C = T 
Since T (e) K = conv(Φ (e) (K)) by definition, and V η is a "boundary" of V ϕ , we see that
We take ε ∈ {1, −1} P satisfying η| supp(η) = ε| supp(η) . Then we have Φ (e) (K) ∩ V η ,
ε (P ). Since R ε gives a bijection between A (e) ε (P ) and A(P ), it follows from Lemma 3.14 that there exists a chain C ′ of order filters of P such that
Similarly there exists a chain D ′ of order filters of P such that
Therefore we have
This completes the proof of Theorem 1.4 (b).
We conclude this subsection with giving a set of defining inequalities of a facet T (e) K , where K is a maximal chain in F (e) (P ). Recall the result of Stanley [13] on the defining inequalities of facets of the triangulations of O(P ) and C(P ). To a maximal chain C = {F 0 F 1 · · · F d } of order filters of P , we associate a linear extension (v 1 , . . . , v d ) and chains C 1 , . . . , C d of P as follows. The linear extension (v 1 , . . . , v d ) is defined by . . . , d) .
The chain C i is given inductively by (i) If v i is minimal, then we put C i = {v i };
(ii) If v i is not minimal and j is the largest index satisfying v j ⋖ v i , then we put 
then the facet T C of the triangulation T P of C(P ) is given by
Corollary 3.16. Let K be a maximal chain in F (e) (P ) and put C = supp(K), ε = sgn(K). Let C 1 , . . . , C d be the chains of P associated to C, and define
Then the face T (e) K of the triangulation T (e) P of C (e) (P ) is given by
Proof. follows from Proposition 3.10 and Proposition 3.15 (c).
Triangulation of O (e) (P ).
In this section, we transfer the triangulation of C (e) (P ) to O (e) (P ) vie the inverse map Ψ (e) of the enriched transfer map Φ (e) . In order to prove Theorem 1.4 (a), it is enough to show that S (e) K = Ψ (e) (T (e) K ) and it is a unimodular simplex.
Lemma 3.17. Let K be a maximal chain in F (e) (P ) and put C = supp(K), ε = sgn(K). Let (v 1 , . . . , v d ) be the linear extension and C 1 , . . . , C d the chains of P associated to C. For g ∈ T (e)
and v ∈ P , thus |g| ∈ T C . By Proposition 3.15, we see that
Hence we obtain the desired identity.
Proof of Theorem 1.4 (a). If K is a maximal chain in F (e) (P ), then it follows from Lemma 3.17 that Ψ (e) is a unimodular linear map on T L is a unimodular simplex (Theorem 1.4 (b)). We can use Lemma 3.17 to give a set of defining inequalities of a facet S (e) K , where K is a maximal chain in F (e) (P ). Proposition 3.18. Let K be a maximal chain in F (e) (P ) and put C = supp(K), ε = sgn(K). Let (v 1 , . . . , v d ) be the linear extension and C 1 , . . . , C d the chains of P associated to C. If we put
where C i = {u 1 ⋖ u 2 ⋖ · · · ⋖ u r = v i }, then the face S 
Proof. It is easy to prove by the induction on k that
if and only if
(1 − ε(u j ))f (u i ) (k = 1, . . . , r). f ) ). On the other hand, by Theorem 1.4 (b) and Corollary 3. 16 , we see that f ∈ S (e) K if and only if 0 ≤ L K 1 (Φ (e) (f )) ≤ · · · ≤ L K d (Φ (e) (f )) ≤ 1. Hence we obtain (24).
Hence we have
M K i (f ) = L K i (Φ (e) (
Identification with Ohsugi-Tsuchiya's triangulations
Ohsugi-Tsuchiya [10, 11] computes the initial ideals of the toric ideals of O (e) (P ) and C (e) (P ) with respect to certain monomial orderings. This gives rise to regular triangulations of O (e) (P ) and C (e) (P ). In this section, we show that these triangulations coincide with the triangulations given in Theorem 1.4. Let P be a lattice polytope in R d . We denote by R[P] the polynomial ring in variables
Initial triangulation
1 , . . . , t ±1 d , s ±1 ] be the Laurent polynomial ring in (d + 1) variables. To a lattice point p = (p 1 , . . . , p d ) ∈ P ∩ Z n , we associate a monomial t p s = t p 1 1 · · · t p d d s ∈ K[t ± , s ± ]. Then the toric ring K[P] of P is defined to be the subring of K[t ± , s ± ] generated by {t p s : p ∈ P ∩Z d } over K. We regard K[P] as a graded ring by declaring deg t p s = 1 for all p ∈ P ∩ Z d . And the toric ideal I P of P is the kernel of the surjective homomorphism π : R[P] → K[P] given by π(p) = t p s for p ∈ P ∩ Z d . It is known that I P is generated by homogeneous binomials (see [5, Here we say that a triangulation ∆ is regular if it arises as the projection of the lower hull of a lifting of the lattice points of P into R d+1 .
Triangulation of enriched order polytope
In this subsection, we prove that the triangulation S Proof. Since both of ∆(in(I O (e) (P ) , <)) and S (e) P are unimodular triangulations of O (e) (P ), the number of maximal simplices are the same. Hence it is enough to show that
Let K = {f 0 > · · · > f d } be a maximal chain of F (e) (P ), and assume to the contrary that x f 0 · · · x f d ∈ in(I O (e) (P ) , <). Then there exists a pair of indices i < j such that f i and f j satisfy Condition (i) or (ii) in Proposition 4.2. Since f i > f j in F (e) (P ), one has supp(f i ) supp(f j ) and f i and f j do not satisfy Condition (ii). Hence there exists v ∈ min(supp(f i )) ∩ min(supp(f j )) with f i (v) = f j (v). However, since f i > f j in F (e) (P ) and v ∈ supp(f j ) and v is minimal in supp(f i ), we obtain f i (v) = f j (v), which is a contradiction. Thus it follows that x f 0 · · · x f d ∈ in(I O (e) (P ) , <).
By using Proposition 4.1, we have 
Triangulation of enriched chain polytope
In this subsection, we prove that the triangulation T (e) P of C (e) (P ) given in Theorem 1.4 (b) coincides with the one algebraically defined in [10] .
Let P be a finite poset with d elements, and C (e) (P ) the enriched chain polytope of P . Then C (e) (P ) ∩ Z P = A (e) (P ). Let R[C (e) ] be the polynomial ring in variables y g (g ∈ A (e) (P )), and I C (e) (P ) is the toric ideal of C (e) (P ).
In order to define a monomial ordering on R[C (e) ], we consider the toric ideal of the chain polytope C(P ). Let R[C(P )] be the polynomial ring in variables {z g : g ∈ A(P )}, and I C(P ) ⊂ R[C(P )] the toric ideal of C(P ). Proposition 4.5. ([6, Theorem 2.1]) Let ⊳ be the reverse lexicographic monomial ordering on R[C(P )] induced from a total ordering on {z g : g ∈ A(P )} satisfying z g ⊳ z h if supp(g) supp(h). Then the initial ideal in(I C(P ) , ⊳) is generated by all monomials z g z h with supp(g) ∼ supp(h) , where A denotes the smallest order filter of P containing A. Now we define a monomial ordering on R[C (e) (P )]. Let ⊳ be the monomial ordering on R[C(P )] as in Proposition above. Then there exists a nonnegative weight vector ω ∈ R A(P ) such that in ω (I C(P ) ) = in(I C(P ) , ⊳) (see [17, Proposition 1.11] ). We extend ω to the weight vector ω ∈ R A (e) (P ) by putting
where |g| ∈ R P is given by |g|(v) = |g(v)| for v ∈ P . And let γ ∈ R A (e) (P ) be the weight vector given by γ(g) = # supp(g). Fix any monomial ordering ≺ on K[C (e) (P )] as a tie-breaker. Then we define a monomial ordering ≪ on R[C (e) ] so that u ≪ v if and only if one of the following holds:
• The weight of u is less than that of v with respect to γ;
• The weight of u is the same as that of v with respect to γ, and the weight of u is less than that of v with respect to ω;
• The weight of u is the same as that of v with respect to γ and ω, and u ≺ v. Furthermore, the triangulation ∆(in(I C (e) (P ) , ≪)) is unimodular.
Finally, we show that this triangulation ∆(in(I C (e) (P ) , ≪)) coincides with the triangulation given in Theorem 1.4 (b). Proposition 4.7. With the same notation as above, we have ∆(in(I C (e) (P ) , ≪)) =
Proof. This follows from the fact that the map
d-vector and γ-positivity
In this section, we give an alternative proof for the γ-positivity of the h * -polynomials of enriched poset polytopes by appealing to the theory of cd-indices, and provide a formula for the d-vector of the poset G (e) (P ) = F (e) (P ) \ {0} in terms of the underlying poset P .
cd-index and d-vector
In this subsection, we review the theory of cd-indices. 
We call the polynomial Φ Q (c, d) the cd-index of Q. If we substitute 1 for c in Φ P (c, d), we obtain a polynomial of the form
where ⌊d/2⌋ is the largest integer not exceeding d/2. In other words, the coefficient δ i is the sum of coefficients of monomials in Φ Q (c, d) for which d appears i times. We call the sequence (δ 0 , δ 1 , . . . , δ ⌊d/2⌋ ) the d-vector of Q. One of the important properties of the cd-index is the following positivity. See [14, 15] for a definition and related topics of Gorenstein * posets. Given a graded poset Q with ranks 1, 2, . . . , d, the order complex ∆(Q) of Q is the simplicial complex whose faces are chains of Q. Then ∆(Q) is flag and balanced. Here a d-dimensional simplicial complex ∆ is said to be • flag if all minimal non-faces of ∆ contain only two elements;
• balanced if there is a proper coloring of its vertices c : V → {1, . . . , d + 1}, where V is the vertex set of ∆.
If we specialize a = 1 in the ab-index Ψ Q (a, b) , then the resulting polynomial In general, if h(x) is a reciprocal polynomial of degree d, then there exists a unique polynomial γ(x) = ⌊d/2⌋ i=0 γ i x i , called the γ-polynomial associated to h(x), of degree at most ⌊d/2⌋ such that
We say that a reciprocal polynomial h(x) is γ-positive if γ i ≥ 0 for any i. The γ-positivity directly implies the unimodality of its coefficients. i=0 γ i x i is the γ-polynomial associated to h(∆(Q), x) and (δ 0 , . . . , δ ⌊d/2⌋ ) is the d-vector of Q, then we have γ i = 2 i δ i ≥ 0 for all i.
Proof. By comparing (26) and (27), we obtain γ(∆(Q), x) = Φ(1, 2x), which implies γ i = 2 i δ i for all i. And it follows from Proposition 5.1 that δ i ≥ 0.
We remark that, if the order complex ∆(Q) triangulates the sphere, then Q⊔{ 0, 1} is Gorenstein * .
One of the hot topics in algebraic and topological combinatorics is Gal's Conjecture [4, Conjecture 2.1.7], which asserts that every flag Gorenstein * simplicial complex has a γ-positive h-polynomial.
h * -polynomials of enriched poset polytopes and dvector of G (e) (P )
In this subsection, we show that the h * -polynomials of two enriched poset polytopes are γ-positive, which was proven in [10, 11] via the theory of left enriched P -partitions.
First we recall the definition of h * -polynomials of lattice polytopes. We refer the reader to the book [2] for basic informations on h * -polynomials. Let P ⊂ R d be a lattice polytope of dimension d. Then there is a polynomial h * (P, x) = h * 0 + h * 1 x + · · · + h * d x d , called the h * -polynomial of P, such that
It is known that each h * i is nonnegative, h * 0 = 1, h * 1 = #(P ∩ Z d ) − (d + 1) and h * d = #(int(P) ∩ Z d ), where int(P) denotes the interior of P. If ∆ is a unimodular triangulation of P, then h * (P, x) coincides with the h-polynomial h(∆, x), where ∆ is viewed as a simplicial complex (see [2, Theorem 10.3] ). Now let P be a finite poset with d elements. By Theorem 1.4, the triangulations S Suppose that P is naturally labeled on [d] . For a linear extension π = (π 1 , π 2 , . . . , π d ) of P , a left peak of π is an index 1 ≤ i ≤ d − 1 such that π i−1 < π i > π i+1 , where π 0 = 0. We denote by L(P ) the set of linear extensions of P and by peak ℓ (π) the number of left peaks of a linear extension π ∈ L(P ). Then we obtain an explicit formula for the d-vector of the graded poset G (e) (P ).
Theorem 5.5. Let P be a naturally labeled poset on [d] and (δ 0 , δ 1 , . . . , δ ⌊d/2⌋ ) the d-vector of the poset G (e) (P ). Then, for each i, we have δ i = 2 i #{π ∈ L(P ) : peak ℓ (π) = i}.
Proof. Let γ(x) = ⌊d/2⌋ i=0 γ i x i be the γ-polynomial associated to h * (O (e) (P )) = h(∆(G (e) (P ))). It then follows from [10, Theorem 0.3] that for each i, γ i = 4 i #{π ∈ L(P ) : peak ℓ (π) = i}.
By using Proposition 5.2, we obtain the desired identity.
Vertices of enriched poset polytopes
In this last section, we determine the vertex sets of the enriched order polytope O (e) (P ) and the enriched chain polytope C (e) (P ).
In order to state the result, we need another partial ordering on F (e) (P ) or A (e) (P ). For f , f ′ ∈ F (e) (P ) (or A (e) (P )), we write f f ′ if supp(f ) ⊂ supp(f ′ ) and f | supp(f ) = f ′ | supp(f ) . Example 6.1. If Λ = {u, v, w} is the three-element chain with order relations u ⋖ w and v ⋖ w, then the Hasse diagrams of F (e) (P ) and A (e) (P ) with respect to are shown in Figures 2 and 3 respectively.
(1, 0, 1) (0, −1, 1) (−1, 0, 1) (0, 1, 1)
(1, 1, 1) (1, −1, 1) (−1, −1, 1) (−1, 1, 1) Note that f ∈ A (e) (P ) is maximal with respect to if and only if supp(f ) is a maximal antichain.
