Abstract: A dual algorithm for problems of Fourier Synthesis is proposed. Partially finite convex programming provides tools for a formulation which enables to elude static pixelization of the object to be reconstructed. This leads to a regularized reconstruction-interpolation formula for problems in which finitely many and possibly irregularly spaced samples of the Fourier transform of the unknown object are known, as is the case in Magnetic Resonance Imaging with non-Cartesian and sparse acquisitions.
Introduction and statement of the problem
In many applications pertaining to signal and image processing, the experimental information can be interpreted as constraints on the Fourier transform of the unknown object. These constraints may appear explicitly in the Fourier domain, as in Aperture synthesis [7] , in spectral analysis or in Magnetic Resonance Imaging (see, for example, [3] ). They may also appear implicitly, that is to say, via some other operator such as convolution operators [8] or Radon-type operators [10] . The corresponding generic problem may be formulated as follows:
Recover a function from a partial and approximate knowledge of its Fourier transform.
We refer to this problem as that of Fourier Synthesis. In general, low frequencies are well constrained while high frequencies are lost. In their pioneering work [8, 7] ), Lannes et al. stated and analyzed the problem in more specific terms, namely:
Let V and W be subsets of R p . Assume that V is bounded and that W has a non-empty interior. Recover f 0 ∈ L 2 (V ) from the knowledge of its Fourier transform on W .
This formulation involves the Fourier truncation operator:
Here, L 2 (Ω) denotes the space of square integrable complex valued functions having their (essential) support in the set Ω ⊂ R p , 1 W denotes the characteristic function of W , andf = Uf denotes the image of f by the Fourier operator.
In the case where W is bounded, the problem is referred to as that of Fourier extrapolation. In the case where the complement of W is bounded, the problem is referred to as that of Fourier interpolation. It has been shown [8] that the problem of Fourier extrapolation is ill-posed, whereas the problem of Fourier interpolation is well-posed in the least-square sense. In [8, 7] , an original regularization principle for problems of Fourier extrapolation was designed. In essence, this regularization principle consists in reformulating the problem in terms of Fourier interpolation. In a rather rough version of this principle, the reconstructed object is defined as the solution of the following optimization problem:
where W β is defined as the complement of the ball B β of radius 1/β centered at the origin, and α is the usual regularization parameter. The term
can be interpreted as the energy of f in the high frequency domain, whereas the fit term acts in the low frequency domain. We shall denote by H the linear operator defined on L 2 (V ) by Hf = 1 W β Uf . Notice that the above-mentioned analysis was performed in an infinite dimensional setting. In practice, however, the data always takes the form of a finite sampling and the unknown object is usually represented (for computational purposes) by a finite number of pixels or voxels (or any kind of interpolation family). This led to finite dimensional transpositions of Problem (P), namely, problems of the form:
Here, the components of y ∈ C m are the noisy samples of the Fourier transform of the original object f 0 :
the components of x ∈ R n (or C n ) are the coordinates of the approximation of f in the finite dimensional subspace generated by the chosen interpolation family {e 1 , . . . , e m }; at last A ∈ M m×n (C) is the matrix whose entry (j, k) is the Fourier transform of e k at τ j and H ∈ M mr×n (C) is formed likewise, with τ j replaced by regularizing sampling points.
In this paper, we intend to postpone discretization of the unknown object as much as possible and to avoid the choice of regularizing sampling points. This attempt is based on the observation that the corresponding partially finite formulation can be successfully addressed, in principle, by using concepts from duality theory 1 . It is motivated by the desire to eliminate as much as possible the arbitrariness of the choices of finite dimensional representation of the unknown object and of a regularizing sampling grid. We shall therefore be concerned by the following optimization problems:
Here, ε > 0 is a tolerance on the violation of the experimental constraint, and the linear mapping A is a sampled version of the operator A:
From now on, we shall denote by F the function
The knowledge off at all points of the Cartesian grid a −1 Z allows for 'exact' reconstruction of f via the formula
(the equality being taken in the L 2 sense). Taking Fourier transforms in the above formula yields the celebrated Shannon interpolation formula. In our formulation, the data is not only discrete, but also finite and possibly irregular. This is of course the actual situation which must be considered in practice.
The paper is organized as follows. In section 2, we review basic facts from duality theory, and derive the dual problems corresponding to (P α ) and (P ε ). Evaluating dual functions to be maximized involves the computation of the convex conjugate of F, which will be addressed in section 3. Finally, in section 4, we examine a few computational aspects, which enable us to illustrate our analysis via the reconstruction of a function from samples of its Fourier transform.
Reminder of duality
In this section, we give an overview of a few fundamental facts about Fenchel duality theory. We refer to notions pertaining to convex analysis. Our reference books for these notions are those by Rockafellar [12] , by HiriartUrruty & Lemaréchal [6] , and by Ekeland and Temam [5] .
Theorem 2. Let (X, ·, · ) be a real Hilbert space, A : X → R d a linear mapping with adjoint A (with respect to the standard Euclidean scalar product of R d also denoted by ·, · ). Let F : X → (−∞, ∞] be proper convex and
Then,
in which F and g denote respectively the convex and concave conjugates of F and g.
Proof. See, for example, [1] . As usual, D is referred to as the dual function.
Following [2] , we give a complex version of theorem 2. Let now (X, ·, · ) be a complex Hilbert space. We define the convex conjugate of a function F : X →R by
We also define the concave conjugate of a function g :
The reader may easily check that these definitions are compatible with the underlying real structures and that Theorem 2 takes the following form:
Theorem 3 (Fenchel duality). Let (X, ·, · ) be a complex Hilbert space, A : X → C d a linear mapping with adjoint A (with respect to the standard hermitian product of C d ). Let F : X → (−∞, ∞] be proper convex and
An easy computation shows that, if
and if g is the opposite of the indicator function of the ball centered at y of radius √ 2ε, then g (ζ) = Re y, ζ − ε ζ .
Therefore, the dual problems associated with (P α ) and (P ε ) are
and
Remark 4. Problem (P α ) is often preferred to Problem (P ε ). There are several reasons for this. To begin with, it is difficult, in practice to guarantee feasibility of Problem (P ε ). Next, one can show that Problem (P α ) has better stabilizing properties. In addition, D α will prove to be differentiable, while the term ε λ in D ε (λ) introduces non-differentiability. Notice at last that the Constraint Qualification (CQ) is always satisfied by Problem (P α ).
The computation of F (A λ) will be dealt with in section 3. Before this, we establish the so-called primal-dual relationship. The following lemma is elementary.
Lemma 5. Let Z, X be real Hilbert spaces, let Ψ : X → R be Gâteaux-differentiable over X, with Gâteaux-derivative Ψ . Let A : Z → X be linear and continuous. Then Ψ • A is Gâteaux-differentiable over Z, and its Gâteaux-derivative is equal to A • Ψ • A.
Theorem 6. With the notation and assumptions of Theorem 3, suppose in addition that (a) F = F and g = g;
(b) F is Gâteaux-differentiable over X;
Then, on denoting byλ any maximizer of the dual function,x := F (A λ ) is primal optimal, that is to say,
Proof. Using [12] , Theorem 23.8, together with Assumptions (b) and (c), we see that
where the second equality stems from Lemma 5. Therefore, the condition 0 ∈ ∂D(λ) reads Ax ∈ ∂g (λ). Along with the conditionx ∈ ∂F (A λ ), this yields
where we have used Assumption (a) and [5] , Proposition I-5.1. Consequently,
and the conclusion follows by Theorem 3.
Recall that, in the above theorem, Assumption (a) is satisfied whenever F and g are respectively closed proper convex and closed proper concave, which is always the case in our context. Assumption (b) is also obviously satisfied here, since f → f 2 /2 is self-conjugate, as we shall see in the next section. Finally, Assumption (c), which may be regarded as a dual constraint qualification, will prove to be unrestrictive. As a matter of fact, the effective domain of the function F considered here is equal to the whole space, and the relative interior of dom g is nonempty, as is that of any nonempty convex subset of R n .
Maximizing the dual function
We first review a few basic facts about H and its range. Define
In other words, for all f ∈ L 2 (V ), Lf is almost everywhere defined by
Since V is bounded, the kernel (x, y) → 1 B β (y)1 V (x)e −2iπ x,y is square integrable, so that L is a Hilbert-Schmidt operator. Therefore, it is compact, and so are 
where the last equality results from Parseval's Theorem; the last integral is strictly less than 1, for otherwise Uf 1 would vanish on the complement of B β , thus on R p (since it is analytic), in contradiction with the fact that
where I denotes the identity of L 2 (V ), so that H * H has a positive smallest eigenvalue. Consequently, both
have continuous inverses, and ran H is closed. Furthermore,
Let us now return to the computation of the dual function. First, a straightforward computation shows that A λ is given by
y k e 2iπ t,τ k .
The key point in the computation of the dual function and its gradient is the evaluation of F .
Lemma 7.
Let X, Y be (real or complex) Hilbert spaces whose inner products are both denoted by ·, · , and let A : X → Y be an invertible linear mapping, whose adjoint is denoted by A * . Let Φ : Y →R be any mapping and
Proof. For all ξ ∈ X, one has, by using the change of variable y = Ax,
Lemma 8. Let Y be a (real or complex) Hilbert space, whose inner product is denoted by ·, · , and let · denote the corresponding norm. Then the function Φ := · 2 /2 is self-conjugate, that is, Φ = Φ.
Proof. The function x → Re x, ξ − x 2 /2 is strictly concave and Gâteaux-differentiable over Y , with Gâteaux-derivative ξ − x. Consequently,
Combining Lemmas 7 and 8 now yields the convex conjugate of F: since ran H is closed, it is a Hilbert space on its own, and we conclude that, for all ϕ ∈ L 2 (V ),
In practice, this will enable to reach a good approximation of F (A * λ) with reasonable computing time.
Some numerical illustrations
In this section, we consider the numerical implementation of the above dual reconstruction method, which we illustrate with the reconstruction of a function from samples of its Fourier transform. We emphasize that this is done with no pretension of numerical efficiency, and that our intention here is only to indicate a possible strategy for eluding the arbitrariness of the choice of a static pixelization of the object to be reconstructed and of a regularizing sampling grid. More realistic and efficient reconstructions will be considered in a forthcoming paper devoted to Magnetic Resonance Imaging with non-Cartesian and sparse acquisitions.
The computations are performed according to the previous dual strategy: an optimalλ for the unconstrained dual problem (D α ) is obtained using a standard optimization method, and the primal solution is then computed via the primal-dual relationship:
The first step, i.e. maximizing the dual function, requires computations of the dual function and its gradient. The latter are given by
so that the computation of (H H) −1 A λ yields, after a few alterations, evaluations of both D α (λ) and ∇D α (λ). The second step, i.e. computing the primal solution via the primal-dual relationship, also requires an evaluation of (H H) −1 A λ, at λ =λ. Since the computation of (H H) −1 A λ appears to be such a key point in the implementation of this method, let us describe the way it is performed. Recall that (H H) −1 can be written
and that The computation of (H H) −1 A λ is achieved by means of the following iterative scheme. During the k-th iteration, a discrete approximation of (L * L) k−1 A λ is evaluated. More precisely:
• The first iteration yields a discrete approximation of h 1 := A λ(t) by a simple uniform discretization of the variable t over V .
• The second iteration computes h 2 := Uh 1 as an integral over V . It uses the rectangular method. It then computes h 3 := U * 1 B β h 2 as an integral over B β , using again the rectangular method.
• The third iteration computes h 4 := U1 V h 3 , then h 5 := U * 1 B β h 4 , still using the rectangular method.
The output of each iteration is added. The loop is terminated when the norm of the current iteration is less than ε, whose value was empirically chosen equal to 10 −4 in order to get a fast yet precise computation. Yet another numerical integration (again with the rectangular method) yields evaluations of the dual function and its gradient. Once the optimization routine provides an approximationλ, the optimal value of the primal problem is then easily obtained by applying the last algorithm. The Fourier transform of the test function is sampled at 100 equally spaced points from -1 to +1 (Fig. 1) . The test function to be reconstructed and the reconstruction obtained by our dual algorithm are shown in Fig. 2 . The optimization routine required about 120 iterations to converge to a solution fulfilling a reasonable convergence criterion. The main computational burden during the optimization was of course the evaluation of the dual function and its gradient.
Conclusion
Our paper is strongly motivated by Magnetic Resonance Imaging with nonCartesian and sparse acquisitions. The corresponding reconstruction prob-lem belongs to the general framework of Fourier Synthesis. The experimental data consist of finitely many samples of the Fourier transform of the image to be recovered, and a natural regularization strategy may consist in introducing some control of the energy of the image in the high spatial frequency domain, as proposed in [8] .
We have shown that it was possible to elude the arbitrariness introduced by a static pixelization of the image and the choice of a regularizing sampling grid. The corner stone of our approach was Fenchel's duality theorem, in a partially finite version. The primal-dual relationship, Equation (1), may be regarded as reconstruction-interpolation formula. It defines the reconstructed object as a element of some finite dimensional (linear) manifold in L 2 (V ). Clearly, the computation of the optimal Lagrange multiplierλ involves numerical integrations, where finiteness is again in force. However, this type of finiteness does not require a static finite-dimensional representation of the object. The present approach has some similarities with the one given in [2] , in which regularized NMR complex spectra where reconstructed with the Hoch-Stern entropy as a regularizer. However, using the energy in the high frequency domain as an alternative regularizer gave rise to original developments in the computation of the dual function. Refinements in the numerical computations are currently under consideration. The results, which are expected to provide a numerically competitive reconstruction method, will be presented in a forthcoming publication.
