While 2D Gibbsian particle systems might exhibit orientational order resulting in a lattice-like structure, these particle systems do not exhibit positional order if the interaction between particles satisfies some weak assumptions. Here we investigate to which extent particles within a box of size 2n×2n may fluctuate from their ideal lattice position. We show that particles near the center of the box typically show a displacement at least of order √ log n. Thus we extend recent results on the hard disk model to particle systems with fairly arbitrary particle spins and interaction. Our result applies to models such as rather general continuum Potts type models, e.g. with Widom-Rowlinson or Lenard-Jones-type interaction.
Introduction
At low temperature or at high particle density particles in two dimensions may arrange themselves into a lattice-like structure, which is usually referred to as solid or crystal. This behaviour can be observed in simulations (see e.g. E.P. Bernard and W. Krauth in [BK] or S.C. Kapfer and W. Krauth in [KK] ), but could not yet be shown rigorously for any realistic model. However, it can be shown that these lattice-like structures cannot be very rigid. For the 2D harmonic crystal R. Peierls showed in [P1, P2] that the mean displacement of a particle from its ideal lattice site in a box of size 2n × 2n is of order √ log n. In particular this implies the absence of positional order (i.e. the conservation of translational symmetry). Building on ideas by N.D. Mermin and H. Wagner ([MW, M] ) concerning the absence of order in a more general context, the absence of positional order was first established for 2D Gibbsian particle systems by J. FP2] ), and later these results were generalized by T. Richthammer ([Ri1, Ri2] ). The behaviour of Peierl's harmonic crystal is believed to be typical for general 2D particle systems not just in terms of the absence of positional order but also in terms of the size of the fluctuations of particle positions. Indeed, recently T. Richthammer showed in [Ri3] that this is true in the particular case of the hard disk model: Here the typical displacement of a particle near the center of a box of size 2n × 2n is bounded from below by a constant times √ log n. The aim of this article is to generalize this result to fairly arbitrary 2D Gibbsian particle systems.
The conditions we impose on the particle systems are similar to those imposed in [Ri2] to guarantee the absence of positional order: Particles are described in terms of their positions in Ê 2 and their internal properties (such as shape, orientation, magnetic spin, electric charge, particle type) encoded in the particle spin. The interaction is given by a two-particle potential function U , which will be assumed to satisfy the following conditions:
• U is symmetric and invariant under the translation of particles.
• U is superstable and lower regular, so that the existence of Gibbs measures is guaranteed and we have Ruelle bounds on correlations.
• U is allowed to have a singularity or hard core at the origin, but U satisfies mild assumptions on the shape of the hard core and the type of convergence into the singularity or hard core.
• Outside of the singularity/hard core U can be decomposed into a sufficiently smooth part and a small part that only has to satisfy some integrability condition but does not have to satisfy any regularity conditions. Thus U neither needs to be smooth nor continuous.
For details we refer to the next section. Some prominent examples of potential functions that are contained in our setting are the continuum Widom-Rowlinson model, Lennard-Jones type potentials, continuum Potts type models, the hard rod model and models of hard disks with random radii. Given an interaction of the above form and parameter values for the inverse temperature and the activity (i.e. the a-priori particle density) we consider the corresponding (grand canoncial) continuum Gibbs measures as a model for the equilibrium states of the particle system at hand. We deal with the non-smooth part of the potential function U by encoding it into an independent percolation process on edges between particles. In order to state and prove our result we use techniques from [Ri2] and [Ri3] (building on a method introduced in [Ri1] and enhanced in [MP] ). Indeed, the formulation of our result is non-trivial, since there is no a-priori labelling of particles that would allow to pinpoint a specific particle and investigate its positional fluctuations. Instead we describe the fluctuations in terms of a transformation of particle-edge configurations, satisfying the following properties:
• All particles of a given configuration are shifted in a predefined direction.
Particles outside the box of size 2n×2n are not shifted at all and particles near the center of the box are shifted by an amount of order √ log n.
• Local structures are almost preserved in that particles close to each other are shifted by almost the same amount and particles connected by an edge are shifted by the same amount.
• The probability measure describing the model is only mildly affected.
We note that some of the properties above are in conflict, for instance it might happen that particles outside of the box and particles near its center are connected by an edge. It is therefore necessary to introduce a set of good particleedge configurations, for which there are no conflicts. We give a fairly geometric description of this set and show that it has probability close to 1. While the result presented here builds on the result on the special case in [Ri3] and uses the same line of reasoning, we would like to point out some of the differences:
• The edge process is a considerable complication that was not present in the special case of hard disks.
• The definition of the set of good configurations is more complicated due to the more general framework here. We thus have to put more effort into showing that good configurations are likely.
• All probability estimates are considerably harder and we have to deal with technical complications there.
• All probability estimates make use of Ruelle bounds, and thus have to be taken w.r.t. to the infinite volume Gibbs measures rather than the conditional Gibbs distributions in the finite volume [−n, n] 2 . This implies that our result is not uniform in the boundary configurations.
We also would like to point out that it should be possible to formulate our result in terms of a bound on the decay of positional correlation functions (such as the correlation functions used in the various computational investigations, see e.g. [BK] , [Eea] and references therein). However this is still work in progress and will be addressed in future work. The paper is structured as follows. In section 2 we introduce the setting, specify the assumptions we make and state our main results. In section 3 we give the main body of the proof. The proofs of the lemmas formulated in the previous sections are relegated to section 4.
Setting and result 2.1 Interactions
We consider the particle space Ê 2
In most applications S will be a metric space, e.g. a finite set or Ê n . The case S = {0} corresponds to particles without spins. On Ê 2 we consider the Euclidean norm . and the supremum norm . ∞ , the Borel-σ-algebra B 2 and the Lebesgue-measure λ 2 .
On subsets of Ê 2 we consider the corresponding restrictions. On product spaces such as Ê 2 S and Ê 2 S 2 we consider the corresponding product-σ-algebras and product measures. We will usually denote particles, positions and spins by variants of the letters y, x, σ. We will abbreviate integration w.r.t. the above measures by dy := (λ 2 ⊗ λ S )(dy), dx := λ 2 (dx), dσ := λ S (dσ). With a little abuse of notation we will apply functions and operations on Ê 2 to particles, 
Its hard core is defined by K U := {U = ∞}.
S . The symmetry assumptions are such that U is unchanged if the order of the particles is interchanged or if both particles are shifted by the same amount (i.e. U is translation invariant). By abuse of notation we will consider a symmetric potential U a function on (Ê 2 S ) 2 via
Similarly we will consider subsets of Ê 2 S 2 as subsets of (Ê 2 S ) 2 .
For ǫ > 0 we define the ǫ-enlargement of K by
Definition 3 Let e 1 := (1, 0). A potential U : Ê 2 S 2 → Ê is called smoothly approximable if for every γ > 0 there exists a symmetric set K ∈ Ê 2 S 2 , and potentials U , u : Ê 2 S 2 → Ê that decompose U = U − u on K c such that the following conditions are satisfied: K ⊃ K U is sufficiently small in that
U is sufficiently smooth in that for some potential ψ :
2)
and u is sufficiently small in that
(2.3)
We note that in the above conditions, the potential values in K are irrelevant. If potentials are considered as functions on (Ê 2 S ) 2 , the above integrability conditions give bounds on the integrals w.r.t. the second particle that are uniform in the first particle. Smoothly approximable potentials may have a singularity or a hard core at the origin, and need not be smooth or even continuous. To show that the class of smoothly approximable potentials is very large, we give a class of examples. To keep the formulation simple, we will assume that the interaction only depends on the particle distance.
Lemma 1 Let N ≥ 0 and r (0) , ..., r (N ) be measurable symmetric functions on S 2 such that 0 ≤ r (0) ≤ ... ≤ r (N ) = R for some R > 0. Suppose that V :
(0, ∞) × S 2 → Ê is measurable and symmetric such that
For fixed spins σ, σ ′ V σ,σ ′ may have a hard core and a finite number of discontinuities at the points r (i) σ,σ ′ . We have imposed a mild regularity condition in between these points and a condition on the decay of V ′′ σ,σ ′ . Of particular interest may be the following types of interaction functions or variants of these:
(a) pure hard core repulsion V a (r) := ∞1 (0,r (0) ) (r),
r 6 , where c (i) ≥ 0 are bounded measurable symmetric functions on S 2 . For illustrations of these interaction functions see Figure 1 . Special cases of the pure hard core repulsion considered in case (a) are the Widom-Rowlinson model (see [WR] ) with q ≥ 2 types of particles and particle radius r > 0, where we have S = {1, 2 . . . , q} and r (0) σ,σ ′ = 2r1 {σ =σ ′ } , and a model of hard disks with random radii, where S = (0, R) for some R > 0, and r (0) σ,σ ′ = σ + σ ′ . An interesting example of an interaction that is not covered in the above lemma is the hard rod model. Here we have S = S 1 and particles (x, σ) can be thought of as line segments {x + sσ : s ∈ [−r, r]} for some given fixed r > 0. The interaction is given by a pure hard core repulsion U = ∞1 K U , where 
Gibbs measures
A particle configuration is a locally finite subset of the particle space, i.e. a set Y ⊂ Ê 2 S such that |Y ∩ Λ| < ∞ for all bounded Λ ∈ B 2 . Particle configurations will usually be denoted by variants of the letter Y . We will write Y Λ := Y ∩ Λ for the restriction of a configuration Y to Λ ∈ B 2 and Y Y ′ := Y ∪ Y ′ for the concatenation of two configurations Y and Y ′ . Let Y denote the set of all particle configurations. Mainly we will use
For a given bounded set Λ ∈ B 2 and boundary configuration Y ′ ∈ Y ′ we consider the probability measure ν Λ (.|Y ′ ) on (Y, F Y ) that produces a Poisson point process inside Λ and the deterministic configuration Y ′ Λ c outside Λ, i.e. for every measurable function f :
We note that ν Λ is a probability kernel from (Y, F Y,Λ c ) to (Y, F Y ).
For y, y ′ ∈ Ê 2 S we write yy ′ := {y, y ′ } for the edge between the two particles. In the following we will identify symmetric functions on pairs of particles with functions on edges between particles (by a slight abuse of notation). For a given potential U , for Y, Y ′ ∈ Y and Λ ∈ B 2 we consider the energy sums
whenever the sums have a well defined value in Ê. H U Λ is called the Hamiltonian w.r.t. U and Λ. For given potential U , inverse temperature β > 0, activity z > 0, boundary configuration Y ′ ∈ Y and bounded Λ ∈ B 2 we define the corresponding conditional Gibbs distribution µ U,β,z
It is interpreted as the equilibrium state of the particle system given by U, β, z for a fixed particle configuration Y ′ outside of Λ. We ensure that µ U,β,z Λ is well defined by considering only appropriate boundary configurations:
The overall equilibrium states of the particle system are now given by Gibbs measures, which are defined in terms of the so called DLR-condition:
The set of all corresponding Gibbs measures will be denoted by G U,β,z
We note that the DLR-condition is equivalent to the assertion that the conditional distributions of µ w.r.t. F Y,Λ c are given by µ U,β,z Λ . We also note that Gibbs measures respect the hard core of the underlying potential in that
which follows from the DLR-condition. A main tool for estimating expectations w.r.t. Gibbs measures will be Ruelle bounds: The following lemma gives important cases of potentials, for which a sensible set of admissible configurations can be given and Ruelle bounds exist.
Lemma 3 Let U be a potential and β, z > 0.
(a) If U ≥ 0 then Y is admissible and ξ := z is a Ruelle bound.
(b) If U is superstable and lower regular, then the set of tempered configurations Y t is admissible and there is a Ruelle bound ξ.
We note that (a) is trivial and for the proof of (b) (and the definition of superstability, lower regularity and temperedness) we refer to [Ru] . Since we need Ruelle bounds, we have to impose further conditions on the class of potentials to be considered. While purely repulsive potentials work fine by the above lemma, for the other potentials considered in Lemma 1 we have to assume superstability and lower regularity. This requires sufficient repulsion at short distances and a suitable decay at large distances, see Proposition 1.4 of [Ru] .
Edge process
In order to deal with the non-smooth part u of the interaction we will introduce a suitable edge process. We define the space of particle-edge-configurations by
To define a useful probability measure on edge configurations let v ≥ 0 be a potential,
This is meant to motivate the introduction of the edge process: If we have a decomposition U = U − u into a suitably nice potential U and a suitably small potential u ≥ 0, in µ U,β,z Λ ⊗ π βu Λ , the density terms involving H βu Λ cancel and we are only left to deal with u-terms on particle pairs connected by the edge process. For small u there will very likely be only few edges to deal with. Finally, we note that in case of u = 0 (which is a sensible choice for some of the potentials we are interested in), π βu Λ a.s. gives no edges, so we do not have to consider the edge process at all.
Result
Our aim is to investigate to which extent a particle system in equilibriumgiven by a pair potential U , inverse temperature β > 0 and activity z > 0typically deviates from a lattice structure in terms of positional order. We thus are interested in the fluctuations of the positions of particles near the center of a large bounded domain Λ ∈ B 2 , when particles outside of Λ are kept fixed. For simplicity we only consider fluctuations in direction e 1 and domains of the form Λ n : e 1 := (1, 0) and Λ n = [−n, n] 2 , (n ∈ {1, 2, ...}).
For ease of notation we will often write dependencies on Λ n as dependencies on n. The following theorem generalizes Theorem 1 of [Ri3] to a setting similar to that of Theorem 2 of [Ri2] .
Theorem 1 Let U be a potential, β, z > 0, Y ′ ∈ F Y admissible and ξ a corresponding Ruelle-bound. Suppose that U is smoothly approximable, and let K, U , u be a corresponding choice for γ := 1 3ξ(1∨β) . Furthermore let δ > 0. There is a set Y G ∈ F Y and there are C, N > 0 such that for all c ∈ [0, C] and n ≥ N there is a transformation T n : Y → Y with the following properties:
(T7) T n and T − n are bijective and for every µ ∈ G U,β,z
where T − n is defined as T n in (T1) with e 1 replaced by −e 1 . We are typically interested in choosing a small value for δ > 0. Y G is interpreted as a set of good configurations. We note that T n also depends on the value of c, which we have not indicated in our notation. The properties in Theorem 1 can be interpreted as follows (see Figure 2 for an illustration): By (T1) T n shifts every particle y of a particle-edge configuration Y by an amount t Y n (y) in direction e 1 , maintaining the edges between particles. The shift amount is allowed to depend on the full configuration. By (T2) particles outside of Λ n stay fixed, and particles within Λ n remain in Λ n . By (T3) particles inside of Λ √ n (i.e. particles near the origin) are shifted by an amount of order √ log n if a good configuration is considered. By (T4) particles almost at hard core distance and particles connected by an edge are shifted by the same amount. By (T5) the transformation almost preserves local structures: The Lipschitz property implies that in a small region particles are shifted by almost the same amount; in particular if particles locally form a lattice-like structure, this structure is almost preserved by the transformation. By (T6) good configurations have high probability. By (T7) we have control over probabilities when applying the transformation. We note that in (T7) it is necessary to consider T − n along with T n ; this is due to a Taylor-argument at the core of the estimate, where we need the first order terms to cancel (just as in Mermin-Wagner-type arguments). We note that it is also necessary to consider a set of good configurations, as otherwise some of the properties above are in conflict. Indeed, for example properties (T2),(T3) and (T4) can not be satisfied simultaneously if Y contains a sequence of particles connecting Λ √ n to Λ c n such that the particles are too close to each other or connected by edges (which would force them to be moved by the same distance). Such particle-edge configurations should be thought of as bad. Finally we note that in (T6) and (T7) we need to estimate probabilities w.r.t. µ rather than w.r.t. µ U,β,u n (.|Y ) for arbitrary Y , since the estimates using Ruelle bounds in finite volume may be non-uniform in boundary configurations Since in our situation we have no a priori lattice structure, it is not clear how to refer to a specific particle and make statements about positional fluctuations or its displacement from its ideal lattice position. The above theorem is a substitute for such a statement; rather than focusing on a single particle the fluctuations are expressed in terms of a transformation on particle configurations preserving local structures without affecting probabilities in a significant manner. Indeed, if there is a procedure to pick a specific particle from a particle configuration that is not affected by local distortions of the configuration, the above result can be formulated in terms of an estimate of the displacement of the particle under consideration.
We are mainly interested in situations, where Y has a lattice-like structure.κ is supposed to identify the position of an ideal lattice site relative to a given configuration Y Λ c n , and κ(Y ) is supposed to identify the actual particle of Y corresponding to the ideal lattice siteκ(Y ). If Y Λ c n does not have a sufficient lattice-like structure to produce a sensible value ofκ(Y ), one may set κ(Y ) = κ(Y ) = ∆. Ifκ(Y ) = ∆, but Y Λn does not have a sufficiently lattice-like structure to produce a sensible value of κ(Y ), one may set κ(Y ) = ∆. For an illustration see Figure 3 . A configuration Y is ǫ-stable w.r.t. κ if the particle choice is not affected by distortions of Y , where particles are shifted in a way that leaves Y Λ c n intact and the particle shifts satisfy an ǫ-Lipschitz condition.
Corollary 1 Let U be a potential, β, z > 0 and Y ′ ∈ F Y admissible. Suppose that U is smoothly approximable, and there is a Ruelle-bound 
Suppose that for every n, κ n ,κ n is a particle identification procedure in Λ n , such thatκ n ∈ Λ √ n/2 ∪ {∆}, and suppose that for some ǫ, ǫ ′ > 0 there are sets
Of course, it is still an open problem to show that for β → ∞ and/or z → ∞ suitable particle systems exhibit a lattice-like structure, so it is not clear whether there is a suitable particle identification procedure such that for some small ǫ > 0 ǫ-stable configurations have a probability bounded away from 0 (uniformly in n). The above corollary is merely meant to show that Theorem 1 can be considered a result on the order of magnitude of the typical particle displacement. Also the proof of the corollary shows how to use the transformation from Theorem 1 to obtain properties of the particle system, and thus we hope that it contributes to a better understanding of Theorem 1. Figure 3 : Illustration of a particle identification procedure identifying the particle κ 'in the centre' of Λ n . Above we consider three configurations such that Y is a perfect lattice and
We have indicated a lattice coordinate system and chosen the particle with lattice coordinate (3, 3) to represent the central particle. κ(Y ) (marked in black) corresponds to this choice. We setκ
Y ′ still has a lattice like structure (even though particle (3,1) is missing) that allows us to identify κ(Y ′ ) (marked in black). In Y ′′ the lattice structure is broken in the vicinity of (3, 3), so we set κ(Y ′′ ) := ∆.
3 Proof of the result 3.1 Proof of Theorem 1
In this subsection we will give the main body of the proof of Theorem 1. The proofs of the lemmas used here are relegated to the next section. Let U be a potential, β, z > 0, Y ′ ∈ F Y admissible and ξ a corresponding Ruelle-bound. Let U be smoothly approximable, and choose K, U , u, ψ accordingly for γ := 1 3ξ(1∨β) . With a view to (2.1) we may assume that {0} × S 2 ⊂ K. Since (2.2) and (2.3) do not depend on what happens in K, we may also assume that u = 0 on K and ψ = 0 on K. From now on we will consider potentials as translation invariant functions on (Ê 2 S ) 2 rather than functions on Ê 2 S 2 . We choose ǫ ∈ (0, 1) such that sup y∈Ê 2 S 1 Kǫ\K (y, y ′ )dy ′ < γ and consider the constants
(3.1)
Here we have used properties (2.1),(2.2),(2.3) for the given choice of γ. Let δ > 0. W.l.o.g. δ may be assumed to be sufficiently small depending on the above objects and constants (to be specified whenever needed). Right away we will assume δ < 10 −6 and δ < 1 c K . Let C := δ 2 , N := 1 δ 8 and let c ∈ [0, C]. U, β, z, Y ′ , ξ, K, U , u, ψ, ǫ, C, c, N will be fixed for the rest of the proof and we will drop dependencies on these objects from notations unless this leads to ambiguities. In the following we will consider various types of random objects. All of these objects can be seen to be measurable with respect to the corresponding σ-algebras (e.g. via Lemma 8 from [Ri2] ).
For fixed n ≥ N we consider the shift proposal t n :
.
We note that t n (s) = c √ log n for s ≤ n 2/3 and t n (s) = 0 for s ≥ n. t n ( . ∞ ) serves as a first approximation of t Y n . However, suppose that particle y ∈ Ê 2 S is shifted by an amount of τ ≥ 0, and we have another particle y ′ ∈ Ê 2 S close to y for which t n ( . ∞ ) proposes a shift amount that is too large. In view of (T4) the shift of y ′ has to be slowed down. We define a suitable slow-down function
h y,τ represents the maximal possible shift amount of a particle at distance c K from y proposed by t n , and d K (y, y ′ ) represents some notion of distance to K. We note that we have introduced the first case in the above definition to bound the slope of m y,τ and we have introduced the ∞-part to restrict the influence of m y,τ to a suitable neighbourhood of y. For an illustration of m y,τ see Figure 4 . For a fixed particle-edge configuration Y = (Y, B) ∈ Y we will now construct the corresponding shift function t Y n and thus the transformation T n . We proceed by recursively defining a partition C k , 0 ≤ k ≤ m, of Y , such that all particles of C k are shifted by the same amount τ k . In view of (T4) C k will be a B-cluster C B (Y ′ ) for a suitable Y ′ ⊂ Y , i.e. a set of the form
For an illustration of the definition of the transformation see Figure 5 . In the recursive step we use the information on the shift amount of the particles considered so far and slow down t n ( . ∞ ) accordingly to get a modified shift profile t k . This shift profile will be used to determine the next set of points and their respective shift amounts. For a formal definition of this recursive scheme let t 0 := t n ( . ∞ ), C 0 := C B (Y Λ c n ) and τ 0 := 0. For the recursive step let k ≥ 1 and define t k : Ê 2
Let P k be the set of points of Y \ k−1 l=0 C l at which t k is minimal, let τ k be the corresponding minimal value and C k = C B (P k ). This finishes the recursive step. Let m be the smallest value such that m l=0 C l = Y (so that the recursion stops after defining t m+1 since it is not possible to choose P m+1 ). If in the construction at some point we have a y ∈ C k s.t. h y,τ k > δǫ and thus m y,τ k = τ k , and k is minimal in that respect, we set m * := k. Otherwise we set m * := m. For an illustration of the sequence of shift profiles used in the construction see Figure 6 . Now we define t Y n (y) := τ k for y ∈ C k and T Y n and T n according to (T1). It remains to show that this construction satisfies (T2) -(T7). Properties (T2), (T4), (T5) are almost immediate form the construction: Figure 6 : 1D qualitative illustration of the shift profiles, supposing every cluster C k consists of a single point P k and h y,τ ≤ δǫ for all distortions. 0 represents the center of Λ n and n the boundary. The height of the shift profile t 0 is given by c √ log n. The distortion due to the particle under consideration is marked by a dotted line. While particle P 0 does not have an impact on the following particles, particle P 1 slows down the shift of P 2 , so that the distortion due to particle P 2 is even more pronounced.
With a view to property (T3) we now introduce the set of good configurations:
Thus a configuration is good, if for every particle its B + -cluster does not extend too far outwards (depending on the position of the particle). Property (T3) of the transformation is implied by the following lemma:
Lemma 5 For Y = (Y, B) ∈ Y G we have m * = m and for all y ∈ Y :
y ∈ Λ √ n ⇒ t Y n (y) = c log n. Before turning to probability estimates we study the effect of the transformation on probability measures. It can be described in terms of a certain density function. To formulate this property we first need to establish bijectivity:
Here T − n is defined as T n with e 1 replaced by −e 1 , i.e. the two transformatoins shift particles by the same amount, but in the opposite direction.
Lemma 7 Let µ ∈ G, then (µ ⊗ π n ) • T n is absolutely continuous w.r.t. µ ⊗ π n with density ϕ n , i.e. for every measurable function f :
where the density is given by
7)
Here H U Λn (Y ) := H U Λn (Y ) and P k , t k , m are the objects from the construction of T n (Y ). T − n has a corresponding property with density ϕ − n .
The proof of the preceding lemma will also show that ϕ n is µ ⊗ π n -a.s. well defined in that the derivatives exist. We now turn to the remaining probability estimates. Property (T6) is shown in the following lemma:
For property (T7) we first show the following energy and density estimates:
In the first step we have used the bijectivity of T n , T − n and (3.6) and the correspoding result for T − n . In the second step we have estimated the arithmetic with the geometric mean, and in the third step we have used that 1 − x ≤ − log x ≤ | log x| for all x ≥ 0 and 1 D ≤ 1. In the last step we have used the definition of ϕ n and ϕ − n and Lemmas 9 and 10. Thit establishes property (T7) and completes the proof of the theorem.
Proof of Corollary 1
Let U be a potential, β, z > 0, Y ′ admissible, such that there is a Ruelle bound. Let U be smoothly approximable and choose K, U , u accordingly for
. For every n let κ n ,κ n be a particle identification procedure in Λ n such thatκ n ∈ Λ √ n/2 ∪ {∆}, and for ǫ, ǫ ′ > 0 let Y n ∈ F Y a set of ǫ-stable configurations w.r.t. κ n such that µ(Y n ) ≥ ǫ ′ for every n. For δ := ǫ∧ ǫ ′ 4 choose Y G ∈ F Y and C, N > 0 according to Theorem 1 and let n ≥ N . W.l.o.g. C ≤ 1 2 so that √ n/2 + C log n < √ n.
Let k ≥ 1 such that 1 2k ≤ δ, c := C k and let
For the given values of n and c let T n : Y → Y be a transformation satisfying properties (T1) -(T7). We claim that
log n for all y ∈ Λ √ n , and in particular for y = κ n (Y ). Thus the above implies
On the other hand we have Y ′ Λ c n = Y Λ c n by (T2) and by the F Y,Λ c n -measurability ofκ n this impliesκ
n . Since the events D (i) n do not depend on edge configurations at all,
where we have also used (T7) and (T6). We obtain similar estimates for i ∈ {2, ..., k} by considering transformations corresponding to the translation distance ic ≤ C instead of c. Adding these inequalities and using that the D (i) n are disjoint we get
which implies the conclusion of the corollary, since
Proof of the lemmas 4.1 Potts-type models: Lemma 1
Let U be a potential of the form given in the formulation of the Lemma. W.l.o.g.
K is easily seen to satisfy (2.1). Next we want to approximate V by a smooth function. Let ǫ ∈ (0, ǫ 0 2 ) such that N π8Rǫ < 1 2 γ. Choose M, L > 0 w.r.t. this ǫ according to the boundedness and Lipschitz condition on V . Let δ ∈ (0, ǫ 2 ) such that 2δL(R + ǫ) 2 π < 1 2 γ. LetV σ,σ ′ (r) :
be a sufficiently smooth symmetric probability density with support in (−δ, δ) , and use f δ to smoothV :
ThenṼ σ,σ ′ is twice continuously differentiable with uniformly bounded derivatives (sinceV is uniformly bounded and f δ has uniformly bounded derivatives). For s ≥ r (0) + ǫ 0 we havẽ
for r > r (0) σ,σ ′ + ǫ 0 . We note thatV σ,σ ′ (r) = V σ,σ ′ (r) for r ≥ R + 2δ andV σ,σ ′ (r) = V σ,σ ′ (r) for r ≤ R; in particular |V ′′ σ,σ ′ (r)| ≤ c r α and and |V ′ σ,σ ′ (r)| ≤ c (α−1)r α−1 for r > R + 2δ, and for r ≤ R + 2δ the derivatives are uniformly bounded. Finally we let U σ,σ ′ (x) :=V σ,σ ′ ( x ) for x ∈ K c and u := U − U . Then (2.2) is satisfied: Note that |∂ 2
x α for some sufficiently large c ′ , and thus |∂ 2 e 1 U σ,σ ′ (x + te 1 )| ≤ c ′′ x α =: ψ(x) for all t ≤ x 2 and c ′′ := c ′ 2 α . Furthermore
Also (2.3) is satisfied: By construction u ≥ 0 on K c and u σ,σ ′ (x) = 0 for x > R + ǫ and
by choice of ǫ and δ, since u ∧ 1 ≤ 1 in the N circular regions near r (i) σ,σ ′ , and u ∧ 1 ≤ 2δL in the complement of these regions.
Ruelle bound: Lemma 2
Lemma 2 is identical to Lemma 6 of [Ri2] , and its proof is included here only to make the presentation self contained. In the setting of Lemma 2 let µ ∈ G U,β,z 
Properties of the shift function: Lemma 4
Recall that we call a function f :
Proof: We first note that for all s > 0 we have 0 ≥ t ′ n (s) ≥ − 3δ 2 √ log n 1 n 2/3 ≥ −δ. t 0 = t n ( . ∞ ) is thus δ-Lipschitz continuous. So in case of h y,τ > δǫ we are done. In case of h y,τ ≤ δǫ we note that m y,τ is δ-Lipschitz continuous wherever it is finite, since d K (y, .) is 1-Lipschitz continuous by definition of d K and K ǫ . Thus it suffices to show that at the boundary points y ′ , where m y,τ (y ′ ) goes from finite to infinite values, the function values of the distortion are above t n ( y ′ ∞ ). For (y, y ′′ ) ∈ K ǫ we have d K (y, y ′′ ) ≤ ǫ and for (y, y ′′ ) ∈ K c ǫ we have d K (y, y ′′ ) ≥ ǫ, which by continuity of d K (y, .) implies that d K (y, y ′ ) = ǫ for such boundary points. So we get
as desired. Here we have used the definition of h y,τ , the monotonicity of t n and the definition of c K .
We will now collect some properties of the construction of T n that will be used here and later on. Let t k , P k , C k , τ k and m as in the construction of T n . Furthermore let T k : Ê 2 S → Ê 2 S , T k (y) := y + t k (y)e 1 denote the k-step transformation function. On Ê 2 S we consider the partial order
Lemma 12 For the above objects we have for all k ≥ 0:
T k is bijective and ≤ e 1 -increasing, (4.4)
Proof: For the first part of (4.1) we note that for y ∈ P k+1
where the equalities are by definition of τ k+1 , t k+1 , t k and the inequality is by choice of P k and the definition of m y ′ ,τ k . The second part of (4.1) is clear from the definition of t k . For (4.2) we note that for y ∈ C k we have
and t k (y) ≥ τ k by choice of τ k , m y,τ k (y) = τ k and m y ′ ,τ j (y) ≥ τ j ≥ τ k for all j ≥ k and y ′ ∈ C j by (4.1). (4.3) is an immediate consequence of Lemma 11 by definition of t k since the minimum of δ-Lipschitz continuous functions is again δ-Lipschitz continuous. For (4.4) we note that for every x 2 ∈ Ê,σ ∈ S, the function T k : A x 2 ,σ := {(x 1 , x 2 , σ) : x 1 ∈ Ê} → A x 2 ,σ is continuous and strictly ≤ e 1 -increasing by (4.3) and thus bijective. (4.5) follows immediately from the definition of T k . For (4.6) we note that T k+1 ≤ e 1 T k by (4.1). This implies that T −1 k ≤ e 1 T −1 k+1 by (4.4), and using (4.5) we get (4.6).
Now we prove Lemma 4. For (3.3) we note that T Y n (y) = T m+1 (y) for all y ∈ Y by (4.2), and T m+1 (y) = y for y ∈ Λ c n by definition of t m+1 and thus the bijectivity of T m+1 from (4.4) also gives T m+1 (y) ∈ Λ n for y ∈ Λ n . For (3.4) the case of yy ′ ∈ B is clear, since B-clusters are shifted by the same amount. If (y, y ′ ) ∈ K we may assume that y ∈ C k , y ′ ∈ C l , w.l.o.g. k < l. Since t l contains the distortion m y,τ k and m y,τ k (y ′ ) = τ k by definition of m y,τ k , we have τ l ≤ t l (y ′ ) ≤ τ k and thus τ l = τ k . For the proof of (3.5) we may assume that y ∈ C k , y ′ ∈ C l , w.l.o.g. k < l. Let y ′′ be the particle with the position of y and the spin of y ′ . We have
where we have used τ k ≤ τ l by (4.1), τ l = t m+1 (y ′ ) by (4.2), t m+1 (y ′′ ) ≤ τ k (which is due to m y,τ k (y ′′ ) = τ k ), (4.3) and the choice of y ′′ .
Properties of good configurations: Lemma 5
We have the following estimates of the translation distance:
Proof: For the first estimate observe that for y ∈ C k we have τ k ≤ t k (y) ≤ t 0 (y) by definition of P k and (4.1). For the second estimate let y ∈ C k with k ≤ m * and consider a sequence y = y 0 , ..., y l such that y i ∈ C k i , k 0 ≥ ... ≥ k l , y i−1 y i ∈ B + with minimal k l . Since C k l = C B (P k l ) we may assume that y l ∈ P k l . By (4.1) we have t Y n (y 0 ) ≥ t Y n (y l ) and by choice of k l , y l and using k l ≤ k 0 ≤ m * we have m C k ′ ,τ k ′ (y l ) = ∞ for all k ′ < k l and thus t Y n (y l ) = t 0 (y l ). Thus y ′ := y l is a suitable choice. For the last statement consider the case y ′ ∞ ≤ y ∞ , then t n ( y ′ ∞ ) ≥ t n ( y ∞ ), thus we may replace y ′ by y.
For the proof of Lemma 5 let Y = (Y, B) ∈ Y G . For the first assertion let y ∈ C k for k := m * . By Lemma 13 there is a y
where we have also used the monotonicity of t n and Y ∈ Y G . Thus
We claim that F (s) ≤ δǫ, which implies m * = m by definition of m * . For this claim we note that F (s) ≤ F (n 2/3 ) for s ∈ [0, n 2/3 ] and F (s) ≤ F (n) for s ∈ [n, ∞) (by monotonicity of t n ). For s ∈ [n 2/3 , n] we have
In the last step we have used δ ≤ 1 c K , which implies δ(1 − c K n 2/3 ) ≥ δ − 1 n 2/3 ≥ δ − δ 16/3 ≥ δ 2 , and log x ≤ 2 √ x for x ≥ 1. We conclude that F (s) ≤ δǫ provided that δ is sufficiently small. For the second assertion let y ∈ Y such that Y ∈ Λ √ n . By choice of n ≥ N = ( 1 δ ) 8 and δ ≤ 10 −6 we have 1 ∨ y ∞ log y ∞ δ ≤ √ n log √ n δ ≤ n 2/3 , so using (4.7) and the definition of t n we have t Y n (y) = t n ( y ∞ ) = c √ log n as desired.
Bijectivity of the transformation: Lemma 6
We note that Lemma 6 can be proved by combining the arguments of the proof of Lemma 12 in [Ri2] and Lemma 3 in [Ri3] , but we include the proof here for the sake of completeness. We will only show that T n is bijective -T − n can be treated similarly. For defining an inverse transformation for T n our main task is to reconstruct the partition of a configuration when given only the transformed image of the configuration. The following lemma solves this reconstruction problem:
Proof: The assertion forC 0 follows fromC 0 = C 0 and Y ′ Λ c n = Y Λ c n , which is due to (3.3). Now let 1 ≤ k ≤ l ≤ m, y ′ k ∈P k and y ′ l ∈C l . Then y k := y ′ k − τ k e 1 ∈ P k and y l := y ′ l − τ l e 1 ∈ C l and by definition and (4.2) we get t k (y k ) = τ k , T k (y k ) = y ′ k , t m+1 (y l ) = τ l and T m+1 (y l ) = y ′ l . Using (4.1) and (4.6) we deduce
In case of t k (T −1 k (y ′ k )) = t k (T −1 k (y ′ l )) we must have τ k = τ l and τ l = t k (T −1 k (y ′ l )), which implies T −1 k (y ′ l ) = y ′ l − τ l e 1 = y l by (4.5), i.e. T k (y l ) = y ′ l and thus t k (y l ) = τ l = τ k . By definition of P k this implies y l ∈ P k , i.e. y ′ l ∈P k .
This motivates the following definition of the inverse transformation. For is attained andτ k be the corresponding minimal value. (We will show that this is well defined in thatT k is invertible.) LetC k the B ′ -Cluster ofP k . This finishes the recursive step. Letm be the smallest value such that m l=0C l = Y ′ , and let
For all k ≥ 0 we haveτ k ≥ 0 and T k is bijective and ≤ e 1 -increasing.
(4.8)
In particular the above construction is well defined.
Proof:
We proceed by induction on k. The case k = 0 follows fromt 0 = t 0 andτ 0 = 0. For k > 0 the δ-Lipschitz continuity oft k follows from Lemma 11 by definition oft k (sinceτ l ≥ 0 for all l < k). From this we immediately get the desired properties ofT k , andτ k ≥ 0 follows from the definition oft k andτ l ≥ 0 for all l < k.
k (y))e 1 = y for every y ∈ Ê 2 S , (4.9) τ k ≤τ k+1 andt k ≥t k+1 , (4.10)
T −1 m+1 (y) = y −τ k e 1 for y ∈C k .
(4.11)
Proof: (4.9) immediately follows from the definition ofT k . Using (4.9) and
the ≤ e 1 -monotonicity from (4.8) we obtain for all y ∈ Ê 2 S , c ∈ Ê:
(4.12)
The second part of (4.10) follows immediately from the definition oft k . For the first part of (4.10) let y ∈P k+1 . By definition ofP k we havet k (T −1 k (y)) ≥ τ k and thust k (y −τ k e 1 ) ≥τ k by (4.12). By definition oft k+1 this implies t k+1 (y −τ k e 1 ) ≥τ k and thusτ k ≤t k+1 (T −1 k+1 (y)) =τ k+1 by (4.12) and definition ofτ k+1 . For (4.11) let y ∈C k . By definition oft m+1 we havẽ t m+1 (y −τ k e 1 ) =t k (y −τ k e 1 ) ∧ k≤l≤m y ′ ∈C l m y ′ −τ l e 1 ,τ l (y −τ k e 1 ) =τ k , sincet k (y −τ k e 1 ) ≥τ k (by (4.12) and definition ofP k ),τ l ≥τ k for l ≥ k by (4.10) and m y−τ k e 1 ,τ k (y−τ k e 1 ) =τ k . This impliesT m+1 (y−τ k e 1 ) = y.
We now can show the analogue of the reconstruction result from Lemma 14.
For every k ≥ 1 P k is the set of points of Y \ j<k C j at which the minimum oft k is attained, and C k is the B-cluster of P k .
We have thatT m+1 (y) = y for y ∈ Λ c n and by (4.8) this implies thatT −1 m+1 (y) ∈ Λ n for y ∈ Λ n . Using (4.11) this implies
For 1 ≤ k ≤ l ≤m let y k ∈ P k and y l ∈ C l . Then y ′ k := y k +τ k e 1 ∈P k and y ′ l := y l +τ l e 1 ∈C l and by definition ofP k , (4.9) and (4.11) we gett k (
using (4.10). In case oft k (y k ) =t k (y l ) we must haveτ k =τ l andt k (y l ) =τ l , which impliesT k (y l ) = y ′ l and thust k (T −1 k (y ′ l )) =τ l =τ k , which gives y ′ l ∈P k by definition ofP k and thus y l ∈ P k .
Lemma 18 On Y we haveT n • T n = id and T n •T n = id.
Proof: For the first part let Y :
Let t k , T k , P k , C k , τ k be the corresponding objects in the construction of T n (Y ) andt k ,T k ,P k ,C k ,τ k the corresponding objects in the construction ofT n (Y ′ ).
By Lemma 14 we haveC 0 = C 0 and by Lemma 14 and the construction of
for every k ≥ 1. By definition ofT n we obtainT n (Y ′ ) = Y . The second part follows similarly from Lemma 17.
Density of the transformation:Lemma 7
Lemma 7 can be proved by combining the arguments used in the proofs of Lemma 13 from [Ri2] and Lemma 4 from [Ri3] , but we include the proof here for the sake of completeness. We present a simplified and shortened version of the proof. Again we will concentrate on T n . The corresponding property of T − n can be shown similarly.
Lemma 19 For every µ ∈ G we have H u Λ < ∞ µ-a.s. and for every measurable
where B ⋐ E is a shorthand notation for B ⊂ E : |B| < ∞.
where we have used Lemma 2 in the first step and (3.1) in the second. Thus
< 1 for all but finitely many edges b). This gives the first assertion. Since
by Borel-Cantelli for µ-a.e. Y π n (.|Y ) is concentrated on finite edge sets. Since there are only countably many of those we are done by (2.6).
For the proof of Lemma 7 let µ ∈ G and f : Y → [0, ∞) be measurable. In order to be able to fix edge configurations before specifying particle positions we define Y k := {1, ..., k} ∪ Y Λ c n and E n (Y k ) := {yy ′ : y ∈ {1, ..., k}, y ′ ∈ Y k }.
For B ⊂ E n (Y k ) and y ∈ Λ k n we define Y y := (Y y , B y ) ∈ Y to be the particleedge configuration, where every i ∈ {1, ..., k} is replaced by the particle y i . To simplify notation we will write Y y both for Y y and B y . Using the above lemma, µ = µ ⊗ µ n , the definition of µ n and the Poisson point process ν n (.|Y ) we get
u is translation invariant and by (3.4) particles connected by an edge are shifted by the same distance, so b∈Y y (e βu(b) − 1) = b∈Tn(Y y ) (e βu(b) − 1), thus by definition of ϕ n it suffices to show that
From now on Y , k and B are fixed and will be suppressed in notations. We would like to view T n (Y y ) as a transformation of y. So let us define T (y) := y ′ such that y ′ i = y i + τ j e 1 for y i ∈ C j .
(Here and later we consider t j , T j , τ j , P j , C j , m from the construction of T n (Y y ).) We note that by (3.3) we have T : Λ k n → Λ k n , by the last subsection T is bijective, and by definition T n (Y y ) = Y T (y) . It will be useful to distinguish the order, in which the points of Y y are shifted. Let Π denote the set of all finite sequences η = (η 1 , ..., η m ) of disjoint nonempty subsets of {1, ..., k} such that the corresponding B-clusters η B j (1 ≤ j ≤ m) together with η B 0 , the B-cluster of Y Λ c n , give a partition of Y k . We set η ′ j := η B j \ η j . Let m(η) := m be the length of the sequence η. For η ∈ Π let
(Here and laterm,P j ,t j ,τ j are the objects from the construction ofT n (Y y ′ ).) Since both A η , η ∈ Π, andÃ η , η ∈ Π, give a disjoint decomposition of Λ k n , it suffices to show that
for every η ∈ Π. Let η ∈ Π be fixed for the rest of the proof. We note that for all y, y ′ ∈ Λ k n such that y ′ := T (y) and for all j ≤ m ∀l ≤ j : P l = {y i : i ∈ η l } ⇔ ∀l ≤ j :P l = {y ′ i : i ∈ η l }.
(4.14)
For '⇒' note that P 1 , ...P j determine C 1 , ..., C j (since B is fixed) and recursively also t 1 , τ 1 , ..., τ j and we are done by the definition of T andP l . For '⇐' note that similarlyP 1 , ...,P j determineC 1 , ..,C j and recursively alsot 1 ,τ 1 , ...,τ j . By the proof of Lemma 18 we getτ 1 = τ 1 , ....τ j =τ j and thus we are done by the definition of T andP l . In particular (4.14) implies that
Thus setting g(y) :=f (Y y )1Ã η (y), using the above equivalence and the definition of θ n , it suffices to show that
Using Tonelli's theorem we now fix the order of integration on the left hand side (corresponding to the order given by η) to get
and transform the integrals in the given order from η ′ m to η ′ 0 . Whenever we consider i ∈ η ′ j we note that y ′ i = y i + τ j e 1 is a shift by a constant, because by (4.14) we have P l = {y p : p ∈ η l } for all l ≤ j and thus τ j only depends on y i for i ∈ η ′ 0 ∪ η 1 ∪ ... ∪ η ′ j−1 ∪ η j , and thus dy ′ i = dy i . Whenever we consider i ∈ η j we note that y ′ i = T (y i ) = y i + t j (y i )e 1 , and by (4.14) we have P l = {y i : i ∈ η l } for all l < j and thus t j only depends on y i for i ∈ η ′ 0 ∪ η 1 ∪ ... ∪ η ′ j−1 , and thus the Lebesgue transformation theorem gives dy ′ i = |1+∂ e 1 t j (y i )|dy i . Here we use that only the first coordinate of the particle is changed in the transformation (whereas the second coordinate and the spin remain the same) and by the Lipschitz continuity from (4.3) and Rademacher's theorem ∂ e 1 t j exists a.e.. This establishes the above equation, which completes the proof of Lemma Lemma 7.
Probability of good configurations: Lemma 8
For Y = (Y, B) ∈ Y c G by definition we have m ≥ 1 and distinct y 0 , ..., y m ∈ Y such that y i−1 y i ∈ B + and
since δ < 1 6 . By the triangle inequality
Combining the above inequalities we get
We let g := 1 Kǫ\K U + βu ∧ 1 and note that for µ-almost every Y ∈ Y
which follows from the definition of the Bernoulli measure and the hard core and from 1 − e −βu(b) ≤ βu(b) ∧ 1. Using this and Lemma 2 we obtain that
and we have
Thus estimating the integrals above (starting with dy m ) we get
if δ is sufficiently small since c u < 1 and thus m≥1 m 3 c m−1 u < ∞.
Energy estimate: Lemma 9
We first note that by the triangle inequality and the symmetry of U we have For the last step we note that in case of (y, y ′ ) ∈ K we have ϑ y,y ′ = 0 by (3.4), and in case of (y, y ′ ) ∈ K c we may use the ψ-domination of U , since |ϑ y,y ′ | ≤ 1 2 y − y ′ by (3.5) and (y, y ′ + sϑ y,y ′ e 1 ) ∈ K c for s ∈ [−1, 1], which will be shown at the end of this subsection. To estimate ϑ 2 y,y ′ , w.l.o.g. y ∈ C l , y ′ ∈ C k with l > k. If k > m * then τ l = τ k = τ m * by definition of m * and t m * +1 and thus ϑ y,y ′ = 0. If k ≤ m * we use Lemma 13 to obtain
for some y ′′ ∈ C ↓ B + (y ′ ) such that y ′′ ∞ ≥ y ′ ∞ , and we have m ≥ 0 and distinct y 0 , ..., y m ∈ Y (also distinct from y) s.t. y 0 = y ′ , y m = y ′′ , y i−1 y i ∈ B + . Using (a + b) 2 ≤ 2a 2 + 2b 2 we can put everything together to estimate 
Since t ′′ n ≥ 0 on [n 2/3 , n] we can estimate
for z, z ′ ∈ Y . We thus obtain using Lemma 2 S ′ 1 dµ ≤ µ(dY ) = y,y ′ ∈Y 2ψ(y, y ′ ) 9C 2 log n y − y ′ 2 ∞ (n 2/3 ∨ y ∞ ) 2 1 Λn (y) ≤ 18ξ 2 C 2 log n Λn dy 1 (n 2/3 ∨ y ∞ ) 2 dy ′ ψ(y, y ′ ) y − y ′ 2 and we can estimate the integrals using (3.1) and Λn dy 1 (n 2/3 ∨ y ∞ ) 2 = n 0 ds 8s (n 2/3 ∨ s) 2 = 4 + 8 3 log n ≤ 3 log n (4.17)
to get
provided that δ is sufficiently small. Noting that y 0 − y m ∞ ≤ m y k − y k−1 ∞ for some k we similarly obtain using Lemma 2 S ′′ 1 dµ ⊗ π n ≤ µ ⊗ π n (dY, dB) where we have used (4.15) and Lemma 2 to estimate the integrals w.r.t. π n and µ and Tonelli's theorem to rearrange the order of sums and integrals. Next we estimate the integrals in the given order (starting with dy). Using (3.1), (4.16) and (4.17) we thus can estimate
if δ is sufficiently small. This finishes the proof of Lemma 9.
Lemma 20 For Y ∈ Y and y, y ′ ∈ Y such that (y, y ′ ) ∈ K c we have (y, y ′ + s(t Y n (y ′ ) − t Y n (y))e 1 ) ∈ K c for all s ∈ [−1, 1].
Proof: This can be proved as in the proof of (5.9) in [Ri2] . We include the argument for sake of completeness. W.l.o.g. y := y i ∈ C i and y ′ := y j ∈ C j , where 0 ≤ i < j. (For i = j we have t Y n (y ′ ) = t Y n (y) and are done.) Let Λ i := {y ∈ Ê 2 S : t i (y) ≥ τ i } and K(y i ) := {y ∈ Ê 2 S : (y, y i ) ∈ K}.
Furthermore let T s (y) := y + st m+1 (y)e 1 . We observe that T s is continuous, ≤ e 1 -increasing and bijective, T s (Λ i ) = Λ i + sτ i e 1 and T s (Λ i ∩ K(y i )) = Λ i ∩ K(y i ) + sτ i e 1 .
The first assertion follows exactly as (4.4), the second follows from the first since we have t m+1 (y) = τ i for all y ∈ ∂Λ i (i.e. all y s.t. t i (y) = τ i ) by definition of t m+1 , and the third follows from t m+1 (y) = τ i for all y ∈ K(y i ) ∩ Λ i (since t m+1 (y) ≥ τ i for y ∈ Λ i and t m+1 (y) ≤ τ i for y ∈ K(y i )). The three assertions together imply that T s (Λ i \ K(y i )) = Λ i \ K(y i ) + sτ i e 1 . Since y j ∈ Λ i \ K(y i ) we thus get T s (y j ) ∈ Λ i \K(y i )+ sτ i e 1 , i.e. y j + sτ j e 1 − sτ i e 1 / ∈ K(y i ).
Density estimate: Lemma 10
We first note that by definition of θ n , θ − n we have S 2 (Y ) = k≤m y∈P k log |1 − (∂ e 1 t k (y)) 2 | ≤ k≤m y∈P k 4 3 (∂ e 1 t k (y)) 2 ,
where P k , t k , m are from the construction of T n (Y ). In the second step we have used 0 ≥ ln(1 − a 2 ) ≥ − 4 3 a 2 for |a| ≤ 1 2 and |∂ e 1 t k (y)| ≤ δ ≤ 1 2 by the δ-Lipschitz-continuity. Now we would like to estimate ∂ e 1 t k (y). In case of y ∈ P k with k > m * we have ∂ e 1 t k (y) = 0 (whenever the derivative exists), since (by definition of m * ) t m * +1 attains its maximal value τ m * at all points y ∈ Y \ k≤m * C k . In case of y ∈ P k with k ≤ m * the derivative equals ∂ e 1 t 0 (y) or ∂ e 1 m y ′ ,τ j (y) for some y ′ ∈ C j such that j < k and (y, y ′ ) ∈ K ǫ . For the latter we have ∂ e 1 m y ′ ,τ j (y) = 0 in case of (y, y ′ ) ∈ K, and for (y, y ′ ) ∈ K ǫ \ K we have |∂ e 1 m y ′ ,τ j (y)| ≤ h y ′ ,τ j ǫ ≤ t n ( y ′ ∞ − c K ) − t n ( y ′′ ∞ ) ǫ for some y ′′ ∈ C ↓ B + (y ′ ).
Using (a + b) 2 ≤ 2a 2 + 2b 2 we can thus estimate S 2 by S ′ 2 + S ′′ 2 + S ′′′ 2 , where Proceeding as in the estimates of the last subsection we obtain S ′ 2 dµ ≤ dy 4 3 9C 2 ξ log n 1 (n 2/3 ∨ ( y ∞ ∧ n)) 2 = 12C 2 ξ log n n n 2/3 ds 8s s 2 ≤ 32δ 4 ξ ≤ δ 3 provided that δ is sufficiently small. For the second contribution we have
The last integral can be estimated by 1 using (3.1). For the remaining integral we note that
8s(t n (s − c K ) − t n (s)) 2 ds ≤ n+c K 1+c K 9(s − c K )c 2 K 9C 2 log n 1 (s − c K ) 2 ds = 81C 2 c 2 K .
In the second step we have used that n 2/3 ≥ 1 + c K and 8s ≤ 9(s − c K ) for s ≥ n 2/3 , which is due to δ < 1 c K and n ≥ 1 δ 8 . We thus get
if δ is sufficiently small. For S ′′′ 2 we use the estimate of ∆ from the last subsection together with y 0 − y m ∞ ≤ m y k − y k−1 ∞ for some k. Proceeding as in the estimates of the last subsection we obtain for δ sufficiently small. This finishes the proof of Lemma (10).
