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ABSTRACT

ULTRAVIOLET TO INFRARED STAR FORMATION
RATE TRACERS: CHARACTERIZING DUST
ATTENUATION AND EMISSION
SEPTEMBER 2017
ANDREW J. BATTISTI
B.Sc., STONY BROOK UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor D. Calzetti

Star formation rates (SFRs) are among the fundamental properties used to characterize galaxies during their evolution across cosmic times. SFRs are derived from the
galaxy luminosity at specific wavelengths that are mostly sensitive to the presence of
young stars. Thus, accurate calibrations are necessary to convert those luminosities to
SFRs that are free from the contribution of old stellar populations and from the effects
of dust. In the first part of this dissertation, we calibrate continuous, monochromatic
SFR indicators over the mid-infrared wavelength range of 6-70 µm. We use a sample
of 58 local (z . 0.2) star-forming galaxies for which there is a rich suite of multiwavelength photometry and spectroscopy from the ultraviolet through far-infrared.
Our results indicate that our mid-infrared SFR indicators are applicable to galaxies
over a large range of distances (redshifts), proving their robustness. We have made
the calibrations and diagnostics publicly available, through the NASA/IPAC Infrared
Science Archive, to achieve the broadest possible user base. Our tests have shown
vii

that these calibrations will be key for unraveling galaxy evolution in the era of the
James Webb Space Telescope and are applicable to any star-forming galaxy up to a
redshift of 3.
As a second part of the dissertation, we characterize the effects of dust in starforming galaxies, with the goal of providing tools to remove dust effects from galaxies
and therefore enable robust derivation of SFRs and other physical parameters. Towards this goal, we utilize a sample of ∼10,000 local star-forming galaxies and obtain an estimate of their average total-to-selective attenuation. We utilize aperturematched multi-wavelength data available from the ultraviolet through near-infrared
to ensure that regions of comparable size in each galaxy are analyzed. We compare
our dust attenuation with others in the literature, specifically the attenuation curve
derived in the past for strongly star-forming galaxies (called “starburst” galaxies).
Our average attenuation curve is slightly lower in the far-ultraviolet than local starburst galaxies, by roughly 15%, but appears similar at longer wavelengths with a
total-to-selective normalization at V -band of RV = 3.67+0.44
−0.35. Under the assumption
of energy balance, the total attenuated energy inferred from this curve is found to be
broadly consistent with the observed infrared dust emission in a small sample of local
galaxies for which far-infrared measurements are available, supporting the robustness
of our derivation. We also derive the attenuation curve for subpopulations of the main
sample, separated according to mean stellar population age, specific star formation
rate, stellar mass, metallicity, and inclination. We find over the range of these properties spanned by our sample, only inclination has noticeable influence on the shape of
the average attenuation curve. The attenuation curves are found to be slightly shallower at UV wavelengths with increasing galaxy inclination, and the most edge-on
cases show evidence for a weakened 2175 Å feature with a bump strength of 17-26%
that of the Milky Way value. Given the relatively small differences among subpopulations, we conclude that a single curve is reasonable for applications seeking to broadly

viii

characterize large samples of galaxies in the local Universe. However, applications to
individual galaxies would yield large uncertainties and is not recommended.
The main body of this dissertation is based on three papers that have appeared
in the peer-reviewed literature1 . A fourth paper, also included in this dissertation, is
being prepared for publication.

1

These papers are Battisti et al. (2015, 2016, 2017). Two other papers unrelated to the topic of
this dissertation have also been written during the course of this graduate program (Battisti et al.,
2012, 2014).

ix

TABLE OF CONTENTS
Page
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi

CHAPTER
INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1. OVERVIEW OF GALAXIES AND THEIR SPECTRAL
ENERGY DISTRIBUTIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1

Introduction to Star-Forming Galaxies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1
1.1.2

1.2

Measuring the Star Formation Rate in Distant Galaxies . . . . . . . . . . . . . . . . 8
1.2.1
1.2.2
1.2.3
1.2.4

1.3

The Spectral Energy Distribution of Star-Forming Galaxies . . . . . . 3
Overview of Galaxy Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Ultraviolet Continuum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Nebular Emission Lines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Infrared Continuum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Composite Wavelength Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

The Nature of Dust Extinction and Attenuation . . . . . . . . . . . . . . . . . . . . . 16
1.3.1
1.3.2

Dust Extinction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Dust Attenuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2. CALIBRATING THE MID-INFRARED AS A DIAGNOSTIC
OF STAR FORMATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
x

2.2

Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.1
2.2.2

2.3

Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3.1
2.3.2
2.3.3
2.3.4
2.3.5

2.4

Demonstration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Limitations of this Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.6.1
2.6.2
2.6.3
2.6.4

2.7

Composite IRS Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Filter Smoothed Composite Spectrum . . . . . . . . . . . . . . . . . . . . . . . . 48
Fits to the Composite Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Comparison to WISE SFR Calibrations . . . . . . . . . . . . . . . . . . . . . . 56

Application to Higher Redshift Galaxies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.5.1
2.5.2

2.6

Anchoring the IRS Spectra to Global Photometry . . . . . . . . . . . . . 33
Extending out to 70 µm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Determining Rest-Frame Luminosities . . . . . . . . . . . . . . . . . . . . . . . . 41
Reference Monochromatic SFR Indicators . . . . . . . . . . . . . . . . . . . . 43
LIR as a SFR Indicator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

A Calibrated Continuous, Monochromatic SFR(λ) . . . . . . . . . . . . . . . . . . . 47
2.4.1
2.4.2
2.4.3
2.4.4

2.5

The SSGSS Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
WISE Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Origins of the Scatter in SFR(λ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Variation in SFG SEDs with Redshift . . . . . . . . . . . . . . . . . . . . . . . . 62
Accounting for Dust Temperature Variation . . . . . . . . . . . . . . . . . . . 68
Testing the Calibrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3. CHARACTERIZING DUST ATTENUATION IN LOCAL
STAR-FORMING GALAXIES: ULTRAVIOLET AND
OPTICAL REDDENING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.1
3.2

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Data and Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2.1
3.2.2

3.3

Sample Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
UV-Optical Aperture Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Methodology for Characterizing Attenuation . . . . . . . . . . . . . . . . . . . . . . . . 89
3.3.1

Balmer Optical Depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

xi

3.3.2
3.4

Dust Attenuation in Star-Forming Galaxies . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.4.1
3.4.2
3.4.3

3.5

Comparing βGLX to β . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
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AND THE 2175 Å FEATURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
5.1
5.2

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
Data and Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
5.2.1

5.3

Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
5.3.1
5.3.2

5.4

Galaxy Templates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
Fitting the Selective Attenuation and Bump Feature . . . . . . . . . . 183
Selective Attenuation Curve Variation with Inclination . . . . . . . . 189
Curve Normalization, RV , and Comparison with Local
Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

Sources with GALEX spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
Variation in β-τBl with Inclination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
5.7.1

5.8

Characterizing Inclination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
Characterizing Attenuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

Deriving the Dust Attenuation Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
5.4.1
5.4.2
5.4.3
5.4.4

5.5
5.6
5.7

Sample Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

Our Results in the Broader Context of Previous Studies . . . . . . . 203

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

6. SUMMARY AND FUTURE DEVELOPMENTS . . . . . . . . . . . . . . . . . 210
6.1
6.2

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
Future Developments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
6.2.1

6.3

Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

Quantifying Attenuation up to the Peak of Cosmic Star Formation
(z < 3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
6.3.1
6.3.2
6.3.3

How much does dust attenuation vary in galaxies? . . . . . . . . . . . . 216
What galaxy properties determine the dust attenuation and
its characteristics? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
Does the spatial distribution of dust in galaxies vary over
cosmic time? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

xiii

6.4

Quantifying Attenuation at High Redshift (z > 3): Prescriptions in
the JWST Era . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

APPENDICES
A. VIABILITY OF USING THE OPTICAL SLOPE INSTEAD OF
THE UV SLOPE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
B. COMPARISON BETWEEN NEAR-IR DATA . . . . . . . . . . . . . . . . . . . 223

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

xiv

LIST OF TABLES

Table

Page

2.1

Summary of galaxy properties and IRS correction terms . . . . . . . . . . . . . . 32

2.2

Reference star formation rate calibrations . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.3

Mid-IR filter properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.4

Wavelength-continuous star formation rate calibration f itx (λ)
parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.1

Values of τBl bins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.2

Fit parameters of β and τBl as a function of galaxy properties . . . . . . . . . 129

3.3

Fit parameters of UV-optical attunation curve Q(λ) as a function of
galaxy properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

4.1

Fit parameters of optical-NIR attunation curve Q(λ) in the NIR as a
function of galaxy properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.1

Fit parameters of UV-optical attunation curve Q(λ) over
0.125 µm≤ λ < 0.832 µm as a function of axial ratio . . . . . . . . . . . . . 191

5.2

Fit parameters of optical-NIR attunation curve Q(λ) over
0.63 µm≤ λ < 2.1 µm as a function of axial ratio . . . . . . . . . . . . . . . . 192

xv

LIST OF FIGURES

Figure

Page

1.1

Demonstration of the far-ultraviolet through sub-mm SED of the
star-forming (spiral) galaxy NGC 337 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2

Demonstration of the effects of dust on the SED of a star-forming
galaxy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3

Demonstration of a few different methods used in determining the
SFR in the galaxy NGC 300 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.4

Demonstration of the effects of dust extinction . . . . . . . . . . . . . . . . . . . . . . 18

1.5

Examples of previously determined dust extinction curves . . . . . . . . . . . . . 20

1.6

Schematic representation of dust extinction and dust attenuation . . . . . . 23

1.7

Schematic representation of the different effects dust extinction and
attenuation have on SEDs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.8

Schematic representation of the two component model for the dust
content in galaxies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.9

Examples of previously determined dust attenuation curves . . . . . . . . . . . 26

2.1

Demonstration of the IR data available for SSGSS galaxies . . . . . . . . . . . . 37

2.2

Demonstration of fitting dust models to SSGSS galaxies . . . . . . . . . . . . . . 40

2.3

Comparison between SFR estimates for SSGSS galaxies . . . . . . . . . . . . . . . 44

2.4

Histograms showing the distribution of the individual SFR estimates
relative to the reference value, hSF Ri . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.5

Normalized IRS luminosity, L(λ)rest /hSF Ri, for all SSGSS SFG
galaxies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

xvi

2.6

SFR conversion factor for Spitzer and WISE bands . . . . . . . . . . . . . . . . . . 52

2.7

SFR conversion factor for JWST /MIRI bands . . . . . . . . . . . . . . . . . . . . . . . 54

2.8

SFR conversion factor for galaxies arranged according to
luminosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.9

Comparison between our SSGSS SFG composite SED and the
GOALS photometry (U et al., 2010) and Rieke et al. (2009)
templates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

2.10 Comparison between the SSGSS composite SED and spectroscopic
galaxies at higher redshifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.11 Comparison between the SSGSS composite SED and photometric
galaxies at higher redshifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.12 Impact of SED variation as a function redshift on C70 (λ) . . . . . . . . . . . . . . 69
2.13 Comparison between SFRs estimated from C24 (λ) and LIR for the
GOODS-Herschel sample from Kirkpatrick et al. (2012) . . . . . . . . . . . 71
2.14 Comparison between SFRs estimated from C70 (λ) and LIR for the
GOODS-Herschel sample from Kirkpatrick et al. (2012) . . . . . . . . . . . 72
2.15 Comparison between SFRs estimated from C24 (λ) and LIR for the
GOODS-Herschel sample from Elbaz et al. (2011) . . . . . . . . . . . . . . . . 74
2.16 Comparison between SFRs estimated from C70 (λ) and LIR for the
GOODS-Herschel sample from Elbaz et al. (2011) . . . . . . . . . . . . . . . . 75
3.1

Aperture corrections for GALEX data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.2

Demonstration of how different galaxy light profiles affect the
aperture correction (Fref /FUV ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.3

The UV power-law index, βGLX , as a function of the Balmer optical
depth, τBl , for our sample of SFGs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.4

Comparison between the βGLX -τBl relation for galaxies in the GALEX
AIS and MIS surveys that satisfy our selection criteria . . . . . . . . . . . . . 97

3.5

Comparison between the βGLX -τBl relation for galaxies in the GALEX
GMACS and MIS surveys that satisfy our selection criteria . . . . . . . . . 99

xvii

3.6

The UV power-law index, βGLX , and the Balmer optical depth, τBl , as
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3.17 Demonstration of adding a 2175 Å feature to the starbust attenuation
curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.18 The βGLX -τBl relation found using the Calzetti et al. (2000)
attenuation curve, k(SB), modified with an added 2175 Å feature
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INTRODUCTION

At the heart of most scientific ventures is a desire to understand the mysteries
of nature. In this respect, perhaps one of the preeminent questions is “why is the
Universe the way it is today?”. It was less than a hundred years ago that humans
discovered that the Universe extends beyond our own Milky Way galaxy (Hubble,
1925). Since this discovery, astronomers have observed millions of galaxies, revealing
that they come in all shapes and sizes and are formed in a complex manner (Mo et al.,
2010). Understanding the nature of how the variety of galaxies we observe form and
evolve is a large outstanding topic of research in modern astronomy. Gaining insight
into this process requires constructing a detailed census of the physical properties
of galaxies as a function of cosmic time2 (Madau & Dickinson, 2014). Determining
these properties, such as the total stellar mass or the rate of star formation, based
on the observed spectral energy distribution is challenging owing to the numerous
emitting components and radiative processes at play (Rybicki & Lightman, 2008) and
represents a field in itself (Conroy, 2013, and references therein). A critical aspect in
the accuracy of many derived quantities is our understanding of the influence that dust
has, both in absorption and emission, on the SED of a galaxy. The results presented
in this dissertation represent ongoing efforts to improve this understanding, with a
particular emphasis on the role dust has in deriving star formation rates of galaxies.

2

Cosmic time is usually inferred from cosmological redshift, z. Redshift corresponds to the
shifting of an object’s spectral features due to the general expansion of the Universe (also influenced
by Doppler motions), and is measured from the difference in the observed and rest-frame wavelength,
z = (λobs − λrest )/λrest , of the light spectrum. The redshift is related to the age of the Universe since
the Big Bang through various cosmological parameters (Hogg, 1999), where z = 0 is the present day
(13.8 Gyr after the Big Bang; Planck Collaboration et al., 2015).

1

CHAPTER 1
OVERVIEW OF GALAXIES AND THEIR SPECTRAL
ENERGY DISTRIBUTIONS

This chapter introduces the background material relevant to the research presented in this dissertation and includes: an overview of galaxy properties, methods
for quantifying star formation rates in galaxies, and the nature of dust extinction and
attenuation.

1.1

Introduction to Star-Forming Galaxies

A galaxy is primarily comprised of stars, stellar remnants, gas, dust, supermassive
black hole(s), and dark matter. The influence of each of these components on the
observed spectral energy distribution (SED; i.e., the light emitted across the entire
electromagnetic spectrum from gamma-rays to radio), as well as their relative proportions by mass, can vary considerably from galaxy to galaxy. Galaxies are often
sub-divided according to various properties, such as their morphology, mass, or star
formation rate (SFR). In the local1 Universe, astronomers observe a bimodality in
the population of galaxies with regard to their level of star formation (Kauffmann
et al., 2003a) and are divided according to those that are experiencing ongoing star
formation (referred to throughout this dissertation as “star-forming galaxies”) and
those that are experiencing very little star formation (often referred to as “passive

1

Throughout this dissertation, the term “local” will be used to refer to the volume of the Universe corresponding to z . 0.2. Adopting standard cosmological parameters, this corresponds to
luminosity distances of Dlum . 980 Mpc or light-travel times of t . 2.4 Gyr (lookback time).
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galaxies”). Additionally, star-forming galaxies (SFGs) are usually of spiral and irregular morphology, contain varying amounts of gas and dust, and tend to be bluer in
color relative to passive galaxies (this color is closely linked to the star formation). In
contrast, passive galaxies are usually of elliptical morphology, contain relatively little
gas and dust, and tend to be redder in color. SFGs represent the primary focus of
study for the research presented in this dissertation.
1.1.1

The Spectral Energy Distribution of Star-Forming Galaxies

A typical SED from ultraviolet (UV) through sub-mm wavelengths for a normal2
SFG, is demonstrated in Figure 1.1. The primary source of emission at UV through
near-infrared (NIR) wavelengths arises from the stellar population of the galaxy and
is shown as the blue line. Dust within a galaxy is efficient at attenuating light at
these wavelengths, with the strongest influence occurring in the UV (bluer wavelengths) and decreasing towards longer wavelengths (redder wavelengths; a detailed
description of dust attenuation will be presented in Chapter 1.3). For this reason,
dust attenuation will tend to make SEDs appear redder (this process is referred to
as “reddening”). The degree of attenuation can vary substantially among galaxies,
but for a typical galaxy usually around half of the UV-to-NIR (0.1 − 5 µm) light is
absorbed by dust. This dust is heated by this radiation and thermally reradiates its
energy at mid-IR (MIR)-to-sub-mm wavelengths (5 − 1000 µm). The dust emission
profile is dependent on the dust size, composition, and the strength of the stellar
radiation field (i.e., temperature to which it is heated; Draine & Li, 2007). Typically,
the emission can be well described with two components: dust in the diffuse inter2

A “normal” galaxy in the context of this dissertation refers to a galaxy that follows the starforming main sequence at its redshift, which corresponds to the locus in SFR vs. stellar mass where
a majority of SFGs exist (e.g., Brinchmann et al., 2004; Cook et al., 2014). Galaxies above this
main sequence are usually termed “starburst” (SB) galaxies (higher than average SFR for given
mass). Passive galaxies occupy the region below this main sequence (lower than average SFR for
given mass).

3

Figure 1.1. Demonstration of the far-ultraviolet through sub-mm SED of the starforming (spiral) galaxy NGC 337. The observational data are represented by the red
squares. The black line is the best-fit model of attenuated starlight and dust emission.
Also shown are the predictions from the model for the unattenuated starlight continuum (blue line) and the dust emission, separated into dust in the diffuse ISM (solid
green line) and dust in molecular clouds (dotted green line). The nebular emission
spectrum (ionized gas) of the galaxy is not represented in this model. This Figure is
modified from Conroy (2013), and was originally presented in da Cunha et al. (2008).

stellar medium (ISM; solid green line), and dust in molecular clouds (dotted green
line), where the latter experiences a stronger radiation field making the dust hotter.
To more directly demonstrate the process of dust attenuation on a galaxy SED, we
show an idealized example in Figure 1.2. Assuming that energy is being conserved,
the energy of the attenuated light at UV-to-NIR wavelengths (downward arrows) will
be balanced by the total energy re-emitted by dust at MIR-to-sub-mm wavelengths
(upward arrows). This basic principle of energy conservation lies at the core of many
methods that use dust emission to correct for attenuation.
The previous discussion failed to mention another source that can dominate the
SED of a galaxy, namely that of active galactic nuclei (AGN). The term AGN is used
to refer to the central regions of galaxies that are extremely luminous and provide
a significant portion of luminosity to their galaxy’s SED. It is widely accepted that

4

Figure 1.2. Demonstration of the effects of dust on the SED of a star-forming
galaxy. A star-forming galaxy that is completely dust-free would have an SED similar
to the blue curve, which represents unattenuated starlight. Dust absorbs starlight at
UV through near-IR wavelengths, represented by downward arrows, and thermally
reradiates this energy at mid-IR through sub-mm wavelengths, represented by upward
arrows, and this results in a galaxy SED similar to the red curve. Figure modified
from Conroy (2013).

the energy from AGN is powered by the accretion of gas onto the supermassive black
holes that reside in the centers (nuclei) of galaxies (Lynden-Bell 1969).
1.1.2

Overview of Galaxy Properties

There are numerous physical properties that can be measured in galaxies. Here
we list the parameters that are of relevance to the research in this dissertation:
• Luminosity, L(λ) – quantifies the total amount of energy per unit time emitted
by a galaxy measured at a specific wavelength or over a wavelength range.
• Luminosity Distance, Dlum – quantifies the distance of a galaxy from the reference point of Earth and is determined from the galaxy redshift together with
the cosmological parameters of the Universe. Determining this quantity is vital for converting the observed flux (energy per unit time per unit area) of a

5

2
galaxy into a luminosity, L = F 4πDlum
, which is required for estimating many

subsequent properties.
• Stellar Mass, M∗ – quantifies the amount of mass contained in stars within a
galaxy. The basic principle behind this estimation is that stars have well known
mass-to-light ratios, which allows the observed luminosity to be converted to
a mass. More specifically, this quantity is determined by constructing grids of
stellar population models, with an assumed stellar initial mass function3 (IMF),
spanning a large range in star formation histories. These models are compared
to observations to obtain likelihoods. The models are marginalized onto the
mass axis and a likelihood distribution for the mass is obtained.
• Star formation rate, SF R – quantifies the rate that gas mass is being converted
into stars within a galaxy. There are numerous ways that this quantity can be
estimated, which will be discussed at length in Section 1.2. A related quantity
is the specific star formation rate (sSF R = SF R/M∗ ), which is the SFR normalized by the galaxy stellar mass. Normalizing in this manner allows for a
comparison between the current SFR and that of the integrated average rate of
R
the galaxy (M∗ = (1 − R) hSF Ridt, where R is the mass fraction returned to

the ISM due the death of stars Madau & Dickinson, 2014).

• Gas-phase metallicity – quantifies the abundance of metals4 , in the gas-phase,
relative to that of hydrogen within a galaxy. As a result, the metal abun3

The stellar initial mass function is a probability distribution function describing the distribution
of initial masses for a population of stars, where initial refers to stars entering the main sequence
(beginning hydrogen fusion). This function has been determined empirically by looking at stellar
populations in our Galaxy, but it is unclear whether this behavior is universal for other environments
or galaxies (Bastian et al., 2010).
4

Astronomers use the term metal to refer to all elements that lie above hydrogen and helium on
the periodic table. The initial elemental abundances near the Big Bang consisted almost exclusively
of hydrogen and helium. The vast majority of metals in the Universe are produced as a result of
stellar evolution (e.g., nuclear core burning in stars, supernovae ejecta).
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dance will generally increase in a galaxy as a function of increasing cosmic
time. However caveats are required for this simplified picture, as galaxies are
not closed systems, and can lose metals via gas outflows into the surrounding intergalactic medium or gain pristine gas (metal-poor) through gas inflows from
the intergalactic medium. The metal abundance is typically estimated from
a combination of strong optical emission-lines associated with atomic metals
(most commonly oxygen) and hydrogen5 .
• Stellar population age – refers to the luminosity-weighted average age of the
stellar population within a galaxy. This can be estimated from broadband
photometry or from spectral features that serve as indicators of stars of a certain
spectral type or mass, which relates directly to ages through the known lifetimes
of stars. Typically this value is not explicitly determined, instead spectral
features acting as age indicators are directly compared, providing a qualitative
way to compare galaxies with “younger” and “older” stellar populations. The
mean stellar population age is closely related to the star formation history
(SFH), which describes the time-dependent evolution of the SF R.
• Inclination, θ – quantifies the orientation angle of a galaxy, usually in reference
to the stellar disk, relative to the observer. This can be determined from knowledge of the semi-major and semi-minor axes of the disk (a and b, respectively)
and the disk scale-height (qz ) through the relation cos2 θ = ((b/a)2 −qz2 )/(1−qz2).
The value of the disk scale-height is usually unconstrained and as a result the
axial ratio (b/a) is often used as a proxy for the inclination.

5

A common practice is to compare metallicity abundances relative to the value found in the Sun,
for which the total mass fraction in metals (Z) relative to hydrogen and helium is about Z⊙ =0.02
(or 2%). The abundance of oxygen to hydrogen is (O/H)⊙ =4.90−4 (although this is more commonly
expressed in the form of: 12+log(O/H)⊙=8.69, Asplund et al., 2009)

7

1.2

Measuring the Star Formation Rate in Distant Galaxies

Stars are born within dense regions of interstellar gas known as molecular clouds,
often referred to as star-forming regions. In our own Milky Way and very nearby
galaxies, the most direct way to determine a SFR is to count individual young stellar
objects within star-forming regions. However, because the distances to most galaxies
are vast, this technique quickly becomes impossible to implement because current telescopes are unable to resolve individual stars beyond the nearest galaxies. Therefore,
information on the star formation process must be obtained from indirect methods
that can serve as suitable proxies for tracing young, recently formed stellar populations. There are three basic methods for measuring the SFR of distant galaxies: (1)
using direct stellar light associated with the youngest stellar populations, (2) using
indirect light from young stellar populations that has been reprocessed by dust in the
galaxy, or (3) a combination of previous two methods. The following sections outline
several techniques utilized as part of this dissertation and assesses their merits and
drawbacks. For a more detailed description of these techniques, as well as addition
methods not mentioned here, we refer the reader to the reviews of Kennicutt (1998);
Kennicutt & Evans (2012); Calzetti (2013).
All of the following methods are dependent on assumptions made in stellar population synthesis (SPS) models. SPS uses stellar atmospheric models or spectral
libraries of stars of each spectral type, weighted by an assumed IMF, to estimate
the stellar population required in a galaxy to explain it observed luminosity (Conroy,
2013). The choice of the IMF can have significant impact on results of individual
calibrations and should always be considered a source of uncertainty. Another source
of uncertainty in all SFR indicators is stochastic sampling in the stellar population.
The prescriptions below are valid only under the assumption that an infinite number
of stars are sampled, thus filling the entire IMF. Typically this is not a problem when
estimating a SFR for an entire galaxy (referred to as a total SFR) because of the large
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number of stars being sampled within such a volume. This issue is more relevant for
SFR estimates of sub-galactic scales, which is not examined in this dissertation. The
adopted age and star formation history of a galaxy will also impact the inferred SFRs.
Most common calibrations assume that star formation has been constant over at least
100 Myr (this is when the rate of production and death of massive stars reaches an
equilibrium), and variations from that assumption will be a source of scatter and
uncertainty. Lastly, these methods also explicitly assume that the galaxy luminosity
is being dominated by the stellar and/or dust components and not by an AGN.
1.2.1

Ultraviolet Continuum

Galaxies are composed of a diverse population of stars spanning a range of stellar
spectral types, defined by their masses. Stellar continuum emission behaves almost
as a perfect blackbody,

Sν = Bν (T ) =

1
2hν 3
,
hν
c2 exp( k T ) − 1

(1.1)

B

where Bν is the Planck function, which varies with frequency ν (or wavelength) of light
and depends on the surface temperature T of the star, h is the Planck constant, c is
the speed of light, and kB is the Boltzmann constant. The stellar continuum emission
is modified from a perfect blackbody as a result of stellar absorption features whose
strength is also dependent on the surface temperature (directly linked to mass). As
a result of this behavior, stars contribute differently towards the integrated spectrum
of a galaxy depending on their mass: massive, hot stars (M & 3M⊙ , where M⊙ is the
mass of the Sun) dominate the majority of the UV luminosity, intermediate-mass stars
(0.5 . M . 3M⊙ ) are dominant contributors at visible wavelengths, and low-mass,
cool stars (M . 0.5M⊙ ) provide the bulk of the emission at near-IR wavelengths.
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By virtue of the short lifetime of massive stars6 , the presence of strong UV radiation
is an excellent indicator of recent star formation on timescales of t ∼ 100 Myr (see
Figure 1.3). The optimal wavelength range to probe young, massive stars in the UV
is between 1250-2500 Å (Kennicutt, 1998). The UV continuum also has the benefit of
being easy to observe over a wide range of redshifts, provided that the galaxy redshift
is known (as a reminder, λobs = λrest (1 + z)), making it a useful method of directly
comparing galaxies over a wide range of cosmic time in studies of galaxy evolution.
The main shortcoming of the UV continuum is its sensitivity to dust attenuation,
which can vary enormously within and among galaxies. As previously mentioned, dust
attenuation is highest at UV wavelengths and can result in a drop in UV magnitude
(mag) of AUV = 0 − 5 mag in local disk galaxies from their intrinsic SED (Buat & Xu,
1996; Dale et al., 2009), with larger values tending to occur in galaxies with higher
SFRs (e.g., Garn & Best, 2010). This issue is more severe at intermediate redshifts
(1 < z < 3) where the SEDs of galaxies appear more heavily attenuated by dust than
in the local Universe (Le Floch et al., 2005; Magnelli et al., 2009; Elbaz et al., 2011;
Murphy et al., 2011; Reddy et al., 2012; Magnelli et al., 2013). A common way to
overcome this is to combine UV and infrared (IR) emission together to account for
the unobscured and obscured star formation, respectively (outlined in Section 1.2.4).
Other sources of uncertainty to this method are variations in the star formation
histories and the metallicities, which can each lead to differences of order 10 − 15%
(Salim et al., 2007; Kennicutt & Evans, 2012).
1.2.2

Nebular Emission Lines

Recombination lines are useful tracers of the ionizing photons emitted by massive,
young stars because they arise from the re-emission of stellar light shortward of the
Lyman limit (912 Å; this corresponds to the ionization energy of hydrogen, 13.6 eV)

6

The lifetime of main-sequence stars scale roughly as t ∝ M −2.5 .

10

Figure 1.3. Demonstration of a few different methods used in determining the SFR
in the galaxy NGC 300. Panel (a) is an optical composite image (also with Hα shown
in red). The young star-forming complexes are easily identified in (b) and (c) showing
the ultraviolet and Hα, respectively, which trace direct light from massive, short-lived
stars (hence recently formed; see Section 1.2.1 & 1.2.2). Some of the light from these
stars is absorbed by dust grains and reradiated in the mid-infrared (see Section 1.2.3),
as can be seen by the spatial correlation of the brightest 24 µm emission with starforming regions in (d). Image credit: (a) MPG/ESO, (b) NASA/Swift/E. Hoversten,
(c) Larsen & Richtler (1999) (as presented in Helou et al., 2004), (d) Helou et al.
(2004).

11

produced from these stars. Only stars with masses M & 15M⊙ make significant
contributions to the ionizing flux. Regions of the ISM that are ionized in this manner
are referred to as HII regions (i.e., regions of ionized hydrogen). Due to the very short
lifetime of such massive stars (t . 10 Myr), recombination lines provide an accurate
measure of current star formation within a galaxy (Kennicutt & Evans, 2012). The
most commonly used recombination line is Hα (λ = 6563 Å; see Figure 1.3), but other
lines can also be utilized. Forbidden emission lines7 , although not directly linked
to ionizing photons, also arise from star-forming regions and have been empirically
calibrated as a star formation tracer using recombination lines. A popular forbidden
line is [OII] (λ = 3727 Å). The advantage of using nebular emission lines is that they
are located at rest-frame optical and near-IR wavelengths, which are easily accessible
with ground-based observations. Recombination lines can also be easily corrected for
dust attenuation if pairs of lines are observed (e.g., Hα and Hβ) and which will be
discussed in more detail in Chapter 3.
Similar to UV-based methods, the largest factor influencing SFRs estimates from
recombination lines is dust attenuation. Typical attenuation values observed in local
galaxies cover a range of A(Hα) = 0 − 2.5 mag (e.g., Brinchmann et al., 2004).
Other contributors to the error budget of this method include the fraction of ionizing
photons directly absorbed by dust (Inoue et al., 2001; Dopita et al., 2003), the physical
conditions of the ionizing regions (differences of . 15% Osterbrock & Ferland, 2006),
and variation in the star-formation history and metallicity (of order 20% Calzetti et
7

The term “forbidden” here is misleading, and should be thought of as “highly improbable.”
These transitions involve metastable energy levels and usually occur via magnetic dipole or electric
quadrupole processes, as opposed to the more common electric dipole of “permitted” transitions.
Forbidden transitions only occur in very diffuse (low-density) gas where collisions between atoms are
rare; this is because at higher densities the metastable energy levels where the transitions originate
would be depopulated by the same collisions that populate them. Such low densities cannot be
achieved in Earth laboratories and upon their discovery were referred to as “forbidden,” a convention
that has continued despite developing an understanding of their physical nature (Bowen, 1927).
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al., 2007). In addition, this method is very sensitive to differences in the high-mass
end of the stellar IMF (producing the ionizing photons).
1.2.3

Infrared Continuum

Interstellar dust absorbs a significant fraction of light emitted by stars and thermally re-radiates it in the infrared (IR). The emission from dust grains behaves according to
Sν = Bν (T )(1 − exp(−τ ν)),

(1.2)

where τ ν is the optical depth from the observer, which varies strongly as a function
of frequency/wavelength. Assuming the emission is optically thin, which is often the
case at long wavelengths, this simplifies to

Sν = Bν (T )τ ν = Bν (T )κσD ,

(1.3)

where κ is the dust emissivity and σD is the the mass column density of dust (amount
of dust along the line of sight). The emissivity of dust appears to scale roughly as
the wavelength squared (κ ∝ λ2 ∝ ν −2 ; e.g., Alton et al., 2004), providing us with a
final relation, typically referred to as a modified-blackbody,

Sν ∝ Bν (T )ν −2 .

(1.4)

As previously mentioned, the dust population in galaxies can usually be well
described by two temperature components (see Figure 1.1). The dust in molecular
clouds, where massive stars are located8 , experiences a strong radiation field making
the dust warmer than dust in the diffuse ISM. As can be seen in Figure 1.1, this
8

Due to their short lifetimes, massive stars are unable to travel very far from the molecular cloud
from which they formed before they die.
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warm component (dotted green line) peaks at a shorter wavelength than the colder
diffuse dust (solid green line) and is most pronounced from the latter in the region
of 20 . λ . 60 µm9 . For this reason, dust emission at these wavelengths act as an
excellent tracer of star formation over timescales comparable to UV-based methods
(t ∼ 100 Myr), with calibrations based on Spitzer 24 µm band being one such example
(see Figure 1.3). A primary focus of this dissertation, outlined in Chapter 2, is to
develop continuous wavelength calibrations for the MIR to determine SFRs over a
wide wavelength range for additional flexibility in its application to higher redshifts.
Over the region of 5 . λ . 20 µm, dust emission is dominated by molecular bands arising from polycyclic aromatic hydrocarbons (PAHs), which are small
molecules consisting of carbon atoms organized into hexagonal rings with hydrogen
atoms attached at the boundary. The PAH emission is associated with both dust
components (see Figure 1.1). Despite being less directly associated with star-forming
regions, due to the ease with which PAHs are destroyed by strong radiation fields,
this emission tends to be prominent in shells surrounding these regions (referred to
as photodissociation regions, PDRs; e.g., Helou et al., 2004) and therefore behaves in
a manner that correlates with star formation.
Lastly, the integrated IR luminosity or total IR (TIR) over the range 3 ≤ λ ≤
1100 µm, LTIR , (the range 8 ≤ λ ≤ 1000 µm is also widely adopted) has also been
calibrated as a tracer of star formation. This method has the advantage of representing the total luminosity of the dust-obscured stellar population without additional
concern for the large variations that exists among the dust emission SEDs between
galaxies (e.g. Chary & Elbaz, 2001; Dale & Helou, 2002; Smith et al., 2007), which
introduces uncertainty into monochromatic (i.e., single-band) tracers. However, ob-

9

It is worth noting that the relative strength of these components is heavily dependent on the
star formation history. If there is relatively little recent star formation, the diffuse component can
still be dominant in this region. Some additional examples of this variation are shown in Figure 2.2
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taining full IR through sub-mm SED information for galaxies is observationally expensive and thus the monochromatic methods are more practical to implement on
large galaxy surveys.
The largest contributor of uncertainty in IR SFR indicators, especially for TIR
methods and to a slightly lesser extent for the methods using λ . 60 µm, is the
varying fraction of IR continuum arising from dust heated by older generations of
stars unassociated with recent star formation. Old stars can contribute significantly
to the TIR budget, leading to differences in SFRs estimated with this method by up
to a factor two (Calzetti, 2013). These methods also need to account for the fraction
of starlight from young stars not absorbed by dust, which varies substantially among
galaxies. The obscured fraction tends to increase in galaxies with higher SFRs, giving
rise to methods with luminosity-dependent IR conversion factors (e.g., Calzetti et
al., 2010, and references therein). As previously mentioned, this can be overcome by
combining information on UV and IR emission together (Section 1.2.4). Additionally,
differences in the physical properties of the dust grains will affect the behavior of their
absorption and emission characteristics and give rise to SED variation (Draine, 2003).
1.2.4

Composite Wavelength Methods

As evident from the previous sections, there is a large variety of methods for estimating the SFR in galaxies with distinct drawbacks inherent to each of them. By
combining direct light tracers (UV continuum and emission lines) with dust-processed
light (IR continuum), many of these shortcomings can be remedied to provide a robust
indication of both the unobscured and obscured star formation. These methods are
usually constructed as a linear combination of tracers of each component, and essentially incorporates an energy balance approach in which all emission removed at UVto-NIR wavelengths is re-emitted at longer wavelengths (Kennicutt & Evans, 2012).
Some examples combinations are UV+TIR, UV+24µm, Hα+TIR, and Hα+24µm.
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The main drawback to these methods is the requirement for data at broadly different wavelengths, which is often challenging to obtain. This is especially relevant
for high-redshift galaxies, where obtaining rest-frame UV and optical data are dramatically easier than longer wavelengths in terms of existing telescope facilities. The
primary work of this dissertation is to improve upon the ability to constrain SFRs in
both low- and high-redshift galaxies when such multi-wavelength data are unavailable.

1.3

The Nature of Dust Extinction and Attenuation

Interstellar dust grains play an important role in numerous astrophysical processes
(see review of Draine, 2003). A primary example, central to the theme of this dissertation, is the effect of dust absorption, scattering, and reradiation, which has a
profound impact on the SEDs of stars and galaxies (see Figure 1.1). The effect of
dust absorption was first discovered by Trumpler (1930) using observations of open
star clusters and comparing their photometric distances, inferred from the spectral
classification of individual stars and assuming the flux decreased as F ∝ D −2 , with
an estimate of their diameter distance, inferred by assuming clusters with similar
numbers of stars and concentration have similar average sizes. They found that the
photometric distances inferred for more distant clusters tended to be systematically
higher than those found using diameter distances, a result suggesting that clusters
were being dimmed by material along the line of sight. This revelation had dramatic
implications in astronomy, not only in how distances are measured, but also in recovering properties of stars (and also galaxies) from their SEDs. Below, we present
an overview of our current understanding on the impact of dust on observations of
Galactic and extragalactic sources.
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1.3.1

Dust Extinction

To characterize the wavelength-dependent impact of dust, it is necessary to understand the intrinsic spectrum of an object without dust and compare it to a similar object being affected by dust. In the Galactic neighborhood, this can be easily achieved
by measuring extinction10 along sightlines to individual stars. Stars have well characterized SEDs and by comparing star-pairs of the same mass/spectral type (from
matching spectral features) experiencing different amounts of extinction, Aλ , on their
continuum it is possible to empirically derive the wavelength dependent extinction,

Fobs (λ) = Fint (λ)−0.4Aλ ,

(1.5)

where the star without extinction is used as the reference intrinsic spectrum Fint (λ).
This pair-matching technique, demonstrated in Figure 1.4, has been employed to
develop extinction curves for the Milky Way (MW; Cardelli et al., 1989; Fitzpatrick,
1999), the Large and Small Magellanic Clouds (LMC/SMC, Gordon et al., 2003), and
the Andromeda galaxy (M31, Bianchi et al., 1996; Clayton et al., 2015). These curves
are usually expressed in terms of the total-to-select extinction,

k(λ) ≡

Aλ
Aλ
=
,
E(B − V )
AB − AV )

(1.6)

where E(B − V ) is referred to as the color excess and is the difference in the extinction measured in the B and V -bands (4400 Å and 5500 Å, respectively). A common
feature among these curves is that the highest extinction occurs in the UV and it
decreases with increasing wavelengths out to the IR, as shown in Figure 1.5. This
behavior is directly related to the size distribution and composition of dust grains
10

Throughout this dissertation, we refer to extinction as the combination of absorption and scattering of light out of the line of sight by dust, which has no dependence on geometry because only
a single line of sight is being considered between the source and dust relative to the observer. The
most common example of this is the impact of dust on the SED of a single star.
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Figure 1.4. Demonstration of the effects of dust extinction. Left: The SEDs of four
star pairs, identified from their similar absorption line features (a prominant example
is CIV at λ = 1549 Å or 1/λ = 6.46 µm−1 ). A star with strong dust extinction (lower
case in each pair) is compared to a star of the same spectral type without significant
extinction (upper case in each pair) and the difference can be used to derive the
extinction curve. Right: Extinction curves derived for each star pair shown on the
left. Figures from Cardelli et al. (1992).
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(Weingartner & Draine, 2001; Draine, 2003). The absorption cross-section of dust
grains scales with their surface area and inversely with wavelength (Cabs ∝ a3 /λ,
where a is the radius of the grain). This implies that dust grains are more efficient
at absorbing light that is comparable or smaller than their size, and leads to overall higher absorption of shorter wavelength (bluer) light. Very large dust grains are
efficient absorbers independent of wavelength, resulting in a more uniform attenuation as a function of wavelength (sometimes referred to as being “grayer” due to
the shallower wavelength dependence). The scattering cross-section of dust grains
scales as Csca ∝ a6 /λ4 . This implies that scattering is much more efficient at shorter
wavelengths. The exact behavior of the absorption and scattering cross-sections is
also dependent on the chemical composition of the dust grains. Detailed dust grain
modeling of the MW extinction curve suggest that grains are primarily of silicate and
carbonaceous composition with a power-law size distribution of dn/da ∼ a−3.5 over a
size range of 0.005 . a . 1 µm (Mathis et al., 1977; Weingartner & Draine, 2001).
The differences in the shape of the MW extinction curve and those of the Magellanic
Clouds can be accounted for by varying the abundances of these grains (Weingartner
& Draine, 2001) and is attributed to metallicity, where the MW, LMC, and SMC
have a metallicities of ∼1, ∼0.5 and ∼0.2 that of the Sun (Z⊙ ), respectively.
A prominent feature in local extinction curves is a broad absorption feature centered at 2175 Å (referred to as the 2175 Å feature or bump; Draine, 2003), which
is observed in many sightlines of the Milky Way (MW; e.g., Cardelli et al., 1989;
Fitzpatrick, 1999, see Figure 1.5). This feature is attributed to carbonaceous grains
(e.g., Draine, 2003; Bradley et al., 2005; Papoular & Papoular, 2009), perhaps in the
form of graphite or PAHs, although silicate carriers have also been proposed (e.g.,
Bradley et al., 2005). However, current models still have difficulty in accommodating the observed variations in the width of the feature while maintaining a nearly
invariant central wavelength. In the MW, the strength and width of the feature can
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Figure 1.5. Examples of previously determined dust extinction curves. Top: Comparison between extinction curves of Milky Way (MW; Fitzpatrick, 1999) in different
environments, parameterized by different values of RV ≡ AV /E(B − V ), where the
average value is RV = 3.1 and lower and higher values are located in lower and higher
density environments of the ISM, respectively. The curves are shown as (Left) k(λ)
and (Right) k(λ)/k(V ), where by definition k(V ) = RV . Bottom: The average relationships for the LMC, LMC2 supershell, and SMC (Gordon et al., 2003) are also
shown relative to the average MW curve. These differences are likely due to metallicity and in the strength of the radiation field, where the high star formation of LMC2
region could be responsible for lowering the 2175 Å feature relative to LMC average
(grain destruction).
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vary dramatically along sightlines toward different environments and this may reflect
differences in the underlying size distribution and composition of the dust grains (e.g.,
Fitzpatrick, 2004). The 2175 Å feature is also observed in the Large Magellanic Cloud
(LMC; e.g., Gordon et al., 2003) and the Andromeda galaxy (M31; e.g., Bianchi et
al., 1996; Clayton et al., 2015), but is typically very weak or absent in extinction
curves of the Small Magellanic Cloud (SMC; e.g., Gordon et al., 2003). It can be
seen in Figure 1.5 that there are noticeable differences in the strength of this feature
in the average LMC curve and that of the LMC2 supershell (corresponding to the 30
Dor star-forming complex). Assuming comparable metallicity between these regions,
this difference may be due to the destruction of the grain responsible for the feature
within strongly star-forming regions (Gordon et al., 1997, 2003; Fischera & Dopita,
2011).
1.3.2

Dust Attenuation

In contrast to these local examples, characterizing the wavelength-dependent nature of dust on the emission of distant galaxies is more challenging. The reason for
this is twofold: (1) a reliance on using unresolved stellar populations composed of
stars over a wide range of ages and spectral type, for which the underlying SED is a
complex function of the star formation history (SFH) and the IMF; and (2) extended
light-emitting regions can have a range of possible geometries with respect to dust
(Calzetti, 2001). The first effect implies that the complex manner in which galaxies
assemble their stars makes it impossible to know their intrinsic SED a priori (unlike
stars in extinction studies). The second effect, originally put forth in order to explain
differences in extinction values inferred for HII regions from emission line ratios and
radio emission (Mathis, 1983; Natta & Panagia, 1984; Caplan & Deharveng, 1986),
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is the reason why it is important to distinguish the effects of dust in distant galaxies,
which is referred to as attenuation11 , from that of extinction.
We present a schematic representation of the difference between extinction and
attenuation in Figure 1.6. The geometry between the stellar component and dust
component has a large influence on the observed attenuation because sources can
experience variation in the amount of dust along the line of sight (optical depth) and
in the amount of light scattered back into the line of sight. The nature of these effects
on the observed dust attenuation are highlighted in Figure 1.7, which illustrates the
behavior of dust attenuation in a scenario of uniformly mixed stars and dust and a
scenario where the dust is located entirely foreground to the stars. In both cases the
intrinsic properties of the stars and dust are held fixed and yet large differences in
the dust attenuation can be seen. In the case of the uniformly mixed dust, there
is a strong “skin” effect and a larger amount of light is scattering into the line of
sight. These effects allow a much larger amount of blue light to escape than in the
foreground dust case. As a result, the uniformly mixed dust case leads to grayer
attenuation compared to foreground dust case, which has a behavior comparable to
extinction curves (strong reddening).
Related to the issues mentioned above is the well known degeneracy between
stellar age and dust, for which the reddening of a young, dusty stellar population
can be similar to that of an old, dust-free population (e.g., Witt et al., 1992; Gordon
et al., 1997). This degeneracy can be resolved by selecting samples of galaxies with
roughly similar SFHs and stellar populations, which can be selected in numerous ways
(e.g., emission lines, age-sensitive spectral features, sSFR). The issue can be further

11

Throughout this dissertation, we refer to attenuation as the combination of absorption, scattering of light both into and out of the line of sight by dust, and any dependence on the geometry
between the emitting sources and dust relative to the observer. This scenario applies whenever
examining extended regions (i.e., more than a single sightline to a star), which is always the case
for distant galaxies outside the Local Group.
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Figure 1.6. Schematic representation of dust extinction and dust attenuation. Panel
(a) demonstrates a scenario of dust extinction on a background point-source (blue
star) from a foreground dust screen (red region). The dust will absorb and scattering
light out of the line of sight in manner that has no dependence on geometry. Panel
(b) demonstrates a scenario of dust attenuation on spatially extended emission (blue
stars) from an arbitrary distribution of dust clumps (red spheres). The dust will
absorb and scatter light out of the line of sight, but will also scatter light into the line
of sight. The relative importance of these factors is strongly dependent on the geometry of the emitting sources and dust relative to the observer. Emission sources will
also experience different amounts of dust along the line of sight (optical depth), with
objects closer to the observer’s “surface” tending to experience less total attenuation
than deeper sources. Figure from Calzetti (2013).

mitigated by using an ensemble of many similar galaxies to construct SED templates
with “average” stellar populations as a function of differing levels of attenuation.
Such analyses were first performed by Calzetti et al. (1994, 2000) (also Kinney et al.,
1994) on small samples of local starburst (SB) galaxies and has since been used in
other studies of local SFGs (e.g., Johnson et al., 2007b; Conroy et al., 2010; Wild et
al., 2011). Despite differences in the methodologies employed among these studies,
a common picture has developed to account for many observed trends, such as the
stronger reddening experienced by the ionized gas (as probed by Hydrogen emission
lines) than the stellar continuum and differences in the prevalence of the 2175 Å
feature (more examples will be given in subsequent chapters). In this picture, the
dust content of galaxies is characterized into two components; one associated with
short-lived dense clouds where massive stars form HII regions and another associated
with the diffuse ISM (e.g., Calzetti et al., 1994; Charlot & Fall, 2000; da Cunha et
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Figure 1.7. Schematic representation of the different effects dust extinction and
attenuation have on SEDs. The top and bottom panels have the same extended
distribution of stars and dust, but with a different geometrical relation between each
other. In the top panel the dust and stars are homogeneously mixed, while in the
bottom panel the dust is completely foreground to the stars. The characteristic SED
of the stars is the same in both cases (blue, ‘Input’). In both cases the dust obeys the
Milky Way extinction curve (which has a prominent absorption feature at 2175 Å)
and has the same thickness (E(B − V ) = 0.5). All other characteristics being equal,
the different geometric relation between dust and stars has considerable impact on
the emerging spectrum (red, ‘Output’). Figure from Calzetti (2013).

24

Figure 1.8. Schematic representation of the two component model for the dust
content in galaxies. One component is associated with short-lived dense clouds (birth
clouds) where massive stars (O and B spectral type) form HII regions and another
associated with the diffuse ISM. The distribution of intermediate and old stars are
also shown. Star forming regions reside at low scale height in the disk, whereas
intermediate and old stars have larger scale heights (these scale with increasing stellar
age). The dominant contributor to the optical depth (τ ) is also labeled for each stellar
component. Figure from Wild et al. (2011).

al., 2008; Wild et al., 2011). A visual representation of this scenario is shown in
Figure 1.8. This picture was alluded to in Section 1.1.1 in describing the behavior of
the dust emission, which is also well represented by a two component model12 .
More recently, several studies have examined the nature of dust attenuation at
high redshift (e.g., Scoville et al., 2015; Reddy et al., 2015; Zeimann et al., 2015). The
derived attenuation curve for some of the local and high redshift studies are shown
in Figure 1.9. Interestingly, there is noticeable differences in the shape of attenuation
curves between galaxy types (e.g., SB or SFG) and as a function of redshift. There
are also differences in the apparent strength of the 2175 Å feature among these curves.
The cause of variation among attenuation curves is poorly understood but may be
due to differences in the physical properties of galaxies among the samples or in the
12

As a reminder, dust emission in SFGs arises from energy that grains obtain from the attenuation
of starlight. Therefore, the complementary picture for both the dust attenuation and emission is
expected as a natural consequence of energy balance.
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Figure 1.9. Examples of previously determined dust attenuation curves. The curves
are shown as (Left) k(λ) and (Right) k(λ)/k(V ), where by definition k(V ) = RV .
The curves Calzetti et al. (2000) for local SB galaxies and Reddy et al. (2015) for
z ∼ 2 SFGs have estimated values of RV and can be shown as k(λ), whereas those
of Wild et al. (2011) for local SFGs separated as bulgeless (disk-like) and bulged
(spheroid-like) and Scoville et al. (2015) for 2 < z < 6.5 SFGs do not, and can only
be shown as k(λ)/k(V ). These curves are shown relative to the Milky Way curve for
reference, but it is important to remember that the physical meaning of extinction and
attenuation curves are different as a result of geometrical factors (see Section 1.3).
As can be seen there are significant differences in the shape of attenuation curves
between galaxy types and as a function of redshift. The cause of these differences are
poorly understood.

methodology employed in their derivation. A main focus of this dissertation is to
improve upon our understanding of the factors that influence the behavior of dust
attenuation in local SFGs. These results are presented in Chapter 3, 4, and 5.
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CHAPTER 2
CALIBRATING THE MID-INFRARED AS A
DIAGNOSTIC OF STAR FORMATION

This chapter1 focuses on calibrations of the mid-infrared (MIR) wavelength region
from 6-70 µm as a diagnostic for star formation. This will enable its use as a SFR
indicator over a wide range of redshifts.

2.1

Introduction

Star formation is a fundamental parameter of galaxies that describes how galaxies
evolve, when considered in conjunction with their mass. As the process of star formation depletes a galaxy of its gas, it must be continuously replenished by infall from
the intergalactic medium to be supported for an extended time. When massive stars
die, they enrich the surrounding ISM with heavy metals, thus altering a galaxy’s
chemical composition. Therefore, accurately tracing star formation though cosmic
time gives key constraints on how galaxies are able to form and evolve (e.g., Tinsley,
1968; Somerville et al., 2012; Madau & Dickinson, 2014, and references therein).
For these reasons, great efforts have been made to calibrate a wide range of the
electromagnetic spectrum that can be linked to processes involved with recent star
formation (see review by Kennicutt & Evans, 2012). In particular, infrared (IR)
wavelength calibrations are proving to be critical to understanding galaxies in the
early Universe. Deep IR surveys with the Spitzer and Herschel Space Telescopes
have revealed that the majority of star formation that occurs at redshift z ∼ 1 − 3
1

These results are based on research presented in Battisti et al. (2015).
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is enshrouded by dust (e.g., Murphy et al., 2011; Elbaz et al., 2011), making it very
difficult to measure accurate SFRs at optical wavelengths. In addition, IR-bright
galaxies (L & ×1011 L⊙ ) are much more prevalent during that time than today (e.g.,
Chary & Elbaz, 2001; Le Floch et al., 2005; Magnelli et al., 2009; Murphy et al.,
2011; Elbaz et al., 2011; Magnelli et al., 2013; Lutz, 2014, and references therein).
Furthermore, observations suggest that ∼85% of today’s stars were formed at redshift
0 < z < 2.5 (Marchesini et al., 2009; Muzzin et al., 2013; Tomczak et al., 2014).
Together these results have renewed interest in monochromatic (i.e., single-band)
mid-IR (MIR) SFR indicators, as distant galaxies can easily be observed in the MIR.
Dust emission in the MIR is more closely related to star formation than longer
IR wavelengths, where heating by low mass (i.e., long-living) stars becomes important, which has allowed several wavelength bands in the MIR to be well calibrated
locally as SFR diagnostics (Zhu et al., 2008; Rieke et al., 2009; Calzetti et al., 2010).
However, difficulties arise in utilizing local calibrations because the regions of restframe wavelengths probed by a given band will vary with redshift. As a reference, the
Spitzer 24 µm and the Herschel 70 µm bands target the rest-frame 8 µm and 23 µm
emission, respectively, for a galaxy at redshift z = 2. Correcting for this effect is
most commonly achieved through k-corrections that depend heavily on the assumed
galaxy SED template. Such templates (e.g., Chary & Elbaz, 2001; Dale & Helou,
2002; Polletta et al., 2007; Rieke et al., 2009; Brown et al., 2014) typically require
many photometric bands for accurate matching. Therefore, in order to fully utilize
current and future deep IR imaging surveys for a greater understanding the formation and evolution of galaxies without a reliance on extensive multi-band imaging,
continuous single-band SFR indicators will be imperative.
In the near future, the Mid-Infrared Instrument (MIRI; 5–28 µm) on board the
James Webb Space Telescope (JWST ) will expand our ability to probe galaxies in
the MIR, detecting down to the regime of normal star-forming disk galaxies (L .
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3 × 1011 L⊙ ) out to z = 3 and representing an order of magnitude improvement
in sensitivity over Spitzer bands of similar wavelength2 . Thus, current and future
cosmological surveys are highlighting the need for continuous monochromatic SFR
indicators that cover, without breaks, the MIR wavelength range of 6 − 70 µm. This
will provide a flexible tool that can be applied to any galaxy up to redshift z ≈ 3.
With the release of the Wide-field Infrared Survey Explorer (WISE ) All-Sky Survey
(Wright et al., 2010), times are ripe for consolidating all these data into a coherent
picture. In this chapter, we use GALEX, Sloan Digital Sky Survey (SDSS), WISE,
and Spitzer data of a large sample of local galaxies to perform the calibration of
SFR(λ) in the 6 − 70 µm range.
Throughout this chapter we adopt the WMAP five-year cosmological parameters,
H0 = 70.5 km/s/Mpc, ΩM = 0.27, ΩΛ = 0.73 (Komatsu et al., 2009). We assume
a Kroupa (2001) IMF for all SFR calibrations. The infrared luminosity, LIR , of a
galaxy refers to the integrated luminosity over the region from 8 to 1000 µm (LIR =
R 1000µm
Lν dν).
8µm

2.2
2.2.1

Data
The SSGSS Sample

The Spitzer –SDSS–GALEX Spectroscopic Survey (SSGSS) is a sample of 101
galaxies located within the Spitzer Wide-Area Infrared Extragalactic (SWIRE) Survey/Lockman Hole area at 0.03 < z < 0.22 (Treyer et al., 2010; O’Dowd et al.,
2011). These galaxies represent a subset of the 912 galaxies within the Johnson et al.
(2006) sample that have extensive multi-wavelength coverage from Spitzer, SDSS, and
GALEX, and for which Spitzer infrared spectrograph (IRS) measurements have also
been obtained. The UV data are from pipeline-processed GALEX observations of
2

http://www.stsci.edu/jwst/instruments/miri/instrumentdesign/filters/
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this regions with average exposures of ∼1.5 ks. The optical photometry comes from
the seventh data release of the SDSS main galaxy sample (DR7; Abazajian et al.,
2009). The optical spectroscopic measurements are from the Max Planck Institute
for Astrophysics and Johns Hopkins University (MPA/JHU) group3 , which is based
on the method presented in Tremonti et al. (2004). The infrared photometry comes
from the SWIRE survey observations (Lonsdale et al., 2003).
Each galaxy in this sample has been observed with the Spitzer Infrared Array
Camera (IRAC) and Multiband Imaging Photometer for Spitzer (MIPS) bands, in
addition to observations using the blue filter of the IRS peak-up facility. These blue
filter peak-ups have spectral coverage from 13.3 − 18.7 µm and give an additional
photometric point at 16 µm, between the IRAC 8 µm and MIPS 24 µm bands.
Aperture photometry was performed in 7” and 12” radius apertures for the 3.6−8 µm
IRAC and 24 µm MIPS, respectively, and then aperture-corrected to 12.2” and > 35”,
respectively. For the MIPS 70 and 160 µm bands, nearly all the galaxies can be treated
as point sources, and aperture corrections were taken from the MIPS handbook. A
full description of these aperture corrections is described in Johnson et al. (2007a).
For a more detailed description of the SSGSS dataset, we refer the reader to O’Dowd
et al. (2011).
The IRS spectroscopy for the SSGSS sample is obtained through the NASA/IPAC
Infrared Science Archive (IRSA) website4 and is from the work of O’Dowd et al.
(2011). This study utilizes the lower resolution Short-Low (SL) and Long-Low (LL)
IRS modules, as these have been obtained for the entire SSGSS sample. The SL
module spans 5.2 − 14.5 µm with resolving power R = 60 − 125 and has a slit width
of 3.6 − 3.7”. The LL module spans 14 − 38 µm with resolving power R = 57 − 126
and has a slit width of 10.5−10.7”. The spectra from the two modules were combined
3

http://www.mpa-garching.mpg.de/SDSS/DR7/

4

http://irsa.ipac.caltech.edu/data/SPITZER/SSGSS/
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by weighted mean and a detailed description of the method can be found in O’Dowd
et al. (2011). At z ∼ 0.1 these galaxies are sufficiently distant such that the IRS
slit encompasses a significant fraction of each galaxy (r-band Petrosian diameters are
∼10”), providing some of the best MIR SEDs for a continuous SFR(λ) determination.
In order to accurately determine a diagnostic for star formation across the MIR, it
is necessary to only consider cases in which the majority of light is being contributed
from stars and not from an AGN. The galaxy type is traditionally determined according to their location on the Baldwin-Phillips-Terlevich (BPT) diagram (Baldwin et
al., 1981; Kewley et al., 2001; Kauffmann et al., 2003c). By adopting the DR7 values
of emission line measurements, we find that 64 of the 101 SSGSS galaxies are classified as SFGs. We note that the initial classification of SSGSS galaxies by O’Dowd
et al. (2011) utilized SDSS DR4 measurements, which results in a few BPT designations to differ between these works. We further exclude 6 of the SSGSS galaxies
classified as SFGs from our analysis for the following reasons: SSGSS 18 appears to
be a merger, SSGSS 19, 22, and 96 have significant breaks in their IRS spectra due
to low signal-to-noise (S/N), and SSGSS 35 and 51 suffer from problems with IRS
confusion. This leaves 58 galaxies to be used in our calibration of a monochromatic
MIR SFR indicator. Table 2.1 shows the SSGSS IDs of the galaxies used for our
analysis along with some of their properties (additional parameters in the table are
introduced in later sections).
Our sample of 58 galaxies span a redshift range of 0.03 ≤ z ≤ 0.22 with a median
redshift of 0.075. The range of infrared luminosity is 9.53 ≤ log(LIR /L⊙ ) ≤ 11.37,
with a median of 10.55. All measurements of LIR for these galaxies are taken from the
original SSGSS dataset (presented in Treyer et al., 2010). The selection criteria for
the SSGSS sample was based on 5.8 µm surface brightness and 24 µm flux density, and
this restricts our sample of 58 galaxies to relatively high stellar masses (1.6 × 109 ≤
M/M⊙ ≤ 1.7 × 1011 ) and metallicities (8.7 ≤ 12 + log(O/H) ≤ 9.2). These stellar
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Table 2.1. Summary of galaxy properties and IRS correction terms
SSGSS

R.A.

Decl.

ID

(J2000)

(J2000)

z

log(LIR )

hSF Ri

(L⊙ )

(M⊙ /yr)

cphot

k

1

160.34398

58.89201

0.066

10.55

4.22

0.963

14.10

1.362

2

159.86748

58.79165

0.045

9.83

0.65

1.062

23.64

1.253

3

162.41000

59.58426

0.117

10.59

3.41

1.091

54.09

1.129

4

162.54131

59.50806

0.066

10.22

1.29

0.871

–4.466

3.264

5

162.36443

59.54812

0.217

11.37

19.55

1.088

24.48

1.246

6

162.52991

59.54828

0.115

10.99

7.41

0.851

1.310

1.859

8

161.48123

59.15443

0.044

9.97

0.79

0.843

–5.224

3.882

14

161.92709

56.31395

0.153

11.06

9.60

0.918

10.69

1.428

16

162.04231

56.38041

0.072

10.42

2.15

0.943

15.73

1.337

17

161.76901

56.34029

0.047

10.83

5.58

0.922

21.94

1.267

24

163.53931

56.82104

0.046

10.59

3.43

1.077

0.240

1.971

25

158.22482

58.10917

0.073

10.30

1.89

1.061

2.363

1.772

27

159.34668

57.52069

0.072

11.01

7.70

0.950

–0.933

2.132

30

159.73558

57.26361

0.046

10.11

1.06

1.040

63.01

1.113

32

161.48724

57.45520

0.117

10.82

6.30

1.121

278.9

1.028

34

160.30701

57.08246

0.046

9.96

0.79

0.987

46.47

1.147

36

159.98523

57.40522

0.072

10.39

2.01

0.996

–1.629

2.256

38

160.20963

57.39475

0.118

10.92

6.43

0.905

1.989

1.801

39

159.38356

57.38491

0.074

10.14

1.28

0.684

1.615

1.832

41

158.99098

57.41671

0.102

10.34

1.68

0.818

2.159

1.787

42

158.97563

58.31007

0.155

11.03

9.32

1.170

14.84

1.350

46

159.02698

57.78402

0.044

10.02

0.99

0.932

3.183

1.715

47

159.22287

57.91185

0.102

10.68

4.34

1.331

61.86

1.115

48

159.98817

58.65948

0.200

11.24

15.53

0.869

11.59

1.408

49

159.51942

58.04882

0.091

10.49

3.13

1.107

0.495

1.942

52

160.54201

58.66098

0.031

9.53

0.29

1.129

–2.795

2.537

54

160.41264

58.58743

0.115

11.20

11.53

0.901

6.117

1.567

55

160.29353

58.25641

0.121

10.54

2.95

0.865

3.155

1.717

56

160.41617

58.31722

0.072

10.01

0.85

0.886

4.645

1.633

57

160.12233

58.16783

0.073

9.92

0.75

0.689

15.28

1.344

59

159.89861

57.98557

0.075

10.36

2.00

0.928

15.09

1.346

60

160.51027

57.89706

0.116

10.48

2.89

0.910

6.530

1.551

62

160.91280

58.04736

0.133

11.08

9.85

0.978

0.688

1.921

64

161.00317

58.76030

0.073

10.88

5.44

0.913

3.276

1.709

65

161.37666

58.20886

0.118

11.18

11.85

0.965

12.55

1.389

66

161.25533

57.77575

0.113

10.86

6.75

0.937

13.86

1.366

67

161.18829

58.45495

0.031

10.09

1.21

1.581

8.790

1.476

68

163.63458

57.15902

0.068

10.54

3.37

0.975

25.56

1.238

70

163.17673

57.32074

0.090

10.49

2.81

1.037

255.8

1.030

71

163.21991

57.13160

0.163

10.98

8.32

1.271

285.0

1.027

72

163.25565

57.09528

0.080

10.79

5.01

0.951

14.00

1.364

74

161.95050

57.57723

0.118

10.80

5.07

0.878

–2.430

2.436

76

162.02142

57.81512

0.074

10.55

2.62

0.938

6.128

1.566

77

162.10524

57.66665

0.044

9.69

0.62

1.130

66.79

1.107

78

162.12204

57.89890

0.074

10.56

3.17

1.027

–4.810

3.508

79

161.25693

57.66116

0.045

9.82

0.81

1.023

–0.238

2.031

80

162.07401

57.40280

0.075

10.35

2.14

0.992

–1.949

2.322

81

162.04674

57.40856

0.075

10.24

1.69

0.909

1.709

1.824

82

161.03609

57.86136

0.121

10.77

4.98

0.854

2.444

1.766

83

160.77402

58.69774

0.119

10.92

6.56

0.919

–3.474

2.768

88

161.38522

58.50156

0.116

10.51

2.54

1.106

42.43

1.159

90

162.64168

59.37266

0.153

11.02

8.66

0.796

8.033

1.499

91

162.53705

58.92866

0.117

10.78

5.31

0.782

–3.869

2.937

92

162.65512

59.09582

0.032

10.18

1.42

0.966

6.675

1.545

94

161.80573

58.17759

0.061

10.13

0.90

0.919

9.281

1.463

95

163.71245

58.39082

0.115

10.82

5.74

0.956

22.68

1.261

98

164.14571

58.79676

0.050

10.59

3.70

0.982

5.797

1.580

99

164.33247

57.95170

0.077

10.82

5.58

0.903

–1.944

2.321

(16+k)
(8+k)

Notes. Columns list the (1) galaxy ID number, (2) redshift, (3) integrated infrared
luminosity from 8 − 1000 µm, (4) average SFR from the diagnostics in Table 2.2,
(5) offset between IRS spectra and global photometry above 16 µm (6) correction
parameter for wavelength-dependent aperture loss of IRS spectrum below 16 µm, (7)
correction factor of the spectrum at 8 µm due to wavelength-dependent aperture loss.
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mass and metallicity estimates are updated from the SSGSS dataset values (based on
DR4) to the MPA-JHU DR7 estimates.
2.2.2

WISE Data

The WISE All-Sky Survey provides photometry at 3.4, 4.6, 12, and 22 µm (Wright
et al., 2010) that complements the wealth of IR data available for the SSGSS sample. Most importantly for our analysis, the WISE 12 µm band provides a crucial
photometric point that bridges the gap between the Spitzer 8 µm and 24 µm bands,
a section of the MIR SED that experiences a transition from polycyclic aromatic
hydrocarbon (PAH) emission features and dust continuum. The WISE photometry
for the SSGSS sample is obtained through the NASA/IPAC Infrared Science Archive
(IRSA) website5 . Using an approach similar to that of Johnson et al. (2007a) for the
Spitzer bands, we utilize the 13.75” radius aperture measurements for 12 µm and then
apply an aperture correction of 1.20. This correction term was found using sources
in our sample with no obvious contamination from neighbors and measuring the flux
density out to 24.75” to determine their total flux density. The WISE photometry
at 22 µm is less accurate than the Spitzer 24 µm, owing to it having two orders of
magnitude lower sensitivity (Dole et al., 2004; Wright et al., 2010), and is not used for
our analysis. In addition, the 22 µm observations suffer from a effective wavelength
error, which systematically brightens the photometry of SFGs (Wright et al., 2010;
Brown et al., 2014).

2.3
2.3.1

Analysis
Anchoring the IRS Spectra to Global Photometry

For this analysis, we focus on utilizing the Spitzer 5.8 − 24 µm and WISE 12 µm
photometry to anchor the Spitzer IRS 5 − 40 µm spectroscopy available for the entire
5

http://irsa.ipac.caltech.edu/Missions/wise.html
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sample. The reasoning for this approach is to have spectroscopy that is representative
of the global flux density of each galaxy, which is required to create a calibrated
continuous, monochromatic SFR(λ) indicator. Offsets between the IRS spectrum
and the photometry can occur from differences in data reduction methods, or from
the width of the IRS slit being smaller than the size of the galaxy. The former
effect results in a uniform offset across the entire spectra and can be corrected with a
normalization factor. The behavior of the latter effect will be dependent on whether
the galaxy observed is an unresolved point-like source. The default Spitzer IRS
custom extraction (SPICE) does include a correction for light lost from the slit due
to the changing angular resolution as a function of wavelength but assumes the object
to be a point source. To correct for both of these effects, we utilize photometry from
the Spitzer 8, 16, and 24 µm and WISE 12 µm bands as a reference. The end-ofchannel transmission drop of the SL module below ∼5.8 µm, combined with a typical
redshift of z ∼ 0.1, makes the 5.8 µm band region unreliable for use in most cases,
and so it is not used as an anchor. However, we do make use of the 5.8 µm band to
inspect our photometric matching in the lowest redshift galaxies (see below). Here
we outline our approach to correct for offset effects so that these spectra are well
representative of global photometric measurements.
O’Dowd et al. (2011) found that IRS measurements of SSGSS galaxies from the
LL module did not show evidence for significant aperture loss when compared to
the Spitzer 16 and 24 µm photometry. This is attributed to the fact that the lower
resolution (larger PSF) of sources in this longer wavelength module, coupled with
the larger slit width of 10.6” allows for the standard SPICE algorithm to accurately
recover the total flux density, since objects are close to point sources (see O’Dowd
et al., 2011). This would suggest that any offsets between the photometry and spectroscopy beyond 16 µm should be uniform across the module (i.e., a global loss in flux
density). Therefore, each spectrum is first fit to match the 16 µm and 24 µm pho-
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tometric points using a constant offset, cphot , found using chi-squared minimization,

cphot =

2

χ =

P

SIRS,i )/σ(Sphot,i )2
2
i (Sphot,i /σ(Sphot,i ))

(Sphot,i
iP

X  Sphot,i − cphot SIRS,i 2
σ(Sphot,i )

i

,

(2.1)

(2.2)

where Sphot,i is the Spitzer photometric flux density of band i, σ(Sphot,i ) is the uncertainty of the Spitzer photometric flux density, and SIRS,i is the effective IRS photometric flux density found using the transmission curve for each band, Ti (λ),

SIRS,i =

R

SIRS (λ)Ti (λ) dλ
R
.
Ti (λ) dλ

(2.3)

This method ignores the method of calibration that was utilized for each specific
bandpass (i.e., a conversion of number of electrons measured by the detector into a
flux density in Jy requires knowing the shape of the incoming flux of an object, which
varies as a function of wavelength). However, discrepancies between the adopted
method and correcting for calibration effects amount to ∼1%, and is not important
for our analysis. The offset required to match photometric values is typically small,
with values of cphot being between 0.7 − 1.6.
In contrast to the LL module, O’Dowd et al. (2011) found that IRS measurements
short-ward of 16 µm from the SL module did show evidence for aperture loss when
compared to the Spitzer 8 µm photometry. In this case, the increasing resolution of
the SL module at shorter wavelengths results in many of the galaxies in this sample
being resolved in this module. Also taking into account that the SL slit is 3.6”, which
is smaller than the average extent of ∼10” (r-band Petrosian diameter) for SSGSS
galaxies, implies that flux density loss in this wavelength region is more pronounced
for more extended objects. For this reason, an additional correction term must be
introduced below 16 µm that has a 1/λ dependency to reflect the additional losses
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as resolution increases at shorter wavelengths (i.e., the PSF is decreasing at shorter
wavelengths, resulting in less correction of light outside the slit). The correction terms
adopted are summarized in the following equations,

SIRS,corr (λ) =




 SIRS (λ)/cphot ×


 SIRS (λ)/cphot

16+k
λ+k



: λ < 16 µm
(2.4)
: λ ≥ 16 µm

where k is a constant found by performing a Levenberg-Marquardt least-squares fit
of this function, using the IDL code MPFITFUN (Markwardt, 2009), such that the IRS
spectrum matches the 8 and 12 µm photometric flux density. Smaller values of k
correspond to larger correction factors in the spectrum. Examples of normalizing
the IRS spectroscopy to the photometry are shown in Figure 2.1. A list of the
normalization parameters is shown in Table 2.1.
As a consistency check on the 1/λ dependency, a more accurate check is made on
the few cases where spectra have high S/N and low redshifts, such that the 5.8 µm
band region of the spectrum is reliable to use for convolution. In nearly all these cases
the correction using a 1/λ dependency matches the observed photometric point, as
demonstrated by SSGSS 46 in Figure 2.1. In addition, the agreement of the Spitzer
8 µm and WISE 12 µm data with this approach suggests these normalized spectra
are well representative of photometric values.
2.3.2

Extending out to 70 µm

The IRS spectrum extends out to 40 µm, however, the combination of end-ofchannel transmission drop around λobs ∼ 37 µm and redshift effects makes these
spectra unreliable for λrest & 37/(1 + z) µm. For the mean redshift of this sample
(z ∼ 0.1), this corresponds to roughly λrest ∼ 34 µm. In order to utilize the wavelength region between 34 and 70 µm, which contains poor quality or no spectral data,
we interpolate with dust models. This interpolation is expected to be robust since
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Figure 2.1. Demonstration of the IR data available for SSGSS galaxies. These include: IRS spectroscopy (black line), Spitzer photometry (green squares), and WISE
photometry (cyan circle). The IRS spectrum is normalized to the Spitzer 8 µm,
16 µm, and 24 µm and WISE 12 µm photometric flux densities according to the
method described in Section 2.3.1 (red line). The effective IRS photometry, found
using the transmission curve for each bandpass filter, are shown as triangles. The
normalized transmission curves for the Spitzer and WISE bands in this region are
shown as green and cyan lines, respectively.
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there are no sharp emission features in this wavelength range. The shape of the emission in this region is dependent on the temperature distribution of of the dust, the
grain size distribution, as well as the relative importance of stochastic versus thermal
equilibrium heating (the former gives an almost-constant continuum and the latter is
responsible to the Wien-like rise of the spectrum).
To extend the wavelength region of our study out to 70 µm, we fit the dust models
of Draine & Li (2007), combined with an additional stellar continuum component, to
our IR photometry and IRS spectroscopy. For these models, the emission spectrum
is given by Draine et al. (2007) as,

Sν,model = Ω∗ Bν (T∗ ) +

Mdust
[(1 − γ)p(0)
ν (jM , Umin ) + γpν (jM , Umin , Umax , α)] , (2.5)
2
4πDlum

where Ω∗ is the solid angle subtended by stars, T∗ is the effective temperature of the
stellar contribution, Mdust is the total dust mass, Dlum is the distance to the galaxy,
pν is the specific power per unit dust mass, Umin (Umax ) is the minimum (maximum)
interstellar radiation, γ is the fraction of the dust mass exposed to radiation with
intensity U > Umin , jM corresponds to the dust model (i.e., the PAH abundance
relative to dust, qPAH ; shown in table 3 of Draine & Li, 2007), and α is the powerlaw factor for the starlight intensity. In summary, this emission spectrum is a linear
combination of three components: (1) a stellar continuum with effective temperature
T∗ that dominates at λ . 5 µm; (2) a diffuse ISM component with an intensity factor
U = Umin ; and (3) a component arising from photo-dissociation regions (PDRs).
Typically, component (2) comprises a much larger amount of the total dust mass
and, as such, is dominant over component (3) in the emission spectrum (Draine et
al., 2007, 2014).
To fit this model we follow the approach outlined in Draine et al. (2007), which
finds that the SEDs of galaxies in the Spitzer Infrared Nearby Galaxies Survey
(SINGS) were well reproduced with fixed values of α = 2, Umax = 106 , and T∗ =
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5000 K. Holding these parameters fixed, qPAH , Umin , γ, Mdust , and Ω∗ are varied
to find the dust model that comes closest to reproducing the photometry and spectroscopy. For this analysis, a grid of γ values is constructed for all qPAH (MW, LMC,
SMC) and Umin values. The value of Mdust for each grid point is determined by
minimizing the χ2 parameter in a similar manner to eq. (2.1) and (2.2), as Mdust
represents a constant offset value. The goodness-of-fit for each case is assessed using
the χ2 parameter,
χ2 ≡

X Sobs,i − Smodel,i
i

2
2
σobs,i
+ σmodel,i

,

(2.6)

where the sum is over observed bands and spectroscopic channels, Smodel,i is the model
spectrum (for band comparison, the model spectrum is convolved with the response
function of that band), σobs,i is the observational uncertainty in the observed flux density Sobs,i , and σmodel,i = 0.1Smodel,i as adopted by Draine et al. (2007). The observed
flux densities used in determining the best fit is comprised of the IRS spectroscopy
in addition to the IRAC 3.6, 4.5, and 5.8 µm and MIPS 70, and 160 µm photometry.
The model that minimizes the value of χ2 is adopted for use in representing the region
λrest & 37/(1 + z) µm. Examples of the best fitting model for SSGSS galaxies are
shown in Figure 2.2. The bands within the IRS region are shown only for comparison
and are not used directly for the fit.
Our choice to adopt the model that minimizes the value of χ2 is not necessarily
the most accurate representation of the spectra, as the degeneracy of the model
parameters can allow for multiple fits to have similar χ2 values while having different
FIR SED shapes. However, we do not consider this to be of great significance for our
analysis for two reasons. First, the flux density variation due to changes in the SED
shape for cases with (χ̄2 − χ̄2min ) < 1, where χ̄2min is the minimum value of the reduced
χ2 , is typically less than 25% over the 30 − 70 µm region, which is lower than the
scatter among individual galaxy templates. As we will be utilizing an average of our
galaxy templates for our diagnostic, the uncertainty from model SED variations will
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Figure 2.2. Demonstration of fitting dust models to SSGSS galaxies. The models of
Draine & Li (2007) are shown as the solid red line, with its sub-components shown as
the various dotted and dashed lines. The IRAC 3.6, 4.5, and 5.8 µm along with the
MIPS 70 and 160 µm photometry is used to fit the dust continuum in the absence of
the IRS spectrum. The bands within the IRS region are shown for comparison and not
used directly for the fit. The regions of the IRS spectrum associated with transmission
drops in the instrument are not shown for clarity. We attribute the relatively poor
match in the 6-20 µm region to using a simple three component model. However,
the purpose of these fits is only to determine the shape of emission in the 34-70 µm
region, for which the data are found to be in good agreement with the models.
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not be the dominant source of uncertainty. Second, the parameters of these fits are
not used to determine the properties of these galaxies, which are more sensitive to
these degeneracy effects than the total flux density.
All cases are best fit by Milky Way dust models with qPAH ≥ 2.50%. There is a
systematic trend among most fits to underestimate the flux density around the 8 µm
PAH feature and overestimate the 10 − 20 µm region. This is most likely due to the
limitations of fitting only three components to the data. However, since the main focus
of these fits is to provide a description of the region from ∼34-70 µm, these deviations
are not considered to be significant, as they should have little effect on matching the
shape of the emission beyond ∼34 µm. As will be discussed in Section 2.6.2, these fits
are consistent with other z = 0 SFG templates found in the literature that make use
of Draine & Li (2007) models, suggesting that these deviations could be a common
problem. Investigation into the cause of these discrepancies warrants additional study,
as it will improve our understanding of dust properties in galaxies. We do not make
use of these fits to determine LIR values, instead using the values provided in the
SSGSS catalog, which have been extensively checked (Treyer et al., 2010) across a
variety of diagnostic methods.
2.3.3

Determining Rest-Frame Luminosities

As these galaxies span a redshift range of 0.03 ≤ z ≤ 0.22, the IRS spectrum and
photometry of each galaxy span slightly different regions in rest-frame wavelength.
This offset causes observed photometric values to vary by up to 30% from the restframe values. This would affect our determination of SFR if not accounted for and
introduce additional scatter. Since previous MIR calibrations have been performed
for local samples of galaxies (z ∼ 0) to accuracies around 30% (Rieke et al., 2009;
Kennicutt et al., 2009; Calzetti et al., 2010; Hao et al., 2011), this is a non-negligible
effect.
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To correct for redshift effects, photometric values for each band are determined
by convolving the spectrum at the rest-frame filter postions for each band according
to equation (2.3), only now using the corrected spectrum, SIRS,corr (λ), instead of the
original IRS spectrum. This is performed for the Spitzer 8, 24, and 70 µm and
WISE 12 and 22 µm bands. These corrected flux densities are used to calculate the
rest-frame luminosity (erg s−1 ) of each band,

2
Lrest = (νLν )rest = (νSIRS,corr )obs 4πDlum
,

(2.7)

where νrest and νobs are the effective rest-frame and observer-frame frequency of each
band, respectively, and Dlum is the luminosity distance for the galaxy, calculated
from its redshift. These rest-frame luminosities are used to determine SFRs for each
of the galaxies in our sample. In a similar manner, each IRS spectrum is expressed
as a wavelength dependent rest-frame luminosity, L(λ)rest , using the continuous spectrum, SIRS,corr (λ). This is used later for calibrating our wavelength continuous SFRluminosity conversion factors, C(λ).
To correct the Spitzer 3.6 and 4.5 µm bands, which lie outside of the IRS spectral
coverage, a correction is applied assuming these bands encompass the Rayleigh-Jeans
tail of the stellar continuum emission,

′
Sobs

= Sobs



λrest
λobs

−2

= Sobs × (1 + z)−2 .

(2.8)

′
The luminosity is then found following equation (2.7) using Sobs
. The rest-frame

Spitzer 3.6 and 4.5 µm luminosities will only be used to examine the origins of scatter
within our conversion factors in Section 2.6.1, and has no influence on our estimates
for the MIR conversion factors. The fitting results in Section 2.3.2 suggest that this
simple approach is reasonable for our sample of SFGs.
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Table 2.2. Reference star formation rate calibrations
Band(s)

Lx Range

SF R

log Cx

Reference

(1042 erg s−1 )
FUV+TIR

. . .

[L(FUV)obs + 0.46 L(TIR)]/Cx

43.35

Hao et al. (2011)

FUV+24 µm

. . .

[L(FUV)obs + 3.89 L(24)]/Cx

43.35

Hao et al. (2011)

NUV+TIR

. . .

[L(NUV)obs + 0.27 L(TIR)]/Cx

43.17

Hao et al. (2011)

NUV+24 µm

. . .

[L(NUV)obs + 2.26 L(24)]/Cx

43.17

Hao et al. (2011)

Hα+8 µm

. . .

[L(Hα)obs + 0.011 L(8)]/Cx

41.27

Kennicutt et al. (2009); Hao et al. (2011)

Hα+24 µm

. . .

[L(Hα)obs + 0.020 L(24)]/Cx

41.27

Kennicutt et al. (2009); Hao et al. (2011)

Hα+24 µm

L(24) < 4

[L(Hα)obs + 0.020 L(24)]/Cx

41.26

Calzetti et al. (2010)

4 ≤ L(24) < 50

[L(Hα)obs + 0.031 L(24)]/Cx

41.26

Calzetti et al. (2010)

L(24) ≥ 50

L(24) × [2.03 × 10−44 L(24)]0.048 /Cx

42.77

Calzetti et al. (2010)

Hα+TIR

. . .

[L(Hα)obs + 0.0024 L(TIR)]/Cx

41.27

Kennicutt et al. (2009); Hao et al. (2011)

24 µm

2.3 ≤ L(24) ≤ 50

L(24)/Cx

42.69

Rieke et al. (2009)

L(24) > 50

L(24) × (2.03 × 10−44 L(24))0.048 /Cx

42.69

Rieke et al. (2009)

L(70) & 1.4

L(70)/Cx

43.23

Calzetti et al. (2010)

70 µm

Notes. Columns list the (1) bands used in the calibration, (2) luminosity range over
which the calibration can be used; empty fields denote an unspecified range, (3) SF R
conversion formula, (4) conversion constant, and (5) reference for calibration.
2.3.4

Reference Monochromatic SFR Indicators

In order to perform any calibration of luminosity as a SFR indicator, it is necessary
to rely on previous, well-calibrated SFR indicators. In this analysis, we utilize the
calibrations of Kennicutt et al. (2009), Rieke et al. (2009), Calzetti et al. (2010), and
Hao et al. (2011), which incorporate the full suite of data available for this sample.
This list is shown in Table 2.2. The reference SFR, hSF Ri, for each galaxy is taken to
be the average of the SFRs from these calibrations. By utilizing the average of a large
number of diagnostics, we limit the risk of potential biases that any single diagnostic
can be subject to. Several of these reference diagnostics make use of the total infrared
luminosity, LTIR , which refers to the integrated luminosity over the region from 3 to
1100 µm. All measurements of LTIR for these galaxies have been obtained from the
original SSGSS dataset (Treyer et al., 2010). For the SSGSS sample, Treyer et al.
(2010) find that LTIR is larger than LIR by ∼0.04 dex.
To utilize SDSS measurements of Hα for a SFR estimation, it is necessary to apply
an aperture correction. The diameter of the SDSS spectroscopic fiber spans 3”, which
is a factor of ∼3 smaller than the typical size of the SSGSS galaxies and results in
only a fraction of the light being measured. We correct for this aperture effect using

43

Figure 2.3. Comparison between SFR estimates for SSGSS galaxies. The calibrations adopted are listed in Table 2.2. Left: Each vertical strip of values shows the
SFR values for each method on a single galaxy. The reference SFR, hSF Ri, for these
galaxies is taken to be the average of the SFR values from these calibrations. Right:
Histogram showing the distribution of SFR offsets relative to the reference value.
This distribution is well fit by a Gaussian with µ = −0.02 and σ = 0.17, suggesting
that the majority of these values agree within the uncertainties associated with the
individual calibrations.

the prescription from Hopkins et al. (2003), which uses the difference between the
r-band Petrosian magnitude and the r-band fiber magnitude (see also Treyer et al.,
2010). The values of these corrections range from 1.9 − 8.3 for our sample, with the
exception of SSGSS 67 with a correction of 21.4 due to its much larger size.
As a consistency check, the SFRs inferred from each indicator for our galaxies is
compared in Figure 2.3. It is seen from the distribution that the majority of these
values agree within the ∼30% uncertainty associated with individual calibrations
(Rieke et al., 2009; Kennicutt et al., 2009; Calzetti et al., 2010; Hao et al., 2011).
A formal fit of this distribution to a Gaussian profile gives values of µ = −0.02 and
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Figure 2.4. Histograms showing the distribution of the individual SFR estimates
relative to the reference value, hSF Ri. The calibrations being considered are listed
in Table 2.2. The median offset and 1σ dispersion are shown in each panel.

σ = 0.17. Our choice in using the average of the diagnostics, hSF Ri, for each galaxy
instead of the median value appears to cause no significant differences, with typical
offsets of only a few percent between the two, which are symmetric. A formal Gaussian
fit of fractional difference between the mean and median gives µ = −0.01 and σ =
0.04. We illustrate the relative offsets for the individual calibrations in Figure 2.4. We
note that the MPA/JHU group provides independent estimates for SFRs based on the
technique discussed in Brinchmann et al. (2004) using extrapolated Hα measurements.
However, we find that the spread in values for these estimates relative to hSF Ri are
significantly larger than our other diagnostics (1σ = 0.48), which we attribute to
their larger SFR uncertainties (∼50%), and as such were excluded from our analysis
(including Figures 2.3 and 2.4).
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2.3.5

LIR as a SFR Indicator

A commonly utilized method to determine SFRs for galaxies relies on measuring
the integrated luminosity over most of the IR wavelength range, LIR (8 − 1000 µm).
However, physically understanding the conversion of LIR to a SFR is non-trivial and
sensitive to many assumptions, such as the timescale of star formation, τ , the SFH,
the metallicity, and the IMF (see Murphy et al., 2011; Calzetti, 2013). For example,
a galaxy with a constant SFH, a fixed metallicity, and a fixed IMF will have the
calibration constant for LIR change by a factor of 1.75 between assuming τ = 100 Myr
and τ = 10 Gyr (Calzetti, 2013).
We chose to avoid the use of SFRs based solely on LIR for reference because of
the sensitivity to these assumptions. However, in order to compare the accuracy of
our calibration on higher redshift samples (in Section 2.6.4) for which LIR is the only
technique available to estimate SFRs, we use a SFR-LIR conversion that reproduces
the values of hSF Ri seen for the SSGSS sample. This occurs for a conversion factor
of log[C(LIR )] = 43.64 erg s−1 /(M⊙ yr−1 ). Utilizing Starburst99 (Leitherer et al.,
1999), with a constant SFH, solar metallicity, a Kroupa IMF over 0.1 − 100 M⊙ , and
assuming all of the stellar light (UV+visible) is reradiated by dust, this corresponds
to a timescale of τ ∼ 500 Myr (e.g., Calzetti, 2013).
This adopted conversion factor differs slightly from other commonly adopted values. In the case of Murphy et al. (2011), log[C(LIR )] = 43.41 erg s−1 /(M⊙ yr−1 ), our
calibration is larger by 70%. This large difference is due to two reasons: (1) Murphy
et al. (2011) assume that only UV light is being reradiated by the dust and does not
account for the optical light that would also be reradited (∼40% of the discrepancy),
and (2) they assume a 100 Myr constant star-forming population (∼20% of the discrepancy). In the case of Kennicutt (1998) after converting from a Salpeter (1955)
IMF to a Kroupa (2001) IMF, log[C(LIR )] = 43.53 erg s−1 /(M⊙ yr−1 ), our calibration
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is larger by 30%. Most of this difference is due to them assuming a 100 Myr constant
star-forming population.

2.4

A Calibrated Continuous, Monochromatic SFR(λ)

2.4.1

Composite IRS Spectrum

The SFR of a galaxy, using a calibrated single-band luminosity, can be written as

SFR(M⊙ yr−1 ) = Lx /Cx ,

(2.9)

where Lx is the monochromatic luminosity, in units of erg s−1 , and Cx is the conversion
factor between SFR and luminosity for filter x. In this respect, the appropriate
conversion factor at a given band is found by normalizing the luminosity by the SFR
determined independently from a reference calibration.
This same approach is taken to calibrate our continuous wavelength conversion
factors,
C(λ)(erg s−1 /(M⊙ yr−1 )) = L(λ)rest /hSFRi ,

(2.10)

where L(λ)rest is the wavelength dependent IRS luminosity and hSF Ri is the reference
SFR. To achieve our calibration of C(λ), the SFR-normalized IRS spectra are averaged together to create a composite spectrum for the group. As a result of shifting the
spectra to the rest-frame, the wavelengths associated with each spectral channel no
longer match exactly. Therefore, to perform this average, the channel wavelengths in
the spectrum of the first galaxy in our group is taken to be the reference grid. Next,
the normalized luminosity values of the other galaxies are re-gridded to this (i.e.,
each channel is associated to the nearest neighboring reference channel). In using
this approach, the smoothing of sharp features that result from direct interpolation is
avoided. The uncertainties associated with this re-griding to determine a composite
spectrum are small relative to the channel flux density uncertainly. Furthermore,
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these uncertainties are much smaller than the scatter between spectra, which drives
the uncertainty of our template, and can be considered negligible for the purposes of
this chapter.
The result of an average for the entire sample of SFGs in the SSGSS sample is
shown in Figure 2.5. The uncertainty of each channel in the composite spectrum is
taken to be the standard deviation of the group value for that channel. The sample
standard deviation is the dominant source of uncertainty (typically between 20 − 30%
of the normalized luminosity value) and is larger than the flux density uncertainties of individual IRS channels (typically ∼2%) by roughly an order of magnitude.
This template can be used to determine the appropriate conversion factor for any
luminosity within our wavelength coverage.
2.4.2

Filter Smoothed Composite Spectrum

In practice, observations of a galaxy are made using specific bandpass filters that
encompass a portion of their SED. Therefore, it is more practical to utilize a composite
spectrum that corresponds to photometric luminosities observed by various bands as
functions of redshift. To accomplish this, the normalized IRS spectrum of each SFG
in our sample is convolved with the filter response of specific bands as functions of
redshift (i.e., the effective wavelength blue-shifts and the bandpass narrows, both by a
factor of (1+z), as one goes to higher redshifts). Performing this convolution is similar
to smoothing by the bandpass filter, only with the filter width changing with redshift.
Throughout the rest of this chapter, the term “smoothed” is used interchangeably to
mean this convolution process. The redshift limit imposed for each band occurs at
the shortest usable rest-frame wavelengths of the IRS spectrum for that band. The
composite IRS template and the filter smoothed composites presented in this section
are publicly available for download from the IRSA6 .
6

http://irsa.ipac.caltech.edu/data/SPITZER/MIR_SFR
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Figure 2.5. Normalized IRS luminosity, L(λ)rest /hSF Ri, for all SSGSS SFG galaxies. Each individual galaxy (gray solid lines) and the composite spectrum of this
group (thick black line) are shown, along with the standard deviation from this average (black dotted lines), which at most wavelengths is between 20 − 30%. The fits
to the dust continuum for each galaxy (gray dashed lines; described in Section 2.3.2)
along with the average (black dashed line) are also shown. The low dispersion among
normalized spectra suggests that the 6 − 70 µm region can be utilized for SFR diagnostics.
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Each normalized IRS spectra is smoothed using the Spitzer 7,8 , WISE 9 , and
JWST /MIRI filters. The properties of these filters is listed in Table 2.3. We note
that the Herschel Photodetecting Array Camera and Spectrometer (PACS) 70 µm is
close enough to Spitzer 70 µm that these can be interchanged for use with CS70 (λ).
We emphasize to the reader that care should be taken when considering the 22 µm
band, as it has been shown to suffer from an effective wavelength error (see Wright
et al., 2010; Brown et al., 2014). For the MIRI filters, we use the response functions
of Glasse et al. (2015). Since these curves do not take into account the wavelength
dependent quantum efficiency, the instrument transmission, or the responsivity of the
detector, they should be updated once better curves become available.
The composite spectra for each of these bands is created by averaging the
smoothed spectra together, in the same manner as for the group average. The result
of averaging the convolved spectra is shown in Figures 2.6 & 2.7. The associated
uncertainty with each channel (sample standard deviation) is slightly lower than the
native composite spectrum owing to the smoothing from the convolution and is typically between 15 − 20% of the normalized luminosity value (except for 70 µm case,
which is still around 30%), making them comparable to accuracies achieved in many
previous calibrations. Previously determined MIR conversion factors (from z ∼ 0
samples) are also shown and appear in good agreement.
For the filter bands considered here, the smoothed IRS spectra show a very large
increase in scatter below ∼6 µm, which is due to a combination of the end-of-channel
uncertainties being very high and also from variations in the old stellar populations
of these galaxies. For these reasons, we only consider the regions where the 1σ uncertainty is less than 30% suitable for calibration. In the case of the WISE 12 µm band,
7

http://irsa.ipac.caltech.edu/data/SPITZER/docs/irac/

8

http://irsa.ipac.caltech.edu/data/SPITZER/docs/mips/

9

http://www.astro.ucla.edu/~wright/WISE/passbands.html
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Table 2.3. Mid-IR filter properties
Instrument

Band

λeff,0

FWHM

(µm)

(µm)

IRAC

8 µm

7.87

2.8

MIPS

24 µm

23.68

5.3

MIPS

70 µm

71.42

19.0

WISE

12 µm

12.08

8.7

WISE

22 µm

22.19a

3.5

MIRI

F1000W

10.00

2.0

MIRI

F1280W

12.80

2.4

MIRI

F1500W

15.00

3.0

MIRI

F1800W

18.00

3.0

MIRI

F2100W

21.00

5.0

MIRI

F2550W

25.50

4.0

Notes. Columns list the (1) instrument, (2) passband name, (3) rest-frame effective
wavelength, and (4) full width at half maximum. a The 22 µm observations suffer
from a effective wavelength error (see Wright et al., 2010; Brown et al., 2014).
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Figure 2.6. SFR conversion factor for Spitzer and WISE bands. The top of each
panel shows the conversion factor using all SFG galaxies (solid red lines), along with
their uncertainty (dotted red lines), which for most cases is between 15 − 20%. The
solid black line is a fit to the smoothed spectrum, f itx (λ). Local conversion factors
from the literature are also shown for comparison (colored symbols). The region
below ∼6 µm is excluded due to significantly increased uncertainty in the composite
spectrum (see Section 2.4.2). The bottom of each panel shows the residuals between
the conversion factor and a fit to the curve (log[Cx (λ)/f itx (λ)]).
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this region occurs below ∼7 µm because of the significantly wider filter bandwidth.
The ranges chosen for the calibration of each band is shown in Table 2.4.
2.4.3

Fits to the Composite Spectra

To simplify the application of our results as SFR indicators, each of the filter
smoothed composite spectra is fit using a continuous function, f itx (λ). We perform
Levenberg-Marquardt least-squares fits of a polynomial (up to 1st order) and Drude
profiles (up to 5), Ir (λ), to the smoothed composite spectra, using the IDL code
MPFITFUN,
f itx (λ) =

2
X

pi λ(i−1) +

5
X

Ir (λ) ,

(2.11)

r=1

i=1

where x corresponds to the filter being considered, pi are constants, and Ir (λ) are
Drude profiles. Drude profiles, which are typically employed to characterize dust
features, have the form

Ir (λ) =

br γr2
,
(λ/λr − λr /λ)2 + γr2

(2.12)

where λr is the central wavelength of the feature, γr is the fractional FWHM, and
br is the central intensity, which is required to be non-negative. We emphasize that
because these are smoothed spectra, the parameters of these fits are not of physical
significance and are simply being employed for ease of application.
For the Drude profiles, the central wavelengths, λr , are fixed to wavelengths that
roughly correspond to the peaks in the smoothed spectrum, while γr and br are left
as free parameters. Therefore, there are up to 12 free parameters in total, two from
the polynomial and ten from the Drude profiles. The values of λr for each smoothed
composite fit and all the other fit parameters are listed in Table 2.4. The fits are
shown for the individual bands in Figure 2.6. The fitting functions are typically
accurate to within ±5% (0.02 dex) of the true values and can be used in place of the
templates [Cx (λ) = f itx (λ)].
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Figure 2.7. SFR conversion factor for JWST /MIRI bands. The top of each panel
shows the conversion factor using all SFG galaxies (solid red lines), along with their
uncertainty (dotted red lines), which for most cases is between 15 − 20%. The region
below ∼6 µm for each band is excluded due to significantly increased uncertainty
in the composite spectrum (see Section 2.4.2). The bottom of each panel shows the
residuals between the conversion factor and a fit to the curve (log[Cx (λ)/f itx (λ)]).
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Table 2.4. Wavelength-continuous star formation rate calibration f itx (λ) parameters
Band

λeff Range

z limit

p1

p2

(µm)

λ1

b1

γ1

(µm)

λ2

b2

γ2

(µm)

λ3

b3

γ3

(µm)

λ4

b4

γ4

(µm)

λ5

b5

γ5

(µm)

S8

6.20 − 7.87

0.27

-1.229e42

. . .

7.1

1.075e43

0.349

8.2

3.102e42

0.224

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

S24

6.20 − 23.68

2.82

-2.803e42

. . .

7.1

1.107e43

0.413

8.2

4.496e42

0.165

12.0

5.300e42

0.341

17.9

4.154e42

0.576

25.0

5.093e42

0.366
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S70

17.85 − 71.42

3.00

-3.213e42

3.125e41

17.9

1.208e42

0.272

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

S70corr

17.85 − 71.42

3.00

-1.929e42

2.825e41

35.0

4.065e42

0.461

47.0

2.029e42

0.732

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

W 12

7.00 − 12.08

0.73

-1.598e43

1.112e42

6.3

1.528e43

0.402

9.5

9.050e42

0.685

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

W 22

6.28 − 22.19

2.53

-1.791e43

. . .

6.8

2.253e43

0.789

8.0

6.473e42

0.198

12.0

9.557e42

0.392

17.9

1.428e43

0.743

25.0

1.202e43

0.401

F 1000W

6.48 − 10.00

0.54

-2.463e42

. . .

6.7

6.078e42

0.569

7.9

1.074e43

0.247

10.6

4.042e42

0.065

. . .

. . .

. . .

. . .

. . .

. . .

F 1280W

6.43 − 12.80

0.99

-5.267e43

3.409e42

6.7

3.544e43

0.801

8.0

7.603e42

0.224

10.6

2.468e42

0.097

11.9

6.918e42

0.213

. . .

. . .

. . .

F 1500W

6.37 − 15.00

1.35

-2.105e43

. . .

6.7

2.212e43

0.756

7.9

1.038e43

0.285

10.5

1.359e42

0.069

11.9

1.174e43

0.367

17.7

1.976e43

0.684

F 1800W

6.48 − 18.00

1.78

-1.339e43

3.510e41

6.4

8.470e42

0.160

7.8

2.092e43

0.317

10.7

1.581e42

0.082

12.0

1.008e43

0.331

17.7

8.963e42

0.539

F 2100W

6.43 − 21.00

2.27

-1.493e43

6.926e41

7.0

1.531e43

0.483

8.1

7.937e42

0.247

10.6

8.052e41

0.048

12.0

8.089e42

0.357

17.3

4.146e42

0.533

F 2550W

6.40 − 25.50

2.99

-6.947e42

4.408e41

6.5

7.568e42

0.186

7.9

1.468e43

0.237

11.9

6.429e42

0.273

13.5

8.379e41

0.083

17.3

2.112e42

0.290

Notes. The second fit for S70 has a correction term that takes into account the FIR variation of SFG SEDs with redshift (see
P
P
br γr2
Section 2.6.3). The functional form of these fits is fIRS (λ) = 2i=1 pi λ(i−1) + 5r=1 Ir (λ), where Ir (λ) = (λ/λr −λ
2
2
r /λ) +γ
r

2.4.4

Comparison to WISE SFR Calibrations

The WISE All-Sky Survey provided photometry for over 563 million objects,
and as such has great potential for future application of our calibrations. Recently,
calibrations of the WISE bands as SFR indicators have emerged (Donoso et al., 2012;
Shi et al., 2012; Jarrett et al., 2013; Lee et al., 2013; Cluver et al., 2014), some of which
can be easily compared to our results. In particular, we focus on the results of Jarrett
et al. (2013) and Lee et al. (2013) as these have linear calibrations of the WISE 12
and 22 µm bands and can be directly compared to our values. The difference between
the calibration values found in these works is rather large, corresponding to 0.34 dex
(∼120%) and 0.15 dex (∼40%), for the WISE 12 and 22 µm band, respectively. These
large discrepancies are likely the result of the different approaches of the two works.
Jarrett et al. (2013) rely of the previous calibrations of Rieke et al. (2009) at 24 µm,
whereas Lee et al. (2013) attempt to determine SFRs from extinction-corrected Hα
emission.
The composite of our sample of SFG spectra smoothed by the WISE 12 and 22 µm
filters is compared to these calibrations in Figure 2.6. We find that the results lie
in-between the values found by Jarrett et al. (2013) and Lee et al. (2013). Since the
WISE 22 µm band is so similar in shape and location to the Spitzer 24 µm band, the
calibrations of Zhu et al. (2008) and Rieke et al. (2009) are also presented and show
close agreement to our work.

2.5
2.5.1

Application to Higher Redshift Galaxies
Demonstration

Here we demonstrate how to apply our calibrations to a SFG with a known redshift. Let us consider using the observed 24 µm flux density for the galaxy SSGSS 1
to estimate the SFR of this galaxy. At z = 0.066 for this particular galaxy, the 24 µm
band has an effective wavelength of λeff (24) = 22.51 µm and an observed flux density
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of Sobs (24) = 9.72 × 10−26 erg s−1 cm−2 Hz−1 , which corresponds to a luminosity of
log[Lobs (24)] = 43.11 erg s−1 . Knowing the effective wavelength, we next want to use
the composite 24 µm band smoothed spectrum to determine the appropriate conversion factor, which is found to be log[C24 (22.51 µm)] = 42.62 erg s−1 /(M⊙ yr−1 ) using
the smoothed composite template or the fitting function (see Figure 2.6). Finally
making use of eq. (2.9), we get that the SFR is simply the observed luminosity in
this band divided by the conversion factor, SFR = 1043.11 /1042.62 = 3.09 M⊙ yr−1 .
This value differs from the actual value of hSF Ri = 4.22 M⊙ yr−1 by about 30%.
Next we can consider the slightly more distant case of SSGSS 14, at z = 0.153,
and determine the SFR from its observed 24 µm flux density of Sobs (24) = 4.44 ×
10−26 erg s−1 cm−2 Hz−1 , which corresponds to a luminosity of log[Lobs (24)] =
43.55 erg s−1 . The 24 µm band has an effective wavelength of λeff (24) = 20.53 µm,
which corresponds to log[C24 (20.53 µm)] = 42.57 erg s−1 /(M⊙ yr−1 ). Taking the ratio
of these numbers gives SFR = 9.63 M⊙ yr−1 . This value differs from the actual value
of hSF Ri = 9.60 M⊙ yr−1 by < 1%.
In the same manner, each calibration can be applied to any redshift that spans
the λeff range covered by IRS. These examples highlight the importance of using
large sample sizes in the application of these diagnostics, as a single case can have
SED variations relative to the mean of our sample, which can give rise to slight
inaccuracies in SFR estimates. It is important to emphasize that the accuracy of such
an application is dependent on the shape of the SED of SFGs as a function of redshift.
The extent to which this condition holds is examined in detail in Section 2.6.2.
2.5.2

Limitations of this Sample

It is important to acknowledge the potential differences of this sample with respect
to high-z galaxies as well as the limitations for its use. As was mentioned, the selection
criteria for the SSGSS sample limits it to relatively high metallicities, which may not
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be a well representative sample as one goes to high-z. In addition, if the dust content
of high-z galaxies is different, it is possible that the amount of UV light reprocessed by
dust could change. For example, if high-z galaxies had more dust, then our templates
would overestimate the SFR, as it would be implicitly adding back in unobscured UV
flux present in the SSGSS sample but that may not be there for the high-z galaxies.
Variations in the typical dust temperature of galaxies with redshift would also pose a
problem, as this would result in variations in their FIR SED. The relative importance
of some of these effects will be tested when we compare our SED to those at a higher
redshift (Section 2.6.2).
Another area for concern is in the range of LIR values spanned by the SSGSS sample. Our template is made utilizing galaxies over a range of 9.53 ≤ log(LIR /L⊙ ) ≤
11.37, which is lower than the range that is currently accessible at high-z. However,
the results of Elbaz et al. (2011) suggest that luminous infrared galaxies (LIRGs;
LIR > 1011 L⊙ ) and ultra luminous infrared galaxies (ULIRGs; LIR > 1012 L⊙ ) identified in the GOODS-Herschel sample at high-z have similar SEDs to normal SFGs,
in contrast to their starburst-like counterparts found locally (e.g., Rieke et al., 2009).
They find that the entire population of IR-bright galaxies has a distribution with a
median of IR8 = LIR /Lrest (8µm) = 4.9 [−2.2, +2.9], where the term in brackets is
the 1σ dispersion. Elbaz et al. suggest that this population can be separated into
two groups: a main-sequence (MS) of normal SFGs where IR8 = 4 ± 2, consisting of
∼80% of the population, and SB galaxies that occupy the region with IR8 > 8 and
represent about ∼20% of the population. For reference, the IR8 value of our template
is 4.8, which agrees with the median of the GOODS-Herschel sample. The uniformity
of IR8 values in MS galaxies, over the range 109 < LIR /L⊙ < 1013 , suggests that the
SED of normal SFGs do not change drastically with luminosity. This also indicates
that our limited range in LIR coverage for the SSGSS sample should not drastically
affect its utility towards higher luminosity MS galaxies.
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Perhaps the biggest factor limiting the large scale application of this technique is in
the ability to identify galaxy types at higher redshifts. The calibrations presented in
this chapter are applicable to normal SFGs, typically referred to as being on the mainsequence of star formation, and not to cases undergoing starburst activity (different
SED) or with AGN (significant IR emission not associated with star formation).
This topic should be thoroughly addressed before widespread applications of these
calibrations can be made to specific surveys.
There are a several techniques that have been demonstrated to isolate out AGN
and SB galaxies, however, some of them rely on observations made outside the MIR.
One of the most reliable techniques to identify AGN is thorough X-ray observations
(e.g., Alexander et al., 2003), however these can miss obscured AGN and could be
biased (Brandt & Hasinger, 2005). In order to avoid obscuration effects, AGN selection techniques using the MIR and FIR have also been developed. These include
Spitzer +Herschel color-cuts (Kirkpatrick et al., 2012), Spitzer /IRAC color-cuts (Lacy
et al., 2004; Stern et al., 2005; Donley et al., 2012; Kirkpatrick et al., 2012), and WISE
color-cuts (Stern et al., 2012; Mateos et al., 2012; Assef et al., 2013). Emission line
diagnostics, such as the BPT diagram (Kewley et al., 2013) and the Mass-Excitation
diagram (Juneau et al., 2014), are also effective techniques. It has been suggested
that SB galaxies can be identified as sources with IR8 > 8 by Elbaz et al. (2011).

2.6
2.6.1

Discussion
Origins of the Scatter in SFR(λ)

In addition to grouping all of the SFGs together, we also examine grouping our
galaxies based on their luminosity at rest-frame 3.6, 4.5, 8, 24, and 70 µm, as well
as their LIR , LIR surface brightness, and L(Hα)/L(24 µm) ratios, in order to identify
possible origins to the scatter within the SFR calibration of the entire group. These
bands are chosen because 3.6 µm and 4.5 µm correlate with the underlying stellar
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population (i.e., stellar mass; Meidt et al., 2012, 2014), and the other bands correlate
strongly with star formation (Zhu et al., 2008; Rieke et al., 2009; Calzetti et al., 2010;
Hao et al., 2011). For each of these cases, the sample is divided into 6 bins with 9 −10
galaxies in each.
Looking at each of the calibrations, weak trends are found suggesting larger conversion factors, at almost all MIR wavelengths, for galaxies with higher luminosities
when arranged by any of the luminosities mentioned before. A few examples are
shown in Figure 2.8. These trends are very weak because the separation between the
groups is comparable to the scatter within each of the groups, which is 10 − 25%
(the largest scatter at lowest luminosity galaxies), and similar to the uncertainty of
the entire group average values. If real, these trends could suggest that (1) galaxies
with a larger old stellar population require slightly larger conversion factors at all
MIR wavelengths, as might be expected if light unassociated to star formation is
contaminating the MIR; and/or (2) a slightly super-linear relationship exists between
luminosity and SFRs in the MIR.
Our attempts to account these effects by introducing additional terms into the
conversion factors do not appear to significantly reduce the overall scatter of the conversion factors. Such additional terms would also make application of this method
to higher redshift galaxies more difficult, as more information would be needed (e.g.,
determination of rest-frame luminosities). Given our limited range in galaxy properties to determine the validity of any trends, we adopt the simplest approach and use
the entire group average for our analysis. We refrain from using higher luminosity
local galaxies, such as the (U)LIRGs in the GOALS sample (Armus et al., 2009), as
an additional test of such claims because of the significant FIR SED evolution that
occurs for LIR & 1011 L⊙ , which is absent from galaxies of these luminosities at high-z
(see Section 2.5.2; Elbaz et al., 2011). In addition, a large fraction of these systems
are likely to host AGN (U et al., 2010), which are excluded by our selection process.
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Figure 2.8. SFR conversion factor for galaxies arranged according to luminosity.
Top: C24 (λ) conversion factor for galaxies when arranged into groups (∼10 galaxies)
according to L(3.6µm), a proxy for stellar mass, and LIR , a proxy for the SFR.
Bottom: C70 (λ) conversion factor for galaxies when arranged according to L(4.5µm)
and LIR . Local conversion factors are also shown for comparison. The dispersion
in each of the groups (10 − 25%; see Section 2.6.1) is not shown for clarity, but is
comparable to the separation among the groups. Weak trends appear that would
suggest larger conversion factors are needed for the higher luminosity galaxies.
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Figure 2.9. Comparison between our SSGSS SFG composite SED and the GOALS
photometry (U et al., 2010) and Rieke et al. (2009) templates. The scatter of the SSGSS template is shown as the filled gray region. The values of IR8 = LIR /Lrest (8µm)
for the Rieke et al. (2009) templates range from IR8 = 4.8 at LTIR = 1010 L⊙ to
IR8 = 59.6 at LTIR = 1013 L⊙ , whereas high-z galaxies over this luminosity range
have IR8 = 4.9 [−2.2, +2.9] (Elbaz et al., 2011). Therefore, there is significant FIR
SED evolution that occurs for local (U)LIRGS that is absent at high-z.

For reference to the reader, we illustrate the local SED evolution by comparing the
GOALS photometry (U et al., 2010) and a few of the Rieke et al. (2009) templates
to our own template, normalized by Lrest (8µm), in Figure 2.9.
2.6.2

Variation in SFG SEDs with Redshift

Many studies have sought to characterize the SED of different galaxy types (e.g.,
SFG, AGN) as functions of redshift. In this section, the templates of Elbaz et al.
(2011); Kirkpatrick et al. (2012); Magdis et al. (2012) and Ciesla et al. (2014) are
compared to our own to thoroughly examine the extent to which the SED of SFGs
change with redshift. Similar to the approach outlined in this chapter, these studies
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use large surveys to construct IR templates for different populations of galaxies at
different redshifts. In general, the templates created in these studies suggest that
the mean dust temperature of galaxies increases as one looks to higher redshifts.
In addition to the change in dust temperature that is evident, Magdis et al. (2012)
suggest that the value of IR8 increases mildly from IR8 ∼ 4 to IR8 ∼ 6 at z > 2 for
MS galaxies.
If one considers the notion that both Lrest (8µm) and LIR are typically used for
SFR indicators, such a change in IR8 would suggest that there is a change in the
SFR converstion factor of one (or both) of these luminosities with redshift and this
is important to keep in mind when comparing the templates. Changes in Lrest (8µm)
could result from variations in PAH abundances relative to the total dust content,
which has been found to correlate with metallicity (Engelbracht et al., 2005, 2008;
Marble et al., 2010), and also to the hardness of the radiation field (Madden et al.,
2006; Gordon et al., 2008; Engelbracht et al., 2008). Given the sensitivity of LIR to
the contributions from older stellar populations (Calzetti et al., 2010), it is also likely
that the value of the conversion factor for SFR-LIR could also vary with redshift.
The comparison between the templates from the literature to our own is shown in
Figures 2.10 and 2.11. We have chosen to normalize the templates in two ways, both of
which correlate with star formation. Normalizing by a close proxy for star formation
is crucial to compare how viable our continuous calibrations are at higher redshifts.
The first method is to normalize by Lrest (8µm), which is chosen over use of the 24 µm
region because it is not available for the Kirkpatrick et al. (2012) templates. With
this choice of normalization, it is also easier to directly compare the shape of the MIR
SEDs. The second method is to normalize by LIR , as is traditionally done in many
template comparisons. We reemphasize that the observed trend of IR8 increasing
from 4 to 6 implies that these choices of normalization for the templates will give
different results.
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Figure 2.10. Comparison between the SSGSS composite SED and spectroscopic
galaxies at higher redshifts. The top of each panel shows the comparison between the
SEDs normalized by Lrest (8µm) and LIR . The scatter of the SSGSS template is shown
as the filled gray region. The sections between the vertical dotted green and red lines,
corresponding to the z ∼ 1 and z ∼ 2 templates from Kirkpatrick et al. (2012), lack
spectral data. The template of Elbaz et al. (2011) uses redshifted photometry to act
as a spectroscopic analog. The bottom of each panel shows the residuals between
our template and the other templates. The shape of the SED remains unchanged
with redshift for λ . 20 µm, with only constant offsets occurring depending on the
normalization. For λ & 20 µm, significant SED evolution is present with increasing
redshift.
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First, the templates of Kirkpatrick et al. (2012) are examined as these provide
the best sample for comparison because they utilize direct spectral measurements of
higher redshift galaxies. In addition, access to spectral data allows them to accurately
identify galaxies with significant AGN contribution and create separate templates for
AGN and SFGs, the latter of which is considered here. The gap in spectral coverage
of their templates, shown as the vertical dotted lines in Figure 2.10, correspond to
regions lacking spectral or photometric values to constrain the SED, and is ignored
for our comparison. Looking at the templates normalized by Lrest (8µm), it is seen
that the templates show remarkable agreement in SED shape for λ < 24 µm and
lie almost entirely within the scatter in our local SED template. In contrast, there
is clear disagreement in SED shape at λ > 24 µm, which becomes more drastic at
higher redshifts. This is mostly due to the larger IR8 values of these templates, which
exceed the IR8 values observed in photometric samples at these redshifts (Magdis et
al., 2012). For reference, the Kirkpatrick et al. (2012) z ∼ 1 template has IR8 = 6.5
and the z ∼ 2 template has IR8 = 8.0. We associate this difference to the selection
criteria of this sample, which requires bright sources at 24 µm (S24 > 100 µJy)
to obtain IRS spectroscopy and that corresponds to more LIR luminous galaxies at
higher redshifts (see Section2.6.4 for more details). When instead normalized by LIR ,
slight offsets appear between the templates for λ < 24 µm as a result of the larger LIR
with increasing redshift. The fact that the shape remains fixed, regardless of possible
offsets, gives credibility to this technique being applicable to up to z ∼ 2 for all bands
at effective wavelengths below 24 µm. In contrast, even when normalized by LIR
there is clear disagreement in SED shape at λ > 24 µm, which becomes more drastic
at higher redshifts. This effect, also observed by Magdis et al. (2012), is argued to be
due to the mean dust temperature of galaxies increasing with redshifts.
There are multiple physical mechanisms that give rise to increased dust temperatures in galaxies. Locally, a similar trend is seen in galaxies with increasing values
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Figure 2.11. Comparison between the SSGSS composite SED and photometric
galaxies at higher redshifts. The top of each panel shows the comparison between
the SEDs normalized by Lrest (8µm) and LIR . These higher redshifts samples use
Draine & Li (2007) models to fit the available photometry. The scatter of the SSGSS
template is shown as the filled gray region. Note that when normalized by Lrest (8µm)
these model-based templates have an excess in the 10 − 25 µm region compared to
the spectral data. This trend is seen in our own fits of Draine & Li (2007) models
(cyan line), and indicates a limitation in the simple 3-component model typically
adopted (see Section 2.3.2). The bottom of each panel shows the residuals between
our template and the other templates.
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of LIR (e.g., Rieke et al., 2009). However, for local LIRGs and ULIRGs there is also
an associated decrease in the relative strength of the 8 µm PAH feature relative to
the FIR, corresponding to IR8 values more similar to SB galaxies, which deviates
significantly from our template. Instead, Magdis et al. (2012) suggest that this could
be the result of a hardening of the radiation field, hUi, in MS galaxies with increasing
redshift (hUi ∝ (1 + z)1.15 ). Adopting Draine & Li (2007) models to fit their galaxy
SEDs, where hUi ∝ LIR /Mdust , they argue that this is explained by the redshift evolution of the M∗ − Z and SFR − M∗ relations. Another physical mechanism that
gives rise to this effect is compactness. More compact star formation in galaxies can
give rise to elevated dust temperatures and appears to occur more frequently in MS
galaxies at higher redshifts (Elbaz et al., 2011; Schreiber et al., 2015). Regardless of
the origin of this effect, these results suggest that the 70 µm band requires additional
correction to be utilized as a SFR diagnostic as a function of redshift. We perform
this analysis in the next section.
Next, the templates of Elbaz et al. (2011) are considered. These templates make
use of redshifted photometry of galaxies from 0 < z < 2 to act as spectroscopic
analog. The combination of all galaxies over this redshift range of results in an
artificially broad FIR bump, due to the shifting of the FIR bump with z, and makes
direct Comparison between these templates tricky. In general there is good agreement
in SED shape with their MS template and our own if this FIR broadening is taken
into account.
Lastly, the templates based on Draine & Li (2007) model fitting of photometric
data are considered, shown in Figure 2.11. These include the templates of Magdis et
al. (2012), and Ciesla et al. (2014). Considering first the z ∼ 0 cases normalized by
Lrest (8µm), we note that all of these model-based templates show the same excess in
the 10 − 25 µm region compared to the spectral data that was seen in our own fits
using Draine & Li (2007) models (cyan line in the Figure 2.11). This suggests that
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these model-based templates may not be accurately representing the intrinsic SED
over this region. The region beyond 25 µm is likely to be more representative, as it
is usually well fit a simple two component dust model. As with the spectral-based
templates, the FIR bump peaks at shorter wavelengths with increasing redshift and
also shows an increase in IR8.
Taken together, it would appear that there is no strong evidence to suggest that
the shape of the SED for SFGs varies significantly over the wavelength region of
6 − 30 µm. However, vertical offsets, corresponding to a constant factor offset, cannot
be ruled out without direct Comparison between SFR estimates for higher redshift
galaxies.
2.6.3

Accounting for Dust Temperature Variation

The significant change in shape of the FIR bump makes the calibrations at the
longer wavelengths (i.e., C70 (λ)) more difficult. Comparing the SED of the higher-z
galaxies at these wavelengths to the SSGSS SED, there is a significant difference (up
to 0.5 dex), which exceeds the scatter of SEDs for local SFGs. For this reason, a
correction to C70 (λ) does appear necessary if it is to be applied at higher redshifts.
We correct for the dust temperature variation using the SED template grids of
Béthermin et al. (2012), which are built from the results of Magdis et al. (2012). These
templates have been normalized by LIR . By making use of this grid, the observed
Spitzer 70 µm luminosity as function of redshift is estimated while accounting for the
changing SEDs. A demonstration of how the observed luminosity changes is shown in
Figure 2.12. For example, at z = 0.5 and z = 1 the 70 µm band measures rest-frame
46.7 µm and 35.7 µm, respectively, and the observed band luminosity is derived from
the z = 0.5 (purple line) and z = 1 (blue line) templates at those wavelengths. We
perform a fit to this new conversion factor and present it in Table 2.4. The accuracy
of this correction will be tested in the following section.
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Figure 2.12. Impact of SED variation as a function redshift on C70 (λ). The SED
of SFGs changes with redshift, as demonstrated by the templates of Béthermin et al.
(2012). Taking this into account, the value of C70 (λ) would change significantly from
those derived from a z ∼ 0 SED (dashed black line). This change is demonstrated as
the red dashed line, which shows the 70 µm filter convolution when accounting for
the SED variations with redshift. We stress that the red dashed line is a z-dependent
interpretation of the expected 70 µm emission and cannot be considered a spectrum
for an individual galaxy.
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2.6.4

Testing the Calibrations

To test the utility of our calibrations, we compare SFRs of galaxies from other
surveys to those found using our continuous, monochromatic values developed in
this chapter. This requires a survey that has photometry available in one of the
calibrated bands, as well as an independent technique to measure star formation
from the those used to calibrate our conversion factors. We choose to use SFRs based
on LIR measurements as these are the most readily available diagnostic for deep IR
surveys. For consistency with our local SSGSS sample, we adopt a conversion factor
of log[C(LIR )] = 43.64 erg s−1 /(M⊙ yr−1 ), which corresponds to a τ ∼ 500 Myr
constant star formation (see Section 2.3.5). Furthermore, sources with significant
AGN components need to be to identified and removed. It is worth noting that
adopting different LIR conversion factors for this analysis will only lead a constant
offset between these two SFRs at all redshifts and that we are most interested in
assessing where breaks from a constant relation develop.
First we use the sample of 70 sources identified as SFGs from Kirkpatrick et al.
(2012), corresponding to AGN contribution of less than 20%. These galaxies cover a
redshift range of 0.3 < z < 2.5 and have full Spitzer and Herschel photometry. We
use the LIR measurements of these galaxies from Kirkpatrick et al. (2012) (private
communication), determined from IRS measurements for the MIR and by fitting two
modified blackbodies for the FIR. A Comparison between SFR(C24 (λ)) and SFR(LIR )
is shown in Figure 2.13, both as a function of redshift and LIR . There is general
agreement between the values up to redshifts of about z ∼ 1, which corresponds to
galaxies with log[LIR /L⊙ ] < 12. Given that the sources of Kirkpatrick et al. (2012)
were required to be very bright in the IR to obtain IRS spectral measurements at
these redshifts, it is likely that their sources at z > 1 are slightly biased to larger
LIR luminosities (demonstrated by their larger IR8 values). These values deviate
significantly from deeper photometric surveys of SFGs at these redshifts, as shown in

70

Figure 2.13. Comparison between SFRs estimated from C24 (λ) and LIR for the
GOODS-Herschel sample from Kirkpatrick et al. (2012). Left: Comparison as a
function of redshift. The values show agreement for z . 1, beyond which the dataset
is biased towards galaxies with log[LIR /L⊙ ] & 12. The distribution of the Kirkpatrick
et al. (2012) sources, along with the parameters of a best-fit Gaussian to this distribution, is also shown. Right: Comparison as a function of LIR . The values show
agreement for cases with log[LIR /L⊙ ] . 12. For cases with log[LIR /L⊙ ] & 12, which
dominate z & 1 for this sample, the monochromatic SFR is lower than the LIR SFR.

Figure 2.13 by the templates of Magdis et al. (2012) (dashed cyan line). We remind
the reader that the Magdis et al. (2012) templates are based on Draine & Li (2007)
models, which we find to show significant offsets compared to the observed spectra of
the SSGSS galaxies, and is only shown for reference. We also examine the Comparison
between SFR(C70 (λ)) and SFR(LIR ), shown in Figure 2.14. The redshift-dependent
correction of C70 (λ) seems to work well for galaxies of z . 1.2, for which data are
available for this band.
As a second test we use the sample from Elbaz et al. (2011). This sample covers
a redshift range of 0.03 < z < 2.85 and has Spitzer and Herschel photometry. The
LIR values for these galaxies have been determined by Schreiber et al. (2015), and
are estimated from the Chary & Elbaz (2001) template that provides the best fit
to the Herschel data. For our analysis we only consider sources where at least one
photometric band covers wavelengths greater than 30 µm, as these cases achieve better
accuracy of the FIR region. The photometric redshifts of these sources are obtained
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Figure 2.14. Comparison between SFRs estimated from C70 (λ) and LIR for the
GOODS-Herschel sample from Kirkpatrick et al. (2012). Left: Comparison as a
function of redshift when using our calibration based on a z = 0 template (filled
triangles) and the z-dependent template (open squares). The calibration derived
from the z-dependent template appears to work better than the z = 0 template and
shows agreement for z . 1.2, beyond which data are lacking. The distributions of
the Kirkpatrick et al. (2012) sources when using the z = 0 template (filled gray) and
z-dependent template (open red), along with the parameters of a best-fit Gaussian
to these distributions, are also shown. Right: Comparison as a function of LIR .

from Pannella et al. (2015) (using the EAZY code; Brammer et al., 2008), and we
require the sources to have suitable quality flags. These photometric redshifts achieve
a relative accuracy (∆z = (zphot − zspec )/(1 + zspec )) of 3%, with less than 3% of cases
suffering from catastrophic failures (∆z > 0.2; Pannella et al., 2015). These sources
lack spectroscopic measurements to identify AGN or SB sources and we rely on the
color-cut outlined by Kirkpatrick et al. (2012) for AGN and also remove sources with
IR8>8 from our sample, which are believed to be predominately SB galaxies (Elbaz
et al., 2011). We follow the method of Elbaz et al. (2011) to determine rest-frame
8 µm from k-correcting the 8 µm band (z < 0.5), 16 µm band (0.5 < z < 1.5), and
24 µm band (1.5 ≤ z ≤ 2.5) assuming these galaxies follow the IR SED of M82. These
constraints leaves us with a SFG sample of 825 sources with 24 µm observations and
66 with 70 µm observations.
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Using the measured LIR values from these sources, the same comparison is made as
before and is shown in Figure 2.15. In this case there appears to be more agreement
among the diagnostics out to redshifts of z . 2, with a 1σ dispersion of 0.16 dex
(45%). Small changes appear to develop beyond z > 2, which is consistent with the
observed trend of IR8 going 4 to 6 by z = 3 (a difference of ∼0.2 dex). This trend is
apparent in the ratios of observed 24 µm luminosity to LIR in the templates of Magdis
et al. (2012) (dashed cyan line). Similar to the Kirkpatrick et al. (2012) sample, the
largest discrepancies occur in galaxies with log[LIR /L⊙ ] > 12. Next, we examine the
Comparison between SFR(C70 (λ) and SFR(LIR ) shown in Figure 2.16. As before,
the redshift-dependent correction of C70 (λ) seems to work well for galaxies of z . 1,
with a 1σ dispersion of 0.18 dex (50%). For z & 1, significant differences appear
but this is likely due to the poor sensitivity of the 70 µm band detecting only the
most luminous galaxies in these bands at high redshifts. With the limited number of
sources available at z > 1, the reliability of our corrections cannot be determined for
this range.
Common to the C24 (λ)−LIR comparisons for the two samples considered is the
trend that as one goes to z & 2 and/or LIR & 1012 L⊙ the SFRs predict from LIR
will be larger than those inferred from the MIR. This may demonstrate that C24 (λ)
is unsuitable when considering galaxies with log[LIR /L⊙ ] > 12 or z & 2, but it could
also indicate a change occurs in LIR conversion factor at these luminosities/redshifts.
Unfortunately, it is unclear whether what we are observing is a redshift effect or a
luminosity effect, as there is a degeneracy between these variables that cannot be
resolved with our current data. In other words, we may simply be seeing a selection
effect. Given the higher sensitivity of JWST, would including sources with LIR . 12 at
z & 2 follow the same trend of increasing IR8 when considering the entire population?
Prior to the JWST mission, a technique that does not rely on LIR to determine
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Figure 2.15. Comparison between SFRs estimated from C24 (λ) and LIR for the
GOODS-Herschel sample from Elbaz et al. (2011). Left: Comparison as a function
of redshift. The values show agreement for z . 2, beyond which the dataset is
biased towards galaxies with log[LIR /L⊙ ] & 12. The distribution of the Elbaz et al.
(2011) sources, along with the parameters of a best-fit Gaussian to this distribution,
is also shown. Right: Comparison as a function of LIR . The values show reasonable
agreement for cases with log[LIR /L⊙ ] . 12. For cases with log[LIR /L⊙ ] & 12, which
dominate z & 2 for this sample, the monochromatic SFR is lower than the LIR SFR.

SFRs for higher redshift galaxies will be necessary to state confidently what effect is
occurring.

2.7

Conclusions

We have presented continuous, monochromatic SFR indicators over the midinfrared wavelength range of 6 − 70 µm, using a sample of 58 SFGs in the SSGSS at
z < 0.2. The continuous wavelength coverage granted with this sample has allowed
for the calibration of Spitzer, WISE, and JWST bands as SFR diagnostics covering,
continuously, redshifts from 0 < z < 3. We find that these diagnostics are consistent
with monochromatic calibrations of SFGs in the local Universe, and achieve accuracies of 30% or better. They also appear consistent with templates of high-z SFGs,
with no significant evidence of variations in the shape of the SED over 6 − 30 µm
region. Subtle changes of IR8 = LIR /Lrest (8µm) with redshift appear to cause variations at z & 2, but currently it is unclear whether this could be due to a selection bias
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Figure 2.16. Comparison between SFRs estimated from C70 (λ) and LIR for the
GOODS-Herschel sample from Elbaz et al. (2011). Left: Comparison as a function of
redshift when using our calibration based on a z = 0 template (filled triangles) and the
z-dependent template (open squares). The calibration derived from the z-dependent
template appears to work better than the z = 0 template and shows agreement for
z . 1, beyond which data are lacking. The distributions of the Elbaz et al. (2011)
sources when using the z = 0 template (filled gray) and z-dependent template (open
red), along with the parameters of a best-fit Gaussian to these distributions, are also
shown. Right: Comparison as a function of LIR .

at these redshifts. Due to the significant changes in the FIR region beyond 30 µm
with redshift, the use of this region as a SFR diagnostic requires correction to our
local template, however, this has been demonstrated to work well up to redshifts of
at least z ∼ 1.
These powerful diagnostics are critical for future studies of galaxy evolution and
allows for much easier application to large survey programs with a limited number of
MIR wavelength bands. This technique is only valid for SFGs, and therefore methods
are required to remove AGN and SB from any sample before use. With the upcoming
JWST mission, we hope that these diagnostics will provide important contributions
as we begin to examine more typical main-sequence galaxies up to z ∼ 3.
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CHAPTER 3
CHARACTERIZING DUST ATTENUATION IN LOCAL
STAR-FORMING GALAXIES: ULTRAVIOLET AND
OPTICAL REDDENING

This chapter1 focuses on characterizing the UV-optical dust attenuation of local SFGs and examine if there is significant variation among galaxies with different
physical properties.

3.1

Introduction

The presence of dust in a galaxy causes its SED to experience reddening, a consequence of the highest attenuation occurring in the UV and decreasing towards longer
wavelengths out to the IR (Draine, 2003). The nature of this reddening is dependent on both the dust properties and its geometry within the galaxy (see review by
Calzetti, 2001). Taken together, these effects limit the interpretation of galaxy SEDs
to determine fundamental quantities such as the stellar population age, stellar mass,
and SFR. In the Milky Way (MW; Cardelli et al., 1989; Fitzpatrick, 1999) and Magellanic Clouds (Gordon et al., 2003), where dust extinction2 can be directly measured
using individual stars, these effects have been well studied and are routinely corrected
using extinction curves.
When observing galaxies beyond the MW, the Magellanic Clouds, and other very
nearby galaxies, it is no longer feasible to utilize point sources to derive extinction
1

These results are based on research presented in Battisti et al. (2016).

2

As a reminder, we define extinction as the combination of absorption and scattering of light out
of the line of sight by dust (no dependence on geometry).
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curves. Exceptions include using quasars (e.g., Gallerani et al., 2010) or gamma ray
burst (e.g., Perley et al., 2011). Instead, we must rely on using unresolved stellar
populations, which have more complicated SEDs as a result of being composed of
many stars of varying spectral types and will depend on the SFH and the IMF. In
addition, using collections of stars, as opposed to single stars, introduces a wide range
of possible geometries for the light sources with respect to the dust. The nature of
this geometry is the reason that it is important to distinguish between extinction
and attenuation3 . This additional component has the effect of flattening or “graying”
the overall effective extinction, partly due to bluer light experiencing more efficient
scattering. These added complications hinder a general prescription for correcting for
dust attenuation in external galaxies.
One exception to the aforementioned problem is for SB galaxies, where a tight
positive correlation exists between the slope of the UV flux density, β, and the color
excess of the nebular gas, E(B − V )gas , which are both related to the wavelengthdependent attenuation (Calzetti et al., 1994). The color excess can be inferred using
the differential optical depth of the dust from the Balmer decrement, τBl , which we
will term “Balmer optical depth” for sake of brevity. Tight positive correlations
also exist between β and the ratio of IR to UV luminosity, termed the “infrared
excess” (IRX = LIR /LUV ), which is a proxy for the total dust attenuation (Meurer
et al., 1999). The simple interpretation of the correlation between β and IRX is
that dust attenuation increases with higher dust-to-gas ratios. Unfortunately, the
IRX − β correlation has been shown to break down as one moves from SB galaxies
to more “normal” SFGs (Kong et al., 2004; Buat et al., 2005; Hao et al., 2011). This
breakdown has been attributed to effects of evolved stellar populations, different star
formation histories, and variations in the dust/star geometry (e.g., Boquien et al.,
3

As a reminder, we define attenuation as a combination of extinction, scattering of light into the
line of sight by dust, and effects from the star-dust geometry.
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2009; Grasha et al., 2013), all of which can impact the IRX and/or β values and
introduce large scatter.
The influence of dust appears to increase at intermediate redshifts (z ∼ 1 − 3), as
the SED of galaxies are more heavily attenuated by dust than they do in the local
Universe, corresponding to a larger fraction of the star formation within these galaxies being enshrouded by dust (Le Floch et al., 2005; Magnelli et al., 2009; Elbaz et
al., 2011; Murphy et al., 2011; Reddy et al., 2012; Magnelli et al., 2013). These effects can result in imprecise values of SFRs, stellar mass, extinction corrections, and
photometric redshifts of individual galaxies. Uncertainties in the latter two quantities are among the biggest factors limiting current precision dark energy studies,
affecting both weak-lensing and supernovae measurements. Therefore, it is imperative to accurately characterize the dust attenuation in galaxies in order to reduce the
uncertainties in the interpretation of data in future missions that seek to measure
cosmological quantities with unprecedented precision. In addition, these quantities
are crucial for studies of galaxy formation and evolution. Understanding the dust
attenuation in local SFGs as a function of their properties (e.g., metallicity, stellar
mass, SFR) creates a baseline with which to determine appropriate corrections for
higher redshift galaxies. This will allow for accurate determination of galaxy properties when limited measurements are available, as is typically the case for higher
redshift systems.
For their sample of 39 local starburst galaxies, Calzetti et al. (1994) find a linear correlation between β and τBl . This result implies that the dust behaves as a
foreground distribution to the ionized gas, because in this scenario the reddening of
the stellar continuum linearly correlates with the reddening of nebular regions. They
derive the selective attenuation for this sample by comparing the average SEDs of
galaxies binned according to τBl . Virtually all studies of SFGs, both local and distant,
make use of the attenuation curve derived from this sample (Calzetti et al., 2000) to
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correct for effects of dust and determine properties of those galaxies. The appeal
of this method stems from its simple approach; determining rest-frame UV colors
(β), which correspond to observer-frame optical colors for high-z galaxies, allows for
the dust-free luminosity to be recovered. However, since the Calzetti et al. (2000)
attenuation curve was calibrated with a relatively small number of local starburst
galaxies, it is not clear how accurate such generalizations are to more typical SFGs
with lower specific star formation rates (sSFRs; SFR/M∗ ). More importantly, the
extent to which the relation holds true as a function of redshift has not been conclusively determined. Recent results by Reddy et al. (2015) suggest that the relationship
between β and τBl is shallower for galaxies at z ∼ 2 and is dependent on the sSFR.
They also find that the attenuation curve for these galaxies is lower by about 20%
in the UV. A similar study of a large number of local SFGs will provide a strong
foundation with which to compare and address why such differences exist.
Other studies have examined the nature of attenuation for large samples of local
galaxies (e.g., Johnson et al., 2007b; Wild et al., 2011) in order to address the degree
to which it can vary. However, these studies have used different techniques than
those described in Calzetti et al. (1994, 2000), which can introduce different biases
and make direct comparison unclear. More specifically, Johnson et al. (2007b) use
average SEDs of galaxies separated according to IRX and Wild et al. (2011) utilize a
galaxy pair-matching technique (matched in gas-phase metallicity, sSFR, axial ratio,
and redshift) to compare the SEDs of more dusty and less dusty galaxies as determined
by τBl . Despite the different methods for constructing attenuation curves among these
studies, a common picture has developed in which the dust content of galaxies appear
to have two components (e.g., Calzetti et al., 1994; Charlot & Fall, 2000; Wild et al.,
2011); one associated with short-lived dense clouds where massive stars form HII
regions and another associated with the diffuse interstellar medium.
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For this chapter, we follow the methodology used in Calzetti et al. (1994) to determine the behavior of dust attenuation in a large sample of SFGs with a wide range
of properties in order to test the extent to which the dust attenuation and geometry
found in that work might hold for a more diverse sample of galaxies. Understanding
the geometry of the dust in these systems gives important information on where dust
is located in galaxies. The large sample size will also allow us to examine sources of
scatter in the attenuation properties of individual galaxies. Furthermore, our results
will allow for more detailed future analysis into the nature of the IRX −β relationship
breakdown for normal SFGs at z ∼ 0.
Throughout this chapter we adopt a Λ-CDM concordance cosmological model,
H0 = 70 km/s/Mpc, ΩM = 0.3, Ωvac = 0.7. We also assume a Kroupa IMF (Kroupa,
2001) when making comparisons with stellar population models. To avoid confusion,
we make an explicit distinction between the color excess of the stellar continuum
E(B − V )star , which traces the reddening of the bulk of the galaxy stellar population,
and the color excess seen in the nebular gas emission E(B − V )gas , which traces the
reddening of the ionized gas around massive stars located within HII regions. In
principle these two parameters need not be related because E(B − V )star and E(B −
V )gas are a result of attenuation and extinction, respectively (i.e., they use different
obscuration curves; see Section 3.3.1), but they have been found to be correlated in
SB galaxies, with hE(B − V )star i = (0.44 ± 0.03)hE(B − V )gas i (Calzetti et al., 2000),
and in star-forming regions within local galaxies, with hE(B − V )star i = (0.470 ±
0.006)hE(B − V )gas i (Kreckel et al., 2013).

3.2
3.2.1

Data and Measurements
Sample Selection

Our sample is constructed using the Galaxy Evolution Explorer (GALEX ; Martin et al., 2005; Morrissey et al., 2007) catalogs of Bianchi et al. (2014). These
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catalogs represent unique sources in the GALEX data release 6/7 (GR6/7) and
are separated for the All-sky Imaging Survey (AIS; depth mAB ∼ 20.5 mag in
FUV/NUV), containing ∼71 million sources, and the Medium Imaging Survey (MIS;
depth mAB ∼ 22.7 mag), containing ∼16.6 million sources (Bianchi et al., 2014). We
only make use of sources that can be cross-matched to the Sloan Digital Sky Survey
(SDSS) data release 7 (DR7; Abazajian et al., 2009) sources and have available SDSS
spectroscopy, as the latter is required to determine the Balmer decrement. These
cross-matched cases are determined using the Mikulski Archive for Space Telescopes
(MAST) CasJobs website4 , with the requirement that the separation between objects
be within 3” to be a match. Since our analysis requires detection in both the GALEX
FUV (1344 − 1786 Å) and NUV (1771 − 2831 Å) bands, we have chosen to only consider galaxies within the MIS catalog because spectroscopic SDSS galaxies detected
within both bands in the shallower AIS are found to be highly biased towards very
blue galaxies (see Section 3.4.2 for details). Within the MIS catalog, this restricts the
parent sample to 63691 galaxies.
For the purpose of this analysis, we further constrain the sample to only SFGs
and exclude cases in which a significant fraction of the flux density is produced from
an AGN. The galaxy type is determined using the traditional optical emission line
diagnostics [NII]λ6583/Hα, a proxy for gas phase metallicity, and [OIII]λ5007/Hβ,
a measure of the hardness of the radiation field (i.e., the Baldwin-Phillips-Terlevich
(BPT) diagram, Baldwin et al., 1981; Veilleux & Osterbrock, 1987; Kewley et al.,
2001; Kauffmann et al., 2003c). The optical spectroscopic measurements for these
galaxies are from the Max Planck Institute for Astrophysics and Johns Hopkins University (MPA/JHU) group, which is based on the method presented in Tremonti et
al. (2004). To summarize, line fluxes are corrected for stellar absorption by fitting
4

http://galex.stsci.edu/casjobs/
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a non-negative combination of stellar population synthesis models from Bruzual &
Charlot (2003) for the SDSS DR4 and updated in DR7 using a newer version of these
models (unpublished). As recommended by the MPA/JHU group starting with DR4,
we increase the uncertainties associated with each emission line. We adopt the values
listed in Juneau et al. (2014), which are updated for the DR7 dataset. It has been
found by Groves et al. (2012) that the equivalent width of the Hβ emission line of
galaxies in the MPA/JHU catalog appear to be underestimated by ∼0.35 Å due to
their method of correcting Balmer absorption. However, this correction value was
derived assuming these galaxies follow the Calzetti et al. (2000) attenuation curve
and because we are seeking to determine if there are significant departures from that
relation, we choose not to adopt it. We have examined the effect of including this
correction and found that it causes a systematic decrease in the estimated Balmer
optical depth of ∆τBl ∼ −0.1. As was seen in Groves et al. (2012), we find this shift to
be uniform across the entire range of Balmer emission line strengths (i.e., τBl values).
For this reason, we expect that this will not influence the attenuation curve derived
later because only the difference in Balmer optical depth is used and not the absolute
value.
We require that all emission lines have a signal-to-noise ratio (S/N) greater than
5 for classification, with the additional constraint that the FUV and NUV measurements have S/N > 5 and that the redshift of the galaxy be z ≤ 0.105. The
redshift restriction is required to ensure that the FUV passband (λFUV =1516 Å,
FWHM=269 Å) lies above the numerous stellar absorption features that occur below
1250 Å. Using this selection criteria gives a final sample of 9813 SFGs.
All photometry and spectroscopy has been corrected for foreground Milky Way
extinction using the GALEX provided E(B − V )MW with the extinction curve of
Fitzpatrick (1999). For the GALEX bands, we adopt the values of kFUV = 8.06 and
kNUV = 8.05, which represent the average value of the MW extinction curve convolved
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with each filter on SEDs with UV slopes −2.5 < β < 0.5, the typical range for our
SFG sample.
All measurements of galaxy properties utilized in this analysis are those provided
by the MPA/JHU group and correspond only to the 3” SDSS fiber, which is typically centered on the nuclear region and represents only a fraction of the total galaxy.
The stellar masses are based on fits to the photometric data following the methodology of Kauffmann et al. (2003a) and Salim et al. (2007). The SFRs are based on
the method presented in Brinchmann et al. (2004). The gas phase metallicities are
estimated using Charlot & Longhetti (2001) models as outlined in Tremonti et al.
(2004). The fiber regions of the 9813 SFGs in this sample span the following range
in properties: 5.99 < log[M∗ (M⊙ )] < 10.67, −3.66 < log[SF R(M⊙ yr−1 )] < 1.60,
and 7.67 < 12 + log(O/H) < 9.37. For comparison with Calzetti et al. (1994), our
sample consists of galaxies with lower sSFRs (average Hα emission equivalent width,
hEW(Hα)i ∼ −40 Å; a proxy for sSFR) relative to their SB sample (hEW(Hα)i ∼
−110 Å; McQuade et al., 1995; Storchi-Bergmann et al., 1995).
3.2.2

UV-Optical Aperture Matching

In order to test the existence of any relation between the UV flux density measured by GALEX and the optical flux density measured by SDSS it is crucial that
the apertures be closely matched in order to ensure the they arise from regions of the
galaxy that are comparable in size. This is also essential in order to utilize the SEDs of
these galaxies to derive the underlying attenuation curve. The limiting factor in this
respect is the 3” diameter of the SDSS spectroscopic fiber. This aperture is smaller
than the point-spread function (PSF) of GALEX at both FUV (FWHM = 4.2”) and
NUV (FWHM = 4.9”). Using an aperture that is smaller than GALEX PSF would
add positional uncertainty that could introduce UV emission unassociated with the
fiber location. However, using an aperture much larger than the PSF would require
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large aperture corrections for our fiber measurements, which would also introduce
uncertainty. In addition, the large PSF of GALEX can lead to nearby objects contributing to the observed flux density within a given area and using a large aperture
would increase the likelihood of this happening. As a compromise between these issues
we choose to adopt a 4.5” diameter aperture for our analysis. The UV photometry
and associated uncertainties at this aperture were retrieved directly from the MAST
database using CasJobs. We note that by adopting a fixed aperture, the physical
sizes being probed will vary from sub-kpc at the lowest redshifts up to several kpc at
the higher redshifts (0.002 ≤ z ≤ 0.105). We address the impact of this effect on our
results in Section 3.6.2 & 3.6.3 when we separate the sample according to redshift.
Given that the chosen aperture is roughly the size of the PSF for the GALEX
bands, determining the appropriate aperture corrections for the UV is non-trivial as
a significant amount of light from outside of the aperture region can be spread within
it. To distinguish these effects we utilize the light profile models of SDSS galaxies
from the NYU Value-Added Galaxy Catalog5 (NYU-VAGC; Blanton et al., 2005).
These profiles are one-component Sérsic fits of each individual band of SDSS,



I(r) = A exp −(r/r0 )1/n ,

(3.1)

where A is an amplitude in nanomaggies/arcsec2 , r0 is an effective radius in arcsec,
and n is the Sérsic index. A nanomaggie is a flux density unit defined such that
1 nanomaggie has a magnitude of 22.5 in any band, mAB = 22.5 − 2.5 log[f (nMgy)],
which for SDSS as a near AB magnitude system is 3.631 µJy. If we assume that the
UV colors follow the u-band light profile, which is the shortest wavelength SDSS band,
then it is possible to determine appropriate aperture corrections for each individual
galaxy. This is done by measuring the amount of light within 4.5” in the modeled
5

http://sdss.physics.nyu.edu/vagc/
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Figure 3.1. Aperture corrections for GALEX data. The histogram shows the flux
in 4.5” apertures based on the SDSS u-band Sérsic light profile, Fref , relative to the
flux within the same aperture after convolving u-band light profile by the GALEX
PSFs, FUV , for the 9813 SFGs in our sample. This ratio corresponds to the aperture
correction, Fref /FUV , under the assumption that the UV light follows a similar behavior to that of the u-band. Roughly half of the sources are well approximated as
point-sources, which corresponds to the peaks in the distributions (vertical dashed
lines).

u-band profile, Fref , and comparing this to the same measurement after the light
profile has been convolved with the GALEX PSFs, FUV . These PSFs are obtained
from the GALEX data analysis website6 . The aperture correction is taken as the
ratio of these values, Fref /FUV . The distribution of aperture corrections for the entire
parent sample of galaxies is shown in Figure 3.1. Roughly one-third of the sources
in our sample are well approximated as point sources in GALEX (corresponding to
being near the peak in the distribution). The aperture correction in flux density for
a point-source is a factor of 2.29 and 2.86 for FUV and NUV, respectively.
6

http://www.galex.caltech.edu/researcher/techdoc-ch5.html
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It can be seen in Figure 3.1 that there are some sources with aperture corrections
that are larger than what is expected for a point source (vertical dashed lines). To
determine the cause of this interesting behavior we examined the relationship between
the aperture corrections with the effective radius of the galaxy and its Sérsic index in
the u-band. We choose to use the 90% light radius from the NYU-VAGC light profile,
r90,u , instead of the variable r0 in the Sérsic fit, as it is a better representation of the
size of the galaxy. We find that the behavior of the aperture correction is directly
related to r90,u and the Sérsic index, which we illustrate in Figure 3.2 and discuss
below.
We find that sources with radii of r90,u . 1” or with r90,u & 1” and large Sérsic
indices (i.e., steep light profile) are well described by a point-source correction (see
panel (a) in Figure 3.2). For the regime of galaxies with 1” . r90,u . 3” and small
Sérsic indices (i.e., shallow light profile), there is little galaxy flux density outside
of the 4.5” aperture to spread inside of it, due to the smearing effect of the PSF,
but the light within it is being spread out more than would be the case for a pointsource. Together these effects result in a larger aperture correction being necessary
than would be the case for a point-source (see panel (b) in Figure 3.2). For galaxies
with r90,u & 3” and small Sérsic indices, there is significant light outside of the 4.5”
aperture that can be spread into it and we find an aperture correction that is smaller
than that for a point-source (see panel (c) in Figure 3.2).
Since we have chosen to adopt a 4.5” aperture for our galaxies, we also need to
apply an aperture correction to the SDSS spectroscopy (3”). Following a similar
methodology to before, we determine the correction for the observed photometry
using the light profile models from the NYU-VAGC. The correction is taken to be
the ratio of light within 4.5” and 3.0” in the modeled band profile. We then perform
a chi-squared minimization to match the optical spectrum to the 4.5” photometry.
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Figure 3.2. Demonstration of how different galaxy light profiles affect the aperture correction (Fref /FUV ). The red circle represents the 4.5” aperture. The surface
brightness profiles have been normalized such that the aperture flux density (shown
in red) in the u-band value is 1 µJy. (a) Galaxies with radii of r90,u . 1” or r90,u & 1”
and large Sérsic indices (i.e., steep light profile) are well described as point-sources.
(b) Galaxies with 1” . r90,u . 3” and small Sérsic indices (i.e., shallow light profile) have the light within 4.5” being spread out more than would be the case for a
point-source and this leads to smaller FFUV relative to case (a). (c) Galaxies with
r90,u & 3” and small Sérsic indices have significant light outside of the 4.5” aperture
that can be spread into it and we find larger FFUV relative to case (a). The NUV
aperture corrections behave in a similar manner.
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All nebular line diagnostics used in our analysis are ratios of emission lines ([NII]/Hα,
[OIII]/Hβ, and Hα/Hβ), and the effects of the aperture corrections are very small.
The reason for this is because the relative difference in the correction terms across
the SDSS bands is small (∼ 6%, 1σ dispersion of 11%). As a check, we estimated
a correction for each optical emission line by taking a linear interpolation between
the corrections of the two closest bands. The largest aperture effects for the line
ratios will occur for lines that are separated the furthest in wavelength; which in our
analysis is the ratio of the Hα to Hβ. We find that the distribution of the ratio of the
aperture corrections for Hα to Hβ has a mean of 0.98, with a 1σ dispersion of 0.03.
This implies these corrections will only change the ratio measurements at the level of
a few percent and will be even smaller for the other line ratios (≪ 1%). As these are
minor changes we have chosen not to apply any aperture corrections to the emission
lines.
As a check on the accuracy of the aperture matching, we compare the corrected
UV flux densities to the corrected optical spectra and inspected if the shape of the
UV (inferred from βGLX ) agrees with the shortest wavelength data available in the
optical spectrum (λ ∼ 3600 Å, for z ∼ 0.05). In other words, we examine whether the
region between 2600 − 3600 Å, corresponding to the gap in our data, that would be
extrapolated from the UV slope and the optical data shortward of the 4000 Å break
feature are in agreement. If our aperture corrections are inaccurate, then we expect
to see systematic offsets between the flux densities in the UV and optical. As will be
shown with our average templates in Section 3.4.3, we find that on average the UV
data agrees well with the optical data, with no significant offsets between them.
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3.3
3.3.1

Methodology for Characterizing Attenuation
Balmer Optical Depth

The dust attenuation in a galaxy can be measured from the optical depth, τ (λ).
For the simple case of a uniform layer of dust between a source of intensity, Iλ0 , and
the observer, the optical depth is defined as
Iλ = Iλ0 e−τ (λ) ,

(3.2)

where Iλ is the observed intensity and all quantities are dependent on the wavelength.
In the case of a point source such as a star with a well-characterized SED, the optical depth can easily be determined by comparing the observed and intrinsic SEDs.
However, in the case of entire galaxies for which the underlying SED is strongly affected by many factors, including the underlying stellar population, SFH, and IMF,
this becomes much more difficult. To mitigate these problems the flux ratio of Hα
and Hβ is often utilized, as the intrinsic flux ratio is set by quantum mechanics and
is only affected by the electron temperature, Te , and density, ne , at the ∼ 5 − 10%
level (Osterbrock & Ferland, 2006). This ratio is also relatively insensitive to the
underlying stellar population and IMF (Calzetti, 2001). Therefore, large variations
from the intrinsic ratio can be directly attributed to the reddening of dust.
For our work we will use the Balmer decrement, F (Hα)/F (Hβ), as a tracer of
dust attenuation, with the assumption that this dust acts as a foreground screen for
these lines. Since the ionized gas that these lines arise from is primarily located in
HII regions, which has small angular extent relative to the rest of the galaxy (and
presumably the dust), and is usually distributed within a short height of the galaxy’s
midplane, this is a reasonable assumption. Following from equation (3.2) and Calzetti
et al. (1994), we define the Balmer optical depth as
τBl

= τHβ − τHα = ln
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F (Hα)/F (Hβ)
2.86



,

(3.3)

where F (Hα) and F (Hβ) are the flux of the nebular emission lines located at 6562.8 Å
and 4861.4 Å, respectively, and the value of 2.86 comes from the theoretical value
expected for the unreddened ratio Hα/Hβ undergoing Case B recombination with
Te = 104 K and ne = 100 cm−3 (Osterbrock, 1989; Osterbrock & Ferland, 2006). The
superscript l is used to emphasize that this quantity is coming from emission lines and
should be distinguished from optical depths associated with the stellar continuum.
If one assumes knowledge of the total-to-selective extinction, k(λ) ≡ Aλ /E(B − V ),
then τBl can be directly related to the color excess of the nebular gas, E(B − V )gas ,
through
E(B − V )gas =

1.086τBl
A(Hβ) − A(Hα)
=
,
k(Hβ) − k(Hα)
k(Hβ) − k(Hα)

(3.4)

where A(λ) is the total extinction at a given wavelength. If the extinction in other
galaxies at these wavelengths were to be identical to the MW, which is unlikely to
always be the case, then we can use k(Hα) − k(Hβ) = 1.257 (Fitzpatrick, 1999).
Since the hydrogen recombination lines are primarily produced within the HII
regions of massive O and B stars, this implies that they are only sensitive to the
attenuation of ionized gas around these massive stars. In general these same stars
will also contribute greatly to the UV and optical light of the total stellar population,
leading one to expect the reddening of the ionized gas to be related to the reddening
seen in the stellar population (traced by β or E(B −V )star ). However, the distribution
of these massive stars and the rest of the stellar population relative the distribution
of dust, in addition to the age distribution of the stellar population (i.e., the relative
contribution of older stars to the UV-optical flux density), will strongly influence how
these quantities are related. For both SB galaxies (Calzetti et al., 2000) and starforming regions within local galaxies (Kreckel et al., 2013) it appears that the stellar
continuum suffers roughly one-half of the reddening of the ionized gas. This result
suggests a scenario in which massive stars are more deeply embedded in molecular
clouds than the long-lived stars (e.g., see descriptions in Charlot & Fall 2000, Calzetti
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2001, or Wild et al. 2011). Another concern is that the total amount of dust within a
galaxy may only weakly relate to attenuation, as the regions of lowest optical depth
(τBl . 1) are providing the majority of the flux density (Calzetti et al., 1994). Large
amounts of the dust might exist in the regions of high optical depth (τBl >> 1), which
would provide negligible amounts of flux density and thus not be represented by our
tracers. Fortunately, the presence of dust attenuation beyond the level of what can
be measured in the optical has not been shown to be an issue for local SB galaxies
(Meurer et al., 1999), and therefore we do not expect this to be a major concern.
3.3.2

UV Slope

For actively SFGs, where the UV is dominated by recent star formation (i.e.,
massive stars) and there is little contamination from earlier generations of stars, the
dust attenuation can also be measured from the UV flux density spectral slope, β,
which is defined as
F (λ) ∝ λβ ,

(3.5)

where F (λ) is the flux density in the range 1250 ≤ λ ≤ 2600 Å. For reference, β values
cover the range between −2.70 and −2.20 for constant star formation (i.e., they have
a fairly small intrinsic variation; Calzetti, 2001). This makes this parameter ideal for
measuring the wavelength-dependence of attenuation in the UV. In Appendix A, we
examine the use of the optical slope as dust tracer when UV data are unavailable.
For our analysis, we use the UV power-law index βGLX measured from observed
GALEX FUV and NUV photometry,

βGLX =

log[Fλ (FUV)/Fλ (NUV)]
,
log[λFUV /λNUV ]

(3.6)

where the flux density is in erg s−1 cm−2 Å−1 , λFUV = 1516Å/(1 + z), and λNUV =
2267Å/(1 + z). If one assumes a power-law fit to the region described above, there is
no need to perform k-corrections on the flux density. We examine the possibility of a
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2175 Å absorption feature biasing this UV slope measurement in Section 3.5.2. As is
shown in Calzetti et al. (1994), the quantities τBl and β can be used to derive a dust
attenuation curve independent of any prior knowledge of its shape. Such an analysis
will be performed in Section 3.4.3.

3.4

Dust Attenuation in Star-Forming Galaxies

3.4.1

Relating Attenuation of UV Continuum to the Balmer Optical
Depth

In order to characterize the dust attenuation in SFGs, we first examine how the
reddening in the UV stellar continuum (measured through βGLX ) is related to the
optical reddening of the ionized gas (measured through τBl ). In Figure 3.3 we show
the βGLX and τBl values for our sample of 9813 SFGs. There does appear to be a
significant correlation present, but with a large degree of scatter. Spearman and
Kendall nonparametric correlation tests give ρS = 0.48 and τK = 0.33, respectively,
which indicate that this correlation is not particularly strong. Given the large sample
size we are dealing with, it is not possible to report the significance of these correlation
coefficients because the probability of no correlation existing is found to be very close
to zero.
Looking at Figure 3.3, it can be seen that there are a number of cases with τBl < 0.
This corresponds to cases where the observed flux ratio of the Balmer lines is below
the assumed intrinsic value of 2.86. This can result from the uncertainties in the
measured values of these lines (see representative error bar) or from variations in
the intrinsic line ratio (e.g., for Te > 104 K and/or ne > 100 cm−3 the intrinsic
ratio decreases; Osterbrock & Ferland, 2006). Another interesting feature is the lack
of data points at τBl & 0.7, which corresponds to galaxies experiencing the largest
attenuation. It is worth determining if this is being driven by the selection criteria
imposed for our sample, which requires the UV flux density and emission line fluxes
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Figure 3.3. The UV power-law index, βGLX , as a function of the Balmer optical
depth, τBl , for our sample of SFGs. A representative error bar of the median measurement uncertainties for our sample is shown in the top left. A linear least-squares
fit with error in both variables while also including a term to account for intrinsic
scatter in the data is shown (orange line). Our fit at τBl > 0.7 is shown with a dashed
line to denote that there are limited data in this range. For comparison, the data are
separated into six bins of τBl (red squares; see Table 3.1).
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to have S/N > 5, and if it could result in any biases. We postpone the analysis of
a UV selection bias until Section 3.4.2, where we will compare sources from GALEX
surveys of different depths. To test for an emission line selection bias, we examine
the effect that requiring a lower S/N threshold for the weakest line in this analysis
([OIII]λ5007) has on the sample being selected. Imposing a threshold of S/N > 3 for
[OIII]λ5007, while still requiring S/N > 5 for the other lines, increases the sample size
by 2160 galaxies. Imposing lower thresholds on the other lines does not increase the
sample size significantly. We do find that the weaker [OIII] systems are slightly more
attenuated on average than the original sample (i.e., larger βGLX & τBl ), but the vast
majority are still τBl < 0.7. Including these galaxies has no effect on the relationship
between βGLX and τBl . Therefore, we believe that we are not preferentially excluding
objects located at τBl & 0.7. The lack of objects at these values may result from
galaxies at this level of attenuation being relatively rare in the local Universe, which
is consistent with the results of Kauffmann et al. (2003a).
Similar to the findings of Calzetti et al. (1994), the observed relationship between
βGLX and τBl is linear, which indicates that the dust behaves as a foreground-like
screen to ionized gas regions. We fit a linear relationship to the data in Figure 3.3
using the MPFITEXY routine (Williams et al., 2010), which utilizes the MPFIT
package (Markwardt, 2009). This routine performs a linear least-squares fit with
error in both variables while also including a term to account for intrinsic scatter in
the data. A scatter within the data is expected for the y-axis given that βGLX is likely
to be dependent on variations in the age of the stellar population, the SFH, and/or
the metallicity of each galaxy (Calzetti et al., 1994). A fit to the βGLX and τBl values
for all of the data gives

βGLX = (1.96 ± 0.03)τBl − (1.46 ± 0.01) ,
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(3.7)

with an intrinsic dispersion of σint = 0.43. We denote the region of τBl > 0.7 in our fit
with a dashed line to indicate that there are limited data in this range. Interestingly,
the width of the scatter in βGLX does not appear to change with τBl . As a result of this
behavior, we do not expect the scatter to be strongly driven by possible variations
in the dust geometry. This is because the scatter around the value of βGLX should
decrease for “low-dust” systems (τBl ∼ 0), regardless of geometry, and approach the
intrinsic value of βGLX for each galaxy (e.g., see Calzetti et al., 1994, 2000). We will
examine this scatter in more detail in Section 3.6.2.
We also examine the data after binning it into 6 bins of τBl , which is useful for
comparison in our derivation of the attenuation curves in Section 3.4.3. The ranges
of the bins along with their weighted-mean values, which account for uncertainties in
both variables, are shown in Table 3.1. The error bar shown for each bin correspond
to the measurement uncertainty and the sample dispersion added in quadrature. It
can be seen that these bins are in good agreement with the previous fit, given the
uncertainties. We postpone a Comparison between our βGLX -τBl relation and those
in the literature until Section 3.5.1, as we will make use of our derived attenuation
curve to determine an appropriate way to compare different techniques for measuring
the UV slope.
3.4.2

Tests on Possible UV Selection Effects

As mentioned in Section 3.2.1, we did not use the GALEX AIS sample for our
analysis as it was realized that sources detected in both FUV and NUV in this survey are biased towards galaxies with blue UV slopes. We attribute this bias to the
shallowness of the AIS. This effect is identical to selection biases that occur for high
redshift galaxies (e.g., Dunlop et al., 2012; Bouwens et al., 2012) and is a result of
sources at the detection threshold being preferentially identified if they have bluer
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Table 3.1. Values of τBl bins
Bin

hτBl i

N

hβGLX i

hβi

−0.26 ≤ τBl < 0.10 1303 0.04 ± 0.09 −1.37 ± 0.54 −1.52 ± 0.55
0.10 ≤ τBl < 0.20

2244 0.15 ± 0.07 −1.22 ± 0.54 −1.37 ± 0.55

0.20 ≤ τBl < 0.30

2533 0.25 ± 0.07 −1.00 ± 0.54 −1.15 ± 0.54

0.30 ≤ τBl < 0.40

1913 0.35 ± 0.06 −0.83 ± 0.57 −0.98 ± 0.58

τBl
τBl

< 0.50

1101 0.44 ± 0.06 −0.62 ± 0.61 −0.77 ± 0.62

< 1.01

719

0.40 ≤
0.50 ≤

0.59 ± 0.09 −0.37 ± 0.72 −0.52 ± 0.74

Notes. Columns list the (1) range in τBl spanned, (2) number of objects, (3) weightedmean Balmer optical depth (see Section 3.3.1), (4) weighted-mean UV slope using the
GALEX passbands (see Section 3.3.2), (5) weighted-mean UV slope after correcting
for stellar absorption features in the GALEX passbands (see Section 3.5.1). The
uncertainties shown correspond to the measurement uncertainty and the sample dispersion added in quadrature.
colors. In this section we demonstrate the bias in the AIS sample and also show that
no such bias is evident for the MIS.
Following the same approach outlined for the MIS sample, we select sources in the
AIS that have FUV and NUV data with S/N > 5 and are designated as SFGs using
the BPT diagram. This gives a sample of 3190 galaxies in the AIS. We plot the values
of βGLX vs. τBl for the galaxies detected in these two survey in Figure 3.4. Looking
at this Figure, it is apparent that galaxies in the AIS are bluer with relatively small
Balmer decrements (indicative of less dust) relative to MIS. This result suggests that
the shallowness of the AIS is such that only galaxies with minimal attenuation can
be detected in both UV bands. It is worth pointing out that Wild et al. (2011) use
GALEX AIS data for their analysis and this may account for differences in the UV
region of the attenuation curve derived later in this chapter and theirs.
In light of the previous issue, we feel it necessary to check whether or not similar
effects could be biasing the sample of galaxies selected in the MIS. To perform this
test we examine galaxies within the Galaxy Multiwavelength Atlas from Combined
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Figure 3.4. Comparison between the βGLX -τBl relation for galaxies in the GALEX
AIS and MIS surveys that satisfy our selection criteria. These surveys have depths of
mAB ∼ 20.5 mag and mAB ∼ 22.7 mag, respectively. It is apparent that the sample in
the shallower AIS survey is biased towards bluer galaxies (lower βGLX ) with relatively
little dust (lower τBl ) compared to the sample from the deeper MIS survey. For this
reason the AIS sample was excluded from our analysis.
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Surveys (GMACS) dataset, which was observed with GALEX as part of its deep
imaging survey (DIS). The regions within the GMACS sample consist of the Lockman
Hole, the Spitzer First Look Survey (FLS), and the SWIRE ELAIS-N1 and N2 fields.
Unlike the MIS and AIS, the exposure times for different fields in the DIS can have
significantly different exposure time but the typical depth is mAB ∼ 25 mag. This
subsample of the DIS was chosen because the catalog of the cross-matched SDSS
spectroscopic sources is publicly available7 .
Following the same approach outlined for the MIS sample, we select sources in the
GMACS sample that have FUV and NUV data with S/N > 5 and are designated as
SFGs using the BPT diagram. This gives a sample of 476 galaxies. We plot the values
of βGLX vs τBl for this sample of galaxies compared to the MIS sample in Figure 3.5.
A visual comparison suggests that this population appears to occupy a similar region
of parameter space compared to the MIS sample. We take a LLS fit, with an added
term for scatter, and find the relation,

βGLX,GMACS = (2.08 ± 0.11)τBl − (1.61 ± 0.03) ,

(3.8)

with an intrinsic dispersion of σint = 0.36. This relation is consistent with our original
sample given the uncertainties and scatter. This implies that the UV depth of the
MIS sample does not significantly bias our sample towards galaxies of a particular
attenuation.
As a final check, we also examined the distribution of τBl values for the entire SDSS
spectroscopic sample identified as a SFG using the BPT diagnostics with emission line
strengths of S/N > 5 and z ≤ 0.105 but without requiring any UV detection. This
selection gives a sample of ∼150,000 galaxies with a distribution of τBl values that is
nearly Gaussian with a mean of µ = 0.26 and a dispersion of σ = 0.17. The range
7

http://user.astro.columbia.edu/~bjohnson/GMACS/catalogs.html
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Figure 3.5. Comparison between the βGLX -τBl relation for galaxies in the GALEX
GMACS and MIS surveys that satisfy our selection criteria. These surveys have
depths of mAB ∼ 25 mag and mAB ∼ 22.7 mag, respectively. These two samples
occupy similar regions of βGLX -τBl parameter space despite having different depths.
Therefore, we suspect that the MIS sample does not suffer from a UV-selection bias.
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of values observed in the MIS selected sample is also nearly Gaussian with µ = 0.25
and a dispersion of σ = 0.15. This would further argue that there is not a significant
fraction of the full population that are missed as a result of the UV flux requirement.
3.4.3

Deriving the Dust Attenuation Curve

The main drawback in utilizing entire galaxies for deriving attenuation curves
is that their spectra result from the contributions of many stellar populations of
different ages, and therefore we have no knowledge of the underlying intrinsic spectra
with which to directly compare (in contrast to using individual stars for extinction
curves). However, given the large dataset on hand, we can take a statistical approach
to determine the attenuation curve if we assume that the effects of different stellar
populations, which should only significantly affect βGLX , can be averaged out within
similar values of τBl . This is the same approach taken in Calzetti et al. (1994) and
Reddy et al. (2015) to derive their attenuation curves.
Before proceeding with the methodology described above, it is important to determine whether or not there are any systematic trends between our attenuation
parameters and the stellar population age in order to ensure that the average age
of each template for different bins in τBl are consistent. One way to test this is by
examining the value of the 4000 Å break and the sSFR, both of which are sensitive to
the age of the stellar population, as a function of βGLX and τBl in our galaxy sample.
We utilize the measurement of Dn 4000 for the 4000 Å break and the galaxy SFR and
stellar mass (M∗ ) within the spectroscopic fiber from the MPA/JHU catalog. The
comparison between these two parameters and βGLX and τBl is shown in Figure 3.6.
It can be seen that there are slight changes in the range of βGLX or τBl values spanned
at a given Dn 4000 value, suggesting that larger values of τBl might correspond on average to galaxies with a slightly larger Dn 4000 values (older stellar population). No
obvious trends appear evident when comparing to sSFR. If the trend with Dn 4000
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is indeed significant, then we should see a noticeable difference among the inferred
attenuation curves for the different bins of τBl as a result of using the lower τBl bins
for comparison.
As a first attempt for deriving an attenuation curve, we work under the assumption
that the average flux density of the spectra within all bins of τBl create template
spectra that represent galaxies with the same average stellar population age. The
adopted bins are outlined in Table 3.1. In order to reduce the large spread in flux
density values within each bin, which result from the range of distances covered by
our sample, we normalize the flux density to the rest-frame value at λ = 5500 Å.
Since we are interested in understanding the attenuation of the stellar continuum,
we make use of the available emission line subtracted optical spectra from the SDSS
database for each galaxy. Each optical spectrum is smoothed by 50 channels (∼
40 − 100 Å) to improve the S/N. The flux density in the UV region of 1250 < λ <
2600 Å is determined solely based on the two bands covered by GALEX under the
assumption that the entire region follows the βGLX power-law behavior determined
from the FUV and NUV, and we acknowledge this as a limitation of our analysis.
Such an assumption would not distinguish possible features within the attenuation
curve, such as a 2175 Å bump. If such a feature is present, it would impact the
values of βGLX and we will discuss this in more detail in Section 3.5.2. We also note
that βGLX is slightly redder than the actual UV spectrum (see Section 3.5.1), but
because we are using the ratio of flux densities for our analysis, the outcome for the
attenuation curve is the same regardless of this effect.
For constructing our templates we choose not adopt a weighted-mean, as is done
in Calzetti et al. (1994), because we find that the reddest galaxies (largest βGLX )
within each bin tend to be brighter and have lower uncertainties, which biases the
average UV slope of the templates to larger values of βGLX for all bins (∆βGLX ∼ 0.2).
In contrast, adopting a simple average of the flux densities creates templates that has
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Figure 3.6. The UV power-law index, βGLX , and the Balmer optical depth, τBl ,
as a function of the 4000 Å break and the sSFR. A representative error bar of the
median measurement uncertainties is shown in the top left of each panel. Slight
trends appear to suggest that larger values of βGLX or τBl occur in galaxies with
larger Dn 4000, which roughly corresponds to older ages for the stellar population. A
window of 1.1 < Dn 4000 < 1.3 (dashed red lines) is used to achieve a more uniform
mean stellar age as a function of τBl when deriving the average attenuation curve (see
Section 3.4.3). No clear trends are apparent with respect to sSFR.
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a UV slope nearly identical to the value found by taking the weighted-mean of all
βGLX within that bin (∆βGLX ∼ 0.02). For deriving the attenuation curve we are only
considering the optical spectral region where every galaxy has data. For z < 0.1, this
corresponds to 3793 ≤ λ ≤ 8325 Å.
Given that the βGLX -τBl relation of this sample demonstrates similarity to the
results of Calzetti et al. (1994), it would appear that the dust geometry is similar to
that of starbursting systems (namely a foreground-like geometry). In this scenario,
the optical depth is expected to follow a functional form similar to equation (3.2)
and we can use the flux density from lower bins of τBl as a reference spectrum (i.e.,
representing lower attenuation cases).
Given a reference spectrum, Fr (λ), we can determine

τn,r (λ) = − ln

Fn (λ)
,
Fr (λ)

(3.9)

where τn,r corresponds to the dust optical depth of template n with flux density Fn (λ),
and it is required that n > r for comparison. From this it is possible to determine
the selective attenuation, Qn,r (λ),

Qn,r (λ) =

τn,r (λ)
,
l
δτBn,r

(3.10)

l
l
l
where δτBn,r
= τBn
− τBr
is the difference between the Balmer optical depth of tem-

plate n and r. We stress that the quantity Qn,r (λ) reflects the selective attenuation,
which is a difference in attenuation between two wavelengths, and not a total attenuation, and because of this the zero-point of Qn,r (λ) is arbitrary. Following Calzetti
et al. (1994), we select Qn,r (5500Å) = 0 as the zero-point.
To determine the influence of variation in stellar population age for our galaxies
we compared the entire sample of galaxies spanning 0.8 . Dn 4000 . 1.6 to subsamples spanning smaller ranges in Dn 4000. We find that using the entire sample clearly
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affects the inferred attenuation curve, Qn,r (λ), giving rise to artificially higher attenuation in the region of λ < 5500 Å as a result of the slightly older stellar population
ages for galaxies with increasing τBl (i.e., the intrinsic spectrum of these systems is
redder relative to reference bins). In light of this, we adopt a window in average
stellar population age of 1.1 < Dn 4000 < 1.3 to derive our attenuation curve. This
subsample still encompasses the majority of the sample (7265 galaxies), but works to
restrict the majority of the observed age effects.
The templates of the average flux density using these galaxies divided into the
same 6 bins of τBl shown in Table 3.1, but only using the 1.1 < Dn 4000 < 1.3 sample,
can be seen in Figure 3.7. It can be seen that the amplitudes of the UV and optical
flux density appear to be in good agreement, which is more evident when we include
the average flux density in wavelength regions that contain > 50% of the bin sample
(dotted lines in Figure 3.7) and the average u-band flux density. The x-axis error bar
of the average u-band flux density denotes the 1σ range in rest-wavelength spanned
in each bin. This suggests that on average, our aperture corrections for the UV
and optical flux density appear to provide values consistent with each other. The
similarity of template 1 and 2 is likely a result of the distribution of galaxies in bin
1 having a majority of cases towards τBl ∼ 0.1, which we show in Figure 3.8 (also
evident in the right panels of Figure 3.6), and this is skewing the average SED of the
template to have similar attenuation to template 2.
We show the selective attenuation curve for each bin of Balmer optical depth for
different reference templates in Figure 3.9. We exclude the use of template 1 in our
analysis because its SED appears so similar to template 2 (but with a lower average
τBl ), a result that leads to significantly lower selective attenuation curves when it
is used as a reference compared to those found using the other templates. It can
be seen in Figure 3.9 that templates 2-6 all give very similar selective attenuation
curves. This implies that adopting a single selective attenuation curve is appropriate
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Figure 3.7. Average flux density of galaxies, normalized at 5500Å, within each bin
of τBl for the subsample of galaxies with 1.1 < Dn 4000 < 1.3. The range in τBl and
the number of sources in each bin, Nbin , are shown in each panel (Ntot = 7265). The
GALEX FUV and NUV flux densities for each galaxy are used to determine the flux
density over the region of 1250 < λ < 2600 Å by assuming it follows βGLX . The
optical measurements are from SDSS spectroscopy. The gray regions denote the area
enclosing approximately 68% of the population. The dotted regions in the optical
spectra indicate the average obtained from less than the full sample in that bin (due
to varying redshifts), but still containing > 50% of the bin sample. The symbols
show the average u-band flux density. It can be seen that the UV and optical flux
densities seem to agree within the scatter, indicating that the aperture corrections
made are reasonable. For reference, the bottom panel shows a Comparison between
the average flux density of each bin without the dispersion included.
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Figure 3.8. Histogram of τBl values for the sample of galaxies with 1.1 < Dn 4000 <
1.3. Vertical dotted lines denote the boundaries for the bins adopted to construct
the flux templates. The distribution of sources is peaked at τBl ∼ 0.25, resulting in
the bins not being uniformly populated. This has a significant impact on the average
template constructed for bin 1, which appears similar to template 2 as a result of the
majority of sources in bin 1 lying at τBl ∼ 0.1. For this reason, we do not use bin 1
in deriving the selective attenuation curve.
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to characterize the entire range of Balmer optical depths spanned by the majority
of galaxies in this sample. We determine the effective attenuation curve, Qeff (λ), by
taking taking the average value of Qn,r (λ) found from templates 2-6. We have fit the
value of Qeff (λ) to a single third-order polynomial as a function of x = 1/λ (µm−1 ):

Qfit (x) = −2.488 + 1.803x − 0.261x2 + 0.0145x3

(3.11)

0.125µm ≤ λ < 0.832µm .

We compare our selective attenuation curve to other curves in the literature in
Figure 3.10. To give a sense for the uncertainty, a gray region denoting the range of
Qn,r (λ) is shown (i.e., region spanned by all lines shown in Figure 3.9). We include
the curves of local SB galaxies from Calzetti et al. (2000), local SDSS galaxies from
Wild et al. (2011), and higher redshift (z ∼ 2) SFGs from Reddy et al. (2015). The
selective attenuation curves of Wild et al. (2011) are divided according to stellar
mass surface density, µ∗ , with the break corresponding to the value that separates
the bimodal local galaxy population into bulge-less (µ∗ < 3 × 108 M⊙ kpc−2 ) and
bulged (µ∗ > 3 × 108 M⊙ kpc−2 ) galaxies (Kauffmann et al., 2003b), as well as subdivided by the sSFR and the axial ratio (b/a). For clarity, we only reproduce the
curves corresponding to log[sSFR (yr−1 )] = −9.5 and b/a = 0.6 from that work. The
selective attenuation curves of Reddy et al. (2015) are divided according to sSFR.
Our selective attenuation curve appears to be most similar to the Calzetti et al.
(2000) curve. We find that the derived selective attenuation curve does not change
much depending on the range of Dn 4000 used, so long as it remains relatively narrow
(∆Dn 4000 . 0.2; see Section 3.6.3).
The selective attenuation is related to the total-to-select attenuation, k(λ), through
the following relation
k(λ) = f Q(λ) + RV ,
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(3.12)

Figure 3.9. Average UV-optical selective attenuation curve for different bins of
τBl . The selective attenuation curve, Qn,r (λ), for each bin of τBl (denoted by n) is
determined from comparing to a reference template (denoted by r) at lower τBl . Also
shown is the effective curve, Qeff (λ) (solid black line), which is the average value
of Qn,r (λ) for all cases, but excludes use of template 1 due to it appearing nearly
identical to template 2 (see Section 3.4.3). The gap region between 2600 Å and
3800 Å is denoted with a dotted line corresponding to a linear interpolation between
the end points and is not used for constraining the fit. The solid red line is a single
polynomial fit to Qeff (λ). The lower panel shows the difference between each curve
relative to Qeff (λ).
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Figure 3.10. Comparison between our UV-optical selective attenuation curve Q(λ)
of local SFGs and other curves in the literature. Our average curve is the red solid
line with the gray region denoting the range of Qn,r (λ) values (i.e., region spanned
by lines in Figure 3.9). The solid blue line is the SB selective attenuation curve of
Calzetti et al. (2000), the dashed lines are the curves of local SDSS galaxies from Wild
et al. (2011) divided according to stellar mass surface density, µ∗ , and the dash-dot
lines are the curves of z ∼ 2 SFGs from Reddy et al. (2015) divided according to
sSFR. Our selective attenuation curve appears most similar to that found by Calzetti
et al. (2000).
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where f acts to change the tilt of the curve and is necessary to make k(B)−k(V ) ≡ 1,

f=

1
,
Qeff (B) − Qeff (V )

(3.13)

and where RV is the total-to-select extinction, which is the vertical offset from 5500 Å.
We assume B and V bands to be 4400 Å and 5500 Å, respectively. The term f is
necessary to account for differences in the reddening between the ionized gas, which is
assumed to suffer from extiction, and the stellar continuum. Therefore, the quantity
f Q(λ) represents the true wavelength-dependent behavior of the attenuation curve
on the stellar continuum, but does not represent a total attenuation curve without
knowledge of the normalization (given by RV ). Determination of RV requires knowledge of either the NIR photometry (where the attenuation should approach zero;
k(λ → ∞) = 0) or the total infrared data (to determine the total dust attenuation).
The value of f can be quantitatively expressed in terms of the differential reddening between the ionized gas and the stellar continuum by rewriting each term on the
right side of equation (3.10). For the case when the reference source is τBl = 0, we
get for the numerator

τn (λ) = − ln

Fn (λ)
= 0.921Aλ = 0.921E(B − V )star k(λ) ,
F0 (λ)

(3.14)

where we have used the definition of total-to-selective extinction k(λ) ≡ Aλ /E(B −
V )star , and for the denominator
l
δτBl = τBl − τB0
=

k(Hβ) − k(Hα)
E(B − V )gas ,
1.086

(3.15)

where k(Hβ) and k(Hα) are the values for the intrinsic extinction curve of the galaxy
and not from the attenuation curve. Therefore, we can rewrite the equation as

Q(λ) =

k(λ) − RV
E(B − V )star
,
k(Hβ) − k(Hα) E(B − V )gas
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(3.16)

where we have explicity added the term RV that corresponds to the zero-point normalization that was applied at 5500 Å. Comparing this to equation (3.12) implies
that the term f is equivalent to

f=

k(Hβ) − k(Hα)
.
E(B − V )star /E(B − V )gas

(3.17)

For extinction curves, such as the Milky Way, it is the case that E(B − V )star =
E(B −V )gas , and f is simply the difference in extinction between the Balmer emission
lines. However, the same is not true of attenuation curves, where it is typically seen
that E(B − V )star < E(B − V )gas (e.g., Calzetti et al., 2000; Kreckel et al., 2013;
Reddy et al., 2015).
The value of f for our average selective attenuation curve, Qfit (λ), is determined
using equation (3.11) to be 2.396+0.33
−0.29, where the uncertainty here reflects the maximum and minimum values from fits using individual Qn,r (λ). We compare our selective attenuation curve with this normalization term included to the attenuation
curves mentioned before with their own f values, in addition to the MW extinction curve in Figure 3.11. It can be seen that the gray region denoting the range
of f Qn,r (λ) values, where f varies for each individual case, is significantly reduced
after this normalization. For reference, the values of f in other works are f = 2.659
in Calzetti et al. (2000), f = 3.609 and 2.996 for the lower and higher µ∗ sample,
respectively, in Wild et al. (2011), and f = 2.676 and 3.178 for the lower and higher
sSFR subsample, respectively, in Reddy et al. (2015). In reference to the attenuation
curve from Calzetti et al. (2000), we find that the attenuation in SFGs is slightly
lower in the UV by up to 20% at 1250Å. Out towards the near-IR, our curve appears
similar to the SB curve from Calzetti et al. (2000). If this similarity were to hold out
to longer wavelengths then we could expect the normalization term RV to be similar
to the SB curve value of 4.05, since k(λ → ∞) = 0. An exact determination of the
value of RV for this curve will be the subject of Chapter 4.
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Figure 3.11. Comparison between our normalized UV-optical selective attenuation
curve f Q(λ) of local SFGs and other curves in the literature. The term f is required to
make the curve have k(B) − k(V ) ≡ 1 (f Q(λ) = k(λ) − RV ). Lines are the same as in
Figure 3.10 but with the addition of the MW curve in solid black (Fitzpatrick, 1999).
The gray region denoting the range of f Qn,r (λ) values (where f varies in each case)
is significantly reduced after this normalization. We find a slightly lower selective
attenuation in the UV compared to previously determined attenuation curves, with
a near-IR appearing similar to Calzetti et al. (2000).
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If we assume the underlying extinction curve for these galaxies to be the Fitzpatrick (1999) MW extinction curve (for the values of k(Hβ) and k(Hα)), then we
find that hE(B − V )star i = 0.52hE(B − V )gas i for the average of the SFGs in our
sample. It is worth noting that assuming different extinction curves for the ionized
gas will result in subtle changes to this ratio (e.g., for a Cardelli et al. (1989) MW
extinction curve, hE(B − V )star i = 0.45hE(B − V )gas i) and that the value of k(λ) is
likely to be dependent on metallicity. This is important to consider when comparing
values in the literature. This ratio is in agreement with previous results suggesting
that the stellar continuum suffers roughly one-half of the reddening of the ionized gas
(Calzetti et al., 2000; Kreckel et al., 2013).

3.5
3.5.1

Sources of Concern in Adopting βGLX for the UV slope
Comparing βGLX to β

In order to compare the βGLX -τBl relationship found in Section 3.4.1 to similar
studies in the literature it will be necessary to understand how βGLX relates to the
true UV slope β estimated only from the UV continuum. The GALEX filters have relatively wide passbands, which makes them susceptible to numerous stellar absorption
features that appear in the UV. The influence of these features is redshift-dependent
because various absorption features will pass in and out of each filter as each passband shifts. In this section we seek to address whether the differences in redshift for
the galaxies in our sample is affecting the observed βGLX -τBl relationship seen in Section 3.4.1. This will also allow us to transform βGLX to β and then make comparisons
to previous studies.
Typically the conversion factor between βGLX to β is found using sample of galaxies
for which both UV spectra and GALEX observations have been obtained (e.g., Kong
et al., 2004; Takeuchi et al., 2012). These results suggest that βGLX is typically larger
(i.e., redder) than β by ∼ 0.05 − 0.1. However, because UV spectral data are not
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available for this sample, we utilize a Starburst99 (Leitherer et al., 1999) spectrum of
a continuously star-forming galaxy with solar metallicity (Z⊙ = 0.02) as a reference
for an intrinsic galaxy spectrum. As will be shown, the exact age of the reference
spectrum is not particularly important so long as the assumption of a continuous
SFR is reasonable, as the shape of the UV slope remains relatively unaffected over
a wide range of ages (e.g., see Figure 2 of Leitherer et al., 1999). Working from this
reference spectrum we can apply an attenuation curve to vary the shape of the UV
slope and then shift the spectra to various redshifts. We will utilize the attenuation
curve that we derived in Section 3.4.3. The lack of the curve normalization is not
important because we are only examining the difference between βGLX and β, and
not the absolute values of the UV flux density (i.e., the shape of the UV SED after
attenuation will remain the same regardless of this normalization). Using a color
excess over the range 0.0 < E(B − V )star < 0.9 reproduces the full range of βGLX
values seen in our sample. For each reddened and redshifted spectrum we can then
determine what the corresponding value of βGLX is relative to β. The value of β is
determined using the 10 rest-frame wavelength windows used by Calzetti et al. (1994)
to measure the UV slope of SB galaxies from the spectra observed by the International
Ultraviolet Explorer (IUE) (βIUE ). These UV windows were designed to avoid strong
stellar absorption features, including the 2175 Å feature, and therefore represent an
accurate measure of the UV slope. As the windows are taken in rest-frame wavelength,
this measurement is not affected by redshift.
The relationship between the two UV slope diagnostics for several different redshifts is shown in Figure 3.12. For each redshift, the steps in coverage correspond to
changes E(B − V )star of 0.036 starting at 0.0 in the lower-left and increasing up to
0.9 in the upper-right. It can be seen that for each redshift the relationship follows a
simple linear relation, βIUE = mβGLX + b, but with varying values of slope and offset.
As expected, the value of βGLX becomes more discrepant with βIUE as we move to
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Figure 3.12. The relationship between UV slope determined using βGLX and βIUE
for several different redshifts. For this analysis we adopt a SB99 model of a 100 Myr
galaxy with continuous star formation. Each symbol is a step in E(B −V )star of 0.036
starting at 0 in the lower-left and increasing up to 0.9 in the upper-right, where we
are assuming the attenuation curve derived in Section 3.4.3. For each redshift the
behavior follows a simple linear relation, demonstrated by the linear least-squares fits
(black lines). The dotted line shows the 1:1 relation.

higher redshifts where more absorption features below 1250 Å begin to come into the
FUV filter passband. It is for this reason that we imposed a redshift cut in our initial
sample selection of z < 0.1, in order to limit significant deviations. It can be seen in
Figure 3.12 that the differences between the two estimators for z < 0.1 is less drastic
than compared to higher z.
To determine the corrections, we take a linear least-squares fit to the relation
between βGLX and βIUE for various redshifts. The behavior of the slope, m, and
offset, b, as a function of redshift is shown in Figure 3.13. We show the value of these
parameters for several models with different ages of continuous star formation. As
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Figure 3.13. The functional relationship between βGLX and βIUE . The slope, m,
and the offset, b, in the fit of βIUE = mβGLX + b as a function of redshift is shown
for SB99 models with different ages of continuous star formation. There is relatively
little variation in the behavior for the different age models (open symbols). Our
sample was restricted to z < 0.1, to limit the influence of absorption lines on the
value of βGLX . We adopt the 100 Myr case (green triangles) for our conversion, as
it is a fair representation of the average trend. The behavior of the slope and offset
are well approximated by a second-order and fourth-order polynomials (red lines),
respectively. The parameters of the fits to the 100 Myr values are shown.

expected, the variation among the parameters of the fit are relatively small between
the different models. The 100 Myr case seems to be a fair representation of the
average trend and so we will adopt it for determining corrections.
The value of m behaves in a manner that can be well approximated by a secondorder polynomial. Fitting the 100 Myr case to this functional form gives
m(z) = 1.050 − 0.395z − 2.505z 2 .

(3.18)

The value of b behaves in a slightly more complicated manner and is better fit using
a fourth-order polynomial. Fitting the 100 Myr case to this functional form gives
b(z) = −0.062 − 1.328z + 10.10z 2 − 152.4z 3 + 333.9z 4 .

(3.19)

By adopting these fits to the relationship between βGLX and βIUE , we can reproduce
the observed trends in Figure 3.12 very well. These conversion parameters are similar
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to those found in other studies using more robust techniques (e.g., Kong et al., 2004;
Takeuchi et al., 2012).
We examined if the assumption of the attenuation curve is important in the conversion from βGLX to β by by also using the (Calzetti et al., 2000) attenuation curve.
We find that differences in the conversion are not significant over 0 < z < 0.1
(|∆m| . 0.02, |∆b| . 0.05), and for this reason we do not expect this choice to
have a significant impact on the results.
The relationship between the UV slope, β, as a function of τBl is shown in Figure 3.14, where we have used the average relation between βGLX and βIUE . The
Spearman and Kendall nonparametric correlation tests give ρS = 0.47 and τK = 0.32,
respectively, for this relation. Taking a linear least-squares fit gives
β = (1.95 ± 0.03)τBl − (1.61 ± 0.01) ,

(3.20)

with an intrinsic dispersion of σint = 0.44. Adopting the same six ranges in τBl for
the bins as before gives a similar trend, with the values also given in Table 3.1. The
behavior of the relationship is similar to before with nearly the same slope but with
a lower offset by -0.15.
Now that the data has been expressed in terms of β, our results can be directly
compared to previous studies. We compare our β − τBl relationship to the sample of
local SB galaxies from Calzetti et al. (1994) and also the sample of z ∼ 2 SFGs from
Reddy et al. (2015) in Figure 3.15. The relationship from Calzetti et al. (1994) is
βIUE = (1.76 ± 0.25)τBl − (1.71 ± 0.12), and has a dispersion of σint ∼ 0.4. For the
sample of z ∼ 2 SFGs in Reddy et al. (2015), the authors found significant variation
in the β − τBl relationship with sSFR (sSFR = SFR/M∗ yr−1 ). As a result of this
they separate their sample into two bins, βSED = (0.95 ± 0.14)τBl − (1.48 ± 0.02) for
−9.60 ≤ log[sSFR] < −8.84 (σint = 0.31), and βSED = (0.87 ± 0.09)τBl − (1.78 ± 0.03)
for −8.84 ≤ log[sSFR] < −8.00 (σint = 0.20), where the SED subscript denotes that
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Figure 3.14. The UV power-law index after correcting for stellar absorption features
in the GALEX passbands, β, as a function of the Balmer optical depth, τBl , for our
sample of SFGs. The method of conversion from βGLX is outlined in Section 3.5.1.
Symbols and lines have the same meaning as in Figure 3.3, however the values have
changed.
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Figure 3.15. Comparison between the β-τBl relation of local SFGs and other relations
in the literature. For each study β is determined in a slightly different way, but in
all cases it represents the UV slope inferred from the stellar continuum (i.e., avoiding
regions with stellar absorption features, see Section 3.5.1 for details). We show our
sample of SFGs (orange line), the Calzetti et al. (1994) sample of SB galaxies (black
line), and the SFGs at z ∼ 2 from Reddy et al. (2015), which is separated according
to sSFR (sSFR = SFR/M∗ yr−1 ; red and blue lines). Our fit at τBl > 0.7 is shown
with a dashed line to denote that there are limited data in this range. The intrinsic
dispersion of our data is denoted by the gray filled region (σint = 0.44). The dispersion
of the other samples are not shown for clarity.

this measurement is based on using the 10 UV windows of Calzetti et al. (1994) on
best-fit stellar population models of the photometric data.
Given the similarities with our attenuation curve with Calzetti et al. (1994), it is
not so surprising that Figure 3.15 shows that the β − τBl relationship of our sample
of SFGs is similar to their SB sample. The overall vertical offset could be linked
to the intrinsic spectrum of the SB galaxies being a little bluer. In contrast, we
see a significantly different relation from the z ∼ 2 SFGs of Reddy et al. (2015).
Such differences likely reflect variations in the geometry of the dust relative to the
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ionized regions with redshift, but it could also result from changes in the properties
of dust grains (e.g., chemical composition, absorption/scattering cross-sections, size
distribution) in galaxies with redshift. However, the range in sSFR values spanned
by the sample in Reddy et al. (2015, −9.6 < log(sSFR) < −8.0) is different from that
of our sample (−10.5 . log(sSFR) . −8.9). We explore the role that sSFR has in
our local β − τBl relation in more detail in Section 3.6.2.
An interesting feature of the β − τBl relation is that galaxies at the lowest dust
attenuation (τBl ∼ 0) have UV slopes that are still reddened (β ∼ −1.6) relative to
what is expected for a nearly dust-free system undergoing moderate star formation
(β ∼ −2.2). This can arise if the dust attenuation in star-forming regions acts in
a different manner than the surrounding ISM (e.g., Charlot & Fall, 2000; Calzetti,
2001). Given the observations, we expect a scenario where the most active starforming regions of the galaxy can be dust obscured but not “seen” in the Balmer
decrement. This is possible if some dust is homogeneously mixed with stars in the
star-forming regions, as such a geometry will result in overall attenuation that is gray
(e.g., Calzetti, 2013). More specifically, the flux density of the star-forming regions
will be significantly reduced relative to the older population, such that it does not
contribute to the observed UV slope, but which still provides an observed Balmer
decrement that is similar to the intrinsic value. Such a scenario has been seen in
star clusters (Calzetti et al., 2015), and can explain the appearance of UV reddening
despite the optical diagnostics that suggest minimal attenuation from the ISM.
3.5.2

Disentangling the Influence of a 2175 Å Feature

A characteristic feature of the MW extinction curve is the dust feature at 2175 Å
(see Figure 3.11). It is well known that the presence of scattering for an extended
source by a foreground dust screen has the effect of reducing the overall optical depth,
flattening the attenuation curve, and diminishing the strength of the 2175 Å feature
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(Natta & Panagia, 1984; Calzetti et al., 1994). In addition, it has been suggested
that the strength of the UV field may affect the dust that produces this feature (e.g.,
Gordon et al., 2003). Together, these effects can explain the absence of this feature
from the SB attenuation curve (Calzetti, 2001). However, a 2175 Å feature has been
seen to some extent in the attenuation curve of other local (e.g., Conroy et al., 2010;
Wild et al., 2011) and high-redshift galaxies (e.g., Noll et al., 2009; Buat et al., 2011,
2012; Kriek & Conroy, 2013; Scoville et al., 2015). In this section we will address
the effects that such a feature would have on our observations if it persisted to some
degree.
In Figure 3.16, we show the location of the FUV and NUV bands as a function of
redshift relative to the MW extinction curve. It can be seen that for the redshift range
of our sample (0 < z < 0.1), the 2175 Å feature always lies within the GALEX NUV
filter. The limited nature of our UV coverage also implies that we cannot separate our
sample into redshift bins to determine underlying differences in the shape of the UV
continuum. Therefore, there is a legitimate concern whether such a feature can be
influencing the derived values of the UV slope in this analysis. Despite our inability to
directly measure the presence of the 2175 Å feature, we provide several considerations
below that suggest that on average it is quite weak in our sample.
First, the presence of a 2175 Å feature can only make a UV spectrum, as measured by βGLX , appear bluer. We demonstrate this effect by showing the results of
adding a MW-like 2175 Å feature of varying strength to the Calzetti et al. (2000)
SB attenuation curve on a template with a fixed UV slope. The strength of the
2175 Å feature is crudely determined by subtracting off the excess extinction in the
MW curve between 1600 − 2850 Å assuming an underling linear relation. The nature of this method, along with the modified SB attenuation curves, are shown in
Figure 3.17. For the purpose of comparing effects on βGLX , we offset the β-τBl relation from Calzetti et al. (1994) by the average difference found in our sample due

121

Figure 3.16. The Milky Way extinction curve and the corresponding value inferred
from a convolution of GALEX bands over the redshift range of our sample (0 <
z < 0.1). The wide passband of the NUV acts to suppress the strength of a 2175 Å
feature, thus making it more difficult to detect the presence of a feature.
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to stellar absorption lines (βGLX ∼ β + 0.15; see Section 3.5.1). For simplicity, the
template assumed is a smooth UV flux density profile with β = −1.56 (F = λβ ),
which is chosen because it is similar to the zero-point of the offset of the Calzetti
et al. (1994) relation. To determine βGLX as a function of τBl for each attenuation
curve, we vary E(B − V )gas , which relates to τBl through equation (3.4), and assume
hE(B − V )star i = 0.44hE(B − V )gas i (Calzetti et al., 2000) to attenuate the template
(Fobs = Fint 10−0.4E(B−V )star k(λ) ). Looking at Figure 3.18, it is apparent that the βGLX τBl relation is flatter as the strength of a 2175 Å feature is increased. This trend
occurs because the added absorption within the NUV passband from the feature results in the observed UV slope appearing bluer. Since we do not observe a flatter
relation in comparison to that of Calzetti et al. (1994), this would argue against a
significant feature in the attenuation curve. In addition, if the strength of the feature
were to vary significantly over the sample we would expect to see a larger dispersion
in the observed βGLX -τBl relation at larger τBl , which does not appear to occur in
Figure 3.3. However, given the large scatter of the observed βGLX -τBl relation, a more
subtle influence of such a feature cannot be ruled out.
Second, if an absorption feature is affecting the NUV flux density, then we would
expect to see discrepancies in the appearance of the UV-optical spectra seen in Figure 3.7. Any absorption in the NUV band would lead to a bluer looking slope, which
in turn would cause large offsets between the estimated flux density at 2600 Å and the
start of the SDSS spectra at ∼4000 Å. Following the previous argument, the presence
of a feature would additionally manifest itself in the derived selective attenuation
curve (Figure 3.9), resulting in an offset between the UV and optical regions. Such
a feature would cause larger values of Q(λ) for the NUV portion, which does not
appear to be the case because they are all well approximated by a single third-order
polynomial over the entire UV-optical wavelength region.
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Figure 3.17. Demonstration of adding a 2175 Å feature to the starbust attenuation
curve. As a test, we can determine if adding a feature to the Calzetti et al. (2000)
attenuation can reproduce the differences between that attenuation curve and the one
we are finding. To achieve this we assume a linear relation underlying the 2175 Å
feature and subtract off the bump feature. The residual bump, kbump , can then be
added to the Calzetti et al. (2000) at various strengths.
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Figure 3.18. The βGLX -τBl relation found using the Calzetti et al. (2000) attenuation
curve, k(SB), modified with an added 2175 Å feature at various strength relative to
the MW. These curves are applied to a smooth UV flux density profile with β = −1.56
(chosen because it has an intrinsic UV slope similar to the zero-point of the observed
relations; dashed lines). It can be seen that adding this feature acts to keep the
observed UV slope bluer as a function of τBl , a result of the extra attenuation in the
NUV band. Since such a trend is not seen in our sample relative to the Calzetti et al.
(1994) relation, this would suggest that such a feature is not significant in a majority
of these galaxies.
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Since we do not see the influence of a 2175 Å feature in our average attenuation
curve, we can rule out that it is playing a significant role in the average SFG. However,
more detailed analysis of the UV spectrum, ideally with spectroscopy, should be
pursued to determine this conclusively. Such analysis is beyond the immediate scope
of this chapter.

3.6
3.6.1

Discussion
Influence of Galaxy Properties on Dust Attenuation

Since the dust in these galaxies is giving rise to the observed attenuation, one
would naturally expect correlations to exist between parameters that are strong indicators of the presence of dust. The two ingredients needed for significant dust content
in a galaxy are high metal content and high gas content (e.g., Calzetti & Heckman,
1999). Previous studies have found a positive correlation between the total dust
mass in galaxies with their gas-phase metallicity (Draine et al., 2007; Galametz et al.,
2011), however the functional form of this relation is still under considerable debate.
In addition, there are the well-known positive correlations between stellar mass and
metallicity (e.g., Tremonti et al., 2004) and stellar mass and SFR, also called the
star-forming main-sequence (e.g., Brinchmann et al., 2004; Cook et al., 2014). Taken
together, these relations suggest a scenario where the most massive galaxies and/or
active SFGs accumulate a larger amount of dust that can lead to elevated levels of
attenuation compared to their low mass and/or weakly star-forming counterparts. A
relation between SFR and amount of dust attenuation is observed, for instance, in local galaxies (e.g., Wang & Heckman, 1996; Calzetti, 2001). However, the requirement
of high gas content implies that there will eventually be a turnover in this behavior
as one moves to the most massive galaxies, which are dominated by elliptical galaxies. This is a consequence of the baryon efficiency of galaxies experiencing a turnover
at around M∗ , implying a gas-deficiency in the most massive galaxies (e.g., Guo et
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al., 2010). Such a scenario naturally explains why massive elliptical galaxies typically
have negligible dust content. Unfortunately, the complex nature of the many physical
mechanisms giving rise to the correlations mentioned above have made quantifying
this picture difficult.
Here we explore the presence of correlations between observational parameters
associated with dust attenuation and various galaxy properties in order to help understand what properties are important for the presence of dust. In this section we
will make use of β for the UV slope in order to limit systematic effects with redshift. We examine the relationships between β and τBl with the metallicity, stellar
mass, SFR, and SFR surface density (ΣSFR ) of the galaxies. We will examine the
role of galaxy inclination on attenuation in Chapter 5. As a reminder, we utilize
the measurements of these quantities within the 3” SDSS fiber, along with their 1σ
uncertainties, derived by the MPA/JHU group. The resulting comparisons are shown
in Figure 3.19. Looking at this Figure, it is evident that tighter relationships arise
for τBl than for β. Part of this is likely due to the smaller uncertainties in former
quantity, but it is also the case that differences in the underlying SFH of these galaxies could have a larger influence on the UV luminosity, and hence the UV slope. As
has been found in many previous studies, the trends here suggest that SFGs with
larger metallicities, stellar masses, and star formation rates tend to have higher dust
attenuation (e.g., Wang & Heckman, 1996; Hopkins et al., 2001; Garn & Best, 2010;
Reddy et al., 2015). We perform a simple second-order polynomial fit to the data
shown in Figure 3.19, to illustrate the general trends. We stress that these fits do not
formally account for the uncertainties in the parameters and should only be used as
a guideline. We present each fit, along with the intrisic dispersion from this relation,
in Table 3.2. In this table, we also show the coefficients for the Spearman, ρS , and
Kendall, τK , nonparametric correlation tests, which act as a gauge of the correla-
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tion strength. Similar to before, the large sample size makes the probability of no
correlation be very close to zero and no longer meaningful to report.
For comparison, we plot the relationships found in Garn & Best (2010) using the
full SDSS SFG dataset (∼100,000 galaxies) for Hα attenuation, AHα as a function
of metallicity, stellar mass, and SFR in Figure 3.19. We convert AHα back into a
Balmer decrement following their assumption of a Calzetti et al. (2000) attenuation
curve (see their equation (1)), and then convert that into τBl using equation (3.3).
For consistency, we convert their metallicity values, derived using the O3N2 indicator
(Pettini & Pagel, 2004), into Tremonti et al. (2004) values using the relation provided
in Kewley & Ellison (2008). As expected, we find that the relationship we see with
metallicity is nearly identical to theirs, although we do not see any evidence of a
turnover at high metallicities as they suggest. However, significant differences appear
between our relationships and those of Garn & Best (2010) for τBl as a function of
stellar mass and SFR. This is a result of their use of total galaxy values for stellar
mass and SFR, whereas we utilize fiber measurements, because the Balmer decrement measurement in both studies are coming from only the fiber region (same τBl
values) but the enclosed stellar mass and SFR are aperture dependent. The aperturedependence of these values gives rise to the horizontal offset between the relations.
In their analysis Garn & Best (2010) assume that the Balmer decrement is not dependent on the fiber aperture, which has been found to hold in some studies albeit
with a large dispersion among individual cases (e.g., Kewley et al., 2005; Zahid et
al., 2013). However, other studies have found radial dependencies that suggest the
Balmer decrement decreases with increasing radius (e.g., Muñoz-Mateos et al., 2009;
Iglesias-Páramo et al., 2013), with more massive galaxies having larger gradients (Nelson et al., 2016). Given the inconclusive nature of this effect, we choose not to make
assumptions regarding the aperture corrections for the attenuation, as we want all
comparisons to be as self-consistent as possible.
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Table 3.2. Fit parameters of β and τBl as a function of galaxy properties
l
τB

β
x

range

p0

p1

p2

σint

ρS

τK

p0

p1

p2

σint

ρS

τK

12+log(O/H)

8.1 < x < 9.2

85.55

-20.95

1.261

0.45

0.44

0.33

29.55

-7.177

4.370×10−1

0.11

0.72

0.52
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log[M∗ (M⊙ )]

7.4 < x < 10.4

2.334

-1.140

8.392×10−2

0.46

0.43

0.30

2.561

-6.984×10−1

4.889×10−2

0.11

0.72

0.53

log[SFR (M⊙ yr−1 )]
log[ΣSFR (M⊙ yr−1 kpc−2 )]

−2.5 < x < 1.0

-9.115×10−1

4.131×10−1

9.833×10−2

0.47

0.36

0.25

3.585×10−1

1.962×10−1

3.078×10−2

0.11

0.68

0.50

−2.6 < x < −0.2

-1.651×10−1

9.349×10−1

1.897×10−1

0.46

0.37

0.26

5.940×10−1

2.402×10−1

9.625×10−3

0.11

0.67

0.49

Notes. The functional form of these fits are y = p0 + p1 x + p2 x2 . We also report the intrinsic dispersion, σint , which is
taken as the standard deviation from the fitted relation. These fits are performed without accounting for the uncertainties
in the variables and are only intended to illustrate general trends. The coefficients for the Spearman, ρS , and Kendall, τK ,
nonparametric correlation tests are also given for each case.

Figure 3.19. β and τBl as a function of various galaxy properties. Shown from top
to bottom are gas-phase metallicity, stellar masses, SFRs, and SFR surface density
(ΣSFR ), respectively. A representative error bar is shown in the top left of each
panel. All quantities show a positive correlation with the amount of UV and optical
attenuation. Second-order polynomial fits to the data are shown as solid red lines,
with the dispersion shown as dotted red lines (±σint ). When possible, we compare
to Garn & Best (2010), which are offset in M∗ and SFR due to their use of total
quantities in contrast to our fiber-only values (see Section 3.6.2).
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Understanding the general relationships between the amount of attenuation and
these parameters offers a potential avenue for determining appropriate dust corrections at higher redshifts. However, several studies have found that the relationship
between dust attenuation and SFR appears to evolve with redshift (e.g., Reddy et
al., 2006, 2010; Sobral et al., 2012; Domı́nguez et al., 2013). The studies of Sobral
et al. (2012) and Domı́nguez et al. (2013) also examined the relation between dust
attenuation and total stellar mass and find that it does not show significant evolution
from redshift z = 0.1 to 1.5 when comparing to Garn & Best (2010). As a consequence, they state that total stellar mass might be a fundamental predictor of dust
attenuation corrections. However, since we find an offset relative to the Garn & Best
(2010) relation when using fiber-only measurements (due to less mass being enclosed),
this result suggests that the relation between dust attenuation and total stellar mass
is not fundamental. We suspect that the correlations between the attenuation and
stellar mass or SFR is a byproduct of their strong correlation with metallicity and/or
gas content, which are more fundamental predictors for the presence of dust. Additional studies are needed to determine if the relationship between attenuation and
metallicity is redshift-dependent.
3.6.2

Variation in β-τBl

Given the large number of sources in our sample, we can also examine the variation
in the behavior of the β-τBl relation for galaxies with specific properties and identify
key drivers of the large intrinsic scatter. Recent findings by Reddy et al. (2015)
examining SFGs at z ∼ 2, found that galaxies appear to show significant differences
in the β-τBl relation as a function of galaxy sSFR. We separate our sample into three
subsamples according to Dn 4000 and sSFR, as these may be expected to correlate to
the intrinsic UV slope. We also divide the sample by z in order to test whether a
fixed aperture with redshift influences the measurements. The results are shown in
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Figure 3.20. We chose the subsamples to consist of roughly one-third of the sample
(∼ 3000 galaxies). We note regions with low sampling of galaxies with dashed lines.
Looking at Figure 3.20, it can be seen that no significant differences are evident in the
β vs τBl relation with Dn 4000, sSFR, or z, which indicates that the intrinsic scatter
is not driven primarily by these parameters. We do not observe large variations in
the offset of β with sSFR, as is seen in Reddy et al. (2015), but we note these studies
probe different regimes, with the bin of highest sSFR (−9.6 < log[sSFR] < −8.9) in
our sample corresponding to the bin of lowest sSFR their sample (−9.6 < log[sSFR] <
−8.84), which makes direct comparison difficult.
We find that it is not particularly informative to divide the sample according to
galaxy metallicity, mass, SFR, or ΣSF R because these show significant correlation with
the attenuation parameters, which implies that these parameters segregate galaxies
in β-τBl parameter space. As a result, this makes it difficult to differentiate between
variation in attenuation relations because low and high attenuation galaxies would
be separated. As an example, we illustrate the sample separated into three equally
spaced bins in metallicity, which is arguably more informative here instead of equal
number bins, in Figure 3.20. It can be seen that the higher metallicity galaxies
(8.8 < 12 + log(O/H) < 9.2), which correspond to the majority of our sample, are
driving much of the observed trend between β and τBl .
3.6.3

Variation in the Attenuation Curve

In a similar manner to how the sample was divided to see the effect on the observed
values of β and τBl , we can now examine how the attenuation curve changes with these
properties. We utilize the same subsamples presented in Section 3.6.2 of Dn 4000,
sSFR, and z. For each parameter except Dn 4000, we add an additional constraint
that 1.1 < Dn 4000 < 1.3 in order to limit the stellar population age effects. We follow
the same methodology presented in Section 3.4.3, dividing each sample into 6 bins of
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Figure 3.20. The β-τBl relation for subsamples of galaxies with different properties.
The parameters considered here are Dn 4000, sSFR, z, and gas-phase metallicity. Only
small differences appear among the different subsamples, which are not significant
given the scatter in the data. In addition, the intrinsic dispersion is not seen to
decrease among these subsamples. The lower panel acts to illustrate that the strong
correlation of β and τBl with metallicity isolates different regions of parameter space.
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Table 3.3. Fit parameters of UV-optical attunation curve Q(λ) as a function of
galaxy properties
x

range

f

p0

p1

p2

p3

Dn 4000

1.1 < x < 1.3

+0.33
2.396−0.29

-2.488

1.803

-2.609×10−1

1.452×10−2

-2.565

1.823

-2.510×10−1

1.332×10−2

-2.139

1.551

-2.320×10−1

1.373×10−2

1.016 < x < 1.185
1.185 < x < 1.251

log[sSFR (yr−1 )]

+1.18
2.840−0.35

1.251 < x < 1.418

+1.16
2.840−0.58

-2.138

1.567

-2.358×10−1

1.364×10−2

−10.50 < x < −9.90 ∗

+0.22
2.580−0.26

-2.423

1.817

-2.862×10−1

1.636×10−2

-3.065

2.225

-3.168×10−1

1.664×10−2

−9.90 < x < −9.60 ∗

z

+0.31
2.283−0.26

+0.58
1.931−0.26

−9.60 < x < −8.90 ∗

+0.45
1.804−0.27

-3.185

2.275

-3.063×10−1

1.567×10−2

0.002 < x < 0.045 ∗

+0.36
2.302−0.38

-2.642

1.931

-2.913×10−1

1.717×10−2

-2.488

1.759

-2.317×10−1

1.169×10−2

-2.584

1.859

-2.572×10−1

1.321×10−2

0.045 < x < 0.069 ∗
0.069 < x ≤ 0.105 ∗

+0.36
2.296−0.41

+0.32
2.260−0.16

Notes. The uncertainty in f denotes the maximum and minimum values from fits
using individual Qn,r (λ) for each subsample (see Section 3.4.3). The functional form
of these fits are Q = p0 + p1 x + p2 x2 + p3 x3 . ∗ These cases also have the constraint
that 1.1 < Dn 4000 < 1.3.
τBl and constructing average flux templates, to derive the attenuation curve for these
subsamples. We do not consider bins with less than 100 galaxies in determination of
the effective attenuation curve. For nearly all cases the effective attenuation curve in
the UV (derived from βGLX ) and optical (derived from SDSS spectra) appear to be
in agreement and well approximated by a single third-order polynomial. All of the
fits to these subsamples are presented in Table 3.3.
We plot the subsample curves of Q(λ) alongside our average curve derived earlier
and the Calzetti et al. (2000) curve (left panels), as well as the curves normalized
by f and alongside the Fitzpatrick (1999) MW curve (right panels), in Figure 3.21.
Slight differences in Q(λ) appear in the Dn 4000 and sSFR subsamples, with the latter
case being more significant. If we make the crude assumption that these galaxies have
similar extinction curves, then this would indicate variation in hE(B −V )star i/hE(B −
V )gas i. These differences suggest that galaxies with lower Dn 4000 or higher sSFR
have slightly higher ratios of hE(B − V )star i/hE(B − V )gas i (lower f ). These changes
are quite interesting because they indicate differences in the relative reddening of
the ionized gas and the stellar continuum. One possible explanation for this is that
in galaxies with elevated SFRs the UV reddening is more heavily weighted towards
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the same regions that dominate the Balmer line emission, thus increasing hE(B −
V )star i/hE(B − V )gas i. One can imagine that for the extreme scenario where nearly
all of the global flux density is exclusively produced in HII regions, that this ratio
would approach unity. However, this behavior is dependent on the optical depth of
these star-forming regions. In their study of z ∼ 2 SFGs, Reddy et al. (2015) find
a lower ratio with increasing sSFR which they attribute to a larger fraction of the
star formation in the galaxy becoming obscured in optically thick regions as the SFR
increases. These obscured regions do not contribute significantly to the UV emission,
but they continue to contribute to the Balmer line emission. Thus, the UV slope
underestimates the dust attenuation relative to the Balmer line inferred attenuation
for these galaxies such that hE(B − V )star i/hE(B − V )gas i decreases toward larger
SFRs. It is important to note that a lower ratio of hE(B−V )star i/hE(B−V )gas i is also
possible if higher star formation activity gives rise to significant outflows that reduce
the overall optical depth affecting the stellar continuum. It is also important to state
again that the sample of Reddy et al. (2015) probes a higher range of sSFR than
our sample and this may lead to differences in the underlying physical mechanisms
at work between the two samples. Given the complex dependence of this ratio, we
can not make any clear statement as to the cause of the differences that we see in our
sample.
Another notable result that can be seen in Figure 3.21 is that there is virtually
no dependence on the behavior of the attenuation curve as a function of the redshift
spanned by our sample. We take this to indicate that the different physical aperture
scales being probed as a result of our choice of fixed angular aperture does not seem to
significantly alter the resulting curve. This also indicates that the average attenuation
properties over smaller galaxy regions do not significantly deviate from the total
values.

135

Figure 3.21. The effective attenuation curve for subsamples of galaxies with different properties. The parameters considered here are Dn 4000, sSFR, and z. Slight
differences in Q(λ) appear with changes in Dn 4000 and sSFRs, with the latter being
more significant (uncertainty not shown for clarity). This indicates variation in f
(or equivalently in E(B − V )star /E(B − V )gas ), which can result from changes in the
relative contribution to the global flux density from massive stars (see Section 3.6.3).
However, after normalizing the curves as f Q(λ), all cases are consistent with the same
attenuation curve found from our total sample average (red line). The lack of variation in Q(λ) with redshift indicates that the choice of fixed aperture (corresponding
to different physical scales with z) does not seem to influence the derived curve.
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Despite the changes seen in the behavior of Q(λ) with proxies for stellar age, after
normalizing the curves as f Q(λ) the difference in the curves is significantly reduced
in all cases (see right panels of Figure 3.21). A similar result was found by Reddy et
al. (2015) for their z ∼ 2 sample of galaxies separated by sSFR, albeit with a different
overall shape than we find for local galaxies. This remarkable result indicates that
despite the differences in physical properties and SFHs that are spanned by SFGs in
the local Universe, on average they appear to suffer from a similar attenuation curve.
However, the large scatter in the β-τBl relation and the flux density SEDs likely implies
that there are variations in the attenuation on a case-by-case basis, part of which can
stem from differences in the star-dust geometry.

3.7

Conclusions

We use a sample of ∼10,000 local (z . 0.1) SFGs to constrain the nature of dust
attenuation in galaxies as a function of their physical properties. Utilizing aperturematched UV and optical data, we find a linear relationship between the UV power-law
index, β, and the Balmer line optical depth, τBl , which is similar to the local SB relation. The large scatter (σint = 0.44) of this relation suggests there is significant
variation in the attenuation of individual galaxies local Universe. Using this large
sample, we are able to quantify how the attenuation is influenced by varying galaxy
parameters. We observe significant correlations between the amount of UV and ionized gas reddening with galaxy metallicity, M∗ , SFR, and ΣSFR . A weaker negative
correlation is seen with the mean stellar age, traced by the 4000 Å break (Dn 4000).
These trends are consistent with a scenario where the total dust content increases
with star formation activity and also builds up slowly with age. These relationships
can provide a way for determining attenuation in other studies if these parameters are
available. However, we stress that the redshift evolution of some of these relationships
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(e.g., Reddy et al., 2006, 2010; Sobral et al., 2012; Domı́nguez et al., 2013) poses a
problem in the application to higher redshift studies.
Using our sample we derive an attenuation curve over the wavelength range
1250Å < λ < 8320Å. We find a lower selective attenuation in the UV compared
to previously determined attenuation curves that is about 20% lower than the SB
curve from Calzetti et al. (2000) at 1250Å. However, given that the normalization of
our curve is still unknown, it is not clear whether this also corresponds to lower total
attenuation. Such an analysis will be the subject of Chapter 4. We see no evidence
to suggest that a significant 2175 Å feature is present in this curve, although this
cannot be conclusively determined without available UV spectroscopy. The relative
reddening of the stellar continuum is roughly one-half of the amount suffered by the
ionized gas, with hE(B − V )star i = 0.52hE(B − V )gas i (assuming Fitzpatrick (1999)
MW extinction for the ionized gas), in good agreement with previous studies (Calzetti
et al., 1994; Wild et al., 2011; Kreckel et al., 2013; Reddy et al., 2015). We emphasize
that this is the average relation and that individual cases will vary from this ratio
depending on their properties.
When dividing the sample according to different galaxy properties we find that
galaxies with larger sSFRs have smaller f values (larger ratios of hE(B−V )star i/hE(B−
V )gas i). However, after normalizing the curves to remove the effects of differential
reddening, the variation in the curves is significantly reduced in all cases. This result
indicates that despite differences in physical properties and SFHs spanned by SFGs
in the local Universe, on average they appear to suffer from a similar underlying attenuation curve. This single attenuation curve is well suited for application to large
statistical studies of SFGs, but should be used with caution on a case-by-case basis.
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CHAPTER 4
CHARACTERIZING DUST ATTENUATION IN LOCAL
STAR-FORMING GALAXIES: NEAR-INFRARED
REDDENING AND NORMALIZATION

This chapter1 focuses on characterizing the NIR dust attenuation of local SFGs in
order to determine the normalization of the curve (RV ). We also examine if there is
significant variation in this factor among galaxies with different physical properties.

4.1

Introduction

The SB attenuation curve of Calzetti et al. (2000) has been extensively utilized
by the community to correct for effects of dust in galaxies, often for cases with different properties than SB galaxies and/or at a higher redshift where it may not be
appropriate. In fact, the results of Reddy et al. (2015), using a sample of 224 SFGs
at z ∼ 2, suggest that the attenuation curve of galaxies at higher redshifts has a
lower normalization (RV ) than the local SB curve. This finding clearly illustrates
the need to develop an understanding of the factors that influence the behavior of
dust attenuation in order to accurately correct for it. The best way to do this is to
utilize much larger samples of galaxies to examine the behavior of dust attenuation
as a function of various physical properties in those galaxies.
In the previous chapter, we performed the task of characterizing the variation in
the selective attenuation curve in the UV-optical wavelength range (1250 − 8200 Å)
1

These results are based on research presented in Battisti et al. (2017).
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using a sample of 9813 local SFGs. We found that the average selective attenuation in the UV and optical for SFGs does not change significantly when examining
subpopulations separated according stellar mass, specific star formation rate (sSFR),
or mean stellar population age, although there is noticeable scatter in the attenuation among individual galaxies. In this chapter, we extend this analysis to the NIR
(0.82 − 2.1 µm) in order to determine the normalization of our previously derived
attenuation curves and to determine if this normalization shows variation.
Throughout this chapter we adopt a Λ-CDM concordance cosmological model,
H0 = 70 km/s/Mpc, ΩM = 0.3, Ωvac = 0.7. As before, we make an explicit distinction
between the color excess of the stellar continuum E(B − V )star and the color excess
seen in the nebular gas emission E(B − V )gas . We define the total infrared luminosity
R 1100µm
as LTIR = 3µm Lν dν.

4.2
4.2.1

Data and Measurements
Sample Selection

The parent sample of galaxies used in this chapter are the same as in Chapter 3.
As a brief reminder, we select galaxies from the GALEX (Martin et al., 2005; Morrissey et al., 2007) data release 6/7 catalogs of Bianchi et al. (2014) with FUV and
NUV detections of S/N > 5. These sources are cross-matched with spectroscopically
observed galaxies in the SDSS DR7 (Abazajian et al., 2009), as we utilize emission
line diagnostics to remove sources with a significant AGN contribution from the sample and to determine the dust content (through the Balmer decrement). Using this
selection criteria, together with the requirement of z ≤ 0.105 to avoid the FUV band
being affected by absorption features, provides a sample of 9813 SFGs that acts as
the parent sample for our analysis.
We perform a search for sources with NIR detections in the UKIRT (United Kingdom Infrared Telescope) Infrared Deep Sky Survey (UKIDSS; Hewett et al., 2006).
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UKIDSS utilized the UKIRT Wide Field Camera (WFCAM; Casali et al., 2007),
with the calibration described in Hodgkin et al. (2009), and consists of five surveys
that cover a range of areas and depths. For the purpose of our analysis we are only
interested in using the Large Area Survey (LAS; Lawrence et al., 2007) because it
lies within the SDSS footprint. The LAS observed a 4000 deg2 region area in Y , J,
H, and K (λeff = 1.0305, 1.2483, 1.6313, and 2.2010 µm) to depths of mVega = 20.3,
19.5, 18.6, and 18.2 mag, respectively (5σ detection). We cross-matched sources in
the Data Release 10 (DR10) of the LAS (lasSource) using the SDSS coordinates
with a search radius of 2” in the WFCAM Science Archive2 (WSA; Hambly et al.,
2006). We exclude galaxies for which the photometry is labeled as having been deblended because the flux in such objects has been shown to be overestimated (Hill
et al., 2010). We select the 5.7” diameter aperture magnitude for the Y JHK bands
(y,j 1,h,kAperMag6) and find 3018 SFGs from the parent sample with S/N > 3 in
all four bands.
Given that the UKIDSS LAS does not cover the entire SDSS footprint, we also
perform a search for sources with NIR detections in the Two-Micron All Sky Survey
(2MASS; Skrutskie et al., 2006) to identify additional sources for better statistics. The
2MASS observed the entire sky in J, H, and KS (λeff = 1.235, 1.662, and 2.159 µm)
to depths of mVega = 15.8, 15.1, and 14.3 mag, respectively (10σ detection). As the
majority of galaxies in our sample have a small angular extent on the sky relative
to the PSF of 2MASS (∼2.8”), almost all cases with detections are contained within
the 2MASS Point Source Catalog (PSC; Cutri et al., 2003). This cross-matching is
performed using the NASA/IPAC Infrared Science Archive (IRSA) GATOR service3
with a search radius of 3” from the SDSS coordinates. We select the standard 2MASS
aperture magnitude for the JHKS bands (j,h,k m stdap), which have a diameter
2

http://wsa.roe.ac.uk/

3

http://irsa.ipac.caltech.edu/Missions/2mass.html
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of 8”. To mitigate the issue of sight-line contamination for this relatively large aperture, we exclude cases where multiple components are detected within 5” (bl flg>1).
Because the PSC is intended primarily for stellar objects, the aperture magnitudes
provided are corrected to total values assuming a point-like source. For the purposes
of our analysis we want to remove this correction and utilize fixed aperture values.
We remove the aperture correction using the information in the 2MASS Atlas Image
Info available through IRSA, which specifies the correction applied to sources within
a given image frame. We identify the appropriate image frame using the scan, coadd,
and scan key number provided in the PSC. We have checked that the aperture photometry performed in this manner are in agreement with the aperture data from a
subset of the sample also available from the 2MASS Extended Source Catalog (XSC;
Jarrett et al., 2000), where no aperture corrections were applied. For the 2MASS
data, we find 3560 SFGs with S/N > 3 in all three bands.
For our analysis we combine the data from the LAS and 2MASS because they offer
complementary views of the parent UV-optical sample. The LAS provides a good
census of the more common faint galaxy population but lacks rarer, bright objects,
which are abundant in the shallower but full-sky 2MASS. This wider flux density
sampling is important because brighter (more massive) galaxies tend to experience
more dust attenuation (e.g., Wang & Heckman, 1996; Hopkins et al., 2001; Garn &
Best, 2010; Reddy et al., 2015) and probing a wider range in dust content provides
more accuracy in characterizing the dust attenuation. We demonstrate the difference
in dust content, as probed by the Balmer optical depth (τBl , see Section 4.3), for the
different samples in Figure 4.1. Combining the two samples provides NIR data for
5546 unique SFGs (1032 galaxies are observed in both surveys) and gives a wider
range in τBl than is possible with each survey individually. When data are available
in both surveys for a galaxy we utilize the deeper LAS data because it has a better
S/N.
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Figure 4.1. Distribution of Balmer optical depths for the near-IR sample. We show
the UKIDSS LAS (orange line) and the 2MASS (magenta line) samples compared to
the parent sample selected in the UV-optical (black line). The deep LAS provides
a similar distribution as the parent sample but because it only covers a portion of
the SDSS footprint it provides poor statistics on galaxies with large τBl , which tend
to be more massive galaxies. The 2MASS is relatively shallow but covers the entire
SDSS footprint and provides excellent sampling of galaxies with large τBl . Combining
unique galaxies in the two surveys (green line) increases our NIR sample size and
provides a wider range of τBl for use in deriving the attenuation curve (Section 4.4).
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As in the previous chapter, all measurements of galaxy properties are from the
MPA/JHU group and correspond to the 3” SDSS fiber, which is typically centered
on the nuclear region and represent a fraction of the total galaxy. All photometry and spectroscopy is corrected for foreground Milky Way extinction using the
GALEX provided E(B − V )MW with the extinction curve of Fitzpatrick (1999). The
fiber regions of the 5546 SFGs in this sample span the following range in properties:
6.31 < log[M∗ (M⊙ )] < 10.67 (median=9.34), −3.43 < log[SF R(M⊙ yr−1 )] < 1.60
(median=−0.36), and 7.91 < 12 + log(O/H) < 9.37 (median=8.94).
4.2.2

Optical-NIR Aperture Matching

The aperture photometry obtained from the LAS and 2MASS source catalogs
are larger than the 4.5” aperture used for the UV-optical data in Chapter 3 and
require a correction to match the previous data to derive the underlying attenuation
curve in the NIR. We perform the corrections using the annular light profile catalog
(PhotoProfile) from the SDSS, which are obtained through the CasJobs website.
This catalog provides annular aperture photometry at the radii of 0.22, 0.67, 1.03,
1.75, 2.97, 4.58, 7.36, and 11.42” (as well as larger values, but these are not utilized),
which we convert into cumulative flux densities. We then linearly interpolate these
flux densities to 4.5, 5.7, and 8.0”. We normalize the UKIDSS and 2MASS photometry
such that the ratio between the NIR and the SDSS z-band flux density at the catalog
aperture is preserved for 4.5” (e.g., UKIDSS: fJ (4.5”) = fz (4.5”)[fJ (5.7”)/fz (5.7”)];
2MASS: fJ (4.5”) = fz (4.5”)[fJ (8”)/fz (8”)]).
As a check on the consistency between the datasets, we compare the aperture
corrected photometry for the 1032 galaxies observed in both surveys. The effective
wavelengths of the UKIDSS and 2MASS filters are slightly different and to account
for this we linearly interpolate flux densities, in log(Fλ )-log(λ) space (this region
behaves as Fν ∝ ν α ), to match at the effective wavelength of the 2MASS filters. The
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behavior of the NIR spectral region is relatively smooth such that interpolating values
for such small wavelength offsets are sufficient. We find that the fractional difference
between the aperture corrected flux densities in the different bands have symmetric
distributions with average values of |µ| < 3% with 1σ < 20%, indicating good general
agreement (see Appendix B for details). The large dispersion between the samples
is driven by the large uncertainty for many of the faint 2MASS sources that overlap
with UKIDSS, where the majority of these 2MASS sources have 5 > S/N > 10.

4.3

Methodology for Characterizing Attenuation

As done in Chapter 3, we quantify the dust attenuation in each galaxy through
the Balmer optical depth, τBl . As a reminder, this quantity is defined as

τBl

= τHβ − τHα = ln



F (Hα)/F (Hβ)
2.86



,

(4.1)

where F (Hα) and F (Hβ) are the flux of the nebular emission lines, and the value of
2.86 comes from the theoretical value expected for the unreddened ratio of F (Hα)/F (Hβ)
undergoing Case B recombination with Te = 104 K and ne = 100 cm−3 (Osterbrock,
1989; Osterbrock & Ferland, 2006).

4.4
4.4.1

NIR Dust Attenuation Curve
Galaxy Templates

To empirically determine an attenuation curve, we need to compare the SEDs
of galaxies with differing amounts of dust attenuation. As highlighted in previous
chapters, this task is made complicated by the fact that galaxies are composed of a
collection of many stellar populations of different ages, and their SED can vary significantly from one galaxy to another depending on the SFH. Following Chapter 3, we
will mitigate these issues by selecting samples of galaxies with roughly similar SFHs
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and stellar populations, based on the strength of the 4000 Å break feature (Dn 4000)
and using ensembles of many similar galaxies to construct templates with “average”
stellar populations as a function of attenuation (Calzetti et al., 1994; Reddy et al.,
2015). We stress that in order for such templates to provide meaningful information about the dust attenuation, it is necessary that the average age of the stellar
populations in these galaxies be independent of the relative attenuation.
For our parent sample, a linear relationship is observed between βGLX and τBl ,
although with a very large dispersion (see Figure 3.3). Similar relationships are
observed for local SB galaxies (Calzetti et al., 1994) and also in SFGs at z ∼ 2
(Reddy et al., 2015). In principle, the behavior of this relationship can be used
to constrain the geometric distribution of the stars and dust (see Calzetti, 2001).
For the purpose of this analysis, we assume a foreground-like dust component is
dominating the attenuation, which is consistent with the linear relationship between
these quantities, and provides us with a straightforward manner to derive the effective
attenuation curve. However, we stress that other geometries are not ruled out given
the significant scatter in the observed relationship. For example, the more realistic
two-component model presented by Charlot & Fall (2000) (see also Wild et al., 2011)
also predict near-linear relationships between βGLX and τBl . An implementation of
this geometry would be less straightforward and would not change the quantitative
results or practical implications of our analysis. We also emphasize that the sizescale being considered for these measurements is important. In a study of M83, Liu
et al. (2013) found that on small scales (∼10 pc) the star/dust geometry shows wide
variation, but when averaging on large scales (&100 pc) becomes consistent with a
foreground screen (suggesting other geometries tend to be more localized).
As a reminder, in the scenario in which a foreground-like dust component is dominating the attenuation, the optical depth is expected to behave according to
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τn,r (λ) = − ln

Fn (λ)
,
Fr (λ)

(4.2)

where τn,r corresponds to the dust optical depth of template n, with flux density
Fn (λ), relative to a reference template r, with flux density Fr (λ), and it is required
that n > r for comparison. From this relation, it is possible to determine the selective
attenuation, Qn,r (λ),
Qn,r (λ) =

τn,r (λ)
,
l
δτBn,r

(4.3)

l
l
l
where δτBn,r
= τBn
− τBr
is the difference between the Balmer optical depth of tem-

plate n and r. The normalization for the selective attenuation is arbitrary and we
select Qn,r (5500Å) = 0 as the zero-point.
Following the previous chapter, we select galaxies in a narrow range of Dn 4000
values for comparison. This selection removes the systematic trend where galaxies
with larger Dn 4000 values (older ages) are slightly dustier on average, which impacts
the inferred attenuation in the UV-optical wavelength range (see Section 3.4.3). We
select galaxies within a window of 1.13 < Dn 4000 < 1.33, which is centered on the
mean value of 1.23 for the full NIR sample. We explored using different selection
choices for the sample used in deriving the curve and find that only using Dn 4000
as a restriction leads to systematically larger inferred attenuation curves in the NIR.
The reason for this effect is discussed in Section 4.4.3. As a demonstration case for
now, which will be used for comparison to other subpopulations later, we also impose
a restriction on the stellar mass and select the window of 9.1 < log[M∗ (M⊙ )] < 9.9
that is centered on the peak of the distribution. These restrictions limit the sample
to 2303 galaxies for the analysis presented in this section.
The galaxies within this subpopulation are separated into bins of τBl and the
average SED is determined. We refer the reader to Section 3.4.3 for a description of
the technique used for averaging the optical data. For the NIR data, the effective
wavelength of the filters vary slightly with the redshift of each galaxy and to correct
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for this we interpolate the flux density values to a fixed wavelength such that the
selective attenuation at each band is determined in a consistent manner. As previously
mentioned, the behavior of the NIR spectral region is relatively smooth and this
implies that interpolating values for small wavelength offsets is reasonable. The fixedwavelength flux densities are determined using the observed SDSS z, UKIDSS Y , J,
H, and K bands and linearly interpolating, in log(Fλ )-log(λ) space, to the effective
wavelength corresponding to the average redshift of the subpopulation, in this case
z̄ = 0.06. For galaxies with z > z̄, the K band value is linearly extrapolated (in
log-log space) based on the observed H, and K band values. The average flux density
templates for our galaxies as a function of relative dust attenuation can be seen in
Figure 4.2. A clear trend is apparent where galaxies with higher values of τBl having
shallower SED profiles, which is indicative of increasing levels of dust reddening.
A potential concern in this analysis is that τBl corresponds to the attenuation of
ionized gas in star-forming regions and this may be spatially disconnected from the
attenuation experienced by the evolved stellar population (which generally dominates
the NIR emission). With our current data, there is no direct way to break the
differential attenuation of old and young stellar populations and this will introduce
systematic uncertainties. This issue is is likely to be suppressed to some extent by
our sample selection, which primarily corresponds to active SFGs with young average
stellar population ages. For example, galaxies with Dn 4000 ∼ 1.3 correspond to
a mean stellar population age of 1 − 3 Gyr (Kauffmann et al., 2003a). Therefore,
it can be expected that some fraction of the NIR SED in our galaxies will still be
associated with current star formation and would therefore be affected by dust in
manner correlated with τBl . The existence of the trend in Figure 4.2 extending out to
our longest wavelength band suggests that τBl does appear to quantify the attenuation
for NIR light in our sample. However, we acknowledge this as a source of uncertainty
in our analysis.
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Figure 4.2. Average optical-NIR flux density of galaxies, normalized at 5500 Å,
within bins of τBl and with 1.13 < Dn 4000 < 1.33 & 9.1 < log(M∗ (M⊙ )) < 9.9. The
optical measurements are from SDSS spectroscopy. The gray regions denote the area
enclosing approximately 68% of the population. The dotted regions in the optical
spectra indicate the average obtained from less than the full sample in that bin (due
to varying redshifts), but still containing > 50% of the bin sample. The diamonds
show the average flux densities for SDSS uz and NIR Y JHK photometry, with errors
denoting the 1σ range in rest-frame wavelength and flux density values spanned in
each bin, respectively. The circles show the average flux densities after interpolating
the NIR to fixed effective wavelengths (z̄ = 0.06; see Section 4.4.1). The bottom
panel shows a comparison between the average flux density of each bin without the
dispersion included for reference. Galaxies with higher τBl have shallower average
SED profiles, which indicates increased levels of dust reddening.
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We show the selective attenuation curves that are obtained using various template
combinations in Figure 4.3. We do not use template 1 in the analysis for this subpopulation because it has a relatively small sample size and this makes it more susceptible
to variation in the stellar population age. The effective attenuation curve, Qeff (λ),
for the sample is found by taking the average value of Qn,r (λ) from templates 2-6.
The NIR portion of Qeff (λ) is fit using the SDSS data longward of 6000 Å combined
with the NIR bands. We use the SDSS spectroscopic range (3800 − 8325 Å) to fit the
optical region of the NIR subpopulation, which is used later to normalize the curve
for differential reddening. Fitting the NIR portion of Qeff (λ) to a single second-order
polynomial as a function of x = 1/λ (µm−1 ) results in

Qfit (x) = −1.996 + 1.135x − 0.0124x2

(4.4)

0.63µm ≤ λ < 2.1µm .
We compare our updated selective attenuation curve to others in the literature in
Figure 4.3. To give a sense of the uncertainty, a gray region denoting the range of
Qn,r (λ) from the various templates is shown (i.e., region spanned by the data shown
in Figure 4.3). We include the curves of local SB galaxies from Calzetti et al. (2000)
and higher redshift (z ∼ 2) SFGs from Reddy et al. (2015). The selective attenuation
curves of Reddy et al. (2015) are divided according to sSFR. The selective attenuation
curve for our subpopulation lies below the local SB relation (Calzetti et al., 2000) in
the NIR.
As a reminder, the selective attenuation is related to the total-to-selective attenuation, k(λ), through the following relation

k(λ) = f Q(λ) + RV ,

where f is a constant required to make k(B) − k(V ) ≡ 1.
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(4.5)

Figure 4.3. Average optical-NIR selective attenuation curve for different bins of
τBl . Left: The selective attenuation curve, Qn,r (λ), for each bin of τBl (denoted by
n) is determined from comparing to a reference template (denoted by r) at lower
τBl . Also shown is the effective curve, Qeff (λ) (solid black line and circles), which
is the average value of Qn,r (λ). The solid red line consists of two polynomial fits
to Qeff (λ) determined by separately fitting the optical (3800 − 8325 Å) and NIR
(6000 − 22000 Å) regions. The lower panel shows the difference between each curve
relative to Qeff (λ). Right: Comparison between our selective attenuation curve and
those in the literature. The gray region denotes the range of Qn,r (λ) values. The solid
blue line is the SB selective attenuation curve of Calzetti et al. (2000) and the dashdot lines are the curves of z ∼ 2 SFGs from Reddy et al. (2015) divided according
to sSFR. The selective attenuation curve for our subpopulation lies below the SB
relation in the NIR.
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Figure 4.4. Comparison between our normalized optical-NIR selective attenuation
curve f Q(λ) of local SFGs and other curves in the literature. The term f is required
to make the curve have k(B) − k(V ) ≡ 1. Lines are the same as in Figure 4.3, but
with the addition of the MW extinction curve (Fitzpatrick, 1999) (solid black). The
gray region denotes the range of f Qn,r (λ) values, where f varies in each case. After
applying f , the curve is above the local SB relation (Calzetti et al., 2000).

The value of f for the average selective attenuation curve for this subpopulation,
based on the fit to the optical region, Qfit (λ), is 2.30+0.09
−0.10, where the uncertainty here
reflects the maximum and minimum values from fits using individual Qn,r (λ). We
compare our selective attenuation curve with this factor included to the curves in
the literature in Figure 4.4. For reference, the values of f are f = 2.66 in Calzetti
et al. (2000), and f = 2.68 and 3.18 for the lower and higher sSFR subpopulation,
respectively, in Reddy et al. (2015). After applying f , our curve is between the local
SB relation (Calzetti et al., 2000) and the MW extinction curve.
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4.4.2

Curve Normalization, RV

Determination of the normalization, RV , can be performed in two distinct ways:
(1) measuring NIR photometry or spectroscopy to wavelengths where the total-toselective attenuation approaches zero, k(λ → ∞) ∼ 0, which occurs at λ ∼ 2.85 µm
(e.g., Calzetti, 1997; Gordon et al., 2003; Reddy et al., 2015), although we note
that studies of the MW extinction curve suggest that the zero-point occurs at longer
wavelengths (e.g., Xue et al., 2016, and references therein), or (2) measuring the total
infrared luminosity to infer the total dust attenuation under the assumption of energy
balance (e.g., Calzetti et al., 2000).
We first explore using method (1) to determine RV . It can be seen in Figure 4.4
that the range of f Qn,r (λ) values (gray region) in the NIR is significant after multiplying by f , unlike what occurred at UV-optical wavelengths (Figure 3.11), and
this indicates that the estimate of RV will have significant uncertainty. Part of this
uncertainty is an extension of the uncertainty in f , which has a stronger impact on
the curve the further away one goes from the normalization point (B − V ), but it
would also reflect variation in this value across the sample (see Section 4.4.3). Extrapolating for the value of f Qfit (λ) out to 2.85 µm using equation (4.4) and forcing
k(2.85 µm) = 0 gives a value of RV = 3.67+0.44
−0.35. Using this normalization, we can
define the total attenuation curve for local SFGs as

k(λ) = 2.40(−2.488 + 1.803x − 0.261x2 + 0.0145x3 ) + 3.67
0.125µm ≤ λ < 0.63µm
(4.6)
2

= 2.30(−1.996 + 1.135x − 0.0124x ) + 3.67
0.63µm ≤ λ < 2.1µm .
We will refer to the curve given by equation (4.6) as our fiducial case throughout
the rest of the paper. If, instead of 2.85 µm, we extrapolate our curve to infinite
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wavelength and force k(λ → ∞) = 0, we find RV = 4.58+0.87
−0.69. Given the larger
uncertainties associated with extrapolating to infinite wavelength, we are inclined to
support the first method, as it does not rely on extrapolating too far from where we
have constraining information (λ ∼ 2.1 µm).
The attenuation curve given by equation (4.6) is shown in comparison to others
curves in Figure 4.5. In this figure we also compare to the results of Wild et al. (2011)
based on local SDSS galaxies, which were divided according to stellar mass surface
density, µ∗ , with the break corresponding to the value which separates the bimodal
local galaxy population into bulge-less (µ∗ < 3 × 108 M⊙ kpc−2 ) and bulged (µ∗ >
3×108 M⊙ kpc−2 ) galaxies (Kauffmann et al., 2003b). The curves of Wild et al. (2011)
were further sub-divided according to sSFR and axial ratio (b/a). For clarity, we only
reproduce the curves corresponding to the average sample value (log[sSFR (yr−1 )] =
−9.5 and b/a = 0.6) in that work. We note that the curves from Wild et al. (2011)
are presented in a manner that makes direct comparison in previous figures unclear
and they were therefore not shown. We find that our curve is similar to the lower µ∗
sample of Wild et al. (2011), which is expected given the overlap in these datasets
(our sample is predominantly spiral galaxies that would be classified into the lower
µ∗ sample). We refer the reader to Section 3.4.2 for a discussion of these samples,
which may account for the differences seen in the UV shape.
As a check on the normalization found above, we would nominally use method (2)
as an independent test. Unfortunately, this sample lacks far-IR data necessary for
accurate estimates of the total infrared luminosities. Regardless, it is still possible
to check if the normalization found from method (1) is consistent with other samples of local SFGs for which the necessary data are available for an energy balance
comparison. We perform this analysis in Section 4.5.
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Figure 4.5. Comparison between the total attenuation curve of our local SFGs and
other curves in the literature. Left: The total-to-selective dust attenuation, k(λ), for
our SFGs has a lower value in the FUV than local SB galaxies by about 15%, but
becomes similar at longer wavelengths. The gray region demonstrates the uncertainty
associated with the RV value. Right: Similar to the previous plot, but with the curve
normalized at k(V ), which allows comparison with the curves of Wild et al. (2011)
for local SDSS galaxies (divided according to stellar mass surface density, µ∗ ; dashed
lines).

4.4.3

The Variation of the Attenuation Curve

In this section, we examine the differences in the attenuation curve and its normalization as a function of galaxy properties. Such variations may arise as a result
of differences in the size distributions of dust grains (e.g., Cardelli et al., 1989; Weingartner & Draine, 2001) or the average geometry between the stars and dust (e.g.,
Calzetti, 2001) as a function of certain galactic properties. For example, the value of
RV in the MW extinction curve shows strong evolution with the density of the ISM,
such that denser environments have larger values of RV due to an increase in the
fraction of large dust grains (e.g., Weingartner & Draine, 2001). However, it should
be noted that RV in an attenuation curve is fundamentally different from an extinction curve because of the additional geometric and scattering components in the case
of attenuation (see also Calzetti et al., 2000). We refer the reader to Chapter 3 for
additional discussion on the influence of galaxy properties on dust attenuation.
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We examine the behavior of the attenuation curve when dividing the sample according to Dn 4000, sSFR, stellar mass, and metallicity. The galaxy inclination has
also been observed to influence the attenuation of galaxies (e.g., Wild et al., 2011)
and is expected from theory (e.g., Tuffs et al., 2004; Pierini et al., 2004; Chevallard
et al., 2013; Natale et al., 2015), but we defer exploring this parameter for our sample to Chapter 5 in order to perform a more in-depth analysis. We follow the same
procedure outlined in Section 4.4.1 and divide each sample into 6 bins of τBl and
construct average flux templates. Similar to before, we do not utilize bins with less
than 100 galaxies for determining the attenuation curve, but this only acts to exclude
a single bin in any given subpopulation. The mean redshift of each subpopulation is
used to set the effective wavelengths for the NIR interpolation (usually z̄ ∼ 0.06). It
is important to stress that this analysis does not provide information on the extent
of variation at the individual galaxy level and only provides insight into systematic
differences among the galaxy populations taken in average.
Our approach is to separate the sample according to various properties while
also using the constraint that 1.13 < Dn 4000 < 1.33, in order to limit stellar population age effects. The effective attenuation curve, Qeff (λ), in all cases is well approximated by a single second-order polynomial. The values of these fits are presented in Table 4.1. The subpopulations show differences in f (or equivalently in
E(B − V )star /E(B − V )gas ), which may result from changes in the relative contribution to the global flux density from massive stars between cases. The normalization
for each subpopulation is shown in Figure 4.6.
First, we examine the result of taking subpopulations within Dn 4000. We find
that separating by Dn 4000 alone (not shown) results in a systematically higher inferred attenuation in the NIR than is found when also adding a constraint in stellar
mass, 9.1 < log[M∗ (M⊙ )] < 9.9 (or in sSFR). Given that the strength of Dn 4000 is
dominated by intermediate mass stars (low mass-to-light ratio component), we expect
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Figure 4.6. Comparison of the normalization factor RV as a function of galaxy
properties. The subpopulations of galaxies are divided according to Dn 4000, sSFR,
stellar mass, and gas-phase metallicity (12+log(O/H)) and compared to the fiducial
case (1.13 < Dn 4000 < 1.33 & 9.1 < log[M∗ (M⊙ )] < 9.9; red symbol). The x-axis
value corresponds to the median in the subpopulation, with the errorbar reflecting
the range spanned. The y-axis uncertainties correspond to the range of RV from extrapolating k(2.85 µm) = 0. The subpopulations show tentative trends but generally
appear consistent given the uncertainties.

Table 4.1. Fit parameters of optical-NIR attunation curve Q(λ) in the NIR as a
function of galaxy properties
x

range

f

p0

p1

p2

RV (2.85 µm)

Dn 4000

1.08 < x < 1.23a

+0.80
2.34−0.32

-1.971

1.005

5.640×10−2

+0.17
3.78−0.77

log[sSFR (yr−1 )]

1.23 < x < 1.38a

+1.25
2.67−0.59

-2.070

1.422

-1.513×10−1

+0.53
4.25−0.45

−10.53 < x < −9.73b

+0.36
1.94−0.18

-2.820

1.958

-2.144×10−1

+0.80
4.20−0.52

-2.594

1.668

-1.291×10−1
−2

−10.03 < x < −9.43b
b

−9.73 < x < −8.93
log[M∗ (M⊙ )]

8.5 < x < 9.4b

+0.47
3.69−0.60

+0.46
1.69−0.20

-2.537

1.515

-6.611×10

+0.62
3.40−0.81

+1.16
2.36−0.60

-2.238

1.394

-7.569×10−2

+0.34
4.14−0.34

−2

-1.996

1.135

9.4 < x < 10.3b

+0.09
2.30−0.10
+0.41
2.53−0.32

-1.726

9.435×10−1

6.201×10−3

+0.73
3.53−0.91

8.60 < x < 8.96ab

+1.00
2.22−0.58

-2.483

1.640

-1.439×10−1

+0.88
4.27−0.88

-1.646

8.697×10−1

2.438×10−2

b

9.1 < x < 9.9

12+log(O/H)

+0.46
1.81−0.16

8.96 < x < 9.25ab

+1.70
2.76−0.41

-1.238×10

+0.44
3.67−0.35

+0.57
3.69−1.15

Notes. The uncertainty in f denotes the maximum and minimum values from fits
using individual Qn,r (λ) for each subpopulation (see Section 4.4.1). The functional
form of these fits are Q(λ) = p0 + p1 x + p2 x2 , where x = 1/λ (µm−1 ). The normalization RV (2.85 µm) is determined by extrapolating this function out to 2.85 µm
and forcing k(2.85 µm) = 0 (see Section 4.4.2). a This also has the constraint that
9.1 < log[M∗ (M⊙ )] < 9.9. b This also has the constraint that 1.13 < Dn 4000 < 1.33.
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that it does a relatively poor job at discriminating stellar population ages older than
∼1 Gyr, which has an increasingly important impact at longer wavelengths in the
NIR where the stellar continuum can be dominated by low mass stars (high mass-tolight ratio component). For this reason, we believe that using Dn 4000 alone creates a
bias in our derived attenuation curve in the NIR. Additionally separating the sample
by stellar mass or sSFR should provide a better way of selecting galaxies with a similar contribution from older (>1 Gyr) stars. The subpopulations with this additional
restriction appear to be consistent with the fiducial case (red symbol).
Next, we examine the results of separating the sample by sSFR and stellar mass.
For sSFR, we also checked the result of taking a window in sSFR centered on the
peak of the distribution and found that it gives a very similar result to the what is
found from the fiducial case. There are weak indications that higher sSFR (or lower
stellar mass) cases may favor a lower curve normalization (RV ), however given their
uncertainties this is not very significant and they can be viewed as consistent with
the range found for the fiducial case.
Last, we examine separating the sample by metallicity. In order to limit age
effects, we impose restrictions on both stellar mass and Dn 4000. It is important to
note that galaxies in the SDSS spectroscopic sample with metallicity measurements
are primarily located at 8.6 < 12 + log(O/H) < 9.25, implying that we cannot
constrain the behavior of metal-poor galaxies. We find that these subpopulations
have particularly high uncertainties, reflecting smaller number statistics, but are also
in agreement with the fiducial case.
From these results, it appears that the normalization RV does not vary in a
significant manner as a function of Dn 4000, sSFR, stellar mass, and metallicity over
the ranges probed by our sample. We stress that the potential for systematic effects
on the inferred attenuation curve increases when using these smaller sample sizes,
which leads us to further caution an over-interpretation of the observed trends with

158

properties. Expanding on these studies to higher redshifts to explore a wider range
of parameter space in galaxy properties will help to determine if these effects are
real. For now, we suggest that that our fiducial curve is reasonable in describing the
attenuation in a majority of our sample.

4.5

Energy Balance Comparison

The IR emission of SFGs, assuming minimal AGN influence, arises primarily from
the thermal radiation of dust grains heated by the absorption of UV-to-NIR photons
from stars. In this scenario, one expects that the amount of energy absorbed in the
UV-to-NIR by dust should be balanced by its IR emission due to energy conservation.
There are two components to consider for the absorption of UV-to-NIR photons; the
stellar continuum from 0.0912 < λ < 2.85 µm that will be characterized by the attenuation curve, and ionizing photons (λ < 0.0912 µm) absorbed by dust either directly
or after they have been reemitted by hydrogen through recombination lines. In practice, this comparison is quite difficult owing to the large uncertainty in calculating
the fraction of ionizing photons directly absorbed by dust (e.g., Inoue et al., 2001;
Hirashita et al., 2003).
To perform this analysis we need a dataset with photometric data from the UV-tofar-IR, as well as optical spectroscopy to determine the attenuation from the Balmer
decrement (τBl ). We utilize the Galaxy Multiwavelength Atlas from Combined Surveys
(GMACS; Johnson et al., 2007a,b) dataset, which has a publicly available catalog4 of
cross-matched photometric measurements from GALEX, SDSS (with spectroscopy),
2MASS, and Spitzer. The GMACS sample consist of the Lockman Hole, the Spitzer
First Look Survey, and the SWIRE ELAIS-N1 and N2 fields. The photometry for
all bands has been performed to represent the global values for each galaxy (see
4

http://user.astro.columbia.edu/~bjohnson/GMACS/catalogs.html
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Johnson et al., 2007a, for details). The optical emission line measurements and galaxy
properties are obtained from the DR7 of the MPA/JHU group. We select galaxies
identified as SFGs using the same emission line diagnostics as our parent sample using
lines with S/N > 5. In addition, we require τBl > 0 and full MIPS coverage (24, 70,
160 µm) to ensure an accurate measurement of LTIR (the dust emission peak typically
occurs between 70-160 µm). This leaves a final sample of 166 galaxies for analysis. We
also examined the possibility of using various large-area Herschel surveys, but found
that very few of these surveys have deep observations with PACS that are necessary
to get accurate LTIR estimates at these low redshifts (Galametz et al., 2013) and they
were therefore excluded.
The amount of stellar continuum light that is absorbed by dust in the wavelength
range of 0.0912 < λ < 2.85 µm is determined using the difference between the total
intrinsic and observed luminosity,

∆LUV−NIR = Lint (0.0912 − 2.85) − Lobs (0.0912 − 2.85) .

(4.7)

The observed SED, Fobs (λ), is determined by fitting the global photometry using
the SED-fitting code EAZY (Brammer et al., 2008) with the redshift fixed to its
spectroscopically determined value. The intrinsic SED, Fint (λ), is determined by
correcting Fobs (λ) using the attenuation curve given by equation (4.6),

Fint (λ) = Fobs (λ)100.4E(B−V )star k(λ) ,

(4.8)

where the color excess of the stellar continuum can be determined from the Balmer
optical depth (combining equation 3.4 & 3.13)

E(B − V )star =

160

1.086τBl
,
f

(4.9)

and we use f = 2.40 corresponding to the average value for SFGs from Chapter 3.
We will explore the result of changing the assumed value of RV and f below. For
this analysis we are extrapolating the UV-optical part of equation (4.6) down to
0.0912 µm. Recent results by Reddy et al. (2016) suggest that the actual shape of
the attenuation curve may be shallower than this extrapolation. We have examined
the impact of using a shallower slope, similar in shape to their updated Calzetti et al.
(2000) value, and find that it typically changes the value of ∆LUV−NIR by less than a
few percent. We convert these SEDs to an integrated luminosity using the luminosity
R
2
distance, Lrest (0.0912 − 2.85) = 4πDlum
(νFν (λ))obs dν.

The fraction of ionizing photons directly absorbed by dust, (1 − fion ), cannot be

constrained for galaxies in general. Measurements of the fraction of emerging flux,
fion , for individual HII regions indicate that it can vary substantially, with a range
of 0.2 . fion . 1.0 within local galaxies (Inoue et al., 2001; Inoue, 2001). However,
galaxy-wide averages for local spiral galaxies (MW, M31, M33) suggest a typical
value of fion ∼ 0.4 (Inoue, 2001). Given that the galaxies selected for this analysis
correspond to actively star-forming systems (which are preferentially disk galaxies),
we adopt fion = 0.4 as a reasonable choice moving forward. However, we revisit this
assumption later on. The intrinsic luminosity of ionizing photons, Lion , is

Lion =

hhνion iQ(H0 )
,
fion

(4.10)

where hhνion i is the average energy of an ionizing photon, Q(H0 ) is the apparent ionizing photon rate, and dividing by fion converts the apparent rate into the value expected in the absence of direct dust absorption. We assume an average photon energy
of 3.06 × 10−11 erg (hλion i = 650 Å), which corresponds to the effective value obtained
using Starburst99 (Leitherer et al., 1999) stellar population models with continuous
star formation over timescales longer than 10 Myr (we assume solar metallicity and
the IMF of Kroupa, 2001). We find that adopting higher or lower average photon en161

ergies only effects the derived energy balance ratios at the level of a few percent (due
to a majority of the energy absorbed by dust occurring at non-ionizing wavelengths).
The ionizing photon rate is determined from the observed Hα luminosity assuming
case-B recombination with Te = 104 K and ne = 100 cm−3 (Osterbrock & Ferland,
2006)
Q(H0 ) =

LHα,obs × 100.4E(B−V )gas k(Hα) −1
s ,
1.37 × 10−12

(4.11)

where we are correcting for dust extinction using the measured Balmer decrement
(equation 3.4) with a MW curve, and the luminosity is in units of erg s−1 . We have
applied an aperture correction to obtain total estimates from the fiber values using the
prescription from Hopkins et al. (2003), which uses the difference between the r-band
Petrosian and fiber magnitudes. From these we finally obtain the total luminosity of
ionizing photons directly absorbed by dust, ∆Lion ,

∆Lion = (1 − fion )Lion .

(4.12)

For reference, we find that the ratio of Lion /LUV−NIR and ∆Lion /∆LUV−NIR have
median values of 14% and 24%, respectively. We neglect the contribution to the total
attenuated flux of the dust-absorbed portion of the lines in the hydrogen cascade,
since this represents less than a few percent of ∆Lion .
The total infrared luminosity, LTIR , for each galaxy is calculated using the prescription from Draine & Li (2007), which uses IRAC and MIPS bands (8, 24, 70,
160 µm; their equation 22) from Spitzer. This formulation was constructed to match
their model-based dust SEDs. The infrared luminosity range for GMACS galaxies
using this method is 2.7 × 1041 < LTIR /(erg s−1 ) < 4.5 × 1044 .
Under the scenario of energy balance described above, we expect that
∆LUV−NIR + ∆Lion
= 1.
LTIR
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(4.13)

The resulting energy ratio that we find for the GMACS sample is shown in Figure 4.7.
It can be seen that as τBl approaches zero, the estimated energy ratio also becomes
very small, as is expected because it directly determines the value of the numerator.
However, the fact that these galaxies still have far-IR emission is indicating that there
is dust absorption despite the low observed Balmer optical depth, which may reflect
issues with using this quantity as a probe of the dust content for the entire galaxy
or with geometric variations between stars and dust. This could also be the result
of optically thick star formation having a larger contribution to LTIR in seemingly
low-τBl sources (discussed more in Section 4.6.1). For this reason, we only expect
sources with higher values of τBl to be in a regime where the energy balance scenario
outlined in this section is applicable. We take this cutoff value to be τBl > 0.1 because
beyond this region the behavior of the energy ratio appears to show negligible trend
with τBl . In this region, we find that with our assumptions the mean and median
values are close to unity, with values of -0.03 and -0.01 in log-space, respectively,
but with relatively large scatter (1σ = 0.23). We examine if the variation in the
energy balance ratio is related to differences in global galaxy properties (which may
influence the attenuation curve) in Figure 4.8. The properties examined are Dn 4000,
total stellar mass, total sSFR, and gas-phase metallicity. The energy ratio does not
appear to be correlated with these global properties, indicating that the scatter could
be associated with other factors.
To better understand the large variation in the energy balance ratios, we will now
explore impact of utilizing different assumptions for its calculation. The main assumptions being made are: (1) the normalization and shape of the dust attenuation
curve, (2) the differential reddening between the ionized gas and the stellar continuum, and (3) the fraction of ionizing photons directly absorbed by dust. In order to
investigate the influence of the attenuation curve on the inferred energy ratios, we
can also examine the values if we assume the SB attenuation curve of Calzetti et al.
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Figure 4.7. Energy balance comparison for 166 SFGs in the GMACS sample. Assuming energy conservation, the loss of energy in the UV-to-NIR will be balanced by
the emission in the IR ([∆LUV−NIR + ∆Lion ]/LTIR = 1). The main assumptions made
for this analysis are shown at the top of the figure and described in Section 4.5. The
median value for the distribution (black arrow) is close to zero, in log-space, indicating general agreement but with significant scatter (1σ = 0.23). This large variation
may correspond to differences in the dust attenuation properties of SFGs.

Figure 4.8. Energy balance comparison for SFGs in the GMACS sample as a function of galaxy properties. We only consider the galaxies with τBl > 0.1, where the
attenuation probed by τBl should provide a significant portion of the observed LTIR .
We use the total stellar mass and sSFR, as opposed to a fiber value, here because the
energy balance analysis is based on the total flux measurements for these galaxies.
No obvious trends are observed among the parameters.
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(2000) (RV = 4.05; f = 2.659). Interestingly, the resulting mean and median values
are comparable to those stated above, with values of -0.02 and -0.01 in log-space,
respectively (for τBl > 0.1 ) and similar scatter (1σ = 0.23). The reason for this similarity is that despite the slightly larger UV attenuation in the SB curve, the value of f
is higher for this curve and this leads to a decrease in the values of E(B − V )star from
equation (4.9) relative to the SFG sample. If instead we adopt a starburst-like curve
with our average value of f , then the energy ratios are larger with a median value of
0.06 in log-space. To further illustrate the effect of these variables, we demonstrate
how the energy ratios inferred from different RV and f values in Figure 4.9, in addition to showing the effects of varying fion . For the latter, we also test using the
models of compact HII regions from Dopita et al. (2003), which parameterizes fion
as a function of the ionization parameter and the metallicity (see their equation 10).
They consider a dust model composed of silicates, graphite or amorphous carbon, and
polycyclic aromatic hydrocarbons (PAHs). For this analysis, we will use their model
based on 20% of carbon atoms locked up in PAHs. The ionization parameter is determined using the relationship from Kobulnicky & Kewley (2004, their equation 13),
which uses the ratio of the [OIII] to [OII] lines and metallicity (12+log(O/H)) (Kewley
& Dopita, 2002) and are obtained from the MPA/JHU measurements. The resulting
values for fion based on the Dopita et al. (2003) model tend to be larger (hfion i ∼ 0.8),
corresponding to lower direct dust absorption, than the galaxy-wide averages found
in Inoue (2001). It can be seen in Figure 4.9 that differences in the appropriate values
for these attenuation variables for individual galaxies could give rise to the observed
scatter.
We have carried the analysis in the present section to mainly provide a consistency
check for our attenuation curve. Given that the large variation in energy balance ratios
can be driven by several factors, we argue that our analysis does not provide evidence
in favor of adopting a single attenuation curve on an individual galaxy basis. However,
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Figure 4.9. Energy balance comparison assuming different values for RV , f , and
fion . We display only the sources with τBl > 0.1. The gray histogram is the same in
each panel and corresponds to our fiducial assumptions (see Figure 4.7). A lower RV
will result in lower total attenuation at all wavelengths, leading to lower energy ratios.
The value of f impacts the curve in an inverse manner, where a higher f leads to
lower ratios (due to smaller E(B −V )star ). Larger values of fion imply a lower fraction
of direct dust absorption for ionizing photons, leading to lower energy ratios. The red
histogram for the fion comparison (Right), makes use of the models of compact HII
regions from Dopita et al. (2003). The median value for each distribution is indicated
by the arrow with matching color. Differences in the appropriate values for these
variables in individual galaxies could give rise to some of the observed scatter.

if the fiducial assumptions are reasonable average values for SFGs, then adopting the
curve found in Section 4.4.2 will be a suitable choice for broadly characterizing the
attenuation in a large sample of galaxies.

4.6
4.6.1

Discussion
The Intrinsic UV Slope, β0

An interesting results of section 4.5 is that the average value of the UV slope,
β, for the “intrinsic” SEDs, Fint (λ), after correcting by the observed reddening on
the ionized gas (τBl ) is β0 = −1.61, which corresponds to the zero-point of the β-τBl
relation (equation 3.20). This value is far redder than expected for an unreddened
galaxy undergoing continuous star formation on timescales of ∼Gyr, for which β0 ∼
−2.1 (Calzetti et al., 2000). Interestingly, if we apply attenuation corrections to the
SEDs such that β0 = −2.1, then the inferred luminosity from dust absorption would
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drastically exceed the observed IR luminosity (i.e., (∆LUV−NIR + ∆Lion )/LTIR > 1)
for most of the sample.
This apparent conflict may indicate that the young, massive stars responsible for
most of the UV photons are heavily embedded in dust but that their optical depth is
not reflected in the galaxy average, possibly due regions of low optical depth providing
the majority of the flux density (Calzetti et al., 1994). This would support the scenario
in which the dust content of galaxies has two components, one associated with shortlived dense clouds where massive stars form and another associated with the diffuse
ISM (e.g., Calzetti et al., 1994; Charlot & Fall, 2000; Wild et al., 2011). Locally,
it is found that the majority of LTIR is due to the cold, diffuse dust component,
with only ∼ 10% on average being due to warm dust heated in photo-dissociation
regions (Draine et al., 2007). Therefore, we can expect that if massive stars are
being obscured to achieve β0 = −1.61, it may not lead to substantial increases in the
observed LTIR . This can also explain why dust emission is seen for the τBl ∼ 0 cases,
where presumably the warm dust component provides a larger fraction of LTIR . We
will explore these possibilities in more detail in a subsequent paper.
4.6.2

Calculating the Total Attenuation

A useful tool for recovering the intrinsic luminosity of a galaxy is the relationship between the total attenuation and the observed UV slope. We determine the
average relationship for our sample of SFGs using the attenuation curve given by equation (4.6) and the β-τBl relation from Chapter 3, β = (1.95 ±0.03) ×τBl −(1.61 ±0.01),
with σint = 0.44. These give

Aλ = k(λ)[(0.232 ± 0.029) × (β + (1.61 ± 0.44))] ,

(4.14)

where Aλ = k(λ)E(B − V )star and we use equation (4.9) with f = 2.4 ± 0.3. Here
we have also included the intrinsic scatter of β into the uncertainty of β0 = −1.61.
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Assuming k(1600) = 8.76 ± 0.4, the total attenuation at 1600Å is

A1600 = (2.03 ± 0.27)β + (3.27 ± 0.99) .

(4.15)

The dominant source of uncertainty in this relationship is the large intrinsic scatter in
UV slope values for SFGs (σint = 0.44), and this severely limits its utility for directly
indicating the total attenuation. This issue will be examined and addressed in a
subsequent paper. Interestingly, equation (4.15) is consistent with the results from
Casey et al. (2014), A1600 = (2.04 ± 0.08)β + (3.36 ± 0.10), determined independently
using the relationship between the infrared excess (IRX ≡ LIR /LUV ) and the UV
slope (β). For comparison, the relationship for local SB galaxies is A1600 = 2.31β+4.85
(Calzetti et al., 2000), where this relation assumes β0 = −2.1.

4.7

Conclusions

Using a sample of ∼5500 local (z . 0.1) SFGs we have characterized the average
behavior of dust attenuation from the UV-to-NIR. This analysis utilizes the fact
that the reddening of ionized gas, which is an excellent tracer of dust, is correlated
with the reddening of the stellar continuum, albeit with noticeable scatter driven
by variations in the underlying stellar population and/or differences in the star-dust
geometry between different galaxies.
We construct an average total-to-selective attenuation curve, k(λ), from the selective attenuation by assuming that the curve should approach zero near 2.85µm.
The resulting dust attenuation curve for local SFGs has a normalization at V -band
of RV = 3.67+0.44
−0.35, which is slightly lower than the value seen for local SB galaxies
(RV = 4.05 ± 0.80, Calzetti et al., 2000). In addition, this curve is lower in the FUV
than SB galaxies by about 15%, but becomes similar at longer wavelengths. Using a
small sample of local galaxies with available far-IR data to independently constraint
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the dust attenuation, it is found that the total attenuated energy inferred from this
curve shows general agreement with the observed dust emission (assuming energy
balance), however with a significant level of individual variation (70%).
Both the derived shape and normalization of the attenuation curve carry significant uncertainties, partly due to the difficulty of breaking the degeneracy between
stellar population age and attenuation; however, it could also indicate that the variation in the attenuation from galaxy to galaxy is large. We find minor variations in
the average attenuation curve as a function of mean stellar population age (Dn 4000),
specific star formation rate, stellar mass, and metallicity, but we consider these trends
to have low significance because of the large uncertainties and potential for systematic effects. We suggest that the attenuation curve given by equation (4.6) is well
suited for applications to broadly characterize large samples of galaxies in the local
Universe, but should be viewed with caution in its application to individual galaxies.
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CHAPTER 5
CHARACTERIZING DUST ATTENUATION IN LOCAL
STAR-FORMING GALAXIES: INCLINATION EFFECTS
AND THE 2175 Å FEATURE

This chapter focuses on characterizing the variation in the attenuation properties
of SFGs as a function of their inclination angle.

5.1

Introduction

Dust attenuation depends on the geometry of the dust relative to the stellar distribution (Calzetti, 2001). Detailed modeling of nearby galaxies has shown that dust
in spiral galaxies is found to be preferentially located within the disk region with
scale-lengths and scale-heights typically larger and smaller than that of the stellar
component, respectively (e.g., Xilouris et al., 1999; Bianchi, 2007; De Geyter et al.,
2014). Therefore, one expects that the inclination of a galaxy relative to an observer
will influence the total dust attenuation because more dust is preferentially viewed
along the line of sight in more edge-on galaxies.
Numerous optical and NIR studies have examined the influence that inclination
has on the attenuation and observed galaxy properties by comparing more inclined
galaxies to face-on galaxies, under the assumption that the intrinsic properties are
independent of inclination (e.g., Disney et al., 1989; Giovanelli et al., 1994, 1995;
Masters et al., 2003, 2010; Driver et al., 2007; Unterborn & Ryden, 2008; Maller et
al., 2009; Yip et al., 2010). These studies find that the stellar continuum of edge-on
galaxy disks suffer up to 1 mag of additional attenuation in the B or g band, relative
to face-on galaxies. The relationship between the amount of attenuation as a function
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of inclination is seen to be highly non-linear, with the strongest effects occurring for
galaxies with b/a < 0.4 (most inclined), where b/a is the observed ratio of the disk
semi-minor and semi-major axes.
A prominent feature in local extinction curves is a broad absorption feature centered at 2175 Å (Draine, 2003), which is observed in many sightlines of the Milky
Way (MW; e.g., Cardelli et al., 1989; Fitzpatrick, 1999), the Large Magellanic Cloud
(LMC; e.g., Gordon et al., 2003), and the Andromeda galaxy (M31; e.g., Bianchi et al.,
1996; Clayton et al., 2015). However, it is typically very weak or absent in extinction
curves of the Small Magellanic Cloud (SMC; e.g., Gordon et al., 2003). Geometry,
clumping, and the apparent optical depth can play a significant role in the observed
strength of this feature when seen in attenuation (e.g., Gordon et al., 1997; Witt &
Gordon, 2000; Gordon et al., 2000; Seon & Draine, 2016), and therefore one expects
that inclination can influence its appearance. Numerous studies have characterized
the behavior of attenuation as a function of inclination theoretically through radiative transfer analysis (e.g., Silva et al., 1998; Pierini et al., 2004; Tuffs et al., 2004;
Inoue, 2005; Jonsson et al., 2010; Chevallard et al., 2013). These models predict that,
if adopting an underlying MW extinction curve, attenuation curves should become
shallower with weaker 2175 Å bumps at higher inclinations. The bump strength is
also expected to decrease with increasing dust column density.
Numerous observational studies have looked into the strength of the 2175 Å feature
in the attenuation curves of local galaxies, often with noticeably different results.
Using UV spectroscopy of 39 local starburst galaxies (strongly SFGs) Calzetti et
al. (1994), find that the attenuation curve lacks the 2175 Å feature. A complete
lack of a feature cannot be entirely explained from geometric, clumping, or optical
depth effects and therefore has been argued to result from the feature being absent
or noticeably suppressed in the intrinsic extinction curve of these galaxies (Gordon
et al., 1997, 2000; Seon & Draine, 2016). This may be due to the destruction of the
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grain responsible for the feature within strongly star-forming regions (Gordon et al.,
1997, 2003; Fischera & Dopita, 2011).
Others studies have utilized photometry to infer the presence of the 2175 Å feature.
Conroy et al. (2010) utilized a sample of ∼3400 local disk galaxies and compared the
broadband photometry of galaxies of differing inclinations and inferred a bump feature with a strength 80% that of the MW. Wild et al. (2011) utilized a pair-matching
technique on a sample ∼10,000 local galaxies, matching them based on global properties and then comparing more dusty and less dusty galaxies as determined from
the Balmer decrement (F (Hα)/F (Hβ)), to characterize attenuation from broadband
photometry and found that more inclined galaxies tend to have shallower UV slopes
and stronger 2175 Å features. Hagen et al. (2017) performed a spatially resolved
analysis of attenuation in the SMC, finding that the bump strength decreases with
increasing total attenuation (optical depth), a result consistent with expectation from
radiative transfer models (e.g., Pierini et al., 2004; Seon & Draine, 2016).
The limited number of UV spectroscopic instruments to date, due to requiring
space-based facilities, has made examining high redshift galaxies with optical facilities
an alternate approach to explore this feature. Noll et al. (2009) examined 78 galaxies
at 1 < z < 2.5 using optical spectroscopy and found that a bump feature with
28% MW strength is present in 24% of their sample, with the remaining 76% of cases
exhibiting a weaker bump feature with ∼15% MW strength. Buat et al. (2011) utilized
intermediate-band data of 30 galaxies at 1 < z < 2 and find that they require a bump
with a strength of 35% that of the MW. This was followed by Buat et al. (2012) using
a much larger sample of 751 galaxies at 1 < z < 2 that found the bump is securely
detected in 20% of their sample with an average strength of 48% that of the MW.
Kriek & Conroy (2013) also utilized intermediate-band data of 0.5 < z < 2 galaxies
and find that galaxies experiencing steeper attenuation curves require a stronger bump
strength, with an average bump strength of ∼30% that of the MW. Seon & Draine
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(2016) find that they can reproduce the trend of Kriek & Conroy (2013) through
radiative transfer modeling if they adopt a MW-like extinction curve with a bump
strength of ∼30% of that of the MW dust. Scoville et al. (2015), using a sample
of 266 galaxies at 2 < z < 6, inferred an attenuation curve based on broadband
photometry and the CIV absorption feature that has a noticeable bump feature.
Reddy et al. (2015) determined the attenuation curve of 224 galaxies at 1.4 < z < 2.6
by combining broadband photometry and Balmer decrement measurements and found
that a 2175 Å feature is not required, but suggests that a weak feature may exist.
Several other studies have also suggested that a 2175 Å feature is not evident in high
redshift galaxies (e.g., Zeimann et al., 2015; Salmon et al., 2016).
As can be gathered, there is no consensus regarding the importance of the 2175 Å
feature in galaxy attenuation curves, likely owing to large differences in the galaxy
samples considered and the methodologies employed for characterizing the dust attenuation. Additionally, excluding Wild et al. (2011), none of the previous observational
studies have explicitly examined the entire UV-NIR behavior of the attenuation curve
and the importance of the 2175 Å feature as a function of galaxy inclination.
The goal of this chapter is to extend on the work of Chapter 3 and 4 by quantifying
the influence that inclination has on the shape and normalization on dust attenuation
curves, as well as its role on the strength of the 2175 Å feature, using a sample of
∼10,000 local SFGs. The benefit of this sample is that the amount of dust attenuation
for each galaxy can be robustly inferred from the Balmer decrement, whereas most
previous studies have employed SED modeling techniques that are dependent on the
assumed stellar population and therefore subject to more uncertainty and potential
biases.
Throughout this work we adopt a Λ-CDM concordance cosmological model, H0 =
70 km/s/Mpc, ΩM = 0.3, Ωvac = 0.7. To avoid confusion, we make explicit distinction
between the color excess of the stellar continuum E(B − V )star , which traces the
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reddening of the bulk of the galaxy stellar population, and the color excess seen in the
nebular gas emission E(B−V )gas , which traces the reddening of the ionized gas around
massive stars within HII regions. We quantify the strength of the 2175 Å feature
(i.e., amplitude relative to the baseline extinction or attenuation curve) through the
parameter Eb following Fitzpatrick & Massa (1990, 2007). For reference, the MW
curve has an Eb = 3.30 (Fitzpatrick, 1999), the average LMC and LMC2 supershell
(30 Dor) curves have an Eb = 3.12 and 1.64, respectively (Gordon et al., 2003), and
the SMC has a value of Eb . 0.39 (Gordon et al., 2003).

5.2
5.2.1

Data and Measurements
Sample Selection

The parent sample of galaxies used in this chapter are the same as in Chapter 3.
As a brief reminder, galaxies are selected from the GALEX (Martin et al., 2005; Morrissey et al., 2007) data release 6/7 catalogs of Bianchi et al. (2014) with FUV and
NUV detection of S/N > 5. These sources are cross-matched with spectroscopically
observed galaxies in the SDSS DR7 (Abazajian et al., 2009). We utilize optical emission line diagnostic to remove sources with a significant AGN contribution from the
sample and also to determine the dust content (through the Balmer decrement). The
sample is also chosen to be z ≤ 0.105 to avoid the FUV band from being influenced
by strong absorption features. Together these selections provide us with a sample of
9813 SFGs that act as our parent sample. The UV-optical photometry is obtained
using 4.5” diameter aperture photometry (constrained by the GALEX point-spread
function) to remain as self-consistent as possible to the 3” diameter fiber used for
the spectroscopy. The parent sample is predominantly composed of disk galaxies,
as expected for SFGs. Using the NYU Value-Added Galaxy Catalog1 (NYU-VAGC;
1

http://sdss.physics.nyu.edu/vagc/
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Blanton et al., 2005), we find that 88% of the parent sample has a r-band Sérsic index
of n ≤ 2.5 (n=2.5 roughly separates disk-dominated from bulge-dominated galaxies,
with larger numbers indicating bulge-dominated cases).
In Chapter 4, we cross-matched our parent sample with NIR sources in the
UKIDSS (Hewett et al., 2006) and the 2MASS (Skrutskie et al., 2006). As a reminder, the former survey is deeper than the latter but only encompasses a fraction
of the SDSS footprint, thus using both provides us with good statistics for both faint
(common) and bright (rare) galaxies. Combining the two samples provides NIR data
for 5546 unique SFGs from the parent sample. The NIR photometry is matched to
the same 4.5” diameter aperture.
As in previous chapters, all measurements of galaxy properties are from the
MPA/JHU group and correspond to the 3” SDSS fiber, which is typically centered
on the nuclear region and represent a fraction of the total galaxy. All photometry
and spectroscopy is corrected for foreground Milky Way extinction using the GALEX
provided E(B − V )MW with the extinction curve of Fitzpatrick (1999).

5.3
5.3.1

Methodology
Characterizing Inclination

The primary focus of this chapter the quantification of the influence that inclination has on the shape of the attenuation curve. To properly examine this, it is
important that galaxy inclinations are accurately determined. Nominally, the inclination angle, θ, of a disk galaxy can be determined from

cos2 (θ) =

(b/a)2 − qz2
,
1 − qz2

(5.1)

where b/a is the observed ratio of the semi-minor and semi-major axes and qz is the
intrinsic ratio between the vertical and radial scale height of the disk. The value
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of qz will vary among disk galaxies, but is typically between 0.1 < qz < 0.3 (e.g.,
Unterborn & Ryden, 2008; Padilla & Strauss, 2008; Rodrı́guez & Padilla, 2013). Due
to the uncertainty in the vertical scale height of disk galaxies, we choose to adopt the
axial ratio as our proxy for inclination. However, we will still refer to galaxies at low
axial ratios as higher inclination galaxies (closer to edge-on, θ = 90◦ ) and high axial
ratios as low inclination galaxies (closer to face-on, θ = 0◦ ). The ellipticity of the disk
relative to the intrinsic axial ratio viewed face-on, ǫ = 1 − b0 /a0 , can also affect the
estimation of inclination, with typical values for spiral galaxies between 0.0 < ǫ < 0.2
(e.g., Unterborn & Ryden, 2008; Padilla & Strauss, 2008; Rodrı́guez & Padilla, 2013).
The effects of seeing are also important to consider when attempting to measure
inclination. Seeing will cause galaxies with small angular extents to have rounder
isophotes than their intrinsic value. We use the radius enclosing 90% of the Petrosian
flux in the r band, r90 , from the SDSS database to determine the size of each galaxy.
To mitigate the issue of seeing, we select only galaxies with r90 > 4” for analysis, which
corresponds to the minimum size required for reliable spiral classification in Galaxy
Zoo (Masters et al., 2010). We have examined the appearance of numerous galaxies
in our sample with r90 < 4” and we confirm that r90 = 4” is an adequate threshold
for reliable inclination determinations. Imposing a cut of r90 > 4” leaves us with a
sample of 8441 galaxies (i.e., 14% of the parent sample lies below this threshold) for
our UV-optical sample and 4658 for our UV-NIR sample. The distribution of axial
ratios b/a for this sample of galaxies is shown in Figure 5.1. For reference, we also
show the corresponding inclination values assuming a value of qz = 0.2 for the vertical
scale height.
For subsequent analysis we separate the sample into the four groups (subpopulations), each containing ∼25% of the sample, that are demonstrated in Figure 5.1. The
groups are chosen to be wide enough such that the scale height, which would impact
our ability to select the most edge-on cases, and ellipticity, which would impact our
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Figure 5.1. The distribution of axial ratios b/a for galaxies with r90 > 4” in our
samples. The left shows the UV-optical sample (N = 8441) and the right is the UVNIR sample (N = 4658). For a sample of perfectly thin disk galaxies with random
orientation, the expected distribution is flat. However, the intrinsic scale height of
disks qz > 0 will prevent axial ratios below the scale height from being observed.
Similarly, any intrinsic ellipticity in the disk ǫ > 0 will tend to reduce the number
of cases with very high axial ratios. The top axis shows the galaxy inclination angle
assuming qz = 0.2 and the thin dotted line corresponds to a completely edge-on
galaxy in this scenario. The thick dashed lines separate the groups to be used in
Section 4.4. These subpopulations are chosen to be wide enough such that scale
height and ellipticity do not have a substantial impact on the results.

ability to select the most face-on cases, do not have a substantial effect on our results.
This is because all nearly all edge-on and face-on cases should still reside in the lowest
and highest axial ratio group, respectively, for typical values of qz and ǫ.
5.3.2

Characterizing Attenuation

Following our previous chapters, we quantify the dust attenuation in each galaxy
through the Balmer optical depth, τBl . As a reminder, this quantity is defined as

τBl

= τHβ − τHα = ln



F (Hα)/F (Hβ)
2.86



,

(5.2)

where F (Hα) and F (Hβ) are the flux of the nebular emission lines, and the value of
2.86 comes from the theoretical value expected for the unreddened ratio of F (Hα)/F (Hβ)
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undergoing Case B recombination with Te = 104 K and ne = 100 cm−3 (Osterbrock,
1989; Osterbrock & Ferland, 2006).
We show the values of τBl as a function of b/a for our sample in Figure 5.2.
Interestingly, it can be seen that the range and average value of τBl does not vary
strongly with b/a, although there may be a slight increase in τBl at lower b/a. Similar
results have been seen in previous studies (e.g., Yip et al., 2010; Chevallard et al.,
2013; Catalán-Torrecilla et al., 2015) and also predicted theoretically (e.g., Tuffs et
al., 2004; Chevallard et al., 2013). Two plausible explanations for the mild trend of
τBl with inclination are presented in Wild et al. (2011). First, these emission lines may
undergo the majority of their total attenuation from dust in their surrounding starforming region, such that any additional attenuation from the diffuse dust component
at high inclinations would have only a minor influence. Second, at high inclinations
the line of sight to star-forming regions may become optically thick such that only
those lying on the outer skin can be viewed and these cases would be subject to only
modest additional attenuation from the diffuse dust component. There is evidence
against the second scenario being the primary mechanism for the lack of a trend
due to the excellent agreement between the total attenuation (or SFRs) inferred
from Balmer decrements (Balmer-corrected Hα) and those based on flux ratios of
IR emission and observed Hα (IR+observed Hα) (Calzetti et al., 2007; Kennicutt et
al., 2009) regardless of galaxy inclination (Prescott et al., 2007; Catalán-Torrecilla et
al., 2015). The first scenario is favored theoretically by Chevallard et al. (2013), in
which their radiative transfer modeling produces total effective optical depths (i.e.,
that measured in attenuation) from the ISM+star-forming regions that are typically
less than unity at optical wavelengths. We will discuss this further in Section 5.7.1.
For galaxies where the UV flux density is dominated by recent star formation (i.e.,
small contribution from older stars), the intrinsic UV spectral slope has an expected
value of β0 ∼ −2.1 (Calzetti et al., 2000). Therefore, the effects of dust attenuation
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are also often inferred from the observed UV spectral slope β, where

F (λ) ∝ λβ ,

(5.3)

and F (λ) is the flux density in the range 1250 ≤ λ ≤ 2600 Å.
As before, we make use of the UV power-law index βGLX measured from observed
GALEX FUV and NUV photometry,

βGLX =

log[Fλ (FUV)/Fλ (NUV)]
,
log[λFUV /λNUV ]

(5.4)

where the flux density is in erg s−1 cm−2 Å−1 , λFUV = 1516Å, and λNUV = 2267Å.
There is no need to perform k-corrections on the flux density if one assumes a powerlaw fit to the region described above. However, this value can be influenced by the
presence of a 2175 Å absorption feature (for low redshifts), which will tend to steepen
the slope (higher negative values) due to a decrease in the NUV flux density (see
Section 3.5.2).

5.4
5.4.1

Deriving the Dust Attenuation Curves
Galaxy Templates

To empirically determine our attenuation curves, we follow the same methodology
as previously employed. This requires comparing the SEDs of galaxies with differing
amounts of dust attenuation while also accounting for intrinsic differences between
the stellar populations among our sample, which can lead to significant SED variation
independent of the total level of dust attenuation. This task is performed by selecting
samples of galaxies with roughly similar SFHs and stellar populations based on the
strength of the 4000 Å break feature (Dn 4000) and also utilizing ensembles of many
galaxies to construct templates with similar “average” stellar populations (Calzetti
et al., 1994; Wild et al., 2011; Reddy et al., 2015).
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Figure 5.2. The Balmer optical depth τBl as a function of axial ratio b/a for the UVoptical sample. The range and average value of τBl does not vary strongly with b/a,
although a slight increase in τBl at lower b/a is evident as seen in previous studies (e.g.,
Yip et al., 2010; Chevallard et al., 2013). For reference, if we assume the ionized gas
experiences an extinction curve similar to the MW (RV = 3.1), the values of τBl = 0.4
and 0.6 (∼68% and 95% upper boundary) correspond to AV,gas = 1.07 and 1.61,
respectively (using equation 3.4).
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We follow the methodology of the previous chapters and assume a foreground-like
dust component is dominating the attenuation, which is consistent with the linear
relationship observed between βGLX and τBl for our parent sample, and provides us
with a straightforward manner to derive the effective attenuation curve. However, we
stress that more complex geometries are likely to occur and may account for some of
the scatter in the observed relationship.
As a reminder, in the scenario in which a foreground-like dust component is dominating the attenuation, the optical depth is expected to behave according to

τn,r (λ) = − ln

Fn (λ)
,
Fr (λ)

(5.5)

where τn,r corresponds to the dust optical depth of template n, with flux density
Fn (λ), relative to a reference template r, with flux density Fr (λ), and it is required
that n > r for comparison. From this relation, it is possible to determine the selective
attenuation, Qn,r (λ),
Qn,r (λ) =

τn,r (λ)
,
l
δτBn,r

(5.6)

l
l
l
where δτBn,r
= τBn
− τBr
is the difference between the Balmer optical depth of tem-

plate n and r. The normalization for the selective attenuation is arbitrary and we
select Qn,r (5500Å) = 0 as the zero-point.
Following our previous chapters, we select galaxies in a narrow range of Dn 4000
values for comparison. This selection removes the systematic trend seen between
dustier galaxies having slightly larger Dn 4000 values (older average stellar population
age), which impacts the inferred attenuation in the UV-optical wavelength range
(Section 3.4.3). We select galaxies within a window of ∆Dn 4000 = 0.2, which is
centered on the mean value of 1.2 and 1.23 for the UV-optical and UV-NIR samples,
respectively. For the NIR analysis, we also impose a restriction on the stellar mass
range of 9.1 < log[M∗ (M⊙ )] < 9.9 to mitigate the variation in the NIR due to the
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old, low-mass stellar populations (Section 4.4.3), for which Dn 4000 is insufficient to
constrain because it is primarily linked to intermediate mass stars. This provides
us with samples of 6289 and 1860 galaxies for the UV-optical and UV-NIR analysis,
respectively.
To examine the effects of inclination we separate our sample according to axial
ratio and adopt 4 groups for the UV-optical sample, as shown in Figure 5.1. The
galaxies within each subpopulation are separated into 6 bins of τBl , spaced by ∆τBl ∼
0.1 (maintaining &100 sources in each bin), and the average SED is determined.
For the analysis here we will also retain the average FUV and NUV photometry, in
addition to the power-law fit for the UV from 1250 < λ < 2300 Å because we will also
consider scenarios with a 2175 Å feature where the shape of the UV attenuation would
deviate from this form. To account for the slight variation in the average redshift for
each bin, we also adopt a fixed effective wavelength corresponding to the average
redshift of each subpopulation, typically z̄ ∼ 0.06, such that the selective attenuation
for each band is determined in a consistent manner. We use the averaged UV powerlaw to determine these fixed-z flux density values, but note that their difference
relative to the averaged photometry is small such that the assumption has minimal
importance. The average flux density templates for the lowest and highest axial ratio
UV-optical subpopulations can be seen in Figure 5.3. Comparing the lowest panel of
these two cases (showing the templates with different τBl relative to one another), it
can be seen that the change in UV shape of the average templates with increasing τBl
are noticeably different, with the low axial ratio (higher inclination) galaxies retaining
a bluer slope at higher Balmer optical depths.
For the smaller UV-NIR sample we adopt only 2 groups, as illustrated in Figure 5.1. We follow the methodology outlined in the previous chapter, for which we
interpolate the average flux density of the observed SDSS z and UKIDSS Y , J, H,
and K bands (in log(Fλ )-log(λ) space) to a fixed wavelength (the effective wave-

182

length for z̄) for determining the selective attenuation at each band. The behavior of
the NIR spectral region is relatively smooth such that interpolating values for small
wavelength offsets is reasonable. The average flux density templates for the UV-NIR
subpopulations can be seen in Figure 5.4. Comparing the lowest panels of this Figure,
it can be seen that there are no obvious differences in the shape of the templates with
increasing τBl at optical and NIR wavelengths for the different inclination groups.
We show the selective attenuation curves that are obtained from the lowest and
highest axial ratio UV-optical templates in Figure 5.5. We exclude the use of template 1 in our analysis because this average SED is nearly identical to template 2,
which we attribute to the intrinsic variation being dominant over the effects of attenuation at these low values of τBl . It can be seen in Figure 5.5 that templates 2-6
give similar selective attenuation curves, implying that adopting a single selective
attenuation curve is reasonable to characterize each subpopulation. We determine
the effective attenuation curve, Qeff (λ), by taking the average value of Qn,r (λ) found
from templates 2-6. We adopt the same approach for the UV-NIR subpopulations,
which are shown in Figure 5.6. In the next section we outline the method used to fit
the shape of these selective attenuation curves.
5.4.2

Fitting the Selective Attenuation and Bump Feature

In this section we outline the method for fitting the average selective attenuation
curves of our subpopulations. These methods are identical to those presented in
previous chapters, except that we also consider the possibility of an additional MWlike 2175 Å feature of variable bump strength. This feature is assumed to account for
the NUV excess in Q(λ) for the low b/a subpopulation (higher inclination, Figure 3.9,
left). First, we fit the optical region of Q(λ) from the SDSS spectroscopic data
together with the average FUV value using a third order polynomial, which acts as
our baseline curve. The excess of the NUV Q(λ) value relative to this baseline is then
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Figure 5.3. Average UV-optical flux density, normalized at 5500 Å, within bins of τBl
for galaxies separated by axial ratio and with 1.1 < Dn 4000 < 1.3. The left shows the
low axial ratio sample (higher inclination angle, closer to edge-on) with 0.00 < b/a <
0.43 (N = 1558) and the right shows the high axial ratio sample (lower inclination
angle, closer to face-on) with 0.77 < b/a < 1.00 (N = 1530). The flux density shown
for the region of 1250 < λ < 2300 Å is based on the average FUV and NUV data
assuming it follows a power-law F (λ) ∝ λβGLX . The optical measurements are from
SDSS spectroscopy. The gray regions denote the area enclosing approximately 68%
of the population. The dotted regions in the optical spectra indicate the average
obtained from less than the full sample in that bin (due to varying redshifts), but still
containing > 50% of the bin sample. The diamonds show the average flux densities for
GALEX FUV, NUV, and SDSS u photometry, with errorbars denoting the 1σ range
in rest-frame wavelength and flux density values spanned in each bin, respectively. It
can be seen that the shape of the UV region differs with axial ratio.
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Figure 5.4. Average optical-NIR flux density for galaxies separated by axial ratio
and with 1.13 < Dn 4000 < 1.33 & 9.1 < log(M∗ (M⊙ )) < 9.9. The left shows the low
axial ratio sample with 0.00 < b/a < 0.62 (N = 936) and the right shows the high
axial ratio sample with 0.62 < b/a < 1.00 (N = 924). Lines and symbols are the
same as Figure 5.3. There are no obvious differences in the shape of the templates
with inclination.
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Figure 5.5. Average UV-optical selective attenuation curve for different bins of
τBl for our axial ratio subpopulations. The selective attenuation curve, Qn,r (λ), for
each bin of τBl (denoted by n) is determined from comparing to a reference template
(denoted by r) at lower τBl . Also shown is the effective curve, Qeff (λ) (solid black
line and circles), which is the average value of Qn,r (λ) for the cases shown. The gap
region between 2300 Å and 3750 Å is denoted with a dotted line corresponding to a
linear interpolation between the end points and is not used for constraining the fit.
The solid red line is our best fit to Qeff (λ) (see Section 5.4.2). For the low axial ratio
sample (left), the NUV point has an excess relative to a baseline constructed from a
fit to only the FUV and optical data (solid blue line), which we interpret to be due
to a 2175 Å feature. The lower panel shows the residual between each curve relative
to Qeff (λ).

Figure 5.6. Average optical-NIR selective attenuation curve for our axial ratio
subpopulations. Lines and symbols have the same meaning as Figure 3.9. The fitting
methodology is described in Section 5.4.2.
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assumed to be a MW-like 2175 Å feature. It is worth noting that the inferred bump
strength is directly dependent on the assumed baseline, which introduces additional
uncertainty into the method. The MW bump feature is well characterized using a
Lorentzian-like Drude profile (Fitzpatrick & Massa, 1990)

D(λ) =

Eb (λ ∆λ)2
,
(λ2 − λ20 )2 + (λ ∆λ)2

(5.7)

where λ0 = 2175 Å is the wavelength of the feature, ∆λ is its FWHM, and Eb is the
bump intensity. The average MW extinction curve has values of ∆λ ∼ 470 Å and
Eb ∼ 3.30 (Fitzpatrick, 1999).
To fit the residual NUV value, we use a Drude profile with λ0 = 2175 Å and
∆λ = 470 Å that is convolved with the GALEX NUV filter. This convolution acts
to suppress the apparent strength of the feature (Figure 3.16). The corresponding
strength of the bump required to fit the NUV is Eb = 0.55, or about 17% the strength
of the MW. We illustrate the fit in Figure 5.7, where this fit includes the differential
reddening factor f (see Section 5.4.3) on Q(λ) so that the MW extinction curve can
be shown for comparison. However, this value is dependent on the assumed value for
λ0 and ∆λ. Adopting values from Noll et al. (2009) for z ∼ 2 galaxies, which tend to
have higher λ0 and lower ∆λ than the MW values (see their table2), requires bump
strengths ranging from 0.70 < Eb < 0.87 or 21-26% the MW value. Given that we
do not have adequate information to constrain λ0 and ∆λ, we choose to adopt the
fit using the MW values for the remainder of the paper. Regardless of the adopted
parameters, the assumed bump is substantially lower than that of the average MW
curve or the LMC2 supershell and are consistent with the bump strengths found in
Noll et al. (2009) (0.47 < Eb < 0.93).
Performing a similar analysis on the other b/a bins results in a “negative feature”
being preferred and therefore it is assumed that a feature is not required. For these
cases, we adopt our standard approach and fit the UV-optical values of Qeff (λ), where
187

Figure 5.7. Demonstration of our 2175 Å feature fitting method for the highinclination subpopulation. The baseline is determined by fitting the FUV+optical
data to a third-order polynomial. Assuming that the NUV excess relative to this
baseline is due to a bump with MW-like properties (λ0 = 2175 Å and ∆λ = 470 Å)
requires a bump strength of Eb = 0.55, or about 17% the strength of the MW (see
Section 5.4.2 for different assumptions). The MW curve is also shown for reference
(Fitzpatrick, 1999).

the UV is from the average power-law fit, to a single third-order polynomial as a
function of x = 1/λ (µm−1 ):

Qfit (x) = p0 + p1 x + p2 x2 + p3 x3

(5.8)

0.125µm ≤ λ < 0.832µm .

The parameters of all fits are outlined in Table 3.3.
For the optical-NIR subpopulations, we follow the methodology of Chapter 4 and
fit the NIR region of Qeff (λ) using the SDSS data longward of 6000 Å combined with
the NIR bands to a single second-order polynomial as a function of x = 1/λ (µm−1 ):
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Qfit (x) = p0 + p1 x + p2 x2

(5.9)

0.63µm ≤ λ < 2.1µm .

We separately fit the SDSS region (3750 − 8325 Å), using a third-order polynomial,
for determining the differential reddening factor (f ; Section 5.4.3). The parameters
of these fits are outlined in Table 5.2. We also examined the effect of adopting the
same bins for the UV-optical sample as for the optical-NIR sample (i.e., use only two
groups) and find that it results in attenuation curves that are effectively an average
of the two lower (b/a < 0.60) and upper (b/a > 0.60) groups. This demonstrates
that the mass-selection has minimal influence on the derived curve shape at shorter
wavelengths.
5.4.3

Selective Attenuation Curve Variation with Inclination

As a reminder, the selective attenuation is related to the total-to-selective attenuation, k(λ), through the following relation

k(λ) = f Q(λ) + RV ,

(5.10)

where f is a constant required to make k(B) − k(V ) ≡ 1. The term f is accounting
for differences in the reddening between the ionized gas and the stellar continuum
and can also be expressed as

f=

k(Hβ) − k(Hα)
,
E(B − V )star /E(B − V )gas

(5.11)

where k(Hβ) and k(Hα) are the values for the intrinsic extinction curve of the galaxy
and not from the attenuation curve. For reference, the average attenuation curve of
the entire 1.1 < Dn 4000 < 1.3 UV-optical sample has a value of f = 2.40+0.33
−0.29.
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The value of f for the average selective attenuation curve of each subpopulation,
based on the fits of the previous section, are outlined in Table 5.1 and 5.2. The uncertainty shown reflects the maximum and minimum values from fits using individual
Qn,r (λ). We find that the value of f is lower for the decreasing axial ratios (higher
inclinations), which from equation (5.11) implies that hE(B − V )star i/hE(B − V )gas i
becomes slightly larger toward unity at higher inclination. This statement assumes
the average intrinsic extinction curve among each bin is comparable, which is a reasonable assumption. If a MW extinction curve is assumed (k(Hα) − k(Hβ) = 1.257;
Fitzpatrick, 1999), then hE(B − V )star i/hE(B − V )gas i=0.47 and 0.55 for the highest
and lowest axial ratio cases of the UV-optical sample, respectively. This indicates
that there is a smaller difference between the reddening of the stellar continuum and
ionized gas for more inclined galaxies. This effect is likely a result of the geometry, because both components will be affected more by the diffuse dust component along the
line of sight in the edge-on scenario. We discuss this in more detail in Section 5.7.1.
We compare the selective attenuation curves of our UV-optical sample with this
factor included in Figure 5.8. For reference, we also show the average curve of the
entire 1.1 < Dn 4000 < 1.3 sample, the starburst attenuation curve of Calzetti et al.
(2000), and the MW extinction curve (Fitzpatrick, 1999). In this Figure, it can be
seen that the selective attenuation curve becomes shallower in the UV with increasing
inclination. Interestingly, for the most face-on subpopulation (0.77 < b/a < 1.00), the
curve approaches a slope comparable to the starburst attenuation curve. We discuss
possible reasons for these trends in Section 5.7.1.
5.4.4

Curve Normalization, RV , and Comparison with Local Studies

We determine the normalization, RV , for each of the UV-NIR subpopulations
by extrapolating the NIR selective attenuation out to wavelengths where the totalto-selective attenuation is expected to approach zero, k(λ → ∞) ∼ 0 and is often
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Figure 5.8. Normalized selective attenuation curve f Q(λ) derived from our axial
ratio subsets. The term f is required to make the curve have k(B) − k(V ) ≡ 1.
The red lines are our axial ratio subsets, the cyan line is the average attenuation
curve of the 1.1 < Dn 4000 < 1.3 sample (from which the b/a subpopulations are
drawn Battisti et al., 2016), the solid blue line is the starburst selective attenuation
curve (Calzetti et al., 2000), and the solid black line is the MW extinction curve
(Fitzpatrick, 1999). The shape of the curves in the UV is seen to become shallower
at lower axial ratios (higher inclinations). The highest axial ratio subpopulation has
a shape comparable to the starburst attenuation curve.
Table 5.1. Fit parameters of UV-optical attunation curve Q(λ) over 0.125 µm≤ λ <
0.832 µm as a function of axial ratio
range

f

p0

p1

p2

p3

Eb

0.00 < b/a < 0.43 2.28+0.36
−0.20

-2.773 2.064 -3.257×10−1

1.859×10−2

0.55

2.38+0.47
−0.34
2.60+0.56
−0.42
2.70+0.76
−0.32

−1

−2

. . .

-2.333 1.710 -2.585×10−1

1.540×10−2

. . .

-2.194 1.600 -2.370×10−1

1.458×10−2

. . .

0.43 < b/a < 0.60
0.60 < b/a < 0.77
0.77 < b/a < 1.00

-2.552 1.874 -2.815×10

1.605×10

Notes. The uncertainty in f denotes the maximum and minimum values from fits
using individual Qn,r (λ) for each subpopulation (see § 5.4.3). The functional form of
these fits are Qfit (x) = p0 + p1 x + p2 x2 + p3 x3 . These cases also have the constraint
that 1.1 < Dn 4000 < 1.3. The fit for the bump strength assumes λ0 = 2175 Å and
∆λ = 470 Å (Fitzpatrick, 1999).
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Table 5.2. Fit parameters of optical-NIR attunation curve Q(λ) over 0.63 µm≤ λ <
2.1 µm as a function of axial ratio
range

f

p0

p1

p2

RV (2.85 µm)

−2
0.00 < b/a < 0.62 2.21+0.18
−0.15 -2.234 1.349 -5.329×10

3.91+0.65
−0.77

−2
0.62 < b/a < 1.00 2.58+0.16
−0.14 -1.766 1.020 -1.827×10

3.64+0.20
−0.45

Notes. The uncertainty in f and RV denote the maximum and minimum values from
fits using individual Qn,r (λ) for each subpopulation (see § 5.4.1). The functional form
of these fits are Qfit (x) = p0 + p1 x + p2 x2 , where x = 1/λ (µm−1 ). The normalization
RV (2.85 µm) is determined by extrapolating this function out to 2.85 µm and forcing
k(2.85 µm) = 0 (see § 5.4.4). These subpopulations also have the constraint that
1.13 < Dn 4000 < 1.33 and 9.1 < log[M∗ (M⊙ )] < 9.9.
approximated as occuring at λ ∼ 2.85 µm (e.g., Calzetti, 1997; Gordon et al., 2003;
Reddy et al., 2015). The values found for RV by extrapolating for the value of f Qfit (λ)
out to 2.85 µm and forcing k(2.85 µm) = 0 are shown in Table 5.2. We find that
the lower axial ratio subpopulation has a slightly higher inferred RV value than the
+0.20
higher axial ratio, with values of RV = 3.91+0.65
−0.77 and 3.64−0.45, respectively, where

the uncertainty reflects the maximum and minimum values from fits using individual
Qn,r (λ). However, this difference is not very significant given the large uncertainties.
For reference, the average attenuation curve of the entire 1.13 < Dn 4000 < 1.33 and
9.1 < log[M∗ (M⊙ )] < 9.9 UV-NIR sample has a value of RV = 3.67+0.44
−0.35. Both of the
values above are consistent with this value.
With the determination of RV , it is possible for us to compare our curves to those
of Wild et al. (2011), which performed a similar analysis on the effects of inclination
on the attenuation of GALEX -SDSS-UKIRT matched local galaxies. Wild et al.
(2011) separate their sample of galaxies into two groups according to stellar mass
2
surface density, µ∗ = 0.5M∗,tot /(πr50,z
), where M∗,tot is the total stellar mass and r50,z

is the Petrosian half-light radius in the z band. They adopt a break corresponding
to the bimodal local galaxy population of Kauffmann et al. (2003b) that separates
bulgeless (µ∗ < 3 × 108 M⊙ kpc−2 ) and bulged (µ∗ > 3 × 108 M⊙ kpc−2 ) galaxies. We
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find that ∼95% of our parent sample would be classified into the lower stellar mass
surface density (bulgeless) sample and therefore we will only compare to that sample.
They sub-divide each group and examined the attenuation curves by difference sSFR
and the axial ratio (b/a). For clarity, we only reproduce the curves of different axial
ratio and hold the sSFR fixed to their average value of log[sSFR (yr−1 )] = −9.5.
We compare the total-to-selective attenuation curve normalized at V -band, k(λ)/k(V ),
of our UV-optical sample to that of Wild et al. (2011) in Figure 5.9 (Left; cyan
lines). For simplicity, here we adopt a single value RV = 3.67 for all of the UVoptical subsamples, although we find that adopting the slightly higher value of RV
found above for the lower inclination subpopulations does not substantially alter the
curves. Both studies find a shallowing in the slope at higher inclinations, but this
extends to longer wavelengths in Wild et al. (2011). Unlike our study, Wild et al.
(2011) also favor a 2175 Å feature at all axial ratios with comparable strength, although the bump strength is seen to increase at higher inclinations in their bulged
(µ∗ > 3 × 108 M⊙ kpc−2 ) galaxies. Below we highlight differences between our study
and Wild et al. (2011) that may account for the differing attenuation curves.
First, this may be a consequence of the differences in the photometric aperture
adopted in each study. Wild et al. (2011) use the entire galaxy for their photometry,
which would lead them to enclose a larger amount of the diffuse dust disk relative
our fixed aperture method (to remain close to the SDSS fiber). In our case, we
tend to enclose a smaller fraction of the galaxy that is centered on the central star
forming region. As will be discussed more in Section 5.7.1, these two regions may
have differing dust properties. Second, for their UV data Wild et al. (2011) utilize the
GALEX All-sky Imaging Survey (AIS) survey, as opposed to our use of the Medium
Imaging Survey (MIS), which is shallower and may preferentially select bluer galaxies
Battisti et al. (2016). Thus, the galaxies selected in each study may be fundamentally
different. Third, they adopt a pair matching method to determine their attenuation
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curves that is fundamentally different than our methodology and this could lead to
differences. Third, the pair-matching procedure of Wild et al. (2011) did not explicitly
attempt to select for stellar population age. As discussed in Battisti et al. (2016) (and
also Wild et al. (2011)), steeper apparent UV slopes can result from a mismatch in the
mean stellar population ages of galaxies if more dusty galaxies have intrinsically older,
and therefore redder stellar populations, than the less dusty galaxies. Such a trend
is clearly evident in our sample when comparing the values of τBl and Dn 4000 (proxy
for mean stellar age) (see Battisti et al., 2016). Therefore, this could give rise to
their higher inferred UV attenuation, although we note that this should be somewhat
mitigated by their matching galaxies by sSFR and metallicity, which correlate with
mean stellar population age.
We also show a comparison of k(λ)/k(V ) from our UV-optical sample to that of
Conroy et al. (2010) in Figure 5.9 (Right; orange line). Conroy et al. (2010) performed
a model-based derivation of the attenuation curve in GALEX -SDSS matched local
disk galaxies, selected to have Sérsic index of n ≤ 2.5 and 9.5 < log(M/M⊙ ) < 10.0.
They compared the broadband photometry of galaxies of differing inclinations and
inferred they were best characterized using a MW curve with a RV = 2.0 and a bump
feature with a strength of 80% that of the MW. As can be seen in Figure 5.9, this curve
is noticeably steeper than our derived curves, when all curves are normalized to the
same value at 5500 Å. As noted earlier, our sample is preferentially found to be disky,
with 88% of the parent sample having n ≤ 2.5, which makes the observed differences
puzzling, but given the substantial differences in the adopted methodologies between
these works it is difficult to determine sources of the discrepancy. However, we note
that the study of Conroy et al. (2010) did not utilize NIR data and therefore their
value of RV (influencing the steepness) is less well constrained.
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Figure 5.9. Comparison between the attenuation curve of our axial ratio subpopulations and the curves of Wild et al. (2011) and Conroy et al. (2010). Left: The
total-to-selective dust attenuation normalized at V -band, k(λ)/k(V ), for our axial
ratio subpopulations (red lines) compared to those of Wild et al. (2011) for local
galaxies (cyan lines). Only curves for the bulgeless (µ∗ < 3 × 108 M⊙ kpc−2 ) galaxies
of Wild et al. (2011) are shown, as the majority of our sample overlaps with this
group. Both studies suggest a shallowing of the curves at higher inclinations, but the
behavior of the 2175 Å feature is different. These differences may be due to differences
in source selection or methodology (see Section 4.4.2). For reference, we also show the
starburst selective attenuation curve (solid blue line; Calzetti et al., 2000), which has
RV = 4.05. Right: k(λ)/k(V ) for our axial ratio subpopulations (red lines) compared
to the preferred curve of Conroy et al. (2010) for local disk galaxies (orange line),
which corresponds to a MW curve with an RV = 2.0 and a bump strength of 80%
that of the MW. The fiducial MW curve with RV = 3.1 is also shown for reference
(black curve).
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5.5

Sources with GALEX spectroscopy

Due to the limited UV sampling afforded through GALEX photometry for analyzing the 2175 Å feature, it is worthwhile to investigate the nature of this feature in
an independent manner. To do this, we select galaxies in our sample that also have
GALEX spectroscopy. The GALEX spectroscopic survey was originally planned to
be comparable in scope to the imaging survey with three tiers of depth, but this was
reduced to only the Medium Spectroscopic Survey (MSS) and Deep Spectroscopic
Survey (DSS). The MSS and DSS cover ∼ 8 and ∼ 2 square degrees, respectively.
For this section, we will consider sources within both the MIS (our parent sample) and
the Deep Imaging Survey (DIS), where for the latter we use the Galaxy Multiwavelength Atlas from Combined Surveys (GMACS; Johnson et al., 2007a,b) dataset2 .
We use the same selection criteria for the GMACS sample as the parent sample (i.e.,
UV S/N > 5, emission lines S/N > 5, SFG on BPT diagram, and z ≤ 0.105), which
gives a sample of 476 galaxies. We locate sources with spectroscopy using the Mikulski Archive for Space Telescopes (MAST) CasJobs website3 . More specifically, we
select sources using the isThereSpectrum label in the photoobjall table and then
obtain the reduced spectra from the SpecFlux table. The details and methodology
of the spectral extraction techniques and the resulting grism data from the GALEX
team is outlined in Morrissey et al. (2007). GALEX performed spectroscopy in the
FUV (1300-1820Å) and the NUV (1820-3000Å), with an average resolution (λ/∆λ)
of about 200 and 118 (∆λ ∼ 8 Å and 20 Å), respectively. We note that the UV
spectroscopy is an integrated (global) quantity in these galaxies, which is distinctly
different from our previous aperture-based analysis.
As a result of the limited coverage area of the MSS and DSS relative to MIS and
DIS (0.8% and 2.5%, respectively), the overlap with the photometric sample is low.
2

http://user.astro.columbia.edu/~bjohnson/GMACS/catalogs.html

3

http://galex.stsci.edu/casjobs/
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We identify 12 overlapping spectroscopic SFGs (4 in MSS and 8 in DSS) with good
quality spectra with a median S/N > 5 in both the FUV and NUV channels. We
note that an additional MSS source was excluded as it was seen to be a close galaxy
pair in the SDSS photometry. The average effective exposure time (fuv effexp and
nuv effexp) for these galaxies is 13500 s and 40500 s for MSS and DSS, respectively.
The location of these spectroscopic galaxies on the star-forming galaxy main sequence
(SFR vs. stellar mass; e.g., Brinchmann et al., 2004; Wuyts et al., 2011; Cook et al.,
2014) is shown in Figure 5.10, where here we make use of the global values of SFR
and stellar mass. The sources appear to occupy similar locations on the galaxy main
sequence as the parent sample, implying that the sample should not be significantly
biased, although they do tend to be a bit closer and larger in size.
The best discrimination on the 2175 Å feature can be made on higher τBl cases
because Aλ ∝ E(B − V )star ∝ τBl (assuming a fixed differential reddening factor). A
concern with the analysis presented in this section is that τBl is used to infer the global
reddening for these galaxies, which is measured from the SDSS fiber and several these
sources are much larger than the fiber size. We discuss an alternative to this approach
at the end of this section.
The UV spectroscopy for the higher τBl cases are shown in Figure 5.11. For each
case we fit the UV continuum, which is well represented as a power-law F (λ) ∝ λβ ,
using the 10 rest-frame wavelength windows defined in Calzetti et al. (1994). These
windows were used to measure the UV slope β of starburst galaxies from spectra
observed with the International Ultraviolet Explorer (IUE) and are designed to avoid
strong stellar absorption features, including the 2175 Å feature. To get a better
representation of the continuum, the data are smoothed by 50 Å. We perform a linear
least-squares fit (log-space) to the smoothed data with S/N > 5 inside these windows
using the MPFIT package (Markwardt, 2009). The uncertainty of this continuum
is taken to be the formal fitting uncertainty and the dispersion of the smoothed
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data relative to the continuum added in quadrature. Using this continuum fit, we
then determine the best-fit bump by taking a least-squares fit of the residuals (not
smoothed) with attenuation from a 2175 Å feature. This is determined using,

Fobs (λ) = Fint (λ)10−0.4E(B−V )star D(λ) ,

(5.12)

where the color excess of the stellar continuum is determined from the Balmer optical
depth,
E(B − V )star =

1.086τBl
,
f

(5.13)

and we use f = 2.40 corresponding to the average value for our SFGs. We fix the
central wavelength and width of the bump feature to that of the MW (λ0 = 2175 Å
and ∆λ = 470 Å), leaving Eb as the only free parameter. The resulting fits and Eb
values are illustrated in Figure 5.11, where the uncertainty in Eb is the formal fitting
uncertainty and the continuum uncertainty added in quadrature. For reference, we
also demonstrate the effect of using a fixed Eb = 1.65 (50% of the MW value, 99% of
the LMC2 supershell value). A feature of this strength can be ruled out for all cases.
The bump strength as a function of the inclination is shown in Figure 5.12.
As mentioned above, the global E(B − V )star may be smaller than that inferred
from the SDSS fiber. Several studies have suggested that dust attenuation decreases
with increasing radius (e.g., Muñoz-Mateos et al., 2009; Iglesias-Páramo et al., 2013;
Nelson et al., 2016). If this is the case, then the average bump strength would
increase slightly from the values presented above. As an independent estimate, we
also use the UV slope as an indicator of the stellar reddening adopting the attenuation
relationship in equation (4.14) and assume an intrinsic UV slope of β0 = −1.61. This
leads to bump strengths that are larger by about 50% (demonstrated in Figure 5.12).
If instead, we adopted the attenuation relation for starburst galaxies (Calzetti et al.,
2000, combining their equation 9 and 10), the resulting E(B −V )star values are higher
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Figure 5.10. The location of GALEX spectroscopic sources relative to the galaxy
main sequence. The sources appear to occupy a similar location on the galaxy main
sequence as the parent sample (contour), implying that the sample should not be
significantly biased. The average value of the main sequence for low redshift galaxies
(0.02 < z < 0.2) from Wuyts et al. (2011) is shown as the dashed magenta line for
reference.

because this relation assumes β0 = −2.1 (providing a smaller difference from the τBl based method). Regardless of the adopted methodology, the statements made earlier
that the bump strengths are significantly below the MW and LMC2 supershell values
remain valid.

5.6

Variation in β-τBl with Inclination

The variation of the UV slope β with inclination also has important implications
for the use of this quantity as an indicator of the total dust attenuation when other
metrics are unavailable. Any additional trends with the 2175 Å feature would further
complicate the use of the region of 1950 < λ < 2300 Å in calculating β. A common
method of dust corrections is to use of the tight positive correlation between β and
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Figure 5.11. SDSS thumbnails (∼50”× ∼50”) and GALEX spectra for some higher
τBl cases. The data are smoothed by 50 Å (solid blue line) in order to fit the continuum.
This fit uses data with S/N > 5 (dashed green line in lower panel) in the 10 windows
presented in Calzetti et al. (1994) (gray shaded regions). Using the continuum fit
(solid green line) and uncertainty (dotted green line), we fit the original unsmoothed
spectrum for additional attenuation of a 2175 Å feature (solid magenta line). The
best-fit UV slope β and Eb are shown for each galaxy. For reference, we also show a
feature with a bump strength of half the MW value (Eb = 1.65). All cases are best-fit
with strengths much lower than this value.
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Figure 5.12. The best-fit bump strength Eb as a function of axial ratio b/a for our
UV spectroscopic sources. Only sources with inferred E(B − V )star > 0.05 based on
τBl are shown (10/12 cases) because lower values poorly constrain the bump strength
and have very large error bars. The average values for sources above and below
b/a = 0.5 are also shown (filled black circles). There are no significant trends given
the uncertainty, but a slight tendency for more inclined systems to have a larger
bump value is present. For reference, the average values based on using β to infer
E(B −V )star are also shown and leads to bump strengths that are larger by about 50%
from the τBl -based method (filled green circles; see Section 5.5) and is slightly offset
in the x-axis for clarity. Regardless of the methodology, all galaxies show features
much lower than the average MW value (orange dashed line shows 50% of the MW
value). The average bump value inferred from the NUV photometry for our highest
inclination cases (0.00 < b/a < 0.43) is shown with the dashed red line.
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the ratio of IR to UV luminosity (IRX = LIR /LUV ), which is a proxy for the total
dust attenuation, observed for starburst galaxies (Meurer et al., 1999). However, the
IRX − β correlation is seen to break down as one moves from starburst galaxies to
more “normal” SFGs (Kong et al., 2004; Buat et al., 2005; Hao et al., 2011). This
breakdown has been attributed to effects of evolved stellar populations, different star
formation histories, variations in the dust/star geometry, and effects from the 2175 Å
feature (e.g., Boquien et al., 2009; Grasha et al., 2013; Popping et al., 2017), all of
which impact IRX and/or β values and introduce scatter.
Following a similar analysis as presented in Section 3.6.2, we examine the variation in the β-τBl relation for galaxies with inclination to identify its behavior and
determine if it is responsible for any of the intrinsic scatter observed. Here we will
use the corrected version of βGLX UV slope from Section 3.5.1, which accounts for
the absorption features influencing the wide GALEX filters. This essentially acts to
shift the values of βGLX bluer (more negative) by -0.15. The results are shown in Figure 5.13. We chose the subpopulations to consist of roughly one-third of the sample
(each ∼ 2800 galaxies). We note regions with low sampling of galaxies with dashed
lines. Looking at Figure 5.13, it can be seen that there are notable differences with
the axial ratio, although interestingly the intrinsic scatter is not reduced relative to
the entire parent sample (σ = 0.44). The slope and offset of the relationship varies
with the inclination, with flatter slopes and redder zero-points at lower axial ratios
(higher inclination):

β = (1.32 ± 0.05)τBl − (1.45 ± 0.02) 0.00 < b/a < 0.48,
β = (2.03 ± 0.05)τBl − (1.63 ± 0.02) 0.48 < b/a < 0.70,
β = (2.44 ± 0.06)τBl − (1.69 ± 0.02) 0.70 < b/a < 1.00.

202

(5.14)

Figure 5.13. The β-τBl relation for subpopulations of galaxies with different axial
ratios. β is the UV power-law index after correcting βGLX for stellar absorption
features (Section 3.5.1). The slope and offset of the relationship varies noticeably
with the inclination, with flatter slopes and redder zero-points at lower axial ratios
(higher inclination).

The trends observed in Figure 5.13 can be attributed to the shallowing of the UV
slope for lower axial ratios and also the addition of the weak bump feature (affecting
our NUV data). Both of these effects will act to keep the UV slope bluer at higher
attenuation values (τBl ). It is less clear what is driving the differences in the offset
(zero-point) among the relationships, although this is not particularly significant given
the large intrinsic scatter. Another factor that may influence this is the change in
differential reddening between the ionized gas and stellar continuum of the galaxies
as a function of inclination. For example, at a fixed value of τBl (fixed ionized gas
attenuation), the higher inclination galaxies (with lower value of f ) experience E(B −
V )star values that are 20% larger than the lower inclination galaxies.

5.7
5.7.1

Discussion
Our Results in the Broader Context of Previous Studies

In this section, we outline possible explanations for the observed trends with
inclination, as well as place them in the context of results found in previous studies.
Several studies have proposed that the dust content of galaxies can be well described
by two components (e.g., Calzetti et al., 1994; Charlot & Fall, 2000; da Cunha et al.,
2008; Wild et al., 2011); one associated with short-lived dense clouds where massive
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stars form HII regions giving rise to the ionized gas emission (with a low covering
fraction) and another associated with the diffuse interstellar medium (with a high
covering fraction) that provides the attenuation on the stellar continuum. The two
component model was originally developed to account for the fact that the color excess
of the stellar continuum E(B − V )star tends to be lower than that of the ionized gas
emission E(B − V )gas by roughly a factor of two (e.g., Calzetti et al., 2000; Kreckel et
al., 2013), and has been extended to explain other trends as well (Wild et al., 2011).
We argue below that this picture can also naturally explain many of the trends that
are seen in this chapter.
The first trend that we consider is the attenuation curves becoming shallower in
the UV with increasing inclination. This trend, also observed in Wild et al. (2011),
is expected to occur if the effective optical depth increases with inclination, leading
to grayer overall attenuation (e.g., Pierini et al., 2004; Inoue, 2005; Chevallard et al.,
2013). The fact that only the UV region appears to experience substantial changes
with inclination is interesting. The UV emission is dominated by young stellar populations, which are likely to be located at small disk scale-lengths and heights and
reside inside the diffuse dust component (however, continuum emission from stars
with ages t < 10 Myr, which provide the line emission, will be linked to the dense
cloud component; Charlot & Fall, 2000). Therefore, we can expect that the effective
optical depth toward young stars will depend noticeably on inclination, experiencing
a minimum when viewed face-on and a maximum when viewed edge-on. In contrast,
we expect the emission at optical and NIR wavelengths to be dominated by intermediate and old stellar populations, respectively, and these will be more homogeneously
distributed across the disk, with older stars tending to reside at higher disk scale
heights. Since the dust scale-height is typically found to be smaller than that of the
stellar component, (e.g., Xilouris et al., 1999; Bianchi, 2007; De Geyter et al., 2014),
a fraction of these older stellar populations can reside outside of the diffuse dust com-
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ponent and would thus be less affected by changes in inclination. Therefore, as long
as the effective optical depth does not become very large, the shape of the attenuation
curve at optical and NIR wavelengths could remain unchanged (although the total
attenuation still increases at higher inclinations). It can be seen in Figure 5.2 that
the ∼68% and 95% upper boundary of our sample is τBl = 0.4 and 0.6, respectively.
Assuming a differential reddening factor of f = 2.40 and the average attenuation
curve in Battisti et al. (2017), these values correspond to AV = 0.66 and 1.00, respectively. Therefore, the inferred optical depth for the majority of our sample is τV < 1
(τ (λ) = 0.921A(λ)), indicating that this assumption may be reasonable.
The second aspect we examine is tentative trend of an increase in the value of
RV for the higher inclination UV-NIR galaxy subpopulation. This increase could
be influenced by differences in the average grain size with the line of sight as there
will be a higher probability of intersecting dense cloud components (low covering
fraction) in an edge-on scenario. Extinction measurements in the MW toward denser
environments (clouds) tend to have larger values of RV and shallower slopes and is
likely associated with grain growth Draine (2003). This effect may also be linked to
the flattening of the UV shape with inclination discussed in the previous paragraph.
Utilizing larger samples in the future, for finer b/a binning, will provide a more robust
characterization of this effect.
The third trend to account for is the reddening between the ionized gas and
stellar continuum becoming more similar (hE(B − V )star i/hE(B − V )gas i becoming
slightly larger toward unity) at higher inclination, which is also observed in Wild et
al. (2011). As mentioned above, the ionized gas is observed to experience a larger
inherent reddening (optical depth) than the stellar continuum. In the two component
model, we expect the difference in reddening to appear most pronounced in a faceon scenario, because the stellar continuum will experience the lowest optical depth
from the diffuse component (and the ionized gas attenuation is relatively insensitive
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to inclination; see Figure 5.2). At larger inclinations, the total optical depth of the
diffuse component will increase for both ionized gas and stellar components but this
has a much larger impact on the reddening of the continuum. Therefore, one expects
the level of reddening between the two components to become closer at the highest
inclinations.
Next we consider the excess NUV attenuation in our most inclined subpopulation, which we consider to be the result of 2175 Å feature with ∼20% the strength of
the MW. Given our crude wavelength sampling in the UV to determine the baseline
surrounding the 2175 Å, it is unclear if this feature is entirely absent in the other
subpopulations but we expect that it is weaker given the steepening of the FUV for
more face-on galaxies (higher baseline). Additionally, an independent examination of
a handful of our sources in UV spectroscopy also suggests the 2175 Å feature in attenuation curves are weaker than both the MW and LMC2 supershell extinction curves.
Interestingly, for our lowest inclination sample the shape of the attenuation curve
approaches that of the starburst attenuation curve, which is definitively seen to lack
the 2175 Å feature Calzetti et al. (1994). Theoretical studies utilizing dust radiative
transfer have mainly focused on adopting a single intrinsic extinction curve for their
dust. When doing so, they predict that the 2175 Å bump strength should decrease
with increasing inclination owing to the increase in the effective optical depth leading
to grayer overall attenuation (e.g., Pierini et al., 2004; Inoue, 2005). Chevallard et al.
(2013) considered the effects of a two component dust scenario, but this focused only
on attenuation at optical-NIR wavelengths. A key ingredient missing from previous
radiative transfer models is in the role that higher intensity UV fields may have on
the carrier of the 2175 Å feature. This has been postulated as the primary reason the
starburst attenuation curve lacks a bump feature Gordon et al. (1997); Fischera &
Dopita (2011), and is also evident in the extinction curves toward higher star-forming
regions (e.g., LMC2 supershell/30 Dor Gordon et al., 2003). If the dust surrounding
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star-forming regions is processed in a manner that destroys the carrier of the 2175 Å
feature, this could explain the lack of the feature in our more face-on galaxies, as the
primary dust attenuation on these regions will be due to dust in its immediate vicinity (due to its small scale-height). In contrast, we expect that if the 2175 Å feature
carrier is present in the more general diffuse dust component that is outside the influence of the star-forming region, then the bump would be most prevalent in the UV
continuum when galaxies are viewed nearly edge-on. Such findings are qualitatively
consistent with Wild et al. (2011) and also Kriek & Conroy (2013) (although the latter study also suggests that edge-on galaxies preferentially have steeper slopes, which
conflicts with the findings of this chapter). We also highlight again that our use of
fixed-apertures located on the central star-forming regions (SDSS fiber) may lead us
to preferentially examine regions experiencing higher dust processing than is typical
in the outer regions of the disk. For galaxies in our study at high inclinations, a larger
fraction of the outer region diffuse dust is likely included within these apertures and
this may be an important factor in our curve behavior (this may also account for the
bump being present at all inclinations in (Wild et al., 2011), see Figure 5.9, because
they use total photometry).
Finally, we also remark on the prevalence of the bump feature in observations. Due
to the methodology used in this study of averaging galaxy SEDs to quantify average
attenuation curves, we are unable to constrain what fraction of our galaxy sample
contains significant 2175 Å features. Doing so would require performing SED fitting
for individual galaxies in the sample, a task that would be highly model dependent,
and is beyond the scope of this chapter. However, if it is the case that this feature
appears to be preferentially stronger in systems that are viewed at high inclinations,
then one might expect the strongest instances of the bump to occur in ∼25% of cases.
This could account for a similar fraction of galaxies with significant bump strengths
(&30% MW) being measured by Noll et al. (2009); Buat et al. (2012); Kriek &
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Conroy (2013) and others. Unfortunately, the role of inclination with bump strength
of individual galaxies has not been examined in much detail to date. Performing such
studies in the future could greatly improve our ability to provide more appropriate
treatment of the 2175 Å feature when performing attenuation corrections.

5.8

Conclusions

Using a sample of ∼10,000 local SFGs, we quantified the influence that inclination
has on the shape and normalization on average dust attenuation curves of the central
star forming regions. Below, we summarize our main conclusions:
• Attenuation curves of the central active regions of SFGs become shallower at
UV wavelengths with increasing inclination, whereas the shape at longer wavelengths remains unchanged.
• The amount of differential reddening between the stellar continuum and ionized
gas varies with inclination, with hE(B −V )star i/hE(B −V )gas i becoming slightly
larger toward unity at higher inclination (i.e., smaller differences in reddening).
• The most edge-on subpopulation (b/a < 0.42) exhibits a NUV excess in its
average selective attenuation. If interpreted as a 2175 Å feature, this is best
fit by a feature with a bump strength of 17-26% of the MW value (34-52%
of the LMC2 supershell value) depending on assumptions of the feature central
wavelength and FWHM. No excess is apparent in the average attenuation curves
of our lower inclination subpopulations (b/a > 0.42).
• A small difference is observed in the value of RV with inclination, such that
the higher inclination subpopulation has a slightly higher RV , although this is
poorly constrained given the more limited sample with NIR data.
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• An independent examination of a small number of UV spectroscopic sources in
our sample supports our previous finding that the 2175 Å feature in attenuation
curves are weaker than both the MW and LMC2 supershell extinction curves.
• The inclination has a noticeable impact on the β-τBl relation due to the change
in the UV attenuation profile. This may add an additional complication to the
use of the UV slope for the purpose of making attenuation corrections (e.g.,
through the IRX-β relation).
Overall, the trends observed are consistent within the common picture that dust
in galaxies can be separated into two dust components, one associated with very
young stars with a low covering fraction (dense clouds) and another associated with
the diffuse interstellar medium with a large covering fraction (Charlot & Fall, 2000).
These results are, for the most part, in qualitative agreement with an analogous study
by Wild et al. (2011). However, an inclination dependence of the 2175 Å feature may
additionally require that the carriers are preferentially destroyed regions of high starforming activity. We caution that the results presented in this work are determined
by averaging the SEDs of a large number of galaxies, and that variation in the dust
properties of individual galaxies is likely to result in large case-by-case variation.
Performing more in-depth analysis of individual galactic systems, with greater UV
coverage than that afforded with GALEX photometry, will be necessary to improve
upon our understanding of the factors influencing this scatter.
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CHAPTER 6
SUMMARY AND FUTURE DEVELOPMENTS

6.1

Summary

The focus of this dissertation has been on developing methods that improve our
ability to determine accurate properties of galaxies, with a particular focus on the
estimation of SFRs. This is done in a complimentary manner by characterizing the
effects of both dust attenuation at UV-to-NIR wavelengths and dust emission at
MIR wavelengths. In Chapter 2, we performed an analysis that extends on previous
efforts of calibrating monochromatic SFR diagnostics at MIR wavelengths and derive
continuous-wavelength diagnostics spanning the entire range of 6-70 µm. This is
possible owing to the small amount of variation in the shape of the SED over the
6 − 30 µm region with redshift (although SED evolution does appear evident at
longer wavelengths). These diagnostics achieve similar accuracy as previous methods
(∼30%) and offer wider flexibility for use. These tools are developed with a particular
interest toward the future capabilities of the JWST, which will enable unparalleled
examination of the evolution of high redshift galaxies.
In Chapters 3, 4, and 5, we examined the behavior of dust attenuation in local
SFGs in order to gain a better understanding of the factors that can influence variation
in its shape and normalization. We derive average dust attenuation curves for a
range of subpopulations spanning a wide range in galaxy properties and find that,
over the range probed by our sample, most properties have subtle influences on these
quantities. One exception to this appears to be in the behavior of the UV attenuation
as a function of inclination, which we attribute to increasing dust optical depth toward
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star-forming regions in more edge-on galaxies. The relatively minor differences among
these subpopulations suggests that a single curve is reasonable for applications seeking
to broadly characterize large samples of galaxies in the local Universe. However,
we also observe that the individual attenuation properties of SFGs show very large
variation as evident by the dispersion in the β-τBl relation and from detailed energybalance comparisons, both of which are not seen to correlate strongly with galaxy
properties. This large variation imposes limitations to the applicability of a single
attenuation curve for analysis of individual galaxies.
Here we outline some ways in which we may be able to obtain better constraints
on the variation of individual galaxies in future studies. One aspect that can improve
is in providing better aperture matching between the UV photometry and optical
spectroscopy used to estimate the Balmer decrement. The small size of of the SDSS
fiber imposes significant restrictions in the size of the photometric apertures that can
be utilized and this leads to noticeably larger uncertainties on the estimated values
of the UV and NIR photometry (due to the apertures being close to the FWHM of
these observations). More accurate estimates of the UV slope would allow for better
characterization of subtle changes in the β-τBl relation among galaxies. Similarly, more
accurate NIR photometry would allow for better characterization of changes in the
value of RV . In particular, the cause of the lower normalization of the attenuation
curve at higher redshift (Reddy et al., 2015) is still unexplained. There are two
ways in which this aspect can be improved for studies of local SFGs: (1) obtaining
spectroscopic measurements over a larger field-of-view to enable more direct aperture
matching, and/or (2) obtaining higher resolution UV and NIR photometry. The
first option is more likely to be employed in the near-future due to current efforts
to image large samples of galaxies with integral-field spectrometers (e.g., Mapping
Nearby Galaxies at APO (MaNGA Bundy et al., 2015), Sydney-AAO Multi-object
Integral-field spectrograph survey (SAMI Bryant et al., 2015), Calar Alto Legacy
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Integral Field Area Survey (CALIFA Sánchez et al., 2012)). The second option would
require new space-based facilities for higher resolution UV data and larger surveys in
the NIR with &4-m class telescopes. Another limitation of the sample utilized in this
dissertation is in the range of physical parameters being probed. We draw particular
attenuation to the limited range of metallicities, for which the majority are roughly
solar metallicity or higher. Given that metallicity is likely to have a large influence
on the composition and growth of dust grains, this could be a critical parameter for
further analysis in the future, especially because the metallicities of galaxies tend to
decrease at higher redshifts.
As can be gathered from the discussion above, there are still unresolved questions
regarding the nature of dust attenuation. The rest of this chapter focuses on outlining
future work that will be performed to extend and improve upon the tools outlined in
this dissertation.

6.2
6.2.1

Future Developments
Background

Obtaining a detailed census of galaxy properties through cosmic time is crucial
to understanding galaxy evolution because it allows us to guide theoretical models
by comparing observations with predictions (Madau & Dickinson, 2014). In the near
future, astronomers will have access to unprecedented data on millions of galaxies
from the Local Neighborhood all the way to the dawn of cosmic time. The synergy
of the Large Synoptic Survey Telescope (LSST), JWST, Euclid, Wide-Field Infrared
Survey Telescope (WFIRST), and Atacama Large Millimeter/submillimeter Array
(ALMA) facilities will yield accurate galaxy SEDs from the rest-frame UV to the farIR at most redshifts, which will enable derivation of accurate star formation histories,
SFRs, stellar masses, metallicities, ionization states, redshifts, etc. We will move away
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from the piecemeal approaches currently in place, to approach the regime of ‘precision
cosmology’ for both galaxy evolution and dark energy studies.
A critical ingredient for this precision work is a full description of the dust attenuation curve of SFGs over the age of the Universe. Providing a characterization
of the evolution of dust attenuation with cosmic time will remove one of the largest
uncertainties (factors ∼2-10) in modeling galaxy SEDs. This issue is especially pertinent at 1 < z < 3 where the SEDs of galaxies are more heavily attenuated by
dust than in the local Universe (e.g., Murphy et al., 2011; Magnelli et al., 2013) and
which corresponds to the peak in cosmic star formation (Madau & Dickinson, 2014).
Current approaches employ either the IR emission as a measure of total dust, which
is a blunt tool useful only to derive bulk SFR information, or the attenuation curve
derived from a sample of 39 SB galaxies in the local (z ∼ 0) Universe (Calzetti et al.,
1994, 2000). The latter, although widespread in its use, does not account for recent
evidence that the shape of the attenuation curve and its normalization evolve with
time (Reddy et al., 2015). Despite extensive analysis of local galaxies, including the
results of this dissertation, the reasons for these differences are not understood and
clearly illustrates the need to extend such studies to large samples of high redshift
galaxies.

6.3

Quantifying Attenuation up to the Peak of Cosmic Star
Formation (z < 3)

First, we will utilize the 3D-HST survey (Brammer et al., 2012), a HST program
with near-IR spectroscopy (G141; 1.1-1.7µm) for thousands of galaxies between 1 <
z < 3 (Momcheva et al., 2016). The fields in this survey coincide with the Cosmic
Assembly Near-infrared Deep Extragalactic Legacy Survey (CANDELS; Grogin et
al., 2011; Koekemoer et al., 2011), spanning ∼600 square arcminutes of the sky, and
they have extensive ancillary data providing photometry extending from the rest-
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frame UV out to the IR. ALMA programs have also been carried out in some of these
fields, which extends the wavelength coverage to the sub-mm. The extensive data
available for 3D-HST make it an exceptional survey to begin addressing the nature
dust attenuation at higher redshifts.
The redshift region of interest is 1.3 < z < 1.5, where the Hα and Hβ emission
lines are simultaneously available to determine the Balmer decrement, F (Hα)/F (Hβ),
which can be used to determine the reddening from dust, as outlined in Chapters 3,
4, and 5. These measurements, available for ∼100 galaxies (S/N > 3), will be
used together with averaged SEDs of galaxies to empirically derive the average dust
attenuation curve at z ∼ 1.4. As an example, we demonstrate two galaxies in the 3DHST survey experiencing different levels of dust attenuation as inferred from their
Balmer decrement in Figure 6.1. Using far-IR and sub-mm data available for a
subset of the sample, we can also compare the observed total infrared luminosity
for individual galaxies to that which is predicted from the attenuation curve to test
its accuracy and characterize its uncertainty (similar to Section 4.5). This will also
allow for unprecedented examination of the relationship between the infrared excess
(IRX ≡ LIR /LUV ) and the UV slope (β), which is often utilized to determine dust
correction, and provide insight into the factors driving the large variation observed
in SFGs (e.g., Casey et al., 2014).
Given the limited sample of 3D-HST sources with Balmer decrement measurements (due to its small area and spectroscopic redshift window), we will expand the
sample in order to perform a rigorous analysis of the variation of dust attenuation.
One sample that will be used is the WFC3 IR Spectroscopic Parallel (WISP; Atek
et al., 2010) survey, which obtained near-IR spectroscopy (G102+G141; 0.8-1.7µm)
over ∼1500 square arcminutes of the sky. WISP has a wider coverage area and redshift range (0.75 < z < 1.5) for Balmer emission lines relative to 3D-HST (∼1000
galaxies with Balmer measurements), but lacks the multi-wavelength ancillary data
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Figure 6.1. Demonstration of the quality of data available for galaxies in the 3DHST survey. Left: A galaxy experiencing moderate attenuation, as inferred by its
Balmer decrement, F (Hα)/F (Hβ). The top panels show the broadband photometry
and the 2D grism for the galaxy. The bottom panel shows the available photometry
and an SED model for illustration (determined with EAZY; (Brammer et al., 2008)
with an inset of the 1D grism spectroscopy with relevant emission lines labeled. The
Balmer decrement value is shown below the inset. Right: Similar to the left, but
showing a galaxy experiencing less attenuation. These data provide an exceptional
means to characterize the behavior of dust attenuation at redshift z ∼ 1.4.
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needed to perform a full analysis on the attenuation, especially at rest-frame UV and
optical wavelengths. This will be remedied through new proposed observations of
ground-based optical telescope facilities1 . Another sample that will be utilized is the
MOSFIRE Deep Evolution Field survey (MOSDEF; Kriek et al., 2015; Reddy et al.,
2015), which will publicly release near-IR spectroscopic (0.97-2.45µm) measurements
for ∼1500 galaxies in the 3D-HST survey at 1.37 ≤ z ≤ 3.80 in the near-future. Once
released, we will incorporate the MOSDEF sample into this analysis. We will leverage
this much larger sample to determine the evolution in the effective attenuation curve
of galaxies from 0 < z < 3 and also address the questions outlined in the following
sections.
6.3.1

How much does dust attenuation vary in galaxies?

The extent of the impact of dust attenuation in galaxies depends on how much
its shape varies among galaxies. In our Galaxy and its largest satellites, it has been
observed that environmental density and metallicity influence the properties and distribution of dust grains (e.g., Weingartner & Draine, 2001). Thus, it is likely that
these factors influence the global attenuation of galaxies, in addition to any effects
related to the geometric distribution between the stars and dust. The variation in
local attenuation curves presented in this dissertation are sufficiently small that they
are unable to explain the much lower normalization (RV ) in the SFGs of Reddy et al.
(2015) at z ∼ 2 (see Chapter 4, 5). The reason for this likely stems from differences in
the properties of local and distant galaxies, with z ∼ 2 galaxies having higher sSFRs
and lower metallicities, or from variations in the relative star/dust geometry. A major
advantage of the 3D-HST/CANDELS fields is that the multi-wavelength coverage has
allowed for accurate determination of many galactic properties, which are available as
1

In particular, we have approved observing programs to image a portion of these fields using
the Wisconsin-Indiana-Yale-NOAO (WIYN) and Magellan-II (Clay) Observatories in late 2017 and
early 2018.
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public catalogs (Skelton et al., 2014; Whitaker et al., 2014). Using this data, together
with the expanded sample from WISP, will enable detailed characterization of the
dust attenuation curve in a large sample of galaxies as a function of their physical
properties (e.g., SFR, mass, inclination).
Another important aspect of the attenuation curve is the presence of the 2175 Å
feature, which is prominent in the Milky Way extinction curve (Figure 1.5). This
feature has been observed in other local (e.g., Conroy et al., 2010; Wild et al., 2011)
and high-redshift galaxies (e.g., Noll et al., 2009; Buat et al., 2011, 2012; Kriek &
Conroy, 2013; Scoville et al., 2015), but to noticeably different strengths (Figure 1.9).
One theory is that the strength of the feature in attenuation curves is related to the
inclination of the galaxy, with edge-on galaxies preferentially having a stronger 2175 Å
feature than face-on galaxies (Wild et al., 2011; Kriek & Conroy, 2013, Chapter 5).
The high resolution imaging available from HST for the mentioned surveys will also
enable accurate measurements of galaxy inclination for characterizing the extent of
variation in the strength of the 2175 Å feature at higher redshifts.
6.3.2

What galaxy properties determine the dust attenuation and its
characteristics?

Obtaining direct estimates of attenuation in galaxies requires spectroscopy, which
is observationally expensive. Thus it is advantageous to determine what properties
are closely linked to attenuation and can serve as a suitable proxy. This will allow for
determination of dust attenuation even when limited measurements are available, as
is typically the case for higher-redshift systems. The two ingredients needed for dust
production in a galaxy are metal content and gas content (e.g., Calzetti & Heckman,
1999), where observations show that galaxies with higher metallicities and/or more
gas tend to have more dust (Draine et al., 2007; Galametz et al., 2011).
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Previous studies have found that galaxies with larger metallicities, stellar masses,
and SFRs tend to have higher dust attenuation (e.g., Wang & Heckman, 1996; Hopkins
et al., 2001; Garn & Best, 2010; Reddy et al., 2015, Figure 3.19). Given that there
are the well-known positive correlations between stellar mass and metallicity (e.g.,
Tremonti et al., 2004) and stellar mass and SFR (e.g., Brinchmann et al., 2004; Cook
et al., 2014), these trends are not unexpected. However, it is not well established
to what extent these relationships evolve with redshift. Indeed, studies have found
that the relationship between dust attenuation and SFR does evolve with redshift
(Reddy et al., 2006, 2010; Sobral et al., 2012; Domı́nguez et al., 2013). These samples
would dramatically improve upon our understanding of these relationships at higher
redshifts.
6.3.3

Does the spatial distribution of dust in galaxies vary over cosmic
time?

In local galaxies, the stellar continuum experiences roughly half the reddening
relative to ionized gas, an effect referred to as differential reddening (Calzetti et al.,
2000). This effect has led to the popularity of a two component model for the dust
content in galaxies (Charlot & Fall, 2000; Wild et al., 2011, Figure 1.8). The exact
value of this quantity has important implications on how emission lines are used to
infer corrections on the stellar continuum, and vice versa. Studies have suggested
that differential reddening appears to evolve with redshift, though large variations
exist among studies (e.g., Puglisi et al., 2016). By directly measuring the attenuation
in both components, we will determine the relationship of differential reddening as a
function of galaxy properties and redshift.
Another important aspect regarding the distribution of dust in galaxies is its
dependence with galactocentric radius. Such knowledge is relevant for studies seeking
to examine galaxies in a spatially resolved manner. Given recent advances in integral-
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field spectroscopy, it is now practical to examine the structural nature of attenuation
within individual galaxies in the local Universe (e.g., Mapping Nearby Galaxies at
APO (MaNGA) Bundy et al., 2015). Furthermore, the spatial information afforded
through grism spectroscopy with HST allows for similar characterization (Nelson et
al., 2016). Additionally, the high-resolution of ALMA (typically 0.15”, corresponding
to ∼1.26 kpc at z = 1.4) will enable for a complementary way to observe the dust
content in emission. We will expand on the results of previous work and examine the
radial dependence of attenuation in both the local Universe and at higher redshift.

6.4

Quantifying Attenuation at High Redshift (z > 3): Prescriptions in the JWST Era

With the launch of the JWST facility in late 2018, astronomers will begin observing some of the most distant galaxies in the Universe at a rate never before possible.
One of the four key scientific objectives for the JWST mission is to understand the
assembly of galaxies and therefore a considerable investment will be made to observe
distant galaxies. The spectroscopic capabilities of the JWST can provide characterization of dust attenuation from 0.5 < z < 6.5, which when combined with local
studies would account for 90% of the age of the Universe. One project for which
such a study could be incorporated has already been envisioned as part of the Science
Operations Design Reference Mission (Gordon et al., 2012). This project, labeled
“JWST Wide-Area Spectroscopic Followup”, seeks to perform NIRSPec multi-object
spectroscopy of the CANDELS fields, and therefore offers a natural extension of the
analysis performed with the HST samples. Throughout the development of future
projects, we plan to submit proposals and seek joint collaborations to pursue this
research avenue.
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APPENDIX A
VIABILITY OF USING THE OPTICAL SLOPE INSTEAD
OF THE UV SLOPE

Future large area IR surveys, such as those planned with Euclid and the WideField Infrared Survey Telescope (WFIRST ), will image vast numbers of galaxies.
Given the shortest wavelengths available to these missions, ∼ 5500 Å and ∼ 7600 Å
for Euclid and WFIRST, respectively, the shortest rest-frame wavelengths available
for galaxies with z < 1 this will correspond to the optical portion of the spectrum.
Therefore, a proper utilization of the β-τBl relation would require separate measurements from another facility to determine UV slope. Here we investigate the possibility of using the optical slope, from the observed SDSS u (λeff = 3543 Å) and g
(λeff = 4770 Å) fiber photometry, as an indicator for reddening of the continuum
instead of β. This is calculated using the same method as for the UV slope,

βopt =

log[Fλ (u)/Fλ (g)]
.
log(λu /λg )

(A.1)

We expect that the correlation between the optical slope and τBl to be weaker than
the UV slope, given that this region is less sensitive to the effects of dust and more
sensitive to older stellar populations.
In Figure A.1 we show the βopt and τBl values for our sample of 9813 SFGs. A
linear fit to the data using the MPFITEXY routine (Williams et al., 2010) gives

βopt = (2.32 ± 0.04)τBl + (0.71 ± 0.01) ,
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(A.2)

with an intrinsic dispersion of σint = 0.53. As expected, this dispersion is larger than
that found using the UV slope, but not by a very large amount. Similar to earlier
anaylsis, we divide the sample by Dn 4000 to determine its role in the dispersion. We
plot the sample divided into three ranges of Dn 4000 in Figure A.2 and the fitted
relationships are

βopt (1.018 < Dn 4000 < 1.185) = (1.04 ± 0.06)τBl + (0.67 ± 0.01) ,

(A.3)

βopt (1.185 < Dn 4000 < 1.251) = (0.87 ± 0.04)τBl + (1.12 ± 0.01) ,

(A.4)

βopt (1.251 < Dn 4000 < 1.418) = (1.43 ± 0.04)τBl + (1.29 ± 0.02) .

(A.5)

It is evident that the dispersion is reduced by ∆σint ∼ −0.15. This indicates that
Dn 4000 acts as an indicator of the intrinsic optical slope (i.e., the normalization of
the βopt − τBl relation). From this we believe that the optical slope might be viable
for determining appropriate corrections in a large statistical sample, especially if
information on the 4000Å break is available to correct for stellar age effects.
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Figure A.1. The optical power-law index, βopt , as a function of the Balmer optical
depth, τBl , for our sample of SFGs. A representative error bar for the SFG sample is
shown in the bottom right. Our fit at τBl > 0.7 is shown with a dashed line to denote
that there are limited data in this range.

Figure A.2. The βopt -τBl relation for subsamples of galaxies with different Dn 4000.
The subsamples show significant offsets relative to each other and also have a lower
dispersion relative to the total sample. This indicates that Dn 4000 acts as a good
diagnostic of the intrinsic optical slope (i.e., vertical normalization). Galaxies with
an older stellar population (larger Dn 4000) have a redder intrinsic values of βopt .
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APPENDIX B
COMPARISON BETWEEN NEAR-IR DATA

In this section we show the comparison between the different aperture-normalized
NIR datasets examined in Chapter 4. We normalize the NIR data using the SDSS
z − band value aperture photometry at 4.5, 5.7, and 8.0”. We normalize the UKIDSS
and 2MASS photometry such that the ratio between the NIR and the SDSS z-band
flux density at the catalog aperture is preserved for 4.5” (e.g., UKIDSS: fJ (4.5”) =
fz (4.5”)[fJ (5.7”)/fz (5.7”)]; 2MASS: fJ (4.5”) = fz (4.5”)[fJ (8”)/fz (8”)]). The comparison between UKIDSS LAS and 2MASS PSC photometry after applying these
normalizations are shown in Figure B.1. There is good agreement between the data,
with a majority of cases lying within the median 1σ uncertainty (red line). We also
show a comparison between the overlapping sources in the 2MASS PSC and XSC in
Figure B.2, which also demonstrate good agreement.

Figure B.1. Comparison between sources in the UKIDSS LAS and the 2MASS PSC
after normalizing the apertures. This normalization is based on the SDSS z-band values, where fX,norm (LAS) = fX (5.7”)/fz (5.7”) and fX,norm (PSC) = fX (8.0”)/fz (8.0”).
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Figure B.2. Comparison between sources in the 2MASS PSC and the 2MASS XSC
after normalizing the apertures. This normalization is based on the SDSS z-band values, where fX,norm (PSC) = fX (8.0”)/fz (8.0”) and fX,norm (XSC) = fX (10”)/fz (10”).
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