Treatment of medically intractable focal epilepsy (MIFE) by surgical resection of the epileptogenic zone 20 (EZ) is often effective provided the EZ can be reliably identified. Even with the use of invasive 21 recordings, the clinical differentiation between the EZ and normal brain areas can be quite challenging, 22 mainly in patients without MRI detectable lesions. Consequently, despite relatively large brain regions 23 Corresponding author: Sridevi V. Sarma, Authors: Author Names being removed, surgical success rates barely reach 60-65%. Such variable and unfavorable outcomes 24 associated with high morbidity rates are often caused by imprecise and/or inaccurate EZ localization. We 25 developed a localization algorithm that uses network-based data analytics to process invasive EEG 26 recordings. This network algorithm analyzes the centrality signatures of every contact electrode within 27 the recording network and characterizes contacts into susceptible EZ based on the centrality trends over 28 time. The algorithm was tested in a retrospective study that included 42 patients from four epilepsy 29 centers. Our algorithm had higher agreement with EZ regions identified by clinicians for patients with 30 successful surgical outcomes and less agreement for patients with failed outcomes. These findings 31 suggest that network analytics and a network systems perspective of epilepsy may be useful in assisting 32 clinicians in more accurately localizing the EZ.
INTRODUCTION
Epilepsy is one of the most common brain disorders, characterized by chronically recurrent seizures -2-/ Title: Using Network Analysis to Localize the Epileptogenic Zone from Invasive EEG Recordings in Intractable Focal Epilepsy Authors: Author Names Figure 1 . Clinical process for implantation of SDE and seizure onset localization. Clinicians expose the brain through a craniotomy, then implant electrodes on the cortical surface of the brain, monitor patient electrocorticography (ECoG) for days/weeks and then attempt to localize the EZ visually. Clinical teams look at recorded data on computers and annotate signals from certain electrodes and time periods. determining contact location is shown in 1. Coronal and sagittal views were available for every contact.
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METHODS -COMPUTATIONAL STEPS
In this study, our raw dataset consisted of EEG recordings of seizures with 60 seconds of data before and 232 after each seizure. Data was collected from 42 patients with at least two seizures per patient. We applied 233 network analysis techniques and considered each electrode in the iEEG array to be a node in a network.
234
The overall process of our algorithm is highlighted in Fig. 3 . We computed the cross-power spectrum 235 matrix for each time window, then the corresponding EVC and then we trained a Gaussian weighting 236 function that assigned a likelihood to each electrode for being within the EZ. After computing the heat 237 map for the EZ predicted set of electrodes, we compared them to the clinical electrodes for both 238 successful and failed surgical outcomes. We show results for each center separately, and also all patients 239 grouped together. Note that we trained the Gaussian weighting function only using one center's patients,
240
so that we could test our results across center. Clinical procedures can vary more from center to center 241 versus the variability within center, so it is a conservative approach to train using one center and then test 242 on all other centers to see if our analysis holds across different clinical procedures.
243
All Matlab (R2016b) and Python (v 2.7) code is publicly available online at:
244
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2.5 s Figure 3 . Computational steps for seizure onset localization: the algorithm processes raw ECoG to compute the sequence of adjacency matrix A(t). From this sequence, A(t), it computes the sequence of leading eigenvectors, v(t), as a network centrality measure, the EVC. Algorithm then converts EVC into the sequence of rank centrality r(t). From this sequence, r(t), algorithm computes a heatmap that generates predictions of the EZ. Yellow shading indicates the EVC of 1 st electrode evolving in time whose rank centrality, r 1 (t), is illustrated in the plot. with the f iltf ilt function (frequency ranges of 59.5 to 60.5). In general, EEG data is known to be noisy 252 and referencing schemes can play a significant role in downstream data analysis. We decided to apply a 253 common average referencing scheme to the data before analysis (37). Here, we take an average signal 254 -11- Network centrality for each node was computed every second using a 2.5 second sliding window sliding 260 every second 60 seconds before seizure, during seizure, and 60 seconds after seizure for at least 2 seizure 261 events. For each window, the brain network was first represented by a connectivity matrix (15), by 262 computing all pairwise cross-power spectra between the signals in the gamma frequency band (30-90 263 Hz), i.e.,
264
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where P i , P j are the magnitudes of the Fourier transform of the time series in the window recorded from 265 electrodes i, j, and A ij is the element of connectivity matrix and is the adjacency between nodes i and j. 266 We chose the gamma band because the gamma frequency band has often exhibited the most modulation 267 in power between non-seizure and seizure periods. It has been thought to be correlated to neuronal 268 spiking and fMRI activity and thus carries information in such invasive recordings (22; 61; 62).
269
The importance of each electrode to the network connectivity was measured by the strength and number 270 of connections it makes with other electrodes, referred to as centrality. We used the eigenvector centrality 271 (EVC) to measure the connectivity of each electrode, as EVC showed interesting repeatable patterns over 272 seizure events in our prior study (12). The EVC of an electrode is defined as the sum of the EVCs of all 273 other electrodes weighted by their connectivity, which measures the relative influence of a node within 274 the network. The EVC of all electrodes is computed implicitly as:
λ is the leading eigenvalue of the connectivity matrix A and the EVC is then the leading eigenvector of A.
276
In simple terms, the EVC of a node in the network (electrode) is proportional to the sum of EVCs of its individuals and within individuals. To normalize along the X-axis, we either stretched (interpolated) or 288 shrunk (simply downsampled at a lower sampling rate) each ranked EVC signal during a seizure epoch 289 such that all signals were 500 data points in length. Most ranked EVC signals were under 500 seconds in 290 length, so the majority of the rank centrality signals were stretched using linear interpolation (using the 291 interp1 function in Matlab) preserving the shape of the signal during a seizure event. To normalize along 292 the Y -axis, we scaled the rank centrality between 0 and 1 by dividing by the number of electrodes.
293
Further, in order to compare the ranked EVC in a quantifiable manner, we normalized all the X, Y 294 normalized signals such that the centrality signal integrated to 1. We divided the normalized rank 295 centrality by area under the curve. This normalization converted each signal into a probability density
where R(t) is the normalized rank signal in time after dividing by the number of electrodes andR(t) is 298 the normalized rank signal at normalized timet.
299
Compute Feature Vector from Normalized Rank Signals
300
-13- In each quadrant, the bivariate Gaussian-like function were initialized with the shapes in Fig 4A. The 337 covariance matrix in each quadrant was computed as the sample covariance from the data points in that 338 quadrant. The origin of the four quadrants is the mean vector, which is trained. We followed a 339 leave-one-out training procedure on the sample of 20 patients collected at JHU. We chose JHU because it 340 had the greatest number of patients collected within center and would still account for less then 50% of 341 the total patients. The mean of all four quadrants is optimized for maximizing the DOA. In Fig 4B, Gaussian weighting function trained as described in the previous subsection. Then, a threshold 360 α = 0.3, 0.6, 0.9 was applied to each heatmap and the set of electrodes whose likelihoods exceeded α 361 were defined as the algorithm's EZ (AEZ). The AEZ was then compared to clinically annotated EZ 362 (CEZ) using the following degree of agreement (DOA) statistic:
/
We used a single common average reference applied to all analyzed intracranial electrodes (as described 384 earlier), rather than separating the referencing between depth electrode channels and grid channels as was 385 done in (18). The popDet artifact rejection method also could not be used, as it requires sampling rates of 386 at least 2,000 Hz.
387
RESULTS
Every patient (n=42) the resected region and the AEZ do not overlap, i.e. DOA is low. For the other failed patient, the AEZ is 395 a very small set, suggesting that the EZ may not be appropriately covered by the electrode implantation.
396
In our comparative HFO analysis, we analyzed 13 segments of data from 5 patients. Of the 13 files, most 400 patients have no HFOs, even at 1000 Hz sampling rate (see table 1 ). Only 3 data segments had HFO 401 detections, but one of them did not have an anomalous grouping suggestive of the EZ ( 30% of the total 402 recording time from all 13 data segments). In JH3, there were HFOs, but no channels had an anomalous 403 rate high enough to be predicted within the EZ set. In NIH pt1aw2 and pt3alsp3, both only had a single 404 channel predicted to be in the EZ. This prediction was in concordance with clinically annotated EZ in pt1 405 but not in pt3.
406
The lower sampling rate and short time segments are not ideal for automated HFO analysis, as is 407 apparent from these results. In our network analysis, we had a high DOA with pt1 ( Figure 5 . This shows an example overlay of the algorithm's heatmap of likelihood on a brain scan for 6 patients (3 successful and 3 failed outcomes). The red region shows our predicted onset zone and the black outlines represent where the clinicians performed a resection. The orange, yellow, green and blue regions represent lower likelihoods for that specific electrode being within the EZ set as predicted by the algorithm. sections of the data. Based on our limited comparisons due to inherent data limitations, our analysis is 413 more capable of identifying the full clinically annotated EZ then HFOs in this specific dataset.
414
In Fig. 6, we behavioral changes due to seizure onset (e.g. muscle twitches).
535
Our results suggest that network data analytics may be a useful tool to assist in localization of the 536 epileptogenic zone, especially when electrode implantation covers the EZ network densely. This is 537 expected, since the threshold on the network's likelihood is essentially a threshold on the algorithm's 538 confidence in an electrode being within the EZ set. Future work entails exploring different weighting 539 functions applied over the rank centrality space and possibly merging features from HFO and network 540 algorithms. Besides looking solely at gamma power (30-90 Hz) cross power matrices, the work could 541 expand to encompass more frequency bands that could contain signals of importance in EZ localization.
542
In addition, a more comprehensive study that compares the outcomes between SEEG and ECoG could 543 help understand limitations of the algorithm, and also be of clinical importance in using SEEG versus 544
ECoG. In addition, if we had more patient data from other centers, then it would be interesting to see how 545 a pooled training procedure may improve our results. This work is meant to supplement the growing 546 evidence in literature that epilepsy is a network phenomena and therefore also requires network 547 algorithms to better understand its manifestation.
548
SUPPORTIVE INFORMATION
-27- Authors: Author Names Table 8 . Table of DOA scores for each patient separately. Each patient has 2-3 seizure recordings available and a DOA score was computed for each recording instance. The JHU scores are also included after the end of the leave-one-out procedure. 
