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ABSTRACT

Alternative Sampling and Analysis Methods for Digital Soil Mapping
in Southwestern Utah

by

Colby W. Brungard, Master of Science
Utah State University, 2009

Major Professor: Dr. Janis L. Boettinger
Department: Plants, Soils and Climate

Digital soil mapping (DSM) relies on quantitative relationships between easily
measured environmental covariates and field and laboratory data. We applied innovative
sampling and inference techniques to predict the distribution of soil properties, soil
attributes, taxonomic classes, and dominant vegetation across a 30,000-ha complex Great
Basin landscape in southwestern Utah. This arid rangeland was characterized by rugged
topography, diverse vegetation, and intricate geology. Environmental covariates
calculated from digital elevation models (DEM) and spectral satellite data were used to
represent factors controlling soil development and distribution. We investigated optimal
sample size and sampled the environmental covariates using conditioned Latin
Hypercube Sampling (cLHS). We demonstrated that cLHS, a type of stratified random
sampling, closely approximated the full range of variability of environmental covariates
in feature and geographic space with small sample sizes. Site and soil data were collected

iii
at 300 locations identified by cLHS. Random forests was used to generate spatial
predictions and associated probabilities of site and soil characteristics. Balanced random
forests and balanced and weighted random forests were investigated for their use in
producing an overall soil map. Overall and class errors (referred to as out-of-bag [OOB]
error) were within acceptable levels. Quantitative covariate importance was useful in
determining what factors were important for soil distribution. Random forest spatial
predictions were evaluated based on the conceptual framework developed during field
sampling.
(262 pages)
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CHAPTER I
INTRODUCTION

Digital soil mapping is the creation of spatial databases using field and laboratory
observations combined with environmental covariates through quantitative relationships
(International Working Group on Digital Soil Mapping, 2009). The basis of digital soil
mapping lies in the probability that a relationship exists between spatially explicit
environmental covariates (predictor or independent values) and the distribution of soil
(properties or classes) on the landscape. These environmental covariates can be derived
using such methods as terrain analysis (Wilson and Gallant, 2000), remote sensing (Nield
et al., 2007), and predictive climate surface interpolation (McKenzie and Ryan, 1999).
Digital soil mapping techniques, which include objective sampling and quantitative
modeling approaches, have the potential to improve on traditional soil survey methods.
Hans Jenny (1941) introduced the now famous soil conceptual model of soil
formation, where soil on the landscape is a function of five environmental factors. This
model is expressed as an equation, S= f (CL,O,R,P,T), where S = soil; CL = regional
climate; O = organisms, which is most strongly expressed by vegetation; R = relief (or
topography); P = parent material, which is commonly inorganic such as granite or mixed
alluvium or organic; and T = time. Using both qualitative and quantitative methods,
pedologists (scientists that study soil as a naturally occurring body on the landscape) have
spent the last 68 years attempting to solve this equation. Deceptively simple, it has
proven quite difficult to develop quantitative estimates for Jenny’s soil equation (Jenny,
1980). With the advent of Geographic Information Systems, Global Positioning Systems,
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and increased computing power, the ability to use quantitative methods to map soil
distribution on the landscape is rapidly becoming realistic.
Recognizing the changes that have occurred since Jenny first formulated his
equation Alex McBratney and colleagues revised the CLORPT pedological model to
include soil (properties and/or classes) and geographic space (McBratney et al., 2003).
The new model, designated SCORPAN, was intended for empirical soil studies, where
the environmental covariates are S = soil (existing field and laboratory data at points or
soil maps, or remotely sensed data); C = climate; O = organisms (mainly vegetation); R =
relief (topography); P = parent material; A = age (time); and N = spatial location of the
soil (spatial trends or relative location). McBratney et al. (2003) documented the analysis
of SCORPAN environmental covariates using statistical models, coupled with field and
laboratory data, to predict the spatial occurrence of soil properties and classes by
numerous researchers, and coined the term “digital soil mapping.”
In this project, I demonstrate that the distribution of soil classes can be predicted
across a complex, Basin and Range landscape using digital soil mapping techniques. This
area has no prior soil survey data. Environmental covariates in the SCORPAN model
were represented by spatially explicit digital data (McBratney et al., 2003) derived from
digital elevation models (DEM), remotely sensed spectral data, and existing maps of
geology and land cover. Field sampling locations were objectively selected using
conditioned Latin Hypercube sampling (Minasny and McBratney, 2006), and a minimum
data set of soil and site characteristics were collected at each sample location. A random
forest classification method was used in conjunction with a geographic information
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system to map spatial distributions of selected soil property and class attributes and
associated estimates of uncertainty in the study area in southwestern Utah
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CHAPTER II
LITERATURE REVIEW

Numerous researchers have investigated the biophysical relationships between
individual soil forming factors (CLORPT) or environmental covariates (SCORPAN) and
the distribution of soil on the landscape. Each environmental factor/covariate can be
represented in multiple ways and at multiple scales. Therefore, each is reviewed
individually.

1. Climate (CL or C)
Climate influences soil development. Temperature and precipitation influence the
rate and timing of soil forming processes such as chemical weathering (e.g., Egli et al.,
2003) and primary productivity of organic matter (e.g., Joshi et al., 2003). Dahlgren et al.
(1997) found that changing climate along an elevational transect in the Sierra Nevada of
California influenced the distribution of soil organic carbon, base saturation, pH and clay
mineralogy.
The quantification of climate for digital soil mapping (DSM) has, however,
proven difficult. McBratney et al. (2003) indicated that only 5% of the reviewed DSM
literature used a direct measure of climate as a predictive covariate. Jenny (1941) also
argued that the attempt to provide a single numerical estimator for climate is impossible
and that only the individual climatic components (precipitation, temperature, etc.) can be
quantified. The difficulties in quantifying spatial variation in climate for DSM arise from
the sparseness of the climatic record in many regions, and the coarse spatial resolution of
many climate datasets.
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However, as digital soil mapping projects extend over larger areas, the need for
valid estimates of climatic parameters becomes necessary. Predictive climate surfaces
have been used for DSM on the regional scale (McKenzie and Ryan, 1999). Predictive
climate surfaces are created by the interpolation of climate records from individual
meteorological stations into regional and nationwide datasets. Using point climate data
and digital elevation models (DEM) these surfaces attempt to predict various climatic
parameters (average precipitation, average temperature, etc.) over large, usually remote,
geographic areas. These climate surfaces typically have a spatial resolution around 1 km,
e.g., PRISM data (Daly et al., 2008). McKenzie and Ryan (1999) mapped soils in the
50,000-ha Bago-Margle Forest using monthly temperature and rainfall derived from the
ESOCLIM predictive surface (Hutchinson, 1989) as stratifying covariates in their
sampling plan. They also used the Prescott index (Prescott, 1948) as a measure of the
available water balance. Hengl et al. (2002) used freely available coarse resolution digital
climate data (rainfall and temperature) to create a coarse predictive map of soil pH and
organic matter of Croatia.
While 1-km climate data are useful for regional to global digital soil mapping,
they are too spatially coarse for detailed digital soil mapping and will not be used in this
study.

2. Organisms/Vegetation (O)
Organisms influence soil formation by modifying both energy and chemical
fluxes within the soil solum and at the soil/atmosphere interface (Buol et al., 2003).
While the concept of organisms as a soil forming factor in Jenny’s (1941) and McBratney
et al.’s (2003) models includes flora and fauna (micro and macro) species, modeling the
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distribution and effect that faunal species have on soil formation is impractical. Thus
digital proxies for the organism factor/covariate generally rely on vegetation.
Remotely sensed measures of vegetative cover rely on the physical interaction
between electromagnetic energy and plants. Incoming solar radiation is greatest in the
visible part of the electromagnetic spectrum (0.35 – 0.70 μm) and plants have evolved to
use this visible energy for photosynthesis (Jensen, 2005). Plants dominantly absorb blue
(0.45 μm) and red (0.65 μm) wavelengths, while reflecting near infra-red (NIR; 0.7501.20 μm) energy (Jensen, 2005). The sharp contrast between red and NIR reflectance can
be exploited to characterize vegetation cover. The Normalized Difference Vegetation
Index (Rouse et al., 1974) is calculated using Eq. (1).

(1)

While NDVI has been well documented for the estimation of vegetation cover, it
has several possible drawbacks, most notably the sensitivity to the soil background. To
correct for this, Huete (1988) developed the Soil Adjusted Vegetation Index (SAVI),
which adds the factor, L, to NDVI, Eq. (2).

(2)

“L” is an adjustment factor that reduces the need to calibrate the NDVI model across
differing amounts of canopy cover. While “L” was experimentally determined to be
specific soil-dependent, a value of 0.5 is considered sufficient for different soil
backgrounds over the majority of possible soil reflectance values (Huete, 1988).
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In addition to estimates of vegetative cover, vegetation type can potentially
indicate different soil characteristics. The Southwest Regional Gap Analysis Program
(USGS National Gap Analysis Program, 2004) is a digital landcover map covering five
southwestern states (Arizona, Colorado, Nevada, New Mexico, and Utah) at a spatial
resolution of 30 m. The Southwest Regional Gap Analysis Program (SWReGAP)
classified vegetation type using Landsat NDVI, brightness, greenness, wetness (BGW)
indices, terrain models and rigorously sampled field data. Major land cover types were
mapped to NatureServe’s Ecological System formation type, defined as the dominate
vegetation type for a specific ecological system (USGS National Gap Analysis Program,
2004).

3. Relief (R)
Topography influences water redistribution across a landscape, thereby
influencing soil development (Moore et al., 1993). Thus modeling landscape attributes
such as slope or aspect (often referred to as terrain analysis) to predict water flow is
useful for digital soil mapping. Terrain analysis is performed using digital elevation
models (DEM), which are available raster, vector and TIN based formats, raster being the
most common. Raster-based DEM consist of a large grid of cells, with each cell
corresponding to a particular elevation. The spatial resolution of the grid depends on the
size of the individual cells. A grid with 10m by 10m cells should capture greater variation
in topography of a given landscape than a grid with 30m x 30m cells
Raster DEMs are highly efficient for the application of algorithms to calculate
various topographically dependent derivatives. Such derivatives are easy to calculate and
cost-effective allowing terrain analysis to be an efficient predictor for estimating complex
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hydrological processes and soil distribution. Terrain attributes derived from DEM can be
separated into primary and secondary derivatives.
Primary derivatives are calculated directly from elevation data, such as slope and
aspect. Slope or slope steepness is the change in vertical relief per horizontal change in
distance. The degree of slope steepness in the downhill direction influences the flow of
water and materials, thereby affecting soil formation (Wilson and Gallant, 2000). Aspect
is the azimuth direction of the slope, which can have an effect on potential
evapotranspiration depending on the slope steepness.
Secondary attributes are combinations of the primary derivatives and describe
spatially dependent processes (Moore et al., 1993). A commonly used secondary attribute
is the Compound Topographic Index (CTI). CTI is defined as the natural log of upslope
contribution area (a) divided by the tangent of the slope (tan β) and is shown in Eq. (3).
Gessler et al. (2000) suggested that CTI could be used to predict soil depth by modeling
depositional and erosional processes. CTI is a quantification of potential soil wetness as
the amount of upslope area can be thought of as the area potentially providing moisture to
the DEM cell with the slope controlling how fast water will drain from the cell. Cells
with large upslope contributing areas (a) and low slopes (β) will have large CTI values
and are potentially wetter than cells with smaller CTI values.

(3)

Tarboton (2008) provided algorithms for the calculation of a and tan β from a
DEM. To avoid dividing by 0 errors when slope is 0, TauDEM stores an inverse wetness
index (IWI) quantity, Eq. (4). CTI and IWI are related through Eq. (5).
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(4)

(5)

Through the application of primary and secondary topographic derivatives
complex hydrological modeling can be performed. The application of these derivatives to
digital soil mapping provides an estimation of the hydrological paths occurring over the
land surface and thereby modeling the soil forming factor/environmental covariate of
relief. When combined with primary derivatives, secondary topographic attributes are
powerful models of pedogenic (soil-forming) processes.
Indeed, relief is the most intensively studied environmental factor/covariate in
digital soil mapping (McBratney et al., 2003). Numerous researchers have applied DEM
derived products to represent relief in quantitative models to predict soil attributes
(Moore et al., 1993; Gessler et al., 1995, 2000). Gessler et al. (2000) accounted for 5288% of the variation in organic carbon, depth of the A horizon, and soil depth in their
study using slope and CTI.

4. Parent Material (P)
The parent material of a soil controls the chemical composition and grain size of
minerals available for chemical weathering (e.g., Egli et al., 2004), thus affecting the
development of soil properties such as clay mineralogy and texture. While parent
materials exert a significant influence on pedogenesis (soil formation), few researchers
have attempted a digital representation of parent material. McBratney et al. (2003)
indicated that only 25% of the reviewed DSM literature used parent material as a

10
predicting factor. The lack of a digital proxy for parent material in many studies can be
explained by scale. Many digital soil mapping projects tend to have similar parent
material(s), in which case a covariate for parent material is not applicable. However, in
areas of complex parent material some proxy is needed.
Thomas et al. (1999) predicted soil classes across part of the Vosges Mountains in
northwestern France. They relied on relief and different types of sandstone (rich vs. poor
in weatherable minerals) derived from a 1:50,000 geological map to model the
distribution of soil classes. Using discriminate analysis, they predicted 70% of the
variability of soils in two small (200 and 700 ha, respectively) catchments. However,
when extrapolated over the entire 6000-ha study area with discriminate analysis, only
55% of the existing soil survey map was matched (Thomas et al., 1999).
Mckenzie and Ryan (1999) created a 50,000-ha digital soil map using geologic
type as a first stratifying covariate in their sampling plan. After sampling soils in the area,
they used airborne gamma radiometric survey data to capture parent material differences
and generate spatial predictions over the entire study area using regression trees and
generalized linear models. They found parent material proxies important for predicting
carbon and phosphorus distribution.
Zhu (2000) based his application of neural networks for predicting soil
distribution in western Montana on the assumption that soils are similar within the same
geological type but differed from soils on other geological types. Carré and Girard (2002)
relied on a database of explanatory environmental covariates that included geology
(derived from a national database) as a measure of parent material in their effort to
classify soils using multiple linear regression and kriging. Lagacherie and Holmes (1997)
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produced a digital soil map of an area in southern France using topographical attributes
and digitized geological information as predictor covariates in their model.

5. Time/Age (T or A)
Time is a necessary precursor for soil development as biological, chemical, and
physical reactions are time-dependent. Because it is not necessarily an environmental
factor like the other covariates, time has proven difficult if not impossible to be explicitly
represented by digital data (McBratney et al., 2003). While direct measurements of soil
age are possible with methods such as Optical Luminescence (Anders et al., 2005) they
are only sampled at point locations and no method of sweeping the entire landscape has
been developed (McBratney et al., 2003).

6. Space (N)
Using spatially explicit data is inherent to digital soil mapping but, similar to
time; spatial location is not a factor per se. A spatial consideration is also necessary given
that most soil data is now referenced via GPS. The inclusion of a measure of space may
capture spatial trends not captured by any of the other covariates (McBratney et al.,
2003). Additionally, as spatially referenced data must be referenced to something it is
possible to change that point of reference. For example possibly important explanatory
soil information may be derived from referencing a particular sample not only to sea level
but also to the lowest elevation in the area (Cole and Boettinger, 2007), the distance to
the nearest drainage (Lagacherie and Holmes, 1997), or the distance uphill from the
nearest discharge area (Bui and Moran, 2000). Space may also be characterized by
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including x and y coordinates. This presents almost infinite possibilities for reference
locations and such a decision will need to be made on individual study area conditions.

7. Sampling
A relatively new sampling scheme is Conditioned Latin Hypercube sampling
(Minasny and McBratney, 2006), which is a stratified random method that samples from
the maximally stratified distribution of environmental covariates. Minasny and
McBratney (2006) compared Conditioned Latin Hypercube sampling (cLHS) to simple
random and stratified random sampling. They demonstrated that cLHS more accurately
reflected the original distribution of the environmental covariates, and did so with typical
soil survey samples sizes.
The objective of cLHS for digital soil mapping is to find a set of values from
several different digital environmental covariates that satisfy the requirements of a Latin
hypercube and that exist in the real world. The requirements of a Latin hypercube are that
only one sample exists in each row and column, in n dimensions. Because particular
combinations of values (samples) selected by Latin Hypercube Sampling (LHS) may not
exist in the environmental covariate data a solution must be found. It is possible to keep
repeating the LHS and searching until suitable combinations are found, but a superior
way is to select samples that form a Latin hypercube in the feature space. This becomes
an optimization problem (Minasny and McBratney, 2006).

8. Modeling
After introducing the basic SCORPAN model, s = f(scorpan), McBratney et al.
(2003) reviewed the models that represent the quantitative function f(). This function
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must be some type of function or model that quantifies the relationships between
environmental covariates and sampled point data and predicts soil class/attribute
distribution across the landscape. The form that f() takes is one of the key components of
any modeling exercise. Linear methods, expert/rule-based systems, neural networks and
classification (and regression) trees have all been used as quantitative functions
(McBratney et al., 2003).
Linear methods for regression such as ordinary least squares, logistic regression,
generalized linear models (GLM), and general additive models (GAM) and discriminate
analysis for classification have been applied by numerous researchers to predict various
soil classes and properties. Linear models have the benefit of allowing statistical tests
such as p-values, but only deal with linear splits in the data and can be difficult to
interpret. Ryan et al. (2000) predicted soil depth, soil carbon, bulk density and water
holding capacity using multiple regression and found simple linear (regression) models
useful for modeling some soil attributes in relatively homogenous landscapes, but that as
landscape complexity increased linear models lost their advantage and classification and
regression trees could be advantageous. Additionally soil data often violates the
multivariate normal assumption (Park and Vlek, 2002).
Expert systems involve the extraction of a set of soil-landscape rules from an
expert (soil scientist) to predict soil distribution. Cole and Boettinger (2007) compared
knowledge-based with supervised and unsupervised prediction methods and found that a
knowledge-based decision tree the most useful. A benefit of knowledge-based systems is
that they incorporate already available knowledge and produce a set of rules that can be
transferred to future soil scientists working in the area.
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Neural networks create a network of rules and input data to classify soil-landscape
relationships. The soil-landscape inference model (SoLIM) is an example of an artificial
neural network and was used to map taxonomic classes in Montana (Zhu et al., 1997).
Neural networks as well as expert systems require that knowledge of soil-landscape
relationships exists, a condition that may not be met in unmapped areas.
Classification and regression trees (CARTs) are useful as they easily deal with
non-linear relationships and require no assumptions about the data (McBratney et al.,
2003). The CART output is easy to interpret but the CART model can be unstable as
small changes in the input data can produce large changes in the model and resulting
output. Such “trees” classify the data by splitting the data into groups based on decisions
derived from training data. These decisions are data-driven and are determined by
reducing the variability in the resulting classification. Stoorvogel et al. (2009) used
classification trees to map soil organic carbon in Senegal and found that the classification
tree performed poorly, probably due to limited sample size.
Another adaption of the classification and regression tree model is that of random
forests. Developed by Leo Breiman and Adele Cutler, the random forests model is
essentially the “growing” of multiple classification and regression trees and then
classifying the dataset according to the number of “votes” that the particular class
receives from all the trees. Such a model has all the benefits of a CART model, is robust,
and includes the ability to estimate which covariates are important in the classification,
but the actual forest can be difficult (if not impossible) to interpret (Breiman, 2001).
Random forests also do not need require specific soil-landscape relationships to be
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known before hand, but also do not provide explicit soil-landscape knowledge
documentation.
Random forests has been used in ecology to predict invasive weed species
presence, rare lichen presence and bird nesting habitat distribution (Cutler et al., 2007),
and tree species distribution (Gislason et al. 2006). Random forests has been used in a
limited number of digital soil mapping studies. Grimm et al. (2008) used random forests
to spatially predict vertical and lateral soil organic carbon stocks in a tropical
environment. They found RF a powerful tool for spatial prediction and understanding
soil-landscape relationships. Hansen et al. (2009) used a binary decision tree classifier to
map four landscape classes in African “Dambo wetlands and compared the result to
random forests. They found that random forests did not significantly improve overall
accuracy, perhaps because Dambo wetlands are low relief landscapes with little
variability and repeating topographic sequences.
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CHAPTER III
STUDY AREA DESCRIPTION

Located southwest of Milford, Beaver County, Utah (Fig. 1 and 2), the study area
comprises approximately 30,000 ha (~ 275 km2) of mountainous terrain and associated
alluvial fans situated between the Escalante Desert to the east and the San Francisco
Mountains and the WahWah Valley to the west (Fig. 3). The project area can be
conceptually split into northern and southern parts. This divide is useful as it delineates
the change between the two mountain ranges in the area, each with distinct geology and
physiography. Located in the northern part of the area, the Star Range consists of
limestone, shale and smaller amounts of sandstone that were tilted and faulted. The
Shauntie Hills in the southern part are predominantly exposed volcanic flows, which are
in places covered with a relatively thin veneer of alluvium (Best et al., 1989). Elevation
for the entire project area ranges from 1500 to 2100 m (4900 to 6900 ft).

1. Geologic History and Regional Structure
Deposited in multiple environments, influenced by volcanism and crossed by
numerous local and regional faults, the project area exposes a complicated geological
record. The main types of rocks anticipated as important for soil formation are as follows:
limestone/dolomite, quartzite, basalt, quartz monzonite, quartz latite, alluvium, shale,
sandstone, andesite, rhyolite, granite, and various ash flows. An understanding of the
depositional environment and expected influence on soil formation can assist in
understanding how geologic type controls the available parent material for soil formation.
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Interlayered limestone/dolomite, sandstone and shale indicate that from the
Devonian to late Triassic (~ 400 – 205 mya [million years ago]) the area was alternately
covered with shallow seas and exposed to terrestrial environments. Soil derived from
these limestones, sandstones and shales may be expected to contain a significant amount
of calcium carbonate. Resting on top of these interbedded limestones are Jurassic shales
and sandstones (~ 200 – 150 mya) suggesting a shift from a shallow inland sea to a
marsh/deltaic environment followed by an environment dominated by sand dunes. Soil
formed from shale may be expected to have high clay content while soils derived from
sandstone may be expected to have a high sand content. Sometime after the sandstone
was in place the area experienced up-warping, which may have caused the faulting
present in the area (Baer, 1962). Beginning about 65 million years ago (the Tertiary
period), volcanism impacted most of the region. This volcanism is associated with
localized hydrothermal alteration (bleaching, mineralization, recrystallization, etc.) of
many of the carbonate rocks (Erickson and Dasch, 1963). Due to the differing mineralogy
of these volcanic intrusions and ash flows, it is difficult to predict soil characteristics in
soils derived from these geological deposits. However, Erickson (1973) indicated that
most of these ashflows are andesitic or near andesitic, which may be expected to weather
to clay. Canyons and current alluvial fans began to coalesce during the late Tertiary (~ 5
mya), essentially forming the landscape as it is found today. Soils formed in Quaternary
(~ 2 mya to present) alluvium may display a variety of different properties. Pleistocene
(~ 13 kya [thousand years ago]) Lake Bonneville did not cover any of this study area.
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1.1 Star Range
The Star Range dominates the northern part of the project area and consists of an
eastward dipping fault-block primarily composed of limestone grading upward into
quartzite with lesser amounts of shale, sandstone, and igneous rock (Baer, 1973).
Hydrothermal contact alteration occurs where sedimentary and igneous deposits occur
next to one another (Erickson and Dasch, 1963). The sedimentary deposits range in age
from Devonian to Oligocene (Baer, 1973), whereas the igneous rocks are typically
thought to be Tertiary in age (Erickson and Dasch, 1963). Faulting occurs throughout the
range but is not readily observable, although it is suggested that block faulting occurred
after the intrusion of the igneous rock (Baer, 1973). Extrusive igneous rock is dominantly
andesite whereas intrusive igneous rock is granodiorite, granite, and quartz monzonite
(Baer, 1973). At lower elevations, alluvium derived from the fault block has been
deposited on alluvial fans/bajadas.

1.2 Shauntie Hills
The southern part of the project area, the Shauntie Hills, is geologically quite
different from the Star Range. The Shauntie Hills are predominately blanket ignimbrites
(pyroclastic flows) and ash flows. These extrusive igneous deposits are thought to be
significantly younger than the sedimentary rock in the Star Range and possibly overlie
any corresponding deposits (Erickson, 1973). Most deposits in this area have been
stratigraphically and/or comparatively dated as early Tertiary. These deposits are
typically andesite although several very local basalt outcrops have been mapped and
rhyolite occurs in surrounding areas. The majority of the ash flows are welded tuffs (ash
flows that were welded together due to the high heat and/or compaction). While the
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majority of this area is covered in blanket ignimbrites, several of the higher mountain
peaks are sedimentary rocks (mostly limestone). These higher peaks are thought to have
escaped burial or have had only a thin mantle of igneous rock that was removed by
erosion (Erickson, 1973). These hills exhibit a much more subdued and rounded
topography than the Star Range.

2. Climate
The majority of the precipitation in this area is thought to occur as snow (moisture
provided to soils by melting winter snowpack) or high-intensity, convective
thunderstorms in the late summer (personal experience). However, water is scarce with
less than 23 cm average annual precipitation. There are no perennial streams but only
intermittent waterways that periodically fill and flash-flood during particularly intense
storms (personal experience). A handful of very localized springs occur in the area. Table
1 shows the general climatic trends obtained from the Western Region Climate Center for
the nearest weather station in the town of Milford, Utah (WRCC, 2008).

3. Organisms
This area supports desert shrub, shrub-grass, and woodland vegetation (NRCS,
2008). Latin names come from the Utah Valley University (UVU) virtual herbarium
(UVU, 2009). Typical vegetation below about 1600 m consists of shadscale (Atriplex
confertifolia), winterfat (Krascheninnikovia lanata), black sagebrush (Artemisia nova),
Indian rice grass (Achnatherum hymenoides), squirreltail (Elymus elymoides), and cheat
grass (Bromus tectorum) (Fig. 4 and 5).
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Greasewood (Sarcobatus vermiculatus) grows in several very small, extremely
isolated pockets near sources of water.
At elevations roughly between 1600 to 1800 m, Wyoming big sagebrush
(Artemisia tridentata ssp. wyomingensis), shadscale (Atriplex confertifolia), winterfat
(Krascheninnikovia lanata), and associated grasses, such as bluebunch wheatgrass
(Agropyron spicatum), and Indian ricegrass (Achnatherum hymenoides) occur.
At roughly about 1800 m Utah juniper (Juniperus osteosperma), singleleaf pinyon
(Pinus monophylla), bluebunch wheatgrass (Agropyron spicatum), and needle and thread
(Hesperostipa comata) begin to grow (NRCS, 2008) (Fig. 6). The vegetation has been
disturbed in two large (approximately 1200 ha) areas by chaining (see Fig. 7 to 9).
Chaining is the use of an anchor chain between two large bulldozers to clear the land
(usually of juniper) to increase livestock forage. Fire and mining activities have also
resulted in many local disturbances. In these areas, soil-vegetation correlations will differ
relative to the surrounding area.
The area supports populations of jack rabbit and cotton tail, a small herd of elk,
coyotes, lizards, crows/ravens, and numerous raptors, including at least one mating pair
of golden eagles (personal observation).

4. Landuse
There is a long mining history in this area but the peak of mining activity
occurred in the 1870s. The most common ores extracted were lead, silver, and gold, with
minor amounts of other ores (Whelan and Hintze, 1973; Abou Zied and Whelan, 1973).
Intermittent mining activity has occurred since then. However, no active mining was
observed within the project area boundaries in 2007-2008 (personal observation). North
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of the project area, large copper deposits are still actively being mined. Cattle and sheep
are grazed along the alluvial fans below about 1800 m (personal observations and
inquiries).

5. Soils
The dominant soil orders in this area are expected to be Aridisols and Entisols.
The soils in the area dominantly have a mesic soil temperature regime, aridic or xeric soil
moisture regimes, and mixed mineralogy (NRCS, 2008). Based on established soil series
mapped in surrounding areas the expected soil great-groups are Haplocalcids, Haplargids,
Calciargids, Torriorthents, Torrifluvents, and Petrocalcids, which are common to many
arid regions of Utah. As per direction from the US Department of Agriculture Natural
Resources Conservation Service (NRCS), soils in this area are to be mapped at an order 3
scale. An order three survey defines the minimum size of a map unit (an area of roughly
homogenous soils) to be 1.6 ha (Soil Survey Division Staff, 1993).
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Table 1. Climate Summary for Milford, Utah, from 1906 to 2007.
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual
Average Max.
Temperature
(C)
Average Min.
Temperature
(C)
Average Total
Precipitation
(cm)

3.9

7.6 12.6 17.7 23.2 29.2 33.4 32.1 27.1 19.9 11.4

-10.2 -6.9 -3.7 -0.2 4.1 8.3 13.2 12.3 6.6

1.7

2.0 2.6 2.2

1.8 1.2 1.8 2.2

1.8

5.2

18.6

0.3

-5.4

-9.5

0.7

2.3

1.7

1.8

22.9
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Fig. 1. Study area location in Utah.

24

Fig. 2. Study area location in Beaver County, UT overlaid on 1 m National Agricultural
Imagery (NAIP) air photos.
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Fig. 3. Physiography of the study area and surrounding place names shown on top of
calculated solar radiation from a 10-m DEM.
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Fig. 4. Photograph taken from southwestern edge of study area looking east. Photograph
shows common vegetation types in the southern end of the project area.
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Fig. 5. Photograph taken near southern boundary of project area looking south.
Photograph taken on small rise showing intermixing of several vegetation types.
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Fig. 6. Photograph looking north across the northern end of the Star Range.
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Fig. 7. Photo taken during a trip to Tucson, AZ as the plane flew over my study area.
Notice the sharp vegetation change associated with the chained area. North is to the right.
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Fig. 8. Photo showing current vegetation in part of the large chained area. Photo is
looking north. Notice that juniper grows on the unchained uplands and a mixture of
shrubs and grasses grows in the chained areas.
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Fig. 9. Photograph showing the change in vegetation associated with the chaining. Photo
taken on top of unchained highlands inside the chained area
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CHAPTER IV
DATA ACQUISITION AND PREPARATION

Data used to represent environmental covariates were derived from four sources:
a 10m DEM, a Landsat 7 ETM+ image, a USGS 1:50,000 geological map, and
SWReGAP land cover data. All digital data were clipped to a 1km buffer of the project
area to reduce computation time. Several large areas (about 1200 ha) were masked to
avoid significant differences in land cover and spectral reflectance associated with land
disturbance from chaining.
The 10-m DEM was obtained from the National Elevation Dataset (NED, 2006)
checked for errors and pit-filled. A hillshade of the DEM revealed numerous
interpolation errors, “rice paddies,” in the dataset. Reviewer’s comments indicated that
this “rice paddy” effect was likely due to the default nearest neighbor interpolation
method used to project the NED DEM to the correct coordinates. To test this assumption
the NED DEM in geographic coordinates was reprojected using cubic convolution and
bilinear interpolation. Cubic convolution removed the rice paddy effect but introduced a
“plaid” error (Fig. 10) while bilinear interpolation produced the smoothest surface.
Unfortunately this error was initially assumed to be part of the data set and the DEM
using nearest neighbor method was used to derive topographic variables used as
environmental covariates in the conditioned Latin Hypercube sampling (see Chapter V).
After implementation of the conditioned Latin Hypercube Sampling a more
accurate 5-m DEM dataset became available from the Utah Automated Geographic
Reference Center (AGRC, 2009). A 5-m DEM covering the project area was downloaded
and resampled to 10-m using cubic convolution as this changed the image statistics the
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least. This DEM was used to produce covariates for input to the random forests model
(see Chapter VI).
Landsat 7 ETM+ images were obtained from the Intermountain Region Digital
Image Archive Center (IRDIAC, 2006) for several dates. An image for July 31st 2000
was selected as this was thought to show maximum leaf area and contain the least haze.
This image was then atmospherically corrected using the COST (Chavez, 1996)
Atmospheric Correction Online Tool provided by IRDIAC to convert to at-sensor
reflectance and correct for atmospheric distortion (Eq. (6)).

(6)

where ρbandN is the reflectance for Band N, EbandN is the solar irradiance for band N, t is
the atmospheric transmittance, LbandN is the digital number for band N, HbandN is the
digital number representing the dark object in band N and D is the normalized earth-sun
distance. Gain and Bias are sensor specific.
The COST model (Equation 4-1) uses the image header file, general atmospheric
corrections and user input dark values (areas that should have little reflectance) to adjust
the range of the histogram from 0 to 255. This adjustment (also known as “stretching”) is
desirable to enhance the difference in reflectance of different land surface materials by
using the full range of the Landsat sensor (Jensen, 2005). Deep water was visually
selected as the darkest area in the image.
A digital copy of the USGS 1:50,000 Geological Map was obtained from the
National Geologic Map Database (NGMD, 2007). This PDF map was georeferenced to
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available 1m color orthophotoquad imagery and then geological classes were digitized
from this map to correspond to important geological units.
Land cover type was obtained from the Southwest Regional Gap Analysis
Program (USGS National Gap Analysis Program, 2004). The Southwest Regional Gap
Analysis Program is a digital land cover map of the southwestern USA produced from
Landsat imagery.
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Fig. 10. Hillshade of 10-m NED DEM near Twelvemile Knoll showing “plaid” effect
caused by data interpolation using cubic convolution.
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CHAPTER V
CONDITIONED LATIN HYPERCUBE SAMPLING1

1. Introduction
Current methods of sampling for soil survey depend on the subjective decisions of
soil surveyors and involve few, if any, statistically identified sampling sites (Soil Survey
Division Staff, 1993). Such methods introduce bias and impair attempts at statistical,
classification, and/or interpolation methods for digital soil mapping. A statistically robust
sampling method is needed to eliminate bias and improve predictive models.
Some soil scientists have used random (e.g. Howell et al., 2008) and stratified
random (e.g., McKenzie and Ryan, 1999) methods as statistically robust sampling
strategies. While random and stratified random sampling may sample throughout the
geographic space, the samples may not be distributed through the full range of the
environmental covariates (the feature space). Additionally, random sampling methods
often require large numbers of samples that are impractical to obtain with soil survey
budgets and time constraints. Bui et al. (2007) found that extrapolation between sampling
sites was grossly incorrect if the sampling was not representative of the landscape, and
called for a method that ensures every combination of environmental covariates is
covered. A sampling scheme that meets time and budget constraints, that is statistically
sound, and that represents the covariate feature space is needed.
Minasny and McBratney (2006) proposed conditioned Latin Hypercube Sampling
(cLHS) as an efficient method for sampling from the variability of the feature space of
multiple environmental covariates. Conditioned Latin Hypercube Sampling is based on
1

Co-authored by Colby Brungard and Janis Boettinger. Utah State University, 4820 Old Main Hill. Logan,
UT. 84322-4820
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the concept of Latin Hypercube Sampling (LHS) where a sample is drawn from the
covariates such that each variable is maximally stratified. Conditioned Latin Hypercube
Sampling adds the condition that the sample chosen must actually occur in the real world.
Minasny and McBratney (2006) showed that cLHS closely represented the original
distribution of the environmental covariates with relatively small sample sizes in a digital
soil mapping project in the Hunter Valley of New South Wales, Australia. Minasny and
McBratney (2007) compared cLHS to simple random sampling, stratified random
sampling, sampling along the principal components, and spatial Latin Hypercube
sampling, and demonstrated that cLHS most accurately reproduced the original
distribution of the environmental covariates. However, the question remains: what is the
optimal cLHS sample size?
Determining optimal cLHS sample size is important for accuracy and efficiency
in production soil survey. An optimal sample size would minimize the costs of field data
collection while providing both an accurate representation of the variability in the
environmental covariates and enough samples for predictive models. This paper attempts
to determine the optimal sample size for a 30,000-ha complex Great Basin landscape in
southwestern Utah represented by five environmental covariates.

2. Materials and Methods
2.1. Study Area
Located in Beaver County, southwestern Utah, USA, the study area comprises
approximately 30,000 ha (~70,000 acres) of mountains, hills, and associated alluvial fans
typical of the arid Great Basin (Fig. 11). The study area includes parts of two small
mountain ranges. The Star Range in the northeast of the study area is predominately
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tilted, faulted, and, in places, metamorphosed limestone, shale and sandstone, whereas
the Shauntie Hills in the south are predominantly exposed volcanic flows, covered in
places with a relatively thin veneer of alluvium (Best et al., 1989). Elevation for the entire
project area ranges from 1500 to 2100 m (4900 to 6900 ft).
Precipitation occurs as snow in winter or high-intensity, convective thunderstorms
in the late summer, yet water is scarce, averaging less than 23 cm annual precipitation.
There are no perennial streams, but intermittent waterways periodically fill with flash
flooding during particularly intense storms. A few extremely localized springs occur in
the area. Consistent with the elevation and limited water this area supports desert shrub,
shrub-grass, and sparse woodland vegetation (NRCS, 2008). Mining for precious metals
mostly ended by the early 1900s, and land use has since been limited to sheep and cattle
grazing.
Dominant soils in this area were classified as Aridisols and Entisols according to
Soil Taxonomy. We estimated the soil temperature and moisture regime to be aridic and
xeric, respectively.

2.2. Digital Data
Table 2 summarizes the digital data layers chosen to represent environmental
covariates in the SCORPAN model (McBratney et al., 2003). Slope, inverse wetness
index, and aspect were calculated from a sink-filled, 10m digital elevation model (DEM)
from the United States Geological Survey (USGS) National Elevation Dataset (NED,
2006) using TauDEM (Tarboton, 2008). The Inverse Wetness Index, the inverse of the
Compound Topographic Index (CTI), is used to avoid division by zero where slope is
zero (Tarboton, 2008). Aspect was converted to transformed aspect (a measure of
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northness vs. southness) using ERDAS Imagine™ (ERDAS, 2006) modeler (Stum,
2007).
Landsat 7 ETM+ images were obtained from the Intermountain Region Digital
Image Archive Center (IRDIAC, 2006) for several dates. An image acquired July 31st
2000 was selected to show maximum green leaf area for calculating vegetation indices.
The image was atmospherically corrected using the COST method (Chavez, 1996). Soil
Adjusted Vegetation Index (SAVI) was calculated following the method of Huete using
an L value of 0.5 (Heute, 1988).
Land cover type was obtained from the Southwest Regional Gap Analysis
Program (USGS National Gap Analysis Program, 2004). The SWReGAP is a digital land
cover map of the southwestern USA produced from Landsat imagery. Twelve common
Basin and Range land cover types were identified.
Geology was obtained from a USGS 1:50,000 geology map. Five broad geologic
types were digitized then converted to raster form. Because the Matlab code from
Minasny (2007) allowed only one categorical variable, land cover and geology were
combined into a single landcover-geology data layer.
A regularly spaced point grid was used to extract environmental covariate values
every 30 m. The resulting text file was the input to the cLHS algorithm.

2.3. cLHS
The objective of cLHS for digital soil mapping is to find a set of values from
several digital environmental covariates that satisfy the requirements of a Latin
hypercube and that exist in the real world. The requirements of a Latin hypercube are that
only one sample exists in each row and column, in n dimensions. Because particular
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combinations of values (samples) selected by Latin Hypercube Sampling (LHS) may not
exist in the environmental covariate data a solution must be found. It is possible to keep
repeating the LHS and searching until suitable combinations are found, but a better way
is to select samples that form a Latin hypercube in the feature space. This becomes an
optimization problem (Minasny and McBratney, 2006).
The cLHS is implemented as follows: The user decides upon a sample size, the
algorithm divides the environmental covariate data into the same number of equally
probable strata, and a random sample of points from the input environmental covariate
data is selected, combined, and tested against the demands of a Latin Hypercube. It is
quite likely that this combination of random samples does not form a Latin Hypercube. A
combination of values that is close to a Latin Hypercube and that occurs in the digital
environmental covariate data is iteratively obtained by the objective function and
annealing schedule contained in the cLHS code (Minasny and McBratney, 2006). See
Appendix C for a detailed explanation of cLHS and a more detailed methodology.
The cLHS algorithm developed by Minasny and McBratney (2006) was run using
Matlab (Mathworks, 2008) software. Sample sizes of 50, 100, 200, 300, and 500 were
produced. The run time for 50 samples and 125,000 iterations using an Intel Core 2 Duo
3.0 GHz with 256 MB RAM was approximately 2.1 hours. Greater numbers of iterations
require longer run times.

2.4. Optimal sample size
We generated box plots (Fig. 12) and density distributions (Fig. 13 to 16) to
compare sample sizes and each continuous environmental covariate. Sample sizes were
evaluated based on the similarity between sample size and covariate.
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We generated chi-square goodness of fit measures (Table 3) for the combined
geology/land cover categorical covariate. If the sample is not statistically different from
the covariate the sample is assumed to adequately represent the geology/land cover
environmental covariate.

3. Results
Box plots are presented in Fig. 12. Box plots compare mean and inter-quartile
range (IQR) between covariates and sample sizes. Whiskers on the box plots are
1.5*IQR. Boxplots show that little difference exists between median and IQR for cLHS
sample sizes and each covariate. Density curves for each covariate and each sample size
are presented in Fig. 13 to 16. All sample sizes closely approximate the values of each
environmental covariate.
Transformed aspect density curves are shown in Fig. 13. Sample sizes of 100, 200
and 300 closely follow the covariate distribution and approximate the “right leaning”
shape of the environmental covariate. Five hundred samples least closely approximates
the covariate distribution.
The large peak in the Soil Adjusted Vegetation Index (SAVI, Fig. 14) is most
closely approximated by a sample size of 500. All sample sizes, except 300, capture the
variation in SAVI values from 0.28 to 0.35.
Inverse Wetness Index (IWI) density curve (Fig. 15) comparison shows that for
the peak at approximately 0.002 the similarity between covariate and sample increases
with increasing sample size. The right tail of the covariate is closely approximated by all
sample sizes.
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All samples sizes closely approximate the slope density curve (Fig. 16) with 200,
300 and 500 more similar to the covariate than 50 or 100 samples.
A chi-square goodness of fit test for the combined geology/land cover categorical
variable is presented in Table 3. All p-values are non-significant at α = 0.05 indicating no
significant difference between the sample and the environmental covariate.

4. Discussion
Though none of the sample sizes grossly misrepresent the environmental
covariate distribution, based on the above discussion we propose 200 as the minimum
sample size that provides the closest approximation of the distribution of all the input
environmental covariates. However, optimal sample size also depends on the model used
to predict soil distribution. Some predictive models, such as classification and regression
trees, are "data hungry" and require large amounts of input data. Because of this we
suggest 200 - 300 as the optimal sample size for this study area. This is approximately
0.05 - 0.1 percent of the available potential sampling points (~290,000). Sample sizes
greater than 300 may not provide significantly better representations of the landscape
given the extra cost involved in data collection and may actually worsen the
representation of the environmental covariate (see Fig. 13, 500 samples).

5. Conclusions
Conditioned Latin Hypercube Sampling is an appropriate method for selecting
field sampling sites for digital soil mapping as cLHS closely represents the original
distribution of the environmental covariates with relatively small sample sizes. Statistical
comparison of multiple sample sizes allows the soil scientist to select an optimal sample
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size given time/cost, and interpolation method requirements. Approximately 0.05 - 0.1
percent of the available sampling area (200 – 300 samples from ~290,000 potential
sampling points) is recommended as an adequate sample size for soil survey areas with
similar variability in the environmental covariates. While some programming skill is
required, we recommend that the soil scientist investigate multiple cLHS sample sizes to
select the optimal sample size for mapping other areas.
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Table 2. Digital data used to represent SCORPAN environmental covariates.
Environmental
Covariate
Soil (s)
Climate (c)
Organisms (o)

Relief (r)

Representative Digital Data

Source Data

None

None

None
Soil Adjusted Vegetation Index
(SAVI)
Land cover (vegetation type)

None

Inverse Wetness Index (IWI)

10 m NED DEM

Slope

10 m NED DEM

Transformed Aspect

Landsat 7 ETM+ (30m)
SWReGAP (30m)

Parent Material (p)

Geology

Time/age (a)

None

10 m NED DEM
USGS Geological Map
(30m)
None

Space (n)

None

None
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Table 3.Chi Square test of the combined geology/land cover categorical variable
distribution for multiple sample sizes.
Combined Geology and Land cover Categorical Variable
Chi-square
cLHS sample size
values
p-values
Conclusion
50 samples

4.87

1.00

100 samples

12.68

0.999

200 samples

13.6

0.998

300 samples

4.13

1.00

500 samples

6.86

1.00

* reject null at a = 0.05

Accept null*, sample is not statistically different
from covariate
Accept null*, sample is not statistically different
from covariate
Accept null*, sample is not statistically different
from covariate
Accept null*, sample is not statistically different
from covariate
Accept null*, sample is not statistically different
from covariate
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Fig. 11. Study area location in southwestern Utah. The photograph shows typical
vegetation and relief.
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Fig. 12. Box-whisker plots comparing distribution of multiple sample sizes to distribution
of full environmental covariate dataset.
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Fig. 13. Density plots comparing distribution of transformed aspect for multiple sample
sizes to distribution of the environmental covariate.
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Fig. 14. Density plots comparing distribution of the soil adjusted vegetation index (SAVI)
for multiple sample sizes to distribution of the environmental covariate.

50

Fig. 15. Density plots comparing distribution of the Inverse Wetness Index for multiple
sample sizes to distribution of the environmental covariate.
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Fig. 16. Density plots comparing distribution of slope for multiple sample sizes to
distribution of the environmental covariate.
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CHAPTER VI
RANDOM FORESTS FOR PREDICTING SOIL PROPERTIES AND CLASSES

1. Introduction
Random forests were used as the function (f) in the SCORPAN model, s =
f(SCORPAN) (McBratney et al., 2003) to quantify the relationships between
environmental covariates and sampled point data and predict soil class, taxonomic class
and dominant vegetation distribution across the project area. Random forests is a type of
ensemble model, and is essentially the “growing” of multiple classification and
regression trees and classifying the dataset according to the number of “votes” that a
particular class receives from all the trees (Breiman and Cutler, 2004). Random forests
randomly selects 1) the training data set and 2) the variables (covariates) considered at
each node where training data are split, and includes the ability to estimate which
covariates are important in the classification (Breiman, 2001). Random forests has been
used to predict, among other things, habitat distribution (Cutler et al., 2007), land cover
classification (Gislason et al., 2006), and soil organic carbon in a tropical environment
(Grimm et al., 2008). Random forests was used to predict soil class, taxonomic class and
dominant vegetation distribution across a 30,000-ha complex landscape in the Great
Basin of southwestern Utah. This study illustrates that random forests can be a powerful
predictive model for digital soil mapping.
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2. Methods
2.1. Study Area
Located in southwestern, Utah, USA, the study area comprises approximately
30,000 ha (~70,000 acres) of highly variable mountainous terrain and associated alluvial
fans typical of the arid Basin and Range physiographic province (Fig. 17). The study area
covers parts of two minor mountain ranges. The Star Range in the northern half of the
study area is predominately tilted, faulted, and in places metamorphosed, limestone, shale
and smaller amounts of sandstone, whereas the Shauntie Hills in the south are
predominantly exposed volcanic flows, covered in places with a relatively thin veneer of
alluvium (Best et al., 1989). Elevation for the entire project area ranges from 1500 to
2100 m (4900 to 6900 ft).
Precipitation occurs as snow in winter or as high-intensity, convective
thunderstorms in the late summer, yet water are scarce, averaging less than 23 cm annual
precipitation. There are no streams but only intermittent waterways that periodically fill
with flash flooding during particularly intense storms. A handful of extremely localized
springs occur in the area. Consistent with the elevation and limited water this area
supports desert shrub, shrub-grass, and sparse woodland vegetation (NRCS, 2008).
Mining for precious metals mostly ended by the early 1900s and land use has
since been limited to sheep and cattle grazing. The woody vegetation (mainly Utah
juniper and sagebrush) was removed by chaining from two large areas (1200 ha total).
These drastically disturbed "chainings" occur in the center north of the study area (see
Chapter III).
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2.2. Data
2.2.1. Field data collection and database development
We identified 300 sampling locations (Fig. 18) using conditioned Latin
Hypercube Sampling (cLHS) of five environmental covariates: slope, inverse wetness
index, transformed aspect (a measure of northness vs. southness), soil adjusted vegetation
index (SAVI), and a combined landcover/geology map (see Chapter V). We excluded the
two large areas that had been drastically disturbed by chaining from the potential
geographic and feature space for sample locations. Seven additional locations were
sampled during a reconnaissance trip with Utah NRCS Soil Survey Staff.
Sample locations determined with cLHS were navigated to in the field using a
Garmin GPSmap 76S geographic positioning system (GPS) unit. All sampling locations
were recorded with the GPS with an estimated accuracy within + 5 m (most points were
+ 3 m). At each sample location, soil pits were manually excavated to 100 cm, bedrock,
or indurated layer if shallower. Pedons were described using standard methods as
outlined in the Field Book for Describing and Sampling Soils v. 2.0. (Schoeneberger et
al., 2002). For each pedon, a minimum data set of soil properties (described by genetic
horizon) and site characteristics were recorded (see Tables 15 and 16 and Fig. 71 and 72
in Appendix B for details). At most sites vegetation type (species presence) was recorded
and ranked according to a simple visual estimate of the vegetation cover in the general
area of the pedon (at least 30 m by 30 m).
Texture was estimated in the field (Soil Survey Division Staff, 1993). Several soil
samples analyzed using the hydrometer method for particle size analysis indicated that
field-estimated clay was within + 5% of laboratory-measured clay amount.
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Soils were classified to the family level according to U.S. Soil Taxonomy (Soil
Survey Staff, 1999) (e.g., loamy-skeletal, mixed, superactive, mesic Xeric Calciargids).
The family level includes information on particle size class, mineralogy class, reaction
class, and soil temperature class as well as soil moisture regime and diagnostic horizons
and characteristics.
A spatial database of soil characteristics was built, which included various site
characteristics (e.g. dominant vegetation), soil properties, soil classes and diagnostic
features (e.g., particle-size family classes, diagnostic subsurface horizons), and
taxonomic classes (soil order through family) identified for each pedon.

2.2.2. Environmental covariates
Table 4 summarizes the digital data layers chosen to represent environmental
covariates in the SCORPAN model (McBratney et al., 2003). Digital representations of
relief were calculated from a 5-m digital elevation model (DEM) downloaded from the
Utah Automated Geographic Reference Center (AGRC, 2009). The 5-m DEM was pit
filled and resampled to a 10-m DEM using cubic convolution. Slope, inverse wetness
index (IWI), and upslope contributing area (SCA) were calculated from this 10-m DEM
using the D-infinity algorithm in TauDEM (Tarboton, 2008). The IWI is the inverse of
the compound topographic index (CTI) to avoid division by zero where slope is zero
(Tarboton, 2008). To represent microclimate as affected by relief, average yearly direct,
average yearly diffuse, and monthly direct solar radiation (W·h m-2) was calculated using
ArcGIS™ spatial analyst solar radiation tool, accounting for topographic shading.
Monthly direct solar radiation values were averaged to provide seasonal estimates of
solar radiation (see Table 4 for specific months used). Average summer solar radiation
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represented the season with maximum insolation; average winter solar radiation
represented the season with minimum insolation, and average spring solar radiation
represented insolation during the two months of highest average precipitation in spring
(see Table 1).
A Landsat 7 ETM+ image (path 038, row 033) for July 31st 2000 was obtained
from the Intermountain Region Digital Image Archive Center (IRDIAC, 2006) to show
maximum green leaf area for calculating vegetation indices. The image was
atmospherically corrected using the COST method (Chavez, 1996). A Soil Adjusted
Vegetation Index (SAVI) was calculated following the method of Huete using an L value
of 0.5 (Heute, 1988). Normalized Landsat band ratios were created using ERDAS
Imagine’s modeler tool (ERDAS, 2006). These band ratios were visually selected to
represent meaningful patterns on the landscape (see Table 4 for specific patterns).
Individual Landsat 7 ETM+ bands were also used.
Geological type was created by digitizing all the geological types contained in the
USGS 1:50,000 geological map of the area. Individual geological types were then merged
into several broad classes. This process differed from the geological type created for
cLHS by the fineness of the digitization and the larger number of broad geological types
created.
Images of the covariates and specific processing details are contained in
Appendix A.
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2.3. Random Forests
2.3.1. General model description
Random forests generates multiple classification trees (Breiman and Cutler,
2004). For each tree, a sample (N) called a bootstrap sample is randomly selected with
replacement from the original sample set (N). This bootstrap sample, which is the same
size as the original sample, is used to train (“grow”) the tree. At each node of the tree a
subset of covariates (m) from the full set of input covariates (M) is randomly selected and
the best split of the training data on these m covariates is chosen for that node. A different
bootstrap sample is used to train each tree. The number of covariates selected at each
node (m) is constant for all trees in the forest. This doubly random process (random
selection of samples for each tree and random selection of covariates at each node) results
in a forest with minimal correlation between trees.
As each tree is independently constructed using a different bootstrap sample there
is no need for cross validation or a separate dataset to derive error estimates. Because
bootstrap sampling is with replacement, approximately one-third of the original data is
not used to construct each tree. The observations not used in tree construction are referred
to as “Out of Bag” (OOB) samples. The OOB samples are passed down the tree and
classified. For each tree the proportion of incorrect classifications of the OOB data are
determined both for each class and for the overall forest. As more trees are added to the
forest, the changing OOB error can provide a running estimate of the classification error.
After all trees in the forest are grown, each observation (n) is assigned to the class (j) that
received the majority of “votes” for every time the observation (n) was in the OOB
sample. The proportion of incorrect classifications averaged over all observations is
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reported as the overall OOB error estimate. The OOB error rates for each class are also
returned. Class probabilities can also be derived from the random forests classification.
These are defined as the proportion of the trees in the forest “voting” for a particular class
and can be used to provide an estimate of uncertainty. Random forests also provides
estimates of covariate importance for each forest. For each OOB observation the number
of correct votes is counted. The values of a covariate are then randomly scrambled in
each OOB observation and each OOB observation is reclassified using the same tree. The
number of correct votes using the scrambled covariate is subtracted from the number of
correct votes using the original covariate. The average of this difference over the forest is
a measure of covariate importance. Covariates that are important will have a large
difference (Breiman and Cutler, 2004).

2.3.2. Random forest methods
Spatial prediction using random forests requires two datasets: a dataset of
observations (O) and a dataset of environmental covariates (E) covering the study area,
sometimes referred to as exhaustive environmental covariates (Brus and Heuvelink,
2007). The dataset of observations must contain the values of the class/attribute to be
predicted and the set of environmental covariate values that occur at the same spatial
location as the observations.
The dataset of the soil observations (O) for this project was created by joining the
database of field observations to the 307 spatial sampling locations. The values for each
environmental covariate at these locations were then appended onto this database (see
Appendix D for specific processing steps).
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Table 4 lists the 22 environmental covariates used in random forests. Due to the
drastic vegetation disturbance in the chained areas another dataset of 14 environmental
covariates was created by removing SAVI, Landsat bands 1, 2, 3, 5, and 7, and Landsat
band ratios 1/4 and 4/5 as these covariates were thought to show vegetation patterns.
While not initially used to represent organisms in the SCORPAN model (Table 4 and 5)
Landsat bands 5 and 7 and Landsat band ratios 1/4 and 4/5 clearly showed the chaining
boundary and were interpreted to be related to vegetation.
Table 6 lists the soil classes predicted. The maximum number of observations
used for prediction was 307. Some classes had smaller numbers of observations because
of missing values (e.g., some field assistants neglected to record vegetation), or we felt
the observations were anomalies (e.g., a pedon with unusually high organic matter
content under the canopy of a large juniper tree that did not represent the open woodland
nature of the landscape).
Random forests was run using the randomForest package (Liaw and Weiner,
2002) developed for the R statistical language (R Development Core Team, 2008), code
available upon request.
Random forests has two user defined parameters: the number of covariates
randomly selected at each node and the number of trees grown. The default number of
covariates selected at each node (m) is the square root of the total number of input
covariates (M). Breiman and Cutler (2004) recommend that several sizes of covariate
subsets be tried and the size that returns the lowest overall OOB error be chosen. To
select the correct number of covariates (referred to as mtry in the random forest literature)
1000 trees were grown for soil depth class, particle size class, dominant vegetation and
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taxonomic great group using 1, 4, 8, 12, 16, 20 and 22 mtry values. The overall OOB
errors for all mtry values were remarkably constant (within + 3%). Because no mtry
value clearly reduced the OOB error the default mtry (4 in this case) was used for each
forest. Grimm et al. (2008) and Liaw and Wiener (2002) suggest increasing the default
number of trees (500) to increase stability in the covariate importance rankings and OOB
class error. We grew forest sizes of 10,000-30,000 trees for most predicted classes to
produce stable estimates of OOB error (e.g., Fig. 19 and 20), which are about one order
of magnitude greater than what is used in the literature (Grimm et al., 2008)
For spatial prediction across the landscape, a set of points on a 30-m grid was
generated and the value of each environmental covariate was appended to the database.
This set of points was passed down each tree in the forest and then classified according to
the majority vote of the forest. The proportion of the forest voting for the class was used
to produce probabilities of occurrence for each class. In this way forests built with field
observations and associated environmental covariate data were used to predict soil
classes, taxonomic classes, and dominant vegetation type (see Tables 6 to 8) and
associated probabilities across the whole study area (see Appendix D for detailed
processing steps).
Other variations of random forests include balanced random forests and balanced
and weighted random forests. The objective of balanced and balanced and weighted
random forests is to provide lower OOB errors for the small classes by equalizing the
class errors (Breiman and Cutler, 2004; Chen et al., 2004). Balanced errors are
accomplished at the expense of increasing the class error for the large classes and the
overall OOB error. Balanced random forests and balanced and weighted random forests
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are applicable where observation numbers are highly imbalanced (one [or several] class
[classes] is much larger than the others). Balanced random forests and balanced and
weighted random forests were investigated for taxonomic class, where one or more soil
types or classes are much more common across a landscape (e.g., 284 of the soils
observed in this study were classified as Aridisols and only 22 were Entisols). In
balanced random forests each tree is grown using equal numbers of observations from
each class (Chen et al., 2004) (e.g., 22 samples selected each from Aridisols and
Entisols). Balanced random forests sample size was set equal to the number of
observations in the smallest class for each taxonomic level.
Weighted random forests introduces a penalty for misclassification by specifying
a cutoff value. This cutoff value is used to divide the proportion of votes for each class.
The winning class is the class with the maximum ratio of proportion of votes to cutoff
value (Liaw and Wiener, 2002). For example in a three class problem if the proportion of
votes from the forest for one observation was 0.7, 0.2, and 0.1, respectively, then the
observation would be classified as class one (proportion of 0.7). If cutoff values of 0.4,
0.1, and 0.5 were specified then the resulting proportions would be 1.75 (0.7/0.4), 2
(0.2/0.1), and 0.2 (0.1/0.5) and the observation would be classified as class 2. Though
complicated, using weighted random forests allows the error for each class to be adjusted
to the desired level (Liaw and Wiener, 2002). As suggested by Breiman and Cutler
(2004) cutoff values for balanced and weighted random forests were chosen to equalize
class errors as much as possible.
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2.3.2. Random forest uncertainty estimates
Random forests produces estimates of uncertainty as well as estimates of model
error. The model or OOB error is an unbiased estimate of the test set error and is defined
as the proportion of incorrect classifications averaged over all observations every time a
training observation is out-of-bag. Because the forests contain a large number of doubly
random trees estimates of uncertainty can be taken from the proportion trees in the entire
forest voting for a specific case (a case is a cell of a raster) in the dataset.
For example a cell classified by 85 percent of the trees in the forest as shallow and
15 percent of the trees in the forest as moderately deep would classify as shallow
(majority vote wins) but would also produce a probability of 85 percent, meaning that the
user can be 85 percent confident that the soil at this location is shallow. Furthermore,
there is a 15% chance that the cell is moderately deep, and essentially no chance that the
cell would be either very shallow or deep.
The probability maps in the following sections and in appendix A are uncertainty
estimates for each cell in respective class.

3. Results and Discussion
3.1. Prediction of Soil Class
The OOB error for each predicted soil class is presented in Table 9. In general,
the OOB error was low (0.1 to 0.4) for classes with large numbers of observations (≥100;
hereafter referred to as "large classes") and high (0.6 to 1.0) for classes with small
numbers of observations (<100; hereafter referred to as small classes).
The overall OOB error rate ranged from about 0.14 to 0.60 regardless of the set of
environmental covariates used in the models. Subsurface diagnostic horizon and other
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diagnostic characteristics had the highest overall OOB error of about 0.6, and only two of
the classes were predicted by majority "vote." Soil depth class and particle size class had
slightly lower overall OOB errors, but all classes were predicted. Soil mineralogy class
had the lowest overall OOB error. Because every observation was predicted to be mixed
the OOB error the ratio of carbonatic observations to the total number of observations.
While the OOB error rates for a particular soil class may be high (up to 1.0), this
does not necessarily mean that there is no probability that this soil class will occur on the
landscape. Recall that the final class assigned to an OOB observation is determined by
majority vote by all trees in the forest. Therefore, although a class with an OOB error rate
of 1.0 may never have received the majority vote, it is possible that it received some
votes. It follows that a map can be generated illustrating the probability that a particular
soil class will occur on the landscape and this probability can be used to show estimated
uncertainty. The following sections illustrate and discuss the spatial distribution of final
soil classes assigned by RF, as well as the probabilities that a particular soil class will
occur. All maps shown in sections 3.1 and 3.2 were generated using all covariates in the
RF model. All maps of soil class, taxonomic class and dominant vegetation type
predictions and probabilities not discussed are contained in Appendix E.

3.1.1. Particle Size Class
The overall OOB error for particle size class using all covariates was 0.46
indicting that slightly more than half of the OOB observations were predicted correctly
by majority vote of the forest. The loamy-skeletal class, which had a large number of
observations, had the lowest OOB error of 0.11. The other three classes had roughly
similar high OOB errors (Table 9).
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The spatial predictions of particle size classes (Fig. 21) were consistent with
expected soil-landscape concepts developed during two summers in the field. The soils in
the northeast corner (area 1) of the project area were predicted by random forests to be
coarse-loamy (see Table 6 for definition). This area was dominated by the run-in of an
ephemeral stream and soils tended to be fairly sandy with little clay and few rock
fragments. Counter-clockwise around the north edge of the study area, the soils were
predicted to be fine-loamy, and the soils I observed here contained higher amounts of
clay. Area 2 was predicted to have a pattern of intermingled fine-loamy and coarse-loamy
soils, which is believable given the occurrence of stable landforms (older soils with
higher clay contents) surrounding a major wash (less developed soils with lower clay
content). Coarse-loamy soils were also predicted in large drainage bottoms in the southwestern end of the study area (area 3). These drainage bottoms were broad surfaces
dominated mostly by sandy textures and few rock fragments.
Fig. 22 and 23 show the predicted probability of the particle size class being fineloamy and loamy-skeletal, respectively. There is a high probability of occurrence of fineloamy soil in area 2 of Fig. 22and in the northern tip of the project area (Fig. 22), where
older, stable alluvial surfaces have been dissected by large washes. The soils on these
stable landforms were found to contain illuviated clay (argillic horizons and higher
subsoil clay content).
There is a high probability of occurrence of loamy-skeletal soils in the
mountainous northeastern part of the project area (Fig. 23), which coincides with areas of
rugged topography and limestone geology. A similar relationship between high rockfragment content in soils and limestone geology was also found by Boer et al. (1996).
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Highly probable areas of loamy-skeletal soils also exist on the alluvial fans extending
east from these areas, which correspond to concepts developed during sampling.
Fig. 24 is the covariate importance for the random forests analysis of particle size
class. Slope is the most important covariate and has a much larger mean decrease in
accuracy than the next most important covariate (geological type), suggesting that slope
steepness is the main controlling factor for particle size class distribution in this study
area. In traditional soil survey it is common for soil scientists to develop conceptual
models during field work, such as slope and parent material influencing soil particle size
distribution, and these concepts often guide field sampling. I feel it is a significant
advancement in soil survey (and perhaps pedology in general) to produce a quantitative
estimate of the factors influencing soil genesis using an objective sampling technique and
a robust statistical model.

3.1.2. Soil Depth Class
The overall OOB error rate for soil depth class using all covariates was 0.59
(Table 9). Class errors decrease with increasing sample size. Fig. 25 shows the soil depth
class prediction across the study area. Soils were predicted to be deep in the alluvial areas
along the eastern and southern edges, to shallow in the rugged hills, to very shallow on
south facing slopes of these hills. This meets general conceptual models of soil
development in the arid-semiarid areas of the Great Basin that south facing slopes are
generally drier and thus less soil development occurs (Rech et al., 2001). Consequently
soils on south facing slopes in rugged uplands are expected to be shallower than on north
facing slopes. Soils in alluvial areas are also expected to be deeper than soils formed from
residium and colluvium on steeper uplands. Notable is the extensive area of moderately
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deep soils in the center northwest of the project area (area 1 of Fig. 25). This area is
roughly the same as the area of high SAVI values and is thought to correspond to the
juniper dominated areas (discussed below in section 3.4).
The probabilities of occurrence of deep and very shallow soils are provided in
Fig. 26 and 27, respectively. These maps confirm that deep soils most likely occur on
lower alluvial slopes and that very shallow soils most likely occur in rugged uplands.
The covariate importance for soil depth (Fig. 28) indicates that slope, inverse
wetness index, and geological type are the most important predictive variables. This
meets conceptual expectations that soil depth class is dependent on terrain attributes and
geological type.

3.1.3. Diagnostic Subsurface Horizon
Diagnostic subsurface horizons and diagnostic soil characteristics are important as
they concisely convey information about features that result from the processes of soil
formation, which are the basis for soil classification in Soil Taxonomy (addressed in
section 3.3). There are numerous ways that these subsurface horizons and characteristics
can be predicted (e.g. presence/absence). I chose to predict combinations of subsurface
horizons and other characteristics as the National Cooperative Soil Survey is focused on
predicting the spatial distribution of taxonomic classes (Soil Survey Division Staff,
1993), which are keyed out according to combinations of diagnostic horizons and
characteristics (Soil Survey Staff, 1999).
The overall OOB error for diagnostic subsurface horizon and other diagnostic
characteristics in soils using all covariates was 0.60 (Table 9). Only Calcic and Argillic +
Calcic had OOB errors lower than 1.00.
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Spatial predictions of soils with different combinations of diagnostic
horizon/characteristics are provided in Fig. 29. Soils with calcic horizons occurred most
commonly throughout the study area. The accumulation of calcium carbonate is a
common pedogenic process in arid soils, and calcium carbonate is derived from the
weathering of Ca- and/or CaCO3-bearing parent materials, and/or from atmospheric
deposition (Buol et al., 2003). Soils with argillic and calcic horizons were predicted
across areas dominated by andesite (see in Fig. 70 in Appendix A), which is a Ca-bearing
volcanic rock of intermediate composition. Soils developed in andesite commonly
contained carbonates and higher concentrations of clay in the subsoil. Soils with calcic
horizons and lithic contacts were predicted to occur in high-elevation, rugged upland
areas dominated by limestone. In the southern point of the study area soils with argillic
and calcic horizons and a lithic contact were predicted to occur. I found soils in this area
to have the highest amounts of clay in the entire study area and be shallow to hard
bedrock, which can help concentrate translocated clay in a narrow depth zone.
Fig. 30 shows the probability of occurrence of soils that only have a calcic
diagnostic subsurface horizon, which has the largest sample size and the lowest OOB
error (Table 9). Fig. 31 illustrates the probability that soils with a calcic horizon overlying
a petrocalcic diagnostic subsurface horizon occur, which had only 14 observations and an
OOB error rate of 1.0. While the maximum probability of prediction returned from
random forests is not terribly high (0.66), high probabilities of occurrence coincide with
an old, dissected alluvial surface in the northern part of the study area, where I commonly
described soils with petrocalcic horizons (area 1) and on the stable landform to the west
of Long Lick Canyon (area 2) where soils with petrocalcic horizons were observed. This
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suggests that even for classes with large OOB errors random forests still provides spatial
predictions that meet conceptual frameworks.
Covariate importance for diagnostic subsurface horizons and other characteristics
(Fig. 32) indicates that covariates related to landform characteristics (slope and IWI) and
parent material (geological type, Landsat band 5 and Landsat band ratio 5/2) are the most
important covariates for predicting combinations of diagnostic subsurface horizons and
other characteristics. Conceptually, I agree with these quantitative estimates of the most
important variables. While 11 combinations of subsurface characteristics were observed
(Table 6), they can be organized according to three broad types of subsurface
accumulations and two types of bedrock contacts: subsurface accumulations of clay
(argillic), subsurface accumulations of carbonate (calcic and petrocalcic), subsurface
accumulations of silica (durinodes and duripans), lithic (hard bedrock contact) and
paralithic (soft or weathered bedrock contact). Carbonate accumulations were observed to
be most strongly associated with limestone, which tends to have very rugged and steep
terrain, but are ubiquitous across the landscape. Clay accumulations were observed to be
associated with andesite and other extrusive volcanic parent materials, which tend to
form much more rounded terrain. Silica accumulations seemed to be associated with
shale and sometimes with basalt. Thus there is a feedback between landform and
geological type, and the covariate importance supports these concepts.
Normalized overall covariate importance for predicting particle size class,
mineralogy class, diagnostic subsurface horizons, depth class, and surface textural class,
is shown in Fig. 33. Not surprisingly given the relative importance of slope in the
individual soil class predictions, slope was the overall most important covariate. This
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makes pedologic as slope steepness greatly influences erosion, deposition and the amount
of water available for infiltration vs. runoff, all of which drive soil development (Buol, et
al., 2003).

3.2. Prediction of Taxonomic Class
Although derived from soil attributes and characteristics, taxonomic classes are
currently used in soil mapping for map unit design and to communicate important soil
characteristics (Soil Survey Division Staff, 1993). Table 10 lists the OOB error for each
taxonomic level and class predicted using random forests (hereafter referred to as simple
random forests), balanced random forests, and balanced and weighted random forests.
The overall OOB error for simple random forests ranged from 0.07 to 0.62, and
increased with increasing numbers of classes predicted at each taxonomic level. Soil
order, the highest taxonomic level, had only two classes (Aridisols and Entisols), whereas
subgroup, the lowest taxonomic level, had 12 classes. Individual class OOB error using
simple random forests is inversely related to sample size (Table 10), with lower OOB
errors (<0.60) for classes with larger samples sizes (≥100). This general trend is
consistent with soil class/attribute predictions.
The overall OOB errors for balanced random forests (BRF) followed the general
trend of increasing OOB error with increasing taxonomic level. However, for each
taxonomic level, the overall OOB error for BRF was notably higher than for simple
random forests. While overall BRF OOB error rates were higher, smaller classes had
equal or lower BRF OOB errors compared to simple random forests. In contrast, larger
classes had BRF OOB errors that were about equal to or, in most cases, much higher
compared to simple random forests. For example at the great group level, the OOB error
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for Haplargids (N=11) decreased from 1.0 to 0.45, whereas the OOB error for
Haplocalcids ( N=150) increased from 0.35 to 0.78.
Balanced and weighted random forests (BWRF) also produced overall OOB
errors that increased with increasing numbers of classes at each taxonomic level. The
overall OOB error for most taxonomic levels was similar to BRF. Class OOB errors were
all less than 1.00, and were comparatively consistent for all classes within a given
taxonomic level. There was little to no improvement in overall and class OOB errors
compared to BRF, but the class OOB error rate was improved for several small classes,
such as the order of Entisols and the subgroups of Lithic Xeric Calciargids and Xeric
Haplargids.
Fig. 34compares the spatial prediction of soil order between simple random
forests, BRF and BWRF. Simple random forests predicted Entisols only on south facing
slopes in several locations, whereas BRF and BWRF predicted Entisols on the majority
of the uplands. During field sampling Entisols were observed to occur in the bottom of
washes and only on south-facing slopes in a few locations. Therefore, predictions made
by simple random forests better represent the actual distribution of Entisols as observed
in the field. Due to the unrealistic over-prediction of small classes by BRF and BWRF,
simple random forests was the preferred method for spatial prediction of taxonomic class.
Spatial predictions for soil suborder, great group, and subgroup generated using
simple random forests are presented in Fig. 35, 36, and 37, respectively. As soil
classification according to Soil Taxonomy depends on the identification of subsurface
diagnostic horizons and other diagnostic characteristics, the spatial predictions of
taxonomic classes coincides with the predicted spatial distribution of diagnostic
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subsurface horizons. For example, the spatial probability of the occurrence of subgroup
Calcic Petrocalcids is almost identical to the occurrence of calcic and petrocalcic
horizons (Fig. 38).
While simple random forests can return high prediction errors for small classes
(e.g., the subgroup of Xeric Torriorthents; Table 10), the method appears useful for
generating maps showing the probability of occurrence of these small classes. As
mentioned above, Entisols were expected to occur in wash bottoms and on a few south
facing slopes, but only Lithic Xeric Torriorthents, which have a hard bedrock contact
within 50 cm, were predicted as a final subgroup class (Fig. 37). However, probability
maps (Fig. 39) show that deep Xeric Torriorthents have a relatively high probability of
occurring in wash bottoms whereas shallow Lithic Xeric Torriorthents have a relatively
high probability of occurrence on south-facing uplands. This is consistent with field
observations.
Covariate importance plots for all predicted levels of soil taxonomy are shown in
Fig. 99 – 102. Spring insolation is the most important covariate for predicting soil order,
the broadest level of taxonomy. Geological type and Landsat bands 5 and 4 are the top 3
most important covariates for Suborder and Great group. Inverse Wetness Index (IWI) is
the most important covariate closely followed by Landsat bands 4 and 5, and geological
type for predicting soil subgroup. This suggests that different levels of taxonomy, and by
extension different soil properties, may be controlled by different covariates. In the study
area broad levels of soil properties are controlled by general patterns of incoming solar
radiation as modified by aspect, while increasing hierarchical levels of taxonomy
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(increasing sets of soil properties) are controlled by parent material (geology type) and
that terrain attributes also begin to play a dominate role in higher hierarchical levels.
Geological type and Landsat band 5 were the overall most important covariates
for predicting order, suborder, great group, and subgroup taxonomic classes after
normalization (Fig. 40). Landsat band 5 has been used to help distinguish geological
material (Nield et al., 2007). Taxonomic classes to the subgroup level are based on soil
climate and diagnostic subsurface characteristics. Many of these diagnostic subsurface
characteristics are dependent upon the type of geological material the soil forms in thus
these covariates make sense.

3.3. Prediction of Dominant Vegetation
The OOB errors for predictions of dominant vegetation type are presented in
Table 11. Overall OOB error rates using both environmental covariate datasets (all 22
covariates vs. 14 covariates [vegetation-related covariates removed]) were slightly above
50% indicating that more than half of the OOB observations were predicted incorrectly.
Except for ARNO (Black sage) the OOB error rates were consistently lower (<0.50) with
larger sample sizes (≥40). For both datasets ARNO was predicted with low class error
(about 0.5) given the sample size (N=6). Utah juniper (JUOS) OOB class error using all
covariates was 0.22 (N=41). These OOB errors for ARNO and JUOS were much lower
than classes with similar samples sizes, e.g., ARTR (Wyoming big sage) has similar
OOB errors as JUOS but almost twice as many observations. These low OOB class errors
indicate that ARNO and JUOS were easily separable from other classes in the
multivariate distribution of the observation dataset, most likely because they are
spectrally distinct. Fig. 41 shows the covariate importance for dominant vegetation type
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predicted using all environmental covariates. Eleven of the first 14 most important
covariates are Landsat bands or band ratios that were related to vegetation (see Table 4
and 5). SAVI, as expected, was the most important covariate for predicting vegetation
distribution.
Fig. 42 shows the distribution of final class predictions for dominant vegetation
type. ARTR (Wyoming big sage) was predicted to occur in a broad band across the
southern part of the project area and on stable landforms at the northeastern end. ARNO
(Black sage) was predicted on areas of high, rugged limestone uplands. The drastic
vegetation change at the borders of the two chained areas was predicted correctly.
Fig. 43 shows the prediction of dominant vegetation type distribution without the
vegetation-related environmental covariates. The sharp vegetation change at the chaining
boundary was not predicted, but the overall pattern of dominant vegetation type outside
of the chainings was similar. Fig. 44 compares dominant vegetation type prediction inside
the chained area with and without the vegetation-related covariates. Juniper (JUOS) was
mostly absent inside the chained areas when the full set of environmental covariates was
used, but was predicted throughout most of the chained area following natural landscape
patterns when vegetation-related covariates are removed. Fig. 45 compares the
probability of JUOS occurrence with and without the vegetation-related covariates.
Without the vegetation-related covariates the probability of JUOS occurrence was much
higher throughout the chained area.
The comparison of dominant vegetation distribution predictions and JUOS
probabilities within the chained areas using both environmental covariate datasets
suggests that by not including the vegetation related covariates the resulting prediction
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may be the probable distribution of suitable habitat for juniper and/or the pre-chaining
juniper distribution. More data and site history would be needed to support these
hypotheses.

4. Summary and Conclusions
Random forests with stable OOB errors is a useful method for predicting soil
class, taxonomic class and dominant vegetation distribution and associated probabilities
across this study area. Quantitative covariate importance is useful in determining what
factors are important for soil distribution and assist the soil scientist in understanding
pedogenesis.
Balanced random forests and balanced and weighted random forests are not useful
for predicting overall soil distribution on the landscape because the smaller classes
(classes with fewer observations) are overpredicted. Balanced random forests and
balanced and weighted random forests may be useful when a specific set of soil
properties is desired. For example rare plant habitat identification may depend on only a
small and specific set of soil properties. In this case the user would be most concerned
with the correct prediction of only these soil classes and not be concerned with the overor under-prediction of the other soil classes.
Except for soil order and soil mineralogy class, OOB errors for each soil class,
taxonomic class and the dominant vegetation were roughly 50% for both environmental
covariate datasets. While it would be desirable to have the overall OOB error rates as low
as possible, Ryan et al. (2000) stated that prediction error greater than 50 percent is
probably common to soil mapping. They suggested that these error rates result from the
difference between the spatial scales at which soil-forming processes occur (or have
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occurred) and the scale at which soil scientists can represent these processes. For
example, values for the environmental covariates thought to influence soil formation and
distribution for both cLHS and RF were extracted every 30 m and predictions made at
this same scale, but the variability can occur on a much finer spatial scale. Fig. 46 shows
that soil variability can occur on much finer scale (in this case ~2 m).
“The challenge, then, is to accept this indeterminacy as a definitive feature of
many landscapes” (Ryan et al., 2000). Given the exceptional amount of variability in the
terrain, geology and vegetation in this study area overall OOB errors for each predicted
soil and taxonomic classes and dominant vegetation were acceptable. Given such
variability in soils it is rather remarkable that consistent patterns can be predicted across
the landscape.
Furthermore, the fact that these spatial predictions and associated probabilities of
the soil and taxonomic classes and dominant vegetation coincide with concepts
developed during field sampling supports our conclusion that RF is a suitable statistical
model for predicting soil distribution.
Maps of probabilities of occurrence are consistent with the expected distribution
for most classes. These probabilities show great promise in providing estimates of
uncertainty for users of these spatial predictions. For example surface texture class
probability is anticipated to be useful input for infiltration modeling on a watershed scale.
Such probabilities would help the modeler account for spatial variability in surface
texture class and provide an estimate of error of prediction.
Random forests also shows potential for predicting dominant vegetation class,
even when land surfaces have been disturbed.

76
In addition to spatial prediction the measures of covariate importance are useful
for soil survey and pedology in general. Covariate importance measures provide
quantitative estimates of the factors controlling soil formation and distribution. This is an
advancement for soil survey and possibly for pedology in general. Quantitative methods
to test which of the factors controlling formation are usually accomplished by holding
one factor constant while the other factors vary (McBratney et al., 2003). Using random
forests the soil scientist can quantitatively estimate what factors are controlling soil
distribution across a landscape where multiple factors are probably interacting in
different locations to produce unique soils, thus helping the soil scientist to understand
what factors are truly important for soil genesis.
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Table 4. Digital data used to represent SCORPAN environmental covariates for the study
area
Environmental
Covariate

Representative Digital Data

Source

Soil (s)

none used

none

Climate (c)

none used

none

Organisms (o)

Soil adjusted vegetation index (SAVI)

Landsat 7 ETM+

Organisms (o)

Landsat 7 ETM+

Organisms (o)

Landsat 7 ETM+ band 1 (blue; 0.450-0.515 µm)
Landsat 7 ETM+ band 2 (green; 0.525-0.605
µm)
Landsat 7 ETM+ band 3 (red; 0.630-0.690 µm)

Relief (r)

Average annual solar radiation

10 m DEM

Relief (r)

Average winter (Dec, Jan, Feb) solar radiation

10 m DEM

Relief (r)

Average summer (Jun, Jul, Aug) solar radiation

10 m DEM

Relief (r)

Average spring (Mar, Apr) solar radiation

10 m DEM

Relief (r)

Average annual diffuse solar radiation

10 m DEM

Relief (r)

Inverse wetness index (IWI)

10 m DEM

Relief (r)

Specific catchment area (SCA)

10 m DEM

Relief (r)

Slope

10 m DEM

Parent Material (p)

Geological type

USGS Geology Map (1:50:000)

Parent Material (p)

Landsat 7 ETM+

Parent Material (p)

Landsat 7 ETM+ band 4 (NIR; 0.775-0.900 µm)
Landsat 7 ETM+ band 5 (SWIR; 1.550-1.750
µm)
Landsat 7 ETM+ band 7 (SWIR; 2.090-2.350
µm)
Landsat 7 ETM+ band ratio 1/4

Parent Material (p)

Landsat 7 ETM+ band ratio 5/1

Landsat 7 ETM+

Parent Material (p)

Landsat 7 ETM+ band ratio 5/2

Landsat 7 ETM+

Parent Material (p)

Landsat 7 ETM+ band ratio 5/7

Landsat 7 ETM+

Parent Material (p)

Landsat 7 ETM+ band ratio 7/5

Landsat 7 ETM+

Parent Material (p)

Landsat 7 ETM+ band ratio 4/5

Landsat 7 ETM+

Age (a)

none used

none

Space (n)

none used

none

Organisms (o)

Parent Material (p)
Parent Material (p)

Landsat 7 ETM+
Landsat 7 ETM+

Landsat 7 ETM+
Landsat 7 ETM+
Landsat 7 ETM+
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Table 5. Landsat normalized band ratios and reason for selection.
Band Ratio

Reason for selection

1/4

Helped distinguish between mixed quartz monzonite and limestone

5/1

Helped distinguish Navajo sandstone and rhyolite (also affected by vegetation)

5/2

Useful for distinguishing carbonate vs. non-carbonate geological types

5/7

Useful for distinguishing rhyolite

7/5

Useful for distinguishing between sagebrush and grass, reciprocal of 5/7

4/5

Helped distinguish dense juniper stand on andesite
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Table 6. Soil classes
Predicted
class

Particle
Size Class

Mineralog
y Class

Diagnostic
subsurface
horizons
and other
diagnostic
characteris
tics

Soil depth
class

Surface
horizon
texture
class

Levels within each
class

Description

Coarse-loamy
Fine-loamy

<35% rock fragments, ≥15% fine or coarser sand and < 18%
clay; not sandy
<35% rock fragments, ≥15% fine or coarser sand and >18% clay ;
not sandy

Loamy

< 35% rock fragments, <35% clay, and < 50 cm deep; not sandy

Loamy-skeletal

> 35% rock fragments; <35% clay; not sandy

Carbonatic

> 40% carbonates

Mixed

Soil mineralogy is mixed. No one mineral type dominates

Argillic

Subsurface accumulation of clay

Argillic and Calcic
Argillic and Calcic
and Lithic

Subsurface accumulation of clay and carbonates
Subsurface accumulation of clay and carbonates, and a hard
bedrock contact

Argillic and Lithic

Subsurface accumulation in clay and a hard bedrock contact

Calcic

Subsurface accumulation of carbonates

Calcic and Lithic

Subsurface accumulation of carbonates and a hard bedrock contact

Calcic and Duripan

Calcic and Petrocalcic

Subsurface accumulation of carbonates and silica-cemented layer
Subsurface accumulation of carbonates and silica-cemented
nodules
Subsurface accumulation of carbonates (non-cemented) and a
carbonate-cemented layer

Lithic

Hard bedrock contact

Paralithic

Soft or weathered bedrock contact

Very Shallow

< 25 cm to root-restricting layer

Shallow

25-50 cm to root-restricting layer

Moderately Deep

50-100 cm to root-restricting layer

Deep

>100 cm to root-restricting layer

Sand

USDA soil textural class*

Coarse Sand

USDA soil textural class*

Loamy Coarse Sand

USDA soil textural class*

Loamy Sand

USDA soil textural class*

Coarse Loamy Sand

USDA soil textural class*

Sandy Loam

USDA soil textural class*

Calcic and Durinodes
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Table 6 (cont). Soil classes.
Predicted class

Surface horizon
texture class

Levels within each class

Description

Fine Sandy Loam

USDA soil textural class*

Coarse Sandy Loam

USDA soil textural class

Sandy Clay Loam

USDA soil textural class*

Loam

USDA soil textural class*

Clay Loam

USDA soil textural class*

Silt Loam

USDA soil textural class*
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Table 7. Taxonomic classes (Soil Survey Staff, 2006).
Hierarchical
level

Order

Suborder

Taxonomic class

Description

Aridisols

Soils with limited water for plant growth

Entisols

Soils that show little or no soil development

Argids

Aridisols with a subsurface accumulation of clay

Calcids

Aridisols with a subsurface accumulation of carbonates

Durids

Aridisols with a subsurface silica-cemented layer
Entisols that do not have aquic conditions, are not sandy, do not
have mixed subsoil, and do not have an irregular decrease in
organic carbon.

Orthents

Great Group

Subgroup

Calciargids

Argids with subsurface accumulations of carbonates

Haplargids

Argids without other diagnostic horizons

Haplocalcids

Calcids without any other diagnostic horizons

Haplodurids

Durids without other diagnostic horizons.

Petrocalcids

Calcids with a carbonate-cemented

Torriorthents

Orthents with aridic soil moisture regime

Calcic
Petrocalcids
Durinodic Xeric
Haplocalcids

Petrocalcids with an overlying horizon of carbonate accumulation
Haplocalcids with cemented masses of silica and an aridic soil
moisture regime bordering on xeric

Lithic Calciargids
Lithic Xeric
Haplargids
Lithic Xeric
Haplocalcids
Lithic Xeric
Torriorthents

Calciargids with a hard bedrock contact within 50 cm
Haplargids with a hard bedrock contact within and an aridic soil
moisture regime bordering on xeric
Haplocalcids with a hard bedrock contact and an aridic soil
moisture regime bordering on xeric
Torriorthents with a hard bedrock contact and a xeric soil
mositure regime

Xeric Calciargids

Calciargids with an aridic soil moisture regime bordering on xeric

Xeric Haplargids
Xeric
Haplocalcids

Haplargids with an aridic soil moisture regime bordering on xeric
Haplocalcids with an aridic soil moisture regime bordering on
xeric
Haplodurids with an aridic soil moisture regime bordering on
xeric
Torriorthents with an aridic soil moisture regime bordering on
xeric

Xeric Haplodurids
Xeric
Torriorthents
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Table 8. Dominant vegetation
Predicted
class or
attribute.

Dominant
Vegetation

Levels within
each class or
attribute

Description

ARTR

Wyoming big sage

ARNO

Black sage

ACHY

Indian rice grass

JUOS

Utah Juniper

GRSP

Spiny hop sage

ERCA8

Eriogonum(matted buckwheat)

ERNA

Rabbit brush

PLEUR12

Galleta grass

KRLA

Winterfat

BRTE

Cheatgrass

HECO

Needle and thread grass

PSSP

Bluebunch wheatgrass

ARTRT

Basin big sage

ATCA

Fourwing saltbush

ARBI

Low sage

PIMO

Pinyon pine

AGCR

Crested wheat grass
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Table 9. Sample size and out of bag (OOB) error for predicted soil classes.
Soil class

Sample size

All covariates

OOB Error
No Vegetation
Covariates

Particle Size Class

307

0.46

0.5

Coarse-loamy

49

0.76

0.69

Fine-loamy

57

0.89

0.86

Loamy

35

0.97

1

Loamy-skeletal

166

0.11

0.12

Mineralogy Class

307

0.14

0.14

Mixed

265

1

1

Carbonatic

42

0

0

Diagnostic Subsurface Horizon and
Other Diagnostic Characteristics

307

0.6

0.59

Argillic

3

1

1

Argillic + Calcic

91

0.63

0.63

Argillic + Calcic + lithic

13

1

1

Argillic + Lithic

8

1

1

Calcic

131

0.33

0.31

Calcic + Lithic

20

1

1

Calcic + Duripan

6

1

1

Calcic + Durinodes

5

1

1

Calcic + Petrocalcic

14

1

1

Lithic

14

1

0.93

Paralithic

2

1

1

Soil Depth Class

307

0.59

0.57

Very Shallow

34

0.82

0.79

Shallow

64

0.61

0.59

Moderately Deep

95

0.69

0.64

Deep

114

0.42

0.43

Surface Texture Class

297

0.52

0.43

Sand

2

1

1

Coarse Sand

2

1

1

Coarse Loamy Sand

2

1

1
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Table 9 (cont.) Sample size and out of bag (OOB) error for predicted soil classes.
Soil class

Sample size

All covariates

OOB Error
No Vegetation
Covariates

Loamy Sand

6

1

0.93

Sandy Loam

172

0.1

0.1

Fine Sandy Loam

19

1

1

Coarse Sandy Loam

11

1

1

Sandy Clay Loam

48

0.65

0.75

Loam

30

0.93

1

Silt Loam

1

1

1

Clay Loam

2

1

1
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Table 10. Sample size and OOB errors for predicted taxonomic classes.
OOB Error
Taxonomic Class

Sample
size

Random
Forests

Balanced Random
Forests

Balanced and
Weighted Random
Forests

Order

306

0.07

0.23

0.35

Aridisol

284

0.00

0.20

0.35

Entisol

22

1.00

0.55

0.36

Suborder

304

0.48

0.61

0.59

Argid

113

0.61

0.59

0.57

Calcid

164

0.30

0.63

0.62

Durid

6

1.00

0.50

0.50

Orthent

21

1.00

0.57

0.57

Great Group

304

0.57

0.78

0.73

Calciargid

102

0.66

0.85

0.73

Haplargid

11

1.00

0.45

0.64

Haplocalcid

150

0.35

0.78

0.76

Haplodurid

6

1.00

0.50

0.50

Petrocalcid

14

1.00

0.71

0.71

Torriorthent

21

1.00

0.67

0.71

Subgroup

303

0.62

0.92

0.90

Calcic Petrocalcid

13

1.00

1.00

0.92

Durinodic Xeric Haplocalcid

5

1.00

0.80

0.80

Lithic Calciargid

10

1.00

0.80

0.70

Lithic Xeric Calciargid

3

1.00

1.00

0.67

Lithic Xeric Haplargid

7

1.00

0.57

0.71

Lithic Xeric Haplocalcid

19

1.00

0.95

0.84

Lithic Xeric Torriorthent

15

0.80

0.60

0.67

Xeric Calciargid

88

0.67

0.98

0.97

Xeric Haplargid

3

1.00

1.00

0.67

Xeric Haplocalcid

128

0.36

0.96

0.95

Xeric Haplodurid

6

1.00

0.67

0.83

Xeric Torriorthent

6

1.00

0.67

0.67
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Table 11. Out of bag (OOB) error for dominant vegetation class.
OOB Error
Vegetation Type

Dominant Vegetation

Sample size

All covariates

No Vegetation
Covariates

266

0.54

0.59

ACHY

7

1.00

1.00

AGCR

1

1.00

1.00

ARBI

22

0.91

1.00

ARNO

6

0.52

0.54

ARTR

81

0.31

0.31

ARTRT

2

1.00

1.00

ATCA

2

1.00

1.00

BRTE

23

0.91

0.83

ERCA8

1

1.00

1.00

ERNA

41

0.46

0.56

HECO

3

1.00

1.00

JUOS

41

0.22

0.39

KRLA

4

1.00

1.00

PIMO

4

1.00

1.00

PLEUR12

14

1.00

1.00

PSSP

12

0.67

1.00

PUTR

1

1.00

0.83

CELE3

1

1.00

1.00
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Fig. 17. Study area location in southwestern Utah.
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Fig. 18. Spatial location of 300 cLHS points. Each point was navigated to using a GPS
unit and field data collected at each site.
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Fig. 19. Particle size class error showing how class error stabilizes with increasing forest
size.

90

Fig. 20. Soil Subgroup class error showing how class error stabilizes with increasing
forest size.

91

Fig. 21. Predicted particle size class.

92

Fig. 22. Probability that the particle size class is fine-loamy.
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Fig. 23. Probability that the particle size class is loamy-skeletal.

94

Fig. 24. Covariate importance for particle size class.
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Fig. 25. Soil depth class prediction.

96

Fig. 26. Probability that the soil depth class is deep.

97

Fig. 27. Probability that the soil depth class is very shallow.

98

Fig. 28. Covariate importance for soil depth.

99

Fig. 29. Diagnostic subsurface horizon and other diagnostic characteristics prediction.

100

Fig. 30. Probability that only a calcic horizon occurs.

101

Fig. 31. Probability that calcic and petrocalcic horizons occur.

102

Fig. 32. Covariate importance for prediction diagnostic subsurface horizons and other
diagnostic subsurface characteristics.

103

Fig. 33. Normalized covariate importance for all predicted soil classes. Predicted classes
include particle size, mineralogy, diagnostic subsurface horizon, depth, and surface
texture.

104

Fig. 34. Soil order as predicted by simple random forests (top), balanced random forests
(middle) and balanced and weighted random forests (bottom). Balanced random forests
and balanced and weighted random forests over-predicts spatial distribution of Entisols.

105

Fig. 35. Predicted soil suborder.

106

Fig. 36. Predicted soil great group.

107

Fig. 37. Predicted soil subgroup.

108

Fig. 38. Comparison of spatial probability that calcic and petrocalcic horizons exist (left)
and the probability that the great group is Calcic Petrocalcids (right). Note the similarity.

109

Fig. 39. Comparison of Torriorthents subgroup classes. Notice spatial location of
predictions.

110

Fig. 40. Normalized Covariate Importance for all predicted taxonomic classes. Predicted
classes include Order, Suborder, Great group and Subgroup.

111

Fig. 41. Covariate importance for the prediction of dominant vegetation for all covariates.

112

Fig. 42. Dominant vegetation prediction with vegetation related covariates.

113

Fig. 43. Dominant vegetation prediction without vegetation related covariates.

114

Fig. 44. Comparison between predicted dominant vegetation type with (left) and without
(right) vegetation related covariates.

115

Fig. 45. Comparison between predicted JUOS (Juniper) probability with (left) and
without (right) vegetation related covariates.

116

Fig. 46. Excavation showing the spatial scale at which soil variability can occur. The soil
exposed on the right side of the profile has a subsurface accumulation of carbonates,
which is lacking in the soil on the left side.
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CHAPTER VII
SUMMARY AND CONCLUSIONS

The basis of digital soil mapping lies in the probability that a relationship exists
between spatially explicit environmental covariates and the distribution of soil on the
landscape. We used these relationships to predict soil class, taxonomic class and
dominant vegetation across the study area in the Basin and Range of southwestern Utah.
The digital data environmental covariates were chosen to represent organisms, relief, and
parent material, which appeared to be the major factors controlling soil formation and
distribution in this environment. The study area comprised approximately 30,000 ha
(~ 275 km2) of mountainous terrain and associated alluvial fans, which were geologically,
topographically and vegetatively complex.
Two different sets of environmental covariates thought to represent soil forming
factors in this landscape were used for the sampling and modeling stages of this project.
For sampling, using conditioned Latin Hypercube Sampling, we chose aspect (northness
vs. southness), the inverse wetness index, slope, a soil adjusted vegetation index, land
cover, and broad classes of geology type. With more field experience we retained inverse
wetness index, slope and the soil adjusted vegetation index, and added average solar
radiation (yearly and seasonally), specific catchment area, Landsat 7 ETM+ bands,
Landsat 7 ETM+ normalized band ratios and a more detailed geology map for the
modeling step of this project.
We used conditioned Latin Hypercube Sampling to generate 300 unbiased
sampling locations. We selected 300 samples based on the expected time available for
field work. As field work progressed we wondered how well the 300 samples represented
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the project area. We decided to compare multiple cLHS sample sizes to identify an
optimal sample size. We generated sample sizes of 50, 100, 200, 300, and 500 for the
study area using cLHS and compared them to the environmental covariates chosen to
represent soil formation. We found that 200-300 samples adequately represented the area
and that conditioned Latin Hypercube Sampling appeared to be an appropriate method for
the unbiased selection of field sampling sites. Such an unbiased sample is commonly not
used for traditional soil survey methods.
With the data collected mainly from samples identified by cLHS and the selected
digital environmental covariates, we used random forests as the model to predict soil
class, taxonomic class and dominant vegetation distribution. Random forests generated
multiple, uncorrelated trees. Each tree selected a random bootstrap sample from the soil
observations, and a subset of covariates was randomly selected at each node in the tree.
Random forests predicted a final class by majority "vote" of all trees in the forest (up to
30,000 trees) and provided an "out of bag" (OOB) error from the samples left out of the
bootstrap sample. Random forests also produced quantitative covariate importance
estimates which we found useful for interpreting which factors controlled soil distribution
and to improve our understanding of pedogenesis. We generated maps of the final
classes predicted by the forest, and of the probability of occurrence of a particular class at
a spatial resolution of 30 m.
We also investigated balanced random forests and balanced and weighted random
forests for predicting taxonomic class. We did not find these techniques useful for
predicting overall soil distribution on the landscape because the smaller classes (classes
with fewer observations) were over-predicted. However, these techniques may be useful
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for predicting the locations of small classes when over-prediction is acceptable (e.g.,
mapping potential soil habitat for rare species).
Maps of probabilities of occurrence of soil, taxonomic, and vegetation classes
produced using cLHS and simple random forests were generally consistent with the
expected spatial distribution for most classes. Because cLHS produced an unbiased,
representative sample, and random forests generated classifications using a doubly
random process, we believe that the soil-landscape concepts developed during two
summers of field work were robust.
We conclude that cLHS coupled with simple random forests analysis can greatly
advance soil survey in two specific areas. First, the probabilities of occurrence of a
particular soil class or attribute can be used as estimates of uncertainty for these spatial
predictions. Currently in the USA, spatial soil survey data are based on polygons of map
units that may contain multiple soil-type components. A spatially distributed model of
soil classes and an associated uncertainty of model prediction would be useful for a
diversity of users.
Second, covariate importance measures provide quantitative estimates of the
multiple factors that are probably interacting in different locations to produce unique
soils, thus helping the soil scientist to understand what factors are truly important for soil
genesis. Lastly, random forests also shows potential for predicting dominant vegetation
class, even when land surfaces have been disturbed.
This thesis project generated a rich dataset that may provide opportunities for
future work in digital soil mapping. Future research may include:
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1. Collection of an independent validation dataset. This would allow an
independent accuracy assessment and possibly lend more strength to the use
of random forests for soil survey. This could be accomplished by either,
collecting more field samples or by using cLHS to choose a subset of the data
already collected.
a. Collecting more field samples would allow a true independent
accuracy assessment.
b. A smaller subset of the cLHS samples (chosen using cLHS on the field
data) (i.e., a sample size of 200, which was shown to be representative
of the study area) could be used to rain and validate the model. The
remaining cLHS samples (i.e., 100) could be used in an independent
accuracy assessment.
2. Prediction of individual diagnostic subsurface horizons (e.g. the presence of
an argillic horizon vs. everything else). Covariate importance for individual
diagnostic subsurface horizons could assist in understanding what factors
control the formation of specific soil properties.
3. The investigation of other, optional, random forest outputs such as
proximities, multidimensional scaling plots, and prototypes, for understanding
the project area and soil distribution.
4. The extraction and prediction of soil properties (surface horizon clay/rock
percentage, depth to bedrock, the amount of clay in the soil, etc.) from the
database.
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5. The comparison of random forests, regression kriging, support vector
machines, generalized linear models and other such predictive methods. Such
a comparison would be useful because of the cLHS method used.
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Appendix A. Environmental Covariate Data Preparation
Different environmental covariates were used for Conditioned Latin Hypercube
Sampling and Random Forests and are discussed separately.

A.1. Environmental Covariate Creation for cLHS
The digital elevation model and Landsat 7 ETM+ image used to develop
environmental covariates for use in Conditioned Latin Hypercube Sampling were clipped
to a 1-km buffer of the study area boundary and the chained area masked out.
Environmental covariates were calculated for this area. Errors associated with a nonsquare DEM are discussed for individual environmental covariates.

A.1.1. Transformed Aspect
Aspect was calculated using the D-inf method in TauDEM (Tarboton, 1997). This
created an image numbering from 0 to 2π, 0 being east. All values less than zero were
interpreted to be null and set to -999 for compatability between ArcGIS™ and ERDAS
imagine (ERDAS, 2006). The image was then rotated counterclockwise 90º so that 0 was
north by subtracting all values from π/2 if the values were less then π/2 and subtracting
all values from 5π/2 if they were greater than π/2. Radians were then converted to degrees
by multiplying by 180/π. However, such a transformation leaves the problem of
northerly aspects. Two side by side cells both pointing almost north may be 359º and 1º,
such a large discontinuous jump between cells may negatively influence soil predictions.
An attempt to solve this problem used a model created using ERDAS (ERDAS,
2006) Imagine (Stum, 2007). This model is calculated as follows: all values equal to -1
(the null value) were set to zero. All degrees less than 180 had 90 subtracted and were
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divided by 90π. All degrees equal to or larger than 180 were subtracted from 270 and
divided by 90π. While east and west both are zero there are not any cells in the study area
with this value so the problem is avoided (Fig. 47). All values on the top of the circle are
negative and all values on the bottom of the circle are positive.
This image was then smoothed with a 5x5 low pass filter. The use of a 5x5 low
pass filter was visually determined to return the best results without negatively impacting
the representation of aspect. Fig. 48 is the aspect image used. This transformed aspect
model of the 10-m DEM was used in the conditioned Latin Hypercube Sampling design.
After samples were selected and sampling was underway, thesis committee members
noted that averaging circular measures (using a 5x5 low pass filter) is problematic as two
adjacent aspects can average to another aspect completely. It is unfortunate that this
problem was not realized earlier in the project. After thinking on this problem and
looking at the output at all stages of this process for the better part of a day no solution
was found as the transformed aspect image had already been used in the sampling design
(and may have introduced bias into the sampling scheme). It will be interesting to
compare the multivariate statistics of the dataset and see what errors are introduced due to
this problematic covariate. For the modeling stage of this research microclimate was
represented using an estimate of direct and diffuse solar radiation (W/m2/hr), which was
anticipated to more suitably represent microclimate.

A.1.2. Slope
Slope was calculated in TauDEM (Tarboton, 2008). Differences in DEM values
between real and null values resulted in erroneously high values of slope at the project
area boundary. To account for this all values smaller than 0 and greater than 57 were set
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to -1. Fifty seven was chosen more for theoretical means then because it was meaningful.
The tangent of 90 (the greatest slope in degrees that I could have) is undefined but the
tangent of 89 is about 57. In reality the largest values were only about 1.9 which
corresponds to a slope of about 62º. I converted to percent slope by multiplying by 100.
In retrospect I should have just left the DEM square and taken slope values as they came
from TauDEM. Fig. 49 shows the slope layer used.

A.1.3. Inverse Wetness Index
The Inverse Wetness Index (Fig. 50) was created using TauDEM (Tarboton,
2008). Differences in DEM values between real and null values resulted in erroneous
values at the project area boundary. To account for this the images was clipped to a 900
m boundary of the project area which excluded null values.

A.1.4. Soil Adjusted Vegetation Index (SAVI)
SAVI (Fig. 51) was calculated using Eq. (2). L is a correction factor and was
chosen to be 0.5 as recommended by Huete (Huete, 1988). High values indicate areas of
dense vegetation while low values represent areas of sparse vegetation.

A.1.5. Southwest Regional Gap Analysis Program (SWReGAP)
The Southwest Regional Gap Analysis Program created a seamless five state
landcover map (USGS National Gap Analysis Program, 2007). This image had several
classes that were either mapped incorrectly (i.e., open water not there) or classes that
were so small in regards to the surrounding areas that they were interpreted to be
incorrect. These areas were reclassified with ArcGIS™ Spatial Analyst using the reclass
tool. Table 12 is a list of the classes that were changed.
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Following reclassification, the image was clumped and all groups smaller than 50
cells (4.5 ha) were merged into the surrounding majority class this clumped image was
the SWReGAP input to cLHS (Fig. 52). Fifty cells was chosen as it falls within the range
of the minimum mapping unit of 1.6 to 16 ha which are the limits of an order three soil
survey (Soil Survey Division Staff, 1993). This clumping was done in an attempt to
provide a more uniform landcover estimate to reduce variability for sampling purposes.
In retrospect this clumped image should have been compared to a higher resolution
digital orthophotoquad to check if broad vegetation boundaries were correct, but personal
field work suggests that these broad areas of vegetation are representative of the area.

A.1.6 .Geological Type
A representation of the parent material was created by digitizing the USGS
1:50,000 geology map obtained from the National Geological Map Database (2008) in
ArcGIS™. Five classes of general parent material type were created. They are
limestone/dolomite (1), other sedimentary rock (2), intrusive igneous (3), extrusive
igneous (4), and alluvial fill (5). Table 13 illustrates the individual geological formations
grouped in each general geological class. It is thought that these broad categories are
sufficient to portray the influence that parent material has on soil genesis in this area (Fig.
53). A notable problem is that the available geology map only covers approx 98 % of the
project area. Several small hills of what appear to be extrusive igneous rock were
erroneously classified as alluvial fill. As this area represents approximately 2% of the
entire area it is anticipated that this will not significantly impact sampling. This missing
area will be accounted for when classifying the data.
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A.2. Environmental Covariate Creation for Random Forests
The digital elevation model and Landsat 7 ETM+ image used to develop
environmental covariates for use in the random forest classification were subset to a
square area that covered and exceeded the study area boundary. Environmental covariates
were calculated for this area and then values extracted inside the study area. This method
avoided errors associated with the edge of a DEM and allowed each covariate to be
represented at the scale most suitable for application.

A.2.1. Solar Radiation
Annual and monthly direct and diffuse insolation were calculated using ArcGIS™
spatial analyst solar radiation tool. Insolation output is in watt hours/m2.
1. Used default sky size (200). Sky size is the resolution of the raster, created during
the solar insolation calculations, used to calculate viewshed, skymap and sunmap
grids. Setting this to a finer resolution allows potential insolation to be calculated
on a finer grid but increases computation time significantly.
2. Calculated insolation for the entire year of 2008 and for each month, using a
default day interval of 14 (biweekly) and default hour interval of 0.5
3. Topographic shading was allowed.
4. Default (32) calculation directions were used.
5. Default zenith divisions, azimuth divisions, diffuse proportion, and transmittivity
were used.
6. Uniform sky was selected in the diffuse radiation model
Average yearly direct solar radiation is output from the ArcGIS™ tool (Fig. 55).
Seasonal averages were created using ArcToolbox to composite (layerstack) and average
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monthly direct insolation for spring (Mar, Apr; Fig. 57), summer (Jun, July, Aug; Fig.
56), and winter (Dec, Jan, Feb; Fig. 58). Monthly averages of each season were then
smoothed using a 3x3 low pass filter. Only average yearly diffuse radiation was used
(Fig. 54).

A.2.2. Slope
Slope (Fig. 59) was used as output from TauDEM (Tarboton, 2008).

A.2.3. Upslope contributing area (SCA)
SCA (Fig. 60) was used as output from TauDEM (Tarboton, 2008) using the Dinfinity method without edge contamination.

A.2.4. Inverse Wetness Index (IWI)
IWI (Fig. 61) was taken as output from TauDEM (Tarboton, 2008) and then twice
smoothed with a 3x3 low pass filter in ArcGIS™ to correspond with the scale of
mapping. Mean and standard deviation remained similar over all smoothings. IWI was
then rescaled by multiplying by 10,000 so the statistics were easier to read.

A.2.5. Soil Adjusted Vegetation Index (SAVI)
SAVI (Fig. 62) was recalculated using a model created in ERDAS imagine
(ERDAS, 2006). L was set at 0.5 and the image rescaled to 0 to 255. L values of 0.25 and
1.5 as well as the Normalized Difference Vegetation Index (NDVI) (Rouse et al. 1974)
were investigated but made little difference in the visual distribution of values, so an L
value of 0.5 was used. I then smoothed the SAVI image with a 3x3 low pass filter in
ArcGIS™ to correspond with the scale of mapping.
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A.2.6. Individual Landsat bands
Individual Landsat bands 1 to 5 and 7 were used as environmental covariates (Fig.
63).

A.2.7. Landsat Band Combinations
Landsat band combinations were created using the modeler tool in ERDAS
imagine (ERDAS, 2006). Each band was divided by all other bands one at a time and
rescaled to 0 to 255. I then visually selected the band combinations that that represented
meaningful patterns on the landscape as judged by my knowledge of the study area (Fig.
64 to 69).

A.2.8 .Geological Type.
Geological type (Fig. 70) was created by digitizing all individual geological
formations the in the USGS 1:50,000 geological map of the area using ArcGIS™.
Individual geological types were then merged into several broad classes (Table 14). This
process differed from the geological type created for cLHS by the fineness of the
digitization and the larger number of broad geological types created.
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Table 12. Reclassified landcover values.
Landcover Description
Inter-Mountain Basins Cliff and Canyon
Pinyon/Juniper
Inter-Mountain Basins Playa
Rocky Mountain Gambel Oak-Mixed Montane Shrubland
Inter-Mountain Basins Mountain Mahogany Woodland and
Shrubland
Inter-Mountain Basins Big Sagebrush Shrubland
Great Basin Xeric Mixed Sagebrush Shrubland
Inter-Mountain Basins Mixed Salt Desert Scrub
Inter-Mountain Basins Montane Sagebrush Steppe
Inter-Mountain Basins Semi-Desert Shrub Steppe
Southern Rocky Mountain Montane-Subalpine Grassland
Inter-Mountain Basins Semi-Desert Grassland
Inter-Mountain Basins Greasewood Flat
Open Water
Developed, Open Space - Low Intensity
Recently Mined or Quarried
Invasive Perennial Grassland
Invasive Annual Grassland
Invasive Annual and Biennial Forbland

swReGAP
Value
S009
S040
S015
S046
S050
S054
S055
S065
S071
S079
S085
S090
S096
N11
N21
D03
D06
S08
D09

Original
Class Value

Reclass
value
8
37
14
41

8
37
67
37

44
48
49
58
62
67
71
76
82
110
111
117
119
121
122

37
48
49
58
48
67
37
76
82
67
111
117
119
121
67
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Table 13. General rock type classes used in cLHS.
General Geological Class
Limestone/Dolomite
Other Sedimentary types
Intrusive Igneous
Extrusive Igneous
Alluvial fill

Included geological types
Limestone, Dolomite, Quartzite
Sandstone, Shale
Granite, Quartz Monzonite
Andesite, Basalt, Ash flows
Alluvium derived from all types of parent material
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Table 14. Original geological formation and subsequent broad geological class used to
represent parent material in random forests.
Original geological formation
symbol
Qa
QTt
Tdf
Tsr
Tsb
Tbr
Tbt
Tbm
Tg
Tap
Tqms
Tsp
Tcb
Ti
Tbut
TI
Two
Tcb
Tel

Original geological formation
name
Alluvium and other surficial
deposits
Talus of basalt lava flow member
of Steamboat Mountain formation
Volcanic debris-flow deposits
Rhyolite lava flow member
Basalt lava flow member
Rhyolite member
Tuff member
Mafic lava flow member
Granite
Apalite
Qartz monzonite
Quartz latite of Squaw Peak
Bauers Tuff member of Condor
Canyon formation
Isom formation
Three creeks tuff member of
Bullion Canyon volcanics
Lund Formation
Outflow tuff member
Cottonwood Wash tuff
Lamerdorf tuff member of
Escalante desert formation

Td

Dikes

Tm
Tqms
Tpqm

Monzonite
Quartz monzonite
Porphyritic quartz monzonite

Tbp

Breccia pipes

Tgp
Tgd
Ths
Tsh
Thr
JTrn
Trc
Trm
Pk
Pto
Pta
PPpc
Mrs
Mm

Granodiorite porphyry plugs and
dikes
Granodiorite
Horn silver andesite
Shauntie hills andesite
Conglomerate of High Rock Pass
area
Navajo Sandstone
Chinle formation
Moenkopi formation
kaibab limestone
Toroweap limestone
Talisman quartize
Pakoon dolomite
Formation of Rose Spring
Canyon
Monte cristo limestone

Broad class of geological type
Alluvium
Basalt
Andesite
Rhyolite
Basalt
Rhyolite
Ash/tuff
Basalt
Granite
Granite
Monzonite
Andesite
Ash/tuff
Ash/tuff
Ash/tuff
Ash/tuff
Ash/tuff
Ash/tuff
Ash/tuff
Merged with surrounding rock
type
Monzonite
Monzonite
Monzonite
Merged with surrounding rock
type
Granite
Granite
Andesite
Andesite
Shale/limestone
Sandstone
Shale
Shale/limestone
Limestone
Limestone
Quartzite
Limestone
Limestone
Limestone
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Table 14(cont.)
Original geological formation
symbol
Dc
Dsi
Dsi
Ow
Ok
Op
Ocn
Cos
Cob
Pzu

Original geological formation
name
Crystal Pass member of sultan
limestone
Simonson Dolomite
Sevy Dolomite
Watson Ranch quartzite
Kanosh shale
Pogonip group
Notch Peak formation
Steamboat Pass shale member
Big Horse limestone member
Paleozoic strata

Broad class of geological type
Limestone
Limestone
Limestone
Quartzite
Shale/limestone
Limestone
Limestone
Shale/limestone
Limestone
Limestone
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Fig. 47. Showing transformed aspect as calculated by Stum, 2007.
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Fig. 48. Smoothed transformed aspect used in cLHS.
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Fig. 49 Percent slope used for cLHS overlain on 10 m hillshade.
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Fig. 50. Inverse Wetness Index used for cLHS overlain on 10 m hillshade.
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Fig. 51. Soil Adjusted Vegetation Index (SAVI) used for cLHS overlain on 10 m
hillshade.
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Fig. 52. Reclassified SWReGAP used for cLHS overlain on 10 m hillshade.
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Fig. 53. Broad classes of geological type used for cLHS overlain on 10 m hillshade.
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Fig. 54. Average yearly diffuse solar radiation as calculated with topographic shading for
a 10 m DEM used for Random Forests.
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Fig. 55. Average yearly direct solar radiation as calculated with topographic shading for a
10 m DEM used for Random Forests.
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Fig. 56. Average summer direct solar radiation as calculated with topographic shading for
a 10 m DEM used for Random Forests.
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Fig. 57. Average spring direct solar radiation as calculated with topographic shading for a
10 m DEM used for Random Forests.
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Fig. 58. Average winter direct solar radiation as calculated with topographic shading for a
10 m DEM used for Random Forests.
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Fig. 59. Slope (rise/run) used for Random Forests.

154

Fig. 60. Upslope contributing area (SCA) used for Random Forests.
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Fig. 61. Smoothed and rescaled Inverse Wetness Index used for Random Forests.

156

Fig. 62. Smoothed Soil Adjusted Vegetation Index (SAVI) used for Random Forests.
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Fig. 63. Landsat 7 ETM+ bands used for Random Forests.
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Fig. 64. Landsat 7 ETM+ band combination 1/4 used for Random Forests.
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Fig. 65. Landsat 7 ETM+ band combination 4/5 used for Random Forests.
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Fig. 66. Landsat 7 ETM+ band combination 5/1 used for Random Forests.
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Fig. 67. Landsat 7 ETM+ band combination 5/2 used for Random Forests.
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Fig. 68. Landsat 7 ETM+ band combination 5/7 used for Random Forests.
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Fig. 69. Landsat 7 ETM+ band combination 7/5 used for Random Forests.
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Fig. 70. Geological type used for Random Forests.
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Appendix B. Field Data Collection

Table 15. Data collected for each pedon at each cLHS sampling location.
For each pedon
Waypoint
Ordered as visited
Date
Date of description
Describing
Names of persons describing pedon
Slope
Gradient expressed as percentage
Aspect
Compass direction
Elevation
Taken from GPS
UTM coordinates
Taken from GPS
Vegetation type
Ordered by percnet occurance on the landscape

Horizon depth
Texture
Effervescence
CaCO3
Silica
Rock fragments
Other diagnostic
characteristics

For each horizon in each pedon
Depth of horizon (cm)
Textural class and percentage clay
Reaction with 1 M HCl
Visual accumulations of CaCO3
Visual accumulations of silica
Volume percent and size classes of rock fragments (>2
mm)
Dependent on pedon
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Table 16. Soil classes and/or attributes collected during field sampling and potentially
useful for classification label input to Random Forests.
Soil classes or attributes for
prediction

Description

Particle Size Class

Grain size composition of the whole soil *

Mineralogy Class

Mineralogy of soil*

Order

1st level of taxonomy. Broad soil properties**

Sub Order

2nd level of taxonomy. Soil moisture regimes and diagnostic horizons**

Great Group

3rd level of taxonomy. Degree of diagnostic horizon expression**

Sub Group

Series

4th level of taxonomy. Similarity to other soil classes and attributes**
5th level of taxonomy. Particle size, mineralogy and temperature in a
specific depth range**
Pragmatic division of similar family classes for use in "local" survey
areas*

Soil depth class

Broad categories of soil depth

Diagnostic subsurface horizon 1

Subsurface horizon used in classification. More than one may exist*

Diagnostic subsurface horizon 2

Subsurface horizon used in classification. More than one may exist*

Diagnostic subsurface horizon 3

Subsurface horizon used in classification. More than one may exist*

Diagnostic subsurface horizon 4
Particle size control section
depth

Subsurface horizon used in classification. More than one may exist*
Depth (cm) of particle size control section

Vegetation 1

Most prevalent vegetation type

Vegetation 2

2nd most prevalent vegetation type

Vegetation 3

3rd most prevalent vegetation type

Vegetation 4

4th most prevalent vegetation type

Vegetation 5

5th most prevalent vegetation type

Vegetation 6

6th most prevalent vegetation type

Vegetation 7

7th most prevalent vegetation type

Family

Surface texture

USDA soil textural groups*

Surface horizon clay %

Percent of clay in surface horizon

Surface horizon rock %

Percent of rock fragments in surface horizon

Surface horizon effervescense

Effervescence of surface horizon

Surface horizon depth

Depth of surface horizon (cm)

* = (Soil Survey Division Staff, 1999). ** = (Buol et al. 2003)
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Fig. 71. Example of completed field sheet showing data as recorded in the field
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Fig. 72. Soil textural classes according to the United State Department of Agriculture
Natural Resources Conservation Service used to assign textural names during field
sampling (NRCS, 2009).
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Appendix C. Detailed explanation of Conditioned Latin Hypercube Sampling and step by
step methodology.

C.1. Detailed Explanation of Conditioned Latin Hypercube Sampling.
cLHS works by dividing the probability distribution of each covariate into equally
probable, non-overlapping intervals (each value in one interval has the same probability
of occurrence). The number of probability intervals (strata) is equal to the sample points
(n) that the user determines from all available locations (N), and x is the sample of X
environmental covariates. To perform cLHS; randomly select n sample points from N in
the attempt to satisfy the demands of a Latin Hypercube (maximal stratification of X).
Calculate correlation matrices for x and X. It is quite likely that this random sample has
more than one point per stratum, thus potentially over/under sampling some strata and not
forming a Latin Hypercube. Eq. (7) defines the matrix η that counts the number of x that
fall into each stratum, where the rows represent the equally probable strata and the
columns represent the environmental covariates. In a true Latin Hypercube each value in
the matrix would be 1. However, it is likely that many of the values in the matrix are not
1, so the challenge is to find a sample (x) that has matrix values close or equal to 1
(Minasny and McBratney, 2006). This is solved by the optimization procedure in the
cLHS algorithm.
After each environmental covariate is divided into equally probable quantiles
(strata), samples are chosen, correlation matrices are calculated, then an objective
function is calculated and an annealing schedule is performed. The objective function is
different for continuous (Eq. (8)) and categorical (Eq. (9)) data.
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For continuous data (Eq. (8)) the samples are summed over each stratum. For
categorical data the objective function attempts to equate the proportion of a particular
class/category in the sample to the proportion of that class in the population (Eq. (9)). In a
true Latin Hypercube the objective function should sum to zero.
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where qji and qji+1 are contiguous quantiles (strata) and xj is the number of samples in qji.
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n

O2 = ∑

− kj

(9)

where η(xj)/n is the proportion of class xj in the sample and kj is the proportion of class xj
in the population.
To ensure that the correlation between the samples is similar to the correlation
between the covariates the correlation matrices are subtracted from one another (Eq.
(10)). If both matrices were the same then this equation would sum to zero. Eq. (11) is
the overall objective function, which should equal zero if a true Latin hypercube is
achieved (Minasny and McBratney, 2006).
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k

O3 = ∑∑ cij − tij

(10)

i =1 j =1

where cij is the correlation matrix of the environmental covariates (X) and tij is the
correlation matrix of the sample (x).

O = O1 + O2 + O3

(11)

As the objective function(s) from the random sample mostly likely will not sum to
zero (indicating that a Latin hypercube has not resulted from the random sample)
different samples must be selected from the available sampling locations (N). To
accomplish this, a random number generator and an annealing schedule (Eq. (12)) [based
on Press et al. (1992) as coded in the cLHS algorithm (Minansy, 2009)] are used. A
random number (0 to 1) is generated and compared to Metro in the annealing schedule
(Eq. (12)). If the random number is less than Metro, the new values are accepted,
otherwise discard changes. Then we try to perform changes by generating a uniform
random number (0 to 1). If that random number if less than 0.5, a random site from x is
swapped for a random site from the reservoir of unsampled sites. If the random number is
≥ 0.5 the samples from x which have the largest η(qij ≤ xj <qji+1) are replaced with random
sites from the reservoir of unsampled sites. New objective functions are calculated and
the iterative process is repeated until the value of the objective function reaches a
specified value or a defined number of iterations is performed. This way, over a large
number of iterations, the sample is improved until it comes close to approximating a true
Latin hypercube.
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 − ∆O 
Metro = exp 

 T 

(12)

where –ΔO is an iterative change in the objective function and T is a cooling temperature
(0 to 1) which is decreased every iteration. T is set as 1 in the cLHS code and temperature
decrease is set at 0.95. Metro is initially set at 1.

C.2. Step by step methodology for cLHS input data preparation.
1. All digital images should have the same raster cell size.*
2. Layer stack images in ERDAS imagine
a. Image Interpreter – Utilities – Layer Stack.
3. Sample at points. This command samples all data layers in the layer stack (six in
this case) and returns a table with a column for each data layer and columns for X
Y coordinates. Columns are listed in the same order as the input data layers.
Unforunately there seems to be a limit (6) to the number of rasters that can be
sampled.
a. ArcToolbox - Spatial Analyst – Extraction – Sample
i. Outputs table in ESRI table format
b. Convert resulting table into ascii text file (using export). This creates a
comma delimited text file.
c. Import table into MS Access – delete extra columns – export – save as .txt. Choose comma delimited option.
i. Note: There may be easier ways to delete these columns.
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ii. Note: Initial table generated by sampling every 10 m cell was too
big (3 million records) so it was necessary to sample at a cell size
of 30 m (300,000 records).
4. Run cLHS code in MatLab
a. In cLHS code user must define.
i. Name and location of text file containing the data to be sampled
ii. Number of samples desired
iii. Number of iterations (to avoid an infinite loop)
iv. Name of variables in columns
v. What columns the coordinate data is in (usually columns 1 and 2)
vi. What columns the continuous data is in
vii. What columns the categorical data is in
viii. What values the categorical data contains
b. Run code. Process takes several hours
i. Resulting output is a table with the desired number of samples.
1. Each sample (record) chosen is taken directly from the
input table so the output data exactly similar to input table
with a fewer number of records
c. Load XY coordinate data into GPS unit using DNR garmin
d. View cLHS output in ArcGIS.

*It is also possible to avoid having to have the same cell size, layer stacking and using
extract by points if using Hawth’s Point intersect tool. See Appendix D.

174
Appendix D. Random Forest input data processing.

D.1. Observational Dataset
1. Build database of pedon data.
2. Attach this database to the database containing spatial coordinates from the GPS
using a common field (waypoint ID number)
3. Use Tools-Add XY data in ArcMap™ to import this combined database into
ArcGIS™. Use the GPS coordinates as the X and Y coordinates. This creates an
event table.
4. Export this event table as a shapefile.
5. Use Hawth’s tools (Beyer, 2004) point intersect tool to append environmental
covariate data onto this shapefile.
6. Open attribute table of shapefile and export this as a .txt or .csv file. Use this as
the input to build the forests in random forests.
7. Note: often there are unwanted columns in these datasets. These can either be
deleted in ArcGIS™ or Excel, or these columns can be ignored when subseting
the dataset inside of R.

D.2. Environmental Covariate Dataset
1. Convert a raster image of the project area boundary (make sure the raster has an
appropriate cell size) to points (ArcToolbox, conversion tools, from raster, raster
to point). This creates a huge shapefile with a point at the center of each cell.
2. Load Hawth’s tools (Beyer, 2004) into ArcGIS™ if not already there.
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3. Use the point intersect tool. This appends the values of the rasters (and shapefiles)
that you select to the point shapefile created from the project area boundary.
4. Open the attribute table and export the records from the point shapefie to a .txt or
.csv file. This becomes the environmental covariate dataset that is classified by
the forest.

D.3. Making maps of random forests predictions and probabilities.
Combine random forest environmental covariate data predictions and probabilities
with the original X, Y coordinate data in R and save as a .txt file. Use Tools, Add X,Y
data in ArcMap™ to load this .txt file into ArcMap™, this creates an event table. Convert
this to a shapefile. Use ArcToolbox™, conversion tools, point to raster. Select the
appropriate shapefile field and cell size. There are other ways to simplify this process.
For example see the R package Modelmap (Freeman and Frescino, 2009)
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Appendix E. Random Forest output.
Fig. 73 to 88 are the random forest OOB error graphs for each predicted soil class
(with and without vegetation related covariates), taxonomic class and dominant
vegetation type (with and without vegetation related covariates).
Fig. 89 to 104 show the covariate importance for each predicted soil class (with
and without vegetation related covariates), taxonomic class and dominant vegetation type
(with and without vegetation related covariates).
Fig. 105 to 243 are the spatial prediction and probabilities for each predicted soil
class (with and without vegetation related covariates), taxonomic class and dominant
vegetation type (with and without vegetation related covariates).
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Fig. 73. OOB particle size class error vs. number of trees using all covariates.

Fig. 74. OOB mineralogy class error vs. number of trees using all covariates
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Fig. 75. OOB soil depth class error vs. number of trees using all covariates

Fig. 76. OOB diagnostic subsurface horizon and other diagnostic properties error vs.
number of trees using all covariates
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Fig. 77. OOB surface texture class error vs. number of trees using all covariates

Fig. 78. OOB particle size class error vs. number of trees without vegetation related
covariates.
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Fig. 79. OOB mineralogy class error vs. number of trees without vegetation related
covariates.

Fig. 80. OOB diagnostic subsurface horizon and other diagnostic horizon class error vs.
number of trees without vegetation related covariate.
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Fig. 81. OOB soil depth class error vs. number of trees without vegetation related
covariates.

Fig. 82 OOB surface texture class error vs. number of trees without vegetation related
covariates.
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Fig. 83. OOB soil order class error vs. number of trees.

Fig. 84. OOB soil suborder class error vs. number of trees.
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Fig. 85. OOB soil great group class error vs. number of trees.

Fig. 86. OOB soil subgroup class error vs. number of trees.
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Fig. 87. OOB dominant vegetation class error vs. number of trees.

Fig. 88. OOB dominant vegetation without vegetation covariates class error vs. number
of trees.
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Fig. 89. Covariate importance for prediction of particle size class.

Fig. 90. Covariate importance for prediction of mineralogy class.
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Fig. 91. Covariate importance for prediction of diagnostic subsurface horizon.

Fig. 92. Covariate importance for prediction of soil depth class.
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Fig. 93. Covariate importance for prediction of surface texture class.

Fig. 94. Covariate importance for prediction of particle size class without vegetation
covariates.

188

Fig. 95. Covariate importance for prediction of mineralogy class without vegetation
covariates.

Fig. 96. Covariate importance for prediction of diagnostic subsurface horizon without
vegetation covariates.
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Fig. 97. Covariate importance for prediction of soil depth class without vegetation
covariates.

Fig. 98. Covariate importance for prediction of surface texture class without vegetation
covariates.
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Fig. 99. Covariate importance for prediction of soil order.

Fig. 100. Covariate importance for prediction of soil suborder.
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Fig. 101. Covariate importance for prediction of soil great group.

Fig. 102. Covariate importance for prediction of soil subgroup.
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Fig. 103. Covariate importance for prediction of dominant vegetation.

Fig. 104. Covariate importance for prediction of dominant vegetation without vegetation
covariates.
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Fig. 105. Predicted particle size class.

Fig. 106. Probability that the soil is coarse-loamy.

194

Fig. 107. Probability that the soil is fine-loamy.

Fig. 108. Probability that the soil is loamy.
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Fig. 109. Probability that the soil is loamy-skeletal.

Fig. 110. Predicted mineralogy class.
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Fig. 111. Probability that the soil is carbonatic.

Fig. 112. Probability that the soil has mixed mineralogy.
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Fig. 113. Predicted diagnostic subsurface horizons.

Fig. 114. Probability that the soil has only an argillic horizon.
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Fig. 115. Probability that the soil has both argillic and calcic horizon.

Fig. 116. Probability that the soil has an argillic and calcic horizon and a lithic contact.
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Fig. 117. Probability that the soil has an argillic horizon and lithic contact.

Fig. 118. Probability that the soil has a calcic horizon.
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Fig. 119. Probability that the soil has a calcic horizon and a lithic contact.

Fig. 120 Probability that the soil has both a calcic horizon and a duripan.
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Fig. 121. Probability that the soil has a calcic horizon and durinodes.

Fig. 122. Probability that the soil has both a calcic horizon.
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Fig. 123. Probability that the soil has a lithic contact.

Fig. 124. Probability that the soil has a paralithic contact.
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Fig. 125. Predicted soil depth class.

Fig. 126. Probability that the soil is deep.
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Fig. 127. Probability that the soil is moderately deep.

Fig. 128. Probability that the soil is shallow.
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Fig. 129. Probability that the soil is very shallow.

Fig. 130. Predicted surface texture class.
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Fig. 131. Probability that the surface texture class is clay loam.

Fig. 132. Probability that the surface texture class is coarse loamy sand.
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Fig. 133. Probability that the surface texture class is coarse sand.

Fig. 134. Probability that the surface texture class is coarse sandy loam.
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Fig. 135. Probability that the surface texture class is fine sandy loam.

Fig. 136. Probability that the surface texture class is loam.
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Fig. 137. Probability that the surface texture class is loamy coarse sand.

Fig. 138. Probability that the surface texture class is loamy sand.
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Fig. 139. Probability that the surface texture class is sand.

Fig. 140. Probability that the surface texture class is sandy clay loam.
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Fig. 141. Probability that the surface texture class is silt loam.

Fig. 142. Probability that the surface texture class is sandy loam.
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Fig. 143. Predicted particle size class.

Fig. 144. Probability that the particle size class is coarse-loamy.

213

Fig. 145. Probability (without vegetation covariates) that the particle size class is fineloamy.

Fig. 146. Probability (without vegetation covariates) that the particle size class is loamy.
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Fig. 147. Probability (without vegetation covariates) that the particle size class is loamyskeletal.

Fig. 148. Predicted mineralogy class.
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Fig. 149. Probability (without vegetation covariates) that the mineralogy class is
carbonatic.

Fig. 150. Probability (without vegetation covariates) that the mineralogy class is mixed.
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Fig. 151. Predicted diagnostic subsurface horizon.

Fig. 152. Probability (without vegetation covariates) that only an argillic horizon exists,
predicted without vegetation covariates.
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Fig. 153. Probability (without vegetation covariates) that only an argillic horizon exists.

Fig. 154. Probability (without vegetation covariates) that both argillic and calcic
horizons and a lithic contact exists.
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Fig. 155. Probability (without vegetation covariates) that an argillic horizon and lithic
contact exist.

Fig. 156. Probability (without vegetation covariates) that only a calcic horizon exists.
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Fig. 157. Probability (without vegetation covariates) that a calcic horizon and duripan
exist.

Fig. 158 Probability (without vegetation covariates) that a calcic horizon and durinodes
exist.
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Fig. 159. Probability (without vegetation covariates) that a calcic horizon and lithic
conntact exist.

Fig. 160. Probability (without vegetation covariates) that calcic and petrocalcic horizons
exists.
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Fig. 161. Probability (without vegetation covariates) that a lithic conntact exists.

Fig. 162. Probability (without vegetation covariates) that a paralithic contact exists;
predicted without vegetation covariates.
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Fig. 163. Predicted soil depth class without vegetation covariates.

Fig. 164. Probability (without vegetation covariates) that the soil is deep.
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Fig. 165. Probability (without vegetation covariates) that the soil is moderately deep.

Fig. 166. Probability (without vegetation covariates) that the soil is shallow.
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Fig. 167. Probability (without vegetation covariates) that the soil is very shallow.

Fig. 168. Predicted surface texture class without vegetation covariates.
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Fig. 169. Probability (without vegetation covariates) that the surface texture is clay loam.

Fig. 170. Probability (without vegetation covariates) that the surface texture is coarse
loamy sand.
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Fig. 171. Probability (without vegetation covariates) that the surface texture is coarse
sand.

Fig. 172. Probability (without vegetation covariates) that the surface texture is coarse
sandy loam.
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Fig. 173. Probability (without vegetation covariates) that the surface texture is fine sandy
loam.

Fig. 174. Probability (without vegetation covariates) that the surface texture is loam.
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Fig. 175. Probability (without vegetation covariates) that the surface texture is loamy
coarse sand.

Fig. 176. Probability (without vegetation covariates) that the surface texture is loamy
sand.
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Fig. 177. Probability (without vegetation covariates) that the surface texture is sand.

Fig. 178. Probability (without vegetation covariates) that the surface texture is sandy clay
loam.
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Fig. 179. Probability (without vegetation covariates) that the surface texture is silt loam.

Fig. 180. Probability (without vegetation covariates) that the surface texture is sandy
loam.
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Fig. 181. Predicted soil order

Fig. 182. Probability that the soil order is Aridisol.
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Fig. 183. Probability that the soil order is Entisol.

Fig. 184. Predicted soil suborder.
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Fig. 185. Probability that the soil suborder is Argid.

Fig. 186. Probability that the soil suborder is calcid.
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Fig. 187. Probability that the soil suborder is durid.

Fig. 188. Probability that the soil suborder is orthent
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Fig. 189. Predicted soil great group.

Fig. 190. Probability that the soil great group is calciargid.
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Fig. 191. Probability that the soil great group is haplargid.

Fig. 192. Probability that the soil great group is haplocalcid.
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Fig. 193. Probability that the soil great group is haplodurid.

Fig. 194. Probability that the soil great group is petrocalcid.
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Fig. 195. Probability that the soil great group is torriorthent.

Fig. 196. Predicted soil subgroup.
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Fig. 197. Probability that the soil subgroup is calcic petrocalcid.

Fig. 198. Probability that the soil subgroup is durinodic xeric haplocalcid.
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Fig. 199. Probability that the soil subgroup is lithic claciargid.

Fig. 200. Probability that the soil subgroup is lithic xeric haplargid.
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Fig. 201. Probability that the soil subgroup is lithic xeric haplocalcid.

Fig. 202. Probability that the soil subgroup is lithic xeric torriorthent.
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Fig. 203. Probability that the soil subgroup is xeric calciargid.

Fig. 204. Probability that the soil subgroup is xeric haplargid.
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Fig. 205. Probability that the soil subgroup is xeric haplocalcid.

Fig. 206. Probability that the soil subgroup is xeric haplodurid.
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Fig. 207. Probability that the soil subgroup is xeric torriorthent.

Fig. 208. Predicted dominant vegetation type.
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Fig. 209. Probability that the dominant vegetation is Indian Ricegrass.

Fig. 210. Probability that the dominant vegetation is Crested Wheatgrass.
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Fig. 211. Probability that the dominant vegetation is Low Sage.

Fig. 212. Probability that the dominant vegetation is Black Sage.
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Fig. 213. Probability that the dominant vegetation is Wyoming Big Sage.

Fig. 214. Probability that the dominant vegetation is Basin Big Sage.
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Fig. 215. Probability that the dominant vegetation is Four-wing Saltbrush.

Fig. 216. Probability that the dominant vegetation is Cheatgrass.

249

Fig. 217. Probability that the dominant vegetation is Eriogonum.

Fig. 218. Probability that the dominant vegetation is Rabbitbrush.
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Fig. 219. Probability that the dominant vegetation is Needle and Thread.

Fig. 220. Probability that the dominant vegetation is Juniper.
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Fig. 221. Probability that the dominant vegetation is Winterfat.

Fig. 222. Probability that the dominant vegetation is Mountain Mahogany.
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Fig. 223. Probability that the dominant vegetation is Pinyon.

Fig. 224. Probability that the dominant vegetation is Galleta grass.
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Fig. 225. Probability that the dominant vegetation is Bluebunch Wheatgrass.

Fig. 226. Dominant vegetation prediction without vegetation related covariates
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Fig. 227. Probability (without vegetation related covariates) that the dominant vegetation
is Indian Ricegrass.

Fig. 228. Probability (without vegetation related covariates) that the dominant vegetation
is Crested Wheatgrass.
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Fig. 229. Probability (without vegetation related covariates) that the dominant vegetation
is Low Sage.

Fig. 230. Probability (without vegetation related covariates) that the dominant vegetation
is Black Sage.

256

Fig. 231. Probability (without vegetation related covariates) that the dominant vegetation
is Wyoming Big Sage.

Fig. 232. Probability (without vegetation related covariates) that the dominant vegetation
is Basin Big Sage.
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Fig. 233. Probability (without vegetation related covariates) that the dominant vegetation
is Four-wing Saltbrush.

Fig. 234. Probability (without vegetation related covariates) that the dominant vegetation
is Cheatgrass.
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Fig. 235. Probability (without vegetation related covariates) that the dominant vegetation
is Eriogonum.

Fig. 236. Probability (without vegetation related covariates) that the dominant vegetation
is Rabbitbrush.
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Fig. 237. Probability (without vegetation related covariates) that the dominant vegetation
is Needle and Thread.

Fig. 238. Probability (without vegetation related covariates) that the dominant vegetation
is Juniper.
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Fig. 239. Probability (without vegetation related covariates) that the dominant vegetation
is Winterfat.

Fig. 240. Probability (without vegetation related covariates) that the dominant vegetation
is Mountain Mahogany.
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Fig. 241. Probability (without vegetation related covariates) that the dominant vegetation
is Pinyon.

Fig. 242. Probability (without vegetation related covariates) that the dominant vegetation
is Galleta grass.
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Fig. 243. Probability (without vegetation related covariates) that the dominant vegetation
is Bluebunch Wheatgrass.

