We establish branching rules between some Iwahori-Hecke algebra of type B and their subalgebras which are defined as fixed subalgebras by involutions including Goldman involution. The IwahoriHecke algebra of type D is one of such fixed subalgebras. We also obtain branching rules between those fixed subalgebras and their intersection subalgebra. We determine basic sets of irreducible representations of those fixed subalgebras and their intersection subalgebra by making use of generalized Clifford theory.
Introduction
In our paper [5] , we gave the q-analogue of the alternating group and its irreducible representations. Since the Iwahori-Hecke algebra of type A can be considered as a q-analogue of the symmetric group, we defined the q-analogue of the alternating group as a subalgebra of it. An extension of [5] to the Hecke algebra of type B was given in [6] . We showed that those subalgebras can be defined as fixed subalgebras by Goldman involutions of Hecke algebras in [6] . The Iwahori-Hecke algebra of type D can be considered as a subalgebra of some specialized Iwahori-Hecke algebra of type B, and can be realized as a fixed subalgebra by an involution, which we denote by ♯, of the specialized Iwahori-Hecke algebra. The specialized Iwahori-Hecke algebra has a Z 2 -graded Clifford system whose submodule including identity element coincides with the Iwahori-Hecke algebra of type D. Using generalized Clifford theory, we give a new proof of the branching rule between the specialized Iwahori-Hecke algebra and the IwahoriHecke algebra of type D, which has already been obtained in [4] . We do not specify the base fields in the statements below in this section because of simplicity. The details are specified in corresponding paragraphs since the next chapter. Let π λ be the irreducible representation of the Iwahori-Hecke algebra of type B corresponding to λ = (λ (1) , λ (2) ), a 2-tuple of Young diagrams. Then we have the following.
Theorem 6.8. (♯1)
The restrictions π λ,♯ and π λ * ,♯ of irreducible representations π λ and π λ * corresponding to λ = (λ (1) , λ (2) ) and λ * = (λ (2) , λ (1) ) to the fixed subalgebra by ♯ are equivalent. Besides such involution, there are two other involutions of such specialized Iwahori-Hecke algebra. One of them is Goldman involution, which we denote by ♮. Goldman involution itself can be defined for generic (non-specialized) Iwahori-Hecke algebras of type B. We have already given the fixed subalgebra by Goldman involution in generic Iwahori-Hecke algebras of type B, and have determined the branching rule and a basic set of irreducible representations in [6] as follows.
Theorem 6.2. (♮1)
The restrictions π λ,♮ and π λ ′ * ,♮ of irreducible representations π λ and π λ ′ * corresponding to λ = (λ (1) , λ (2) ) and λ ′ * = (λ (2)′ , λ The other, which we denote by ♭, is new. We give the fixed subalgebra by it and determine properties of it. In the same manner as in the case ♯ or ♮, we obtain the branching rule and a basic set of irreducible representations of the fixed subalgebra.
Theorem 6.13. (♭1)
The restrictions π λ,♭ and π λ ′ ,♭ of irreducible representations π λ and π λ ′ corresponding to λ = (λ (1) , λ (2) ) and λ ′ = (λ (1)′ , λ The intersection of those three fixed subalgebras can be considered as the fixed subalgebra by Goldman involution in the Iwahori-Hecke algebra of type D, while it may be viewed as a subalgebra of both the fixed subalgebra by ♮ and that by ♭. We denote by π λ, † , π λ,♮, † , π λ,♯, † , π λ,♭, † the restrictions of π λ ,π λ,♮ , π λ,♯ , π λ,♭ to the intersection respectively. It is clear that π λ, † ∼ =πλ,♮, † ∼ =πλ,♯, † ∼ =π λ,♭, † . We give branching rules between those fixed subalgebras and the intersection subalgebra of them, and determine a basic set of irreducible representations of the intersection subalgebra as follows.
Preliminaries on group graded algebras
In this section, we review some properties about group graded algebras. Statements listed below and its proof can be found in Curtis-Reiner [2] . For a detailed account of group graded rings, we refer to [7] . Here we give the definition of the S-graded Clifford system in the algebra over the commutative ring for the finite group S and give properties of S-graded Clifford systems. The definition of the S-graded R-algebra given in [2] is somewhat unpopular, so we adopt the term "S-crossed product" instead of "S-graded R-algebra" in accordance with [7] .
Definition 2.1. Let S be a finite group, R a commutative ring, and A an R-algebra, finitely generated over R as module. A family of R-submodules {A s } s∈S of A, indexed by the elements of S, is called an S-graded Clifford system in A, if the following conditions are satisfied.
1∈A 1 An R-algebra satisfying these conditions is called an S-crossed product. We notice that the S-graded Clifford system is a generalization of the twisted group algebra R[S] α with factor set α, and trivial Gaction on R. The next five results are basic facts about the representation theory of the S-graded Clifford system. We will use these results to derive the branching rule later. The proofs of these results are shown in Curtis-Reiner [2] Chapter 1, Section 11C (p.267-279).
Proposition 2.2 ([2] (11.13)). Let A be an R-algebra with an S-graded Clifford system, and let L be a left A 1 -module, and M a left A-module. Then there are two isomorphisms of R-modules 
Then
(1) For all s, t ∈ S, we have
The map ϕ →φ defines an isomorphism of R-modules
and this is an isomorphism of R-algebras when a s = 1.
(3) If L is stable and R is noetherian, then E has an S-graded Clifford system, with unitsê s ∈ E s defined by (2) 
Proposition 2.4 ([2] (11.15)). Let A have an S-graded Clifford system over a field K, and let L be a simple A 1 -module. Then E 1 is a finite dimensional division algebra over K, and
is a subgroup of S. Further the K-algebra
The subgroup T defined in Proposition 2.4 is called the inertial group of L. (1) M A1 is a semisimple A 1 -module, whose simple summands are isomorphic to the simple 
where the action of A on this tensor product is given by
with E 1 and the units {ê s } in E s defined as in Proposition 2.3. Furthermore,
The lattice isomorphism θ is functorial, in the sense that E-homomorphisms f : I−→I ′ between left ideals of E, correspond bijectively to A-homomorphisms 1⊗f :
If S = Z 2 = {0,1} and K is an algebraic closed field, then we obtain the following theorem which we will use later frequently. Proof. Let L be a simple submodule of M A0 and T the inertial group of L. Since T is a subgroup of Z 2 , T must be {0} or Z 2 . If T = {0}, then a1⊗L≇1⊗L as A0-modules. From Proposition 2.5 (1) we have
as A0-modules where m0 and m1 are multiplicities of 1⊗L and a1⊗L respectively. We also have
Thus m0 = m1, so we may write M A0 ∼ =m (1⊗L)⊕(a1⊗L) for some positive integer m.
A is A-isomorphic to both M and M ′ , but this is contradiction. This corresponds to the case (2). If T = Z 2 , then a1⊗L ∼ =1⊗L as A0-modules and M A0 ∼ =mL for some positive integer m. E = End A L A has a Z 2 -graded Clifford system by Proposition 2.3 (3). Hence we may write
Moreover, since K is algebraic closed we have E0 ∼ =K. Multiplyingê1 by a suitable scalar, we may assumeê 2 1 = 1. Thus E is isomorphic to the quotient algebra K[X]/(X 2 − 1) of the polynomial ring by the correspondenceê1 →X. Let I 1 , I 2 be ideals of E which are defined by 
A decomposes into two simple submodules as follows. 3 Hecke algebras of type B n and D n Let (W, S = {s 1 , . . . , s n }) be a Coxeter system of rank n. Let R be a commutative domain with 1, and let q i (i = 1, . . . , n) be any invertible elements of R such that q i = q j if s i is conjugate to s j in W . The Iwahori-Hecke algebra H R (W, S) is an R-algebra generated by {T si |s i ∈S} with the relations:
where m ij is the order of s i s j in W . We define T w = T si 1 T si 2 · · ·T si k where w = s i1 s i2 · · ·s i k is a reduced expression of w. It is known that {T w |w∈W } form a basis of H R (W, S) as free R-modules. The relations (H1)-(H3) is equivalent to the following two relations:
or equivalently,
where l(w) means the length of w.
We set u = q 1 , q = q 2 = q 3 = · · ·q n . The Hecke algebra H R,Bn (u, q) of type B n (n≥2) is the algebra over R defined by the generators a 1 , a 2 , . . . , a n and the following defining relations.
One can readily check that the elementā 1 = a 1 a 2 a 1 satisfiesā
For n≥2, we defineH R,Bn (1, q) to be the subalgebra of H R,Bn (1, q) generated byā 1 ,ā 2 , . . .,ā n whereā i = a i for i > 1. We also defineH R,B1 (1, q) to be the subalgebra of H R,B1 (1, q) generated by the identity element. We readily see thatH R,Bn (1, q) satisfies the following relations.
For n≥4, it is known that (D1)-(D5) are defining relations of the Hecke algebra H R,Dn (q) of type D n , so we may identify H R,Dn (q) withH R,Bn (1, q). Let u and q be indeterminates and
It is known that H R0,Bn (u, q) is a free R 0 -module of rank 2 n n! [1, 4] and thatH R1,Bn (1, q) is a free
It is obvious that there is an algebra automorphism ♯ of H R1,Bn (1, q) of order 2 which is defined by a
We define H R1,Bn (1, q) ♯ to be the subalgebra consisting of fixed elements of ♯ as follows.
The relations (B1') and (B2)-(B5) imply that every monomial with occurrences of even (resp. odd) numbers of a 1 also has occurrences of even (resp. odd) numbers of a 1 in each term of any other expression of it. Therefore H R1,Bn (1, q) ♯ is generated by monomials with occurrences of even numbers of a 1 . Since 
The argument above is valid even if n = 2, 3.
w∈WD n RT w is closed under the product by (B1') and
♯ holds. Let R 2 , R 3 be the rings defined by
It is known that there exists an algebra automorphism ♮ of H R0,Bn (u, q) of order 2 which is defined by a
We consider the fixed subalgebra by ♮ over R 2 . We define the elements
Then the following holds.
and constitute with the relations
Consider the following sets of monomials.
. .
Applying the case u = 1 to the above proposition, we also obtain
One can determine the fixed subalgebra by ♮ in H R2,Bn (u, q). Let E ♮ n be the set of all monomials in b i -normal form in H R2,Bn (u, q) which are products of even numbers of b i 's. We define H R2,Bn (u, q) ♮ to be the R 2 -submodule of H R2,Bn (u, q) defined as follows.
We mention that this proposition may be applied to the case u = 1, and yields the same assertion for H R3,Bn (1, q) and H R3,Bn (1, q)
♮ . In this case, ♮ turns out to be the automorphism determined by a
. Let S n be the set of all monomials in b i -normal form in H R2,Bn (u, q). We define H R2,Bn (u, q) −♮ to be the R 2 -submodule of H R2,Bn (u, q) as follows.
Then the following statement holds.
If we take u = 1, we obtain a Z 2 -crossed product
Besides ♯, ♮, we define one more algebra automorphism of H R3,Bn (1, q) of order 2. Let ♭ be the map defined by a
. Then ♭ can be extended to an algebra automorphism of H R1,Bn (1, q). One can readily see that ♯·♭ = ♭·♯ = ♮. We consider the fixed subalgebra by ♭ over R 3 . We define H R3,Bn (1, q) ♭ to be the subalgebra consisting of fixed elements of ♭ as follows.
Hence the following holds.
Proof. Equality of two algebras is by Proposition 4.1. We notice that |S i | = 2i. Let S We define H R3,Bn (1, q) −♭ to be the R 3 -submodule of H R3,Bn (1, q) as follows.
Then by Proposition 4.1, we have
Proof. Clearly
hold. Hence (C1) is satisfied. We may take units 1∈A0 and b 2 ∈A1 so that b 2 A0 = A0b 2 = A1. Therefore (C2) and (C4) hold. Since
Now we apply the generators b i (i = 1, . . ., n) to H R3,Bn (1, q) ♯ . We immediately have b 1 = a 1 and
n be the set of all monomials in b i -normal form in H R3,Bn (1, q) which have occurrences of even numbers of b 1 . Then by Proposition 4.1, we immediately have
Proof. One can obtain the proof in the same manner as in Proposition 4.6. 5 A fixed subalgebra of H R 3 ,B n (1, q) ♯ by Goldman involution
. By a direct computation, we get the following. 
The relations (D'1)-(D'5) imply that every product of an even (resp. odd) number of generators b 1 ,b 2 , . . .,b n must be written as a linear combination of products of even (resp. odd) numbers of the generators in any other expression of it. Therefore we define H R3,Bn (1, q) † to be the R 3 -subalgebra of H R3,Bn (1, q) ♯ generated by all the monomials of even numbers of factors ofb 1 ,b 2 , . . .,b n . Goldman 1, 2 , . . ., n). We readily see thatb
We consider intersections of these subalgebras
Since ♯ = ♮·♭, we also have
Other equations are also proved in the same fashion.
From the relations in Proposition 4.1, we can see that every monomial with occurrences of even (resp. odd) numbers of a 1 also has occurrences of even (resp. odd) numbers of a 1 in each term of any other expression of it in H R3,Bn (1, q), and that the same is holds for numbers of occurrences of a i 's (i > 1). Hence by the definition, H R3,Bn (1, q) † is generated by monomials with both occurrences of even numbers of a 1 and those of other a i 's. We also have that
If n≥4, then H R3,Bn (1, q) † yields to be the subalgebra H R3,Dn (q) ♮ of H R3,Dn (q) consisting of fixed elements of ♮.
Proof. We show this by induction on n. For n = 2, the assertion clearly holds. Assume n > 2. We define four subsets of S n in H R3,Bn (1, q) as follows. Write M = U 1 U 2 · · ·U n . We consider four cases depending upon the subset to which If n is even, exactly n/2 such U n exist in each case. Thus we obtain
If n is odd, then exactly (n + 1)/2 such U n exist in case 1,2 and (n − 1)/2 in the other cases. Hence, we have
Proof. Let us define three submodules of H R3,Bn (1, q) as follows.
It is clear that there exist direct sum decompositions as follows.
One can readily check that these direct sum decompositions satisfy the condition of the Z 2 -crossed product.
6 The branching rules for the Hecke algebras of Type B Let K 0 = Q(u, q) be the quotient field of R 0 and
) be a tableau of shape λ. We mean by a tableau
, and each of the symbols 1, 2, . . . , n appears in T exactly once.
its transpose for i = 1, 2, and λ
) is said to be standard if the numbers 1, 2, . . . , n increase along the rows and columns of each Young diagram λ (1) , λ (2) of λ. We denote by T (α) (i, j)(α = 1, 2) the number at i-th row and j-th column of T (α) . Let STab(λ) be the set of all of standard tableaux of shape λ. Let k be the number at i-th row and j-th column of T (1) or T (2) of T ∈ STab(λ), and l at i ′ -th row and j ′ -th column of them. Then the integer
is said to be the axial distance from k to l in T . For each T ∈ STab(λ) we take a symbol v T , and define the free K 0 -module
For each λ, we can give an irreducible representation of H K0,Bn (u, q) in the following manner. Let y be any indeterminate and k any integer. Let M (k, y) be the 2×2 matrix defined by
) of total size n, we define ρ T to be the map from {1, 2, . . . , n} to {1, 2} such that the number i occurs in the ρ T (i)-th Young diagram T (ρT (i)) of T . We set u 1 = u and u 2 = −1.
We shall give an action of the generators of H K0,Bn (u, q) on V λ as follows.
(a2) If i > 1, a i acts on V λ in three ways, depending upon the position that i − 1 and i occupy in T = (T (1) , T (2) ) as follows. These representations are said to be the seminormal form representations of H K0,Bn (u, q). We denote by (π λ , V λ ) the seminormal form representation of H K0,Bn (u, q) corresponding to λ. By an easy calculation, we obtain that π λ (b i ) is as follows. 
where M ′ (k, y) is a 2 × 2 matrix defined by
We denote by (π λ,♮ , V λ,♮ ) the restriction of (π λ , V λ ) to H K0,Bn (u, q) ♮ . We obtained the branching rule between H K0,Bn (u, q) and H K0,Bn (u, q) ♮ in [6] as follows. 
The proof is in [6] , but there are some errors in it. So we shall prove again. From (b1),(b2), we obtain that π λ ′ * (b i ) is as follows by a direct computation. 
(c) Elsewhere, π λ ′ * (b i ) reduces to the endomorphism of the subspace
where J = 0 1 1 0 .
In [6] , p.243-244, the intertwining operator between π λ ′ * ,♮ and π λ,♮ is given. But it is incorrect since the denominator of α T (i, j) equals 0 if i and j belong to the same Young diagram and satisfy d T,i,j = 0. So we correct the intertwining operator as follows. For each standard tableau T of shape λ of total size n, we define the map ψ T from I = {(i, j) ∈ N × N | 1 ≤ i =j ≤ n} to K 0 divided into two cases as follows. case 1 : i and j appear in the same Young diagram.
1 if i and j appear in the same row or the same column,
case 2 : i and j appear in the different Young diagrams.
Let ψ : STab(λ) −→ K 0 be the map defined by
and Ψ ♮ the K 0 -homomorphism defined by
Then, Proposition 4.4 in [6] holds correctly as follows.
Proposition 6.3.
Proof. In the cases (c1) and (c2)-(a)(b), the equation holds obviously. Hence we consider only the case (c2)-(c). By a direct calculation, we have
Hence by the definition of ψ(T ), one can check the following.
(
Therefore, we obtain the following equation.
Thus we have proved the proposition. Proof. H K0,Bn (u, q)
♮ is generated by all the monomials of even numbers of products of b 1 , b 2 , . . ., b n .
Thus the representation matrix of π λ,♮ with respect to the basis {v T |T ∈ STab(λ)} and that of π λ ′ * ,♮ with respect to the basis {Ψ ♮ (v T )|T ∈ STab(λ)} coincide.
Therefore we obtain (1) of Theorem 6.2.
Then we may write
Since k is even, we obtain the following by using Proposition 6.3 repeatedly.
Comparing the coefficients of v T ′ * k of the both right-hand sides, we obtain the assertion.
For λ such that λ ′ * = λ, we define STab(λ) ♮ and STab(λ) −♮ to be the sets of all the standard tableaux of shape λ such that 1 belongs to T (1) and T 
We notice that ψ(T ) has two branches. We take a suitable branch in each computation of square roots for consistency. As in the proof of Proposition 4.7 of [6], we also have ♮ has been proved in Theorem 4.8 of [6] .
On the other hand, The branching rule between H K1,Bn (1, q) and H K1,Bn (1, q) ♯ has given in [4] for n≥4. We also refer [3] for the detail of the irreducible representations of H K1,Dn (q). We shall give a proof of the branching rule for n≥2 using the theory of crossed products. Now we set u = 1. We denote by (π λ,♯ , V λ,♯ ) the restriction of (π λ , V λ ) to H K1,Bn (1, q) ♯ . From (b1),(b2), we obtain that π λ * (b i ) is as follows. 
Indeed, (d1) and (d2)-(a)(b) are obvious, and (d2)-(c) follows
. Therefore, (d1),(d2) give the following.
Proof. Since H K1,Bn (1, q) ♯ is generated by all the monomials with occurrences of even numbers of b 1 , all the matrices π λ * ,♯ (h) (h∈H K1,Bn (1, q) ♯ ) coincide with π λ,♯ (h).
If λ * = λ, we shall show that V λ,♯ decomposes into two nonzero submodules. Let ω be the endomor-
Then, obviously ω 2 = 1. Furthermore, ω satisfies the following property.
, then by (b2) and (d2) we have
Since H K1,Bn (1, q) ♯ is generated by all the monomials with occurrences of even numbers of b 1 , ωπ λ (h) = π λ (h)ω holds.
Let λ * = λ. We define STab(λ) ♯ and STab(λ) −♯ to be the sets of all the standard tableaux T of shape λ such that 1 belongs to T (1) and T (2) respectively. Clearly STab(λ) is the disjoint union of STab(λ) ♯ and STab(λ) −♯ . There exists an involutive bijection from STab(λ) ♯ to STab(λ) −♯ which is defined by T →T * .
We define two subspaces V + λ,♯ , V + λ,♯ as follows. 
is a basic set of irreducible representations of
Proof. (1) is Proposition 6.6 itself. The submodules V + λ,♯ and V − λ,♯ correspond to the case (2) of Theorem 2.7. Hence they are simple and mutually non-isomorphic. Thus (2) holds. The proof of (3) is in the same manner as in the proof of Theorem 6.2, just replacing ♮ andK 0 with ♯ andK 1 respectively. So we omit the detail.
Next we shall give the branching rule between H K1,Bn (1, q) and H K1,Bn (1, q) ♭ . From (b1),(b2), we obtain that π λ ′ (b i ) is as follows. 
Indeed, (e1) is obvious, and the equations
We notice that u ρT (i−1) /u ρT (i) equals 1 if i and i − 1 belong to same Young diagram and −1 if not. We shall give the intertwining operator between π λ,♭ and π λ ′ ,♭ . Using ψ(T ) which has given in the equation (1), we define the K 1 -homomorphism Ψ ♭ to be
We denote the action of b∈H K1,Bn (1, q) by
where (π λ (b)) T,S 's are elements in K 1 . Proposition 6.9.
Proof. From (b1) and (e1), it is trivial for b 1 . Assume i > 1. Comparing (b2) and (e2), the assertion holds for the case (a),(b). For the case (c), observing that u ρT (i−1) /u ρT (i) equals 1 or −1, one can prove in the same manner as in the proof of Proposition 6.3, just replacing ′ * with ′ , so we omit the detail.
We denote by (π λ,♭ , V λ,♭ ) the restriction of (π λ , V λ ) to H K1,Bn (1, q) ♭ . In the same fashions as in Corollary 6.4 and Corollary 6.5, we also obtain the following two corollaries.
is the intertwining operator between π λ,♭ and π λ ′ ,♭ .
Henceforth, we consider (π λ , V λ ) overK 1 until the end of this section. Assume that λ ′ = λ. We 
as vector spaces overK 1 .
Proof. For T ∈ STab(λ) ♭ , we have from Corollary 6.11
all T ∈ STab(λ) in this case, (b2)-(c) and (e2)-(c) reduce to
So letting T 1 = 1 2 , we have two submodules
. One can readily see that Bn (1, q) ♭ -submodules.
Next, we assume that only one of the three cases λ * = λ, λ ′ = λ, λ ′ * = λ holds, and considering representations overK 1 , the algebraic closure of K 1 Proposition 7.3.
They are irreducible and mutually inequivalent.
Proof. When λ * = λ, λ ′ * = λ ′ also holds. We have already shown that π λ,♯ and π λ ′ ,♯ have the irreducible Last, we assume λ * = λ and λ ′ = λ (these imply λ ′ * = λ). For brevity, we set
Remark 7.4. We notice that each fourth square root has four branches. We take a suitable branch in each computation of fourth square roots for consistency. and Theorem 2.7 (2).
We have the following immediately from Proposition 7.5, Proposition 7.6 and Proposition 7.7.
Corollary 7.8. We have branching rules for λ such that λ = λ * = λ ′ = λ ′ * as follows. 
Then Irr(HK 1 ,Bn (q) † ) = {π λi, † , π
