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SUMS OF TWO SQUARES IN SHORT INTERVALS
JAMES MAYNARD
Abstract. We show that there are short intervals [x, x+y] containing≫ y1/10
numbers expressible as the sum of two squares, which is many more than the
average when y = o((log x)5/9). We obtain similar results for sums of two
squares in short arithmetic progressions.
1. Introduction
Let X be large and y ∈ (0, X ]. The prime number theorem shows that on average
for x ∈ [X, 2X ] we have
(1) π(x + y)− π(x) ≈ y
log x
.
The approximation (1) is known ([10], improving on [12]) to hold in the sense of
asymptotic equivalence for all x ∈ [X, 2X ] provided that X7/12 ≤ y ≤ X , whilst
the celebrated result of Maier [15] shows that (1) does not hold in the sense of
asymptotic equivalence for all x ∈ [X, 2X ] when y is of size (logX)A, for any fixed
A > 0. He showed that for y = (logX)A, there exists x ∈ [X, 2X ] such that
(2) π(x+ y)− π(x) > (1 + δA) y
log x
for a positive constant δA depending only on A (and he also obtained similar results
for intervals containing fewer than the average number of primes).
It is trivial that in the range y ≪ logX , (1) cannot hold in the sense of asymptotic
equivalence, and the extent to which this approximation fails is closely related to the
study of gaps between primes. Maier and Stewart [14] combined the Erdo˝s-Rankin
construction for large gaps between primes with the work of Maier to get show
the existence of intervals containing significantly fewer primes than the average. It
follows from the recent advances in the study of small gaps between primes ([21],
[18], [16] and unpublished work of Tao) that there are also short intervals containing
significantly more primes than the average.
The situation is similar for the set S of integers representable by the sum of two
squares. Hooley [11] has shown that for almost all x ∈ [X, 2X ] one has
(3)
Sy√
logX
≪
∑
n∈S∩[x,x+y]
1≪ Sy√
logX
,
provided y/
√
logX → ∞ (here S > 0 is an absolute constant so that the above
sum is (1 + o(1))Sy/
√
logX on average over x ∈ [X, 2X ]).
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By adapting Maier’s method, Balog and Wooley [1] showed that for any fixed
A > 0 and y = (logX)A, there exists δ′A > 0 and an x ∈ [X, 2X ] such that
(4)
∑
n∈S∩[x,x+y]
1 ≥ (1 + δ′A)
Sy√
logX
,
and so Hooley’s result cannot be strengthened to an asymptotic which holds for all
x ∈ [X, 2X ] when y is of size (log x)A.
As a result of the ‘GPY sieve’, Graham Goldston Pintz and Yıldırım [6] have
shown that for any fixedm there exists x ∈ [X, 2X ] such that [x, x+Om(1)] contains
m numbers which are the product of two primes ≡ 1 (mod 4), and so m elements of
S. By modifying the GPY sieve to find short intervals containing many elements of
S, we show the existence of intervals [x, x+y] containing a higher order of magnitude
than the average number when y is of size o((logX)5/9). Thus in this range we
see that the upper bound in Hooley’s result cannot hold for all x ∈ [X, 2X ]. (It is
a classical result that the lower bound cannot hold for all x in such a range; the
strongest such result is due Richards [20] who has shown there exists x ∈ [X, 2X ]
such that there are no integers n ∈ S in an interval [x, x+O(log x)].)
2. Intervals with many primes or sums of two squares
Let the function g : (0,∞)→ R be defined by
(5) g(t) = sup
u≥t
eγω(u),
where γ is the Euler constant and ω(u) is the Buchstab function 1 . Clearly g is
decreasing, and it is known that g(t) > 1 for all t > 0.
We first recall the current state of knowledge regarding short intervals and short
arithmetic progressions containing unusually many primes
Theorem 2.1. Fix ǫ > 0. There is a constant c0(ǫ) > 0 such that we have the
following:
(1) Let X, y satisfy c0(ǫ) ≤ y ≤ X. Then there exists at least X1−1/ log logX
values x ∈ [X, 2X ] such that
π(x+ y)− π(x) ≥
(
g
( log y
log log x
)
− ǫ+ c (log x)(log y)
y
) y
log x
.
(2) Fix a ∈ N, and let Q, x satisfy c0(ǫ) ≤ Q ≤ x/2. Then there exists at least
Q1−1/ log logQ values q ∈ [Q, 2Q] such that
π(x; q, a) ≥
(
g
( log x/q
log log x
)
− ǫ+ c (log x)(log x/q)
x/q
) x
φ(q) log x
.
(3) Let q, x satisfy c0(ǫ) ≤ q ≤ x/2, and let q have no prime factors less than
log x/ log log x. Then there exists at least q1−1/ log log q integers a ∈ [1, q]
such that
π(x; q, a) ≥
(
g
( log x/q
log log x
)
− ǫ+ c (log x)(log x/q)
x/q
) x
φ(q) log x
.
1The Buchstab function ω(u) is defined by the delay-differential equation
ω(u) = u−1 (0 < u ≤ 2),
∂
∂u
(uω(u)) = ω(u− 1) (u ≥ 2).
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Here c > 0 is an absolute constant.
We do not claim Theorem 2.1 is new; all the statements of Theorem 2.1 follow
immediately from the work [15], [5] and [16].
When the number of integers in the short interval or arithmetic progression is
large compared with log x log log x, the first terms in parentheses dominate the right
hand sides, and we obtain the results of Maier [15] and Friedlander and Granville
[5] that there are many intervals and arithmetic progressions which contain more
than the average number of primes by a constant factor. When the number of
integers is small compared with log x log log x, the final terms dominate, and we see
that there are many intervals and arithmetic progressions which contain a number
of primes which is a higher order of magnitude than the average number.
Part 3 of Theorem 2.1 is one of the key ingredients in recent work of the author
on large gaps between primes [17]. The previous best lower bound for the largest
gaps between consecutive primes bounded by x was due to Pintz [19] who explicitly
indicated that one obstruction to improving his work was the inability of previous
techniques to show the existence of many primes in such a short arithmetic pro-
gression with prime modulus (this issue was also clear in the key work of Maier and
Pomerance [13] on this problem). The independent improvement on this bound by
Ford, Green, Konyagin and Tao [3] used the Green-Tao technology to show there
are many primes q for which there were many primes in an arithmetic progres-
sion modulo q, although it appears this approach does not give improvements to
Theorem 2.1.
The aim of this paper is to establish an analogous statement to Theorem 2.1
for the set S of numbers representable as the sum of two squares. We first require
some notation. We define the counting functions S(x) and S(x; q, a), the constant
S and the multiplicative function φS by
S(x) = #{n ≤ x : n ∈ S},(6)
S(x; q, a) = #{n ≤ x : n ∈ S, n ≡ a (mod q)},(7)
S =
1√
2
∏
p≡3 (mod 4)
(
1− 1
p2
)−1/2
,(8)
φS(pe) =


pe, p ≡ 1 (mod 4),
pe+1/(p+ 1), p ≡ 3 (mod 4),
2e−1, p = 2 and e ≥ 2,
2, pe = 2.
(9)
With this notation, the average number S(x+ y)−S(x) of elements of S in a short
interval [x, x + y] is ∼ Sy/√log x and the average number S(x; q, a) of elements
of S in the arithmetic progression a (mod q) for (a, q) = 1 and a ≡ 1 (mod (4, q))
which are less than x is ∼ Sx/(φS(q)
√
log x).
Finally, we let F be the sieve function occurring in the upper bound half dimen-
sional sieve, that is the function defined by the delay-differential equations
(10)
F (s) =
2eγ/2
π1/2s1/2
for 0 ≤ s ≤ 2, (s1/2F (s))′ = 1
2
s−1/2f(s− 1) for s > 2,
f(s) = 0 for 0 ≤ s ≤ 1, (s1/2f(s))′ = 1
2
s−1/2F (s− 1) for s > 1.
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It is known that 1 < F (s) < 1 +O(e−s) for all s > 0.
Theorem 2.2. Fix ǫ > 0, and let S denote the set of integers representable as the
sum of two squares. There is a constant c0(ǫ) > 0 such that we have the following:
(1) Let X, y satisfy c0(ǫ) ≤ y ≤ X. Then there exists at least X1−1/ log logX
values x ∈ [X, 2X ] such that
S(x+ y)− S(x) ≥
(
F
( log y
log log x
)
− ǫ + c (log x)
1/2
y9/10
)
Sy
(log x)1/2
.
(2) Fix a ∈ S, and let Q, x satisfy c0(ǫ) ≤ Q ≤ x/2. Then there exists at least
Q1−1/ log logQ values q ∈ [Q, 2Q] such that
S(x; q, a) ≥
(
F
( log x/q
log log x
)
− ǫ+ c (log x)
1/2
(x/q)9/10
)
Sx
φS(q)(log x)1/2
.
(3) Let q, x satisfy c0(ǫ) ≤ q ≤ x/2, and let q have no prime factors less than
log x/ log log x. Then there exists at least q1−1/ log log q integers a ∈ [1, q]
such that
S(x; q, a) ≥
(
F
( log x/q
log log x
)
− ǫ+ c (log x)
1/2
(x/q)9/10
)
Sx
φS(q)(log x)1/2
.
Here c > 0 is an absolute constant.
Similarly to Theorem 2.1, when the number of integers in the short interval or
arithmetic progression is large compared with (log x)5/9, we find that there more
than the average number of integers representable as the sum of two square, which
is a result of Balog and Wooley [1], based on Maier’s method. When the number of
integers is small compared with (log x)5/9, then the number of integers representable
as the sum of two squares is of a higher order of magnitude than the average. We
note that unlike Theorem 2.1, Theorem 2.2 improves on the Maier matrix bounds
in a range beyond the trivial region by a full positive power of log x.
The constant 9/10 appearing in the exponent in the denominators of the final
terms of Theorem 2.2 is certainly not optimal; with slightly more effort one could
certainly improve this. We satisfy ourselves with a weaker bound for simplicity
here, the key point of interest being one can obtain a constant less than 1, and
so there are intervals of length considerably larger than the average gap between
elements of S which contain a higher order of magnitude than the average number
of elements.
Analogously to the work of Granville and Soundararajan [8], we believe the
phenomenon of significant failures of equidistribution in short intervals should hold
in rather more general ‘arithmetic sequences’ which are strongly equidistributed in
arithmetic progressions (in the sense of a weak Bombieri-Vinogradov type theorem).
We hope to return to this in a future paper.
3. Overview
We give a rough overview of the methods, emphasizing the similarities between
Maier’s matrix method and the GPY method. For simplicity we concentrate on the
case when we are looking for primes in short intervals; the arguments for arithmetic
progressions are similar, and when looking for sums of two squares one wishes to
‘sieve out’ only primes congruent to 3 (mod 4).
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We estimate a weighted average of the number of primes in a short interval, and
wish to show that this weighted average is larger than what one would obtain if the
primes were evenly distributed. More specifically, we consider the ratio
(11)
( ∑
X<n<2X
#
{
p prime ∈ [n, n+ h]
}
wn
)/( ∑
X<n<2X
h
logX
wn
)
,
where wn are some non-negative weights chosen to be large when the interval [n, n+
h] contains many numbers with no small prime factors, and small otherwise.
If the ratio (11) is greater than some constant c0, then it is clear that there must
be at least one n ∈ [X, 2X ] such that [n, n+ h] contains at least c0h/ log x primes
(i.e. c0 times the average number). Thus we aim to choose wn to make this ratio
as large as possible.
In the range h = o(logX), we choose the weights wn to be concentrated on
integers n such that the interval [n, n + h] only2 contains numbers with no small
prime factors 3 . To achieve this we choose wn to mimic weights of Selberg’s Λ
2-sieve
(12) wn ≈
( ∑
d1,...,dh
di|n+i
λd1,...,dh
)2
,
where λd1,...,dh are real numbers chosen later to optimize the final result.
In the range h ≈ (log x)λ for some constant λ > 1 it is unavoidable that a large
number of elements of [n, n+ h] will have small prime factors, and so we require a
slightly different choice of the weights wn. Instead we observe that if n is a multiple
of primes less than z = (log x)λ
′
(where λ′ < 1), then the probability that a random
element of [n, n+ h] is coprime to all these primes fluctuates depending on the size
of λ/λ′, and can be more than the average for general n. More specifically, we take
(13) wn ≈
{
1, n ≡ 0 (mod ∏p<z p),
0, otherwise.
The number of elements of [n, n + h] which have no prime factors less than z is
given by
(14) #{j ∈ [1, h] : (j, p) = 1∀p < z} ∼ eγω
( log h
log z
)
h
∏
p<z
p− 1
p
for z → ∞ and z < h1−ǫ (here ω is the Buchstab function). Thus, given h we can
choose z so that the number of elements coprime to small primes is larger than the
expected number in a random interval by a factor eγω(log h/ log z) > 1.
Given this choice of weights, to estimate the numerator in (11) we rewrite the
count of the primes as a sum of the indicator function of the primes, and swap the
order of summation. This gives
(15)
h∑
j=1
∑
X<n≤2X
1P(n+ j)wn.
(Here, and throughout this paper, 1A will denote the indicator function of a set
A, in this case the set P of primes.) Our choice of wn means that we can estimate
2We ignore the elements of [n, n + h] which are a multiple of some prime p ≤ h, which is
unavoidable.
3Here a ‘small prime’ refers to one bounded by roughly exp(h−1+o(1) log x).
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this expression using knowledge of the distribution of primes in arithmetic progres-
sions4. The inner sum vanishes or has a simple asymptotic expression depending
on the arithmetic structure of j. In the case of the Maier weights, this leads us
to (14), which gives our asymptotic for the numerator, and hence the ratio (11).
In the range h = o(logX), we obtain a quadratic form in the coefficients λd1,...,dh
for the numerator, and similarly a quadratic form for the denominator. We then
make a choice of these λd1,...,dh which (approximately) maximizes the ratio of these
quadratic forms.
Remark. One can heuristically investigate Selberg-sieve weights (12) for larger h,
and (assuming various error terms are negligble) conclude that an approximately op-
timal choice of weights λd1,...,dk should be given by λd1,...,dk ≈ µ(d1 . . . dk) if
∏k
i=1 di
has all of its prime factors less than a small multiple of log x (and 0 otherwise).
This corresponds precisely to Maier’s choice of weights (13).
4. Admissible sets of linear functions
The bounds involving the sieve function F in Theorem 2.2 follow from the ar-
gument of Balog and Wooley [1], and by making minor adaptions analogous to the
work of Friedlander-Granville [5]. We sketch such arguments in Section 5.
Therefore the main task of this paper is to establish the bounds coming from the
final terms in parentheses of Theorem 2.2. We will do this by an adaptation of the
GPY sieve method. Indeed, we will actually prove a rather stronger result, given
by Theorem 4.1 below, which is roughly analogous to the main theorem of [16].
To ease notation, we let 〈P1〉 denote the set of integers composed only of primes
congruent to 1 (mod 4). Similarly let 〈P3〉 those composed of primes congruent to
3 (mod 4).
Definition (〈P3〉 - Admissibility). We say a set L = {L1, . . . , Lk} of distinct linear
functions Li(n) = ain + bi with integer coefficients is 〈P3〉-admissible if for every
prime p ≡ 3 (mod 4) there is an integer np such that (
∏k
i=1 Li(np), p) = 1, and if
ai, bi > 0 for all i.
Theorem 4.1. Let x be sufficiently large and k ≤ (log x)1/5. Then there is a prime
p0 ≫ log log x such that the following holds.
Let L = {L1, . . . , Lk} be a 〈P3〉-admissible set of linear functions such that the
coefficients of Li(n) = ain + bi satisfy 0 < ai ≤ (log x)1/3, (2p0, ai) = 1, and
0 < bi < x. There exists an absolute constant C > 0 such that
#{n ∈ [x, 2x] : at least k1/2/C of L1(n), . . . , Lk(n) are in S} ≥ x exp(−(log x)1/2).
We remark that the conditions k ≤ (logX)1/5, 2 ∤ ai, ai < (logX)1/3 and bi ≤ x
are considerably weaker than what our method requires, but simplify some of the
later arguments slightly and are sufficient for our application.
In the region where y, x/Q and x/q are small compared with (log x)5/9, the
bounds in Theorem 2.2 follow easily from Theorem 4.1. For sums of squares in short
intervals, we consider y ≤ (log x)5/9+ǫ. We take k = y1/5, and let L = {L1, . . . , Lk}
be the 〈P3〉-admissible set of linear functions Li(n) = n + hi, where h1, . . . , hk
are the first k positive integers in 〈P1〉 which are coprime with p0. (This is 〈P3〉-
admissible, since Li(0) is coprime to all primes p ≡ 3 (mod 4) for all i). We note
4One needs to be slightly careful about the possible effect of Siegel zeros here, but this is a
minor technical issue.
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that hk ≪ k(log k)1/2 ≤ y. It then follows immediately from Theorem 4.1 that
there are ≫ X exp(−(logX)1/2) values of n ∈ [X, 2X ] such that ≫ k1/2 = y1/10
of the Li(n) are in S, and hence ≫ X1−1/ log logX values of x ∈ [X, 2X ] such that
[x, x+ y] contains at least y1/10 elements of S.
Parts 2 and 3 of Theorem 2.2 follow analogously, defining k = (x/Q)1/5 and
Li(n) = a + hin when Q > x(log x)
−5/9−ǫ for part 2, and defining k = (x/q)1/10
and Li(n) = n + hiq when q > x(log x)
−5/9−ǫ for part 3. We note that it follows
from Theorem 2.2 that actually there are many intervals [x, x + y] containing ≫
y1/2(log y)−1/4 elements of S (rather than ≫ y1/10), for the smaller range 1 ≤ y ≤
(log x)1/5.
5. Irregularities from the Maier matrix method
As previously mentioned, the bounds in Theorem 2.2 when y, x/Q or x/q large
compared with (log x)5/9 follow from minor adaptions of the argument of Balog
and Wooley [1]. In particular, the relevant bound for part 2 of Theorem 2.2 follows
from the proof of [1, Theorem 1]. We give brief outline of the argument for parts 2
and 3, leaving the details to the interested reader.
We first consider part 2 of Theorem 2.2. We assume that (log x)5/9−ǫ ≤ x/Q ≤
(logX)O(1) since otherwise either the result follows from Theorem 4.1, or the result
is trivial. For simplicity we shall assume that a is odd; the case for even a is entirely
analogous. We let P =
∏
p≡3 (mod 4),p≤z p
αp , where αp is the least odd integer such
that pαp ≥ a(4x/Q+1) and z = log x/(log log x)2. We note that P = Qo(1/ log logQ).
Finally, we let Q = {q ∈ [(1− δ)Q+4a,Q+4a] : q ≡ 4a (mod 4P )} for some small
fixed constant δ = δ(ǫ) > 0. We have
∑
q∈Q
S(x; q, a) ≥
∑
r≤x/Q−1
∑
q∈Q
1S(a+ rq)
=
∑
r≤x/Q−1
∑
m∈[(1−δ)Q/4P,Q/4P ]
1S(a(4r + 1) + 4mrP ).(16)
The inner sum is counting elements of S in an arithmetic progression to modulus
4rP . We note that by construction of P we must have (P, a) = e2 for some e ∈ 〈P3〉
since a ∈ S, and similarly if the inner sum is non-empty we must have (P, a(4r +
1)) = e2d2 since a(4r+1)+4mrP ∈ S. Moreover P/(e2d2) and P are composed of
the same prime factors, since each prime occurs in P with odd multiplicity. Thus,
if r is such that (P, 4r + 1) = d2, the inner sum is
(17) (1 + o(1))
SδrQ/(e2d2)
φS(4rP/(d2e2))
√
log rQ/d2e2
∼ SδQ
2φS(P )
√
log x
.
Therefore, letting ud2 = 4r + 1, we obtain
(18)
∑
q∈Q
S(x; q, a) ≥ (1 + o(1))SδQ
2φS(P )
√
log x
∑
d2|P
∑
u<(4x/Q+1)/d2
u≡1 (mod 4)
(u,P )=1
1.
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This double sum is exactly the sum R+ which is estimated in [1, proof of Lemma
4.3]. In particular, they show that
(19)
∑
d2|P
∑
u<(4x/Q+1)/d2
u≡1 (mod 4)
(u,P )=1
1 ∼ φS(P )
P
F
( log x/Q
log z
)
.
Recalling that z = log x/(log log x)2, one arrives at (for δ sufficiently small)
(20)
∑
q∈Q
(
S(x; q, a)−
(
F
( log x/q
log log x
)
− ǫ
)
Sx
φS(q)
√
log x
)
≫ x
P
√
log x
.
This implies the relevant bound in part 2 of Theorem 2.2.
We now consider part 3 of Theorem 2.2. We let P˜ =
∏
p≡3 (mod 4),p≤z p
βp where
βp is the least odd integer such that p
βp ≥ 4x/q, and let A = {a ∈ [(1 − δ)q, q] :
a ≡ a0 (mod P )}. We see that∑
a∈A
S(x; q, a) ≥
∑
r≤(x−q)/q
∑
a∈A
1S(a+ rq)
=
∑
r≤x/q−1
∑
m∈[((1−δ)q−a0)/P,(q−a0)/P ]
1S(a0 + rq +mP ).(21)
We see the inner sum counts elements of S in an arithmetic progression modulo
P . We choose a0 ≡ q/4 (mod P ), so that (a0 + rq, P ) = (4r + 1, P ) since, by
assumption, q has no prime factors in common with P . Thus (4r + 1, P ) = d2 for
some d ∈ 〈P3〉 by the same argument as above, and we obtain∑
a∈A
S(x; q, a) ≥ (1 + o(1))Sδq
φS(P )
√
log x
∑
d2|P
∑
u<(4x/q−3)/d2
u≡1 (mod 4)
(u,P )=1
1.(22)
Again, using (19), we obtain
(23)
∑
a∈A
(
S(x; q, a)−
(
F
( log x/q
log log x
)
− ǫ
)
Sx
φS(q)
√
log x
)
≫ x
P
√
log x
,
which implies the relevant bound for part 3.
6. Setup for Theorem 4.1
The improvements of the GPY sieve in the author’s work [18, 16] are not sig-
nificant for the application of finding sums of two squares in short intervals (the
improvement would be yo(1) in the final term for part 1 of Theorem 2.2, for exam-
ple), and so we will use a uniform version of the simplest GPY sieve.
In order to get a result that applies in the larger range, however, it is necessary
to modify the sieve to the application; a uniform version of the argument in [6] (i.e.
counting numbers with two prime factors both congruent to 1 (mod 4)) would only
give non-trivial results in the region y ≪ (log x)1/2 log log x, for example.
We follow a similar argument to [6] (and attempt to keep the notation similar),
but make modifications to allow for uniformity (similar to those in [7] and [16],
although it is simpler in this context) and to specialize so as to remove only primes
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congruent to 3 (mod 4) (so we will apply sieves of ‘dimension’ k/2 and (k + 1)/2
instead of dimension k and k + 1).
In order to state our setup, we require the following Lemma.
Lemma 6.1. Let x > 10 and ǫ > 0. There exists a prime p0 ∈ [(log log x)/2, x]
such that ∑
q<x1/2−ǫ
(q,p0)=1
sup
(a,q)=1
x′≤x
∣∣∣π(x′; q, a)− π(x′)
φ(q)
∣∣∣≪ǫ x exp(−c0√log x),
for some absolute constant c0 > 0.
Proof. This follows from known results on the repulsion of zeros of L-functions.
Following [2, Chapter 28], we have (for a suitable constant c > 0)∑
q<x1/2−ǫ
(q,p0)=1
sup
(a,q)=1
x′≤x
∣∣∣π(x′; q, a)−π(x′)
φ(q)
∣∣∣≪ x exp(−c√log x)
+ log x
∑
q<exp(2c
√
log x)
(q,p0)=1
sup
x′≤x
∑∗
χ (mod q)
|ψ′(x′, χ)|
φ(q)
.(24)
However, by the Landau-Page theorem [2, Chapter 20], we have that if c is suffi-
ciently small then
(25) φ(q)−1
∑∗
χ
|ψ′(x′, χ)| ≪ x exp(−3c
√
log x)
for all q < exp(2c
√
log x) and x′ ≤ x, except possibly those which are a multiple
of an exceptional modulus q1. Such an exceptional modulus must satisfy log x ≪
q1(log q1)
4 ≪ x, and must be square-free apart from a factor of at most 4. Taking
p0 to be the largest prime factor of q1 then gives the result. 
Let L = {L1, . . . , Lk} be the 〈P3〉-admissible set of Theorem 4.1, p0 be the prime
given by Lemma 6.1, and let
(26) W =
∏
p≤2(logX)1/3
p≡3 (mod 4)
p6=p0
p.
It will be convenient to choose wn to be 0 unless n ≡ v0 (mod W ), where v0
is chosen such that (Lj(v0),W ) = 1 for each j. (Such a v0 exists by the 〈P3〉-
admissibility of {L1, . . . , Lk} and the Chinese Remainder Theorem.) This allows
us to ignore n for which one of the Li(n) has a small prime factor congruent to 3
(mod 4).
We then define our weights wn by
(27) wn =


(∑
d|∏ki=1 Li(n) λd
)2
, if n ≡ v0 (mod W ),
0, otherwise,
for some coefficients λd (which we will choose explicitly later) satisfying
(28) λd = 0 if d > X
1/10 or µ2(d) = 0 or d /∈ 〈P3〉 or (d, p0W ) 6= 1.
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We recall that 〈P1〉 and 〈P3〉 denote the sets of integers composed only of prime
factors p ≡ 1 (mod 4) and p ≡ 3 (mod 4) respectively. Finally, we define the
function ν = νL on primes by
(29) ν(p) = #{1 ≤ n < p :
k∏
i=1
Li(n) ≡ 0 (mod p)}.
We note that since {L1, . . . , Lk} is 〈P3〉-admissible, ν(p) < p for any prime p ≡ 3
(mod 4).
7. Proof of Theorem 4.1
Lemma 7.1. Assume the hypotheses of Theorem 4.1 and that supd |λd| ≪ (logX)k/2.
Then ∑
X<n≤2X
n≡v0 (mod W )
wn =
X
W
∑
d,e
λdλe
∏
p|de
ν(p)
p
+O
(
X1/5+ǫ
)
.
Proof. From the definition of wn, we have
(30)
∑
X<n≤2X
n≡v0 (mod W )
wn =
∑
d,e
λdλe
∑
X<n≤2X
n≡v0 (mod W )
d,e|∏ki=1 Li(n)
1.
We concentrate on the inner sum. For each prime p1|de, we must have Li(n) ≡ 0
(mod p1) for some 1 ≤ i ≤ k, and so n can lie in one of ν(p1) residue classes. Thus,
using the Chinese remainder theorem, we can rewrite the inner sum as a sum of∏
p|de ν(p) sums of n in a single residue class (mod W [d, e]), where [d, e] is the least
common multiple of d and e (since λd = 0 if (d,W ) 6= 1 or d is not square-free).
The number of integers X < n ≤ 2X counted in any such residue class is then
X/([d, e]W ) +O(1). Putting this together gives
∑
d,e
λdλe
∑
X<n≤2X
n≡v0 (mod W )
d,e|∏ki=1 Li(n)
1 =
∑
d,e
λdλe
(∏
p|de
ν(p)
)( X
W [d, e]
+O(1)
)
.(31)
We see that the main term gives the corresponding main term in the statement of
the lemma. Since ν(p) ≤ k, the contribution from the error term is
≪ sup
d
|λd|2
( ∑
d<X1/10
∏
p|d
k
)2
≤ sup
d
|λd|2
(
X1/10
∑
d<X
∏
p|d k
d
)2
≪ sup
d
|λd|2X1/5(1 + logX)2k.(32)
By assumption of the Lemma, k ≤ (logX)1/3 and supd |λd| ≪ (logX)k/2, so this
contribution is O(X1/5+ǫ). 
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Lemma 7.2. Assume the hypotheses of Theorem 4.1 and that supd |λd| ≪ (logX)k/2.
Then ∑
X<n≤2X
n≡v0 (mod W )
#
{
i : Li(n) ∈ S
}
wn ≫ Xk
φ(W )(logX)1/2
∑
d,e
λdλe
∏
p|de
ν(p)− 1
p− 1
+O(X exp(−c
√
logX))
for some absolute constant c > 0.
Proof. We first obtain a lower bound by only counting a subset of #{1 ≤ i ≤
k : Li(n) ∈ S} which will be more convenient for our manipulations (we lose an
unimportant constant factor in doing this). Let S ′ ⊆ S be given by
(33) S ′ = {n ∈ 〈P1〉 : n = mp for some m < X1/3 and some prime p}.
We obtain a lower bound by only counting elements of S ′. This gives∑
X<n≤2X
n≡v0 (mod W )
#
{
i : Li(n) ∈ S
}
wn ≥
∑
X<n≤2X
n≡v0 (mod W )
#
{
1 ≤ i ≤ k : Li(n) ∈ S ′
}
wn
=
k∑
j=1
∑
X<n≤2X
n≡v0 (mod W )
1S′(Lj(n))
( ∑
d|∏ki=1 Li(n)
λd
)2
.(34)
By definition, if Lj(n) = ajn + bj ∈ S ′, then Lj(n) can be written uniquely as
mp for some m < X1/3 composed only of primes congruent to 1 (mod 4) and
with (m, aj) = 1, and some prime p ≡ 1 (mod 4). Making this substitution and
rearranging the sums, we are left to estimate
k∑
j=1
∑
m≤X1/3
m∈〈P1〉
(m,aj)=1
∑
d,e<X1/10
d,e∈〈P3〉
λdλe
∑
(ajX+bj)/m<p<(2ajX+bj)/m
p≡1 (mod 4)
p≡m(ajv0+bj) (mod ajW )
[d,e]|∏ki=1 Li((pm−bj)/aj)
1.(35)
For each prime p1|de with p1 > (log x)1/3, there are ν(p) − 1 possible primitive
residue classes for p (mod p1) such that
∏k
i=1 Li((mp− bj)/aj) ≡ 0 (mod p1). (All
ν(p) residue classes for which
∏k
i=1 Li(n) ≡ 0 (mod p1) correspond to a primitive
residue class for p except for n ≡ −ajbj (mod p1), and these all exist since ai <
(logX)1/3 < p1 and p1 ≡ 3 (mod 4) so p1 ∤ m.) Thus, by the Chinese remainder
theorem, we can rewrite the inner sum as a sum of
∏
p|de(ν(p) − 1) different sums
of primes in arithmetic progressions to modulus 4ajW
∏
p|de p (since 2 ∤ aj). Thus
the inner sum is
1
φ(4ajW )
(
π
(2ajX + bj
m
)
− π
(ajX + bj
m
))∏
p|de
ν(p)− 1
p− 1
+O
(
E
(3ajX
m
; 4ajW [d, e]
)∏
p|de
k
)
,(36)
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where
(37) E(x; q) = sup
(a,q)=1
x′≤x
∣∣∣π(x′; q, a)− π(x′)
φ(q)
∣∣∣, [d, e] = ∏
p|de
p.
We first consider the error term of (36). Letting r = 4ajW [d, e] ≪ X1/4 (noting
that (r, p0) = 1) and λmax = supd |λd|, this contributes at most
kλ2max
∑
m<X1/3
∑
r≪X1/4
(r,p0)=1
E
(3ajX
m
; r
)∏
p|r
3k
≤ kλ2max
∑
m<X1/3
(3ajX
m
∑
r<4WX1/5
∏
p|r 9k
2
r
)1/2( ∑
r<4WX1/5
(r,p0)=1
E
(3ajX
m
; r
))1/2
≪ kλ2max
(
ajX(9k
2 + logX)9k
2
)1/2(
ajX exp(−c0
√
logX2/3)
)1/2 ∑
m<X1/3
1
m
.
(38)
Here we have used Cauchy-Schwarz and the trivial bound E(X, q)≪ X/q for q < X
in the first line, and Lemma 6.1 in the second. Thus, since k ≤ (logX)1/5, aj ≤
(logX)1/3 and λmax ≪ (logX)k/2 by assumption of the Lemma, the contribution
from (38) is O(X exp(− c04
√
logX)).
We now consider the contribution from the main term of (36). The main term
factorizes, simplifying to
(39)
1
φ(4W )
( ∏
p|aj ,p∤W
p
p− 1
)( ∑
m<X1/3
m∈〈P1〉
(m,aj)=1
X + o(X)
m log Xm
)(∑
d,e
λdλe
∏
p|de
ν(p)− 1
p− 1
)
.
The second term is straightforward to evaluate. For t > Xǫ we have that
(40)
∑
m<t
m∈〈P1〉
(m,aj)=1
1≫ t(log t)−1/2
∏
p|aj
p≡1 (mod 4)
p− 1
p
,
and so by partial summation we see that
(41)
∑
m<X1/3
m∈〈P1〉
(m,aj)=1
X + o(X)
m log Xm
≫ X(logX)−1/2
∏
p|aj
p≡1 (mod 4)
p− 1
p
.
Noting that the products over prime divisors of aj cancel, this completes the proof
of the Lemma. 
Lemma 7.3. Fix A > 0. Let 1/A ≤ κ ≤ (logR)1/3 and let f : [0, 1] → R be a
smooth non-negative function. Let γ(p) satisfy 0 ≤ γ(p) ≤ min(Aκ, (1− 1/A)p) for
all p < R, and
−L ≤
∑
w<p<z
γ(p) log p
p
− κ log z/w ≤ A
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for all 2 ≤ w ≤ z < R. Then
∑
r<R
µ2(r)
(∏
p|r
γ(p)
p− γ(p)
)
f
( log r
logR
)
= Sγ
(logR)κ
Γ(κ)
∫ 1
0
f(t)tκ−1dt
(
1 +OA,f
(κL+ κ2 log logR
logR
))
,
where
Sγ =
∏
p<R
(
1− γ(p)
p
)−1(
1− 1
p
)κ
.
Proof. For f = 1, this is a version of [9, Lemma 5.4], with the dependence on κ
kept explicit. In particular, this is obtained in the proof of [4, Lemma 5.1]. The
case of f 6= 1 then follows immediately by partial summation. 
Lemma 7.4. Let k ≤ (logX)1/5, and let λd be defined by
λd = µ(d)
(∏
p|d
p
ν(p)
)∑
d|r
yr
(∏
p|r
ν(p)
p− ν(p)
)
,
for (d, p0W ) = 1, where
yr =
{
µ(r)2, if r ∈ 〈P3〉, (r,Wp0) = 1, r < X1/10,
0, otherwise.
Then ∑
d,e
λdλe
∏
p|de
ν(p)− 1
p− 1 ≫ k
−1/2(logX)1/2
φ(W )
W
∑
d,e
λdλe
∏
p|de
ν(p)
p
≫ 1.
Proof. We first note that the yr variables diagonalize the second quadratic form.
Substituting the expression for λd in terms of yr given by then Lemma, we obtain∑
d,e
λdλe
∏
p|de
ν(p)
p
=
∑
r,s
yrys
(∏
p|r
ν(p)
p− ν(p)
)(∏
p|s
ν(p)
p− ν(p)
)
×
∑
d,e:d|r,e|s
µ(d)µ(e)
(∏
p|d
p
ν(p)
)(∏
p|e
p
ν(p)
)(∏
p|de
ν(p)
p
)
.(42)
The sum over d, e vanishes unless r = s, and so we find that
∑
d,e
λdλe
∏
p|de
ν(p)
p
=
∑
r
y2r
∏
p|r
ν(p)
p− ν(p) .(43)
We now introduce new variables y∗r to perform an analogous diagonalization for the
first quadratic form. Let y∗r be zero unless r ∈ 〈P3〉, (r,Wp0) = 1, r < X1/10 and
ν(p) > 1 for all p|r. In this case, let y∗r be given by
(44) y∗r = µ(r)
(∏
p|r
p− ν(p)
ν(p)− 1
)∑
d:r|d
λd
(∏
p|d
ν(p)− 1
p− 1
)
.
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We see from this that for any d satisfying the same conditions, we have
µ(d)λd =
(∏
p|d
p− 1
ν(p)− 1
)∑
e:d|e
λe
(∏
p|e
ν(p)− 1
p− 1
) ∑
r:d|r, r|e
µ(r)
=
(∏
p|d
p− 1
ν(p)− 1
)∑
r:d|r
y∗r
(∏
p|r
ν(p)− 1
p− ν(p)
)
.(45)
This gives λd in terms of y
∗
r . Performing the analogous computation to (43) with
y∗r in place of yr, we obtain
(46)
∑
d,e
λdλe
∏
p|de
ν(p)− 1
p− 1 =
∑
r
(y∗r )
2
∏
p|r
ν(p)− 1
p− ν(p) .
Substituting the expression for λd in terms of yr from the statement of the lemma
in (44) gives (for r such that y∗r 6= 0)
y∗r = µ(r)
(∏
p|r
p− ν(p)
ν(p) − 1
)∑
s:r|s
ys
(∏
p|s
ν(p)
p− ν(p)
) ∑
d:r|d, d|s
µ(d)
(∏
p|d
p(ν(p)− 1)
ν(p)(p− 1)
)
= µ(r)2r
∑
s:r|s
ys
φ(s)
.(47)
We can now use Lemma 7.3 and definition of yr from the statement of the lemma
to evaluate this sum. We take γ1(p) = 1 if p ≡ 3 (mod 4) and (p, rp0W ) = 1, and
take γ1(p) = 0 otherwise. We see that for any 2 ≤ w ≤ z ≤ X1/10 we have
(48) − 1
2
∑
p|rp0W
log p
p
+O(1) ≤
∑
w<z<X1/10
γ1(p) log p
p
− 1
2
log z/w≪ 1.
The sum on the left hand side is O(log logX). Thus, by applying Lemma 7.3 to
the sum (47), we have for squarefree r < X1/10 with r ∈ 〈P3〉 and (r,Wp0) = 1
and
∏
p|r(ν(p) − 1) > 0 that
y∗r =
r
φ(r)
∑
t<X1/10/r
µ2(t)
∏
p|t
γ1(p)
p− γ1(p)
=
r
φ(r)Γ(3/2)
((
log
X
1
10
r
) 1
2
+O
( log logX
(logX)
1
2
)) ∏
p<X
(
1− γ1(p)
p
)−1(
1− 1
p
) 1
2
.
(49)
Since r,W ∈ 〈P3〉 and φ(p0)/p0 = 1 + o(1), the product simplifies to give
(50)
r
φ(r)
∏
p<X
(
1− γ1(p)
p
)−1(
1− 1
p
)1/2
= (1 + o(1))
φ(W )
W
∏
p<X
(
1− 1
p
)χ(p)/2
,
where χ is the non-trivial character modulo 4.
We can now evaluate both of the expressions (43) and (46) using Lemma 7.3.
For (43), we take γ2(p) = ν(p) if p ≡ 3 (mod 4) and (p,Wp0) = 1, and γ2(p) = 0
otherwise. We see that
(51) − k
2
∑
p|p0W
∏
i6=j(aibj−bjai)
log p
p
+O(1) ≥
∑
w<p<z
γ2(p) log p
p
− k
2
log
z
w
≪ 1.
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Thus, we obtain (with κ = k/2 and L≪ k log logX)
∑
r<X1/10
y2r
∏
p|r
ν(p)
p− ν(p)
=
(logX1/10)k/2
Γ(1 + k/2)
(
1 +O
(k2 log logX
logX
)) ∏
p<X
(
1− γ2(p)
p
)−1(
1− 1
p
)k/2
.(52)
Similarly, for (46) we take γ3(p) = (ν(p) − 1)p/(p − 1) for p ≡ 3 (mod 4) and
(p,Wp0) = 1, and take γ3(p) = 0 otherwise. We obtain (with κ = (k − 1)/2 and
L≪ k log logX)
∑
r<X1/10
µ2(r)
(
log
X1/10
r
+O(log logX)
)∏
p|r
γ3(p)
p− γ3(p)
=
(logX1/10)
k+1
2
Γ((k + 3)/2)
(
1 +O
(k2 log logX
logX
)) ∏
p<X
(
1− γ3(p)
p
)−1(
1− 1
p
)k−1
2
.(53)
We note that if γ3(p) 6= 0, then 1−γ3(p)/p = (1−γ2(p)/p)(1− 1/p)−1. Thus, since
W ∈ 〈P3〉 and φ(p0)/p0 = 1+ o(1), we have
∏
p<X
(
1− γ3(p)
p
)−1(
1− 1
p
) k−1
2 ∼ W
φ(W )
∏
p<X
(
1− γ2(p)
p
)−1(
1− 1
p
)k−χ(p)
2
.(54)
Putting the estimates (49), (50), (52), (53), (54) together, we obtain
∑
r
(y∗r )
2
∏
p|r
ν(p)− 1
p− ν(p) ∼
φ(W )Γ(1 + k/2)(logX1/10)1/2
WΓ(3/2)2Γ((k + 3)/2)
∏
p<X
(
1− 1
p
)χ(p)/2
×
∑
r
y2r
∏
p|r
ν(p)
p− ν(p) .(55)
Stirling’s formula shows that Γ(x) ∼ √2πxxxe−x, and so for k sufficiently large
Γ(1 + k/2)/Γ((k + 3)/2)≫ k−1/2. Since the product over primes is convergent as
X →∞, this gives
∑
r
(y∗r )
2
∏
p|r
ν(p)− 1
p− ν(p) ≫
φ(W )
W
k−1/2(logX)1/2
∑
r
y2r
∏
p|r
ν(p)
p− ν(p) .(56)
Finally, from (52) and k ≤ (logX)1/5, it follows that we have the crude bound that
this is ≫ 1. 
Lemma 7.5. Let k ≤ (logX)1/5 and λd be as given by Lemma 7.4. Then
|λd| ≪ (logX)k/2.
Proof. This is an immediate application of Lemma 7.3. We take γ4(p) = ν(p) if
p ≡ 3 (mod 4) and (p, dWp0) = 1, and γ4(p) = 0 otherwise. By Lemma 7.3 (taking
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κ = k/2 and L≪ k log logX) we have
|λd| =
(∏
p|d
p
p− ν(p)
) ∑
r<X1/10/d
(r,dWp0)=1
r∈〈P3〉
µ2(r)
∏
p|r
ν(p)
p− ν(p)
≪ (logX)
k/2
Γ(1 + k/2)
∏
p|d
(
1− ν(p)
p
)−1∏
p
(
1− γ4(p)
p
)−1(
1− 1
p
)k/2
≪ (logX)
k/2
Γ(1 + k/2)
∏
(logX)1/3<p<X
p≡3 (mod 4)
(
1− k
p
)−1(
1− 1
p
)k/2 ∏
(logX)1/3<p<X
p≡1 (mod 4)
(
1− 1
p
)k/2
.
(57)
Recalling that k ≤ (logX)1/5, we see that this is
≪ (logX)
k/2
Γ(1 + k/2)
exp
(k
2
∑
(logX)1/3<p<X
p≡3 (mod 4)
1 +O(p−1)
p
− k
2
∑
(logX)1/3<p<X
p≡1 (mod 4)
1 +O(p−1)
p
)
≪ exp(O(k))k−k/2(logX)k/2 ≪ (logX)k/2.
(58)

Proof of Theorem 4.1. By Lemmas 7.4 and 7.5, there is a choice of coefficients λd
such that |λd| ≪ (logX)k/2 and
∑
d,e
λdλe
∏
p|de
ν(p)− 1
p− 1 ≫ k
−1/2(logX)1/2
φ(W )
W
∑
d,e
λdλe
∏
p|de
ν(p)
p
≫ 1.
Thus, by Lemmas 7.1 and 7.2, this choice of λd corresponds to a choice of wn ≥ 0
such that
(59) ∑
X<n≤2X
n≡v0 (mod W )
#
{
1 ≤ i ≤ k : Li(n) ∈ S
}
wn ≫ k1/2
∑
X<n≤2X
n≡v0 (mod W )
wn ≫ X
W logX
.
Lemma 7.5 shows |λd| ≪ (logX)k/2, so we have
(60) wn ≪ (logX)k
( ∑
d|∏Li(n)
λd 6=0
1
)2
.
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Thus
∑
X≤n≤2X
w2n ≪ (logX)2k
∑
d1,d2,d3,d4<X1/10
( 4∏
i=1
µ2(di)
) ∑
X≤n≤2X
d1,d2,d3,d4|
∏k
i=1 Li(n)
1
≪ X(logX)2k
∑
d1,d2,d3,d4<X1/10
( 4∏
i=1
µ2(di)
) ∏
p|d1d2d3d4
k
p
≪ X(logX)2k
∑
r<X2/5
(15k2)ν(r)
r
≪ X(logx)16k2 .(61)
By Cauchy-Schwarz, we have that
#{n ∈ [X, 2X ] : #{L1(n), . . . , Lk(n)} ∩ S ≥ ck1/2}
≥
(
k−1
∑
n∈[X,2X]
(
#{i : Li(n) ∈ S} − ck1/2
)
wn
)2( ∑
n∈[X,2X]
w2n
)−1
,(62)
provided the sum being squared is positive. Therefore, by (59) and (61), we see
that for c sufficiently small we have
#{n ∈ [X, 2X ] : #{L1(n), . . . , Lk(n)} ∩ S ≥ ck1/2}
≥ 1
X(logX)16k2
( ∑
n∈[X,2X]
n≡v0 (mod W )
(
#
{
i : Li(n) ∈ S
}
wn − ck1/2
)
wn
)2
≫ X
W 2(logX)16k2+2
≫ X exp(−(logX)1/2).(63)
Here we have used the fact that k ≤ (logX)1/5 and W ≪ exp((logX)2/5) in the
last line. This completes the proof of Theorem 4.1. 
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