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The efficiency of thermoelectric materials is enhanced by lowering their thermal conductivity.
At intermediate temperatures, PbTe is one of the most promising materials. Grain boundaries
can lower its inherently low thermal conductivity by scattering and confining phonons. Using a
phase-field model parametrized by molecular dynamics, we find that in the porous material the
thermal conductivity of PbTe is reduced by up to 35% at low temperatures. We observe that a
phase transition at a finite density of voids governs the kinetics of impeding grain growth by Zener
pinning.
Thermoelectric materials produce electrical energy
from a temperature difference. Their efficiency is propor-
tional to the figure of merit, ZT = S2σT/κT , where S is
the Seebeck coefficient, σ is the electrical conductivity, T
is temperature and κT is the total thermal conductivity,
comprising an electronic and a lattice contribution. How-
ever, efficiencies are often too low to compete with other
forms of power generation and strategies to enhance the
efficiency are crucial. The lattice thermal conductivity is
the only quantity in ZT that can be tuned independently,
offering an avenue to improved efficiency.
PbTe is a leading thermoelectric material at interme-
diate temperatures, largely thanks to its low lattice ther-
mal conductivity. The latter can be further lowered by
designing structures that scatter phonons over a range of
length scales.[1, 3, 4, 8]. A way to achieve this is by con-
trolling grain size in polycrystalline materials [5–7, 23].
However, at finite temperatures nanostructures might
coarsen and distributions with small grain sizes may not
be stable; therefore small grains may grow quickly. De-
tailed knowledge of grain growth stagnation and pinning
is required to develop efficient stable polycrystalline ma-
terials.
In this Letter we implement a phase-field model to
study the stability of small grains. We observe that voids
are effective pinning particles that can stop grain growth
in PbTe and find that the thermal conductivity of the
porous material can be reduced by up to 35%.
The phase-field model is a framework to describe grain
growth at the mesoscale, beyond the reach of molecular
dynamics (MD) [9]. We consider the equations of motion
for the concentration of Schottky defects[10], cv, and for
order parameters[11], ηα, describing N grain orientations
∗ jfernandeztroncoso01@qub.ac.uk
under the constraint
∑N
α ηα = 1:
∂cv
∂t
= ~∇
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∂flocal
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− κv∇2cv
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− sGBv (cv − ceqv )
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α
η2α
)
+ ζc(T ), (1)
∂ηα
∂t
= − L
Vm
(
∂flocal
∂ηα
− γ∇2ηα
)
. (2)
In Eqs. (1)-(2), M is vacancy mobility, L interface mo-
bility, Vm molar volume, flocal local free energy, κv and
γ are gradient energy coefficients, and ζc(T ) represents
Gaussian noise. The equations are coupled through the
second and third terms in Eq. (1). The former accounts
for annihilation of vacancies at the grain boundary, with
rate sGBv : the vacancy concentration tries to reach its
thermodynamic equilibrium value, ceqv , with grain bound-
aries annihilating the excess. The third term in Eq. (1)
accounts for the production of vacancies inside the grain,
with rate sGv . c
0
v is the vacancy concentration that the
material tends to adopt far from grain boundaries due to
external sources, such as radiation.
Grain boundary energies and mobilities, and vacancy
diffusion coefficients were calculated via MD using the
force field of Ref. [5]. Vacancy mobility is character-
ized through the diffusion coefficient, Dv, calculated from
the mean square displacement in MD, M = Dvcv/RT .
Interface mobility and the gradient coefficient for order
parameters, which are related to the grain boundary mo-
bility, m, and energy, σ, respectively, were obtained from
MD through L = pi2m/48∆x and γ = 48σ∆xVm/pi
2,
where ∆x is the grid spacing. The grain boundary en-
ergy was calculated from the excess free energy due to
grain boundaries. Grain boundary mobility was obtained
from the velocity of a moving grain boundary when an
artificial potential was applied to an adjacent grain to in-
crease the free energy on one side of the interface [7]. The
grain boundary energy and mobility show anisotropic be-
haviour as predicted by Dislocation Theory [11, 12, 17],
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2with a dependence on the misorientation angle between
the lattice vectors of adjacent grains. Anisotropic grain
boundaries contribute to the stagnation of grain growth,
especially at low temperatures [17]. The local free energy
is the energy inside individual grains supplemented with
the excess free energy at the grain boundary:
flocal = f(cv, T ) +
∑
α6=β
Wαβηαηβ , (3)
with
f(cv, T ) = hvcv + f2c
2
v + f3c
3
v + f4c
4
v
+ RT [cv ln cv + (1− cv) ln (1− cv)] , (4)
where Wαβ = 2σVm/3∆x is the excess free energy be-
tween grains α and β, hv is the formation enthalpy and
f2, f3, f4 are mixing terms such that a void-free system
and a system with voids are equally stable. Voids are
defined as regions with cv = 0.999 and they hinder grain
boundary motion. The gradient coefficient for vacancies
is linked to the mixing energy: κv = f2l
2
v/2 where lv
is the typical distance between vacancies. See Section
I in Supplementary Material for simulation details and
numerical values.
Curvature-driven grain growth due to the excess free
energy at the grain boundary is studied with Eqs. (1)–
(4). The underlying assumption of phase-field models is
scale invariance and so growth is described by a general
scaling equation for the mean grain size, 〈r(t)〉 [18]:
d〈r(t)〉
dt
=
k
n〈r(t)〉n−1 , (5)
where k is the kinetic coefficient and depends on the ma-
terial and temperature. The exponent n depends on the
material and is around 2 in pure materials [18, 19]. Ac-
cording to this equation, the mean grain size grows until
the single crystal is reached:
〈r(t)〉n − 〈r(t0)〉n = k(t− t0). (6)
We analyzed grain growth at different void fractions, dv,
in polycrystalline PbTe using phase-field simulations at
500 K and 300 K. We found that n is 1.94 in void-free
polycrystalline PbTe (dv = 0), with k following Arrhe-
nius law in temperature [2]. Grain size follows Hillert’s
distribution [18] in the steady-state regime. At bulk va-
cancy concentrations above the equilibrium concentra-
tion, n remains constant and grain growth does not stop.
Voids are effective pinning particles for grain wall mo-
tion so we investigate if they can stabilize polycrystalline
PbTe. We observe that the exponent n in Eq. (6) de-
pends on void fraction, as can be seen in Fig. 1 for a fixed
void size of 45 nm. For void fractions dv = 0 − 1.2%,
grain growth does not differ from the void-free system
and n = 1.94 is the best fit in Eq. (6). However, n
increases with void fraction for 2% < dv < 5%, asymp-
totically reaching n → 3 for the largest dv; we found
n = 2.77 for dv = 8%. The same dependence is found for
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FIG. 1. Evolution of the mean grain size over time at different
void fractions, dv, at 500 K with constant void radius, rv = 45
nm, at the steady state regime where Eq. 6 is valid. The void
fraction is defined as the percentage of grid points occupied
by voids and the vacancy concentration in bulk is cv = 10
−4.
Lines correspond to Eq. 6. Inset: the exponent n (Eq. 6)
depends on dv and shows a transition from the regime where
voids are sufficiently separated (/ 2%) to a regime where
the spacing between voids becomes comparable to grain size
(' 5%). The dependence of n on dv is the same at 300 (blue
squares) and 500 K (red dots).
300 K. Furthermore, as the exponent changes the mean
grain size distribution shifts from Hillert’s distribution
when n ≈ 2 to a log-normal distribution at n ≈ 3 (see
Section II in Supplementary Material). Since Hillert’s
distribution was derived assuming that it converges to a
self-similar fixed point, this departure signals a character-
istic size in the higher dv regime. The power-law growth
in time, observed upon scale-invariant phase-field simu-
lations, can be associated with the universal exponent
ν = 1/n. Therefore, Fig. 1 reveals a change in critical
exponent from ν = 1/2, characteristic of a Gaussian fixed
point, towards an interacting theory with ν ≈ 1/3. This
implies a finite void-void interaction in the high-dv fixed
point. By Widom-Rushbrooke scaling relations we ex-
pect all other critical exponents to be modified and other
measurable quantities, e.g. thermal conductivity, to be
affected. Most importantly, a change in n highlights that
the kinetics of impeding grain growth by Zener pinning is
a collective phenomenon governed by a phase transition.
The existence of a tentative critical point suggests that
this mechanism may be at play in more general situa-
tions, and sheds light into the question of why polycrys-
tals are so abundant in nature [17].
The change of exponent in Fig. 1 is related to a new
fixed point where a characteristic length scale emerges.
We now investigate how voids can stop grain growth
in the saturated system, in which the curvature of the
grain boundaries is affected by voids, inter-void distance
is small, and void size and the local grain boundary ra-
dius of curvature are comparable [22–24]. We consider
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FIG. 2. Evolution of the mean grain size over time at constant
void fraction, dv = 8 %, at different void radii at 500, 700 and
900 K in the steady-state regime. The vacancy concentration
in bulk is cv = 10
−4. All curves would converge at sufficiently
long times. Dashed brown line corresponds to Eq. (7) where
k and pZ are fitting parameters.
the equation of motion for grain growth. If pZ is the re-
duced pinning pressure exerted by Zener particles, in the
presence of voids, Eq. (5) becomes [24]
d〈r(t)〉
dt
= k
(
1
2〈r(t)〉 − pZ
)
. (7)
The first term corresponds to Eq. (5) with n = 2. The
Zener pressure reads
pZ =
3d
a(dv)
v
2rv
, (8)
with rv void radius. The exponent a(dv) changes from
a(dv) = 1 at low dv (where voids act as independent
scattering centres) to a(dv) = 1/3 at high dv (where voids
act collectively). Replacing pZ into Eq. (7), grain growth
slows down until the RHS vanishes. The grain radius RZ
in the saturation limit is
RZ =
αrv
3d
a(dv)
v
, (9)
where α is a constant that accounts for deviations in
experiments.
We analyzed grain growth under high void fractions
in PbTe for different void sizes using phase-field simu-
lations. According to Fig. 2, grain growth occurs fol-
lowing Eq. (7) (dashed red line) until the limiting RZ
is reached. Limiting sizes of RZ ≈ 180 and RZ ≈ 155
nm are obtained for void radii rv = 32 and rv = 26 nm,
respectively. Fig. 2 also shows that the limiting grain
size is roughly independent of temperature, in agreement
with Eq. (9).
Small grain sizes are associated with lower thermal
conductivities and higher efficiencies. According to Eq.
(9), small grain sizes would be effectively pinned by suf-
ficiently small voids. However, small voids are not sta-
ble and dissolve at finite temperatures. According to
classical nucleation theory (CNT), if a void is smaller
than a critical size, it shrinks and disappears, while it
keeps growing if it is larger. This critical size depends on
temperature and vacancy concentration. An approxima-
tion can be obtained from CNT, in which the free energy
change to form a spherical void is given by [21]:
∆GstdV = 4pir
2
vσv −
4pir3v
3Ω
kBT ln
(
CV
CeqV
)
, (10)
where σv is the void-solid interfacial energy, Ω is the
atomic volume, CV is the total vacancy concentration
and CeqV is the equilibrium value at temperature T . CV
includes vacancies in bulk and vacancies forming voids.
If the simulation box is large enough, CV can be approxi-
mated by the vacancy concentration in bulk. In Eq. (22),
the first term corresponds to the increase in energy due
to the formation of the void-solid interface and the sec-
ond term is related to the free-energy change to relocate
vacancies inside a void. The critical void size is reached
when d(∆GV )/drv = 0:
rcrv =
2Ωσv
kBT ln
(
CV
CeqV
) . (11)
To determine the critical void size we solved numer-
ically Eq. (1) with a void in the center of the simula-
tion box. Simulations were run at different temperatures
(300− 900 K) and for cv = 0.1, 0.05, 0.01. We observed
that voids are stable at intermediate temperatures but
not at high temperatures because high vacancy mobilities
promote diffusion and destabilize voids. At low tempera-
tures the mobility is low and vacancies take longer to find
each other. Instead, a higher density of small vacancy
clusters is observed. On the other hand, if the number
of vacancies is small, void formation is more difficult and
their cutoff radius is larger. Assuming that the simula-
tion box is large enough, we first determined critical void
sizes by analyzing the stability limit, and then from Eq.
(23) obtained σv. The time required to equilibrate voids
under small vacancy concentrations can be hours to days,
which is not accessible to simulation. Therefore, we de-
termined the critical void size for higher concentrations
and extrapolated, using Eq. (23), to cbulkv = 10
−4, which
was the concentration used in the study of Zener pinning.
At 500 K, the critical void size is around 5 nm.
Equation (22) predicts either dissolution or nucleation
of voids, but no stable rv and hence no finite size grains,
and no polycrystallinity. This expression, however, was
obtained assuming a single void. To go further we consid-
ered two voids. From the identification of a new collective
fixed point we infer the possibility of void-void interac-
tion through elastic energy that should scale like r4v (see
Section III in Supplementary Material). An analysis of
entropic effects leads to the same scaling. Therefore, both
effects are accounted for by an additional phenomenolog-
ical term in the free energy:
∆GV = 2 ·4pir2vσv−2 ·
4pir3v
3Ω
kBT ln
(
CV
CeqV
)
+γvr
s
v, (12)
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FIG. 3. Free energy of a system containing two voids of radius
rv at different temperatures according to Eq. (24). Inset:
evolution of the metastable void size with temperature.
with γv and s constants. The first two terms are the
same as in Eq. (22). Terms like the last one in Eq.
(24) have been proposed for other systems exhibiting nu-
cleation of secondary particles [22, 27, 28]. They allow
for metastable nuclei, as found in experiments. Here we
use s = 4, which best reproduces the entropy (see Sec-
tion III in Supplementary Material). If γv is chosen such
that a second minimum with ∆GV = 0 exists, then sys-
tems containing no voids and systems containing voids
of metastable size are equally favourable. Experimental
studies confirm the presence of such metastable void sizes
in actual PbTe samples [23].
The study of Eq. (24) at different temperatures is
shown in Fig. 3 for a bulk vacancy concentration cv =
10−4. These metastable sizes corresponds to ∆GV = 0.
A strong dependence of the metastable size on temper-
ature is observed. Inserting it into Eq. (9) leads to our
main result: how the typical size of the crystal grain de-
pends on the temperature, TCR, in which the sample has
been coarsened (inset of Fig. 3).
To obtain a soluble model we assume that rv and dv
retain their values at TCR and that the majority of voids
are at grain boundaries. From our phase-field model we
obtain not only 〈r(t)〉, but also the distribution of grain
sizes, ω (di/〈di〉;TCR), which follows a log-normal law.
This enables us to compute the effective lattice ther-
mal conductivity, κeff , of porous polycrystalline PbTe.
Assuming phonon confinement and averaging over grain
sizes, the effective κeff of the ensemble is given by
κeff(T, χv;TCR)
−1 =∑
i
ω
(
di
〈di〉 ;TCR
)[
di
di + δgb(T )
1
κb(T )
+
RK(χv)
di + δgb(T )
]
,
(13)
where κb(T ) is the thermal conductivity of the pure ma-
terial, d is grain diameter, 〈d〉(TCR) is mean grain size,
δgb is grain boundary width, RK is the Kapitza resis-
tance, and w is the log-normal weight for grain size di.
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FIG. 4. Effective thermal conductivity κeff of porous poly-
crystalline PbTe as a function of temperature. Different
curves are at different coarse graining temperatures TCR,
where TCR is defined as the maximum temperature to which
the sample/device has been exposed to. For the highest TCR
we approach the limit of the bulk κb(T ) (dashed line) so com-
paring the curves allows to assess immediately the impor-
tance of the grain-size growth saturation at lower tempera-
tures. The void fraction is dv = 8%. Inset shows the relative
loss of conductivity due to nanostructuring.
〈d〉(TCR) has memory as it depends on the thermal his-
tory of the sample. Given the metastable void size, rv,
from Fig. 3 at temperature T , the limiting grain diam-
eter can be calculated by Eq. (9), d = 2RZ . Above we
consider the general case where the grain size distribution
is determined by some TCR not necessarily equal to the
thermodynamic temperature in a thermoelectric device.
The grain boundary width δgb and Kapitza resistance
RK were studied using MD by the direct method with
voids at the grain boundary [5, 29]. δgb increases with
temperature as δgb = δ0(Tm−T )−1/2, where Tm = 924◦C
is the melting temperature [30] and δ0 = 289 nm K
1/2
is a fitting parameter for data collected from Ref. [5].
RK is inversely proportional to the heat capacity and
is constant above the Debye temperature [31]. MD
simulations show that RK in the presence of voids at
the grain boundary depends on void coverage, χV , as
RK = RnvK (1 − χV )−1 where RnvK refers to the void-free
case.
We plot the result of Eq. 13 in Fig. 4 at dv = 8%.
We show a family of curves κeff(T ) for different thermal
coarsening temperatures TCR. This provides information
about thermal conductivity necessary to design thermo-
electric devices. A comparison between curves shows the
effect of nanostructuring. The lattice thermal conduc-
tivity can be reduced nearly in half by grain boundaries
pinned by voids. κeff(T ) increases slower than in bulk,
so the differences are largest at the lowest temperatures.
In conclusion, by combining MD simulations with a
phase-field model, we determine the lattice thermal con-
ductivity of porous polycrystalline PbTe. It can be re-
duced by 35% by anisotropic grain boundaries pinned
by voids. The reduction in conductivity is larger when
5the sample has not first been heated at higher tempera-
tures, thus questioning the usefulness of nanostructuring
for thermoelectric efficiency at high temperatures. Fur-
thermore, although the increase in void content reduces
lattice conductivity, high void fractions can result in loss
of plasticity and other undesirable effects [32, 33].
This study sheds light into the general question of the
metastability of polycrystalline samples against the single
crystal. We have shown that grain growth is arrested by
voids pinned at grain boundaries, with the size of voids
and grains being determined by vacancy concentration
and temperature. A similar phenomenon may be induced
by impurities, instead of or in addition to voids [24].
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6Supplementary Material for “Thermal conductivity of porous
polycrystalline PbTe”
I. SIMULATION AND MODEL DETAILS
The phase-field model presented in the main manuscript was implemented to study grain
growth in porous polycrystalline PbTe and void stability. The Cahn-Hilliard diffusion equation and
the Allen-Cahn equation (Eqs. 1 and 2 in the main manuscript) were solved using model parameters
obtained from molecular dynamics (MD) simulations and first-principles calculations. The three-
dimensional simulation box was discretized in a Cartesian grid under periodic boundary conditions
and these equations were solved at each grid point after each time step using finite differences and
the forward Euler time integration method. In the study of grain growth, the grid spacing is set to
∆x = 6.43 nm and the simulation box is formed by a randomly generated polycrystalline structure
which follows the Voronoi tessellation [1] and a distribution of equally spaced voids. The grid spacing
is reduced to ∆x = 6.43 A˚ in the study of void stability in a simulation box containing one void at
the center and in the absence of grain boundaries. Simulation boxes of different size containing up
to 4803 grid points were used to confirm the independence of results on box size, and the final results
were obtained from the statistical average over up to eight independent simulations, where the initial
number of grains ranged between 1000 and 55000. The parameters used for these simulations are
reported in Table I.
TABLE I. PbTe properties used in the simulations. The statistical uncertainties of the diffusion coefficient and grain
boundary mobility are 7% and 2%, respectively. The uncertainty in the grain boundary energy, σ0, is negligible.
The diffusion coefficient, D, and grain boundary mobility, m¯, follow the Arrhenius law in temperature, Dv(T ) =
D0e
−qD/kBT and m¯(T ) = m0e−qm/kBT [2], where D0 and m0 are the temperature-independent parameters and qD
and qm are activation energies, respectively. The temperature-independent parameters and activation energies were
obtained by fitting the values calculated via MD simulations to the above expressions, in the temperature interval of
300− 1000 K.
Property Value
Temperature-independent diffusion coefficient, D0 3.80 · 10−3 cm−2/s
Activation energy of the diffusion coefficient, qD 0.46 eV
Formation enthalpy, hv 1.21 eV
Mixing term f2 0.07 eV
Mixing term f3 −3.47 eV
Mixing term f4 2.19 eV
Grain boundary energy, σ0 2410 mJ/m
2
Temperature-independent grain boundary mobility, m0 1.5 m s
−1MPa−1
Activation energy of the grain boundary mobility, qm 0.027 eV
Molar volume, Vm 41.03 cm
3/mol
Sink strength at grain boundaries, sGBv 0.02 nm
−1
Vacancy generation/annihilation rate, sGv 1 nm
−1
The diffusion coefficient was calculated from the mean square displacement of atoms in
classical MD simulations, in the presence of a Schottky defect [3, 4],
Dv =
1
6Nt
N∑
i
(~ri(t)− ~ri(0))2 . (14)
In an MD simulation at constant temperature, the diffusion coefficient is calculated from the mean
square displacements of the closest atom to each of the N vacancies in the simulation box for a time
t. ~ri(t) is the position of the atom i at time t. All MD simulations performed in the present study
7were run using the force field of Ref. [5]. In the study of grain growth in porous polycrystalline
PbTe, voids are immobile and their size is fixed.
The free energy defined in the main manuscript (Eq. 4) corresponds to the bulk free energy of
the system in the absence of grain boundaries. The model parameters hv, f2, f3 and f4 are determined
by enforcing the following conditions: a void and a region in which the vacancy concentration is in
equilibrium are equally stable and their local free energy is equal to zero. Voids are defined as
structures where the vacancy concentration is equal to 0.999, and the equilibrium values for PbTe
were taken from Ref. [6]. These conditions mean that the free energy and its first derivative when
cv = 0.999 and cv = c
eq
v where cv is the concentration of Schottky defects and c
eq
v is the equilibrium
value taken from Ref. [6], are equal to zero. They result in the profile observed in Fig. 5, where the
insets show the behavior close to the minima.
0.0 0.2 0.4 0.6 0.8 1.0
vacancy concentration, cv
0.00
0.05
0.10
0.15
0.20
0.25
0.30
En
er
gy
 p
er
 d
ef
ec
t [
eV
]
300 K
500 K
1000 K
0.998 1.000
0.0000
0.0002
10 12 10 8 10 4
0
21e 7
FIG. 5. Chemical free energy of a system with vacancies and voids.
The grain boundary energy and mobility were obtained from energy-minimization calcula-
tions and MD simulations, respectively. The grain boundary energy, σ, is calculated from the excess
free energy due to the presence of one grain boundary as
σ =
E −NE0
A
, (15)
where E is the total energy, E0 is the energy per atom in the bulk material, A is grain boundary
area, and N is the number of atoms in the simulation cell.
The calculation of grain boundary mobilities requires the study of the grain boundary velocity
during grain boundary motion as a function of the driving pressure. For this study, we ran MD
simulations using a bicrystal, the force field of Ref. [5], and an additional artificial potential, uξ,
applied to the atoms of one of the grains forming the simulation box. This artificial potential
corresponds to predefined forces added to the atoms at the grain boundary to favor the growth of
one grain. Although this potential has no physical meaning, it has been proved that the mobilities
do not depend on the driving force [7, 8]. In a bicrystal formed by two grains where one of them
presents a higher free energy per atom, the interface always moves towards the grain with the higher
free energy to reduce the overall free energy of the system [8]. The artificial potential used to provide
8the driving force has been proposed by Janssens [7] and later adapted in the LAMMPS code [9, 10]
to describe a lattice with 6, instead of 12, first neighbors. The potential energy added to each atom
in one of the grains is given by:
uξ(~ri) =

0 for ξi < ξl,
V
2
(1− cos(2ωi)) for ξl < ξi < ξh,
V for ξh < ξi,
(16)
where ξi is the order parameter of each atom i given by a sum over its six first neighbors:
ξi =
6∑
j
|~rj − ~rIj |. (17)
Here, ~rIj is the nearest ideal lattice site of crystal I to ~rj. The crystal I is the grain whose atoms won’t
experience the additional potential. Atoms with ξi < ξl belong to this grain, atoms with ξh < ξi
belong to the other grain and receive the extra potential energy, and atoms with intermediate values
are at the grain boundary and are subject to an artificial force. The limits ξh and ξl take the
values 0.25 and 0.75, respectively, to ensure that forces are only added to atoms located at the grain
boundary. The parameter ωi is defined as
ωi =
pi
2
(
ξi − ξl
ξh − ξl
)
. (18)
According to this definition, the atoms of one of the grains experience an additional potential that
goes to zero once they migrate into the other grain. The parameter V determines the energy per
atom added associated with a specific element type [7] and is set to V = 1 kcal/mol per atom.
The grain boundary energy and mobility calculated in LAMMPS were compared with phe-
nomenological models proposed in the literature. The energy of one grain boundary between two
grains with relative misorientation θ is approximated as [11, 12]:
σ(θ) =
{
σ0
θ
θm
(
1− ln
(
θ
θm
))
θ < θm,
σ0 θ > θm,
(19)
where the parameters σ0 and θm are independent of misorientation and temperature. This equation
is obtained directly from Dislocation Theory [12], where a grain boundary is considered as an array
of dislocations. This energy saturates to σ0 at large angles, except for special angles in which the
lattices match (coincidence site lattices, CSLs [8, 12–14]). For simplicity, these cases are not taken
into account in the present study. θm is the angle at which the grain boundary energy becomes
constant and equal to σ0. It is obtained, together with σ0, by fitting the MD data reported in Fig.
6 (red circles) with Eq. 19. The fitted values are σ0 = 2410 mJ/m
2 and θm = 20
◦. The effect
of the inclination angle, i.e. the angle between the grain boundary and the plane perpendicular to
the misorientation axis between adjacent grains, on grain growth is negligible in comparison with
the effect of the misorientation angle [15]. Therefore, σ0 is often considered also independent of
inclination [15, 16].
Similarly, the mobility of a grain boundary also depends on the misorientation angle [17]:
m(θ, T ) = m¯(T )
(
1− e−5(θ/θm)4
)
, (20)
where m¯(T ) = m0 exp(−qm/kBT ) is now temperature-dependent. The temperature-independent
mobility, m0, and the corresponding activation energy, qm, are obtained by fitting m¯(T ) for temper-
atures in the range 300-1000 K. These models are in a good agreement with our results, as can be
9seen in Fig. 6. While the dependence of mobility and energy on the misorientation angle is impor-
tant for small angles, the dependence on the misorientation axis is small. Therefore, in practice we
use the same value, averaged over bicrystals with different misorientation axes, for all axes.
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FIG. 6. Grain boundary energy and mobility as a function of the misorientation angle in a 〈100〉 tilt boundary. Red
dots represent the relative grain boundary energy and were calculated using Eq. 15 in a bicrystal containing 2 grains
with different misorientation angles. The red line corresponds to Eq. 19 with θm = 20
◦ and σ0 = 2410 mJ/m2. The
relative grain boundary mobility as a function of the misorientation is plotted with blue squares. Results for the
mobility were obtained from MD simulations using the artificial potential described by Eq. 16 and are compared with
the model described by Eq. 20 (blue line). These results show a distinction between low-angle and high-angle grain
boundaries [8].
II. MEAN GRAIN SIZE DISTRIBUTION IN POLYCRYSTALLINE PBTE
We ran eight independent phase-field simulations to study grain growth in porous polycrys-
talline PbTe. These were started from a Voronoi structure with a variable number of grains (see
above) to study the evolution of the mean grain size and their distribution over time. In ideal grain
growth, the mean grain size grows until the single crystal is reached following a parabolic law (Eq.
6 in the main manuscript) and the grain size distribution remains unchanged. We observed that the
grain size distribution tends to match Hillert’s distribution.. Hillert’s distribution is given by [18]:
f
(
r
〈r0〉
)
=
3γ¯3/2ρ¯ r〈r0〉((
ρ¯ r〈r0〉
)2
− γ¯ρ¯ r〈r0〉 + γ¯
)5/2
× e
− 3
√
γ¯√
4−γ¯
(
arctan
(
2ρ¯ r〈r0〉
−γ¯
√
γ¯(4−γ¯)
)
+arctan
(
γ¯√
γ¯(4−γ¯)
))
, (21)
where r is the grain size, 〈r0〉 is the mean grain size and γ¯ and ρ¯ are fitting parameters. This model
describes normal grain growth, as we can see in Fig. 7 in the absence of voids (dv = 0%). In Fig.
8, we observe that the presence of voids produces a shift from Hillert’s distribution to a log-normal
distribution, where the latter is the best fit when comparing to a selection of suitable distribution
functions available in the literature. Dispersion and secondary peaks at the tail can be due to the
10
presence of voids and anisotropic grain boundaries. This deviation from Hillert’s distribution may
be caused by the breaking of scale-invariance shown in Fig. 1 (inset) in the main manuscript, on
which Hillert’s distribution relies.
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FIG. 7. Evolution of the grain size distribution at the initial configuration (red) the steady state regime (blue), when
it can be described by the Hillert’s distribution with ρ¯ = 1.0± 0.05 and γ¯ = 2.12± 0.03. This simulation corresponds
to the polycrystal under the equilibrium vacancy concentration at 500 K after 50 µs.
III. FREE ENERGY REQUIRED TO FORM A SPHERICAL-SHAPED VOID
The increase in free energy associated with the formation of one void in a infinite system is
given by classical nucleation theory (CNT) [21]:
∆GCNTV = 4pir
2
vσv −
4pir3v
3Ω
kBT ln
(
CV
CeqV
)
, (22)
where σv is the void-solid interfacial energy, Ω is the atomic volume, CV is the total vacancy concen-
tration and CeqV is the equilibrium vacancy concentration at temperature T . CV includes vacancies
in bulk and vacancies forming voids. If the simulation box is large enough, CV can be approximated
by the vacancy concentration in bulk. This free energy presents a maximum at a critical void size
when d(∆GCNTV )/drv = 0, i.e.
rcrv =
2Ωσv
kBT ln
(
CV
CeqV
) . (23)
The Cahn-Hilliard equation (Eq. 1 in the main manuscript) was solved numerically to study
how stable voids are in vacancy-oversaturated PbTe. Voids with different sizes are placed in the center
of the simulation box to determine how their size evolves over time. Simulations were run at different
temperatures (300−900 K) and under different bulk vacancy concentrations (cbulkv = 0.1, 0.05, 0.01).
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FIG. 8. Evolution of the grain size distribution in the steady state regime in the presence of voids (dv = 8%) at 300
K. This simulation corresponds to the saturated polycrystal at 300 K after 100 µs. Different distributions functions
found in literature are compared: Hillert’s [18], log-normal [19], normal and Weibull’s distribution [20]. The best
match is obtained with the log-normal distribution.
We observed that voids are stable at intermediate temperatures but not at high temperatures because
the high vacancy mobility at high temperatures promotes diffusion and can more easily destabilize
voids, especially small ones. At low temperatures, the mobility is too low and vacancies take longer to
get together. On the other hand, it is observed that if the number of vacancies is low, the formation
of voids is more complicated and their cut-off radius is larger. These effects can be seen in Fig. 9.
Since the simulation box is large enough for the vacancy concentration in bulk to be roughly constant,
our results are fitted to Eq. 23 (lines). Seeing that the time required to equilibrate voids in the
presence of small vacancy concentrations can be hours or days, we extrapolate the critical void size
to a corresponding bulk vacancy concentration cbulkv = 10
−4, which is more realistic experimentally,
using Eq. 23 (red curve in Fig. 9). At 500 K, the cut-off radius would be around 5 nm.
In the main manuscript, we go beyond and consider two voids. In this case, entropic effects
are accounted for by an additional phenomenological term in the free energy:
∆GV = 2 · 4pir2vσv − 2 ·
4pir3v
3Ω
kBT ln
(
CV
CeqV
)
+ γvr
s
v, (24)
where γv and s are constants. To determine the exponent s, we also studied the free energy change
to form a void containing nV vacancies in a material with NV ≥ nV vacancies occupying Ns available
sites. In this finite system, the free energy change to form one void can be written as a function of
the enthalpy, ∆H, and entropy, ∆S, as follows [22]:
∆G1 = 4pir
2
vσv + ∆H − T∆S, (25)
where:
∆H = −hV nV , (26)
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FIG. 9. Cut-off radius (void size) at different temperatures and different vacancy concentrations. Voids smaller than
this cut-off size dissolve, while voids with a radius bigger than the cut-off are stable and can grow. At higher temper-
atures, the vacancy diffusion coefficient is higher and vacancies annihilate faster. Hence, small voids are destabilised,
and the cut-off radius is larger. On the other hand, at higher vacancy concentrations, smaller concentration gradients
promote the existence of smaller voids. Lines correspond to Eq. 23.
∆S = kB ln
(
(Ns − nV )!(NV )!
(Ns)!(NV − nV )!
)
. (27)
In a system containing multiple voids, there is an additional entropy. The entropy contribution of
a system containing two voids can be easily characterized. Let’s consider one void containing 2nV
vacancies and then split into two voids of size rv. If the second void is placed far enough from the
central vacancy of the first vacancy, the number of configurations can be described by the following
configuration number:
g =
(
Ns − 8nV
1
)
. (28)
Therefore, the free energy of a system containing two voids can be written as
∆G2 = 8pir
2
vσv − 2hV nV − kBT ln
(
(Ns − 2nV )!(NV )!
(Ns)!(NV − 2nV )! (Ns − 8nV )
)
(29)
In a finite system, the vacancy concentration in bulk, cbulkv , decreases once vacancies move
into a void, while our phase-field simulations were performed at constant cbulkv . This is because our
system is subject to an external vacancy source that keeps this concentration constant (through the
term sGBv ). Therefore, our system is equivalent to the infinite system with the free energy given by
Eq. 24. However, Eq. 24 and Eq. 29 should coincide if the finite system is large, and the exponent s
can be derived comparing the two equations. Equation 29 was fitted to a function with a functional
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FIG. 10. Fitting of Eq. 29 to the functional form of Eq. 24 for different exponents s. The blue dots correspond to Eq.
29 and were obtained taking values for hV that reproduce a metastable void size, while σV was obtained via Eq. 23
and Fig. 9. Lines correspond to Eq. 24 for different exponents s, where γv is a fitting parameter. Standard deviations
of the fits are reported in Table II.
TABLE II. Standard deviation of the fits of Eq. 29 to the functional form of Eq. 24 for different exponents s. Exponent above
s = 4 produce equally good fits.
Error (%)
3 4 5 6
∆G2V 9.28 0.51 0.52 0.56
form as that of Eq. 24. The best fit is obtained when the integer s is equal to 4, as we can see in
Fig. 10 and Table II.
It is interesting to note that an analysis of void-void interactions through elastic energy
leads to the same scaling. We used energy-minimization calculations to study the nature of these
interactions between voids. We observed that, in the absence of grain boundaries, the void-void
interaction is repulsive, as we can see in Fig. 11. In Fig. 12 we study the void-void interaction in
polycrystalline PbTe. In the latter case, the presence of voids in the polycrystalline material results
in an inter-void interaction mediated by grain boundaries, which can have a stronger effect in the
presence of higher void densities. Here we compare the void-void interaction energy in bulk and
polycrystalline PbTe, and we observe that the force exerted on each void scales as ∝ r4v in the latter
case. This change means that the force on each void is affected by Zener pinning.
We applied Eq. 24 to the study of metastable voids in real applications. In a system where
the vacancy concentration in bulk is cbulkv = 10
−4, the cut-off radius at 500 K is equal to 8lc ≈ 5.2 nm
(red line in Fig. 9). This cut-off radius corresponds to a maximum in free energy. If the parameter
σv is the same as in Fig. 9 and γv in Eq. 24 is chosen in such a way that a second minimum with
∆GV = 0 exists, then a metastable void size emerges, which stabilizes voids of critical size larger
than the one predicted by the standard model, as seen in Fig. S9(a). Systems containing no voids
and voids with the metastable size are then equally favourable. From Fig. S9(b), it is possible to
see that the monomial term in Eq. 24 falls linearly with temperature, so this term can be seen as an
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FIG. 11. Void-void interaction energy in PbTe in the absence of grain boundaries, calculated using LAMMPS after
performing an energy minimisation of the system. The interaction energy is calculated from the excess energy
associated with the change in the inter-void distance when the void radius is 1.62 nm.
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FIG. 12. Analysis of the void-void interaction energy in (a) bulk and (b) polycrystalline PbTe for different void sizes,
rv, and inter-void distances, lvv , calculated using LAMMPS via energy minimization. Two voids with equal size, rv,
are placed in the simulation box separated by a distance lvv . In the polycrystalline material, both voids are at the
grain boundary. Red lines correspond to the functional form −dE/dlvv = ar4v, where a is a fitting parameter. The
force on each void associated with Zener pinning scales as r4v (b), while this dependence is not observed in the absence
of grain boundaries (a). This implies the existence of a void-void interaction mediated by the grain boundary.
entropy contribution (−T∆S) due to the redistribution of particles. The study of Eq. 24 at different
temperatures is shown in Fig. S9(c). Experimental studies confirm the presence of such metastable
voids in real-life PbTe samples [23].
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