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GENERALISED CARTAN INVARIANTS OF SYMMETRIC
GROUPS
ANTON EVSEEV
Abstract. Ku¨lshammer, Olsson, and Robinson developed an ℓ-analogue of
modular representation theory of symmetric groups where ℓ is not necessarily a
prime. They gave a conjectural combinatorial description for invariant factors
of the Cartan matrix in this context. We confirm their conjecture by proving
a more precise blockwise version of the conjecture due to Bessenrodt and Hill.
1. Introduction
Fundamental theory of representations of a finite group G over an algebraically
closed field of characteristic ℓ > 0 was developed by Brauer. An essential feature
of ℓ-modular representation theory is the construction of two sets of class functions
defined on the elements of G of order prime to ℓ, namely, the irreducible Brauer
characters and the projective indecomposable characters (see e.g. [16, Chapter 2]).
These sets are dual to each other with respect to the usual scalar product. Further,
there is a natural partition of each of these sets (as well as the set of ordinary irre-
ducible characters of G) into disjoint subsets that correspond to the ℓ-blocks of G.
For the symmetric group Sn, Ku¨lshammer, Olsson, and Robinson [14] generalised
character-theoretic aspects of Brauer’s theory to the case when ℓ is not necessar-
ily a prime and developed an analogue of block theory in this case. We begin by
reviewing some of their definitions.
For any finite groupG, denote by Irr(G) the set of ordinary irreducible characters
of G and by C(G) the abelian group Z[Irr(G)] of virtual characters of G. Let
ℓ, n ∈ N. An element g ∈ Sn is called ℓ-singular if the decomposition of g into
disjoint cycles includes at least one cycle of length divisible by ℓ. Define
P(Sn) = {ξ ∈ C(G) | ξ(g) = 0 for all ℓ-singular g ∈ Sn}.
Let {φt}t∈T be a Z-basis of P(Sn), indexed by a finite set T . The ℓ-modular
Cartan matrix of Sn is the T × T -matrix Cartℓ(n) = (〈φt, φt′〉)t,t′∈T , where 〈·, ·〉 is
the usual scalar product of class functions. In this paper we are only concerned with
the invariant factors of Cartℓ(n). They do not depend on the choice of the basis.
(If ℓ is prime, then projective indecomposable characters defined with respect to ℓ
form a basis of P(Sn).)
The set Irr(Sn) is parameterised by the partitions of n in a standard way, and
we write sλ for the irreducible character corresponding to a partition λ. If λ =
(λ1, . . . , λt) is a partition (so that λ1 ≥ · · · ≥ λt > 0), we write |λ| =
∑
i λi and
l(λ) = t.
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Let ρ be a partition which is an ℓ-core (see [12, §2.7]) and e = |ρ|. We denote
by Irr(Sn, ρ) the set of sλ ∈ Irr(Sn) such that ρ is the ℓ-core of λ. Then Irr(Sn, ρ)
is the (combinatorial) ℓ-block, as defined in [14]. Write C(Sn, ρ) = Z[Irr(Sn, ρ)] and
P(Sn, ρ) = P(Sn) ∩ C(Sn, ρ). It follows from [14, Corollary 4.3] that P(Sn) =
⊕ρP(Sn, ρ), where ρ runs over all ℓ-cores.
Define the Cartan matrix Cartℓ(Sn, ρ) to be the Gram matrix of a Z-basis of
P(Sn, ρ) (that is, replace P(Sn) by P(Sn, ρ) in the definition of Cartℓ(n)). Sup-
pose that n = e + ℓw for some w ∈ Z≥0 (otherwise, C(Sn, ρ) = 0). The integer w
is called the weight of the block in question. By [14, Theorem 6.1], the invariant
factors of Cartℓ(n, ρ) depend only on ℓ and w.
Let Par be the set of all partitions and Par(w) be the set of partitions of w. Let
λ = (λ1, . . . , λt) ∈ Par. If j ∈ N, denote by mj(λ) the number of indices i such
that λi = j. If p is a prime, write vp(k) for the p-adic valuation of k ∈ N and
(1.1) dp(k) = vp(k!) =
∞∑
i=1
⌊
k
pi
⌋
.
For r ∈ Z≥0, define
(1.2) cp,r(λ) =
∑
j∈N
0≤vp(j)<r
(
(r − vp(j))mj(λ) + dp(mj(λ))
)
.
If ℓ ∈ N and ℓ =
∏
i p
ri
i is the prime factorisation of ℓ, set
(1.3) ϑλ(ℓ) =
∏
i
p
cp,ri(λ)
i
(see [3, Definition 3.5]).
Let a, b ∈ Z≥0. Write a
⋆b for the sequence a, . . . , a with b entries. Define k(b, a)
to be the number of tuples (λ(1), . . . , λ(b)) of partitions such that
∑b
i=1 |λ
(i)| = a.
If R ⊂ R′ are rings and A and B are R′-valued a× b-matrices, then A and B are
said to be equivalent over R if there exist U ∈ GLa(R) and V ∈ GLb(R) such that
B = UAV . (If the ring R is not specified, it is assumed to be Z.) The main aim
of this paper is to prove the following result, conjectured by Bessenrodt and Hill
(see [3, Conjecture 5.3]).
Theorem 1.1. Let ℓ ≥ 2 and w be integers. Let ρ be an ℓ-core and n = |ρ| +
ℓw. Then the matrix Cartℓ(n, ρ) is equivalent to the diagonal matrix with diagonal
entries
ϑℓ(λ)
⋆k(ℓ−2,w−|λ|),
where λ runs over all partitions such that |λ| ≤ w.
We note that the size of the diagonal matrix in Theorem 1.1 is k(ℓ − 1, w).
Remark 1.2. For prime numbers ℓ, the elementary divisors of Cartℓ(n, ρ) were
determined by Olsson [17]. Further, under the assumption that ri ≤ pi for each
i in the above factorisation, Theorem 1.1 was proved in [3] using results of [10].
Formulae for determinants of Cartℓ(n, ρ) were given in [4, 5].
If k ∈ N and π is a set of primes, let kπ be the greatest a ∈ N such that a | k and
all prime divisors of a belong to π. Write (ℓ, k) for the greatest common divisor of
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ℓ and k, and let π(ℓ, k) be the set of primes that divide ℓ/(ℓ, k). For each λ ∈ Par,
set
rℓ(λ) =
∞∏
k=1
[(
ℓ
(ℓ, k)
)⌊mk(λ)/ℓ⌋
·
⌊
mk(λ)
ℓ
⌋
!π(ℓ,k)
]
.
The following corollary describes the invariant factors of Cartℓ(n). It was conjec-
tured by Ku¨lshammer, Olsson, and Robinson (see [14, Conjecture 6.4]) and follows
from Theorem 1.1 by [3, Theorem 5.2].
Corollary 1.3. Let ℓ, n ∈ N. The Cartan matrix Cartℓ(n) is equivalent to the di-
agonal matrix with diagonal entries rℓ(λ) where λ runs through the set of partitions
λ = (λ1, . . . , λt) of n such that ℓ ∤ λi for all i.
Remark 1.4. By a result of Donkin (see [7, Section 2, Remark 2]), the invariant
factors of Cartℓ(n) are the same as those of the Cartan matrix of an Iwahori–Hecke
algebra Hn(q) defined over any field where q is a primitive ℓ-th root of unity. In
fact, Donkin’s argument shows that Cartℓ(n, ρ) is equivalent to the Cartan matrix of
any block of weight w in Hn(q). Thus, Theorem 1.1 gives a description of invariant
factors of blocks of Hn(q).
The main step in the proof of Theorem 1.1 is to establish Theorem 3.15, conjec-
tured by Hill [10] (as well as Corollary 3.17, which follows from it). These results
describe the invariant factors of a certain Par(w)×Par(w)-matrix, which is defined
in Section 3 and denoted by X = X
(s,s)
ℓ,w .
Remark 1.5. In [10, Theorem 1.1], Hill describes the invariant factors of the Shapo-
valov form on the basic representation of any simply-laced affine Kac–Moody al-
gebra in terms of the invariant factors of X . Thus, the proof of Theorem 3.15
completes a combinatorial description of the invariants of these Shapovalov forms.
Using results of Hill [10], Bessenrodt and Hill [3] proved that Theorem 1.1 is
implied by Theorem 3.15. Their reduction relies on the translation of the problem
to Hecke algebras Hn(q) where q is an ℓ-th root of unity (see Remark 1.4) and on
results that relate the Grothendieck groups of finitely generated projective Hn(q)-
modules to the basic representation of the affine Kac–Moody algebra of type A
(1)
ℓ−1
(see [2], [9, Theorem 14.2] and [13, Chapter 9]). In Section 3 we give a more
direct and elementary proof of the reduction of Theorem 1.1 to Theorem 3.15 that
uses only character theory of symmetric groups and wreath products. Our proof
relies on an isometry constructed by Rouquier [18] between the block C(Sn, ρ) of
Theorem 1.1 and the “principal ℓ-block” of the wreath product Sℓ ≀ Sw and on a
result concerning class functions on wreath products proved in [8].
Intermediate results proved in Section 3 show that certain matrices studied by
Hill in [10] may be interpreted naturally in terms of scalar products of class functions
on G≀Sw , where G is a finite group. These matrices are related to the inner product
〈·, ·〉ℓ defined by Macdonald on the space of symmetric functions (see Remark 3.16).
The results of this paper determine the invariant factors of these matrices (see
Corollary 3.18).
Theorem 3.15 is proved in Sections 4 and 5. In Section 4 we use Brauer’s char-
acterisation of characters to reduce Theorem 3.15 to the problem of finding the
invariant factors of a certain matrix Y with rows and columns indexed only by the
partitions λ such that all parts λi are powers of a fixed prime p (cf. the definitions
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before Theorem 4.9). Finally, in Section 5, we establish the invariant factors of Y
by a direct combinatorial argument and thereby complete the proof of Theorem 1.1.
Remark 1.6. An important Z-grading on the Iwahori–Hecke algebras Hn(q) (and,
more generally, on cyclotomic Hecke algebras of type A) was discovered by Brundan
and Kleshchev [6]. Recently, Ando, Suzuki, and Yamada [1] and Tsuchioka [20]
have obtained formulae for determinants of graded Cartan matrices and proposed
conjectures concerning their invariant factors. In particular, [20, Conjecture 7.17]
generalises the statement of Theorem 1.1 (in the case when ℓ is a prime power).
2. Notation and preliminaries
In this section we introduce some general notation and review standard results
that are used in the paper, in particular, those related to class functions on sym-
metric groups. Throughout, Z≥0 and N denote the sets of nonnegative and positive
integers respectively. If a, b ∈ Z, we write [a, b] = {i ∈ Z | a ≤ i ≤ b}.
Matrices. Let T and Q be sets. If A is a T ×Q-matrix, that is, a matrix with rows
indexed by T and columns indexed by Q, we write Atq for the (t, q)-entry of A.
In Section 3, Antq denotes the n-th power of Atq (on the other hand, (A
n)tq is the
(t, q)-entry of An). All matrices considered will have only finitely many non-zero
entries in each row and each column, so matrix multiplication is unambiguously
defined even for infinite matrices. By diag{(at)t∈T } we denote the diagonal T ×T -
matrix with (t, t)-entry equal to at for each t. We write A
tr for the transpose of a
matrix A. The identity T × T -matrix is denoted by IT .
Let R ⊂ R′ be rings. As usual, GLT (R) denotes the group of invertible R-valued
T × T -matrices A such that A−1 is R-valued. Two R′-valued T × Q-matrices A
and B are said to be row equivalent over R if there exists U ∈ GLT (R) such that
B = UA. The row space of A over R is the R-span of the rows of A as elements of
(R′)Q, the free R′-module of vectors indexed by Q.
Tuples and partitions. Let T be a set and w ∈ Z≥0. We define I(T ) to be the
set of maps j : T → Z≥0 such that j(t) = 0 for all but finitely many t ∈ T . Further,
Iw(T ) is the set of j ∈ I(T ) such that
∑
t j(t) = w.
Suppose that T is a finite set. Denote by PMap(T ) the set of all maps from T
to Par. If λ ∈ PMap(T ), define |λ| =
∑
t∈T |λ(t)|. Set
PMapw(T ) = {λ ∈ PMap(T ) | |λ| = w}.
Note that k(b, a) = |PMapa([1, b])| for all a, b ∈ Z≥0.
The sum of two partitions λ and µ is defined as the partition obtained by re-
ordering the sequence (λ1, . . . , λl(λ), µ1, . . . , µl(µ)). In particular, if λ ∈ PMap(T ),
then mj(
∑
t∈T λ(t)) =
∑
tmj(λ(t)) for all j ∈ N. The sum of n copies of λ is
denoted by λ⋆n.
Class functions on symmetric groups. Let Λ = ⊕w≥0 C(Sw). For any finite
group G write CF(G) for the set of Q-valued class functions on G. Then ΛQ = Q⊗Z
Λ may be identified with ⊕w≥0CF(Sw). The scalar product 〈·, ·〉 on ΛQ is defined
via the standard scalar product on CF(Sw) in such a way that the components
CF(Sw) are orthogonal.
By a graded basis of ΛQ we mean a Q-basis u = (uλ)λ∈Par such that (uλ)λ∈Par(w)
is a basis of CF(Sw) for every w. If u = (uλ) and v = (vλ) are graded bases of ΛQ,
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we say that (u, v) is a dual pair if 〈uλ, vµ〉 = δλµ for all λ, µ ∈ Par, where δλµ is the
Kronecker delta.
If G,H are finite groups and φ ∈ CF(G), ψ ∈ CF(H), then the outer tensor
product φ ⊗ ψ ∈ CF(G × H) is defined by (φ ⊗ ψ)(g, h) = φ(g)ψ(h). If w =
w1+· · ·+wn (wi ≥ 0), then the direct product of the symmetric groups Sw1 , . . . , Swn
is viewed as a subgroup of Sw (known as a Young subgroup) in the usual way.
An element f ∈ ΛQ is graded if f ∈ CF(Sw) for some w. In this case we write
deg(f) = w. If f and f ′ are graded elements of ΛQ of degrees d and w respectively,
then their product is defined by
ff ′ = Ind
Sd+w
Sd×Sw
f ⊗ f ′.
With this product, ΛQ becomes a (graded) Q-algebra. The symbol Π, applied to
elements of ΛQ, means this product. When applied to sets or groups, Π represents
the usual direct product.
By A×w we mean the direct product of w copies of a set or a group A. If φ is
a class function on a group G, we write φ⊗w = φ ⊗ · · · ⊗ φ ∈ CF(G×w). If U ≤ V
are abelian groups, then V ⊗w is the tensor product (over Z) of w copies of V , and
U⊗w is viewed as a subgroup of V ⊗w in the obvious way.
We will denote by gλ an element of S|λ| of cycle type λ ∈ Par. We set
(2.1) zλ =
∏
i∈N
imi(λ)mi(λ)! = |CS|λ|(gλ)|.
We will use graded bases p = (pλ), p˜ = (p˜λ), s = (sλ), h = (hλ) of ΛQ defined as
follows:
• pλ(gµ) = zλδλµ for all µ ∈ Par(|λ|);
• p˜λ(gµ) = δλµ, so that p˜λ = z
−1
λ pλ;
• sλ is the usual irreducible character of S|λ| labelled by the partition λ
(see [12, Eq. 2.3.8]), as in Section 1;
• hn = s(n) and hλ = hλ1 · · ·hλt , where λ = (λ1, . . . , λt).
Note that (p, p˜) and (s, s) are dual pairs.
While we find it convenient to use notation usually reserved for symmetric func-
tions, the elements just defined are to be viewed as class functions on symmetric
groups, and our arguments are essentially character-theoretic. One may identify
Λ with the ring of symmetric functions via the isomorphism of [15, §I.7]. With
this identification, the elements pλ, sλ and hλ are the same as those defined in [15,
§I.2–3].
3. Scalar products of class functions on wreath products
We begin this section by summarising some notation and results concerning
class functions on wreath products; for more detail, see [8, §2.3 and §4.1]. Let G
be a finite group and w ∈ Z≥0. The wreath product G ≀ Sw consists of the tuples
(x1, . . . , xw;σ) with xi ∈ G and σ ∈ Sw. The group operation is defined by
(x1, . . . , xw;σ)(y1, . . . , yw; τ) = (x1yσ−1(1), . . . , xwyσ−1(w);στ),
where we use the standard left action of Sw on [1, w]. If w = 0, then G ≀ S
w is the
trivial group.
By a cycle in Sw we understand either a non-identity cyclic permutation in Sw
or a 1-cycle (i) for some i ∈ [1, w]. Whenever (i) is to be viewed as an element of
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Sw, it is interpreted as the identity element. The support of (i) is defined as {i},
while the support of a non-identity cycle σ is the set of points in [1, w] moved by
σ. By o(σ) we mean the order of a cycle σ, with the order of (i) defined to be 1.
A tuple σ1, . . . , σn is called a complete system of cycles in Sw if these cycles have
disjoint supports and
∑
i o(σi) = w.
Whenever σ is a cycle in Sw and x ∈ G, we set
yσ(x) = (1, . . . , 1, x, 1, . . . , 1;σ) ∈ G ≀ Sw,
where x appears in an entry belonging to the support of σ (say, the first such
entry). There is a unique equivalence relation on G ≀ Sw satisfying the follow-
ing rule: if σ1, . . . , σn is a complete system of cycles, two elements of the form
(u1, . . . , uw; τ) and yσ1(x1) · · · yσn(xn) are equivalent if and only if τ = σ1 · · ·σn
and xj = utuσ−1j (t)
· · ·u
σ
−(o(σj )−1)
j
for all j ∈ [1, n], where t is the smallest element
of the support of σj (cf. [12, Eq. 4.2.1]). Each equivalence class contains exactly one
element of the form yσ1(x1) · · · yσn(xn) with σ1, . . . , σn being a complete system,
and the equivalence class of such an element has size |G|w−n. By [12, Theorem
4.2.8], any two equivalent elements of G ≀ Sw are G ≀ Sw-conjugate (even G
×w-
conjugate). By the same theorem, if σ1, . . . , σn is a complete system, two elements
yσ1(x1) · · · yσn(xn) and yσ1(u1) · · · yσn(un) are G ≀Sw-conjugate if and only if there
is a permutation τ of [1, n] such that o(σj) = o(στj) and xj is G-conjugate to uτj
for all j ∈ [1, n].
If φ ∈ CF(G), we define φ⊗˜w ∈ CF(G ≀ Sw) by setting
φ⊗˜w(yσ1(x1) · · · yσn(xn)) = φ(x1) · · ·φ(xn).
In the case when φ is a character afforded by a QG-module, φ⊗˜w is afforded by a
corresponding Q(G ≀ Sw)-module: see [12, Lemma 4.3.9]. Consider a tuple
(3.1) Ξ = ((φ1, f1), . . . , (φn, fn))
where φi ∈ CF(G) and each fi is a graded element of ΛQ. Let wi = deg(fi) and
suppose that w =
∑
iwi. Then we define
(3.2) ζΞ = Ind
G≀Sw∏
i(G≀Swi)
n⊗
i=1
(
φ⊗˜wii · Inf
G≀Swi
Swi
fi
)
.
Here, Inf
G≀Swi
Swi
fi is the inflation of fi, sending every g ∈ G ≀ Swi to fi(gG
×wi), and
· is the inner tensor product: (f · f ′)(g) = f(g)f ′(g) for all g. In the important
special case when Ξ = ((φ, f)) with f ∈ CF(Sw), we have
ζΞ = ζ(φ,f) = φ
⊗˜w · InfG≀SwSw f.
Let T be a finite set and φ : T → CF(G). For every λ ∈ PMapw(T ) define ζ
(φ)
λ
to be equal to ζΞ where
(3.3) Ξ = ((φ(t), sλ(t)) | t ∈ T ).
If T is a subset of CF(G) and φ is the identity map, we will write ζλ instead of ζ
(φ)
λ .
These definitions are motivated, in part, by the fact that
(3.4) Irr(G ≀ Sw) = {ζλ | λ ∈ PMapw(Irr(G))}
and the characters ζλ are distinct for different λ ∈ PMapw(Irr(G)) (see [12, Theorem
4.3.34]).
GENERALISED CARTAN INVARIANTS OF SYMMETRIC GROUPS 7
For every λ ∈ Par(w) and χ ∈ CF(G ≀ Sw) define ωλ(χ) ∈ CF(G
×l(λ)) by
ωλ(χ)(x1, . . . , xn) = χ(yσ1(x1) · · · yσn(xn))
where n = l(λ) and σ1, . . . , σn form a complete system of cycles in Sw with o(σi) =
λi for each i. We will view ωλ(χ) as an element of CF(G)
⊗l(λ).
Let X be a finitely generated subgroup of the abelian group CF(G). The sub-
group X ≀ Sw of CF(G ≀ Sw) is defined to be the Z-span of the class functions ζΞ
over all tuples Ξ as in (3.1) such that φi ∈ X and fi ∈ Λ for all i. A subgroup U of
a free abelian group V is said to be pure in V if for every v ∈ V such that nv ∈ U
for some n ∈ Z− {0} we have v ∈ U .
Theorem 3.1 ([8, Theorem 4.8 and Lemma 4.6]). Let X be a pure subgroup of
C(G). Then X ≀Sw is precisely the set of all ξ ∈ C(G ≀Sw) such that ωλ(ξ) ∈ X
⊗l(λ)
for all λ ∈ Par(w).
If T is a finite set, let Iw(T ) denote the set of all maps j : T → Z≥0 such that∑
t∈T j(t) = w.
Lemma 3.2. Let X be a finitely generated subgroup of the abelian group CF(G).
Let B be a Z-basis of X . Then the class functions ζλ, λ ∈ PMapw(B), form a
Z-basis of X ≀ Sw.
Proof. First, we show that X ≀Sw is equal to the Z-span V of the class functions ζλ,
λ ∈ PMapw(B). We argue by induction on w. Consider a generator ζΞ of X ≀ Sw,
where Ξ is as in (3.1) (with φi ∈ X and fi ∈ Λ for all i). We are to show that
ζΞ ∈ V . By (3.2) and the inductive hypothesis, we immediately obtain ζΞ ∈ X ≀Sw
unless deg(fi) = 0 for all but one i. So we may assume that Ξ = (φ, f) for some
φ ∈ X and f ∈ Λ. Write φ =
∑
ψ∈B nψψ, where nψ ∈ Z. By [8, Lemma 2.5], we
have
φ⊗˜w =
∑
j∈Iw(B)
∏
ψ∈B
n
j(ψ)
ψ
 IndG≀Sw∏
ψ G≀Sj(ψ)
⊗
ψ∈B
ψ⊗˜j(ψ)
 .
By the inductive hypothesis, the summand corresponding to j lies in V provided
j(ψ) < w for all ψ ∈ B. However, if j(ψ) = w for some ψ, then the corresponding
summand nwψψ
⊗˜w belongs to V by definition. Hence, φ⊗˜w ∈ V , and it follows that
ζ(φ,f) = φ
⊗˜w · InfG≀SwSw f ∈ V .
Let X ′ = Q[X ] ∩ C(G), where Q[X ] is the Q-span of X in CF(G). Then X ′ is
a pure subgroup of C(G) and has dimension |B|. Let B′ be a Z-basis of X ′. Let
λ = (λ1, . . . , λn) ∈ Par(w) and ψ1, . . . , ψn ∈ B. Write ψ for the tuple (ψ1, . . . , ψn).
Due to the above description of conjugacy classes of G ≀ Sw, there exists a unique
ξλ,ψ ∈ CF(G≀Sw) such that ωλ(ξλ,ψ) = ψ1⊗· · ·⊗ψn and ωµ(ξλ,ψ) = 0 for all µ 6= λ.
Clearly, the class functions ξλ,ψ constructed in this way are linearly independent
overQ. The number of such pairs (λ,ψ) is k(|B|, w). Indeed, a bijection from the set
of these pairs onto PMapw(B
′) is constructed as follows: (λ,ψ) 7→ ν ∈ PMapw(B
′)
where ν(ψ) is the partition obtained by ordering the tuple (λi | ψi = ψ) (for each
ψ ∈ B′). Let (λ,ψ) be one of these pairs. Then ωµ(ξλ,ψ) ∈ (X
′)⊗l(µ) for all
µ ∈ Par(w). Further, tξλ,ψ ∈ C(G ≀ Sw) for some t ∈ N. Hence, by Theorem 3.1,
tξλ,ψ ∈ X
′ ≀ Sw. Therefore,
dimQ(Q⊗Z (X ≀ Sw)) = dimQ(Q ⊗Z (X
′ ≀ Sw)) ≥ k(|B|, w) = |PMapw(B)|.
The result follows. 
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Remark 3.3. Theorem 3.1 is not really needed to prove linear independence in
Lemma 3.2: for example, one can generalise the proofs of [8, Proposition 7.3 and
Corollary 7.4].
Fix ℓ ∈ N. As in Section 1, let ρ be an ℓ-core partition, with |ρ| = e. Let
Irrpri(Sℓ) = {s(ℓ−i,1i) | i ∈ [0, ℓ− 1]}.
(We write 1i instead of 1⋆i.) Write CFpri(Sℓ) for the Q-span of Irrpri(Sℓ). As in [8,
Definition 3.3], let
Irrpri(Sℓ ≀ Sw) = {ζλ | λ ∈ PMapw(Irrpri(Sℓ))}
and Cpri(Sℓ ≀ Sw) = Z[Irrpri(Sℓ ≀ Sw)]. (If ℓ is a prime, then Irrpri(Sℓ ≀ Sw) is the set
of irreducible characters belonging to the principal ℓ-block of Sℓ ≀ Sw.)
Let x ∈ Sℓ be an ℓ-cycle. Define Ppri(Sℓ ≀Sw) to be the set of all ξ ∈ Cpri(Sℓ ≀Sw)
such that
(3.5) ξ(yσ1(x)yσ2 (z2) · · · yσr (zr)) = 0
whenever σ1, . . . , σn is a complete system in Sw and z2, . . . , zn ∈ Sℓ. By [18,
The´ore`me 2.11], there exists an isomorphism F : C(Sℓw+e, ρ) → Cpri(Sℓ ≀ Sw) of
abelian groups such that F is an isometry. Moreover, we have F (P(Sℓw+e, ρ)) =
Ppri(Sℓ ≀ Sw) due to the commutative diagram in the statement of [18, The´ore`me
2.11], if one interprets the vertical arrows of that diagram using The´ore`me 2.6 and
Corollaire 2.10 of [18]. (See also the proof of [8, Theorem 3.7].)
Let ξ ∈ Ppri(Sℓ ≀ Sw) and µ ∈ Par(w). Write n = l(µ). By (3.5), the class
function ωµ(ξ) belongs to the Q-vector space V of all α ∈ CF(S
×n
ℓ ) such that
α(z1, . . . , zn) = 0 whenever at least one zi is an ℓ-cycle. We have dimQ V = j
n
where j is one less than the number of conjugacy classes in Sℓ. Since j is the Z-rank
of P(Sℓ), the Z-rank of P(Sℓ)
⊗n is jn. Clearly, P(Sℓ)
⊗n ⊂ V . Hence, V is the Q-
span of P(Sℓ)
⊗n. Since P(Sℓ) is pure in C(Sℓ), we have P(Sℓ)
⊗n = V ∩C(Sℓ)
⊗n.
By [8, Lemma 4.11], ωµ(ξ) ∈ C(Sℓ)
⊗n. Hence, ωµ(ξ) ∈ P(Sℓ)
⊗n.
Further, by Theorem 3.1, ωµ(ξ) ∈ Cpri(Sℓ)
⊗n for all µ. Let X = Cpri(Sℓ)∩P(Sℓ).
Since both Cpri(Sℓ) and P(Sℓ) are pure in C(Sℓ), one easily sees that
X⊗n = Cpri(Sℓ)
⊗n ∩P(Sℓ)
⊗n ∋ ωµ(ξ).
Therefore, by Theorem 3.1, Ppri(Sℓ ≀ Sw) = X ≀ Sw.
For each i ∈ [0, ℓ − 2] let βi = s(ℓ−i,1i) + s(ℓ−i−1,1i+1). (When ℓ is prime, βi
are the projective indecomposable characters of the principal block of Sℓ.) By [12,
Eq. 2.3.17], s(ℓ−i,1i)(x) = (−1)
i for each i. Therefore, the set B = {βi}
l−2
i=0 is a
Z-basis of X . By Lemma 3.2, it follows that the set {ζλ}λ∈PMapw(B) is a Z-basis of
X ≀ Sw = Ppri(Sℓ ≀ Sw). Since F preserves scalar products and maps P(Sℓw+e, ρ)
onto X ≀ Sw, we have proved the following result.
Proposition 3.4. The matrix Cartℓ(ℓw + e, ρ) is equivalent to the PMapw(B) ×
PMapw(B)-matrix with (λ, µ)-entry equal to 〈ζλ, ζµ〉.
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Observe that the Gram matrix (〈βi, βj〉)0≤i,j≤ℓ−2 is
(3.6)

2 1 0 · · · 0 0
1 2 1 · · · 0 0
0 1 2
. . .
... 0
...
...
. . .
. . .
. . .
...
0 0 · · ·
. . . 2 1
0 0 0 · · · 1 2

After conjugation by the diagonal matrix with the (i, i)-entry equal to (−1)i, this
becomes the classical Cartan matrix of type Aℓ−1. As is well known, the invariant
factors of this matrix are ℓ, 1, 1, . . . , 1 (with 1 appearing ℓ− 2 times).
This observation and Proposition 3.4 suggest the following general problem:
given a finite set T and a map φ : T → C(G) for a finite group G, describe the
invariant factors of the PMapw(T ) × PMapw(T )-matrix (〈ζ
(φ)
λ , ζ
(φ)
µ 〉)λ,µ in terms
of the invariant factors of the T × T -matrix (〈φ(t), φ(q)〉)t,q∈T . In the case when
|T | = 1, the answer is given by Theorem 3.15, which is proved in Sections 4 and 5,
and by Corollary 3.17. The rest of this section is devoted to an unsurprising reduc-
tion of the general problem to the case |T | = 1 (see Corollary 3.18).
Definition 3.5. Let u = (uλ) and v = (vλ) be graded bases of ΛQ. Let A be a T×Q-
matrix, where T and Q are finite sets. Then A≀(u, v) is the PMap(T )×PMap(Q)-
matrix defined by
(A≀(u, v))λµ =
=
∑
ν
(∏
t
〈
uλ(t),
∏
q p˜ν(t,q)
〉
·
∏
q
〈
vµ(q),
∏
t pν(t,q)
〉
·
∏
t,q
A
l(ν(t,q))
tq
)
,(3.7)
where ν runs through PMap(T ×Q) and t, q run through T,Q respectively.
Note that the summand indexed by ν in the above formula is zero unless |λ| =
|ν| = |µ|. Write A≀w(u, v) for the PMapw(R) × PMapw(T )-submatrix of A
≀(u, v).
Then A≀(u, v) is block-diagonal, with blocks equal to A≀w(u, v), w ≥ 0. The preced-
ing definition is motivated by the following result.
Lemma 3.6. Let φ : T → CF(G) and ψ : Q → CF(G) be arbitrary maps, where
T,Q are finite sets and G is a finite group. Let A = (〈φ(t), ψ(q)〉)t∈T, q∈Q. Then
for every w ≥ 0 and λ ∈ PMapw(T ), µ ∈ PMapw(Q), we have
〈ζ
(φ)
λ , ζ
(ψ)
µ 〉 = A
≀w(s, s)λµ.
First, we prove a simpler lemma.
Lemma 3.7. Let G be a finite group and φ, ψ ∈ CF(G). If λ, µ ∈ Par(w), then
〈ζ(φ,pλ), ζ(ψ,p˜µ)〉 = δλµ〈φ, ψ〉
l(λ).
Proof. The proof is similar to that of [8, Lemma 7.2]. Observe that ζ(φ,pλ) vanishes
outside the preimage in G≀Sw of the conjugacy class of Sw consisting of the elements
of cycle type λ. A similar statement holds for ζ(ψ,p˜µ), so the lemma holds if λ 6= µ.
Assume that λ = µ and fix a complete system of cycles σ1, . . . , σn with orders
λ1, . . . , λn in Sw, where n = l(λ). With respect to the equivalence relation on G≀Sw
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described above, the equivalence class of an element of the form yσ1(x1) · · · yσn(xn)
contains exactly |G|w−n elements, which are all conjugate to yσ1(x1) · · · yσn(xn).
Also, σ = σ1 · · ·σn has w!/zλ conjugates in Sw. Therefore,
〈ζ(φ,pλ), ζ(ψ,p˜λ)〉 = (zλ|G|
n)−1pλ(σ)p˜λ(σ)
∑
x1,...,xn∈G
n∏
i=1
φ(xi)ψ(x
−1
i ) = 〈φ, ψ〉
n. 
Proof of Lemma 3.6. One may parameterise the double
∏
t S|λ(t)|-
∏
q S|µ(q)|-cosets
in Sw by the maps j ∈ Iw(T ×Q) such that
(3.8)
∑
q
j(t, q) = |λ(t)| for all t ∈ T and
∑
t
j(t, q) = |µ(q)| for all q ∈ Q.
Here, as usual, the double coset containing g ∈ Sw corresponds to the map j
defined by S|λ(t)| ∩
gS|µ(q)| ≃ Sj(t,q), where S|λ(t)| and S|µ(q)| are the appropriate
direct factors of the two Young subgroups being considered. Using the definition of
ζ
(φ)
λ and ζ
(ψ)
µ (see (3.2)) and applying the Mackey formula, we see that 〈ζ
(φ)
λ , ζ
(ψ)
µ 〉 =∑
j aj where the sum is over all j ∈ Iw(T ×Q) satisfying (3.8) and the summands
are
(3.9) aj =
〈
Res
∏
t L≀S|λ(t)|∏
t,q L≀Sj(t,q)
⊗
t
ζ(φ(t),sλ(t)), Res
∏
q L≀S|µ(q)|∏
t,q L≀Sj(t,q)
⊗
q
ζ(ψ(q),sµ(q))
〉
.
Note that, whenever D is a finite set, i ∈ Iw(D), α ∈ CF(G), and f ∈ ΛQ, we have
(3.10) ResL≀Sw∏
d∈D L≀Si(d)
ζ(α,f) = ζ(
α,ResSw∏
d Si(d)
f
).
Fix a map j ∈ Iw(T ×Q) satisfying (3.8). For every q ∈ Q,
(3.11) Res
S|µ(q)|∏
t Sj(t,q)
sµ(q) =
∑
ν
(
〈sµ(q),
∏
t pν(t)〉 ·
⊗
t p˜ν(t)
)
,
where the sum is over all ν ∈ PMap|µ(q)|(T ) such that ν(t) = j(t, q) for all t.
Indeed, 〈sµ(q),
∏
t pν(t)〉 is the value of the character sµ(q) on an element of cycle
type
∑
t ν(t). Similarly, for every t ∈ T ,
(3.12) Res
S|λ(t)|∏
t Sj(t,q)
sλ(t) =
∑
η
(
〈sλ(t),
∏
q p˜η(q)〉 ·
⊗
q pη(q)
)
,
where the sum is over all η ∈ PMap|λ(t)|(T ) such that |η(q)| = j(t, q) for all q. After
using (3.10) and substituting (3.11) and (3.12), Eq. (3.9) becomes
aj =
∑
η, ν
(∏
t
〈sλ(t),
∏
q p˜η(t,q)〉 ·
∏
t
〈sµ(q),
∏
t pν(t,q)〉 ·
∏
t,q
〈ζ(φ(t), pη(t,q)), ζ(ψ(q), p˜ν(t,q))〉
)
=
∑
ν
(∏
t
〈sλ(t),
∏
q p˜η(t,q)〉 ·
∏
q
〈sµ(q),
∏
t pν(t,q)〉 ·
∏
t,q
〈φ(t), ψ(q)〉l(ν(t,q))
)
.
Here η and ν run through the set of elements of PMapw(T ×Q) such that |η(t, q)| =
j(t, q) = |ν(t, q)| for all t, q, and the second equality holds by Lemma 3.7. Summing
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over all j satisfying (3.8), we obtain
〈ζ
(φ)
λ , ζ
(ψ)
µ 〉 =
∑
j
aj
=
∑
ν
(∏
t
〈sλ(t),
∏
q p˜ν(t,q)〉 ·
∏
q
〈sµ(t),
∏
t pν(t,q)〉 ·
∏
t,q
A
l(ν(t,q))
tq
)
,
where ν now runs through the elements of PMapw(T ×Q) such that
∑
q |ν(t, q)| =
|λ(t)| for all t and
∑
t |ν(t, q)| = |µ(q)| for all q. Moreover, this formula remains
true if we sum over all ν ∈ PMap(T ×Q), as the extra summands are all equal to
0. Comparing with Definition 3.5, we deduce the result. 
Remark 3.8. Let (u, v) be any dual pair of graded bases of ΛQ. Lemma 3.6 remains
true if one replaces A≀(s, s) by A≀(u, v) and replaces sλ in the definitions of ζ
(φ)
λ
and ζ
(ψ)
µ (cf. (3.3)) by uλ and vλ respectively.
In the remainder of this section, T,Q,Z denote arbitrary finite sets. Let M be a
Par×Par-matrix. The PMap(T )×PMap(T )-matrixM⊗T is defined by (M⊗T )λµ =∏
t∈T Mλ(t),µ(t). Thus,M
⊗T may be identified with the tensor product of |T | copies
of M . If u = (uλ) and u
′ = (u′λ) are graded bases of Λ, the transition matrix
M(u, u′) is the Par×Par-matrix defined by the identity
(3.13) uλ =
∑
µ∈Par
M(u, u′)λµu
′
µ for all λ ∈ Par .
Let M(u, u′;w) be the Par(w) × Par(w)-submatrix of M(u, u′). Then M(u, u′) is
block-diagonal with blocks M(u, u′;w), w ≥ 0.
Lemma 3.9. Let A be a T × Q-matrix. Suppose that (u, v) and (u′, v′) are dual
pairs. Let M = M(u, u′). Then
A≀(u, v) = M⊗TA≀(u′, v′)(M−1)⊗Q.
Proof. Due to the duality conditions, we have M(v, v′) = (M tr)−1. That is,
(3.14) vλ =
∑
µ∈Par
(M−1)µλv
′
µ for all λ ∈ Par .
Substituting (3.13) and (3.14) into (3.7), one obtains the result after a straightfor-
ward calculation. 
Remark 3.10. The remaining proofs of this section (except for those of Lemmas 3.12
and 3.13) use essentially the same arguments as those presented in [10, Sections
3,4,6] and [3, Section 3], applied to a slightly more general situation.
Let A be a T ×Q-matrix, where T,Q are finite, and let n ∈ Z≥0. Denote by 〈T 〉
a Q-vector space with basis T . The n-th symmetric power Symn(〈T 〉) has a basis
that consists of the monomials
∏
t∈T t
i(t) where i runs through In(T ). It is easy
to see that, with respect to this basis and the analogous basis of Symn(〈Q〉), the
matrix Symn(A) of the n-th symmetric power of the operator A : 〈T 〉 → 〈Q〉 may
be described as follows:
(3.15) Symn(A)ij =
∑
f
∏
t∈T
(
i(t)
(f(t, q))q∈Q
)∏
t,q
A
f(t,q)
tq
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where the sum is over all f ∈ In(T × Q) such that
∑
q f(t, q) = i(t) for all t and∑
t f(t, q) = j(q) for all q. Here, i ∈ In(T ), j ∈ In(Q) are arbitrary, and(
i(t)
(f(t, q))q∈Q
)
=
i(t)!∏
q∈Q f(t, q)!
is the binomial coefficient. Due to functoriality of symmetric powers, we have
(3.16) Symn(AB) = Symn(A)Symn(B)
whenever the product AB of matrices is defined.
Proposition 3.11. Suppose that (u, v) is a dual pair. Let A be a T × Q-matrix
and B a Q× Z-matrix. Then
(AB)≀(u, v) = A≀(u, v)B≀(u, v).
Proof. We begin with the case when u = p and v = p˜. Note that, if (λi)i is a tuple
of partitions and α =
∑
i λ
i, then pα =
∏
i pλi (cf. [15, §I.2]). Also, recall that
p˜λ = z
−1
λ pλ for all λ and that (p, p˜) is a dual pair. Using these facts and applying
Definition 3.5, we obtain
(3.17) A≀(p, p˜)λµ =
∑
ν
(∏
t
zλ(t) ·
∏
t,q
z−1ν(t,q)A
l(ν(t,q))
tq
)
for all λ ∈ PMapw(T ), µ ∈ PMapw(Q), where the sum is over all ν ∈ PMap(T ×Q)
such that
∑
q ν(t, q) = λ(t) for all t and
∑
t ν(t, q) = µ(q) for all q.
In particular, A≀(p, p˜) = 0 unless
∑
t λ(t) =
∑
q µ(q). So we have a block-
diagonal decomposition of A≀(p, p˜), with blocks indexed by maps j ∈ I(N): the
block of j is the intersection of the rows indexed by the maps λ ∈ PMap(T ) such
that
∑
tmd(λ(t)) = j(d) for all d ∈ N and the columns indexed by the maps
µ ∈ PMap(Q) such that
∑
qmd(µ(q)) = j(d) for all d.
If E is any finite set and α ∈ PMap(E), define α̂ = (α̂d)d∈N ∈
∏
d∈N I(E) by
α̂d(e) = md(α(e)) for all d ∈ N, e ∈ E (cf. [10, Notation 3.2]). Fix j ∈ I(N), and
let C(j) be the corresponding block of A≀(p, p˜). The map λ 7→ λ̂ is a bijection from
the set of rows of C(j) onto
∏
d∈N Ij(d)(T ). Similarly, µ 7→ µ̂ is a bijection from the
set of columns of C(j) onto
∏
d∈N Ij(d)(Q).
Consider a row λ and a column µ of the block j. Let ν ∈ PMap(T × Q), and
write i(d)(t, q) = ν̂d(t, q) for all d ∈ N, t ∈ T , q ∈ Q. Observe that ν satisfies the
conditions stated after Eq. (3.17) if and only if for each d ∈ N we have
∑
q i
(d)(t, q) =
λ̂
d
(t) for all t and
∑
t i
(d)(t, q) = µ̂d(q) for all q. If these conditions are satisfied,
then by (2.1) we have
zλ(t)
∏
q
z−1ν(t,q) =
∏
d∈Nmd(λ(t))!∏
d∈N
∏
qmd(ν(q, t))!
=
∏
d∈N
(
λ̂
d
(t)
(i(d)(t, q))q∈Q
)
for all t ∈ T.
Substituting this into (3.17), we obtain
C
(j)
λµ =
∏
d∈N
(∑
i(d)
∏
t
(
λ̂
d
(t)
(i(d)(t, q))q∈Q
)∏
t,q
A
i(d)(t,q)
tq
)
,
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where i(d) runs through the elements of Ij(d)(T ×Q) satisfying the above conditions
(for each d ∈ N). Comparing this with (3.15), we see that after the identifications
λ 7→ λ̂ and µ 7→ µ̂ the block C(j) becomes equal to⊗
d∈N
Symj(d)(A).
Due to (3.16), we deduce that
(3.18) (AB)≀(p, p˜) = A≀(p, p˜)B≀(p, p˜).
Now consider the general case and let M = M(u, p). Using Lemma 3.9 and
Eq. (3.18), we obtain
A≀(u, v)B≀(u, v) = (M⊗RA≀(p, p˜)(M−1)⊗T )(M⊗TB≀(p, p˜)(M−1)⊗Q)
=M⊗R(AB)≀(p, p˜)(M−1)⊗Q = (AB)≀(u, v). 
Lemma 3.12. Suppose that A is an integer T × Q-matrix. Then the entries of
A≀(s, s) are integers.
Proof. Let G be the cyclic group of order |T |, and let φ : T → Irr(G) be an arbitrary
bijection. For each q ∈ Q set ψ(q) =
∑
tAtqφ(q), so that A = (〈φ(t), ψ(q)〉)q,t . By
Lemma 3.6, the entries of A≀w(s, s) are of the form 〈ζ
(φ)
λ , ζ
(ψ)
µ 〉 where λ ∈ PMapw(T )
and µ ∈ PMapw(Q). By [8, Lemma 2.6], ζ
(φ)
λ , ζ
(ψ)
µ ∈ C(G ≀ Sw), so all entries of
A≀w(s, s) are integers. Since A≀(s, s) is block-diagonal with blocks A≀w(s, s), the
result follows. 
Lemma 3.13. We have I≀T (s, s) = IPMap(T ).
Proof. Let G be the cyclic group of order |T | and φ : T → Irr(G) a bijection. Let
w ∈ Z≥0. As we observed above (see (3.4)), the functions ζ
(φ)
λ , λ ∈ PMapw(T ),
are distinct irreducible characters of G ≀ Sw. Hence, by Lemma 3.6, A
≀w(s, s)λµ =
〈ζ
(φ)
λ , ζ
(φ)
µ 〉 = δλµ for all λ, µ ∈ PMapw(T ). 
Proposition 3.14. If A and B are equivalent T ×Q-matrices, then A≀w(s, s) and
B≀w(s, s) are equivalent.
Proof. The hypothesis means that there are matrices M ∈ GLT (Z) and N ∈
GLQ(Z) such that MAN = B. The matrices M
≀w(s, s), (M−1)≀w(s, s), N ≀w(s, s)
and (N−1)≀w(s, s) are integer-valued by Lemma 3.12. By Proposition 3.11 and
Lemma 3.13,
M ≀w(s, s)(M−1)≀w(s, s) = (IT )
≀w(s, s) = IPMapw(T ).
Thus, M ≀w(s, s) ∈ GLPMapw(T )(Z). Similarly, N
≀w(s, s) ∈ GLPMapw(Q)(Z). By
Proposition 3.11,
M ≀w(s, s)A≀w(s, s)N ≀w(s, s) = B≀w(s, s),
and the result follows. 
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Let ℓ ∈ Z. Applying Definition 3.5 to the 1×1-matrix (ℓ), set X
(u,v)
ℓ,w = (ℓ)
≀w(u, v)
for any graded bases u and v of ΛQ. That is, X
(u,v)
ℓ,w is the Par(w)× Par(w)-matrix
given by
(3.19) (X
(u,v)
ℓ,w )λµ =
∑
ν∈Par(w)
〈uλ, p˜ν〉〈vµ, pν〉ℓ
l(ν).
In particular,
(3.20) X
(p,p˜)
ℓ,w = diag{(ℓ
l(λ))λ∈Par(w)}.
By Lemma 3.9,
(3.21) X
(s,s)
ℓ,w =M(s, p;w)X
(p,p˜)
ℓ,w M(s, p;w)
−1.
Therefore, the determinant of X
(s,s)
ℓ,w is a power of ℓ (cf. [10, Section 6]).
In Sections 4 and 5 we will prove the following key result.
Theorem 3.15. Let p be a prime and r ≥ 0. Then the elementary divisors of
X
(s,s)
pr,w are
pcp,r(λ), λ ∈ Par(w).
Here, cp,r(λ) are the integers defined by (1.2).
Remark 3.16. In [15, §VI.10] Macdonald defined a bilinear form 〈·, ·〉ℓ on CF(Sw)
(for each ℓ ∈ N) by setting 〈pλ, pµ〉 = δλµℓ
l(λ)zλ for all λ, µ ∈ Par(w). By (3.20)
and (3.21), the invariant factors of this bilinear form restricted to C(Sw) are the
same as the invariant factors of X
(s,s)
ℓ,w (as {sλ}λ∈Par(w) is a Z-basis of C(Sw)).
Theorem 3.15, stated in terms of the form 〈·, ·〉pr , was proved by Hill for r ≤ p and
conjectured to hold in general: see [10, Theorem 1.3]. Our proof uses a different
approach to that of Hill. In fact, the arguments of Section 5 become much simpler
if r is large (more precisely, if pr > w): see Remark 5.2.
Recall that, for λ ∈ Par, the integer ϑλ(ℓ) is defined by (1.3) for ℓ > 0, and set
ϑλ(0) = 0.
Corollary 3.17. Let ℓ ∈ Z≥0. Then X
(s,s)
ℓ,w is equivalent to diag{(ϑℓ(λ))λ∈Par(w)}.
Proof. The result is clear for ℓ = 0, so assume that ℓ > 0. Let ℓ =
∏
i p
ri
i be the
prime factorisation of ℓ. Due to (3.20) and (3.21), we have X
(s,s)
ℓ,w =
∏
iX
(s,s)
p
ri
i ,w
,
where the product may be taken in any order. The result now follows from Theo-
rem 3.15 and the Chinese Remainder Theorem: see [10, Section 6] for details. 
Corollary 3.18. Suppose that a T ×T -matrix A is equivalent to diag{(at)t∈T } for
some at ∈ Z≥0. Then A
≀w(s, s) is equivalent to the diagonal matrix with diagonal
entries ∏
t∈T
ϑλ(t)(at), λ ∈ PMapw(T ).
Proof. Due to Proposition 3.14, we may assume that A = diag{(at)t∈T }. As Atq =
0 whenever t 6= q, Eq. (3.7) becomes
(3.22) A≀(s, s)λµ =
∑
ν∈Par
∏
t
(
〈sλ(t), p˜ν(t)〉〈sµ(t), pν(t)〉a
l(ν(t))
t
)
.
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In particular, A≀(s, s) is block-diagonal with blocks indexed by the maps j ∈ Iw(T ),
where a row or column indexed by λ intersects the block of j if and only if |λ(t)| =
j(t) for all t. Comparing (3.22) with (3.19), we see that the block indexed by j is
exactly ⊗
t∈T
X
(s,s)
at,j(t)
.
The result now follows from Corollary 3.17, as invariant factors are well-behaved
with respect to tensor products of matrices. 
Theorem 1.1 may be deduced as follows. Consider A = (〈βi, βj〉)0≤i,j≤ℓ−2, a
Cartan matrix of the principal ℓ-block of Sℓ (see (3.6)), so that A has invariant
factors ℓ, 1, . . . , 1. By Proposition 3.4 and Lemma 3.6, the matrix Cartℓ(Sℓw+e, ρ)
is equivalent to A≀w(s, s). Note that ϑλ(1) = 1 for all λ ∈ Par. Hence, by Corol-
lary 3.18, the matrix A≀w(s, s) is equivalent to
diag{(ϑλ(0)(ℓ))λ∈PMapw([0,ℓ−2])}.
Now for each λ ∈ Par with |λ| ≤ w, the number of maps λ ∈ PMapw([0, ℓ−2]) such
that λ(0) = λ is equal to |PMapw−|λ|([1, ℓ− 2])| = k(ℓ − 2, w − |λ|). So A
≀(s, s) is
equivalent to the diagonal matrix described in Theorem 1.1. Thus, it remains only
to prove Theorem 3.15.
4. Reduction to p-power partitions
From now on, we fix a prime p and r ∈ Z≥0. Also, we adopt the convention that
diagonal matrices are denoted by lower-case letters. If x = (xtq)t,q is a diagonal
matrix, we will write xt for xtt. Let w ≥ 0. Define the diagonal Par(w) × Par(w)-
matrix a = a(w) by aλ = p
rl(λ), so that a = X
(p,p˜)
pr ,w by (3.20).
Let M = M (w) be the transition matrix M(h, p˜;w) and X ′ = MaM−1. Due
to (3.21),
X ′ =M(h, s;w)X
(s,s)
pr ,wM(h, s;w)
−1.
It is well known that M(h, s;w) ∈ GLPar(w)(Z) (see [12, Eq. 2.3.7]), so X
′ is equiv-
alent to X
(s,s)
pr,w . (In fact, it is the matrix X
′ rather than X
(s,s)
pr ,w that is considered
in [10].)
Let λ, µ ∈ Par(w). Define Mλµ to be the set of all maps f : [1, l(µ)] → [1, l(λ)]
such that
∑
j∈f−1(i) µj = λi for all i ∈ [1, l(λ)]. Since hλ is the permutation
character corresponding to the Young subgroup
∏
i Sλi , we obtain
(4.1) Mλµ = |Mλµ| for all λ, µ ∈ Par(w)
after applying the definition of induced character (alternatively, see [15, Statement
I.6.9)]).
As usual, let Z(p) = {a/b | a, b ∈ Z, p ∤ b}, a subring of Q. Let Q be the
algebraic closure of Q and Z(p) be the integral closure of Z(p) in Q. For any
finite group G, let CF(G;Q) be the abelian group of Q-valued class functions on
G, and define the following subgroups of CF(G;Q): C(p)(G) = Z(p)[Irr(G)] and
C(p)(G) = Z(p)[Irr(G)].
Remark 4.1. We may work over Z(p) rather than Z when proving Theorem 3.15.
Indeed, since det(X ′) is a power of p, any diagonal matrix with p-power diagonal
entries which is equivalent to X ′ over Z(p) must be equivalent to X
′ (and hence
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to X) over Z. Thus, we may replace M in the formula X ′ = MaM−1 by any
matrix L which is row equivalent to M over Z(p), that is, such that the rows of
L span C(p)(Sw) (in the sense that is made precise below). In this section we will
use Brauer’s characterisation of characters to find an especially nice matrix L that
satisfies this property; in particular, L is block-diagonal with respect to a certain
partition of the set Par(w). This will considerably simplify the problem.
Let G be a finite group and h ∈ G be a p′-element (that is, an element of order
prime to p). Define a class function χG,h = χh ∈ CF(G;Q) as follows:
χh(g) =
{
1 if gp′ is G-conjugate to h,
0 otherwise.
Here, as usual, gp′ denotes the p
′-part of g (that is, gp′ is a p
′-element and g =
gpgp′ = gp′gp for some p-element gp ∈ G). Further, if P is a subgroup of CG(h),
define a map ResG,hP : CF(G;Q)→ CF(P ;Q) by
ResG,hP (ξ)(x) = ξ(hx) for all ξ ∈ CF(G,Q), x ∈ P.
The following standard lemma, which is a consequence of Brauer’s characterisa-
tion of characters, is key to the arguments of this section. (It will be used only in
the case G = Sw.)
Lemma 4.2. (i) χh ∈ C(p)(G);
(ii) Let ξ ∈ CF(G;Q). Suppose that for each p′-element h ∈ G we have ResG,hP ξ ∈
C(p)(P ) where P is a Sylow p-subgroup of CG(h). Then ξ ∈ C(p)(G).
Proof. Part (i) follows immediately from [11, Lemma 8.19].
We note that the hypothesis of part (ii) for a given p′-element h does not depend
of the choice of P because all Sylow p-subgroups of CG(h) are conjugate. By
Brauer’s characterisation of characters (see [11, Theorem 8.4]), the conclusion of (ii)
will follow once we show that ResGE(ξ) ∈ C(p)(E) for all elementary subgroups E of
G. For every such E we have E = Q×P where P is a p-group and Q is a p′-group.
Let Q be a set of representatives of the conjugacy classes of Q. Then
ResGE(ξ) =
∑
q∈Q
(χQ,q ⊗ Res
G,q
P (ξ)).
By the hypothesis, ResG,qP (ξ) ∈ C(p)(P ) for all q ∈ Q. Also, χQ,q ∈ C(p)(Q) by (i).
The result follows. 
Definition 4.3. Let T be a finite set. Let R be an integral domain with field of
fractions K. Denote by KT the vector space of row vectors v = (vt)t∈T with vt ∈ K.
If Q is a subset of T , define πQ : K
T → KT by
πQ(v)t =
{
vt if t ∈ Q,
0 if t /∈ Q.
(for t ∈ T )
Let T = ⊔iTi be a set partition of T and A be a finite T × T -matrix with entries in
K. Let V ⊂ KT be the row space of A over R. We say that A splits over R with
respect to the given set partition of T if πTi(V ) ⊂ V for all i.
We use this definition in the case T = Par(w) as follows. Let Np′ be the set
of all natural numbers that are prime to p. Denote by Par′(w) the set of all
GENERALISED CARTAN INVARIANTS OF SYMMETRIC GROUPS 17
partitions ν ∈ Par(w) such that νi ∈ Np′ for all i (such ν are called p-class regular
in [14]). Let ν ∈ Par′(w). Recall that gν ∈ Sw is a fixed element of cycle type ν.
For each ν ∈ Par′(w) define Par(w, ν) to be the set of all λ ∈ Par(w) such that∑
n≥0mjpn(λ)p
n = mj(ν) for all j ∈ Np′ . This leads to the set partition
(4.2) Par(w) =
⊔
ν∈Par′(w)
Par(w, ν).
Note that an element g ∈ Sw has cycle type belonging to Par(w, ν) if and only if
gp′ has cycle type ν. We will identify Q
Par(w) with CF(Sw) via
(4.3) v 7→
∑
λ∈Par(w)
vλp˜λ.
With this identification, C(Sw) is the row space of the character table M(s, p˜). The
row space of M = M(h, p˜;w) also equals C(Sw) since M(h, s;w) ∈ GLPar(w)(Z).
Let ξ ∈ C(Sw) be the character corresponding to a row of M . Then, for every
ν ∈ Par′(w), the class function χgν · ξ corresponds to πPar(w,ν)(ξ). However, by
Lemma 4.2(i), we have χgν · ξ ∈ C(p)(Sw). This means that M splits over Z(p)
with respect to the set partition (4.2). Since M is rational-valued, we deduce the
following more precise result using standard ring theory.
Proposition 4.4. The matrix M splits over Z(p) with respect to the set partition
Par(w) =
⊔
ν∈Par′(w) Par(w, ν).
We will use the following general result on split matrices.
Lemma 4.5. Let R be an integral domain with field of fractions K. Suppose that
T = ⊔iTi, where T is a finite set. Let A be a T × T -matrix with entries in K that
splits over R with respect to this set partition. Suppose that A is lower-triangular
with respect to some total order on T and that Att 6= 0 for all t ∈ T . Define the
T × T -matrix A˜ by
A˜tq =
{
Atq if t, q ∈ Ti for some i,
0 otherwise.
(t, q ∈ T )
Then A is row equivalent to A˜ over R.
Proof. Let < be the given total order on T , and write At for row t of A. It is
enough to prove the following: if t ∈ Ti and j 6= i, then
(4.4) πTj (At) =
∑
u∈T
u<t
αuAu for some coefficients αu ∈ R.
Indeed, applying (4.4) repeatedly, one easily obtains A˜ from A by elementary row
operations defined over R. To prove (4.4), note that, as A splits, we have πTj (At) =∑
u∈T αuAu for some αu ∈ R. Since A is lower-triangular with non-zero diagonal
entries, it follows that αu = 0 for all u ≥ t, so (4.4) holds. 
Let M˜ be the block-diagonal “truncation” of M defined as in the statement of
Lemma 4.5 with respect to the set partition Par(w) =
⊔
ν∈Par′(w) Par(w, ν). It is
well known (and easy to see from the definition) that M is lower-triangular with
respect to the lexicographic order on Par(w) and that the diagonal entries of M are
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non-zero. Hence, applying Proposition 4.4 and Lemma 4.5, we obtain the following
result.
Lemma 4.6. The matrices M and M˜ are row equivalent over Z(p).
Define Pow to be the set of all partitions λ = (λ1, . . . , λd) such that all parts λi
are integer powers of p. (This includes 1 = p0.) Write Pow(w) = Pow∩Par(w).
Define N = N (w) to be the Pow(w) × Pow(w)-submatrix of M (w)
Let M¯ = M¯ (w) be the Par(w)×Pow(w)-submatrix ofM (w). The following result
is an immediate consequence of Lemma 4.6, due to the block-diagonal structure of
M˜ (note that Pow(w) = Par(w, (1w))).
Lemma 4.7. The row spaces of M¯ (w) and N (w) over Z(p) are the same.
Define a map ι : Par→
∏
j∈Np′
Pow, λ 7→ (λj)j∈Np′ , by the identity mpn(λ
j) =
mjpn(λ) for all j ∈ Np′ , n ≥ 0. Let w ≥ 0 and ν ∈ Par
′(w). Then ι restricts to a
bijection from Par(w, ν) onto
∏
j∈Np′
Pow(mj(ν)), also denoted by ι. Let
L(ν) =
⊗
j∈Np′
N (mj(ν)),
so that L(ν) is a square matrix with rows and columns indexed by
∏
j Pow(mj(ν)).
Define a Par(w) × Par(w)-matrix L by
(4.5) Lλµ =
{
L(ν)ι(λ), ι(µ) if λ, µ ∈ Par(w, ν) for some ν ∈ Par
′(w),
0 otherwise,
so that L is block-diagonal with respect to the set partition (4.2).
Lemma 4.8. The matrices M and L are row equivalent over Z(p).
Proof. Let γ ∈ Par(w) and consider the class function ξγ ∈ CF(Sw) corresponding
to row γ of L (via the identification (4.3)). For each η ∈ Par′(w) let Pη be a
Sylow p-subgroup of CSw(gη). We will verify that ξγ satisfies the hypothesis of
Lemma 4.2(ii), i.e. that
(4.6) Res
Sw,gη
Pη
ξγ ∈ C(p)(Pη) for all η.
First, it follows from (4.5) that Res
Sw,gη
Pη
ξγ = 0 if γ /∈ Par
′(w, η).
Let ν ∈ Par′(w) be such that γ ∈ Par(w, ν). Consider an arbitrary partition
µ ∈ Par(w, ν). Write ι(γ) = (γj)j∈Np′ and ι(µ) = (µ
j)j∈Np′ . We have
(4.7) CSw(gν) =
∏
j∈Np′
(Cj ≀ Smj(ν)).
For each j, let Gj denote the usual complement to the base subgroup in the wreath
product Cj ≀ Smj(ν), so that G ≃ Smj(ν); we view Gj as a subgroup of Sw. Let Pj
be a Sylow p-subgroup of Gj . Since the index of
∏
j Gj in CSw (gν) is prime to p,
we may assume that Pν =
∏
j Pj . Consider an element x ∈ P defined by x =
∏
j xj
where xj ∈ Pj , viewed as an element of Smj(ν), has cycle type µ
j . Let gν =
∏
j gν,j
be the decomposition of gν with respect to the direct product (4.7), so that gν,j
has cycle type (j⋆mj(ν)) as an element of Sw. Since p ∤ j and xj is a p-element,
it is easy to see that the cycle type of gν,jxj ∈ Cj ≀ Smj(w) as an element of Sw is
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obtained from µj by multiplying each part by j. It follows that
∏
j(gν,jxj) ∈ Sw
has cycle type µ. Therefore, by (4.5),
ξγ(gµ) =
∏
j∈Np′
hγj(xj),
where hγj is viewed as a character of Gj thanks to the identification of that group
with Smj(ν). It follows that
ResSw,gνPν ξγ =
⊗
j∈Np′
Res
Gj
Pj
hγj ∈ C(Pν).
Thus, (4.6) holds in all cases. By Lemma 4.2(ii), we have ξγ ∈ C(p)(Sw). That
is, row γ of L belongs to the row space of M over Z(p). Since both L and M
are rational-valued, the same holds over Z(p). So the row space of L over Z(p) is
contained in that of M .
However, it is easy to see that det(M) = det(L). Indeed, one obtains explicit
expressions for det(M) and det(L) using the definition of L and the fact that the
matrices M and N are lower-triangular. The lemma follows. 
Set b = b(w) to be the Pow(w) × Pow(w)-submatrix of a = a(w), so that b
(w)
λ =
prl(λ) for all λ ∈ Pow(w). Define Y = Y (w) = NbN−1 (where N = N (w)). In
Section 5 we will prove the following result.
Theorem 4.9. The elementary divisors of Y are pcp,r(λ), λ ∈ Pow(w).
Assuming this, we can deduce Theorem 3.15 as follows. By Lemma 4.8, X ′ =
MaM−1 is equivalent to X ′′ = LaL−1 over Z(p). Recall that L is block-diagonal
with respect to the set partition Par(w) =
⊔
ν∈Par′(w) Par(w, ν). Since a is diagonal,
the matrix LaL−1 is block-diagonal with respect to the same set partition.
Consider the block X ′′(ν) of LaL−1 corresponding to ν ∈ Par′(w). If λ ∈
Par(w, ν) and ι(λ) = (λj)j∈Np′ , then l(λ) =
∑
j l(λ
j), so aλ =
∏
j b
(mj(ν))
λj . That
is, after we apply the identification ι to convert Par(w, ν) × Par(w, ν)-matrices
into (
∏
j Pow(mj(ν)))× (
∏
j Pow(mj(ν)))-matrices, the ν-block of a becomes equal
to ⊗j b
(mj(ν)); and, by (4.5), the ν-block of L becomes L(ν) = ⊗j N
(mj(ν)). So
X ′′(ν) becomes ⊗jY
(mj(ν)). Therefore, by Theorem 4.9, X ′′(ν) is equivalent over
Z(p) to the diagonal matrix with entries
∏
j p
cp,r(λ
j), where (λj)j runs through∏
j∈Np′
Pow(mj(ν)). But if λ ∈ Par(w, ν) is such that ι(λ) = (λ
j), then mjpt(λ) =
mpt(λ
j) for all j ∈ Np′ and t ≥ 0, and so
cp,r(λ) =
∑
n∈N
0≤vp(n)<r
(
(r − vp(n))mn(λ) + dp(mn(λ)))
)
=
∑
j∈Np′
r−1∑
t=0
(
(r − t)mpt(λ
j) + dp(mpt(λ
j))
)
=
∑
j∈Np′
cp,r(λ
j).
(The second equality is obtained by substituting n = jpt.) Hence, X ′′(ν) is
equivalent to diag{(pcp,r(λ))λ∈Par(w,ν)} over Z(p). Therefore, X
′′ is equivalent to
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diag{(pcp,r(λ))λ∈Par(w)} over Z(p), and hence over Z (see Remark 4.1). Since X is
equivalent to X ′′, we have shown that Theorem 3.15 is implied by Theorem 4.9.
5. Proof of Theorem 4.9
Recall that Theorem 4.9 is concerned with the Pow(w) × Pow(w)-matrix Y =
NbN−1 where Nλµ = |Mλµ| (cf. the definition before Eq. (4.1)) and bλ = p
rl(λ) for
all λ, µ ∈ Pow(w). Let z = diag{(zλ)λ∈Pow(w)} (see (2.1)).
Lemma 5.1. The matrix N is row equivalent to (N tr)−1z over Z(p).
Proof. Let m = (mλ) be the graded basis of CF(Sw) such that (h, m) is a dual pair
(cf. [15, Chapter I, Eq. (4.5)]). Since h is a Z-basis of C(Sw), the same is true
for m. Hence, the transition matrix M(m, p˜;w) is row equivalent to M (recall that
M = M(h, p˜;w)). Since (h, m) and (p, p˜) are dual pairs, M(m, p;w) = (M tr)−1.
Hence, M(m, p˜;w) = (M tr)−1zˆ, where zˆ = diag{(zλ)λ∈Par(w)}.
So (M tr)−1zˆ is row equivalent toM (over Z). On the other hand, by Lemma 4.6,
there exists U ∈ GLPar(w)(Z(p)) such that M = UM˜ . We have
(M tr)−1zˆ = ((UM˜)tr)−1zˆ = (U tr)−1
(
(M˜ tr)−1zˆ
)
.
Therefore, (M˜ tr)−1zˆ is row equivalent over Z(p) to M , and hence to M˜ . But M˜
and (M˜ tr)−1zˆ are both block-diagonal with respect to the decomposition Par(w) =⊔
ν∈Par′(w) Par(w, ν); and the blocks of these two matrices corresponding to ν =
(1w) are N and (N tr)−1z respectively. The result follows. 
Due to Lemma 5.1, Y = NbN−1 is equivalent over Z(p) to
(5.1) Y ′ = Nb((N tr)−1z)−1 = Nbz−1N tr.
Let λ ∈ Pow. In the sequel, we will write ni(λ) = mpi(λ) for all i ≥ 0. We define
partitions λ<r, λ≥r, λ¯ ∈ Pow as follows: for all i ≥ 0,
ni(λ
<r) =
{
ni(λ) if i < r,
0 otherwise,
(5.2)
ni(λ
≥r) = nr+i(λ),(5.3)
ni(λ¯) =

ni(λ) if i < r,∑
j≥r p
j−rnj(λ) if i = r,
0 if i ≥ r.
(5.4)
(Thus, |λ¯| = |λ| and λ¯ is obtained from λ by splitting all parts of size at least pr
into parts of size exactly pr.) Note that |λ| = |λ<r|+ pr|λ≥r |.
Let K denote the set of all κ ∈ Pow(w) such that κ = κ¯ (i.e. ni(κ) = 0 for all
i > r). For each κ ∈ K define
Powκ = {λ ∈ Pow(w) | λ¯ = κ}.
We have Pow(w) =
⊔
κ∈K Powκ(w). In the sequel, “blocks” of a Pow(w)×Pow(w)-
matrix are understood to be ones corresponding to this partition of Pow(w). In
particular, a Pow(w) × Pow(w)-matrix Z is said to be block-diagonal if Zλµ = 0
whenever λ¯ 6= µ¯. Further, Z is block-scalar if Zλµ = αλ¯δλµ for all λ, µ ∈ Pow(w),
where (ακ)κ∈K is a tuple of rational numbers.
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Remark 5.2. In the case when pr > w, we have Powκ(w) = {κ} for all κ ∈ K,
and the proof below becomes much simpler (in particular, see Remark 5.5). The
reader may find it helpful to consider the case pr > w in the first instance. Roughly
speaking, the proof in the general case is obtained by applying the (trivial) proof
for the case r = 0 “within blocks” and the proof for the case pr > w “between
blocks”.
For each λ ∈ Pow define
xλ =
∏
i≥0
ni(λ)! and
yλ =
∏
i≥0
pini(λ).
Note that zλ = xλyλ. Define x = diag{(xλ)λ∈Pow(w)} and y = diag{(yλ)λ∈Pow(w)}.
Define diagonal Pow(w) × Pow(w)-matrices x<r , x≥r, y<r, y≥r, y˜ as follows: for
all λ ∈ Pow(w),
x<rλ =
∏
0≤i<r
ni(λ)! = xλ<r ,
x≥rλ =
∏
i≥r
ni(λ)! = xλ≥r ,
y<rλ =
∏
0≤i<r
pini(λ) = yλ<r ,
y≥rλ =
∏
i≥r
p(i−r)ni(λ) = yλ≥r ,
y˜λ =
∏
i≥r
prni(λ).
It is easy to verify that
x = x<rx≥r and(5.5)
y = y<ry≥ry˜.(5.6)
Define a Pow(w) × Pow(w)-matrix C as follows:
(5.7) Cλµ =
{
N
(|λ≥r|)
λ≥r , µ≥r
if λ¯ = µ¯,
0 otherwise,
so that C is block-diagonal. For each κ ∈ K let C(κ) be the Powκ(w) × Powκ(w)-
submatrix of C. Let A = NC−1, so that
(5.8) N = AC.
Let
(5.9) b<r = by˜−1,
so that b<rλ = p
rl(λ<r) for all λ. Note that b<r, x<r and y<r are block-scalar, and
hence these matrices commute with C.
Let κ ∈ K. We have a bijection from Powκ(w) onto Pow(nr(κ)) given by
λ 7→ λ≥r. After relabelling of rows and columns via this bijection, C(κ) becomes
N (nr(κ)). Hence, by Lemma 5.1, C(κ) is row equivalent over Z(p) to the matrix
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((C(κ))tr)−1x≥r(κ)y≥r(κ), where x≥r(κ) and y≥r(κ) are the Powκ(w)×Powκ(w)-
submatrices of x≥r and y≥r respectively. So there is S(κ) ∈ GLParκ(w)(Z(p)) such
that
((C(κ))tr)−1x(κ)y(κ) = S(κ)C(κ).
Let S be the block-diagonal Pow(w) × Pow(w)-matrix with the κ-block equal to
S(κ) for each κ. Then
(5.10) (Ctr)−1x≥ry≥r = SC.
Define
(5.11) B = S−1AtrS.
We have
Y ′ = Nbx−1y−1N tr by (5.1)
= ACby˜−1(x<r)−1(y<r)−1(x≥r)−1(y≥r)−1CtrAtr by (5.5), (5.6), (5.8)
= ACb<r(x<r)−1(y<r)−1((Ctr)−1x≥ry≥r)−1Atr by (5.9)
= ACb<r(x<r)−1(y<r)−1C−1S−1Atr by (5.10)
= Ab<r(x<r)−1(y<r)−1S−1Atr since C commutes with b<r, x<r, y<r
= Ab<r(x<r)−1(y<r)−1BS−1 by (5.11).(5.12)
Let U = (x<r)−1A, so that
(5.13) A = x<rU.
Then
B = S−1AtrS = S−1U trx<rS = S−1U trSx<r
because S commutes with x<r (as S is block-diagonal and x<r is block-scalar).
Therefore, defining
(5.14) V = S−1U trS,
we have B = V x<r. Substituting this and (5.13) into (5.12), we obtain
Y ′ = x<rUb<r(x<r)−1(y<r)−1V x<rS.
Since S ∈ GLPow(w)(Z(p)), the matrix
(5.15) Y ′′ = x<rUb<r(x<r)−1(y<r)−1V x<r
is equivalent to Y ′, and hence to Y , over Z(p).
Remark 5.3. If we remove U and V from the product on the right-hand side of (5.15)
and simplify the resulting expression, we are left with b<rx<r(y<r)−1. An easy
calculation shows that vp(b
<r
λ x
<r
λ (y
<r
λ )
−1) = cp,r(λ) for all λ ∈ Pow(w) (see (5.29)
below). Hence, to prove Theorem 4.9, it is enough to show that removing U and
V from the product (5.15) does not change the invariant factors. Lemma 5.6 gives
general sufficient conditions for this to be true for products of this kind. The fact
that these conditions hold in our case is established at the end of the paper using
Lemma 5.4, which gives detailed information on the entries of U .
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For each λ ∈ Pow, define
eλ =
r−1∑
i=0
dp(ni(λ)),
fλ =
r−1∑
i=0
(r − i)ni(λ), and(5.16)
kλ = fλ − eλ.
Note that
eλ = vp(x
<r
λ ),(5.17)
fλ = vp(b
<r
λ )− vp(y
<r
λ ), and(5.18)
cp,r(λ) =
∑
0≤i<r
(
(r − i)ni(λ) + dp(ni(λ))
)
= fλ + eλ.(5.19)
Lemma 5.4. For all λ, µ ∈ Pow(w):
(i) Uλµ ∈ Z(p);
(ii) Uλµ = δλµ if λ¯ = µ¯;
(iii) vp(Uλµ) > kλ − kµ if λ¯ 6= µ¯.
Proof. We begin with (ii). Consider the block Powκ for a fixed κ ∈ K. Write N(κ),
A(κ), U(κ) for the Powκ×Powκ-submatrices of N,A,U respectively. We have
(5.20) N(κ) = xκC(κ),
that is to say, Nλµ = xκN
(|λ≥r|)
λ≥rµ≥r
for all λ, µ ∈ Powκ. Indeed, every f ∈ Mλµ
satisfies λf(i) = µi for all i ∈ [1, l(µ)] such that µi < p
r. Hence, such a map f
is determined by an element of Mλ≥r,µ≥r together with a permutation of the set
{i | µi = p
t} for each t ∈ [0, r − 1] (and the correspondence is bijective).
Using (5.20) and the definition of U (cf. (5.8) and (5.13)), we obtain
U(κ) = x−1κ N(κ)C(κ)
−1 = IPowκ ,
so (ii) holds.
In order to prove (i) and (iii), we first need to establish a decomposition of N as
a product, which may be informally described as follows. If λ, µ ∈ Pow(w), then an
element of Mλµ may be viewed as a way to aggregate the parts µj into “lumps” and
to associate bijectively some i ∈ [1, l(λ)] with each lump in such a way that λi is the
sum of the parts µj in the lump. This process may be split into two stages: first,
aggregate the parts µj ≥ p
r that are supposed to go to the same lump, without
touching the parts µj < p
r; then, aggregate the parts µj < p
r with each other and
with the lumps obtained in the first stage to obtain the desired element of Mλµ.
This leads to a decomposition of N as a product of two matrices. The following
construction makes this argument precise.
Define Pow<r to be the set of λ ∈ Pow such that λ1 < p
r (or, equivalently,
λ<r = λ). Let
P = {(η, θ) ∈ Pow<r×Pow | |η|+ p
r|θ| = w} and
Q = {(η, θ) ∈ Pow<r×Par | |η|+ p
r|θ| = w}.
Note that λ 7→ (λ<r, λ≥r) is a bijection from Pow(w) onto P . For every Pow(w)×
Pow(w)-matrix Z, we write Z⋆ for the Pow(w) × P-matrix obtained from Z by
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relabelling the set of columns via this bijection; and Z⋆⋆ denotes the P ×P-matrix
obtained by relabelling both rows and columns. Let ι : P → Pow(w) be the inverse
of our bijection.
Let D be the Q×P-matrix defined by
D(η1,θ1), (η2,θ2) = δη1η2M
(|θ1|)
θ1θ2 .
For every λ ∈ Pow(w) and (η, θ) ∈ Q let Eλ,(η,θ) be the set of all pairs (f, g) of
maps f : [1, l(η)]→ [1, l(λ)] and g : [1, l(λ)]→ Z≥0 such that
(a) prg(t) +
∑
i∈f−1(t) ηi = λt for all t ∈ [1, l(λ)];
(b) mu(θ) = |g
−1(u)| for all u ∈ N.
(We remark that for every f there is at most one g such that (f, g) ∈ Eλ,(η,θ), due
to (a).) Set Eλ,(η,θ) = |Eλ,(η,θ)|, so that E is a Pow(w)×Q-matrix. We claim that
(5.21) N⋆ = ED.
Indeed, for every λ, µ ∈ Pow(w), a bijection
(5.22) Mλµ ←→
⊔
θ∈Par(|µ≥r |)
Eλ,(µ<r ,θ) ×Mθµ≥r
is constructed by the following rule. Let ((f, g), h) belong to the right-hand side
of (5.22), so that for some θ ∈ Par(|µ≥r|) we have (f, g) ∈ Eλ,(µ<r,θ) and h ∈ Mθµ≥r .
If q ∈ Mλµ, we set q ↔ ((f, g), h) if the following five conditions are satisfied:
(1) f(i) = q(i+ l(µ≥r)) for all i ∈ [1, l(µ<r)];
(2) g(t) =
∑
j∈[1,l(µ≥r)]
q(j)=t
µj for all t ∈ [1, l(λ)];
(3) θh(j) = g(q(j)) for all j ∈ [1, l(µ
≥r)].
(4) h(j) = h(j′) if and only if q(j) = q(j′) for j, j′ ∈ [1, l(µ≥r)];
(5) if j, j′ ∈ [1, l(µ≥r)] and θh(j) = θh(j′), then h(j) < h(j
′) if and only if q(j) <
q(j′).
(With regard to (1) and (2), note that, for i ∈ [1, l(µ)], one has µi < p
r if and only
if i > l(µ≥r). Condition (3) follows from the other ones and is included for clarity.)
It is routine to verify that this rule does yield a bijection (5.22), proving (5.21).
We are now able to prove (i). Let η ∈ Pow<r be such that w − |η| = p
ru
for some u ∈ Z≥0. Let P(η) (respectively, Q(η)) be the set of elements of P
(respectively, Q) with first coordinate η. Then P(η) and Q(η) may be identified
with Pow(u) and Par(u) respectively via projection onto the second coordinate.
Under this identification, the Q(η)×P(η)-submatrix of D becomes equal to M¯ (u).
By Lemma 4.7, M¯ (u) has the same row space over Z(p) as N
(u). Hence, D = D′C⋆⋆
for some Q×P-matrix D′ with entries in Z(p) (cf. (5.7)). Due to (5.21), we obtain
N⋆ = ED′C⋆⋆. Using (5.8), we deduce that A⋆ = ED′, and hence, by (5.13),
(5.23) U⋆ = (x<r)−1ED′.
Let λ ∈ Pow(w). For each j ∈ [0, r − 1], consider the group Snj(λ) of all permu-
tations of the set {i | λi = p
j}. For any (η, θ) ∈ Q, the group
∏
0≤j<r Snj(λ) acts
on Eλ,(η,θ) by σ · (f, g) = (σ ◦ f, g). This action is free because whenever 0 ≤ j < r
and λi = p
j one has f−1(j) 6= ∅ for any (f, g) ∈ Eλ,(η,θ) (due to condition (a)).
The order of the group is x<rλ , and therefore x
<r
λ divides Eλ,(η,θ). Due to (5.23),
this implies that the entries of U⋆ lie in Z(p), proving (i).
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Finally, we prove (iii). Suppose that λ, µ ∈ Pow(w) and λ¯ 6= µ¯, i.e. λ<r 6= µ<r.
Fix θ ∈ Pow(|µ≥r|). We partition the set Eλ,(µ<r ,θ) as follows. Let G be the set of
all pairs (g, γ) of maps g : [1, l(λ)]→ Z≥0 and γ : [1, l(λ)]→ Pow<r such that
(A) mu(θ) = |g
−1(u)| for all u ∈ N;
(B) prg(t) + |γ(t)| = λt for all t ∈ [1, l(λ)];
(C) µ<r =
∑l(λ)
t=1 γ(t).
For each such pair (g, γ) let E g,γ be the set of maps f : [1, l(µ<r)] → [1, l(λ)] such
that for every t ∈ [1, l(λ)] the partition γ(t) is obtained by rearranging the multiset
{µ<rj | j ∈ f
−1(t)} in the non-decreasing order. It follows from the definitions that
Eλ,(µ<r,θ) =
⊔
(g,γ)∈G
{(f, g) | f ∈ E g,γ},
so Eλ,(µ<r ,θ) =
∑
(g,γ)∈G
|E g,γ |.(5.24)
Moreover, it is clear from the definition of E g,γ that
|E g,γ | =
r−1∏
j=0
(
nj(µ)
nj(γ(1)), nj(γ(2)), . . . , nj(γ(l(λ)))
)
,
whence
(5.25) vp(|E
g,γ |) = eµ −
l(λ)∑
t=1
eγ(t) for all (g, γ) ∈ G.
We will estimate each eγ(t) from above using the general inequality
(5.26) dp(s) < s for all s ∈ N,
which is an easy consequence of (1.1). Consider any t ∈ [1, l(λ)] such that γ(t) 6= ∅,
and set i0 = i0(t) = min{i | ni(γ(t)) 6= 0}. We have
fγ(t)−eγ(t) =
r−1∑
i=0
(
(r−i)ni(γ(t))−dp(ni(γ(t))
)
>
r−1∑
i=0
(r−i−1)ni(γ(t)) ≥ r−i0−1,
where the strict inequality is due to (5.26). Hence,
(5.27) fγ(t) − eγ(t) ≥ r − i0(t).
Since γ(t) ∈ Pow<r, we have i0(t) < r. Moreover, if λt < p
r, then by (B) we have
|γ(t)| = λt, whence i0(t) ≤ logp λt. Hence, summing (5.27) over all t ∈ [1, l(λ)]
such that γ(t) 6= ∅, we obtain
(5.28)
l(λ)∑
t=1
fγ(t) −
l(λ)∑
t=1
eγ(t) ≥
l(λ)∑
t=1
max{0, r − logp λt} = fλ,
where the equality is an obvious consequence of (5.16).
We claim that the inequality (5.28) is strict. If not, then by analysing the
argument leading up to it, we see that for every t ∈ [1, l(λ)] such that λt < p
r, we
must have i0(t) = λt, whence γ(t) = (λt). (For such t, we have |γ(t)| = λt, so the
condition that γ(t) 6= ∅ holds automatically.) But due to (C), this implies that
µ<r = λ<r, a contradiction.
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Combining the (strict) inequality (5.28) with Eq. (5.25), we obtain
vp(|E
g,γ |) > eµ + fλ −
l(λ)∑
t=1
fγ(t) = eµ + fλ − fµ,
where the equality holds by (C) and (5.16). By (5.24), it follows that
vp(Eλ,(µ<r ,θ)) > eµ + fλ − fµ (for all θ ∈ Par(|µ
≥r|)).
Due to (5.23), we deduce that
vp(Uλµ) > vp((x
<r
λ )
−1) + eµ + fλ − fµ = −eλ + eµ + fλ − fµ = kλ − kµ. 
Remark 5.5. In the special case when pr > w, the proof of Lemma 5.4 is much
simpler and may be sketched as follows. First, parts (i) and (ii) are obvious. (Note
that in the given case C = IPow(w), and so U = x
−1N : see (5.8) and (5.13).)
Secondly, part (iii) follows from part (i) together with the facts that Uλµ = 0 if
Mλµ = ∅ and kλ < kµ if Mλµ 6= ∅ and λ¯ 6= µ¯. The latter inequality can easily be
proved by reducing to the case when µ is obtained from λ by replacing one part pj
(for some j > 0) with p parts of size pj−1.
Lemma 5.6. Let R be a discrete valuation ring with field of fractions K and
valuation v : K → Z∪{∞}. Let I be a finite set. Suppose that s, t, u, P,Q ∈ GLI(K)
and s, t, u are diagonal. Set ρi = v(si) + v(ti) + v(ui) for all i ∈ I. Suppose that
there exist tuples (αi)i∈I and (βi)i∈I of rational numbers such that for all i, j ∈ I
the following hold:
(i) v(ti) = αi − βi;
(ii) v(Pij − δij) > αi − αj ;
(iii) v(Qij − δij) > βi − βj;
(iv) if ρi ≥ ρj, then αi − αj ≥ v(sj)− v(si);
(v) if ρi ≥ ρj, then βj − βi ≥ v(uj)− v(ui).
Then sP tQu is equivalent to stu over R.
Proof. Let π be a uniformising element of R. For d ∈ N, consider the simple
extension K ′ of K generated by a d-th root of π, and let R′ be the integral closure
of R in K ′. Then R′ is a discrete valuation ring (see e.g. [19, Chapter 1, Proposition
17]). If we view all the matrices in the lemma as ones with entries in K ′ rather
than K, then all valuations are multiplied by d. Thus, choosing an appropriate d,
we may assume that αi and βi are integers for all i.
Let Z = sP tQu. By (i), we can represent t as a product of two diagonal matrices
t(1) and t(2) such that v(t
(1)
i ) = αi and v(t
(2)
i ) = −βi for all i ∈ I. Let P
′ =
(t(1))−1Pt(1) and Q′ = t(2)Q(t(2))−1, so that Z = st(1)P ′Q′t(2)u. Consider the
following subgroup Γ of GLI(R):
Γ = {J ∈ GLI(K) | v(Jij − δij) > 0 for all i, j ∈ I}.
We have P ′ ∈ Γ. Indeed, for all i, j ∈ I,
v(P ′ij−δij) = −v(t
(1)
i )+v(Pij−δij)+v(t
(1)
j ) = −αi+v(Pij−δij)+αj > 0 by (ii).
Similarly, Q′ ∈ Γ by (iii). So P ′Q′ ∈ Γ.
Fix a total order ≤ on I such that i ≤ j implies ρi ≤ ρj for all i, j ∈ I.
Using standard Gaussian elimination, one can decompose any element of Γ as a
product of a lower-triangular and an upper-triangular matrix (with respect to this
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order) such that both matrices belong to Γ. In particular, P ′Q′ = JH for some
lower-triangular J ∈ Γ and upper-triangular H ∈ Γ. Let J ′ = st(1)J(st(1))−1 and
H ′ = (t(2)u)−1Ht(2)u. Then
Z = st(1)JHt(2)u = J ′st(1)t(2)uH ′ = J ′stuH ′.
Now J ′ is lower-triangular and v(J ′ii − 1) > 0 for all i ∈ I because J has the same
properties. Further, if i > j are elements of I, then ρi ≥ ρj , and hence
v(J ′ij) = v(si) + v(t
(1)
i ) + v(Jij)− v(sj)− v(t
(1)
j )
= v(Jij) + αi − αj + v(si)− v(sj) ≥ v(Jij) > 0 by (iv).
Hence, J ′ ∈ Γ ≤ GLI(R). By a similar argument, it follows from (v) that H
′ ∈
GLI(R). Therefore, Z is equivalent to stu over R. 
We are now in a position to complete the proof of Theorem 4.9. We will apply
Lemma 5.6 to the product Y ′′ = x<rUb<r(x<r)−1(y<r)−1V x<r (see (5.15)), with
αλ = kλ/2 and βλ = −kλ/2 for all λ ∈ Pow(w). We check the conditions of the
lemma one by one.
First, by (5.17) and (5.18),
vp(b
<r
λ (x
<r
λ )
−1(y<rλ )
−1) = fλ − eλ = kλ = αλ − βλ,
so condition (i) holds.
To prove condition (ii), consider any λ, µ ∈ Pow(w). If kλ < kµ, then αλ < αµ
and, by Lemma 5.4(i), vp(Uλµ) ≥ 0 > αλ − αµ. On the other hand, if kλ ≥ kµ,
then by Lemma 5.4(ii),(iii),
vp(Uλµ − δλµ) > kλ − kµ ≥ (kλ − kµ)/2 = αλ − αµ.
So condition (ii) holds.
By the inequality just proved,
vp((U
tr)λµ − δλµ) > (kµ − kλ)/2 = βλ − βµ for all λ, µ ∈ Pow(w).
Now V = S−1U trS by (5.14). The matrix S is block-diagonal, and both S and
S−1 are Z(p)-valued. Further, kλ depends only on λ¯ (i.e. only on the block of λ).
Therefore, v(Vλµ − δλµ) > βλ − βµ for all λ, µ ∈ Pow(w), so condition (iii) holds.
If ρλ is defined as in Lemma 5.6, then
(5.29) ρλ = vp(x
<r
λ ) + vp(b
<r
λ )− vp(y
<r
λ ) = eλ + fλ = cp,r(λ)
by (5.17)–(5.19). Suppose that λ, µ ∈ Pow(w) and ρλ ≥ ρµ. We have
(αλ − αµ)− (vp(x
<r
µ )− vp(x
<r
λ )) =
fλ − eλ
2
−
fµ − eµ
2
− (eµ − eλ)
=
fλ + eλ − fµ − eµ
2
=
ρλ − ρµ
2
≥ 0,
whence αλ −αµ ≥ vp(x
<r
µ )− vp(x
<r
λ ). So condition (iv) holds. Moreover, the same
inequality means that condition (v) holds, as βµ − βλ = αλ − αµ.
By Lemma 5.6, Y ′′ (and hence Y ) is equivalent to x<rb<r(y<r)−1 over Z(p). The
p-adic valuation of the (λ, λ)-entry of the latter matrix is cp,r(λ) by (5.29), for each
λ ∈ Pow(w). This completes the proof of Theorem 4.9 and hence of Theorem 1.1.
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