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• Spatial bootstrap method and CI type can bias disease clustering range estimate 
 
• a 20% radial clustering bias is amplified to 44% on an areal intervention scale 
 
• a modified Loh & Stein marked point bootstrap loses less unique pair information 
 
• estimates of range of clustering are more precise using this modified bootstrap 
 
• BCa 95% CIs are chosen over percentile CIs for non-symmetric bootstrap distributions 
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Abstract
The tau statistic τ uses geolocation and, usually, symptom onset time to
assess global spatiotemporal clustering from epidemiological data. We test
different factors that could affect graphical hypothesis tests of clustering or
bias clustering range estimates based on the statistic, by comparison with a
baseline analysis of an open access measles dataset.
From re-analysing this data we find that the spatial bootstrap sampling
method used to construct the confidence interval for the tau estimate and
confidence interval (CI) type can bias clustering range estimates. We suggest
that the bias-corrected and accelerated (BCa) CI is essential for asymmetric
sample bootstrap distributions of tau estimates.
We also find evidence against no spatiotemporal clustering, p-value ∈
[0, 0·014] (global envelope test). We develop a tau-specific modification of the
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Loh & Stein spatial bootstrap sampling method, which gives more precise
bootstrapped tau estimates and a 20% higher estimated clustering endpoint
than previously published (36·0m, 95% BCa CI (14·9, 46·6), vs 30m) and an
equivalent increase in the clustering area of elevated disease odds by 44%.
What appears a modest radial bias in the range estimate is more than doubled
on the areal scale, which public health resources are proportional to. This
difference could have important consequences for control.
Correct practice of hypothesis testing of no clustering and clustering range
estimation of the tau statistic are illustrated in the Graphical abstract. We
advocate proper implementation of this useful statistic, ultimately to reduce
inaccuracies in control policy decisions made during disease clustering anal-
ysis.
Keywords: second order dependence, pointwise confidence interval, bias
corrected accelerated BCa, percentile confidence interval, spatial bootstrap,
graphical hypothesis test
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1. Introduction3
Assessing if spatiotemporal clustering is present and measuring its magni-4
tude and range is informative for epidemiologists working to control infectious5
diseases. The tau statistic (§2) is more appropriate than most statistics for6
this task as it measures spatiotemporal rather than just spatial clustering,7
produces non-parametric estimates (without process assumptions) and, un-8
like the K function (Gabriel and Diggle, 2009), offers a relative magnitude9
in the difference of risk, rate or odds of disease (§2.1) versus the background10
level (Lessler et al., 2016) (Pollington et al., 2019b). The tau statistic herein11
should not be confused with ‘Kendall’s tau statistic/rank correlation coeffi-12
cient’ (Bland, 2000). This study is motivated by a review of its use that found13
that its current implementation inflates type I errors (incorrectly rejecting a14
true null hypothesis) when testing for clustering, and may bias estimates of15
the range of clustering (Pollington et al., 2019b).16
We investigate these aspects by analysing a well-studied open access17
measles dataset containing household geolocations and symptom onset times18
of cases (§3.1). It represents a spatially discrete process since infection is19
only recorded and can only occur at discrete household locations, so the20
(statistical) support is not spatially continuous (Diggle et al., 2010).21
We adopt an ordered approach: we first test for clustering (§3.3) and22
then, conditional on finding evidence against ‘no clustering’ (nor inhibition),23
we estimate the clustering range (§3.4). We also provide the first precision24
estimate for the clustering range (see Graphical abstract). This approach25
is contrary to the current methods applied to the tau statistic and similar26
statistics (Pollington et al., 2019b), which incorrectly combine graphical hy-27
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pothesis testing for clustering and estimation of the clustering range (§3.2).28
We hope these improved methods will encourage proper application of this29
burgeoning statistic.30
2. The tau statistic31
The tau statistic τ is a non-parametric global clustering statistic which32
takes a disease frequency measure (risk, odds or rate) within a certain annulus33
around an average case and compares it to the background measure (at any34
distance) (Salje et al., 2012, Lessler et al., 2016, Pollington et al., 2019b).35
It measures the tendency of case pairs to spatially cluster while implicitly36
accounting for how related they are in terms of transmission using temporal37
information, making it a spatiotemporal statistic.38
2.1. Tau statistic (odds ratio estimator)39
We describe the most common tau estimator τˆodds, which is based on40
the relative odds of disease (Lessler et al., 2016), rather than other forms of41
the statistic (including a new rate ratio estimator), which are described in a42
detailed review (Pollington et al., 2019b) from which this subsection draws43
heavily.44
The distance form of the tau statistic τodds is the ratio of i) the odds
θ(dl, dm) of finding any case j that is ‘related’ to any other case i, within a
half-closed annulus [dl, dm), (l,m ∈ Z+, l < m), around case i, to ii) the odds
θ(0,∞) of finding any case j related to any case i at any distance separation
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(dij ≥ 0) for n total cases (Equation 1 & Fig. 1).
τˆodds(dl, dm) :=
θˆ(dl, dm)
θˆ(0,∞)
where θˆ(dl, dm) =
∑n
i=1
∑n
j=1,j 6=i 1(zij = 1, dl ≤ dij < dm)∑n
i=1
∑n
j=1,j 6=i 1(zij = 0, dl ≤ dij < dm)
(1)
The half-closed annulus is a correction to the original open interval (Lessler45
et al. (2016): appendix 5); it was incorporated in December 2018 into the46
IDSpatialStats R package (which calculates the tau statistic) (Lessler and47
Giles, 2018). The main computation of Equation 1 is effectively a double48
sum over ‘relatedness’ indicator functions 1(·) for case pairs. τˆ(dl, dm) is49
then evaluated over a distance band set ∆. Sometimes an expanding disc is50
described by setting dl = 0, relabelling dm = d to give τˆ(d) instead. Although51
τˆ is strictly evaluated for a given distance band [dl, dm), when a τ -distance52
graph is drawn a value of τˆ(d) can be obtained through linearly interpolating53
between the distance band midpoints.54
Tau values signify either the presence of spatiotemporal clustering (τ >55
1), no clustering (τ = 1) or inhibition (τ < 1). The odds estimate θˆ in56
Equation 1 is the ratio of the number of related case pairs (zij = 1) within57
[d1, d2), versus the number of unrelated case pairs (zij = 0) within [dl, dm).58
The relatedness of a case pair zij is commonly determined using tempo-59
ral information (e.g. difference in onset times of cases i and j, i.e. tj − ti)60
(Pollington et al., 2019b). The serial interval is the period between the onset61
times of symptoms in the infector ti and their infectee tj. Typically cases62
are defined as being temporally related when their onset times are within a63
single mean serial interval of each other.64
* τ *65
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In the following sections (§3-4) we provide a descriptive analysis of the data,66
before systematically testing several aspects of the tau statistic’s implemen-67
tation and their impact on the estimated clustering range.68
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3. Methods69
3.1. The dataset and baseline analysis70
We analyse an infectious disease dataset of measles from case house-71
holds in Hagelloch, Germany in 1861 ([dataset]Meyer et al., 2017, Neal and72
Roberts, 2004, Oesterle, 1992, Pfeilsticker, 1863). Computations were run73
in R using RStudio (R Core Team, 2019, RStudio Team, 2019) with further74
detail in Appendix A.1 & Appendix B. We have reproduced Lessler et al.’s75
(unpublished) analysis as a baseline result (Fig. 3). Using their interpreta-76
tion of Fig. 3, spatiotemporal clustering is reported up to 30m (Lessler et al.,77
2016).78
3.2. Our approach to hypothesis testing and parameter estimation79
An envelope is loosely defined as a series of piecewise linear (syn. connected-80
line) functions in the Cartesian plane, with some bound applied above and81
below. Central/null envelopes describe the line function, i.e. whether it orig-82
inates from simulations of a bootstrapped point estimate or time-permuted83
null distribution, respectively; whereas global envelope or pointwise confi-84
dence interval (syn. confidence band) refer to the way function lines are85
bounded. A global envelope is a confidence interval (CI) for a series of line86
functions but does not represent a single distance band of one tau point es-87
timate τˆ(dl, dm) (i.e. a pointwise CI), but rather the entire distance band88
set ∆. At say a 95% significance level, in 95% of outcomes of construct-89
ing a global envelope, the random envelope would contain the true value of90
τ(dl, dm),∀ [dl, dm) ∈ ∆ (Baddeley et al., 2015).91
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Our graphical hypothesis test (§3.3) and parameter estimation (§3.4)92
methods (see Graphical abstract) offer corrections to the implementations of93
the tau statistic or similar statistics used in many papers reviewed in Polling-94
ton et al. (2019b) (i.e. Salje et al. (2012, 2016a,b, 2017, 2018), Grabowski95
et al. (2014), Bhoomiboonchoo et al. (2014), Levy et al. (2015), Lessler et al.96
(2016), Grantz et al. (2016), Hoang Quoc et al. (2016), Succo et al. (2018),97
Rehman et al. (2018), Azman et al. (2018), Truelove et al. (2019)), which98
incorrectly used an envelope about the point estimate constructed from point-99
wise CIs or estimated the clustering endpoint D as the distance at which the100
lower bound of the first pointwise percentile CI that is above τ = 1, touches101
τ = 1 (Fig. 2a) (Pollington et al., 2019b). The former error amounts to102
multiple hypothesis testing and inflates type I errors (Fig. 2b).103
3.3. Graphical hypothesis test of no clustering104
We instead construct a global envelope around the distribution of the null105
hypothesis (H0: τ = 1, no spatiotemporal clustering) (Myllyma¨ki, 2019b).106
This is generated by randomly permuting the time marks ti of the spatiotem-107
poral data pointsXi = (x-coordinatei, y-coordinatei, onset timei) to scramble108
any spatiotemporal clustering present and simulate what τˆ would be under109
H0. We assess if a subset of distance bands δ of ∆ exists (as contiguous or110
disjoint regions) where the tau point estimate τˆ(d) is ever above/below the111
upper/lower bound, respectively, of this (global) null envelope. This null en-112
velope is of extreme rank type (“defined as the minimum of pointwise ranks”)113
with 95% significance level and extreme rank length p-value interval (note: a114
range, not a single p-value) (Myllyma¨ki et al., 2019a); as constructed by the115
GET R package (Myllyma¨ki et al., 2019a) (see Graphical abstract). The test116
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is two-tailed, which is necessary as only once the graph is plotted is the pres-117
ence of clustering or inhibition known (alternative hypothesis H1 : τ 6= 1).118
We compute 2,500 ‘time-mark permuted’ tau simulations for an optimal test119
(Myllyma¨ki et al., 2017).120
3.4. Parameter estimation of the clustering range121
If hypothesis testing establishes the evidence against no spatiotemporal122
clustering within a subset of distance bands δ (§3.3), it is then sensible to123
estimate the endpoint of spatiotemporal clustering Dˆ for the clustering range124
[d1 = 0 (assumed), dm = Dˆ) where the point estimate intercepts τ = 1, i.e.125
Dˆ := {d : τˆ(d) = 1}. Due to discrete distance bands we linearly interpolate126
between the midpoint of distance band [dl, dm) of the last τˆ above one, and127
that of the next τˆ below one [dl+1, dm+1), to obtain Dˆ.128
To calculate the uncertainty of Dˆ we use bootstrapped tau estimates129
τˆ ∗. For each bootstrapped simulation (that represents a connected line of130
simulated tau estimates for increasing d i.e. {τˆ ∗(dl, dm) : [dl, dm) ∈ ∆}),131
we record those that originate from above τ = 1 and then intersect τ = 1132
at some greater distance D, i.e. those for which there exists D satisfying133
τˆ ∗(D) = 1. We use N = 2,500 samples which is more than sufficient for a134
typical bootstrap sample (Efron and Tibshirani, 1998). We then take this135
horizontal set of values D and use it to obtain a CI to describe the uncertainty136
in Dˆ (see Graphical abstract). We now investigate spatial bootstrap methods137
(§3.4.1), CI construction (§3.4.2) and distance band sets (§3.4.3).138
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3.4.1. Spatial bootstrap sampling methods for τˆ139
To construct a central envelope for τˆ we need to generate a non-parametric140
spatial bootstrap distribution of tau estimates, τˆ ∗. Through bootstrap the-141
ory, the sampling distribution τˆ ∗ may serve as a proxy for the actual distri-142
bution of τˆ on the data; and further, the envelopes constructed from τˆ ∗ may143
approximate the envelope of τˆ on the data (Efron, 1979). We compare three144
spatial bootstrap methods; all are non-parametric because they randomly145
resample the data without imposing a distribution (Loh, 2008).146
Resampled-index spatial bootstrap (RISB). We start again with spatiotempo-147
ral data X = (Xi)i=1,...,n whereXi = (x-coordinatei, y-coordinatei, onset timei).148
Using the Uniform distribution we resample with replacement the data’s in-149
dices i = (1, . . . , n) n times (equal to the number of cases), to produce a150
new empirical spatial bootstrap sample of indices i∗ = (i∗k)k=1,...,n and data151
X∗ = (Xi∗) (i and i∗ have the same length, but i∗ is bound to contain dupli-152
cated indices due to sampling with replacement). We compute the tau odds153
estimator on each bootstrap sample X∗ to get N bootstrapped τ estimates154
τˆ ∗ = (τˆ ∗1 , . . . , τˆ
∗
N); the same approach could be applied to other τ estima-155
tors. Loh critiques this “naive” sampling with replacement of the points156
Xi of a spatial dataset to produce a spatial bootstrap sample, because “the157
spatial dependence structure has to be preserved as much as possible” (Loh,158
2008) . . . “to reflect properties of the original process” (Loh and Stein, 2004).159
Lessler et al. and others used this method and additionally for any p, q re-160
sampled indices (p 6= q), dropped (i∗p, j∗q ) pairs where they represented the161
same point (i∗p = j
∗
q ) to avoid ‘self comparisons’ (Lessler et al., 2016).162
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Modified marked point spatial bootstrap (MMPSB). Our method differs slightly163
to Loh & Stein’s (the second method here but discussed further in §Appendix A.4):164
rather than spatial bootstrapping the local τ -functions (Equation A.2), we go165
deeper and compute the number of locally-related or locally-unrelated mark166
functions mi(k), according to their Boolean time-relatedness k ∈ {0, 1}.167
The number of time-related cases (#related) within a distance [dl, dm)
around a case i∗ chosen in the spatial bootstrap sample is:
#related(dl, dm, k = 1, i
∗) ≡ mi∗(dl, dm, k = 1) =
∑
j∈j,j 6=i∗
1(dl ≤ di∗j < dm, zi∗j = 1)
(2)
and then an average is taken over the n cases in the spatial bootstrap sample
of indices i∗:
#related∗(dl, dm) ≡ m∗(k = 1) = 1
n
∑
i∗∈i∗
∑
j∈j,j 6=i∗
1(dl ≤ di∗j < dm, zi∗j = 1),
(3)
and similar steps for time-unrelated cases yield:
#unrelated∗(dl, dm) ≡ m∗(k = 0) = 1
n
∑
i∗∈i∗
∑
j∈j,j 6=i∗
1(dl ≤ di∗j < dm, zi∗j = 0),
(4)
and finally the odds and odds ratio estimator can be calculated as before:
θ∗(dl, dm) =
#related∗(dl, dm)
#unrelated∗(dl, dm)
=
∑
i∗∈i∗
∑
j∈j,j 6=i∗ 1(dl ≤ di∗j < dm, zi∗j = 1)∑
i∗∈i∗
∑
j∈j,j 6=i∗ 1(dl ≤ di∗j < dm, zi∗j = 0)
(5)
τ ∗MMPSB(dl, dm) =
θ∗(dl, dm)
θ∗(0,∞) (6)
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3.4.2. Confidence interval (CI) construction168
Applying a percentile CI to the sample bootstrap distribution D (previ-169
ously defined in §3.4) assumes it is symmetric which is not the case, especially170
at short distances (Fig. 7) (Carpenter and Bithell, 2000).171
Bias-corrected and accelerated (BCa) CIs can cope with asymmetrical172
distributions better than percentile CIs. For non-parametric problems Car-173
penter and Bithell (2000) consistently found Efron’s BCa method best due174
to its low theoretical coverage errors for approximating the exact CI. BCa175
had “second-order correct coverage” errors under some assumptions, while a176
percentile CI was first-order correct at best (Efron, 1987). The BCa algo-177
rithm transforms a distribution of bootstrap calculations by normalisation to178
stabilise its variance so that a CI can be constructed, then back-transforms179
it (Efron, 1987). We calculated it using the coxed R package (Kropko and180
Harden, 2019).181
3.4.3. Distance band sets182
The tau statistic is non-unique as it depends on the distance band set183
chosen (Pollington et al., 2019b), so the potential variation in τ estimates184
from this choice is of interest. From analysing cases’ pairwise distances we185
propose a reasonable non-overlapping distance band set, i.e. ∆ =
{
[0,7),186
[7,15), [15,20), [20,25), [25,30), . . . , [195,200m)
}
as a comparison to Lessler187
et al.’s overlapping set
{
[0,10), [0,12), [0,14), . . . , [0,50), [2,52), [4,54), . . . ,188
[74,124m)
}
, and test these using N = 2,500 samples under the MMPSB189
method.190
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4. Results & discussion191
4.1. Dataset description192
The epidemic over a small ∼280m x 240m area lasted nearly three months193
and five distinct generations can be discerned from the epidemic curve (Fig.194
B.1). Out of the 197 under-14 year olds, 185 became infected, along with195
three teenagers, leaving 377 remaining teenagers and adults uninfected (Neal196
and Roberts, 2004). Figure B.2 indicates a weak signal of direct transmission197
between cases, as cases with onsets close together in time (shown by similar198
colours) tended to be nearby to each other.199
4.2. Graphical hypothesis tests: global envelopes vs pointwise CIs200
There is moderately strong evidence against the hypothesis of no spa-201
tiotemporal clustering (p-value ∈ [0, 0·014]) based on constructing the global202
envelope around τ = 1 under the null hypothesis (Fig. 4), and thus we con-203
clude that the data X is inconsistent with the null model (H0 : τ = 1). So204
we turn to the alternative hypothesis, that there is clustering and/or inhibi-205
tion. Fig. 4 suggests there is clustering at short distances and inhibition at206
long distances. Unfortunately it is not possible to compare our results with207
those of previous papers (see §3.2), since they used an incorrect pointwise CI208
approach to assess clustering, for which a p-value is not available.209
4.3. Impact on the estimated clustering endpoint210
The estimated clustering endpoint is Dˆ = 36·0m with a 95% percentile211
CI of (14·5, 58·0m) over 100 bootstrapped simulations using RISB sampling212
(Fig. 5), or (14·6, 58·5m) over 2,500 simulations (using 100% of simulations,213
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see Appendix A.2); more bootstrapped simulations do not appear to affect214
the precision.215
The point estimate Dˆ =36·0m is only 20% higher than the baseline clus-216
tering range (30m). Previous estimates derived via the improper method of217
finding the distance at which the lower bound of the central envelope (around218
τˆ) touches τ = 1 underestimated this range. The plateauing shape of τˆ(d)219
before it reaches τ = 1 contributes to the increased imprecision in the esti-220
mate of Dˆ. This highlights the utility of a human assessing the graph rather221
than rigidly using a τ = 1 threshold, as it is likely that disease control over222
say a 60m radius around an average case would see the biggest gains over its223
first 15 metres with diminishing returns at wider radii (Fig. 6).224
4.4. Spatial bootstrap sampling: modified marked point vs resampled-index225
Using the modified marked point spatial bootstrap (MMPSB) (§3.4.1)226
yields a narrower envelope than the resampled-index spatial bootstrap (RISB),227
leading to a 95% BCa CI for Dˆ of (14·9, 46·6m) (Fig. 6); both CIs used 100%228
of simulations.229
If the tau point estimate had been shallower near the τ = 1 intercept then230
the range of spatiotemporal clustering would be far larger and the benefit231
of MMPSB more apparent. Given the reasons why this method is better232
(§3.4.1), we believe the RISB will underestimate this range.233
The MMPSB outperforms the RISB because the latter loses more pair234
information from resampling indices and avoiding self-comparisons. This235
was checked empirically for the measles data: the tau point estimate was236
computed on 188 x 187 = 35,156 pairs. On average from 1,000 simulations,237
the RISB sampled from 119 unique people, leading to 119 x 118 = 14,042238
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unique pairs evaluated or ∼ 39·9% of the original pairs. Of course many239
additional duplicate pairs are used in the RISB but we are only interested in240
unique pair information that is retained. The MMPSB only has 119 unique241
mark functions, but each of them is compared with the other 187 cases,242
leading to 63·3% of pairs being retained.243
4.5. Confidence interval: BCa vs percentile244
Histograms of the asymmetric distribution of D = {Di : τˆ ∗i (Di) = 1, i =245
1, . . . , N} by number of bootstrapped samples indicate for both N = 100246
or 2,500 samples that a percentile CI gives a less precise estimate; both247
CIs used 100% of simulations (Fig. 7). The BCa method provides slightly248
narrower CIs than the original percentile CIs (Fig. 7). The RISB appears249
to introduce positive skew (mean > median) in D whereas MMPSB with250
sufficient samples (N = 2500) introduces a slight negative skew. MMPSB251
reduces the bias, D¯−Dˆ, between mean/median estimates of D and the point252
estimate Dˆ from ∼10m to ∼5m, or ∼17% of Dˆ.253
4.6. Distance bands254
Overlapping distance band sets appear to produce Dˆ estimates with more255
variance (95% BCa CI (14·9, 46·6m)) than non-overlapping sets (CI (15·4,256
26·1m)) (Fig. 8), but a clearer and smoother trend in tau with increasing257
distance (both CIs used 100% of simulations). The non-overlapping ∆ also258
struggles to contain Dˆ (Fig. 8) because the simulations are more erratic259
about τ = 1, the distribution of D is strongly bi-modal, which even the BCa260
technique cannot account for. The increased volatility of τˆ also results in261
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multiple intercepts with τ = 1, but for usability we prefer a single range of262
clustering, given in this case by the overlapping ∆.263
* τ *264
The 20% increase in the radial parameter Dˆ (§4.3) from using the cor-265
rected parameter estimation algorithm (§3.4) may not seem important for266
public health interventions, but their time and cost is more closely propor-267
tional to area, and the areal increase is 44% (since pi(1·20Dˆ)2/piDˆ2 = 1·44,268
assuming d1 = 0).269
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5. Conclusion and recommendations for improved use270
We have shown that the way clustering ranges are currently calculated271
using the tau statistic can lead to biased estimates. Using a modified marked272
point spatial bootstrap and BCa CIs to calculate the clustering range for the273
Hagelloch measles dataset resulted in bias reductions equivalent to increasing274
the clustering area of elevated odds by 44%. These improvements will appear275
in future versions of the IDSpatialStats package. Our results (§4) support276
the following recommendations:277
• the modified marked point spatial bootstrap should be used to simulate278
τˆ instead of the resampled-index method that could lead to underesti-279
mation of the clustering range.280
• BCa, rather than percentile, CIs should be used as they give better281
coverage when the bootstrap distribution of tau simulations τˆ ∗ is non-282
symmetric.283
Tau statistic limitations. The distance band set choice [dl, dm) ∈ ∆ clearly284
affects the smoothness of the point estimate Dˆ, and its precision. A bet-285
ter understanding of how to choose distance bands for a given purpose is286
now needed. It is also unknown how the time-relatedness interval choice287
[T1, T2] (where zij = 1
(
(tj − ti) ∈ [T1, T2]
)
) biases the tau statistic through288
inclusion of extraneous co-primary or secondary cases. It is unclear how289
second-order correlation functions like the tau statistic and Ripley’s K func-290
tion (Gabriel and Diggle, 2009), originally founded in spatiotemporal point291
processes with continuous support in R2, behave for this data. Finally the292
number of bootstrap samples required for graphical hypothesis testing and293
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estimation purposes is unknown; we believe that related research by David-294
son and MacKinnon (2000) could inform a heuristic algorithm.295
* τ *296
We encourage the adoption of the statistical protocol described (see Graph-297
ical abstract) to properly test for clustering, and, if appropriate, estimate298
its range. Control programmes are being informed by the tau statistic and299
applying these bias-reduction methods will improve its accuracy and future300
health policy decisions. In addition to modellers or epidemiologists working301
on real-time outbreaks or post-study analysis, we hope statisticians are in-302
spired to apply this statistic to spatiotemporal branching processes in new303
fields.304
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10. Figures504
The following figures cover illustration (Fig. 1), previous methods and505
the baseline analysis (Figs. 2 & 3), perform a global envelope test (Fig. 4),506
or investigate effects on the parameter point estimate Dˆ and distribution D507
(unless stated the distance band set is ‘overlapping’, see Fig. 4 caption):508
• number of samples (N =100 or N =2500) on RISB sampling using509
percentile CIs (Fig. 5)510
• (RISB vs. MMPSB) or (MMPSB vs. MPSB) sampling, using N =2500511
and BCa CIs (Figs. 6 & B.3, respectively)512
• RISB vs. MMPSB sampling and (N =100 or N =2500) (Fig. 7)513
• overlapping vs. non-overlapping distance band sets, using N =2500,514
MMPSB sampling and BCa CIs (Fig. 8)515
i
j
d
ij
d
m
d
l
Figure 1: A single distance band half-closed annulus of radii [dl, dm) around an average
case i with another case j in it, separated by distance dij .
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Figure 2: The na¨ıve methods employed by several authors (§3.2) who choose one envelope
type as ‘central’ (a) or ‘null’ (b), then simultaneously test the hypothesis of clustering and
estimate the range of clustering parameter Dˆ (Pollington et al., 2019b). The single red line
τ = 1 represents no spatiotemporal clustering. Grey lines indicate a) negative exponential
lines with Normal noise to characterise a series of spatial bootstrap estimates τˆ∗ of a
typical tau function, or b) a line at τ = 1 with Normal noise to represent simulations
of τ = 1 for null envelope construction; black lines mark out the envelope bounds. The
solid blue line characterises an empirical tau point estimate τˆ(d). Instead, we split the
method into separate hypothesis testing and parameter estimation steps in §3.3 & §3.4,
respectively. 30Jo
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Midpoint of the distance band, from an average case (m)
τ(d
l,d
m
)
0·6
1
2·0
5·0
12·0
0 20 40 60 80 100
τ^ point estimate
95% pointwise envelope (our function)
95% pointwise envelope (IDSpatialStats)
End of clustering (defined by Lessler et al.)
Figure 3: Baseline result: a reproduction of a previous analysis (Lessler et al., 2016, Fig.
4C). Note that the end of the clustering range reported by Lessler et al. is where the lower
bound of the envelope intersects τ = 1 (14·5m or 15m rounded) (we do not endorse this
convention however). Regardless, as the horizontal axis is the midpoint of the distance
band (i.e. (d1 + d2)/2), [0, 30)m is the actual clustering range that would be interpreted
using their convention, as confirmed by Lessler (Lessler, personal comm.). The near perfect
superimposition of their envelope and ours validates our implementation of tau functions
from their IDSpatialStats R package.
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τ(d
l,d
m
)
Distance band endpoint (dm) at 2m increments, from an average case (m)
0·7
1
2·0
3·0
4·0
0 20 40 60 80 100
τ^ point estimate
95% global envelope
simulations of H0
    median simulation
τ = 1
p−value ∈ [0, 0·014]
Figure 4: Global envelope test, ‘extreme rank’ type, two-sided at 95% significance level
using 2,500 simulations of the null hypothesis (H0: no spatiotemporal clustering, i.e. τ =
1). Note there is a region where τˆ just exits the global envelope lower bound (suggesting
inhibition at long distances) as well as the obvious departure above the upper bound
(suggesting clustering at close distances). We are confident that we are simulating H0
because the median simulation stays close to τ = 1 throughout. Distance band set :={
[0, 10), [0, 12), [0, 14), . . . , [0, 50), [2, 52), [4, 54), . . . , [74, 124)m
}
.
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τ(d
l,d
m
)
Distance band midpoint (1/2(dl + dm)) at 2m increments, from an average case (m)
1
2·0
4·0
8·0
16·0
32·0
64·0
0 20 40 60 80 100
| τ^ point estimate & D^
τ^∗ bootstrap estimate (N=2500)
 • 95% percentile CI of D
τ^∗ bootstrap estimate (N=100)
 • 95% percentile CI of D
τ = 1
Figure 5: Effect of number of samples on Dˆ precision, when using RISB sampling. Both CIs
used 100% of simulations. Dˆ = 36·0m; N = 100: 95% BCa CI (14·5, 58·0m); N = 2500:
CI (14·6, 58·5m). Distance band set as Fig. 4.
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τ(d
l,d
m
)
Distance band midpoint (1/2(dl + dm)) at 2m increments, from an average case (m)
0·5
1
2·0
4·0
8·0
16·0
32·0
64·0
92·0
0 20 40 60 80 100
| τ^ point estimate & D^
τ^∗: resampled−index (N=2500)
 • 95% BCa CI of D
τ^∗: modified marked point (N=2500)
 • 95% BCa CI of D
τ = 1
Figure 6: Effect of spatial bootstrap sampling method on Dˆ precision. RISB 95% BCa CI
(14·7, 60·0m); MMPSB CI (14·9, 46·6m); both CIs used 100% of simulations. Distance
band set as Fig. 4, N =2500.
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Figure 7: Distribution of D, the set of samples from the sampling distribution of values of
Dˆ, i.e D = {Dˆi : τˆ∗i (Dˆi) = 1, i = 1, . . . , N} (illustrated in Graphical abstract), by number
of bootstrapped samples N=100 (top row) or N=2500 (bottom) and by spatial bootstrap
sampling method RISB (left column) or MMPSB (right). Vertical dotted lines indicate
the τˆ point estimate (red), mean (green) and median (blue) of the bootstrapped tau
estimates. For the RISB both have positive skew as the mean estimate is greater than the
median estimate, whereas for the MMPSB both have a negative skew. All spatial bootstrap
estimations have a negative bias with respect to mean or median summary measures versus
the point estimate, of approximately ∼10m for the RISB and approximately ∼5m for the
MMPSB. The data points used to construct the BCa CIs (purple line on horizontal axis)
from the Dˆ estimates in (a) are copied from Fig. 5 (N=100 simulations) while those for
(c) & (d) are from Fig. 6, while (b) has been freshly calculated. All four CIs used 100%
of simulations. Distance band set as Fig. 4.35Jo
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τ(d
l,d
m
)
Distance band midpoint (1/2(dl + dm)), from an average case (m). See caption for details. 
0·3
1
2·0
4·0
11·0
0 20 40 60 80 100
|
|
τ^ point estimate & D^  (overlapping dist. band)
τ^∗ simulations
 • 95% BCa CI of D
τ^ point estimate & D^  (non−overlapping dist. band)
τ^∗ simulations
 • 95% BCa CI of D
τ = 1
Figure 8: Effect of distance band set on Dˆ precision using MMPSB sampling. Overlap-
ping set (Lessler et al.) :=
{
[0, 10), [0, 12), [0, 14), . . . , [0, 50), [2, 52), [4, 54), . . . , [74, 124)m
}
and non-overlapping :=
{
[0, 7), [7, 15), [15, 20), [20, 25), [25, 30), . . . , [195, 200)m
}
. Non-
overlapping sets yield a more erratic point estimate τˆ yet tighter 95% BCa CI (15·4,
26·1m) versus (14·9, 46·6m) however on further investigation the distribution of D is
heavily bimodal; both CIs used 100% of simulations.
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