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Abstract
It is well known that a scalar differential equation x˙ = f (t, x), where f (t, x) is continuous, T -periodic
in t and weakly convex or concave in x has no, one or two T -periodic solutions or a connected band of
T -periodic solutions. The last possibility can be excluded if f (t, x) is strictly convex or concave for some t
in the period interval. In this paper we investigate how the actual number of T -periodic solutions for a
given equation of this type in principle can be determined, if f (t, x) is also assumed to have a continuous
derivative f ′x(t, x). It turns out that there are three cases. In each of these cases we indicate the monotonicity
properties and the domain of values for the function P(ξ) = S(ξ)− ξ , where S(ξ) is the Poincaré successor
function. From these informations the actual number of periodic solutions can be determined, since a zero
of P(ξ) represents a periodic solution.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
The scalar differential equation x˙ = f (t, x), where f (t, x) is continuous, T -periodic in t and
weakly convex or concave in x has been investigated as to the number of T -periodic solutions
by many authors. First in the polynomial case, in particular the Riccati equation x˙ = a(t)x2 +
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K.M. Andersen, A. Sandqvist / J. Math. Anal. Appl. 331 (2007) 206–219 207b(t)x+c(t), see, e.g., [3,7,8,12], later in more general cases, see, e.g., [2,4–6,10,11]. The general
result is that there can be no, one or two T -periodic solutions or a connected band of T -periodic
solutions. The last mentioned possibility can be excluded if f (t, x) is strictly convex or concave
for some t in the period interval. The problem whether it is possible to determine the actual
number of T -periodic solutions of a given equation of this type has not been treated generally in
the literature. Here we treat it using the well-known idea to view a periodic solution as a fixpoint
of the successor function (the Poincaré map) S(ξ), i.e., as a zero of the deviation function P(ξ) =
S(ξ) − ξ . We will derive the monotonicity properties of this function and find an expression for
its domain of values in the three cases, which it turns out there are. From these informations
the actual number of periodic solutions can be determined. The more detailed program will be
presented below after some necessary preparations.
It is not necessary for our investigations that f (t, x) is T -periodic in t . We only assume that
f (t, x) is defined for t in some interval containing [0, T ]. A T -periodic solution then shall be
interpreted as a solution ϕ(t) for which ϕ(0) = ϕ(T ). Following Neto [7] we call such a solution
closed (if in particular I = R and f (t, x) is also T -periodic in t then a closed solution is the
same as a T -periodic solution). So, we consider the scalar differential equation
x˙ = f (t, x), (t, x) ∈ I × R, (1)
where I ⊆ R is an open interval containing [0, T ]. It is assumed that f (t, x) is continuous, and
thatf (t, x) is weakly convex in x for every fixed t ∈ I , though strictly convex for some c ∈ [0, T ].
It is also assumed that the derivative f ′x(t, x) exists for all (t, x) ∈ I × R , and that f ′x(t, x) is
continuous in x for every fixed t ∈ I . It is an easily proved consequence of [9, Theorem 25.7]
that the derivative f ′x(t, x), (t, x) ∈ I × R is then a continuous function.
Before proceeding we mention that the case where f (t, x) instead of weakly convex is weakly
concave in x for every fixed t ∈ I can be treated analogously. Alternatively, it can be transformed
into the convex case by means of the substitution y = −x,g(t, y) = −f (t,−y), which gives an
equation y˙ = g(t, y) of the considered type.
Let x(t, ξ), t ∈ I (ξ) denote the maximal solution of Eq. (1) through the point (0, ξ), ξ ∈ R. It
is well known that x(t, ξ) is a C1-function and that
∂
∂ξ
x(t, ξ) = exp
t∫
0
f ′x
(
τ, x(τ, ξ)
)
dτ, t ∈ I (ξ), ξ ∈ R. (2)
We put
Λ = {ξ ∈ R | [0, T ] ⊂ I (ξ)}.
This set may be empty, but otherwise it is an open interval. Provided Λ is nonempty, the suc-
cessor function S(ξ), the deviation function P(ξ) and the characteristic exponent function μ(ξ)
respectively are defined by
S(ξ) = x(T , ξ), P (ξ) = S(ξ) − ξ = x(T , ξ) − ξ,
μ(ξ) =
T∫
0
f ′x
(
t, x(t, ξ)
)
dt, ξ ∈ Λ, (3)
whence by (2)
S′(ξ) = expμ(ξ), P ′(ξ) = expμ(ξ) − 1, ξ ∈ Λ. (4)
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tion x(t, ξ) is closed if and only if P(ξ) = 0. Consequently, a closed solution corresponds with
a zero of the deviation function P(ξ), as mentioned a classical result. From the assumptions it
follows that f ′x(t, x) is weakly increasing in x for every fixed t ∈ I , and strictly increasing for
t = c. Hence, μ(ξ) is strictly increasing, whence P(ξ) is strictly convex. This implies that there
is at most one closed solution if P(ξ) is strictly monotone, and at most two closed solutions if
P(ξ) has a global minimum.
We introduce the two functions
ρ(t) = lim
x→−∞f
′
x(t, x), σ (t) = lim
x→+∞f
′
x(t, x), t ∈ I, (5)
which will play a key role. By the monotone convergence theorem they both are measurable—
possibly with infinite values—and integrable in extended sense on any interval [t1, t2] ⊂ I .
Moreover there holds
t2∫
t1
ρ(t) dt = lim
x→−∞
t2∫
t1
f ′x(t, x) dt,
t2∫
t1
σ(t) dt = lim
x→+∞
t2∫
t1
f ′x(t, x) dt, (6)
where the right-hand sides may be minus or plus infinity, respectively.
Our program is as follows. We first prove that
μ(Λ) =
] T∫
0
ρ(t) dt,
T∫
0
σ(t) dt
[
,
see Theorem 3 in Section 2. By means of this theorem and the connection (4) we next prove the
main result on the monotonicity of the deviation function and its domain of values P(Λ), see
Theorem 4 in Section 3. Theorem 5 on the number of closed solutions and their characteristic
exponents follows from this theorem as a corollary.
Clearly, the problem whether Λ is nonempty or not must be a part of the investigation. As is
well known, this problem is by no means a simple one. It is treated in Section 1. It turns out that
in some cases it is possible to conclude that Λ is nonempty, see Theorem 1.
1. On the continuation of solutions
For brevity we introduce the two continuous functions
F(t) =
t∫
0
f ′x(τ,0) dτ, G(t) =
t∫
0
f (τ,0)e−F(τ) dτ, t ∈ I. (7)
Lemma 1. Let ϕ(t), t ∈ J be any maximal solution of Eq. (1), and let t0 ∈ J . There holds for any
t ∈ J
t  t0 ⇒ ϕ(t) eF(t)
[
ϕ(t0)e
−F(t0) + G(t) − G(t0)
]
, (8)
t  t0 ⇒ ϕ(t) eF(t)
[
ϕ(t0)e
−F(t0) + G(t) − G(t0)
]
. (9)
Consequently, if γ1 = infJ , γ2 = supJ there holds
γ1 ∈ I ⇒ ϕ(t) → −∞ as t → γ1+, (10)
γ2 ∈ I ⇒ ϕ(t) → +∞ as t → γ2−. (11)
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ϕ˙(t) = f (t, ϕ(t))= f (t,0) + f ′x(t, η(t))ϕ(t) f (t,0) + f ′x(t,0)ϕ(t),
where η(t) lies between 0 and ϕ(t). Hence
d
dt
[
ϕ(t)e−F(t)
]
 f (t,0)e−F(t), t ∈ J,
from which (8) and (9) follow by integration. If γ1 ∈ I then ϕ(t) is upwards bounded as
t → γ1+ by (9). If γ2 ∈ I then ϕ(t) is downwards bounded as t → γ2− by (8). This proves
(10) and (11). 
Lemma 2. Let ϕ(t), t ∈ J , be any maximal solution of Eq. (1), and let t0 ∈ J . If for some t1 ∈ I ,
t1 < t0 there holds limx→−∞
∫ t0
t1
f ′x(t, x) dt > −∞ then infJ < t1. If for some t2 ∈ I, t2 > t0
there holds limx→+∞
∫ t2
t0
f ′x(t, x) dt < +∞ then supJ > t2.
Proof. If there holds
∫ t0
t1
ρ(t) dt = limx→−∞
∫ t0
t1
f ′x(t, x) dt > −∞ for some t1 ∈ I, t1 < t0 then
ρ(t) is finite a.e. for t ∈ [t1, t2] and
∫ t0
t1
ρ(t) dt is finite. We will prove that γ = infJ < t1. Sup-
pose the contrary. From (10) we infer that ϕ(t) → −∞ as t → γ+. Consequently, there holds
ϕ(t) < 0 for γ < t  γ1 for some γ1 ∈ J . We have
ϕ˙(t) = f (t, ϕ(t))= f (t,0) + f ′x(t, η(t))ϕ(t) for γ < t  γ1 (12)
where ϕ(t) η(t) 0, whence ρ(t) f ′x(t, η(t)) f ′x(t,0) a.e. for γ < t  γ1. From (12) we
get dividing with ϕ(t) and integrating
log
ϕ(γ1)
ϕ(t)
=
γ1∫
t
f (τ,0)
ϕ(τ)
dτ +
γ1∫
t
f ′x
(
τ, η(τ )
)
dτ, γ < t  γ1 (13)
(note that f ′x(t, η(t)) is in fact continuous for γ < t  γ1). There holds
γ1∫
t
ρ(τ ) dτ 
γ1∫
t
f ′x
(
τ, η(τ )
)
dτ 
γ1∫
t
f ′x(τ,0) dτ, γ < t  γ1. (14)
Now, both outer integrals in (14) are absolutely continuous for t1  γ  t  γ1 and hence
bounded as t → γ+. This violates (13) since ϕ(t) → −∞ as t → γ+. Consequently, there
cannot hold γ = infJ  t1. The other part of the lemma is proved analogously. 
The theorem below is a direct consequence of Lemma 2.
Theorem 1. Equation (1) has a solution defined on [0, T ] if either limx→−∞
∫ T
0 f
′
x(t, x) dt >
−∞ or limx→+∞
∫ T
0 f
′
x(t, x) dt < +∞.
The following representation theorem goes back to Kalaba, see [1, Theorem 3.1]. We use the
notation
Fq(t) =
t∫
f ′x
(
τ, q(τ )
)
dτ,0
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t∫
0
e−Fq(τ)
[
f
(
τ, q(τ )
)− q(τ)f ′x(τ, q(τ ))]dτ, t ∈ [0, T ]
where q belongs to C0([0, T ]), the space of continuous functions q : [0, T ] → R.
Theorem 2 (Kalaba). For any ξ ∈ R and t ∈ I (ξ) ∩ [0, T ] there holds
x(t, ξ) = max
q
[
eFq(t)
(
ξ + Gq(t)
)]
, q ∈ C0([0, T ]). (15)
The maximum is attained if q(τ) = x(τ, ξ) for all τ ∈ [0, t]. If in particular f (t, x) is strictly
convex in x for every fixed t ∈ [0, T ], then the converse is also true (i.e., if q ∈ C0([0, T ]) is a
maximizing function, then q(τ) = x(τ, ξ) for all τ ∈ [0, t]).
Remark. The assumptions and the class of functions q(t) in [1] are slightly different from here,
but this is of no importance for the proof.
Theorem 2 will be used in Section 3. It is placed here because of the following observation. If
ξ ∈ Λ then the theorem implies the existence of a K ∈ R such that
eFq(t)
(
ξ + Gq(t)
)
K for all t ∈ [0, T ] and all q ∈ C0([0, T ]). (16)
On the other hand, if (16) holds for some constant K ∈ R, then x(t, ξ)  K for all t ∈ I (ξ) ∩
[0, T ] by (15). From (11) it follows that sup I (ξ) > T , whence ξ ∈ Λ. Rearranging (16) we get
ξ ∈ Λ ⇔ ∃K ∈ R∀q ∈ C0([0, T ])∀t ∈ [0, T ]: ξ Ke−Fq(t) − Gq(t).
This can also be expressed
Λ = ∅ ⇔ ∃K ∈ R: inf
q
min
t∈[0,T ]
[
Ke−Fq(t) − Gq(t)
]
> −∞, q ∈ C0([0, T ]). (17)
This variational result does not solve the problem whether Λ is nonempty or not, but it can be
viewed as a transformation of the problem. As the following example shows it can be used in
practice.
Example 1. We consider the simple Riccati equation
x˙ = f (t, x) = x2 + s(t), (t, x) ∈ I × R, (18)
where s(t), t ∈ I is a continuous function. From f ′x(t, x) = 2x it follows that
∫ T
0 f
′
x(t, x) dt →
−∞ as x → −∞, ∫ T0 f ′x(t, x) dt → +∞ as x → +∞. Consequently, Theorem 1 gives no infor-
mation on Λ. We get
Fq(t) = 2
t∫
0
q(τ) dτ, Gq(t) =
t∫
0
e−Fq(τ)
(−q(τ)2 + s(τ ))dτ (19)
for all q ∈ C0([0, T ]) and all t ∈ [0, T ]. Note that Fq(t) is independent of s(t). The interesting
quantity is
ΦK,q(t) = Ke−Fq(t) − Gq(t) = Ke−Fq(t) +
t∫
e−Fq(τ)q(τ )2 dτ −
t∫
e−Fq(τ)s(τ ) dτ. (20)0 0
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t∫
0
e−Fq(τ)s(τ ) dτ 
t∫
0
e−Fq(τ)S(τ ) dτ
=
[
e−Fq(τ)
τ∫
0
S(u)du
]t
0
−
t∫
0
( τ∫
0
S(u)du
)
e−Fq(τ)
(−2q(τ))dτ
= e−Fq(t)
t∫
0
S(τ) dτ +
t∫
0
e−Fq(τ)
( τ∫
0
S(u)du
)
2q(τ) dτ,
whence
ΦK,q(t)
(
K −
t∫
0
S(τ) dτ
)
e−Fq(t) +
t∫
0
e−Fq(τ)
(
q(τ)2 − 2
( τ∫
0
S(u)du
)
q(τ)
)
dτ.
(21)
Consider for a moment the special case where s(t) is a positive constant, s(t) = a2, a > 0. In
this case the complete solution of Eq. (18) with I = R becomes
x = a tan(a(t − k)), t ∈
]
− π
2a
+ k, π
2a
+ k
[
,
where k is arbitrary. It follows that there are solutions defined on [0, T ] if a < π/T . Conse-
quently, by (17) and (20) there exist constants K0 and b such that
ΦK,q(t) = K0e−Fq(t) +
t∫
0
e−Fq(τ)q(τ )2 dτ − a2
t∫
0
e−Fq(τ) dτ  b
for all t ∈ [0, T ] and for all q ∈ C0([0, T ]). Rearranging the terms we get
−
t∫
0
e−Fq(τ) dτ  b
a2
− K0
a2
e−Fq(t) − 1
a2
t∫
0
e−Fq(τ)q(τ )2 dτ (22)
for all t ∈ [0, T ] and for all q ∈ C0([0, T ])—provided that a < π/T .
We now return to the general case. Let A denote a positive constant to be disposed of later,
and suppose that a < π/T . From (21) and (22) we derive that
ΦK,q(t)
(
K −
t∫
0
S(τ) dτ
)
e−Fq(t)
+
t∫
0
e−Fq(τ)
(
q(τ)2 − 2
( τ∫
0
S(u)du
)
q(τ) + A2
)
dτ − A2
t∫
0
e−Fq(τ) dτ
 A
2b
a2
+
(
−A
2K0
a2
+ K −
t∫
S(τ) dτ
)
e−Fq(t)0
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t∫
0
e−Fq(τ)
((
1 − A
2
a2
)
q(τ)2 − 2
( τ∫
0
S(u)du
)
q(τ) + A2
)
dτ
for all t ∈ [0, T ] and for all q ∈ C0([0, T ]). The last integral in this inequality is nonnegative if
A < a and
4
( τ∫
0
S(u)du
)2
− 4A2
(
1 − A
2
a2
)
 0,
i.e.,
τ∫
0
S(u)duA
√
1 − A2/a2 for all τ ∈ [0, T ].
It is an easy calculation to show that the maximum value of A
√
1 − A2/a2 for 0 < A < a is a/2,
and that this value is attained for A = a/√2. Hence, we choose A = a/√2 < a. Consequently,
if
∫ t
0 S(τ) dτ  a/2 for all t ∈ [0, T ] and a < π/T , i.e., if
max
t∈[0,T ]
t∫
0
max
{
s(τ ),0
}
dτ <
π
2T
(23)
then with
A = √2 max
t∈[0,T ]
t∫
0
max
{
s(τ ),0
}
dτ and a = 2 max
t∈[0,T ]
t∫
0
max
{
s(τ ),0
}
dτ
there holds
ΦK,q(t)
A2b
a2
+
(
−A
2K0
a2
+ K −
t∫
0
S(τ) dτ
)
e−Fq(t)  A
2b
a2
= b
4
for all t ∈ [0, T ] and for all q ∈ C0([0, T ]), provided K is chosen large enough. From (17) we
infer that Λ is nonempty if condition (23) is satisfied.
From (11) it follows that
ξ ∈ Λ ⇒ ]−∞, ξ ] ⊆ Λ.
Hence, we may write Λ = ]−∞, β[, where β = −∞ corresponds with the case Λ = ∅.
2. On the domain of values for the characteristic exponent function
In this section we assume that Λ = ∅, i.e. that β = supΛ > −∞. From (10) it follows that
η ∈ S(Λ) ⇒ [η,+∞[ ⊆ S(Λ).
We put S(Λ) = ]α,+∞[, where α −∞. Since S(ξ) is strictly increasing, it follows that
S(ξ) → +∞ as ξ → β, S(ξ) → α as ξ → −∞. (24)
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β = +∞ ⇒ x(t, ξ) → +∞ as ξ → +∞, (25)
α = −∞ ⇒ x(t, ξ) → −∞ as ξ → −∞ (26)
uniformly for t ∈ [0, T ].
Proof. Let ξ ∈ Λ. From (8) with t0 = 0 and (9) with t0 = T we derive that
x(t, ξ) eF(t)
(
ξ + G(t)) k1ξ + k2
and
x(t, ξ) eF(t)
(
S(ξ)e−F(T ) + G(t) − G(T )) k3S(ξ) + k4
for all t ∈ [0, T ] , where ki , i = 1,2,3,4, are constants and k1, k3 > 0. The lemma follows from
these inequalities and (24). 
Lemma 4. There hold
β < +∞ ⇒ μ(ξ) → +∞ as ξ → β, (27)
α > −∞ ⇒ μ(ξ) → −∞ as ξ → −∞. (28)
Proof. Let ξ0 ∈ Λ be arbitrary. From (4) we get
S(ξ) = S(ξ0) +
ξ∫
ξ0
eμ(η) dη, ξ ∈ ]−∞, β[. (29)
If β < +∞ and μ(ξ) is upwards bounded, then S(ξ) is also upwards bounded by (29), and this
contradicts (24). If α > −∞ and μ(ξ) is downwards bounded, then S(ξ) → −∞ as ξ → −∞
by (29), and this also contradicts (24). Hence (27) and (28) must hold, because μ(ξ) is strictly
increasing. 
Recall the definitions
ρ(t) = lim
x→−∞f
′
x(t, x), σ (t) = lim
x→+∞f
′
x(t, x), t ∈ I. (5)
For brevity we put
a(T ) =
T∫
0
ρ(t) dt = lim
x→−∞
T∫
0
f ′x(t, x) dt, b(T ) =
T∫
0
σ(t) dt = lim
x→+∞
T∫
0
f ′x(t, x) dt.
(30)
Theorem 3. There holds μ(Λ) = ]a(T ), b(T )], provided that Λ = ∅.
Proof. It is obvious that a(T )  infμ. If α > −∞ there holds infμ = −∞ by (28), whence
a(T ) = infμ = −∞. If α = −∞ we use (26). Hence, if x0 ∈ R is arbitrary there holds x(t, ξ)
x0 for all t ∈ [0, T ], ξ  ξ0 for a suitable ξ0 ∈ Λ.We infer that μ(ξ)
∫ T
0 f
′
x(t, x0) dt for ξ  ξ0,
whence infμ  a(T ), i.e., infμ = a(T ). The proof of supμ = b(T ) is similar. Since μ(ξ) is
strictly increasing, μ(Λ) is an open interval. This proves the theorem. 
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We consider three cases:
Case I: a(T ) > 0 or b(T ) < 0;
Case II: a(T ) = 0 or b(T ) = 0;
Case III: −∞ a(T ) < 0 < b(T )+∞,
where a(T ) and b(T ) are given by (30).
In Cases I and II there holds Λ = ∅ by Theorem 1, and from (4) it follows that P(ξ) is
strictly monotone (increasing if a(T ) 0, decreasing if b(T ) 0). In Case III there also holds
Λ = ∅ if a(T ) or b(T ) is finite, but Λ may be empty if a(T ) = −∞ and b(T ) = +∞. Provided
that Λ = ∅ it follows from Theorem 3 that μ(ξ0) = 0 for some ξ0 ∈ Λ. By (4) there holds
P ′(ξ0) = 0. Since P(ξ) is strictly convex we infer that P(ξ) has a global strict minimum at
ξ = ξ0 = μ−1(0). Moreover, P(ξ) is strictly decreasing for ξ  ξ0 and strictly increasing for
ξ  ξ0. In the following we assume that Λ = ∅.
Lemma 5. In all three cases there holds supP = +∞.
Proof. If β = +∞, i.e., if Λ = R the statement is elementary. If β < +∞ the statement follows
from (3) and (24). 
The situation as to inf P is more complicated. We consider the three cases separately.
Case I. Let ξ1 ∈ Λ be arbitrary. If a(T ) > 0 there holds for ξ  ξ1 by (4)
P(ξ) P(ξ1) +
[
exp
(
a(T )
)− 1](ξ − ξ1) → −∞ as ξ → −∞,
whence P(ξ) → −∞ as ξ → −∞. If b(T ) < 0 there holds for ξ  ξ1, also by (4)
P(ξ) P(ξ1) +
[
exp
(
b(T )
)− 1](ξ − ξ1) → −∞ as ξ → +∞
(note that β = +∞ by (21) when b(T ) < +∞), whence P(ξ) → −∞ as ξ → +∞. Hence, there
holds infP = −∞ in Case I.
Case II. Suppose that a(T ) = 0. Then ρ(t) is finite a.e. for t ∈ [0, T ] , by which ∫ t0 ρ(τ) dτ is
absolutely continuous for t ∈ [0, T ]. For any ξ ∈ Λ there holds
d
dt
[
x(t, ξ)e−
∫ t
0 ρ(τ) dτ
]= e− ∫ t0 ρ(τ) dτ [f (t, x(t, ξ))− ρ(t)x(t, ξ)] (31)
a.e. for t ∈ [0, T ]. From (31) we get by integration
P(ξ) =
T∫
0
e−
∫ t
0 ρ(τ) dτ
[
f
(
t, x(t, ξ)
)− ρ(t)x(t, ξ)]dt, (32)
since x(t, ξ) exp(− ∫ t0 ρ(τ) dτ) is absolutely continuous for t ∈ [0, T ]. For x ∈ R there holds
∂ [
f (t, x) − ρ(t)x]= f ′x(t, x) − ρ(t) 0 a.e. for t ∈ [0, T ], (33)∂x
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then f (t, x) − ρ(t)x = −∞ for all x < 0. By the monotone convergence theorem it follows that
ρ1(t) = limx→−∞(f (t, x)−ρ(t)x) is measurable, possibly with infinite values, and integrable in
extended sense on [0, T ]. From (28) we infer that α = −∞. Then (26) implies that f (t, x(t, ξ))−
ρ(t)x(t, ξ) → ρ1(t) decreasingly as ξ → −∞ decreasingly a.e. for t ∈ [0, T ]. Consequently,
the integrand in (32) decreases to exp(− ∫ t0 ρ(τ) dτ)ρ1(t) as ξ → −∞ decreasingly a.e. for
t ∈ [0, T ]. Hence,
P(ξ) →
T∫
0
e−
∫ t
0 ρ(τ) dτ ρ1(t) dt as ξ → −∞,
where possibly the limit is −∞. We have proved
a(T ) = 0 ⇒ infP =
T∫
0
e−
∫ t
0 ρ(τ) dτ lim
x→−∞
[
f (t, x) − ρ(t)x]dt, (34)
since P(ξ) is strictly increasing. In the same way it can be proved that
b(T ) = 0 ⇒ infP =
T∫
0
e−
∫ t
0 σ(τ) dτ lim
x→+∞
[
f (t, x) − σ(t)x]dt. (35)
Case III. As mentioned in the beginning of this section there holds inf P = minP = P(ξ0),
where μ(ξ0) = 0. We will derive a variational expression for min P . First, we introduce the class
A =
{
q ∈ C0([0, T ]) ∣∣∣
T∫
0
f ′x
(
t, q(t)
)
dt = 0
}
. (36)
Since μ(ξ0) = 0 this class contains the solution x(t, ξ0), and therefore it is nonempty. From
Theorem 2 it follows that
x(t, ξ0) eFq(t)
[
ξ0 + Gq(t)
]
for all t ∈ [0, T ] (37)
for any continuous function q(t), t ∈ [0, T ]. Here the equality sign holds for all t ∈ [0, T ] if
q(t) = x(t, ξ0). Recall that
Fq(t) =
t∫
0
f ′x
(
τ, q(τ )
)
dτ,
Gq(t) =
t∫
0
e−Fq(τ)
[
f
(
τ, q(τ )
)− q(τ)f ′x(τ, q(τ ))]dτ, t ∈ [0, T ].
(38)
Inserting t = T in (37) and rearranging we get
P(ξ0) = x(T , ξ0) − ξ0 Gq(T ) =
T∫
e−Fq(t)
[
f
(
t, q(t)
)− q(t)f ′x(t, q(t))]dt
0
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that
minP = max
q
Gq(T ) = max
q
T∫
0
e−Fq(t)
[
f
(
t, q(t)
)− q(t)f ′x(t, q(t))]dt, (39)
where q ∈ A, and A is given by (36). The maximum in (39) is attained for q(t) = x(t, ξ0), where
minP = P(ξ0).
Summarizing we have proved:
Theorem 4. Provided that Λ = ∅, the domain of values for the deviation function is as follows
according to the three cases mentioned in the beginning of this section:
Case I. P(Λ) = R.
Case II.
P(Λ) =
] T∫
0
e−
∫ t
0 ρ(τ) dτ lim
x→−∞
[
f (t, x) − ρ(t)x]dt,+∞
[
if a(T ) = 0,
P (Λ) =
] T∫
0
e−
∫ t
0 σ(τ) dτ lim
x→+∞
[
f (t, x) − σ(t)x]dt,+∞
[
if b(T ) = 0.
Case III. P(Λ) =
[
max
q
T∫
0
e−Fq(t)
[
f
(
t, q(t)
)− q(t)f ′x(t, q(t))]dt,+∞
[
, q ∈ A,
where A is given by (36).
In Cases I and II the deviation function is strictly monotone. In Case III the deviation function
is strictly monotone on both sides of the minimum point ξ0 = μ−1(0).
Remark. It follows from Theorem 2 that if in particular f (t, x) is strictly convex in x for every
fixed t ∈ [0, T ] then q(t) = x(t, ξ0) is the only maximizing function in (39).
By means of Theorem 4 it is easy to determine the number of zeros for P(ξ), i.e., the number
of closed solutions. Recall that Λ = ∅ in Cases I and II, and that the same is true in Case III
unless a(T ) = −∞ and b(T ) = +∞, in which case Λ may be empty. Recall also that if x(t, ξ)
is closed then μ(ξ) is its characteristic exponent (briefly denoted μ).
Theorem 5. Let a(T ) and b(T ) be given by (24), let A be given by (36), and let Gq(t) be given
by (38).
If a(T ) > 0 or if a(T ) = 0 and
T∫
exp
(
−
t∫
ρ(τ) dτ
)
lim
x→−∞
[
f (t, x) − ρ(t)x]dt < 00 0
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T∫
0
exp
(
−
t∫
0
σ(τ) dτ
)
lim
x→+∞
[
f (t, x) − σ(t)x]dt < 0
there is one closed solution, and this solution has μ < 0. If a(T ) < 0 < b(T ), if Λ = ∅ and if
maxq Gq(T ) = 0, q ∈ A there is one closed solution, and this solution has μ = 0.
If a(T ) < 0 < b(T ), if Λ = ∅ and if maxq Gq(T ) < 0, q ∈ A, there are two closed solutions,
one with μ < 0 and one with μ > 0.
In all other cases there is no closed solution.
This theorem gives the complete list of possibilities. We emphasize that it is fully operational
in Cases I and II. In Case III there are two problems. The first problem is that Λ may be empty if
a(T ) = −∞ and b(T ) = +∞ (here (17) might help). The second problem is that (if Λ = ∅) the
maximum value of Gq(T ) normally cannot be calculated explicitly. However, as shown in the
illustrating example below it sometimes is possible to find the sign of this value.
Example 2. We consider the equation
x˙ = f (t, x) = ex + ϕ(t)x + ψ(t), (t, x) ∈ I × R,
where ϕ(t),ψ(t), t ∈ I are continuous functions. The assumptions of Eq. (1) are satisfied. From
f ′x(t, x) = ex + ϕ(t)
it follows that ρ(t) = ϕ(t) and σ(t) = +∞ for all t ∈ I . Consequently, a(T ) = ∫ T0 ϕ(t) dt and
b(T ) = +∞, whence Λ = ∅ by Theorem 1. We get
f (t, x) − ρ(t)x = ex + ψ(t) → ψ(t) as x → −∞.
Moreover,
Gq(T ) =
T∫
0
e−
∫ t
0 (exp(q(τ))+ϕ(τ)) dτ (eq(t)(1 − q(t))+ ψ(t))dt.
All three cases can occur. From Theorem 5 we get:
Case I:
∫ T
0 ϕ(t) dt > 0. There is one closed solution and it has μ > 0.
Case II:
∫ T
0 ϕ(t) dt = 0. There is one closed solution if
T∫
0
e−
∫ t
0 ϕ(τ) dτψ(t) dt < 0,
and it has μ > 0. Otherwise there is no closed solution.
Case III:
∫ T
0 ϕ(t) dt < 0. We cannot compute the maximum value of Gq(T ) explicitly. How-
ever, in some special cases we can find the sign of maxq Gq(T ).
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in Gq(T ) is nonpositive and not identically zero if ψ(t)  −1 for all t ∈ [0, T ] and ψ(t) not
identically −1. Then maxq Gq(T ) < 0, q ∈ A, and there are two closed solutions.
Next, observe that the class A contains one constant function q(t) = k, where k is determined
by
T∫
0
f ′x(t, k) dt =
T∫
0
(
ek + ϕ(t))dt = T ek +
T∫
0
ϕ(t) dt = 0.
It follows that
k = log
(
− 1
T
T∫
0
ϕ(t) dt
)
.
If Gq(T ) > 0 for q(t) = k, then maxq Gq(T ) > 0, q ∈ A, and in this case there is no closed
solution. This is in particular true if there holds
ψ(t) > − 1
T
T∫
0
ϕ(t) dt
(
log
(
− 1
T
T∫
0
ϕ(t) dt
)
− 1
)
for all t ∈ [0, T ].
Consider now the special case, where 1
T
∫ T
0 ϕ(t) dt = −1. From the investigations above it
follows that there are two closed solutions if ψ(t)−1 for all t ∈ [0, T ] (and ψ(t) not identi-
cally −1) and no closed solution if ψ(t) > −1 for all t ∈ [0, T ]. If in particular ψ(t) = −1 for
all t ∈ [0, T ] the equation becomes
x˙ = f (t, x) = ex + ϕ(t)x − 1, (t, x) ∈ I × R.
Then x(t) = 0 identically is a closed solution. Its characteristic exponent is
μ =
T∫
0
(
e0 + ϕ(t))dt = T +
T∫
0
ϕ(t) dt = 0,
whence the zero solution must be the only closed solution by Theorem 5.
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