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Direct modeling techniques in the conceptual design stage in immersive
environments for DfA & D
by Francesco OSTI
Due to the fast – growing competition of the mass – products markets, companies
are looking for new technologies to maximize productivity and minimize time and
costs, while maintaining high product quality. In recent years, immersive technolo-
gies have moved from labs and research environments to industrial contexts, looking
for practical use in different areas of design and manufacturing. In the perspective
of Computer Aided Process Planning (CAPP), companies want to optimize fixture
design and assembly planning for different goals. To meet these demands, the de-
signers’ interest in Design for Assembly and Disassembly is growing considerably
and is increasingly being integrated into the CAPP. The use of immersive technolo-
gies for the fixture design and the assembly and disassembly evaluation is a trend
of research but a direct modeling system in an immersive environment has not yet
been proposed. The work described in this thesis aims to exploit immersive tech-
nologies to support the design of mating elements and assembly / disassembly, by
developing a data exchange flow between the immersive environment and the mod-
eling environment that provides the high – level modeling rules, both for modeling
features and for assembly relationships. The main objective of the research is to de-
velop the capability to model and execute simple coupling commands in a virtual
environment by using fast direct modeling commands. With this tool the designer
can model the coupling elements, position them and modify their layout. Thanks
to the physical engine embedded in the scene editor software, it is possible to take
into consideration physical laws such as gravity and collision between elements. A
library of predefined assembly features has been developed through the use of an ex-
ternal modeling engine and put into communication with the immersive interaction
environment. Subsequently, the research involved the study of immersive technolo-
gies for workforce development and training of workers. The research on immersive
training involved industrial case studies, such as the projection of the disassembly
sequence of an industrial product on a head mounted display, and less industrial
case studies, such as the manual skills development of carpenters for AEC sectors
and the surgeon training in the pre – operative planning in medical field.
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1Chapter 1
Introduction
1.1 General overview of current CAD modeling
During the last twenty years, the market of commercial high end Computer Aided
Design (CAD) software has seen the unrivaled dominance of parametric history –
based modeling. First of all, parametric modeling has its strengths in the dimen-
sion driven approach and in its highly automated workflow. Moreover, the feature –
based modeling technique, derived from CNC machining, constitutes a reasonably
easy way for designers to conceive and mentally visualize product geometry. On
the other hand, some drawbacks are associated to these strengths, such an exam-
ple the demand for pre – planning the entire modeling and the extreme rigidness to
rapidly adapt to changes in product requirements during the early stages of product
development. Parametric modeling shows specific weaknesses when it deals with
modeling in the conceptual stage. During concept phase, design intent is used to
change drastically and rapidly and parametric modeling is unsuitable to follow the
design intent mutations, when designers need to try and redesign several times be-
fore finding the right solution. When the design process is finished and the solution
is finalized, designers restart the modeling work in order to create a robust model,
able to harness design intent from the beginning. This workflow doubles the work
of designers. The main advantage of this workflow is that, eventually, final design
intent is well preserved. However, modeling in a robust manner to fix design intent
in the product 3D model requires experience and hard training. Firstly, experience
because designers need to change mindset from engineers to programmers. History
– based parametric modeling has been initially developed to meet hardware specs
from the 1980s: CAD developers had to divide the amount of geometric informa-
tion of a product into smaller computable parts, hence, from assemblies into single
parts, and features into 2D sketches. For this reason, the feature tree can be seen as
a piece of code that can be run iteratively and capable of creating a model according
to the initial set of parameters. Secondly, hard training because designers must set
up a well – thought modeling strategy to build a 3D model robust and resilient to
changes. For this reason, many companies devote resources in training designers in
order to standardize modeling strategies. Thanks to the training, the company en-
sures that design intent is preserved for a long time and it becomes a company know
– how. On the other side, direct or explicit modeling techniques are not new in the
CAD world. The first commercial application has been introduced by Siemens PLM
in the late 2000’s under the name of Synchronous Technology which was presented
as a more intuitive way to edit and interact with parametric models. However, this
type of modeling has always been seen as a weaker 3D modeling, unable to compete
with the power of parametric modeling. The great advantage of direct modeling is
its capability to easily adapt to design changes. In the last years, direct modeling has
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seen a great development, especially thanks to the advent of new design method-
ologies, such as generative design, and design tools, such as topology optimization
techniques, and manufacturing technologies, such as additive manufacturing, that
have given to the designer the freedom to create new shapes for products capable to
maximize the fulfillment of product requirements. For example, it is extremely diffi-
cult and cumbersome the modeling of structural parts that have been topologically
optimized with parametric modeling techniques. For the same reason, the manu-
facturing of components developed through generative design techniques is irrec-
oncilable with CNC machining. For these reasons, direct modeling and its flexibility
is a suitable solution for innovative design approaches, but at the same time future
explicit 3D modelers should be able to use or introduce some rule – based approach
in its architecture. Direct modeling has been widely studied from single component
perspective. Research works on direct modeling procedures on a single component
range from coding of new direct modeling commands and development of features
recognition algorithms, to conversion techniques of direct modeling features into
parametric history – based modeling sequences. Few researches about direct mod-
eling have been carried out on multi – components or assemblies. For this reason,
our research work concentrated on explicit modeling of assemblies, with a particular
focus on direct modeling of assemblies in immersive environments. The association
of direct modeling with immersive technologies is a natural consequence since im-
mersive technologies, like direct modeling, has begun to be largely employed in the
early design stage. it is no coincidence that in recent years virtual and augmented
reality applications have been developed for conceptual 3D modeling and design
review. Some of these applications are still in the R&D phase or labs. Others, such
as Mindesk, Iris VR, Marui, are now commercial plug – in for several CAD software.
Furthermore, PTC has acquired Vuforia Engine and developed its own scene editor,
Vuforia studio, as a proof that CAD providers and immersive technologies are going
to be interconnected tools of the product development process. In this thesis, we de-
scribe the research on the implementation of direct modeling techniques in the game
engine Unity3D for the modeling and simulation of assembly and disassembly. In
the Chapter 1, we present a comprehensive State of Art of direct modeling imple-
mentations over the last years. In Chapter 2, we illustrate Materials and Methods
used in order to carry out the research. The results of the direct modeling of as-
sembly constraints are outlined in Chapter 3. The applications of the assembly and
disassembly simulations are reported in Chapter 4 and Chapter 5. Chapter 6 depicts
future trends of the research.
1.2 General considerations on direct modeling
When speaking of direct modeling and history – based parametric modeling is im-
portant understand what the designer is trying to do while modeling with these
two techniques. There are four possible situations. The first two situations are de-
signing product and documenting those products and exists a clear distinction be-
tween those two operations. Documenting products consists in creating engineering
documentation for downstream applications, like manufacturing, quality checking,
service and maintenance, etc. Designing products is about exploring and iterating
on design so it can meet the requirements of the product. The third situation is the
simulation of products’ performances and this step consists in abstracting and sim-
plifying a design in preparation for simulation. Lastly, producing the product which
requires the creation of downstream tooling, like tool and die, and numerical control
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code to manufacture the product. We can say that in designing product and simu-
lating its performance, designers need a very simple model, in order to edit rapidly
and to maintain simulation time as low as possible. Hence, in these two phases, di-
rect modeling is the best suitable solution because the changes and the simulations
can be performed quickly. On the other hand, when the designer is requested to
prepare product documentation or to design manufacturing tool for producing the
product, a fully detailed model of the product is necessary and in this case para-
metric history – based modeling is the best suitable solution in order to ensure the
highest manufacturing standards, automation and repeatability. Even assembly and
disassembly planning falls in the producing situation; hence assembly constraints
are modeled by parametric history – based modeling tools rather than with direct
modeling techniques. It is also important to understand the difference in creating
geometry between parametric history – based modeling and direct modeling. With
parametric history – based modeling, the user creates 3D geometry progressively
with features. Features range from simple sketch – based features, like in extrusions
and revolutions, and medium complexity edge – based features, such as chamfers
and rounding, up to very complex features like sweeps and blends. The opera-
tions that are used to create a specific geometry are remembered, so the user has the
history of how geometry is built and created. This also creates interdependencies
between features and, more important, between components in assemblies because
assembly features, or assembly constraints, rely on mating surfaces that are gener-
ated by sketch – based features in the two components. Hence, editing the feature
tree can lead to a failure in the regeneration both of the single component model or,
worst, of the entire assembly. On the other hand, through direct modeling geometry
can be created by extrusion of 2D sketches or by instancing primitive geometries,
hence, in a similar way to features, but the history is not retained. This means that
manipulation and selection of geometry is not constrained by how the geometry
was created. The user can include parametric modifications but the history of those
modifications is not memorized. It is also worth noting that these considerations re-
gard not only 3D geometry, but also 2D geometry. Sketching tools let the user draws
entity by entity the 2D section of a component and several 2D constraints, like paral-
lelism, perpendicularity, concentricity, enforce properties between instanced entities
and are applied constantly during changes, like in parametric history based model-
ing. On the other side, drafting tools are more like direct modeling: user can create
the entities and the properties of the entities are applied once at the creation, but are
not persisted during changes. In a recent survey [1] by PTC regarding the use of
CAD tool in the conceptual design phase, 92% of respondents think that design pro-
cess would benefit by exploring design alternatives during concept design. There is
a demand for speed and flexibility while evaluating those alternatives because de-
signers are not caring about history in the concept phase but at the same time, only
16% of respondents use a 3D modeling software in this early phase of product design
and that is because direct modeling tool has not gained enough authority and matu-
rity at designers’ eyes. Design team feel to waste time in using 3D modeling tools in
the conceptual design phase because they are not able reuse any model they create in
this phase in the downstream steps of product design. In fact, 61% say that drawings
from the concept phase need to be created again to help and support the subsequent
detailed engineering phase. Another problem is that 68% of respondents say that a
concept solutions start and evolve from a pre – existing design but, since they are
not able to reuse data, designers are bound to start from scratch, duplicating mod-
eling efforts. They call this design repurposing. The most common way to perform
design repurposing is to use 3D direct modeling commands. It is worth noting that
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in design repurposing they do not want to completely delete old geometry or can-
cel original design intent. They rather want to bend original geometry and original
design intent to new functions in order to verify the suitability of already modeled
geometries to newer product requirements. This process, if performed, would speed
up the iteration time of concept phase and drastically cut the cost of product design
development. .
1.3 General considerations on immersive technologies
One of the newer tool to verify if the product meets the requirements is represented
by immersive technologies: virtual reality and augmented reality. Thanks to these
technologies, designers share interactive 3D experiences across the company and
suppliers. Or they can perform design review in collaborative virtual environments
in order to detect design mistake earlier. Eventually, designers can develop eas-
ier assembly and disassembly sequences and train operators in these operations in
immersive environments without expensive prototypes. VR and AR technologies
allows designers to communicate concepts in a 3D visual way, and most of the time,
in real – life scale. This allows them to explore and share design ideas in a more
comprehensive way, from different point of views and in multiple scenarios. In
some field, such as the automotive field, AR and VR are the most intuitive way
to evaluate multiple configurations, for example in the choice of the materials and
textures for car interiors. The benefits of immersive technologies do not end in the
conceptual design phase. Data visualization, for example data coming from Fin-
ish Element Analysis, has been widely used in engineering department for a long
time to visualize mathematical results and better understand components behavior.
Now engineers can exploit the 3D product model to analyze the consequences of
engineering decisions. To support engineers, new tools and functionalities should
be developed in order engineers to measure and simulate real world phenomena in
immersive environments. For this reason, the efforts of game engine suppliers aim
to develop always better physical engine in order to better replicate physical laws
and simulate physical phenomena. For example, a simulation engineer can better
explain the results of a Computational Fluids Dynamics simulation by using the real
– life scale 3D model and virtual smoke. In other words, immersive technologies
help engineers to comprehend and communicate data and decisions in a more per-
ceivable way. The power of immersive technology impacts also the manufacturing
engineering for plant design. Manufacturing engineers can take advantages from
3D plant and manufacturing line design in order to investigate different plant lay-
outs by immersing themselves in a virtual plant. Even if the virtual model of the
plant is not available, manufacturing engineers can use point clouds from 3D scan-
ners to augment existing equipment with the new line. In this context, immersive
3D can be employed to better perceive the role of workers in the factory. Such an
example, ergonomics of working cells can be design and evaluated in VR or AR.
While in VR, operators can be trained in collaborative working with robots. Lastly,
VR and AR can reduce the costs and increment the learning rate of training courses.
Beyond the so – called “wow effect” of giving high – tech training to operators, re-
search in the field of VR training is evaluating the benefits of immersive training in
the industrial context. In fact, training is one of the first application for companies
that want to implement VR in their factories. VR training cannot completely replace
traditional training but VR training research field aims to demonstrate that the more
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the VR training is performed the less the traditional training is required. For com-
panies, this means that they do not need to keep manufacturing equipment offline
or to sustain for workers travel costs to simulator facilities or other manufacturing
sites. Moreover, decreasing traditional training means that workers can be trained
on virtual manufacturing lines before the real line is set up, guaranteeing that oper-
ators are productive as soon as the plant is operational. VR training has also safety
benefits since it reduces the risks of injuries and accidents when workers has to han-
dle hazardous materials of harmful equipment. Finally, AR training with the use
of haptic supports or physical hardware can enhance the training effectiveness and
develop specific muscle memory in order to automate specific movements.
1.4 Research objective
Immersive technologies are considered a natural continuation of the CAD modeling
environment. The user can view and interact with virtual models and can modify
the models within the virtual environment. One of the applications of immersive
technologies in industrial contexts is represented by virtual prototyping. Virtual
prototyping stems from the idea of replacing expensive physical prototypes with
digital mock-ups in immersive virtual environments. The digital mock - up does
not have the mere function of displaying the product, but embeds physical behav-
iors and properties that enabled the digital mock - up to act like the real product
to external solicitations or interactions with the user. In all these applications, the
CAD models are modeled with the 3D modeling software used by the company.
Later, parametric CAD models are converted into polygonal models, i.e. meshes, for
importing them into the virtual scene modeling software. In the scene editor envi-
ronment are then added features, properties and behaviors to the model in order to
be able to interact and simulate the use and behavior of the model. This approach
has some limitations:
• The modeling software used by companies is mainly parametric CAD. Hence,
exact dimensions are required to shape the piece. This data is not usually
known with precision in the conceptual design phase.
• The topological relationships and the assembly constraints introduced in the
parametric modeling, both at the model level and at the assembly level, are lost
with the conversion into a polygonal model for importing into the software
scene editor.
• In order to make changes and visualize those changes in the immersive envi-
ronment, it necessary to edit the model in the CAD software and import the
model back into the scene editor software.
These limitations can be overcome by integrating the CAD functions into the im-
mersive environment. In this way all the modeling activities could be carried out
within the VR environment, through intuitive and direct operations and without
the cumbersome data conversion process between CAD and scene editor software.
CAD integration - VR system is not a simple goal. VR systems have limited capabil-
ities for 3D modeling, both for modeling individual components, and for modeling
assemblies with related constraints between components. This is due to the fact that
CAD software uses solid and extremely complex surface modeling methods for a
mathematically exact model definition. On the other hand, the polygonal represen-
tation used in the immersive environment is a finite resolution model representation
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in order to allow model visualization and user interaction on – the – fly. Moreover,
the polygonal mesh does not embed topological data or assembly constraints. Hence
is not suitable for precise CAD modeling.
The research described in this thesis aims to develop a hybrid – modeling envi-
ronment, an optimized combination of direct modeling techniques with embedded
constraints high - level rules system, in order to boost the preliminary phase of de-
sign. The hybrid - modeling environment will be a support tool for the designer
exploring the design space and its quick evaluation. The set of high-level rules in
the immersive environment allows the direct modeling of assembly features and as-
sembly constraints. The system is based on a three level architecture. Firstly, a low
level polygonal mesh representation in the immersive environment. Secondly, the
data exchange module that converts the input used to create polygonal geometries
into readable data for the high level rules system. Lastly, the high level system of
rules for topology relationships used to define assembly components and mating
elements, and for assembly constraint definition between those mating geometric
elements. Thanks to the immersive assembly modeling system, the user is able of
modeling via direct, or explicit, techniques new geometries on an imported model,
or to quickly edit existent geometry of the model. The creation of new geometry
and the modification of old geometry are intended to create new assemblies in im-
mersive environments. For this reason, we focused on the geometry that defines the
joints features between components: face to face, pin/hole joints, hinges or prismatic
coupling are the type of joints that has been considered. All these type of joints are
simple to model in the conceptual design phase because they are composed by sim-
ple geometrical element like planar surfaces, for face to face or prismatic joints, or
cylindrical surfaces, for pin/hole joints, or even simpler elements, like single edges
in hinge joints. In the conceptual design phase the objective is to model these joints
to quickly evaluate their feasibility. The integration of the immersive hybrid - model-
ing environment will be used as an innovative Computer Aided Engineering (CAE)
to simulate and evaluate manufacturing processes, with a specific focus on assembly
and disassembly procedures. The research aims to simulate and test the assembly or
disassembly that derives from rapidly modeled coupling elements, in order to eval-
uate the effectiveness of the assembly and disassembly sequence in a Design for As-
sembly and Design for Disassembly approach. Lastly, we aim to use the immersive
system to train operators in those sequences. Our final goal is to assess the validity
and the effectiveness of immersive technologies in multiple scenarios: starting from
more industrial contexts, where immersive technologies have been widely used and
tested during the last years, up to Architecture, Engineering and Construction (AEC)
sector where the use of these technologies is recent and not deeply implemented.
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2.1 State of Art of Direct Modeling Techniques
Digital drawings and 3D models have completely replaced paper drawings in the
data exchange workflow among the stakeholders who participate to the product de-
velopment process. Various types of information merge into what is called product
data [2]: 3D models, product briefs, data tables, etc. All this information is now
managed at the company level by Product Data Management (PDM). The PDM is
a software tool, employed in concurrent engineering environments, that allows you
to increase efficiencies within the development processes of existing products, thus
improving the management of product design data. The basic product data is repre-
sented by the 3D model of the product in the native CAD format with which it was
modeled, the interoperability of 3D CAD models is fundamental in concurrent engi-
neering contexts where each phase of product development requires a different file
format [3]. Hence, the types of representations for 3D models is crucial for a quick
and seamless product development process. According to the [4] the 3D CAD model
is a mathematical representation of the product. This representation is used to de-
scribe and foresee the behavior of the product upon specific requests of the designer.
In the history of mechanical CAD software, two types of approaches, or languages,
to develop 3D model representations, can be enunciated: declarative approach and
procedural approach. In the declarative approach, the representation is declarative,
or explicit, meaning that the geometry is instantly available, without the need for
the software to operate calculations or operations [5]. On the other hand, in the
procedural approach or history – based or generative approach, procedural repre-
sentations are characterized by a sequence of operations that, only when have been
evaluated, allow the representation of the geometry. Then, it exists a hybrid type of
representation which merges elements of the explicit representation with elements
of the procedural representation [6]. Nowadays, in the market of commercial CAD
software, the explicit approach is represented by the Boundary Representation (B –
Rep) based software, while in the procedural approach are listed the history – based
parametric and feature – based CAD modelers. This classification is not completely
accepted by researchers since featured – based software embeds B – rep elements.
In fact, even in parametric history – based software, geometric elements are con-
nected and employed in order to represent faces, edges and vertices of the contour,
or Boundary, of a solid [7]. In the B – Rep representations, two set of data exist: ge-
ometric information and topological information. Geometric information describes
the shape and relative positions of geometric elements; while topological informa-
tion describes the relationships between the elements [8]. The boundary of the solid
is limited by geometric elements which define patches of surfaces. The topological
relationships are applied to each patch in order to described the solid, for example,
in a cube the perpendicularity between two patches convergent on the same edge,
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or the parallelism between two opposite patches. However, the patches are unsuit-
able for rendering in a computer screen for interactive visualization or for behavioral
simulation, due to their mathematical descriptions and due to the fact that they re-
quire extremely high computational efforts [9]. For this reason, the mathematical
geometry described via B – Rep needs to be converted into a simpler representation
which approximates the exact geometry of the 3D model. The solution is the dis-
cretization of the surface into a mesh of smaller elements, usually triangles, which
approximates the mathematical description of the surfaces that limit the solid [10].
The approximated mesh model is mandatory for all the downstream applications of
the product development process in order to simulate, in reasonable time, the behav-
ior of the product. Classical simulations performed to predict product behavior are
the Finish Element Analysis or Computational Fluid Dynamics simulations. How-
ever, in recent years, another type of simulation has arisen due to the joint advent of
immersive technologies and innovative design approaches, such as Design for As-
sembly (DfA) and Design for Disassembly (DfD). These simulations consist of the
evaluation and the simulation of assembly and disassembly sequences to meet sev-
eral optimization objectives. The optimization objective function can comprehend
time and cost saving aims, ergonomics aspects or environmental impact considera-
tions. Besides traditional simulations and optimizations of assembly and disassem-
bly operations performed via mathematical algorithms, recent immersive technolo-
gies offer a more interactive approach and give the designer a more comprehensive
insight of the issues related to assembly and disassembly, since these operations
require the interaction with the product. Assembly and disassembly sequence simu-
lation performed with immersive technologies requires specific tools and software.
One of the software used to create immersive content and interact with immersive
technologies is the game engine Unity 3D, and, as any other type of simulations, it
relies on mesh models. However, since DfA and DfD are design approaches imple-
mented in the early design stage, the designer should also have the capabilities to
edit and create new geometries with direct modeling techniques inside Unity, not
only to interactively simulate the sequence. Among the direct modeling commands
implemented in several CAD systems, push and pull technique represents a very
simple way to edit the 3D model. Push and pull commands were originally called
tweaking and the first description of this technique can be found in [11]. In this work
the authors described the need for the designer to add operations of local influence,
or action, capable of modifying already – built geometries. The new tweaking oper-
ations included the edits of the geometry of a face, with consequently modification
of geometrical and topological relationships between faces, and the movement of
holes within a face. The authors described also some problems coming from the use
of these direct modeling tweaking commands. For example, the creation of non –
manifold geometries, as a consequence of the overlapping of the new topological re-
lationships with pre – existent topology constraints of patches and faces which had
not been edited. More recently, push and pull edits have been studied by [12]: in
this work, the features of a 3D model can be moved and rotated by simply dragging
the feature, but deeper changes are not supported, for example changing the profile
of a section. In the same way, the authors of [13] described a method to change po-
sition and rotations to selected features but they did not rely with substantial edits
in the shape of the features to be moved. [14] proposed a method to apply direct
modeling edits to parametric models and to reorganized the features tree in order
to convert direct edits in parametric features, but the topology of the features to be
moved should remain unedited. All these example are part of the research trend that
conceive push and pull operation of a single face, as operation to be performed on
2.2. State of Art of Assembly Modeling 9
the volume that contains that face. This approach is robust and reliable but its ap-
plication is limited because the user is merely changing the volume containing the
face, i.e. changing the position of the 2D sketch or the 2D profile, rather than actu-
ally changing the topology of the volume containing the face. In conclusion, we can
say that these approach aims to convert push and pull edits into parametric features
edits and this approach is not suitable for B – Rep models which have no features
tree to rely on. The work by [15] addresses the problem of direct editing a polygonal
mesh and their research is similar to the research presented in this work since both
of them are about editing of meshes. However, the research by [15] is restricted to
meshes derived by the discretization of 3D models composed by planar surfaces.
Hence, it is a limited perspective in the context of mechanical components model-
ing. Subdivision surfacing is a novel modeling technique which can be seen both as
surface modeling or as mesh editing. With subdivision method the polygonal faces
of a mesh are refined by subdividing each face into smaller faces. Every face is then
edited by operating on the control points of the grids and lastly the surface inter-
polating all the control points is created with piecewise patches and it was firstly
used to reconstruct 3D models from 3D scanned data [16]. As stated by the authors,
the subdivision method is especially useful for complex shape products, or free –
form products, because mechanical components can be usually divided in simpler
geometric entities, like parallelepipeds, cylinders and spheres. For such objects, seg-
mentation techniques and shape recognition algorithm are more suitable. Moreover,
the subdivision method control points grid is particularly difficult to be handled by
novice designers and cumbersome for creating specific features like sharp edges,
which are common in mechanical components. Furthermore, it is computationally
heavy due to the mathematics underneath. Hence, the subdivision modeling is not
suitable for direct modeling of mechanical components, especially in real time im-
mersive environments.
2.2 State of Art of Assembly Modeling
The two approaches, procedural and explicit, appears even in the assembly model-
ing. The first to study the assemblies from a procedural and a declarative perspec-
tive were [17]. In their work, the authors studied the methods for determine the
position of an assembly component from high – level relationships, or constraints,
both in a procedural and in a declarative approach. In the procedural approach,
the constraints definition is checked as the assembly is assembled. As stated by
the authors, this method works only in a Bottom – up assembly approach, i.e. all
the parts have already been modeled, because assembly constraint calculations start
from and depends on the feature modeler which gives dimensions of the feature,
shapes of the feature, and feature – face relationships, and other parametric data. In
the declarative approach, the designer set relationships between geometric entities
of each assembly feature. This second approach has the advantages that: it separates
the constraints definition from the constraint validation, while in the procedural ap-
proach these two operations are linked, and secondly, that the assembly modeling
system is independent from the geometric engine of the modeler. In [18] the au-
thors proposed the assembly design following a top – down approach. Thanks to
the top – down approach, the designer can identify key characteristics of an assem-
bly that ensure to meet customer requirements. in this work, key characteristic are
the mating surfaces and the authors described two types of key characteristics: type
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1 are the key characteristics that allow to perfectly position one component with re-
spect to the other, for example the two flipped edges where fastening are riveted;
type 2 are the key characteristics that do not fix the position of the two components.
In [19] the authors demonstrated that assembly features are as useful for assembly
planning as the features based modeling is useful for manufacturing. Moreover,
the relationships between components can be the basis for product modeling since
the coupling elements can progressively add more details, until the entire product,
with all the sub – components, is fully defined. Another work on assembly co –
design is the one by [20]. In this work the authors proposed a modification system
and an edit propagation workflow based on Extensible Markup Language (XML)
between the different clients involved in the design process. In order to manage de-
sign modification propagation and perform real – time changes on the model, two
type of XML file are written at the moment of the modeling stage. First XML file
contains the parameters of each feature of the 3D model. The second XML file con-
tains the information containing assembly features. The two files are then sent from
one client to the other. This method is similar to ours, because our method imple-
ments a client – server system and a data exchange in a text format. Later, in [21]
the authors proposed an open source assembly model called Open Assembly Model
(OAM). The proposed model includes data of the assembly as a concept model, i.e.
as a self-contained product, and as a data structure, i.e. containing relationship and
dependent information between each component. This information is contained in
a single custom class developed via the API of the CAD modeler they used. For this
purpose, in particular, the authors implemented the data structure of STEP format.
Being open source allows OAM to be seamlessly integrated in different CAD soft-
ware. Moreover, this is one of the first research work where it is explicitly declared
the use of assembly process planning and virtual assembly. They wanted to apply
their method inside the Virtual Assembly Design Environment (VADE) [22]. How-
ever, no papers on the application of this method in a virtual reality environment
has been published. In [23] the authors developed a new assembly feature class
using the UG/Open Application Programming Interface (API). In particular, their
method developed an Associative Assembly Feature (AAF) capable of creating sev-
eral associations: an association between parts not already geometrically defined;
an association between geometric entities that defines a mating interface; and an as-
sociation between component geometry and an intermediate geometry in order to
define a new part. In the example they provide, however, their interface looks like
more a configurator of different products, based on some parameters, rather than a
tool for assembly edits and changes. In [24] the authors proposed a API class de-
velopment based on the work by [21]. Also in this work, the authors used the STEP
language to model the assembly but they split the information originally contained
in the single class of OAM and they set a two separate classes: one for assembly pa-
rameters and one for assembly constraints. For this reason, they called this method
OAM+. Moreover, the OAM+ classes enable to embed more data of different nature.
For example, they managed to integrate load data in the assembly, meaning that the
assembly model can be used for simulation and Finish Element Analysis. The use
of STEP standard allows this method to be integrated in several CAD modelers, as
with it was for OAM method. From the concept of Assembly Feature presented in
the previous research work, the work by [25] introduces the concept of Virtual As-
sembly Feature (VAF). As stated by the authors, VAF embeds a function – oriented
approach and has a more engineering foundation. In their work, VAF becomes the
tool for assembly sequence planning and assembly feasibility evaluation in virtual
environments. In VAF there are four types of information: geometry information
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about the parts; mating information regarding the constraints between parts; oper-
ation and movements required to assemble; and generic auxiliary information for
the assembly task. When a virtual assembly task is performed, all this information
is recollected and ensures that the assembly planning has engineering validity. By
using different RGB value for each surface of the parametric model, they managed
to develop an assembly workflow for meshes model in virtual environments. In re-
cent years, digital prototyping has given the designers the capability to study and
explore virtual assemblies with simulations. This aspect has been studied by [26].
The authors have developed an Assembly Feature Pair (AFP) capable of modeling
and simulating assemblies. Thanks to AFP embedded into the part model, designer
can introduce in the single component model the behavior of the component when
interacting with other components. In this way, the work for creating the assembly
is switched in the work for instancing the AFP in the part model. The advantage to
embed AFP in components models is that components acquire knowledge of what
they will be able to do in the future, i.e. how they will be assembled, without using a
separate assembly model. This has also a drawback, because, as state by the author,
the foreseeing capabilities could work only if a well-established library of AFP exists:
a component can foresee how to self – assemble only if every other component of the
final product has the AFP integrated in its model. However, as we can see from the
literature review, assembly modeling is a branch of the feature – based modeling,
and even using STEP language, recognizing features on the face and surfaces of the
model is required in order to assemble the model of the final product.
2.3 State of Art of Industrial Immersive Application for As-
sembly Modeling
Besides the work proposed by [21], one of the first example of constraint definition in
VR environment is represented by the work in [27] in which the authors developed
a modeling technique that leverages the “allowable movements” of the 3D model.
The “allowed motions” enable the accurate pose of the model and the automatic con-
straint of the model. The approach is based on an assembly constraints recognition
workflow. These relationships are stored in a graph and the allowed motions direc-
tion are computed starting from the graph using the method proposed by [28]. The
proposed system was able to automatically recognize face to face constraint, cylin-
drical fit and concentric constraints. All these joints could be performed in the 3D VR
environment. Moreover, the relationships graph could be used to propagate the as-
sembly relationships among all the other parts of the assembly. However, the system
could handle only these simple constraints, and more complex assembly constraints
required further research. The use of allowed movable directions is an interesting
approach and it had some development, especially in the construction of the colli-
sion matrix. The great drawback of this method is that the 3D model still required
to be edited in the CAD software and imported in the scene editor, if changes were
required. Later, in the work by [29] proposed a method based on grid snapping, as
the method implemented by our system. The input for the geometry creation come
from a 3D mouse, as in our system the input for model rotation and movement come
from the immersive input device. In the proposed method the modeling in virtual
environment is solid and effective but the constraints definition is based upon a set
of predefined rules which are too rigid for an industrial use. In the research by [30]
the authors developed a method for solid modeling in a semi – immersive VR envi-
ronment. The method is based on the modification of control points of the primitive
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shape. The user can drag the control points and edit the geometry instead of insert-
ing the parameters by keyboard. In the work described in [31] the authors use three
methods to model and constrain objects one to each other. The simplest way to place
object is by mean of a sliding bar that allows the rotation and the translation of the
components. This method is used for independent or absolute positioning. The sec-
ond method is by constraint – based manipulations which is used for specific model-
ing operations, such as adding block or creating slots or pockets. The third method is
by applying a set of constraints to two components and position the second selected
object with respect to the first one. This is the method used for creating assembly in a
virtual environment. However, the research did not deal with the management of as-
sembly constraints and the possible constraints conflicts the user can generate. The
problem of precise positioning of components of an assembly within virtual envi-
ronments has been tackled by [32]. In their work, the author described a system able
to recognize assembly relationships and to create constrained paths of movements
based on the recognized relationships. The system is developed in a CAVE envi-
ronment and tested in three case studies with two group of students. Thanks to the
feature recognition process implemented in the system, the authors managed to re-
duce the errors of assembling two components in a way not conforming to the design
intent, for example inserting a bolt in a pin with a different diameter. Regarding the
errors in assembly procedures, a large research has been conducted. In [33] proposes
the extraction of the assembly/disassembly sequence from an expert user perform-
ing the task in VR environment. A data mining process is applied to discover as-
sembly/disassembly models and generate the proper sequence. Finally, a new user
can learn and practice the assigned task. The assembly components are Lego - like
boxes. 20 users were involved performing the learning stage both following written
instructions and VR training. User performances have been evaluated by time and
errors count. User experience and system perception have been evaluated by a ques-
tionnaire and a NASA-TLX-like survey. VR training has not always demonstrated
more effectiveness but all the users gave the VR training a higher score, meaning a
high grade of acceptance of VR technology. The proposed method is interesting, es-
pecially for the knowledge extraction and know - how transfer to new users, but the
proposed method is limited by the simple geometry of the components to be assem-
bled, feature that is not realistic. Moreover, the authors do not describe the assembly
models extracted from the data mining process, hence it is not clear how the knowl-
edge extraction algorithm works. In [34] the authors describe a VR training system
for medical devices. The training system has an intelligent agent that supervise and
correct the user during the assembly sequence. The paper compares this system with
other VR training system, like desktop and tablet based, without intelligent supervi-
sor and with traditional training. The parameters used to evaluate the performance
are completion time and user score. VR training without intelligent supervisor and
traditional training has no significant differences, with only two minutes of differ-
ence of completion time. The VR system with intelligent supervisor outperforms the
other two methods with a total reduction of 30% in the entire process. Moreover, the
authors compared the use of VR HMD system with different input methods (hand
motion tracking glove, Leap Motion controller, joystick) with the desktop and tablet
based VR systems. The results show that the solution HMD with Leap Motion Con-
troller obtained the best score in all the scoring categories: level of immersiveness,
control of VR objects, realism, comfort, enjoyment and potential for VR training de-
velopment. The solution HMD with hand motion tracking glove obtained the same
results except for comfort level. In [35] the authors propose a VR training system to
dismantle a research nuclear reactor. Thank to VR simulation, it has been possible to
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identify design problems that would have led to costs and time increment. Several
games have been created to develop specific skills required during the dismantling
(spatial awareness, depth perception, object manipulation). During the games, time
and accuracy are evaluated in order to assess the user performances. After the skill
development games, the users can use the simulator to disassembly the reactor core,
in the order the user deems to be appropriate. 25 participants were evaluated and
were asked to answer a custom evaluation questionnaire regarding the VR system.
The authors distinguish the answers of expert user from the ones of not expert user.
It is worth to note that expert users have given a lower rating regarding the com-
parison with the real – life master – slave manipulator system. This indicates that
VR training systems are a useful tool for novice or inexperienced users and should
be used as complementary tool for traditional training. The work in [36] describes
the implementation of AR for user manual. The proposed solution aims to help the
user performing the movements required to complete the assembly. The paper aims
to develop the assembly skills of the user, without a knowledge of the functions of
the parts to be assembled. This can be useful for novice and inexperienced workers,
who do not know the product, to raise their efficiency and diminish assembly time.
The work in [37] describes one of the few research on skill development in Archi-
tecture, Engineering and Construction through immersive technologies. The paper
studies the effectiveness of AR in the construction of electrical conduits. The par-
ticipants were chosen among a construction company and pre – test and post – test
were carried out. The AR performance of each user is recorded and analyzed by a
behavioral analysis software. The participants were asked to build an electrical con-
duit with HMD and with traditional paper plans. The user experience evaluation is
assessed with pre and post questionnaire. The behavioral video analysis consists of
a time comparison between AR experiment and the paper plan experiment. Three
parameters based on completion time were identified: time of understanding, time
of assembly, time of placement of the conduit. All the time parameters were less
for the AR experiment. Errors were identified as performance evaluation parameter.
Correct final layouts assembled with AR were 30% more than correct final layouts
assembled with paper plans. A possible limitation of this paper is that the experi-
ment has been performed in a controlled environment, not an actual building site.
For this reason, problems like safety and work congestions are not take in account
for the performance evaluation. However, the paper is not a completely laboratory
experiment since the users are selected among real workers. Moreover, the conduits
to assemble are taken from real building cases. Lastly, in [38] a comparison between
text manual, training videos and VR screen based training is carried out. The au-
thors used galvanic skin response and Average Heart Rate (AHR) to assess mental
workload of the worker during the training and the performing of assembly tasks.
In particular, participants trained with text manuals and videos made more errors
than VR trained participants, regardless of the complexity of the task. Training times
with text instructions and manuals were longer than the time with VR training. The
authors suggested that VR training makes easier to comprehend abstract concepts
and make the understanding faster by making those concepts more tangible. Text
manual training showed the highest level of stress and mental workload both for
complex and simple assembly tasks. Traditional video training and VR training did
not show differences in stress level for simple tasks but VR show slightly lower men-
tal workload than video. The authors suggested that this can be explained with
the assumption that simple tasks do not require complex training methods, hence a
video training has the same results of VR training. However, VR training performs
sensibly better than other methods for complex tasks.
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In order to introduce high-level rules in an immersive direct modeling environment
of assembly features and assembly constraints, it has been necessary to choose a
game engine and 3D modeler. Unity3D was chosen as a game engine as it has be-
come the standard for immersive industrial applications. Regarding the modeling
of constraints and assembly rules, Grasshopper was chosen as a high-level rules en-
vironment. Grasshopper is a plug-in of Rhinoceros software and has a very active
community of developers. To allow communication between Unity and Grasshop-
per, built-in components of the two software were used in order to set – up a User
Datagram Protocol (UDP) server - client. At the same time new custom scripts have
been developed to allow the user to interact with the model in the immersive envi-
ronment and to send the suitable data to the modeling environment.
3.1 Unity3D Game Engine
Unity3D is a powerful 3D engine that allow the development of AR and VR appli-
cations. Since Unity is cross – platform, the developer can develop the application
for several device and hardware set up, from desktop set up to mobile and immer-
sive set up. Unity3D comprises a graphic engine, a physics engine and a live game
preview. The graphic engine allows to complex physically based shaders (PBS) and
a large range of shaders can be found online. It is worth noting that users can cre-
ate their own shaders thanks to the shader scritps. The physics engine allows to
simulate physical laws and physical behaviors. The live game preview enables to
visualize the development and edits of the application in real – time while coding.
Nowadays, Unity3D is one of the most used game engines both in terms of game
development and research. With the arrival on the market of hardware for immer-
sive applications, Unity3D has seen a remarkable development. The reasons for this
success are many. First of all, Unity has a lot of resources to learn from, the learning
curve is quite fast thanks to the use of the C# high level programming language.
Unity3D is a great tool for rapid prototyping of applications, which is extremely
useful in the research field. Unity is written in C language but user can develop
applications using C# or Javascript, which are easy to learn. Since the HoloLens re-
lease, Unity has been chosen by Microsoft has the platform to use to develop Mixed
Reality applications, and many toolkit has been released by Microsoft to allow user
getting started with the development, such as Microsoft HoloToolkit and the most
recent Mixed Reality Toolkit. Thanks to this tools, researcher can easily develop
prototypes of immersive applications
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3.2 Head Mounted Displays
Hardware for AR applications should be selected depending on the purpose of the fi-
nal application. Head Mounted Displays (HMDs) can be Optical-See-Through (OST)
or Video-See-Through (VST). The OST technology is based on a beam splitter capa-
ble of merging the virtual object with the real-world onto a semi-transparent lens.
While, in VST additional cameras acquire the external scene which is then fused
with the synthetic image in the internal screens of the VST device. Using OST, the
user views the real-world without any intermediate means; when VST technology
is considered, the user watches the real-world through the display [39]. A second
difference among AR hardware features can be found in the processing unit. Some
devices can be used standalone because they integrate the necessary electronics to
collect data from sensors and visualize the results; others need additional hardware
connected to them by cables to elaborate information. About VST is worth taking
about HTC Vive Pro. The HTC Vive Pro is not standalone, but is one of the most
powerful in terms of display specifications. The HTC Vive offers 1080x1200 pixel
resolution for each eye, 2160x1200 in total. It has a 90Hz refresh rate, thus ensuring
the frame rate is high enough to prevent motion sickness and provide a smooth ex-
perience overall. It offers a 110 – degrees FoV. HTC Vive supports stereographic 3D
view and such a large FoV enables the user to look all around. In addition to that,
HTC Vive Pro is equipped with tracked controllers that can be used inside the VR
environment to interact with objects. VTS are usually chosen for Virtual Reality ap-
plications, but this don’t prevent their application to Augmented Reality purposes:
for example, HTC Vive Pro can stream the images captured by the external camera
to the screens. On the other hand, OST are based on a different technology that fits
perfectly for AR. In the past few years, different projection techniques have been pro-
posed for OST HMDs [40]. The half mirror-based HMD can be considered a simple
solution, but this technology offers a limited Field of View (FoV). Another solution,
which can be considered more sophisticated, is represented by the use of convex or
free-form mirrors that are capable of widening the FoV. This solution is implemented
in the Meta2 device: Meta Company gave straightforward importance to obtaining
a larger FoV and better display resolution. The waveguide technology is the last
technology available on the market. This technology is based on the laws of optical
reflection and optical refraction. The diffraction grating, likewise a lens, bends the
light into a thin sheet of glass or plastic. The light bounces through the pipe until
it exits towards the eye. This solution is implemented in Microsoft HoloLens. Over
the last few years, many companies have introduced their own AR device: the first
were Google Glass by Google; over the years Vuzix has produced several types of
eyewear devices, some conceived as peripherals of a host device, others to be used
in independent mode; up to the latest Microsoft HoloLens. Microsoft HoloLens and
some models of Vuzix Glasses embed computational power. Microsoft HoloLens
are equipped with an Intel Atom Processor as well as Vuzix M300 Smart Glasses,
for instance. Microsoft HoloLens is a completely self-contained computer that the
user wears on his head. Besides, Microsoft HoloLens uses holographic lenses, called
waveguides, while Meta2 uses a convex mirror for the projection of images in front
of the user’s view. Thanks to this original hardware, Meta2 offers a 90 degree FoV en-
suring a more immersive experience compared to HoloLens. The HoloLens as well
ensures a stereographic 3D view, but it forces the user to keep his eyes facing strictly
forward since the FoV is only 30-degrees. When a comparison between HoloLens
and Meta2 is addressed, it is worth noting that the type of gestures implemented in
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Meta2 device are more natural than those available in HoloLens. In fact, it is opin-
ion of authors that using the whole hand to grab a hologram, or fingertip to select
icons in the screens, is easier than the “blooming” gesture, or the air tapping fingers
movement implemented in HoloLens. On the other hand, the hand tracking and
gestures recognition capabilities of Meta2 are not so effective and easier gestures,
even if less natural and intuitive like the HoloLens gestures, ensure a more reliable
interaction and a more satisfying User eXperience (UX). The tracking system repre-
sents another significant difference between VR and AR devices. Vive is equipped
with a 6 DOF IR Laser-based 360-degree tracking system with two external sensors
with 4.5x4.5 meters tracking area. An entire room set up for a Vive is recommended
in order to improve UX, but HTC Vive can be set – up also in the simple stand-
ing mode, whereas the HoloLens tracking system is completely enclosed. Microsoft
HoloLens tracking system is based on a different technology since it is fully embed-
ded into the device. It relies on four “environment understanding cameras,” two on
each side and a central depth camera. The “environment understanding cameras”
provide the basis for head tracking, and the Time of Flight (ToF) depth camera aims
at two objectives: it helps the hand tracking and performs surface reconstruction,
which enables the positioning of holograms on physical objects. It’s fair to say that
Microsoft reached quite high standards in terms of tracking. On the other side, the
Meta2’s tracking system gives a 6DOF positional tracking: it is similar to that used
by HoloLens because it is based on a depth camera, webcam and IMU. The inte-
gration of data from the depth camera and the webcam with data from the IMU is
obtained through a proprietary algorithm that performs a sort of Simultaneous Lo-
calization and Mapping (SLAM) [41]. In parallel, and sometimes even earlier respect
to the development of wearable devices, companies developed external devices to
bring the real and the virtual world closer: for example, Microsoft Kinect and Leap-
Motion controller belong to this set of devices. Focusing the attention on Microsoft
Kinect, it uses the same technology implemented in Microsoft HoloLens: in fact, it
is equipped with a webcam coupled with an IR sensor that allows the reconstruc-
tion of the surrounding environment. LeapMotion controller is a device designed
specifically to allow interacting with virtual objects, without the need for dedicated
gestures or controllers, but requiring an intuitive use of the user’s hands. The Leap-
Motion controller efficiently merges user’s hands into a virtual environment. The
device guarantees a very accurate tracking as it blends data from two cameras and
three IR sensors. A hemispherical space above Leap Motion of approximately 40 cm
in diameter is the best tracking area. In some applications, these devices have been
coupled with wearable equipment to create more complex interactive simulations
[42]. The evolution of the VR and AR dedicated hardware aims at reducing the gap
between the virtual world and the real world, and at implementing the concept of
digital twin where there is a virtual copy of a real object and the user can switch
between them in real time.
3.3 Grasshopper
Grasshopper is a plug – in of Rhinoceros 3D modeling software. More specifi-
cally, Grasshopper is a high level visual programming environment. Being a vi-
sual programming language means that all operations on geometries are operated
by graphic elements, i.e. blocks, within the grasshopper Graphical User Interface
(GUI). Every block represents a node of the grasshopper graph and every block
works as a function of a computer programming language. Every node performs
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specific operations, given the correct set of inputs, and generates one or more out-
puts. Inputs are on the left side of the block, while outputs are on the right side of
the block. The data supported by Grasshopper are several. Data can be geometrical
data or non – geometrical data. Geometrical data are: points defined by a (x, y, z) pa-
rameters; vectors defined by a direction and a magnitude starting from a point; lines
i.e. a segment between two points; NURBS curves and NURBS surfaces, B – Rep
geometries and meshes. Non – geometrical can be: text string; integers and floats or
Boolean variables. Besides the nodes that work as function, Grasshopper has nodes
that work as input variables. Input nodes can be container nodes of geometrical data
or parameter nodes. Container nodes do not perform any operations or do not op-
erate any function, they simply import geometry from the Rhinoceros viewport into
the Grasshopper graph. Parameters nodes are used to set non – geometrical data as
input of subsequent Grasshopper blocks, like slider to set a numerical value. Each
node is connected to others by mean of wires and the output of a block immediately
become an input for the following block. In this way, the data flow is unidirectional
and as soon as each block receives the input, the function of the block is operated
and the geometry is created. This dataflow is similar to procedural programming
with the difference that in procedural programming the operations are executed lin-
early, while in Grasshopper visual language the operation is executed as soon as the
input is received by the block. The blocks that operate functions can be divided into:
1. Blocks that generate new geometry, points, vectors, B – Rep, etc.;
2. Blocks that transform already modeled geometry, for example rigidly moving
a cube in the space;
3. Blocks of calculations based on geometry or numerical input, for example cal-
culating the volume of a closed geometry.
In Grasshopper the data between each block can be either a single data, like a nu-
merical value, or set of data. This can be useful when working with series of data
describing some recursive feature of the geometry, or when working with sequence
of the same data changing over time. In this case the wires connecting the blocks
is not a single wire, but there is a double wire connection meaning that the data
between the two blocks are multiple. This specific feature is useful in our research
since the communication between Unity3D and Grasshopper involves the streaming
of sequential data via UDP. Among the large number of open source Grasshopper
components that are available on internet, we selected and used two particular com-
ponents: gHowl and Kangaroo. gHowl component is a component that allows to
receive User Datagram Protocol text data from an external sender. Kangaroo is a
physic engine component for simulation inside Grasshopper. These two compo-
nents are the component on which the high – level modeling rules system between
Unity3D and Grasshopper is based.
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Immersive Modeling Environment
for Assembly and Disassembly
Design
In this chapter we describe the development of a modeling environment within
Unity3D, thanks to the implementation of several commercial tools, ProBuilder and
Grasshopper. The modeling environment is connected to Rhinoceros Grasshopper
in order to enlarge the modeling capabilities of the ProBuilder built – in classes and
methods.
4.1 Immersive modeling environment
The Unity ProBuilder plug-in was used to create and edit the geometry within Unity3D.
We mainly focused on creating and editing geometry necessary for coupling the
components, for example modeling pins or moving coupling surfaces on the im-
ported model. ProBuilder allow the user to create and edit custom geometry directly
in the Unity Editor. ProBuilder is particularly suitable for the aim of this research
because it allows to create and edit meshes and also because ProBuilder has a com-
prehensive Scripting Application Programming Interface (API). Hence, the user can
write its own C# scripts to develop specific tools and functionalities. Another ad-
vantage of the use of ProBuilder is that it comes with a large library of meshes of
primitive geometries, like cubes, cylinders and planes, which is very useful since
the mating features between components are essentially primitive geometries, like
pin/hole connections. Moreover, it has Boolean Constructive Solid Geometry (CSG)
tool which implements intersection, subtraction and union of two meshes. Whit this
last function, the user can create on-the-fly custom geometry for a coupling element
on one mesh, merge this new geometry to the component mesh and then send all
the data to Grasshopper via UDP.
4.1.1 Interaction in ProBuilder
ProBuilder meshes works like any other Unity GameObject. This means that the
user can apply rigid movements, rotations and scale factors to the entire mesh. In
the Unity Inspector the user can add components to those meshes and attach scripts
in order to control or add properties to the meshes. Furthermore, different selection
modes are implemented. Object mode represents the standard Unity selection mode
for selecting and editing GameObjects as a whole. Vertex mode, Edge mode and Face
mode are the selection modes for selecting and editing vertices, edges and faces on a
ProBuilder mesh. In such a way the user can select specific entities of the mesh and
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precisely select edges and faces to mate the two meshes. It is worth noting that all the
ProBuilder commands work only with ProBuilder meshes. Imported meshes or 3D
Unity objects do not support ProBuilder functionalities. However, in the scripting
API it has been implemented a conversion tool to convert imported or Unity built –
in meshes into editable ProBuilder meshes.
4.1.2 Mesh creation in ProBuilder
ProBuilder offers three ways to create new geometries. Firstly, the user can instanti-
ate primitive geometries from a built – in library. Pre – defined shapes comprehend
cubes, cylinders, but also more complex geometries like toruses and icospheres.
Each pre – defined shape is fully customizable in the geometric properties, for ex-
ample the radius of cylinders and icospheres, and in the Level of Detail (LOD), for
example user can set the level of subdivision of icospheres, in order to meet hard-
ware specs and not to slow down the application. In Fig. [Fig. 4.1] it is depicted
an assembly of a piston rod. The two pins, coupling the piston rod with the piston
cap, have been modeled by instancing two cylinders and placing them in the holes
of the two components. The great advantage of this geometry creation method is
that the user can insert parameters, such the cylinder radius for example, to create
geometries with the exact dimensions he desires.
FIGURE 4.1: The assembly of a piston rod with the two connecting
pins modeled with ProBuilder suite
The second type of mesh creation is the polygon shape creation. The workflow
of mesh creation with the polygon shape tool is similar to the sketch and extrude
workflow of CAD software. The user creates custom 2 – dimensional shape, on a
plane or on a face of a pre – existing mesh, and then extrude the 2D sketch to create
a 3D mesh object. The polygon shape tool is interactive, while instancing a primi-
tive geometry represents a more static interaction. The main advantages of polygon
shape tool respect to the instancing of primitive geometries from the built – in li-
brary are: firstly, polygon shape is interactive and the user can create new geometry
following the shape of mesh; secondly, geometries modeled with the polygon shape
tool are indefinitely editable because the user can edit the control points of the 2D
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initial sketch. For example, in [Fig. 4.2], the white shaft has been modeled following
the perimeter of the piston hub and then extruded with a simple drag movement of
the input hardware. The drawback of the interactivity of polygon shape tool is that
the user cannot set the exact dimensions of the geometry. However, this is a minor
drawback since in the concept phase, exact final dimension might not be already
known by the designer.
FIGURE 4.2: Modeling of the shaft following the perimeter of the hub
In order to place new geometries in the world coordinate system we used the
Unity plug – in ProGrids. With ProGrids the user can place 3D objects, imported or
modeled on – the – fly within Unity, with precision: the object snaps to the world
grid. The position of world grid always remains the same. Hence, the user knows
where components are placed, the distance between them and the magnitude of a
movement. With these capabilities, ProGrids allows the user to keep objects aligned,
for example with symmetry planes [Fig. 4.3], or at a certain distance.
FIGURE 4.3: Symmetry plane of the piston rod highlighted by Pro-
Grids
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The snapping value depends on the grid units and it can be set by the user, ac-
cordingly to his design intent. Since the application is conceived for mechanical
components, the default grid unit are millimeters and the default snap value is 1
mm. However, for more precise edits or modifications the snapping value can be
reduced.
4.1.3 ProBuilder scripting API
ProBuilder provides developers a scripting API in order to enlarge ProBuilder tools
and functionalities by writing custom C# scripts. The API includes three names-
paces. The namespace UnityEditor.ProBuilder provides classes for Unity editor in-
tegration. This namespace and its classes can be used by the developer to cre-
ate custom User Interfaces (UI) with new menus and toolbars for specific com-
mands. The namespace UnityEngine.ProBuilder provides classes for low level mesh
compiling. These classes allow the user to create meshes, handle events on ver-
tices, edges or faces of a datum mesh and operate mathematical operations with
meshes. The namespace UnityEngine.ProBuilder.MeshOperations provides classes
for mesh editing. Through these classes the user can edit meshes and manage in-
put/output events. It is worth noting that libraries from UnityEngine.ProBuilder
and UnityEngine.ProBuilder.MeshOperations, which are the libraries required for
creating and editing meshes, are available at the RunTime. Hence, all the scripts
implementing classes from those libraries can be activated by input and executed in
the PlayMode, or RunTime.
4.1.4 3D modeling in RunTime
In order to create new geometries in the RunTime, we developed a simple UI for
the touchpad of the Vive controller. The UI is a radial menu and the user can access
either the polygon shape tool or the primitive shapes library by using touch input
with his finger. To help visualize the position of the finger in the VR scene, we high-
lighted the finger position with a white sphere over the virtual touchpad. Once the
creation mode of new geometry is selected, a red raycast helps the user to aim where
pose the control points of the 2D sketch. Control points are added sequentially by
hitting the trigger button [Fig. 4.4].
FIGURE 4.4: Sketching with ProBuilder with HTC Vive controller
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Once the 2D section is closed, by hitting the first control point with the raycast,
the user can extrude the new geometry to the desired height by dragging the control
point in the center of the 2D polygon [Fig. 4.5].
FIGURE 4.5: Extruding the 2D sketch with ProBuilder with HTC Vive
controller
Similarly, the user can model new geometries chosen from the library of primi-
tive forms [Fig. 4.6].
FIGURE 4.6: Rough positioning of the primitive
With this mode, you can create primitive forms with exact parameters, for exam-
ple by entering the value of the radius of a cylinder or the length of the side of a cube
[Fig. 4.7].
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FIGURE 4.7: Setting the parameters for the primitive definition
Once the new geometry has been instantiated, the user can drag and pose the
solid in the final position [Fig. 4.8].
FIGURE 4.8: Final positioning of the primitive
4.1.5 Selecting geometry in RunTime
As for modeling new meshes, the user can edit and modify single control points,
edges and faces of a mesh. In order to select single entities on a mesh, several meth-
ods from the class SelectionPicker have been used in the scripts attached to the UI.
The class SelectionPicker offers two types of selection: direct selection of a single el-
ement, or selection of multiple elements within a selection rectangle. However, the
direct selection is available only for single faces through the method PickFace, which
returns the first hit face on a ProBuilder mesh, given the screen position of the cam-
era. Edges and vertices are selectable only within a rectangle of selection, given the
position of the camera. Since the common selection method of HTC Vive controllers
and Microsoft HoloLens is based on raycastin, i.e. projecting a ray from the tip of
the controller or from the gaze, we developed a system to bypass the limitation of
the rectangular selection. When the ray from the generic input device hits the object,
the mathematical description of a rectangle is created at the end of the ray, centered
in the hit position. This fake rectangle is instantiated as a single event GameObject.
This rectangle is then used as input parameter in the methods PickEdgesInRect and
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PickVerticesInRect. The limitation of this method appears in the selection of two too
close elements. In order to select the right one, the user has to go closer, or scale the
object, so that the two close elements can be selected without uncertainty.
4.1.6 Editing geometry in RunTime
Thanks to the SelectionPicker method the user can select entities to modify the ge-
ometry. Under the namespace UnityEngine.ProBuilder.MeshOperations are listed
all the possible classes to edit geometry. With the class SelectMode it is possible to
switch between the selection modes of ProBuilder: vertices, edges, faces or the whole
object. Depending on the active selection mode, the user can edit the geometry by
manipulating single vertices or entire faces. For example, when in vertex selection
mode, he can edit the initial 2D section of an extrusion by dragging each vertex, in
order to modify the entire profile of the extrusion, or he can manipulate a vertex on
the side of the extruded mesh [Fig. 4.9].
FIGURE 4.9: Single vertex editing by dragging command
In the same way, he can edit the entire face of the extrusion when in face selection
mode [Fig. 4.10]. The user can perform operations push / pull on vertices, edges
and faces to modify their positions and orientations; while scaling operations are
available only on edges and faces.
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FIGURE 4.10: Face editing by dragging command
The class AppendElements allow the user to append elements to meshes. The
method AppenVerticesToEdge enables the user to append new vertices to edges.
This method can be useful to subdivide an edge and to add finer details. For delet-
ing a face, it has been used the class DeleteElements class, and then the method
DeleteFace. For example, the user can firstly subdivide the mesh by inserting new
vertices. Then, he can delete one of the new faces and then bridges the two edges to
create a through-hole [Fig. 4.11].
FIGURE 4.11: Left: deletion of two faces of the polygon. Center:
bridging of the edges of the hole. Right: final hole on the face
It is worth noting that the built – in algorithm of edge bridging recognizes and
poses the new faces with the correct normal orientation [Fig. 4.11, Right]. An-
other possible operation very frequent in the mechanical design is the chamfering.
ProBuilder offers a class for chamfers creation: the class Bevel. The method con-
tained in this class that allow to create chamfer is BevelEdges. This method can be
applied equally to a single edge or a group of edges, like in [Fig. 4.12, Left], if the
user is in edge selection mode; or it can be applied to a whole face, like in [Fig. 4.12,
Right], if the user is in the face selection mode.
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FIGURE 4.12: Left: single edge chamfering. Right: all edges chamfer-
ing
4.2 Communication Module
Unity represents a great tool for developing immersive applications. With the use of
plug – in like ProBuilder, it is also possible to model and create new geometries in
the runtime. Even from the physics simulation perspective, it is a powerful tool since
it has two built – in physics engines: one for 3D simulation, one for 2D simulation.
Unity physics engines provides developers with components capable of simulating
physical behavior. However, these geometrical modeling and simulation capabili-
ties are not enough from an engineering point of view. It is necessary to introduce
in Unity more precise and accurate geometrical modeling rules and physics behav-
iors. For this reason, the Rhinoceros’ plug – in Grasshopper has greater modeling
capabilities and a great amount of components for physical simulations. Hence, we
developed a communication module to send data, geometries and input from Unity
into Grasshopper’s modeling language. All the Grasshopper’s calculations run in
the background on the Unity application. Hence, a stable and fast system for data
transfer between Unity and Grasshopper is fundamental. We opted for a method of
sending and receiving data from Unity and Grasshopper based on User Datagram
Protocol (UDP). The major drawback of the UDP compared to Transmission Control
Protocol (TCP) are that there is no sequencing of data in UDP and that delivery of
data to the destination application cannot be guaranteed. On the other hand, UDP is
lightweight, it is faster than TCP and it is simpler to set up even by beginner users.
4.2.1 Data exchange workflow
In order to enable the data exchange between Unity and Grasshopper, a UDP server
– client network has been set up. On the Unity side, we used the namespace Sys-
tem.Net in a C# script to send and receive data. This namespace allows to set the
IP address and the port. On the Grasshopper side, we used an open source add-
on component of Grasshopper called gHowl which allows to receive and send UDP
messages. The data workflow consists of the following steps. First, the user gen-
erates geometry in Unity through the ProBuilder tools, either through instancing
primitive shapes or through the polygon shape tool. Then the key values of the new
geometry are collected and encoded in a single text string. Each input value is sepa-
rated using a semi-period from the following value. The text string is sent via UDP
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client to Grasshopper. The transferred string is composed by three subset of data
and the pattern of the string varies depending on the type of geometry creation tool
used by the user. In Grasshopper the text string is parsed, using the split component
to separate each value from the others. Then each subset of data is listed in order
to become the input parameters for the geometry components in Grasshopper. The
geometry is then modeled in Grasshopper. Lastly, the geometry can be modified
through the Grasshopper components or through scripts and then is sent back to
Unity via UDP as well.
4.2.2 Data exchange of primitive shapes
In the following steps, we describe the workflow for the creation of a cube through
the primitive shape library of ProBuilder and the exchange data between Unity and
Grasshopper. On the input event with the input device, for example the HTC Vive
controller, the string of data is sent to the UDP receiver in Grasshopper, which has
been set up with the IP address and the port to listening to [Fig. 4.13]. The output
of this block is the parameter D and it consists of a text string, since the Unity UDP
sender is sending a text string.
FIGURE 4.13: UDP receiver block
The text string is composed by three subset of data. First parameter is the type of
geometry, listed accordingly to the dropdown menu of primitive shapes in ProBuilder:
0 for cubes; 3 for cylinders; 4 for planes; 7 for cones; 10 for icosahedrons. In this ex-
ample the first parameter is 0 because the user is modeling a cube. The text string is
then unpacked through the split component. The split component accepts a text T
and a separation character C as inputs. The split component divides the text string
accordingly to the separation character. Unity uses semi-colon as separation char-
acter. The output of the split component is the resulting text fragments R and these
fragments are lists [Fig. 4.14]. The fragments are listed and through the Sort Item
component it is possible to retrieve a specific item from the list. In the Sort Item
component with index = 0 it is retrieved the type of geometry. In the Sort Item com-
ponents with index = 1, the dimensions of the cube are retrieved. In the Sort Item
component with index = 2 the position of the geometry is retrieved, accordingly to
the position of the ray generated by the raycast.hit method of HTC Vive controller.
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FIGURE 4.14: Message parsing with the split block
The list with index = 1 is then manipulated in order to convert text data, con-
taining the dimensions of the cube, into a vector, containing the three dimensional
parameters of the cube. In this example the cube is 1x1 mm with a height of 5mm.
In the same way, the list with index = 2 is manipulated in order to set the plane and
the center position of the cube [Fig. 4.15].
FIGURE 4.15: Conversion of the txt string into vectors
The plane where to pose the new geometry is selected by the user in the ProGrid
set – up panel. In Unity, the plane XZ is the default horizontal plane and the Y axis
is the vertical axis. Hence, by default the Grasshopper block chain implements the
XZ plane as the sketching plane [Fig. 4.16]. However, the sketching plane can be
switched upon user request. This can be observed in the Grasshopper diagram in
the dashed lines in [Fig. 4.16].
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FIGURE 4.16: The box creation in Grasshopper
Once sketching plane is set and the text string is converted into vectors, the cube
is created through the Box components which accepts the sketching plane as Base
Plane B, and the three dimensional components as dimension of the box. It is worth
noting that the Y component and Z component are switched because Unity uses Y
as vertical axis, while Rhino uses Z as vertical axis. The result of the modeling work-
flow can be previewed in the Rhinoceros window. According to Unity standards,
the x axis is the red segment; the Z axis is the blue segment and the Y axis is the
green segment. In Rhinoceros a cube with (x,z) = (1,1) and height y = 5 is modeled
and displayed [Fig. 4.17].
FIGURE 4.17: The modeled box in Grasshopper and in Unity3D
4.2.3 Data exchange of polygon shapes
The Polygon shape tool data exchange is pretty similar to the primitive shape data
exchange. The main difference consists in the form of the text string sent from Unity
to the gHowl UDP receiver. The text string contains simply the coordinates of the
control points of the 2D polygon used as profile for the extrusion [Fig. 4.18]. As
you can notice, the selection of the Y plane as sketching plane is highlighted by the
second component of the coordinates of the control points, which is always equal to
zero.
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FIGURE 4.18: The incoming txt from Unity3D containing the coordi-
nates of the control points
The main difference between the two shape modeling methods consists in the
second input that is transferred to set the height of extrusion. To extrude a 2D sketch
with ProBuilder, the user has to select the control point in the center of the 2D poly-
gon. The selection of the center control point represents a second event of the input
device which is sent to Grasshopper via UDP. The dragging distance of the center
control point represents the extrusion height for the polygon in Grasshopper. In
this example the extrusion distance is 3.67mm as highlighted in the output panel in
Grasshopper and in comparison figure [Fig. 4.19].
FIGURE 4.19: The UDP receiver receiving the extrusion height
The final result of the creation of new geometry with the polygon shape tool is
represented in [Fig. 4.20]. According to Unity standard, XZ plane is represented by
red and blue axis, while Y axis is in green. The same coordinates system is used
in Rhinoceros because during the parsing of the data from unity, Y and Z axis are
inverted. Hence, in Rhinoceros preview window XZ plane is the sketching plane
and the direction of extrusion is along Y axis.
32
Chapter 4. Immersive Modeling Environment for Assembly and Disassembly
Design
FIGURE 4.20: Extruding a polygon shape in Unity3D and the corre-
spondent extrusion in Grasshopper
4.3 Immersive assembly constraints
After the design and the implementation of the Unity – Grasshopper integrated
modeling suite, we started developing the modeling system of the assembly con-
straints. Rhinoceros does not support parametric modeling and for this reason Grasshop-
per has been integrated in Rhinoceros. Among the numerous Grasshopper plug –
in, Kangaroo represents a physics and constraints solver for Grasshopper. Kanga-
roo offers to developers a set of components for form finding, simulation of physical
phenomena and a solver for geometric constraints. The Kangaroo simulation engine
is based on the Goal concept. A goal is a function that rules input parameters, i.e.
points, edges and faces. Multiple goals can be applied to each object and the solver
component has the capabilities to balance the goals that have to be match in order
to meet all the constraints. The goals balance can be governed by the user by giving
different weight to each goal.
4.3.1 Kangaroo Components
The components that allow the user to interact and set assembly constraints are: the
solver component; the grab component and the rigid body component. The solver
component is the component that collects all the goals and solves the system. In
Kangaroo there are three types of solvers: simple solver, step solver and zombie
solver. The simple solver runs and solves the goals at the user input through a
generic Grasshopper Boolean toggle component. The step solver runs and solves
the goals only when input is refreshed or at predefined time steps, for this reason
the reset function is disabled. The zombie solver runs and solves the goals until the
maximum number of iterations is reached. For our research, we implemented the
simple solver component. The simple solver requires at least two input: the goal
objects, i.e. the objects that will be moved accordingly to the constraints; and the
reset toggle; mandatory to let the solver start the simulation. The drag component
allows the user to move the simulation points in the Rhinoceros viewport. In our
case, this component has been used to drag geometries in the coupling position, or
to move the entire assembly accordingly to the assembly constraints. The rigid body
component is used to identify B – Rep surfaces or meshes as rigid body. This means
that the input surface acquires six degrees of freedom. Mechanical assembly mating
constraints can be applied to rigid bodies by using the Kangaroo goals blocks. It is
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worth noting that if a B – Rep surface is used as input parameter of a rigid body
block, an intermediate block of B – Rep deconstruction is required. The B – Rep de-
construction is necessary in order to be able to select the vertices, edges or faces of
the B – Rep surface as input of the goals blocks [Fig. 4.21].
FIGURE 4.21: Decomposition of the geometry
4.3.2 Kangaroo goals library
In the following section, a concise overview of the most used kangaroo goals. We
used these goals to define a series of block diagrams, one for each joint we want to
simulate. Anchor goal: this goals keeps the entity position in its original position.
As input the anchor block accepts the point P to lock and the target T to lock the
point P to [Fig. 4.22].
FIGURE 4.22: Anchor block to lock the position of the element at-
tached
AnchorXYZ goal: similar to simple Anchor, this goal allows to decide for which
of the world directions to restrain the point in. The AnchorXYZ block accepts a point
P as input. To lock a direction, it is required a Boolean toggle to set True or False
the corresponding input direction in the block. When the Toggle is set to true, the
corresponding movement direction is locked. For example, to allow the movement
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of a point only along the vertical Y axis, the user would set X = true, Y= false, Z =
true. This block is used to set the frame of the assembly, by imposing all the X, Y, Z
variables true, as in [Fig. 4.23].
FIGURE 4.23: AnchorXYZ block used to frame the geometry
On Plane goal: this block is similar to Anchor and AnchorXYZ block since it locks
input points on a plane. The On Plane goal is used to set the frame of the assembly.
This block accepts point to lock as input, and the plane to lock the points on [Fig.
4.24].
FIGURE 4.24: OnPlane block
Length goal: this block keeps two points at a predefined distance. This block
accepts the conjunction line between two points and the length of the line as input.
The length can be set by external parameters, for example by numerical 1D sliders,
or by the positions of the controller sent via UDP [Fig. 4.25].
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FIGURE 4.25: Length block
Coincident goal: this goal maintains the input parameters coincident. This block
accepts the two points as input [Fig. 4.26].
FIGURE 4.26: Coincident block
Angle goal: this goal keeps two segments at a predefined relative angle to from
each other. The segments can be either disconnected or have a shared vertex. This
block accepts as input the two segments as LineA and LineB; and the angle, in radi-
ans, between the segments. As for the Length block, the angle input can be set by
external parameters, a numerical 1D slider, or by the position of the controller sent
via UDP. In both cases, an intermediate block that converts the numerical data from
degree into radians is mandatory [Fig. 4.27].
FIGURE 4.27: Angle block
4.3.3 Constraints definition
In the following section, we will describe the Kangaroo diagrams of the joints im-
plemented in the system. The diagrams have to be modeled in advanced and they
represent the high – level rules necessary to assemble components in Unity. The in-
put geometry of the kangaroo blocks is selected in Unity through the input device,
for example HTC Vive controllers, and then the text string data in sent via UDP.
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Hinge
Once the deconstruction of the B – Rep of the geometries is performed, the hinge
joint required the definition of two couples of mating points, highlighted in green in
the block diagram and in evidence in the Rhinoceros viewport [Fig. 4.28].
FIGURE 4.28: Selection of the point of the hinge
Then it is necessary to set the opening angle between the two components. This
operation is performed via the Angle goal. Two edges on the longest side of the
components, highlighted in green in [Fig. 4.29] are selected as LineA and LineB
input of the Angle goal component. The angle in radians is set in Unity accordingly
to the Euler angles of the input device implemented, and the angle value is sent via
UDP to Grasshopper.
FIGURE 4.29: Selection of the rotating angle of the hinge
Lastly, one of the components is set as frame component by locking all the De-
grees of Freedom via three OnPLane blocks for three sets of points which are locked
to the XY, XZ and YZ planes in the origin O = (0,0) [Fig. 4.30].
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FIGURE 4.30: Framing of one of the two components
Aligned faces
In order to align two faces of two rigid bodies, the AlignFaces block is required. This
block needs four input in order to create a coupling. The block requires the framed
planes P, output of the two rigid bodies, and the two faces to be aligned. With the
deconstruction block of Grasshopper, the input geometries are deconstructed in their
components and the user can select the two faces to align. Thanks to the OnPlane
block previously described, one of the rigid bodies can be fixed and set as frame.
Lastly, a Coincidence block is used in order to match two vertices of the faces [Fig.
4.31].
FIGURE 4.31: Alignment of two faces
Pin/hole
In order to create a pin/hole joint, it is necessary to set the coincidence constraint of
the pin axis with the hole axis. Hence, the Concentric block is used. The Concen-
tric block accepts as input the axis of the RigidBodies to be aligned and the framed
planes of the RigidBodies to be assemble [Fig. 4.32].
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FIGURE 4.32: Creation of a pin/hole constraint
Once the alignment of the axis is accomplished, the pin is framed by fixing the
position of the points on the cylinder base to the selected plane [Fig. 4.33]. All the
input for selecting the geometries are sent from Unity to Grasshopper via UDP.
FIGURE 4.33: Framing of the red component
Slider
The sliding coupling is created by the combination of the CoLinear block and the
ClampLength block. The Colinear block allows to align a set of points, while the
ClampLength block allows to define a trajectory along which the slider is enabled to
move [Fig. 4.34].
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FIGURE 4.34: Definition of the sliding trajectory for the upper edge
The previously described steps are duplicated for the other edge of the slider
joint [Fig. 4.35]
FIGURE 4.35: Definition of the sliding trajectory for the lower edge
Eventually, the guide component is set as frame by using the OnPlane block and
all the six Degrees of Freedom are locked. The final coupling of the guide component
and the slider component is depicted in [Fig. 4.36].
FIGURE 4.36: Final assembly of a slider
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4.3.4 Conclusion
In this chapter we described the implementation of a modeling environment within
the Unity3D game engine. The modeling environment is based on the ProBuilder
API and it is both a tool of creation of new meshes and an editing tool for imported
meshes, thanks to the ProBuilderize classes and methods which convert imported
meshes in editable meshes. The Unity modeling environment is connected via UDP
to Rhinoceros’s Grasshopper and the input of the immersive hardware are collected
within Unity and sent to Grasshopper in order to exploit the Grasshopper high –
level editing capabilities for geometries modifications. Besides the modeling fea-
tures, an assembly modeling tool has been implemented by using Kangaroo compo-
nents and the input for selecting mating elements, such as vertices, edges or faces,
are received via UDP by the input device. A set of diagrams for basic joints has been
presented, comprehending the input and the output of each block.
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Training in Immersive
Environments
In this chapter we describe various applications of the immersive environment for
the simulation of the assembly and disassembly sequence. More specifically, the first
application is an Augmented Reality (AR) application and it consists in the simula-
tion of a disassembly of a remote controller. The research work has been presented at
the 27th International Conference on Flexible Automation and Intelligent Manufac-
turing (FAIM) in 2017. The second application is a Virtual Reality (VR) application
and it is the result of the research conducted at the Oregon State University. It con-
sists of a simulated learning environment for the timber construction field. The third
application is a Mixed Reality (MR) application in the medical context and it is part
of a wider research project that aims to develop new tools for the pre – operative
surgical planning and surgeons’ training and it has been presented for the applica-
tion in the international project MAECI: Call for joint research projects Italy - USA
(2019-2021) by the Italian Minister of Foreign Affairs and International Cooperation.
5.1 Application #1: Immersive Technologies for disassembly
sequence optimization and workforce training
5.1.1 Research background
The environmental problems require adopting better disassembly procedures at the
product’s End of Life. Planning innovative disassembly strategies in the Early Stage
of the Design (ESD) process can improve the development of sustainable products
with an easier decommissioning and a more recycling – oriented approach. Nowa-
days many Computer Aided Process Planning software and optimization algorithms
provide optimized assembly or disassembly sequences, but they are mainly based
on a time and cost compression approach, neglecting the human factor. By leverag-
ing the use of AR, the user has the possibility to effectively interact with the real ob-
ject while implementing new disassembly sequences, suggested by the optimization
algorithm. The novelty of this approach relies in the fact that the augmented envi-
ronment is not only a testing environment for assembly sequence or training, but the
user experience may become the input as new parameters in the optimization pro-
cess. In such a way, the data exchange between virtual environments and real world
is enhanced and intangible elements, like human experience, can be digitalized and
become part of the company know – how. Based on the modeling system previously
described, this research aimed to develop a tool for the assessment of the assembly
and disassembly strategy. In particular, the research focused on the disassembly se-
quence planning and it is called Augmented Reality Disassembly Evaluation Tool
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(ARDET). By using ARDET it is possible to place real – life 3D objects in the work-
ing area in front of the operator. The advantage of ARDET use during the ESD is to
ameliorate the Decision Making (DM) process of the disassembly planning: thanks
to the ARDET implementation, new original disassembly strategies can be discov-
ered based on the direct users’ interaction with the virtual product. Furthermore,
user can simulate and practice with the disassembly sequence in the first stages of
the product development process, when only 3D models are available. Hence, op-
erators will be fully operative and productive when the assembly lines are ready.
The integration of an immersive disassembly sequence planning tool with a disas-
sembly sequence optimization algorithm enhances the selection of the sequence as it
can be modified in an immersive and interactive manner by the user if the sequence
proposed by the optimization algorithm is unfeasible or requires cumbersome oper-
ations for the worker. In [Fig. 5.1] it is depicted the comparison workflow between
the traditional workflow for the sequence planning, without the use of immersive
technologies, and with the workflow for the sequence planning that leverages AR
capabilities.
FIGURE 5.1: ARDET workflow
5.1.2 System architecture
ARDET has been developed in two versions, both of them composed by three mod-
ules: Image Acquisition Module (IAM); 3D Modeling Module (3DMM); and User
Interaction Module (UIM).
5.1.3 ARDET V1
In ARDET V1 [Fig. 5.2] the IAM was based on the ALVAR VTT AR library [43].
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FIGURE 5.2: ARDET V1 implementation
ALVAR VTT is a suite of products for creating AR applications developed by
VTT Technical Research Centre of Finland. It supports markerless tracking, based on
point clouds created from photos of the component taken from different positions
and angles. Then, the point cloud is stored in the database: the image of the real
component is than compared to the database to obtain its position in the ARDET
reference system. The first step of the acquisition procedure is the training of a Fern
classifier with a component picture. The component picture must be in the range of
200 x 200 up to 500 x 500 pixels and it should contain a number of unique features
sufficient to train the pose and position estimation algorithm. Once the training is
complete, the points cloud is stored in the markerless database and it can be used
for tracking and superimposing the 3D model on the real object in real time. In [Fig.
5.3] it is shown the unique features detected in the picture of a remote controller for
an air conditioner by ALVAR during a training session.
FIGURE 5.3: FERN training
While in [Fig. 5.4] presents the recognition of the same features on a picture of
the controller taken in real time from a user-set point of view. It is worth to note that
the comparison of the key point distances in the database pictures and in the video
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streaming allows to ALVAR to detect the camera point of view in terms of positions
and angles in an absolute and camera reference systems.
FIGURE 5.4: FERN training
The 3DMM is based upon the open source FreeCAD 0.16 3D modelling software.
FreeCAD has been chosen due to its easy personalization capabilities. FreeCAD is
based upon a set of workbenches, each one specialized to perform a task among
with parts modelling, assembly, and sketching. New user-developed workbenches
can be implemented with Python code and a lot of them is freely available on the In-
ternet. Following the ARDET procedures, once the parts of the product to study has
been modeled and assembled, it is necessary to define the disassembly trajectories.
These can be derived from the Genetic Algorithm Optimization (GAO) process. In
order to do this, a specific workbench of FreeCAD has been used, named Exploded
Assembly. This workbench allows to visualize the disassembly trajectories of every
component and it allows to show the movement required to disassembly the com-
ponent. These trajectories can be seen in [Fig. 5.5] as dashed lines.
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FIGURE 5.5: Trajectories generation in FreeCAD
After the modeling of the product 3D model in FreeCAD, it is than necessary to
convert it to .OSG format, the OpenScenegraph native format. This step is necessary
because ALVAR VTT supports only the OpenScenegraph format. Osgconv, a free
plugin of OpenScenegraph, has been used to convert the model from the FreeCAD
native format to .OSG format. All the models are then stored in the ARDET 3D
models database. In order to make ARDET more adequate for the disassembly op-
erations, a see – through HMD has been adopted. This solution provides immediate
heads up access to information that the user would normally access by looking down
at a hand-held display or a screen, thus losing the contact with the real product be-
ing under the disassembly process. The Vuzix Star 1200 XL Glasses has been used in
this study. LEAP Motion Controller device has been integrated in the ARDET plat-
form to achieve a real-time user interaction with the 3D model. Leap Motion allows
hand tracking and gesture recognition in a conic space centered in the LEAP Motion
with a diameter of 0.4m, and a height of 0.4m. As noticed by [42] the best perfor-
mances are obtained with palms facing down hands at a distance of 0.2m from the
LEAP. A preliminary set up is necessary in order to define the tracking sensibility,
focusing on finding a compromise between precision and usability. The interaction
with the model is obtained by a pinch gesture made with fingers. While maintain-
ing the pinch, the user can translate and rotate each component in accordance with
the disassembly path. If fingers are released, the interaction ends and the selected
component remains in the last tracked position. The scene has been set up in Unity.
Vuzix Glasses and Leap Motion have been chosen because in both cases a Unity
package can be downloaded from the web. Hence, the setup of the virtual scene is
easier and less time consuming.
5.1.4 ARDET V2
In ARDET V2 the implementation of Microsoft HoloLens as HMD required some
changes in the system architecture concerning the IAM and the UIM. The upgrades
regarded the object tracking library and the input commands used for the applica-
tion. Modifications have been implemented even in the 3DMM since ProBuilder
and Grasshopper’s Kangaroo have been integrated in ARDET, thanks to the UDP
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exchange data workflow previously described. The architecture of ARDET V2 is
depicted in [Fig. 5.6]
FIGURE 5.6: ARDET V2 implementation
The IAM is based on Vuforia SDK. The point cloud creation procedure is similar
to the one performed with ALVAR VTT library and both Vuforia and ALVAR VTT
support markerless tracking. The difference consists in the fact that ALVAR VTT
detects points of interest on a 2D image, while Vuforia allows to detect points on a
real 3D object by using the Object Target. To create an Object Target, the Android app
Vuforia Object scanner is required. In order to scan the object, the specific Vuforia
greyscale marker is necessary and the user has to pose the object in the scanning area
[Fig. 5.7].
FIGURE 5.7: Object scanning procedure with Vuforia object scanner
Then, the application converts the images in greyscale and starts detecting the
points of interest on the object. A dome is depicted in the UI of the App and the
dome is divided in several sectors. The application informs the user on the number
of points detected and a minimum of three points for each sector is required in or-
der to successfully track the object position. As the scanning proceeds, the scanned
sectors become green, meaning that the sector has enough points of interest on it.
When the majority of sectors has been scanned, i.e. almost all the dome sectors are
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green, the scanning is completed and the point cloud dataset is uploaded to the Vu-
foria Developer Portal [Fig. 5.8]. Then, the user can download the UnityPackage
containing the dataset and imports it inside the Unity Project.
FIGURE 5.8: Point cloud creation
Thanks to the implementation of HoloLens, the UIM has been simplified. In
ARDET V1, the UIM was composed by the Vuzix glasses as HMD, and Leap Motion
controller, as hand tracking device. In ARDET V2, Microsoft HoloLens integrates
both the functionalities, since hands tracking capabilities are embedded in HoloLens
and these functions can be used in C# scripts, by calling the corresponding methods
and classes contained in the HoloToolkit by Microsoft. In the ARDET version im-
plementing HoloLens it has also been developed a training functionality with voice
command capabilities. Through the voice commands, the user can select between
two different modes: disassembly evaluation mode and disassembly training mode
[Fig. 5.9]. Then, he can navigate through the disassembly sequence by using play,
pause and next voice commands. This training function has been made possible in
ARDET V2 because HoloLens implements voice commands, while Vuzix glasses did
not.
FIGURE 5.9: Disassembly evaluation and training in AR
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5.1.5 Disassembly optimization workflow
ARDET algorithm for optimization of the disassembly sequence is a matrix – based
decision making approach and it follows several steps. It is based on product geom-
etry analysis, components relationships, joints classification and unmounting move-
ments. The steps are:
1. Training session and creation of the target to track the object.
2. Computation of the assembly relationships with the method prosed by [44].
According to the assembly constraints, a Disassembly Strategy Matrix (DSM)
is automatically composed. The DSM comprehends the mutual moving direc-
tions of each component. Each matrix value represents the mutual Degree of
Freedom (DOF) of each couple of components present in the assembly. If con-
tact between two components does not exist, the matrix position of these two
components is filled with a zero;
3. The Genetic Algorithm (GA) optimizes the Disassembly Strategy (DS) once
the DMS is created. The proposed DS is the sequence from which the user can
explore different disassembly solutions, based on his skills and experience.
4. Thanks to the DSM, the presence of a removable component is checked. The
values in the DMS represents the direction along x, y, z axis reference system
along which the disassembly is possible. The first component that must be
disassembled is the one which presents the lower number with non-zero val-
ues in the DMS matrix correspondent row. When two or more values in the
DSM matrix are different from zero, the part is removable only if the values
are similar (e.g. +x and +x).
5. According to [44], if a removable component exists, the algorithm assigns a
score in order to define the component disassembly precedence. The score is
given according to four parameters: the first one represents the number of sub-
assemblies that are unconstrained after the given disassembly operation. The
second parameter corresponds to the number of tool changes: precedence is
given to the operation not requiring tool changing. Third parameter concerns
product handling: precedence is given to the operation not requiring product
repositioning. Fourth parameter evaluates the overall easiness of the disassem-
bly task with the combined use of two scores: one ergonomic, obtained from
standard tables of ergonomics; one visibility score, derived from the worker
optimal visual area [45]. The two stated scores are then combined in order to
form the fourth parameter, named accessibility score.
6. If all the matrix positions are equal to zero no component one is removable, so
that the disassembly process has been finished.
5.1.6 ARDET case study
The ARDET tool has been tested in several case studies, one of which is reported
in this section. The object selected for this example of disassembly procedure plan-
ning is a remote control composed of nine parts: upper case; lower case; sliding
cover; LCD display; transmitter’s infrared light; buttons (see Figure 6). The user
starts the disassembly simulation wearing the HMD and frames the remote control.
The Vuforia library recognizes the object previously scanned as a target in order to
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superimpose the corresponding 3D model upon the real object. Once the disassem-
bly session is started, ARDET suggests each disassembly operation to accomplish
the entire disassembly task. The operator can simply follow the GA optimized se-
quence or eventually he can create new disassembly sequences, in accordance with
instructions of the DSM. In fact, the DSM points out the subsequent possible remov-
able component for each disassembling step: for example, after removing the sliding
cover, the operator can decide whether to remove the upper case or the lower case.
In this example, the upper case removal gets a higher score compared to the lower
case removal. Indeed, the second operation demands the remote-control reposition-
ing, in accordance with the ARDET algorithm. The disassembly sequence score is
updated in real time after sequence changes made by the operator and the new score
can be compared with the GA optimized sequence scoring. In this way, the operator
immediately realizes whether the change he wants to implement introduces some
ergonomic improvements, maintaining a score similar to the optimal one.
Conclusion
The ARDET platform could be considered as a new tool to support assembly and
disassembly strategy design and evaluation. The use of ARDET allows to super-
impose real – life 3D model upon the real object and it permits the visualization
of information concerning sequence path and/or specific tools required for the ac-
complishment of the desired task. The first benefit deriving from the use or AR is
a greater interactivity in the design of the disassembly sequence planning. Thanks
to ARDET, the designer can immediately test the ergonomics and easiness of the
different operations. Another advantage derived from the adoption of the tool is
the possibility of introducing the worker disassembly experience in the sequence
optimization process. In this way, the expertise and know-how relating to the dis-
assembly operations are actively exploited in the definition of the unmounting path
and disassembly sequence. The integration of the user know – how in the auto-
mated optimization criteria for the disassembly planning ameliorates and upgrades
the disassembly process design. Notably, the implementation of AR tools in indus-
trial scenarios is subjected to some difficulties due to low/weak textured objects with
shiny surfaces: these features can generate inaccurate 3D model pose; furthermore,
the images definition and accuracy depends on the lighting conditions of the envi-
ronment: this limitation of the use of AR tool in industrial scenarios can be overcome
by using more advanced devices, like Microsoft Hololens, which can better manage
sudden changes of lighting conditions. Another aspect to be considered is the user’s
acceptance: the hand gestures set implemented in ARDET is quite limited and the
fingers and hands movements are not so natural and intuitive. Even with Microsoft
HoloLens, hand tracking gestures are not easy to perform and the 3D models move-
ments are not so precise. For these reasons, ARDET implementation in industrial
context requires a preliminary training session for the user. Moreover, the use of
HMD can be cumbersome, due to the weight of the device, and space limited, due
to the necessity for Microsoft HoloLens of WI-FI connection with the computer. Fur-
thermore, future works could involve making ARDET interacting with a commercial
CAD software, in order to test the platform in a more plausible industrial scenario.
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5.2 Application #2: A simulated learning environment for
AEC workforce training and manual skills development
5.2.1 Research background
Wooden Light – Frame (WLF) structures offer flexible design possibilities for civil
engineering fields in North America. Their flexible assembly procedures rely on
a blend of standardized operations and well-developed best practices that expert
construction workers acquire during their educations and careers. Standardized
technical knowledge and career expertise guarantee high quality and low operation
times. According to [46], construction field is going to be one of the most growing
sector by 2026. In the next few years, however, construction sector will encounter
a shortage of the expert workforce due to the retirement of a large part of baby –
boomers currently employed in the construction field [47]. In order to face the im-
minent shortage of expert workforce, new teaching techniques must be investigated
in order to foster the education of new construction workers and capitalize on the
workers’ expertise. The purpose of this research is to design, develop, and evaluate a
simulated learning environment that improves users’ understanding of installation,
erection, and construction processes with WLF structures using VR. The proposed
system will allow users to engage with a VR representation of a small building site.
It will render timber studs, panels, and carpenter’s tools while allowing the user to
assemble and disassemble the WLF structure in accordance with predefined connec-
tions. Concurrently, users may cycle between discrete phases of installation from
start to finish. The proposed system aims to be a useful tool both for teaching con-
struction techniques and for training workers’ manual skills. Through this research,
we will evaluate the effectiveness of training in VR for manual skills development
in the wood construction field. The assessment is based on the comparison of the
proposed VR training system with the traditional training used by the construction
company. The long – term outcome of this research will be the production of a com-
prehensive study of VR training for different personnel involved in the construction
industry; namely architects, engineers, and builders/installers. Optimization and
realistic virtual simulation of the installation process are relevant research subjects
in the construction field in order to guarantee a seamless turnover for the future of
expert workers in the construction field, while maintaining the highest standard of
quality.
5.2.2 Methodology
The methodology we implemented comprises of several phases. In the first phase,
each trainee group takes a preliminary knowledge test (pre-test) concerning tech-
nical knowledge about WLF components and installation techniques. The second
phase is either a VR or a traditional training, which is divided in three steps. Lastly,
each group takes a System Usability Scale (SUS) questionnaire to evaluate their per-
ceptions of the system. The workflow is depicted in [Fig. 5.10]
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FIGURE 5.10: Training methods comparison workflow
5.2.3 Preliminary test
According to [48], we designed a preliminary test to assess the knowledge back-
ground of every participant. This preliminary test is fundamental because it deter-
mines what the trainee already knows, which can be used to determine what the
trainee learns from the subsequent training session. Since during the training ses-
sion, the trainee takes part to a complete WLF construction procedure which con-
tains five main tasks, the preliminary test consists of ten questions, two questions
for each task.
5.2.4 Training session
The training sessions contained three steps, as previously depicted in [Fig. Oregon
workflow]. The first step [I] is the video sequence: Group A watched a VR immer-
sive video derived from a series of videos, whereas group B watched the original
videos. The series of videos describes the construction sequence of a WLF wall. To
create the immersive video, we analyzed the original ones, derived the task analy-
sis, and edited it according to the suggestions of the construction company. In this
way, we ensured that our task analysis and construction sequence were as correct as
possible and that they reflected the actual construction sequence performed by the
workers of the construction company. In the second step [II], participants from both
groups can study construction plans of the tasks. The third step [III] is the execution
stage. Group A and Group B performed the wall construction in real – life without
any instructions. During this stage the performance of the user is evaluated with
our performance metrics.
5.2.5 System Usability Scale (SUS)
A 5 – point Likert scale assessment of users’ acquisitions of manual skills is also in-
cluded. The subjective performance test quantifies the technology reliability level
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that trainees perceive and is important in order to evaluate how much Information
Technologies (IT) such as VR are identified as useful and accepted by users in an in-
dustrial context, which is especially pertinent since perceived usefulness and ease of
use are decisive in the learning process [49]. The subjective performance evaluation
is part of the satisfaction survey in order to assess how much VR training is per-
ceived effective and trustworthy by trainees in improving manual work. The SUS
assessment is valuable for training upgrades and revisions due to its repeatability
and associated literature.
5.2.6 Performance metrics
To compare our VR training system with traditional training, we chose a set of pa-
rameters to quantify the performance of the participants. Recent research in the VR
assembly training advocate for time and error count as measurements to assess the
user performance: For example, in [50] for the industrial mining field and in [51]
for the assembly of medical devices [52]. We used completion time and error count
because our end goal is to train workers to competitive competence levels, and the
lower the completion time and fewer wrong steps, the shorter the construction time
of the final product.
5.2.7 Learning content
To compare our VR training system with traditional training, we chose a set of pa-
rameters to quantify the performance of the participants. Recent research in the VR
assembly training advocate for time and error count as measurements to assess the
user performance: For example, in [50] for the industrial mining field and in [51]
for the assembly of medical devices [52]. We used completion time and error count
because our end goal is to train workers to competitive competence levels, and the
lower the completion time and fewer wrong steps, the shorter the construction time
of the final product.
5.2.8 WLF learning content
Theoretical knowledge regarding WLFs is transferred through several means. As
technical knowledge, simplified 2D technical drawings of WLF structures are shown
to the trainee during VR training. 2D representations are fundamental for two rea-
sons. Firstly, they are the only support available on the building site, so every worker
has to know how to read and understand a 2D technical drawing. Secondly, 2D tech-
nical drawings develop theoretical knowledge about the WLF wall assembly tech-
niques and encourage the maintenance of schematic – acquired knowledge over the
long term. Specific terminology is used in 2D technical drawings distinguish differ-
ent parts of the WLF wall. For example, in a typical WLF wall, different type of studs
can be used. Depending on their position and purpose, they have different lengths
and designs. “Top plate” and “bottom plate” refer to studs running horizontally,
between floors and ceiling. “King studs” are full length central studs which connect
the bottom and top plates. “Corner studs” are full-length studs, which are double
studs with a series of blocks between them if they form the corner of two perpendic-
ular elements, or single studs they connect walls continuing straight. “Jamb studs”
are studs beside the window studs. They are shorter than full-length studs because
they directly support the window lintel (the windows architraves). Depending on
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the timber used and the lintel span, there may be one, two, or three jamb studs un-
derneath the lintel. “Jack studs” are any studs not running from top plate to bottom
plate: for example, over the lintel or underneath the sill trimmer (the lower support
of the window). Finally, “noggins”, or “dwangs”, are horizontal reinforcements be-
tween full-length studs. A simple WLF wall is depicted in [Fig. 5.11].
FIGURE 5.11: Wall layout of the case study for the training sequence
5.2.9 WLF wall assembly sequence
The VR training session implements a 3D model assembly sequence instead of a 2D
video recording. The 3D model assembly sequence offers two advantages: firstly, it
allows the viewer to freely change their point of view, and secondly, the user can cre-
ate the appearance of the building site, enhancing the application’s immersiveness.
It also integrates pause and rewind functions, so the trainee may dwell on the more
complex passages to better comprehend them [Fig. 5.12].
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FIGURE 5.12: User interface in VR
Moreover, best practices identified by experienced workers may be combined
with the 3D assembly sequence. This would demonstrate the usefulness of spe-
cific manual operations. A few examples of best practices are described as follows.
Full-length studs must be positioned such that all timber’ crowns are aligned in one
direction: this prevents the wall from being wavy when the final front panels are
installed. When common studs frame a door or a window, the studs should be as
straight as possible in order to avoid misalignments with the doors and windows ar-
chitraves. Horizontal noggings prevent vertical buckling if they are put in the mid-
dle of the studs. They can also prevent lateral-torsional buckling if they are posed at
the bottom of the studs. Moreover, noggins are suggested to be cut slightly longer
than the space between vertical studs in order to fit tightly to the studs. Before start-
ing to attach panels to the wall, the user has to ensure that the wall section is square
by measuring the diagonals of the wall. After this, user can start to attach panels
when the wall is on the ground. The use of double top plates is recommended when
the wall needs to be connected with other walls: a portion of the upper top plate is
cut and then it is replaced by the upper top plate of the other wall, creating an over-
lapping intersection that gives more stiffness and stability to the entire wall. In the
same way, corner intersections are assembled with double top plates and an over-
lapping area. All this information is described in the VR application by using canvas
and panels placed in correspondence of the components to be assembled [Fig. 5.13].
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FIGURE 5.13: Instruction on a canvas in the VR environment
5.2.10 Carpenters’ equipment learning content
The learning content includes 3D models of tools and typical building site equip-
ment. The main functionalities and instructions for tools are described to the user
via dedicated pop-up menus that the user can activate. For example, these instruc-
tions might describe how to change drill bits while using a power drill or how to
recharge a nail gun. Moreover, safety information and risk prevention behaviors in
the use of this equipment are described to the user.
5.2.11 Learning outcomes
Learning Outcomes (LO) of any training course must be clear. They are descriptions
of what trainees must know and be capable of after the course. In order to describe
LOs of the proposed VR training course, we applied the revised Bloom’s taxonomy
of learning [53]. According to this taxonomy, LOs must be described with specific
and measurable terms. Qualitative terminology must be avoided because verbs like
“to know”, “to understand”, “to appreciate” are too vague. Action – type verbs like
“to remember”, “to list”, “to describe” are preferable because they are connected to
the level of learning involved. The adopted taxonomy lists six Levels of Learning
(LoL) [Fig. 5.14] and it suggests appropriate “action” verbs for every level.
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FIGURE 5.14: Revised Bloom’s taxonomy
For each item in the task analysis and for each LoL, if applicable, we defined LOs
according to the skill developed and knowledge acquired by the trainee. Moreover,
such LOs facilitate the definition of the pre training questionnaire for the evaluation
of the initial level of knowledge of the trainee. The preliminary test before the train-
ing session is necessary in order to understand what the trainee learns during the
subsequent training session.
5.2.12 Preliminary test
The LOs are arranged so that at least one question can be defined for every LoL. Fol-
lowing the LOs structure described above, we designed a preliminary test to evalu-
ate the initial level of knowledge of the participants. Since the construction sequence
consists of five tasks, the preliminary test contains two questions for each task for a
total of ten questions. In this way, every task has the same weight with respect to the
others. Every question of the preliminary test is a closed – ended question, with yes
or no as possible answer. However, if the user answers yes to a particular question,
he will have to prove his knowledge with an open-ended answer. In such a way, it
is discouraged to answer yes to questions in order not to show lack of knowledge.
All the possible questions we devised for the preliminary test are listed in Appendix
A. The preliminary test has been developed using Qualtrics, a provider of tools for
online survey of the Oregon State University.
5.2.13 Experimental procedure
A between subject experiment has been performed in order to test the validity of the
VR training system. The independent variable of the experiment consists in the type
of the training: VR training or traditional training, i.e. i.e. watching the operator
building the wooden frame for the wall. Since traditional training in a real construc-
tion company was difficult to organize for time and safety reasons, the traditional
training has been simulated by watching video materials collected from several on-
line source, suggested by the construction company in order to ensure the reliability
of the video teaching materials. Due to the complexity of the overall construction se-
quence, we conducted the experiment only for the first two tasks: Wall Layout and
Wall Framing Then both group performed these two tasks of the wall construction
in real – life. The dependent variables of the experiment are the completion time of
the wall construction sequence and the number of errors made by the participants
during the real – life construction. The task analysis previously carried out by the
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researchers let: firstly, to identify the most crucial activities to be taught and to sub-
divide the main task in smaller sub – tasks; and secondly, to identify what sub -
tasks the user performs correctly in order to define the percentage of the sequence
correctly accomplished. With the proposed approach, the researchers can analyze
the user experience and compare the final results of the two training session. Time
and errors are recorded and used to compare the performance of the two groups.
For this experimental comparison, the HTC Vive Pro has been used as HMD and
the tasks have been modeled inside Unity3D in different scenes: every task has a
specific sequence of animations that replicates the sequence performed in the videos
[Fig. 5.15].
FIGURE 5.15: Animation of a specific step, toe nailing
5.2.14 Participants
20 students from degrees in Mechanical Engineering and Industrial Product Design
of the University of Bologna have been asked to participate in the experiment. The
participation was on a voluntary basis and there was any kind of reward for partic-
ipants. Some of the participants had already experienced immersive technologies,
either VR or AR. In order to create a common level of experience among all the
participants, a short training session of the HTC Vive has been conducted by the
research team and the participants had the time to familiarize with the Vive system:
they could walk around in the virtual environment and learn the input of the Vive
controller to interact with virtual objects. Participants were divided in two groups;
each group is composed by 10 participants with an equal number of male and female
participants for each group. The preliminary VR training session and the gender –
based partition are necessary to control possibly prior experience and gender effects
on the results, since both prior experience and gender can influence the UX when
dealing with immersive technologies as studied by [54]. The timber construction
sector is mainly a male – dominated sector, with less than 2% of female carpenters
and practitioners [55]. In order to allow women to take advantage of the expected
growth of this sector in the next few years, we included 4 female participants for
each group. The average of the participants is 24 years old. 12 (60%) of the partici-
pants are male, and 8 (40%) are female.
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5.2.15 Measurements
Three kind of measurements have been taken: errors, completion time and perceived
usability of the system. Number of errors and completion time are used to determine
the overall user performance. An error is defined as: 1) a step is performed in a dif-
ferent way from how suggested and the result of the step create a different result; 2)
a step is missing; 3) incorrect use of the carpenters’ tools. Two types of errors have
appeared during the experiment: independent error and dependent error. Depen-
dent errors are errors originated by a previously made error. Independent errors are
error which are isolated and not related to previously made errors. Perceived us-
ability of the system has been evaluated by the SUS questionnaire at the end of the
training.
5.2.16 Results
For each task, training time and execution time are reported below. Group A has
performed the training in the VR environment, and the time that each user has spent
in the VR training environment and time spent in the layout task are reported in
Table 1:
Group B has been trained with video material, hence the learning time is equal
for each user. The time that each user has spent in the layout task are reported in
Table 2:
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The Group A VR training time and execution time for task 2 are reported in Table
3:
The Group B video training time and execution time for task 2 are reported in
Table 4:
60 Chapter 5. Training in Immersive Environments
It is particular relevant the comparison of the average total training time for the
first two tasks with respect to the average total execution time. In the VR set – up,
the average training time is 22 minutes and 34 seconds; while in the traditional set
– up, the average training time is 36 minutes and 56 seconds. With both training
method, the average execution time is approximately 29 minutes. This means that,
with respect to the execution time, VR training is more effective in term of time,
hence, cost for the company. Another significant comparison is the comparison of
the errors. With VR training the users made in total 20 errors during real life con-
struction, while with traditional training users made in total 26 errors. Hence, the
average errors of VR training are 2 errors per user, while for traditional training is
2,6. Furthermore, with both training methods, one of the participants did not fin-
ished the construction sequence. The difference between these two errors is that the
participant trained with traditional method stopped performing construction in step
3 of task 1 “layout”; while the participant trained in VR stopped construction in step
1 of task 2 “framing”. This means that VR training performed slightly better than
traditional training. Even with respect to the average total time of training, the VR
training performs better since it generates less errors than traditional training in the
construction stage. It is worth noting that the majority of the errors made by partici-
pants are related to the presence of a human being during the training. Three errors
occurred most frequently: the wrong application of the “16 on center” rule; the in-
correct use of the speed square; and the incorrect crowning procedure. The reasons
why these errors occurred more frequently in the VR set – up is that in the VR set
– up a VR trainer is not present, hence, the trainees did not see how to perform a
specific operation or to use a tool. Regarding the “16 on center” rule, in the video
the worker showed to hook the tape to the bottom plate edge and started measuring
from the edge in a continuous way. However, in the VR environment the tape is
moving by its own from one of the bottom plate edge along the studs [Fig. 5.16].
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FIGURE 5.16: The measuring step in the video training mode and in
the VR training mode
Some of the participants did not hook the tape to the bottom plate edge, rather
they measured 16 inches every time from the mark they previously draw [Fig. 5.17].
FIGURE 5.17: Incorrect use of the tape after VR training
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Regarding the handling of the speed square, all the instructions about how the
user should handle tools and equipment are written instructions; while, as evi-
denced in the comments sections of the SUS questionnaire, seeing a human being
handling the carpenters’ tools could facilitate learning how to use the tools. Despite
this suggestion, most of the user of the VR training set – up (6 participants) used the
speed square in the correct way [Fig. 5.18].
FIGURE 5.18: Correct use of the speed square
Similar to the previous two errors, the crowning step generated some criticalities
in the construction sequence. The reason why this step was difficult is that in the
VR training environment there was no VR worker showing how to understand the
stud crown direction and how to pose all the studs with crowns in the same direc-
tion. All the instructions to perform crowning are contained in the canvas and the
trainees had to read them without seeing the actual operation. While, trainees that
performed the traditional training made fewer errors in this step. In fact, this error
occurred 4 time in the VR set – up, and only 3 in the traditional set – up. The differ-
ence in how to perform the crowning step is depicted in [Fig. 5.19], on the left in the
video and on the right in the VR environment.
FIGURE 5.19: Visual instruction by the trainer in the video training
mode, and the correspondent instructions on canvas in VR training
mode
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In [Fig. 5.20], it is depicted a trainee that followed the traditional training per-
forming the crowning operation as suggested by the worker in the video.
FIGURE 5.20: Correct execution of the crowning operation
In order to better compare the two training systems, it has been added an extra
questionnaire after the training session. This second test is called “control test” and
contains the same questions of the preliminary test. Participants are requested to
answer again to the questions and in this way we could calculate the learning rate
of the two training system. Before the training, either VR or traditional, participants
did not answer to the questions and all the answer were blank. The reason why this
happened is that timber construction is not so usual and it has become more com-
mon in the last few years. However, after the training many participants answered
correctly to the control test questions. A comparison of the answer of the control test
Is necessary to determine the better learning rate of the two training method. After
the training in VR, 9 participants out of 10 remembered at least one of the names
of the studs used in the framing process. After traditional training, 6 participants
out of 10 remembered at least one of the names of the studs used in the framing
process. It is worth noting seven types of studs are used in the framing process and
with VR training 3 participants remembered all the seven studs’ names; while with
traditional training none of the participants remembered all the seven names. With
traditional training, only two participants remembered up to six names of the studs.
After VR training 6 participants could tell the difference between king studs and jack
studs, while after traditional training only 5 participants could tell the difference be-
tween these two studs. After VR training the “16 on center” rule has been learned
by 7 participants, while after traditional training only 6 participants could enunciate
the rule. The question regarding the crowns of the studs received more correct an-
swer in the traditional training, accordingly to the previously described issue of the
crowning step. In conclusion, the participants that took the VR training answered
correctly to the questions of the control test with a higher percentage than partici-
pants who too traditional training. Hence, learning rate of VR training is slightly
higher, but we can relate this result with the training times of both methods: since
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training in VR environment is 30% faster than traditional training this means that
VR training is more effective than traditional training. In the table below [Table 5],
the results of the SUS questionnaire are reported:
It is worth noting that VR training is well accepted by the users since in question
n.1 “I would use this application frequently”, VR training obtained a higher score
than traditional video training. The easiness of the use of the application between
VR training and traditional video training is comparable. Despite the acknowledge-
ment of the need for support in using the VR hardware represented by the VR train-
ing score in question n. 4, the users also think that the system learning curve is pretty
quickly. Although these result could be affected by a small “wow effect”, they also
highlight the good acceptance level of immersive technologies compared to the tra-
ditional or video training. In the comments section, 4 users suggested to insert voice
instructions in addition to tools animations and panels with written instructions;
while 3 users asked for a VR trainer who shows how to perform the most difficult
operations, in order to add a visual representation of the written instructions.
5.2.17 Conclusion
The performed experiment has been conducted to study and compare a VR training
system with a traditional training system for AEC sector. In particular, the system
aims to develop manual skills in the next generation of carpenters. Research on VR
training systems for manual skills development is not largely performed, as stated
by [56], especially in AEC sector. In the AEC sector the VR training systems devel-
oped in recent years deal prevalently with safety procedures and large machineries
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operations, like cranes and forklifts. Hence, this work represents one of the first ex-
ample of this research. The results showed that the VR training is faster by 30% than
traditional training and it gives the same results in term of errors. So that, user can
replicate the training several times and increased their performances, with small or
no additional costs for the company. The results of this study will be compared with
future experiments. In fact, further research on the use of a VR trainer in the VR
training system and the implementation of voice instructions should be carried out
in order to test the effectiveness of the suggestions of the participants. Furthermore,
future research will focus on the influence of complexity of the construction tasks,
for example the performance of the user after the VR training in the framing of a
wall with a window or framing operations for the roof of the house, which are more
difficult operations than the simple wall case study we carried out. Further imple-
mentations of the system would involve the development of the wall construction
stage in the VR environment in order to compare a training completely performed
in VR with a training completely performed in real – life. Lastly, studies on different
system of interaction should be carried out. For example, interactive systems based
on gloves with sensors, which are becoming available for HTC Vive. These kind
of hardware could be useful to implement haptic feedback during the VR training.
Hence, the VR training could develop muscular memory in future workers in a more
effective way.
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5.3 Application #3: A Mixed Reality workflow for pre – op-
erative surgical planning and surgeons training
5.3.1 Research background
The implementation of immersive technologies in the medical sector is particularly
interesting and fruitful since doctors can already exploit techniques of high – res-
olution imaging for depicting and reconstructing human body. In the past years,
there have been several attempts to superimpose the information derived from these
imaging techniques on patient body. Now, new devices, like Microsoft HoloLens,
can perform the overlapping of virtual models and patient in a more seamless way.
The system we implemented leverages Augmented Reality and 3D printing tech-
nologies and it is part of a wider project that aims to introduce Industry 4.0 tools
in the medical sector. The project has been carried out in collaboration with Rizzoli
Orthopedic Institute of Bologna, in particular with the Department of Pediatric Or-
thopedic Surgery. Surgeon precision and a meticulous pre – operative planning are
decisive elements in orthopedic pediatric surgery where the difficulties of operations
are heightened due to reduced dimensions of patient anatomy. Cutting – edge tech-
nologies and innovative visualization techniques can have a significantly positive
impact on the medical field, improving the pathology assessment and reducing the
invasiveness of surgical operations. In this work, we describe the implementation of
a Mixed Reality set – up for pre – operative surgical planning and surgeon training
for complex and risky operations. The objective of the research is beyond the simple
augmented visualization of 3D model over the patient body, but aims to simulate
the cutting operation of the 3D printed patient bone, reconstructed from Computed
Tomography (CT) scan of the patient. The application is restricted to bones because
tracking of the soft tissues is hard to perform since deformations have to be taken
into account. Moreover, tracking of bony structures can be achieved by using spe-
cific reference points on patient body.
5.3.2 CT conversion workflow
The workflow for the conversion of patient CT scans to 3D models ready to be visu-
alized in Microsoft HoloLens is depicted in [Fig. 5.21].
FIGURE 5.21: Conversion workflow from CT scans to 3D models
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The CT scan has been performed with patients in the position that minimized
the deformation of soft tissues. The 3D data of the CT scans are imported in a
segmentation software (InVesalius 3.1) in digital imaging and communications in
medicine (DICOM) format. By using density settings, it is possible to visualize dif-
ferent tissues of the body. Setting the appropriate density value allows to isolate the
bony tissue and generate the 3D model of the affected area of the patient. InVesal-
ius supports an automatic segmentation and 3D model generation process but the
automatic segmentation may not guarantee the generation of a 3D printable volume
[Fig. 5.22, 5.23].
FIGURE 5.22: Segmentation error
FIGURE 5.23: Incomplete reconstruction
Due to the large amount of scanned images generated by the CT scan to be pro-
cessed, a manual segmentation process is not a viable solution. To overcome these
limitations, a semi – automatic approach has been implemented, where the majority
of the bone reconstruction is performed by InVesalius built – in automatic algorithms
and then small refinements are made by the user using manual painting functional-
ity of InVesalius. The resulting mesh from InVesalius edits is exported in .stl format
and then is further modified in MeshLab 2016. The main operation performed in
MeshLab are cleaning and repairing the mesh from errors and irregularities derived
from the automatic segmentation algorithms of InVesalius. Mesh cleaning filters are
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applied in order to remove the internal structures of the model and create a com-
pletely empty hollow model. The internal mesh removal has been performed by
applying the “Ambient Occlusion” filter, which is a shading technique that calculate
how much a point is illuminated by ambient light. As a result of the application of
this filter is that the internal triangles are darkened. By applying a threshold value,
it is possible to select and delete all the internal triangles. Finally, remaining holes
can be filled and the surface in Blender 2.79. All these operations resulted in an 3D
anatomical model of the patient bone which is ready for the two following steps: 3D
printing of the model used as target in the AR application; and the import of the 3D
model into Unity3D.
5.3.3 Mesh cutting operations in Unity3D
In order to perform the cutting operation of the bone model in Unity we imple-
mented a MeshCutting C# script. This script leverages the RaycastHit and Ray-
castAll methods of Unity Physic class, which allow to project a ray colliding with a
GameObject, i.e. the mesh of the bone. The pseudocode is described below:
Then, the “Cut” function is the function that perform the actual cutting of the
mesh. The “Cut” function accepts as fundamental input the GameObject to cut and
the position and orientation of the GameObject. After identifying the GameObject to
cut, the function creates a plane in the direction of the GameObject that will be used
as cutting plane. Then, for each triangles of the mesh it is computed the UV position
with respect to the cutting plane and two arrays are filled with the vertices of the
triangles on the left side and on the right side. These becomes the “left_HalfMesh”
and “Right_HalfMesh”. Then these are saved as new GameObject and returned out
of the function. The pseudocode is described below.
The result of this steps are depicted in the figure below [Fig. 5.24] for a cube
which has been divided in three pieces [Fig. 5.25].
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FIGURE 5.24: Raycast of the blade
FIGURE 5.25: Sliced object
In order to make available both half part for subsequent operations, such as more
cuttings or manipulations, a Collider component is attached to every sub – part in
which the original GameObject has been cut. In particular, a MeshCollider has been
attached in order to perfectly fit the mesh. The MeshCollider has been set as “Con-
vex” in order to create a closed volume surrounding the mesh.
5.3.4 Cutting complex meshes
In order to guarantee that the application could run in real – time even with com-
plex meshes, a series of tests has been performed with more complex meshes of
bones reconstructed with InVesalius. The cutting operations on these kind of 3D
models is computational heavy and the tests we carried out highlighted the unsuit-
ability of the fully detailed meshes from InVesalius for real – time response. In some
cases, the cutting time required minutes and this is an unacceptable for immersive
applications. In Table 6 are reported the results of the test performed with the most
common bones operated by the Rizzoli surgeons.
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From the conducted tests, the optimal set of parameters resulted a total number
of polygonal faces less than 4500 and a total number of vertices approximately of
10000 vertices. With these parameters, the cutting time has been reduced and the
waiting time from the user input to the actual cut of the bone resulted in approxi-
mately 10 seconds [Table 7].
In order to reduce mesh complexity and cut any imported bone without losing
the physical resolution and appearance of the bone, we implemented a C# script for
Unity runtime mesh decimation and simplification. The decimation script is based
on the Ramer – Douglas – Peucker algorithm and it allows to reduce the number of
points of a line, while maintaining the line shape. Moreover, the script allows the
user to set the final maximum number of vertices that the cut object would have. In
fig. [Fig. 5.26] and in fig. [Fig. 5.27] it is depicted the application of the decimation
algorithm to the foot 3D model.
FIGURE 5.26: 3D model before decimation
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FIGURE 5.27: 3D model after decimation
The Ramer – Douglas – Peucker algorithm is particularly suitable for our appli-
cation because it is fast enough to be implemented in runtime.
5.3.5 Mixed reality set – up
Once the cutting script has been developed, we developed the mixed reality environ-
ment. The immersive environment has been developed in Unity3D and it leverages
the Vuforia SDK as augmentation library. In particular, the application implements
the innovative Vuforia CAD model target component, which is an upgrade of the
Vuforia object target described in Chapter XXX. Vuforia CAD model target allows
to use the polygonal 3D model to create a visual target which is used as target to
augment the real scene. This is a step forward with respect to the previous Vuforia
object target since the real object does not require any more to be scanned and the 3D
model, derived from a CAD parametric model or from other sources, can be used to
create a fiducial marker in a complete digital workflow [Fig. 5.28].
FIGURE 5.28: Creation of the target from the 3D model in the Vuforia
CAD model target application
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Then, the generated target can be imported in the Unity project and use as database
of points for the tracking. The use of Vuforia CAD model target presents some draw-
backs. First of all, to begin tracking of the real object and accurately superimposing
the virtual content it is mandatory to frame the real object in the same exact position
in which the model has been framed in the Vuforia CAD model target generator.
This means that the choice of the initial framing position is crucial and it affects the
entire user experience. The second drawback of the use of Vuforia CAD model target
depends on the color of the 3D printed model. In medical field, bony models have
always been made in white material but in our case 3D printed models in white fil-
ament generate low quality tracking. The bad tracking is caused by the reflections
of white material under room lights. For this reason, the 3D printed model has been
printed in black matte material in order to reduce reflections and to enhance tracking
capabilities [Fig. 5.29].
FIGURE 5.29: Tracking of the 3D printed model with Vuforia CAD
model target
HoloLens V1 supports only single finger recognition. This kind of interaction
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in the surgical field is quite limiting. Furthermore, while the gesture has been con-
ceived by Microsoft developers to be simple in theory, it has been demonstrated that
the picking gesture is quite difficult for novice or new users to perform. The encoun-
tered difficulties in the interaction can be annoying and frustrating for the user and,
in the end, this determines the success of an immersive technology application and
whether or not the development of the application would continue. To overcome
these limitations, we decided to implements LeapMotion controller to enables the
tracking of the entire hands. To test the feasibility of the LeapMotion implementa-
tion, a prototype of the application has been developed and the hardware set – up
comprehends a webcam and LeapMotion controller [Fig. 5.30].
FIGURE 5.30: Prototype of the application in a desktop set - up
The second version of the application has been developed for the integration
of LeapMotion controller and Microsoft HoloLens. The LeapMotion controller has
been mounted on the upper frame of HoloLens with a certain angle of inclination in
order to have the depth sensor of LeapMotion at the optimum angle and to frame
the hands of the user [Fig. 5.31].
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FIGURE 5.31: Integration of LeapMotion in HoloLens
LeapMotion controller could not be directly connected to Microsoft HoloLens
since HoloLens does not support the use of peripherals. Hence, LeapMotion has
been connected to a laptop and a UDP connection between HoloLens and the laptop
has been established in order to stream data from the LeapMotion to HoloLens. In
[Fig. 5.32] the user is handling a femur and in the screen in the background the
tracking of the user hand by LeapMotion and the tracking of the bone model by
Vuforia CAD model target are performed.
FIGURE 5.32: Simultaneous tracking of the user hand by LeapMotion
and tracking of the bone by Vuforia
The UDP connection minimizes the latency and allows a high speed flow of data.
As mentioned before, the drawback of the use of UDP connection is that the data
would not be delivered to the client, or that the data are delivered in an incorrect
order. However, the data sent form LeapMotion controller are high frequency data,
approximately 100 frame per second, and the data are dispatched with an increment-
ing ID which make the errors less frequent to happen. In the sequence of figures [Fig.
5.33, 5.34, 5.35] it is depicted the cutting operation in the first person view from the
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user perspective, wearing HoloLens. In [Fig. 5.33] the user is using the scalpel, to
which has been attached a visual indicators of the cutting plane, to pose the cutting
line.
FIGURE 5.33: The user is placing the cutting plane
In [Fig. 5.34] the input of the user, in this case the left hand closing gesture,
operates the cut.
FIGURE 5.34: The user is giving the cutting input by closing the left
hand
In [Fig. 5.35] the user has released the scalpel and can manipulate the two halves
of the foot.
FIGURE 5.35: The user interacts with the two halves
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5.3.6 Results
In this research we have proven the feasibility of the use of immersive technolo-
gies in medical field. In particular, the project successfully developed a workflow
to convert DICOM data of patient CT scans into 3D models that can be used for pre
– operative planning. The 3D printed model of the patient bone can be augmented
with virtual content and the surgeon can simulate multiple surgical strategies. The
mixed reality set – up has involved the development of a bridge connection between
Microsoft HoloLens and LeapMotion controller in order to add more intuitive ges-
tures to the already built – in HoloLens gestures. The connection has been set – up
via UDP in order to maintain the data exchange as fast as possible to guarantee real
– time response of the application. The real – time response of the application also
depends on the resolution of 3D model of the bone. For this reason, a specific C#
script has been developed in order to integrate the Ramer – Douglas – Peucker dec-
imation algorithm in the runtime of the application. This allowed to guarantee a
response time on user input of approximately 10 seconds. The result of the use of
this application is that the surgeon can study the disease wearing the AR HMD, test
and evaluate several surgical strategies and then validate the surgical plan on the
3D printed model [Fig. 5.36].
FIGURE 5.36: Cutting test on the real 3D printed model
5.3.7 Conclusions
Besides the pre – operative planning, the use of immersive technologies can be ex-
ploited to improve training of young surgeon or provide remote support to sur-
geons both in the pre – operative planning and during the surgical operations. Fur-
thermore, the use of 3D models, either printed or virtual, can enhance the surgeon
diagnosis of the disease and improve the decision making process in the pre – op-
erative phase: most of the decisions in this phase are taken only by using CT scans
on 2D hardware, like pc screens, or X ray images. Hence, not making the most of
3D reconstruction technology provided by CT scanners. On the other hand, it could
happen that in the operative room the patient may undergo further tests and inves-
tigation by means of intra-operative x-rays to evaluate and decide on – the – fly the
best surgical procedure to follow. To overcome the use of intraoperative X – rays,
this research was part o f a wider project aiming to introduce industry 4.0 tool in
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the medical field. Besides the use of AR/VR in pre – operative planning, the project
developed a workflow for 3D printing bony models from CT scans to use in the op-
erating rooms. The workflow allows quick conversion of CT scans into 3D printable
models and the 3D models are printed in High Temperature PLA (HTPLA). This
material after an annealing process, can withstand the temperature of low pressure
sterilization process used by IOR. Thanks to this workflow, 3D printed bony model
of the patient can be used in operating rooms successfully in place of unnecessary
intraoperative x – rays [Fig. 5.37].
FIGURE 5.37: Use of the 3D printed model of the patient in the oper-
ating room
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This research developed a new tool for the early stage design, based on hybrid mod-
eling techniques, capable of merging the quick edits to the geometry, operated in the
immersive environment, with the procedural high - level rules for assembly features
definition and coupling components. In particular, the new tool supports designers
in the design of assembly and the evaluation of the feasibility of the assembly and
disassembly sequence. The design of assembly and disassembly sequence leverages
the interactive capabilities of the immersive environment; thus, enriching with fruit-
ful information the decision making process and, in the end, boosting up the design
process. The designer no longer relies only on intangible tools and with little con-
nection to reality, like spreadsheets or optimization algorithms, but he can take ad-
vantage of the near - tangible access to the product and evaluate the design choices
by a hand - on approach. At the moment, the design and optimization of assembly
and disassembly are promising field of application of immersive technologies. In
these fields, virtual reality and augmented reality can be effectively exploited. The
research implemented AR and VR in assembly and disassembly operations for three
main tasks:
1. Design and virtual prototyping of assembly features in the immersive environ-
ment with a data exchange workflow between the Unity3D game engine and
the high – level set of rules in the Grasshopper modeling environment;
2. Evaluation of the design of joints and assessment of the disassembly sequence
through a hands – on approach in an augmented reality environment;
3. Evaluation of the capabilities of immersive technologies for new workforce
training and manual skills development.
As a result of the research described in this thesis, we can highlight the following
conclusions:
1. The data exchange flow between Unity and Grasshopper is able to provide a
robust modeling system of joints and couplings between different components
directly in the immersive environment. The modeling system in Unity3D is
based on a polygonal representation but the input is converted into Grasshop-
per input. Once in Grasshopper the input can be used to create B – rep geome-
tries or mesh geometries, accordingly to the Grasshopper blocks used;
2. A library of basic assembly relationships has been implemented in Grasshop-
per’s Kangaroo, including: face to face constraint; hinge constraint; pin/hole
constraint and slider constraint;
80 Chapter 6. Conclusions
3. The assembly constraints are set using the input of the immersive device, in
our case the HTC Vive controller, and then used to define the geometric ele-
ments necessary as input of the Kangaroo blocks in the Grasshopper environ-
ment. The collision detection operated by Unity3D engine allows the user to
freely set the assembly relationships, avoiding the overlapping of the models
involved in the assembly operations;
4. Designers and workers can test the disassembly sequence right after designing
it in order to speed up the designing process, preventing design issues. More-
over, the disassembly sequence can be modified accordingly to the suggestions
of the workers involved in the design process. These suggestions can leverage
the experience that long time workers had gained in manufacturing, service
and maintenance operations. This will allow to conceive the most effective
and the most suitable assembly and disassembly sequence for new workers.
Lastly, this allow to convert the experience of workers into a form of digital
data that will enrich and consolidate the company know – how;
5. The immersive environment can then be used to train workers in the assembly
and disassembly sequence. The use of VR and AR for training purposes has
been studied and the advantages of this type of training have been described
and compared to the traditional training method, for example decreased train-
ing times. Moreover, training in VR can create a deeper involvement in work-
ers, increasing the learning rate of workers.
6. Besides the research on the application of immersive technologies in industrial
scenarios, we also focused our research in the use of immersive technologies
in other fields. While the use of immersive technologies in industrial context
is manly aimed to transfer information, such as the correct step of the assem-
bly sequence; in other field where more manual interaction is required, im-
mersive technologies can improve and accelerate the development of manual
skills capabilities of the worker. In such a perspective, the work conducted at
the Oregon State University for AEC sector was intended for this purpose.
7. In medical field, AR and VR allow students to comprehend the medical sub-
jects through a hand – on approach. The learning process is transformed: the
simple memorization of concepts is integrated to first person application, anal-
ysis and evaluation of the diseases extracted from real – life cases. AR and VR
medical applications can raise the level of engagement of students and deliver
a faster learning improved by critical thinking and problem-solving capabili-
ties.
6.1 Future research
The work described in this thesis highlights that the use of immersive technologies
will increase both in numbers and in application sectors. Consequently, the research
in this field will grow. For this reason, some improvements in the research field in
immersive technologies should be taken into account.
First of all, the diversification of the immersive applications leads to a diversifica-
tion of sample used to validate prototype or case studies. In most research works
[57], even in this work, researchers tend to use students as participants of the exper-
iments. The use of student can be good for a rough evaluation of the application,
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like usability, UX etc., but, in the end, the application has to be tested with final end
users in order to evaluate its real effectiveness.
One of the most common and well – known drawback of the use of AR and VR
is cybersickness. Cybersickness can appear as simple motion sickness and eye sick-
ness as well as nausea. In some users, the symptoms appear after few minutes of
use, while in others after long immersive sessions. Another research trend could be
the identification and the conceptualization of solutions to cybersickness problem.
This future research trend could involve also UX research since cybersickness and
discomfort are strictly related to the quality of the experience perceived by the user.
AR and VR are changing the way we interact with world; hence a development
of new hardware is necessary in order to render these technologies as portable as
possible. At the moment, only Microsoft HoloLens has internal computational capa-
bilities. All the other HMDs available on the market require to be connected to a high
level desktop. Reducing the minimum hardware capabilities and making the hard-
ware more portable will improve the diffusion of these technologies. The portability
and the freedom of movements represent the main advantage of the development of
more powerful self-contained HMD. For HMD that requires external computational
power, the backpack set – up available with few high end computers is not suitable
for industrial applications for two reasons. Firstly, the backpack hardware set – up
is pretty expensive and more important, the backpack hardware is extremely bulky
and unwieldy to be used in an industrial scenario with confidence. Lastly, with HTC
Vive and other HMD that implements external tracking system, the backpack set –
up is not suitable at all.
Another limitation of current hardware for immersive technologies is related to visi-
bility. In terms of Field of View (FoV), HMD current on the market has a narrow FoV.
The largest FoV current available on the market is provided by Meta2 with its 90 de-
gree FoV, which is 30% less than human eye FoV. All HMD, both VR or AR, need
wider FoV to enhance UX. Specific upgrades need to be carried out for AR HMD
which require an improvement of visibility in different lighting conditions. For ex-
ample, it is almost impossible to see augmented virtual content with HoloLens in
full sun light.
Authoring virtual content is extremely time consuming. Despite Unity3D has a
learning curve pretty high, a development of a new generation ad more agile soft-
ware of scene editor should be carried out. Regarding new authoring software, high
end CAD provider, like PTC, has started to develop a new suite of software tool,
in between CAD modeling and content authoring. Vuforia Studio is intended to be
an easier, but less powerful compared to Unity3D, scene editor strictly connected
to PTC Creo Parametric. On the other hand, Vuforia Chalk is off the shelf solution
for rapid remote guidance and remote assistance. However, PTC is the only CAD
provider that has seen the potential of immersive technologies and has acquired
immersive technologies developers. Other software houses rely on plug – in by ex-
ternal developers.
Immersive technologies allow users to interact in an intuitive way with digital data
and content, reducing the distance between people and information and delivering
fully immersive experience. With the use of immersive headset workers can connect
with colleagues to find solutions to problems in a faster and more seamless way. The
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information is displayed in the HMD to users as they need it, enriching the under-
standing of design and manufacturing issues and improving the decision making
process.
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Appendix A
Preliminary test
Ten questions for the pre – training test are selected from the list below. Questions
are divided for each task. The questionnaire has two questions for each task.
A.1 Task 1: Recognize the material
1. Can you list the names of all studs used in the wall framing process? If Yes:
2. Can you describe the difference between king studs and jack studs? If Yes:
3. Can you draw the layout of a wall with a framed door? If Yes:
A.2 Task 2: Wall layout
1. Can you write the “16 on center” rule? If yes:
2. Can you say how king studs, jack studs and cripple studs are marked on the
top/bottom plate during layout? If Yes:
3. Can you say where you retrieve the length of the door rough opening? If Yes:
4. Can you say which component has the same length of the door rough opening?
If Yes:
5. With respect to the length of sheathing panels, can you explain why the “16 on
center” rule is implemented? If Yes:
6. Can you say why you mark both sides of the studs onto the top and bottom
plate? If Yes:
A.3 Task 3: Wall framing
1. Can you say what toe nailing is? If Yes:
2. Can you say when toe nailing is applied? If Yes:
3. Can you say what distance from the stud edge you should nail to avoid the
stud splitting? If Yes:
4. Can you describe one method to prevent wavy sheathing? If Yes:
5. With respect to the execution procedure and the goals, can you describe the
difference between nailing and toe nailing? If Yes:
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6. Can you say why the studs are laid down with crowns in the same direction?
If Yes:
7. Can you say why toe nailing is applied? If Yes:
A.4 Task 4: Wall sheathing
1. Can you list best practices to properly align sheathing? If Yes:
2. Can you define what the shear strength is? If Yes:
3. Can you say the first thing to do when adjusting the blade depth of a circular
saw? If Yes:
4. Can You say what it is used as a reference to align the sheathing panel with the
studs? If Yes:
5. Can you say why using the edges of factory sheathing to align sheathing pan-
els? If Yes:
6. Can you say how to maximize shear strength using sheathing panels? If Yes:
7. Can you say why the blade depth is set equal to the panel thickness? If Yes:
A.5 Task 5: Wall standing
1. Can you list safety precautions for a wall standing procedure? If Yes:
2. Can you say how many workers are required to stand a 6 feet wall? If Yes:
3. Can you say what it can happen when lifting a wall? If Yes:
4. Can you say why it is necessary to use a long level instead of a short one? If
Yes:
5. Can you say what the workers should do, if the wall starts falling? If Yes:
6. Can you say where you should nail the temporary braces on the floor? If Yes:
7. Can you say why the wall is lifted with a gap between the bottom plate and
the edge of the floor system? If Yes:
8. Can you say why the temporary brace should be nailed to the higher part of
the wall studs? If Yes:
