This article proposes a multi-period optimization to study the technical and economic effects of the placement and use of Renewable Energy Sources (RES) and Energy Storage Systems (ESS) in an electrical network. As the RES penetrations increase, their inherent variability affects the actual amounts of energy dispatched, their contribution to decrease emissions of pollutants and greenhouse gases, and the overall welfare effects they may have. Moreover, to better harness the energy from renewable sources, both new methodologies and technologies need to be adopted, counteracting the variability and uncertainty of these sources. A possible solution to the challenges of RES adoption is the coupling to energy storage sources, either as dedicated facilities on the supply side, or supporting the accommodation of loads to the available generation on the demand side. This paper suggests an algorithm for network dispatch, aimed at answering some of fundamental changes in the way the system is managed and discusses analytical characteristics of the optimal solution.
Introduction
The windy shores of Lake Erie will have one of the first demonstration projects of a new technology that may become ubiquitous. A 32 MW Vanadium Redox battery will be placed in the city of Painesville, OH, in a symbiotic role with an existing coal plant. This pilot joins projects being conducted in the US and in other countries to better understand the role and placement of Vanadium Redox and other Energy Storage Systems (ESS) and technologies to manage the electricity network [1, 2] .
To maintain Operating Reliability (e.g. [3] ), system operators are required to adopt practices that use new available technologies. The interest in storage technologies and ESS for electricity network operations stems from fundamental changes occurring in the way these complex systems are managed. In different countries, the amount of energy from renewable sources is increasing, either by market forces or voluntary quotas, like Renewable Portfolio Standards in the US [4] . The system operation needs to better accommodate the power delivered by stochastic sources, without compromising the security of the system, as has been well documented (e.g. [5, 6] ).
As new Energy Storage Systems (ESS) technologies like the Vanadium Redox flow battery are developed, their active participation in future power systems are likely to witness a significant increase [7] [8] [9] . This is driven by different forces, like cost reducing technology advancements and the expected forthcoming of electrified transportation in urban centers. While dedicated ESS capacity is already in use for certain systems (e.g. Sodium sulfur, [10] ), its prohibitive cost has not allowed widespread coupling with intermittent generation sources. The electrification of transportation on the other hand provides an opportunity to develop compensating mechanisms that encourage vehicle owners to participate in the energy and ancillary services markets, providing further ESS capacity from the car's chemical storage [11] [12] [13] .
This paper suggests a formulation for a multi-period Alternating Current Optimal Power Flow (AC-OPF) to analyze the interaction between Renewable Energy Sources (RES) and ESS optimal usage.
The analytical model is illustrated with a case study focusing on the effects of location and geographic distribution of both resources.
The paper is structured as follows: Section 2 synthesizes the antecedents to this work and presents the analytical framework. Sections 3 and 4 summarize the specifications of a case study that considers the effects of location for RES, specifically wind, and for ESS in an electrical network. Section 5 analyzes the obtained results and the conclusions are summarized in Section 6.
Literature and problem formulation
The antecedents to the engineering network problem in this article can trace its roots back to the seminal economic dispatch and Optimal Power Flow (OPF) contributions by [14] . Later research has extended this model to include welfare considerations that allow for optimal load shedding, in the framework of support for ramping service provision [15] . The issue of proper provision of ancillary products is discussed in [16] , with special attention paid to the necessity of a clear remuneration structure to ensure adequate quality of service in the Australian New Electricity Market (NEM). Part of the philosophy of NEM is cost causality. 1 The adoption of RES in the system, specifically wind, is studied in [17] with a wind model that assesses the reliability contribution of a wind farm. The methodology is comprehensive, while recognizing the high level of data requirements for proper calculation. Such high data input requirements are a generalized issue that can limit the usability of agents with constrained data. 2 The study of the capacity contribution of RES such as wind is a subject of continued debate. In general terms, the support provided by wind generation is dependent on the characterization of the resource, and its relation to the demand in the system [19] . Ref. [20] study a single node problem with heterogeneous consumers that could be curtailed in their demand, according to assumed price-sensitivity preferences assigned using a scaling factor. Their question is planning-oriented, finding the optimal level of investment to cover the electricity demand, and establishing the outputs and price schedules expected. Their results provide a stylized benchmark to compare regulatory schemes.
The aim of this model is to provide an engineering-economic framework to evaluate the use of storage resources as optimized by a social planner, in the context of high penetrations of Renewable Energy Sources (RES) in the electricity system. The uncertainty in the system, coming from RES is modeled as a gaussian noise in each period that affects the availability of RES available [21] .
The main contribution of this work is to suggest a method that includes specific restrictions reflecting the technical (engineering) characteristics of the electricity network, and endogenously solves the optimized dispatches for ESS, for all generating units and for dispatchable demands, taking into account the economic and dynamic characteristics of each element. Such considerations are necessary to reflect the true benefits (and costs) faced by a System Operator, the congestion that can lead up to the formation of load pockets [22] , and the effects that adoption of RES has in the system. I derive optimality conditions for the trade-offs between conventional generators and ESS resources for the case in which the commitment decisions are set [23] . To the best of my knowledge this is the first paper to include a complex model of the attributes of the network and the analytical derivation of inter-temporal tradeoffs of using an ESS unit. The implementation uses MATPOWER's extensible architecture [24] , with a case study to illustrate the use of the methodology.
Multiperiod AC-OPF
Consider a social planner (a System Operator-SO), maximizing the total welfare in the system of providing energy subject to reliability economic criteria and the non-linear constraints of an OPF AC system [14, 25] . In addition to the OPF variables, the SO is faced with the decision of which units to commit in advance, the ''unit commitment'' (UC) problem [26] . The general form for this combined problem is as follows: min x;p;e;I f ðx; pÞ þ Cðp; IÞ þ f u ðx; p; eÞ ð 1Þ
The variables for this problem are shown in Table 1 . The cost f ðÁÞ is assumed to be separable over units, so the cost of running one unit does not affect the cost of running another one [27] . The cost per generator, Cðp; IÞ, is a function of the units committed to the system. Each one of the constraints can be summarized as follows:
1. The equality constraints (2) consist of the set of non linear power balance equations for real and reactive power for each generator, and ESS constraints, among others.
2. The inequality constraints (3) consist of the set of branch flow limits as non-linear functions of the bus voltage angles and magnitudes, among others.
h f ðH; VÞ 6 0 ð10Þ h t ðH; VÞ 6 0 ð11Þ
3. The unit limit constraints, (4)-(6) indicate e.g., the upper and lower limits for voltage magnitudes, bus angles and real and reactive generator injections for the committed units. The limits are given by e.g., the physical characteristics of the generators and the operational limits for voltage magnitudes and angles. Note that the negative sign for e t i in the case of energy storage units would add to the load to be served. 4. Eq. (7) includes additional inequality constraints to (3). They reflect the ramping constraints, e.g. (15) and (16) , and the charging and discharging restrictions for ESS units, (17)- (21), among others. 5. Integer variables are used for implementing minimum up and down times for a linearized version of the problem (Direct Current, or DC-OPF). The constraints are:
1 Participants in energy markets should be paid for providing, and pay for the energy services they use. 2 System Operators generally have such information; but in such a case, the relevant question is the proper market design to elicit the necessary information [18] .
where s i;t is a binary variable indicating if unit i was started up in period t; h i;t is a binary variable indicating if unit i was shut down in period t and u i;t is a binary variable indicating if unit i was up in period t.
The time horizon is a parameter, so this can be used as an operations and a planning tool.
Starting from a standard OPF problem for a system with n b buses, n g generators and n e ESS units in the system, the implementation of the multiperiod OPF involves variable duplication for the number of time periods considered, n t .
This creates a system with n t Á n b buses, n t Á n g generators and n t Á ne ESS units. All generating and ESS units are constrained by physical ramping limits: 
The ramping constraints are added to the A matrix, and the ramping limits are added to the u and l vectors in (7) . No spinning reserve requirements are included. 3 
ESS units
The ESS units are modeled like generators, with the possibility of having negative real power injections (p t ) for charging periods. It is assumed that only active power can be provided. 4 Each ESS is modeled as a single unit with both a positive maximum (u e ) and a negative minimum (l e ) power limits (P max and P min ). For each period of time (t 2 T), a constraint is added to reflect the energy capacity of the ESS units (17) . Note that the model assumes that the energy capacity of the ESS is consistent with each time period used. 5 The set of constraints for ESS units are: The sum of all injections and demands (negative injections) should add to zero as per energy conservation (18) . This is a transversality condition equivalent to stating that the final state of charge should be equal to the initial state of charge for all ESS units in the system (i 2 E). The initial state of charge of all ESS units affects the available energy for the first period (19) , which is equivalent to an adjustment in the limits of the ESS (20) . For the planning horizon considered, it is assumed that there is no degradation in the capacity of the battery (21) .
Eqs. (17)- (21) are the specific forms of constraints that can be expressed in general form as shown in (7) . An advantage of modeling the ESS like a single unit is that it is not necessary to create additional intra-period constraints to rule out the possibility of having both a power injection and a power demand (charge) from the same ESS unit in a given period. However, this limits the efficiencies for charging and discharging to be equal.
Renewable energy sources and dynamic information updates
To integrate the stochastic changes in renewable generation resources, the following algorithm is used:
The optimizer (e.g. social planner) chooses time horizon (T ¼ n t ) and number of information updates in which optimization is run (N) 3:
The best available forecast for wind and load are used in the model (variables with stochastic disturbances) 5:
A dynamic optimization is run for the chosen time horizon, starting at time t þ n and finishing at time T þ n 6:
In the case of several locations for wind farms, update the forecast for each location 7: n n þ 1; Go to Step 4 8: until n ¼ N, Number of user-specified information updates reached
With Algorithm 1, the dynamic optimization updates information on stochastic variables on a receding horizon (rolling basis). The variables of interest to be updated are the wind forecast and the load of the system. 6 The matrix of information updates for the stochastic variables (including wind speed and load forecasts) is shown in (22) . The horizon is given by T, and the number of specified information updates ('shifts') is given by N.
For a single multi-period OPF optimization, only the information in one column is needed. Successive columns have the dynamic information updates. This framework is extended in the simulation implemented to allow for several ESS units in the system.
Analytical property solutions
Consider the problem stated in (1) . In this section I ignore the commitment variables to study some of the properties of the Set of equality constraints (e.g., non-linear nodal power balance equations, one for real power and one for reactive power) hðÁÞ Set of inequality constraints (e.g., branch flow limits as nonlinear functions of the bus voltage angles and magnitudes) A Matrix of additional constraints for voltage's angles and magnitudes, and real and reactive power l Lower limit for additional constraints u
Upper limit for additional constraints solution. I posit a social planner seeking to maximize social welfare by solving an optimal power flow in an AC network with n b buses, n t time periods, n g generating units and n e ESS units. Table 2 defines the sets and variables used in this sub-problem. The order of the subindices is maintained whenever possible, and no commas are used, unless there is an operation on the index (e.g. t þ 1). For notational simplification, when indicated as super indices, it will refer to the set of all variables across that dimension. For example, e t 2 e will refer to all injections from ESS units in period t; e it refers to the injection from ESS unit i in period t. The explicit form of the problem can be formulated as follows. min H;V;P;Q;E;F
Each generator has a capability curve that determines the relation between the active and reactive output it can inject into the network. Since the implementation is done in MATPOWER, these capability curves can be trapezoidal. By convention, positive values of p; q; e and f are considered injections, while negative values are considered demands.
The equality constraints (2), (24) and (25) are explicitly defined by the power balance equations for active and reactive power.
The inequality constraints defined by (3) and (26) correspond to two set of branch flow limits as function of the bus voltages and angles, for the from and to flows on each branch. 7 Eqs. (27) and (29) determine the active ramping constraints for generators and ESS units, according to their physical characteristics. Eqs. (28) and (30) are the equivalent conditions to (27) and (29) for the reactive variables. Eq. (31) reflects the energy limits on the ESS units, taking into account the initial state of charge; a denotes the time period interval over which a certain power output is needed. 8 Eq. (32) is the specific form of the transversality condition (18) , denoting that after all injections and demands into the network are taken into account, the final state of charge of the ESS should be equal to the initial state of charge. For notational purposes, it is assumed that there is only one generator per bus. The Lagrangian for the social planner problem, focusing only in active power, is then:
LðH; V; P; E; k; lÞ ¼
The set of {k it } in (35) is defined as p it þ e it , where negative values of e it correspond to demands from the network, and positive values to injections into the network. [27, 24] for further detail. 8 The losses and efficiency in the system can be factored using this parameter as well.
and for e it :
The economic interpretation of the FOC's is that any additional demand can be covered by either moving a generator, (36) or moving an ESS, (37) . For each one, there is an inter-temporal cost associated to moving the injection into the network, either as a ramp up, a ramp down or, in the case of ESS units, the availability of energy stored in the system. The k it in Eqs. (36) and (37) 
Therefore, in consecutive periods, the difference in nodal prices is equal to:
The discounted difference in marginal cost of use of the ESS resource. The inter-period shadow price differences for increasing the injection from the ESS resource (ramp up). The inter-period shadow price differences for increasing the charging of the ESS resource (ramp down). The shadow price of using the energy stored in the ESS resource.
Generalizing between periods t and t þ s, the FOC's can be modified to obtain: 
The FOC's in (39) show the optimal equilibrium condition for any two periods in which energy is to be used. The structure is similar to the aforementioned costs for the consecutive periods case, with additional terms for consecutive ramp costs in periods t and t þ s.
Model calibration
This model is applied to an illustrative case study. We use a highly modified 30 bus network [29] shown in Fig. 1 . The system is divided into three areas, and has been modified to represent a network with an urban area (Area 1) with a large load, high Value Of Lost Load (VOLL, [30] ) and expensive sources of generation. Areas 2 and 3 represent rural areas with smaller loads, lower VOLLs and comparatively inexpensive sources of generation. An efficient economic dispatch would use the available generation capacity in the rural areas to cover their local demand and whatever demand it can cover in expensive urban areas (Area 1). The capacity of the lines transferring energy from Areas 2 and 3 to Area 1 (Lines 12, 14, 15 and 36) are constrained and therefore act as the limiting factor.
The information for wind availability follows the three components described by [31] : (1) a set of time series data; 9 (2) an ARMA model for the prediction of wind speeds; and (3) a power curve for a wind turbine, converting a wind speed into the amount of power delivered into the network. The user provides information on the wind forecast expected for each wind location. In cases in which the wind farms are geographically closer, the wind forecasts are likely to be similar. However, geographical averaging [32] can occur due to placement of the wind farms and differences in the availability of the wind resource; in such cases, each wind location is provided with independent forecasts. Changes in the operating conditions and the topology of the network (e.g. generator or branch outages) can be updated as more information becomes available. The fuels included are Oil, Gas Combustion Turbines (GCT), Combined Cycle Gas turbines (CC Gas), Nuclear, Hydroelectric and Refuse (NHR) and the ESS unit(s), in case of discharge. The specifications of fuel types and available generation are shown in Table 3 . The units are labeled as peaking (p), shoulder (s) or baseload (b), according to their ramping management capabilities.
All cases were set to have a T ¼ 24 dynamic optimization horizon and N ¼ 7 successive periods for dynamic updates. The horizon is set for the day, while the number of updates reflects a typical range of change in operations. There were no contingencies added in any of the successive information updates, and therefore the dispatch behavior expected should be smooth, following the changes in load expected over the 24 h optimization period. The configuration of the matrix with information updates has the form shown in (40) 
The time-step units considered are hours; the wind and load forecasts are provided for 24 Â 7 h of the day; each shift updates the most recent information for all time periods, shifting one time period per iteration. 10 
Case study
For this illustrative case, we are interested in understanding the welfare effects of distributing wind capacity vs. distributing the ESS capacity for operational purposes [21] . For this purpose, the following cases are analyzed: Case 1: one ESS unit (40 MW h energy capacity) is placed close to the load center (bus 8), and one 50 MW capacity wind farm in a rural location (bus 13).
Case 2: (split wind capacity) two 25 MW wind farms are placed in two apart buses (bus 13 and bus 27), with similar patterns; one 40 MW h ESS unit in bus 8. Case 3: (split ESS capacity) Two ESS units in the system (20 MW h energy capacity for each one), one close to load center (bus 8) and the other in the wind farm bus; one wind farm with 50 MW capacity in bus 13. Case 4: Two ESS units (bus 8 and bus 13, 20 MW h energy capacity for each one), and two wind farms (buses 13 and 27, 25 MW capacity for each one) with similar wind patterns.
Case 1 provides a base case, with all the wind capacity and the ESS capacity centralized. Case 2 provides a comparison of the benefits of diversifying wind locations with respect to Case 1. The case provides a lower bound of the benefits, using identical forecasts in the chosen locations. Case 3 allows to compare the operational costs and benefits of dividing the ESS capacity, maintaining efficiencies on a comparable basis to Case 1. Case 4 provides further incremental companions for cases 2 and 3 of complementing the geographical diversification.
The cost of energy provided by all ESS units is considered identical, regardless of its closeness to load. This allows to compare cases on a similar basis. 11 Additionally, the capacity of the ESS units is set to 40 MW h when placed in a single location (Cases 1 and 2) and to 20 MW h for each unit for multiple ESS units (Cases 3 and 4). In the multiple ESS cases, each unit differs in hourly power delivery capability, with the unit located in the Urban center being limited to 4 MW of instant power delivery, and the ESS unit placed in the wind farm location limited to 5 MW. Ramp limits are set consistent with power delivery limits (i.e. ESS units are not ramp constrained). The capacity of the wind farm is 50 MW when placed in a single location (Cases 1 and 3), and 25 MW in each location when two are placed in the system (Cases 2 and 4). The wind forecast for each location is provided as independent but closely correlated, with a random gaussian noise added for each location. This corresponds to a case in which farms are either located geographically close, or in zones with common wind patterns. This information is updated for each one of the shifts in successive periods (N). While the total power available from the ESS units is low in each period, as observed in some pilots with NaS Chemical batteries [10] , the energy capacity installed (40 MW h) allows for flexibility in the usage of the resource. The pattern of wind availability is taken from historical data for New England [31] , to mimic the availability of wind in New York State. The load profile corresponds to historical data from the New York State Independent System Operator (NYISO). 11 In practice, location is likely play a role on technology selection, and therefore the ESS operating costs. Capital costs are not considered, see [33] for an analysis on this. Fig. 2 has the plot of the energy available in the ESS unit for each time period. The receding horizon is shown on a fixed axis. The time period depends on the 'shift' considered. For example, for n ¼ 9, the first time period is t ¼ 10, and the axis shows
Results and ESS management
Given the lack of sudden changes in the update of information for every time period, the observed ESS management follows the usage pattern expected, discharging at high load periods and starting to charge from around 11 PM. In the optimization starting at 7 AM, the ESS is not completely depleted of charge, and is not used for the first hours of the optimization period (7-10 AM). The behavior hour to hour is not an exact shift, but rather a response to the most updated system conditions, due to the gaussian noise added.
By distributing the wind farms in the network (Fig. 3) , the optimal dispatch pattern of the ESS changes, requiring less of the installed capacity due to the decrease in wind spillage. In fact, the capacity of the ESS is not fully used in all cases, and there are idle periods during high demand hours, contrasting with the case with a single wind farm. This is due to congestion relief of lines 15 and 36, increasing the flow from Areas 2 and 3 to area 1, taking advantage of the more economical resources in these areas. The distribution of the ESS capacity - Fig. 4 (a) and (b) leads to apparent higher usage of the energy capacity of the ESS that in Case 1, with patterns still depleting the charge during the day and charging it in the low-demand hours of the day. In this case, the usage is constant from the moment it begins to be discharged, though the discharge rates differ between the urban and the wind sites. The second ESS is directly connected at the wind bus, which helps to offset the potential variability from this generator.
Finally, the case in which the capacity is distributed for both RES and ESS units is shown in Fig. 5(a) and (b) . In this case, an effect that was very minor in Case 2 is amplified: there is some charging happening in periods of demand that are not low load periods (e.g. 5 PM), for the ESS placed in the urban area. Analyzing the pattern of dispatch of the wind resource for this hour, it is fully utilized for the unit placed in bus 13, and the unit at bus 27 is ramping up at a pace equivalent to the charging rate of the ESS in bus 8. While this is not a direct coupling, there is evidence of the complementarity of the two units to better use the RES available. There is also utilization of the ESS capacity starting at 6 AM (refer to, for example n ¼ 12). Due to the transversality conditions imposed, though the unit discharges again, it should be fully charged (initial condition) at the end of the optimization period. 12 
Savings and costs in the wholesale market
The analysis of the benefits of adoption of ESS and geographic distribution of capacity requires the study of the compensation for each agent in the wholesale market. Table 4 summarizes some key results for each one of the cases over a 24 h load cycle. Due to the information updates, incorporating the changes in system conditions, the results in Table 4 show the average of each one of the quantities considered over the seven information updates, as well as the variances (in parenthesis).
The first row (1. Load Paid) shows the benefits of distributing wind capacity in a geographic area (Case 1 to Case 2), as well as the benefits of distributing the ESS capacity joint with Geographic Wind distribution (Case 2 to Case 4). While the deployment of an additional ESS in the system (Case 1 to Case 3) leads to higher customer payments, this is mainly driven by lower wind usage in this case, a paradoxical result given the ESS placement in the wind farm. The reason for this will be discussed in further detail later. A significant change observed is the reduction in variance in the payments from loads by distributing the wind capacity (Case 1 to Case 2). The geographic distribution of ESS provides even lower variances. This is a consistent rationale for ESS utilization in operations, one of the reasons for the Vanadium redox battery in Ohio being coupled to a coal plant. The average amount of energy needed to cover the demand of the day (second row), shows a similar trend to the load paid, with expected decreases as wind capacity and ESS capacity is decentralized. Additionally, the average amounts of wind accommodated in the system tend to increase in a consistent manner, with the same exception as before (distribution of ESS capacity actually leads to a 6% decrease in the amount of wind in the system). This causes a decrease in the use of conventional generation (row 4). Row 6 provides explanation for the reason why the distribution of ESS capacity (Case 3) leads to lower wind usage and higher payments from customers: the total ESS usage actually decreases when the capacity is split into two locations. While the reason for putting ESS capacity close to the wind source would presume higher wind (and ESS) usages, the Fig. 3 . Energy available from ESS unit, Case 2. 12 In the case of n = 12, at 11 AM the ESS units must be fully charged.
splitting of the ESS capacity actually induces lower total average utilization of both resources. In the simulated cases, it is actually more beneficial to place the same ESS capacity close to the load. The important lesson here is that the role that location plays on Composition of daily payments in the Wholesale market ESS and wind energy outputs follows a non-linear relation. Therefore, policies to implement and couple wind farms with storage systems need to account for congestion and demand factors, to optimally place and price this capacity. 13 Fig . 6 summarizes the average payments over 24 h for each one of the cases considered. While the operational costs are similar in all cases, the payments from loads have clear distinctions, due to price discrimination observed in the network caused by congestion. Case 4, with the lowest payments from customers, still allows for positive transfers to transmission for network investment.
Operations and conventional fleet dispatches
An advantage provided by the use of ESS is the possibility to service additional loads in periods of low demand, and therefore lower congestion in the network (time arbitrage). Fig. 7 shows the mean fuel composition used to service the same load profile in Cases 1-4. The dispatches shown correspond to the average dispatch observed over the 7 information updates simulated. In all cases, Gas Combustion Turbines (gct) and oil are not used for covering the load. This is due to the availability of cheaper sources of generation (including wind), lack of congestion in the network and overall low demand level.
The main fuels used are Nuclear, hydro and refuse (nhr, as baseload), Coal (for load following) and wind. In Cases 1 and 3, there is some utilization of the Combined Cycle (cc) gas capacity, while Cases 2 and 4 replace this fuel away completely. Total ESS dispatches are shown as a thick line in the plots. In cases where this line is below the area indicating all generation, the difference between the upper area limit and the line corresponds to charging periods for the ESS unit(s). Analogously, cases in which the 'ess' line is above the total fuel area correspond to network injections from the ESS unit(s). ESS units are used to cover part of the peak demand in all cases, while charging is done at low demand periods, as expected. The composition of the three main fuels is close in percent participation in the four cases. Case 3 is the only situation in which nhr participation is 3% higher than the average of the Fig. 8 . Comparison of dispatches. 13 The nonlinear effects also have repercussion in light of the investments needed to modernize the electricity grid, and the environmental consequences of these investments [34] .
three remaining cases. On the other hand, coal has the lowest participation in the generation portfolio for Case 3 (distributed ESS, single wind) and Case 4 (Distributed ESS and wind). It is remarkable the extent to which distributing ESS units in the system (Case 3) leads to a very smooth operation of the baseload units ('nhr'). In fact, for both Cases 3 and 4, the operation of all the generation fleet does not witness sudden changes hour to hour (in average). Taking into account that no ramping costs are included in the objective function, this is an interesting result from the point of view of the utilization of ESS units. It means that the wear-andtear cost of the conventional generation fleet can be decreased by using these resources. Such investments will then have implications from the policy standpoint if explicit ramping markets are developed as another ancillary service [35, 36] . The extent to which ESS units in the network provide support as grid resources is not clear cut in the simulated cases. Fig. 8 compares the total dispatches net of wind for all cases. The distribution of wind in the system (comparing Case 1 to Case 2) does not lead to adjustments of the conventional generation schedule, with almost overlapping total dispatch. The distribution of the ESS capacity (Case 3) however leads to overall higher dispatches at low demand periods (e.g. early hours of the day), and lower dispatches at peak periods. Distributing the wind capacity, joint with the ESS capacity (Case 4) shifts down the total dispatch from conventional sources due to the aforementioned increase on the usable wind capacity. This outcome, from the perspective of increasing wind dispatches, is a positive, if anticipated outcome: the distribution of the wind resource, and the dispatch of storage mechanisms (both close to load centers and coupled with the wind farms) are supporting mechanisms for better utilization of the RES.
The effect on prices is very dependent on the location. In the 30-bus network, there are potentially 30 different prices. In the simulations performed, there are approximately 10 clusters of prices observed during the day, with some separation as demand increases over the day. To simplify the analysis of prices, the simple arithmetic mean of prices over the 30 buses is calculated for the four cases simulated. Fig. 9 plots the average price for all cases, giving an equal weight to all 30 buses in the system. The distribution of the wind capacity leads to lower average prices on the system, with average prices in the neighborhood of the cost of coal generation (Cases 2 and 4). The average prices for the other cases at peak hours are close to the marginal cost of combined cycle gas turbines ($55/MW h).
It is important to note that this analysis is based on short run cost for generators. Therefore, it does not include considerations regarding the adequacy of prices to recover the cost of capital of the generating companies (''Missing Money'' problem [37] ).
Conclusion
This paper proposes a multiple period optimization framework to evaluate the optimal interaction of Energy Storage Systems (ESS) and Renewable Energy Sources (RES). The formulation is applied to a case study analyzing (1) the optimal dispatch of generating units to cover a given load profile demand, (2) the welfare effects and operating costs, (3) the nodal prices and (4) the symbiotic effects between ESS and RES on a test system.
The system has dynamic updates on the conditions of the system to account for topological and operating condition changes; this is akin to incorporating the information from Phasor Measurement Units (PMU's [38, 39] ) in the operation of the system, as data becomes available. The solution comes from an optimization using a primal-dual interior point method (PDIPM, [40] ). The cases studied evaluate the effects of wind capacity distribution in locations with similar wind patterns, and placement of the same energy storage capacity close to load centers vs. dividing the ESS capacity in half between load center capacity and capacity close to one of the wind sites. The simulations show a very positive effect in the distribution of wind capacity, even in cases in which the forecasts for each wind site are highly correlated. The decrease in payments for loads sees reduction up to 40% in the disbursements from consumers compared to a case with a single wind site and a single ESS operating close to demand centers. There is also evidence of more effective usage of the wind capacity coupled with ESS units for the conditions simulated in cases when all ESS capacity is placed close to the main load centers. The computational complexity of this problem suggests a further research direction in the analysis of sensitivity to different numerical solvers, besides PDIPM. Though a reduced network is used, and the magnitudes observed are likely to be very different in real systems, the directions of the changes are indicative of some of the effects that could be seen when further policies are rolled out favoring ESS usage. This provides a good signal for storage capacity available in the battery of cars with plug-in capabilities and a Vehicle to Grid (V2G) infrastructure in the distribution network. 
