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Abstract
The introduction of vehicle-to-vehicle and vehicle-to-infrastructure communications
forming vehicular ad-hoc networks, enabled a new set of applications and services
for Intelligent Transportation Systems (ITS). Due to the costs of setting up a real
experiment, specially for large-scale scenarios, vehicular network simulators are cru-
cial for the study and development of these technologies. There are a considerable
number of possible solutions in the state-of-the-art, which differ essentially on the
way the mobility and network simulation components are connected and on their
level of interaction. However, the available solutions were not designed to fulfill the
requirements of modern ITS applications, as well as to provide large-scale simulations.
Although current network simulators are very powerful, being able to model wireless
networks with a high level of detail, they have strong scalability limitations, being
hard to simulate wireless networks with only a few thousand of nodes. The focus of
this thesis is to solve these issues, developing solutions to enable efficient simulation of
vehicular networks. We aim to provide researchers with new tools to study vehicular
networks in large-scale scenarios, and to implement new applications that were very
difficult to implement with the currently available tools. This work proposes a different
approach to efficiently integrate traffic and network simulators, given the fact that not
only the networking dynamics are greatly dependent on the mobility aspect, but also
the network-enabled applications can influence the mobility patterns of ITS systems.
Solutions for parallel microscopic traffic simulation, together with algorithms for fast
neighbour finding and position updates during wireless simulations are also proposed,
improving the efficiency of the presented simulation framework. Results show that
the proposed solutions enable the simulation of large-scale vehicular networks, outper-
forming the performance of other open-source simulators. During the course of this
work, different ITS applications were also proposed and evaluated, such as a large-scale
analysis of a self-organizing traffic control scheme, a dynamic taxi-sharing system and
a taxi-stand recommendation system. The evaluation of an advanced driver assistance
system for overtaking vision obstructing vehicles is also presented.
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Resumo
A introduc¸a˜o de comunicac¸o˜es ve´ıculo-ve´ıculo e ve´ıculo-infraestrutura, formando redes
veiculares ad-hoc, proporciona um conjunto de aplicac¸o˜es e servic¸os aos Sistemas de
Transporte Inteligente (ITS). Dado o elevado custo para elaborar uma experieˆncia
real, especialmente uma experieˆncia em grande escala, as ferramentas de simulac¸a˜o
sa˜o essenciais para o estudo e desenvolvimento destas redes. Existe um nu´mero
considera´vel de soluc¸o˜es no estado-da-arte que diferem, principalmente, no modo de
ligac¸a˜o e interacc¸a˜o entre a simulac¸a˜o de mobilidade e a simulac¸a˜o de rede. Contudo,
estas soluc¸o˜es na˜o foram desenhadas para preencher os requisitos das aplicac¸o˜es mais
recentes. Embora sejam capazes de efectuar simulac¸o˜es com um grande n´ıvel de
detalhe, sofrem grandes limitac¸o˜es em termos de escalabilidade, sendo dif´ıcil simular
redes sem-fios com pouco mais de mil no´s. Esta tese pretende resolver estes prob-
lemas e desenvolver soluc¸o˜es que permitam simular redes veiculares de grande-escala
eficientemente ou desenvolver novas aplicac¸o˜es que seriam dif´ıceis de desenvolver com
as soluc¸o˜es actualmente dispon´ıveis. Este trabalho propo˜e uma nova arquitectura para
integrac¸a˜o de um simulador de mobilidade com simuladores de rede, dado que na˜o so´
a dinaˆmica das comunicac¸o˜es esta´ dependente da mobilidade, como as aplicac¸o˜es de
rede tambe´m podem influenciar os padro˜es de mobilidade. Neste trabalho tambe´m
sa˜o propostas soluc¸o˜es para uma eficiente paralelizac¸a˜o da simulac¸a˜o de mobilidade,
assim como algoritmos para procura eficiente de no´s vizinhos durante transmisso˜es
sem-fios, aumentando a performance das simulac¸o˜es. Os resultados obtidos mostram
que as soluc¸o˜es apresentadas possibilitam a simulac¸a˜o de redes veiculares de grande-
escala de forma eficiente, superando a performance de outros simuladores. Durante
a execuc¸a˜o deste trabalho, sa˜o tambe´m propostas e avaliadas diferentes aplicac¸o˜es,
como um sistema auto-organizado de controlo de traˆnsito e respectiva ana´lise em
grande-escala, um sistema dinaˆmico para partilha de ta´xis e um sistema inteligente de
recomendac¸a˜o de prac¸as de ta´xis. A avaliac¸a˜o de um sistema avanc¸ado de auxilio a`
ultrapassagem a ve´ıculos que obstruem a visa˜o do condutor e´ tambe´m apresentada.
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Chapter 1
Introduction
Vehicular transportation has been one of the main means of transportation for hun-
dreds of millions of people around the world. While vehicles are widely used by many
people as a means of transportation in various situations, the number of vehicles in the
roads has increased significantly, leading to high density in traffic and further problems
like road congestion, accidents and high levels of fuel consumption. Eliminating traffic
congestion, reducing traffic accidents and improving the road environment are main
tasks of modern Intelligent Transportation Systems (ITS). Vehicular networking
is an important area of research in the field of ITS, promising a myriad of new
applications for road safety, traffic efficiency and infotainment. Due to the inherently
self-organizing and mobility features of Vehicular Ad-hoc Networks (VANETs), there is
a growing research interest in large-scale scenarios where thousands of vehicles access
the network. Consequently, there is a need for the performance evaluation of new
protocols and distributed applications in such large-scale environments. For instance,
the study of traffic efficiency, connectivity analysis or the performance evaluation of
routing protocols in metropolitan scenarios are of great interest today. However,
setting-up a real vehicular network with this degree of scalability is an expensive
and impractical task. The existent real experiments are only composed by a small
number of vehicles or, at most, are limited to a few hundred cars as planned in recent
research projects such as simTD [1] and DRIVE-IN [2]. While in the simTD project the
deployment of up to 400 cars has been planned in Germany, in the DRIVE-IN project
a network of 450 taxis is being deployed in the city of Porto, Portugal. Therefore, a
simulation is still the most practicable methodology for researchers. First, it is the
only viable solution to evaluate applications in large-scale scenarios with thousands of
vehicles. Second, it allows for the control of parameters that are usually unavailable
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in real experiments such as traffic lights algorithms. Third, it provides a cost-effective
solution for trying new applications or simulating accidents in key intersections.
In the recent years, we can observe major improvements in realism of VANET sim-
ulation tools. There are a considerable number of possible solutions in the state-
of-the-art, which differ essentially on the way the mobility and network components
are integrated, and on the level of interaction between them. There is currently no
standard, or even preferred simulator for evaluating vehicular networking research.
Road traffic simulators have become a very important tool for planning and managing
complex road networks, where drivers are inter-dependent decision makers with access
to imperfect information. Later on, network simulators have been combined with road
traffic simulators in order to model ITS. Initially, the mobility patterns obtained from
the road traffic simulator would feed the network simulator that would be able to model
vehicular network applications and services. However, even simple applications such
as informed road navigation were unable to affect drivers behaviour since the mobility
was only simulated as an independent physical process. The first breakthrough came
with the bi-directional coupling [3, 4, 5] of network and road traffic simulators. This
allowed for a realistic modelling of vehicular applications that could change driving
behaviour and allow for simulation of informed route planning. The bi-directional
coupling meant that road traffic simulators such as SUMO [6] would communicate via
sockets with a network simulator such as NS-3 [7] or OMNeT++ [8].
While many vehicular applications and services only require bi-directional coupling,
several others become very hard to implement, or would only be possible after ex-
tensive hacking and application specific modifications. A practical example, is the
implementation of a distributed traffic control system [9] where the roadside-based
traffic lights are replaced by Virtual Traffic Lights (VTLs). Vehicles cooperate in
a self-organized manner to control intersection crossing and elected vehicles act as
a temporary traffic light infrastructure, broadcasting traffic light messages that are
conveyed to drivers through in-vehicle displays. With current bi-directional simula-
tors, such application would become very hard to implement. First, the road traffic
simulator was not designed to allow extensibility and an implementation of a VTL
module, where each vehicle maintains and obeys its own representation of a traffic
light instead of a central infrastructure, would require several modifications in its core.
Second, since the mobility and network components are separated, an application
specific interface module must always be designed. Instead of concentrating efforts
on the application design and evaluation, a huge amount of work is also required
to prepare the simulation framework. Additionally, since both traffic and network
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simulators are separated, the TCP/IP interface module introduces communication
and synchronization overhead, reducing the efficiency of the overall simulator. We
believe that a coupling architecture where both road traffic and network simulators
could be seamlessly integrated without socket communications, would reduce such
overhead for communication and synchronization.
Although current network simulators are very powerful, being able to model wireless
networks with a high level of detail, they have strong scalability limitations, being
hard to simulate wireless networks with only a few thousand of nodes. In [10] we have
performed a VANET experiment where vehicles periodically broadcast beacons to the
neighbourhood warning their presence. The idea of beaconing, is to provide location-
based information to drivers, allowing them to know the location of all vehicles in
the surrounding environment. As result, we observed that as the number of vehicles
increases, the computational requirements in terms of processing time and memory
usage, become very large. For instance, a simulation step of 1 second, with 3000 nodes
sending only 1 beacon per second, require approximately 75 seconds of real time to
finish. Thus, a 60 second simulation with a beaconing rate of 10Hz would take several
hours to complete on a normal desktop machine.
This thesis aims to solve the described issues, developing solutions to enable efficient
simulations of vehicular networks, help researchers in the study of these networks for
large-scale scenarios, or to implement new ITS applications that are not possible to
implement with the currently available simulations tools.
1.1 Contribution of this Thesis
Accurate and scalable simulation of vehicular networks is still an open problem for the
research community. The main goal of this work is to solve this problem and create
an open-source framework capable of performing realistic VANET simulations under
large scale environments. Thus, the following contributions have been produced:
• We extend the state-of-the-art in the field of vehicular simulation by proposing
an integrated framework for Vehicular Networks Simulator (VNS). The key
point of this framework is the full integration between the mobility and net-
work components, given the fact not only the networking dynamics are greatly
dependent on the mobility aspect, but also the network-enabled applications
can influence the mobility patterns of ITS systems. This coupling architecture
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improves the synchronization and communication performance between simula-
tion components. Moreover, this contribution also presents a module to connect
external driving simulators, allowing the evaluation of VANET applications in a
driver’s perspective. Since everything is integrated in a single framework, along
with its realism and performance, we believe that VNS can strongly help the
researchers in the study of vehicular networks.
• We implemented a high-performance microscopic mobility simulator capable
of simulating metropolitan-scale traffic. This simulator, as the core of VNS,
was designed from scratch to allow seamlessly integration with other network
simulators such as NS-3 or OMNeT++. Moreover, it was optimized to maintain
coherence when scaling into parallel computing architectures. To demonstrate its
capabilities, we simulate the San Francisco Bay Area road network and provide
a performance comparison with other open-source simulators and show that
our simulator not only outperforms existing solutions but also scales well when
running in multi-core environments.
• Since network simulators such as NS-3 or OMNeT++ have limited performance
and scalability, we identify the sources of such performance limitations and
propose solutions to significantly improve the execution time and memory usage,
making it feasible to run wireless simulations with thousands of nodes.
• We provide a large-scale analysis of vehicular communications when used for
the exchange of status information between vehicles. We perform simulation
experiments for different scenarios including the urban scenario of the city of
Porto with a realistic mobility pattern. A performance comparison with other
open-source simulation frameworks is also performed.
Additionally, during the course of this work, several ITS applications were proposed,
implemented and evaluated trough the use of VNS. Thus, the following contributions
have been also produced:
• Design and implementation of VTLs [9]. With the self organized characteristics
of VANETs, the VTL system can dynamically optimize the flow of traffic in
road intersections without requiring any roadside infrastructure. Resorting to a
large-scale simulation experiment, we provide compelling evidence that the VTL
proposal is a scalable and cost-effective solution for urban traffic control.
• Implementation and evaluation of the See Through System (STS) [11]. Rely-
ing on Vehicle-to-Vehicle (V2V) and video-streaming technology, this Advanced
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Driver Assistance System (ADAS) enhances the driver’s visibility and supports
the driver’s overtaking decision in the challenging situation of overtaking a vision-
obstructing vehicle.
• Study of a novel distributed and dynamic taxi-sharing system based on real-time
coordination of user requests [12]. The simulation-based implementation of the
taxi-sharing system is composed by a taxi simulation module developed on the
top of VNS and an empirical data set. We implement a realistic and urban-scale
simulation experiment to evaluate the feasibility of this system, as well as to
study its environmental impact [13].
• Implementation of a simulation environment to evaluate a taxi-stand recommen-
dation system [14, 15]. The focus is on the online choice problem about which is
the best taxi stand to go to after a passenger drop-off. The idea is to forecast how
many services will arise in each taxi stand based on the network past behaviour
to feed a recommendation model to calculate the best stand to head to.
1.2 Thesis Structure
The remainder of this thesis is organized as follows. Chapter 2 introduces the tech-
nologies and architectures behind vehicular networks and Chapter 3 describes the
most relevant state-of-the-art simulation tools. Chapter 4 presents the vehicular
networks simulator and its architecture, including the integration, communication
and synchronization mechanisms between different components. Chapter 5 describes
the proposed optimizations to enable simulation of large scale scenarios. Chapter 6
presents some of the proposed ITS applications that are result of this work and in
which the simulation framework herein proposed was crucial for their implementation
and evaluation. Finally, Chapter 7 discusses the main conclusions and possible future
work.
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Chapter 2
Vehicular Networks
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Vehicular networks are a special class of Mobile Ad-hoc Networks (MANETs) that
have emerged thanks to advances in wireless technologies and its adoption in the
field of transportation. MANETs are composed by dynamic nodes with the ability to
establish wireless communication between them in a decentralized and self-organized
fashion. Each node may act as a terminal point or as a relay point, enabling multi-
hop communication and providing the creation of spontaneous networks with arbi-
trary topologies. VANETs, spontaneously formed by moving vehicles equipped with
wireless interfaces that could be of homogeneous or heterogeneous technologies, are
considered as one of the ad hoc network real-life applications, enabling V2V and
Vehicle-to-Infrastructure (V2I) communications. Vehicular networks, however, have
unique characteristics:
• Predictable mobility : Unlike MANETs, where it is hard to predict the mobility
of nodes, vehicular movements tend to be very predictable as they are usually
constrained to roadways. With the integration between electronic maps and
location sensors such as Global Positioning System (GPS), vehicles are aware of
their location and surrounding environment. Given the current location, speed
and road trajectory, the future position of a vehicle can be predicted.
• Unlimited power and computational capabilities : Due to the fact that vehicles
are frequently recharging their batteries, they can provide continuous power to
computing, sensing and communication devices, and thus, do not have power
constraints. However, with the introduction of electric vehicles, this may start
to be an issue as they should waste the minimum possible amount of power.
• Large scale - Unlike most ad hoc networks studies that usually assume a limited
network size, vehicular networks can comprise an entire metropolitan area with
its vehicles and road side infrastructures.
• Highly dynamic - Vehicular networks are extremely dynamic with different con-
figurations regarding the scenario. While the density of vehicles may be very
high within cities, where vehicles travel at low speeds, on highways they travel
at very high speeds, and thus, the density of vehicles may be very low.
• Partitioned network : Due to the dynamic nature of vehicular networks, large ve-
hicle gaps may exist in sparsely populated scenarios, resulting in several isolated
clusters of vehicles.
• Network topology and connectivity - Vehicles are moving and changing their
position constantly, being in the communication range of each other only for a
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short time. Links are established and broken very fast, leading to rapid changes
on the network topology.
These networks are attracting considerable attention from the research community as
well as the automotive industry, as they can improve road safety, traffic efficiency, as
well as to introduce new entertainment applications for drivers and passengers. A lot
of work and research around the globe have been conducted to define architectures
and technology standards. This chapter describes the basic principles and concepts
behind vehicular networks.
2.1 Architecture
While the original motivation for vehicular communications was mainly to improve
road safety, the advances in wireless technologies provide new opportunities for traffic
efficiency and infotainment applications as well. Through heterogeneous wireless
networks, different technologies can be deployed by network operators and service
providers or through integration between operators, providers, and a governmental
authority. Vehicles can be either private, belonging to individuals or private com-
panies, or public transportation means (e.g., buses and public service vehicles such
as police cars). Fixed equipment can belong to the government or private network
operators or service providers.
Figure 2.1 illustrates the architecture for vehicular networks proposed by the Car-
to-Car Communication Consortium (C2C-CC) [16], which is the main reference for
many R&D research projects, as well as to the work presented in this thesis. This
architecture comprises three different domains:
• The In-Vehicle Domain refers to the vehicle’s internal network. Each vehi-
cle is equipped with an On-Board Unit (OBU), a device with V2V and V2I
communication capabilities. The OBU implements the communication protocol
stack and should be equipped with at least one network device for short-range
wireless communications based on IEEE 802.11p. It may also be equipped with
other wireless technologies, for instance to access a cellular network. Application
Units (AUs) are responsible for running the applications and access the OBU’s
communication capabilities through a connection interface (wired connection,
Bluetooth, etc.). This distinction between AU and OBU is only logical, and
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Figure 2.1: C2C-CC Reference Architecture for Vehicular Networks
thus, the AU may reside on the same physical unit, may be an integrated part of
a vehicle and be permanently connected to the OBU, or may be a portable device
such as a laptop or mobile phone that can dynamically attach to the OBU.
• The Ad-hoc Domain represents a pure wireless ad hoc network composed by
vehicles and Road-Side Units (RSUs). RSUs and OBUs form a VANET of mobile
and static nodes, allowing fully distributed and self-organized communications,
without a centralized coordination. Nodes directly communicate if wireless
connectivity exists among them, or perform multi-hop communications through
the use of a dedicated routing protocol. RSUs are fixed nodes placed along the
roads or highways, or at dedicated locations such as traffic signals, parking places
or gas stations. A RSU has the same communication capabilities of an OBU. It is
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equipped with at least one device for short-range wireless communications based
on IEEE 802.11p, and may also be equipped with other network technologies in
order to allow communications with an infrastructured network. The primary
role of RSUs is to improve road safety, by executing special applications or
providing enhanced connectivity in the ad hoc domain. RSUs may be attached
to an infrastructured network, which in turn may be connected to the Internet.
• In the Infrastructure Domain, the RSUs can simply extend the VANET coverage
and be attached to an infrastructured network, which in turn can be connected to
the Internet. The RSUs may allow OBU to access such infrastructure, and hence,
the vehicle’s AU can communicate with any host on the Internet. However, OBUs
can rely on cellular radio networks (GSM, GPRS, 3G, 4G, etc.) to communicate
with Internet, as well as to use public, commercial or private Wi-Fi hot spots.
2.2 Wireless Access Technologies
Vehicular networks have different requirements in terms of bandwidth or latency.
These requirements must be satisfied at any time and any location. Different wireless
access technologies can provide the radio interface to enable V2V or V2I communica-
tions. While some technologies operate in ad-hoc mode with distributed coordination
between nodes, other technologies rely on a centralised infrastructure to coordinate
communications. Several communication standards have been proposed to be used as
access networks for vehicular networks.
2.2.1 WLAN
Wireless local area network (WLAN), IEEE 802.11, is currently the most widely used
wireless local area network standard in the world, and because of that, is the network
access technology most commonly assumed in vehicular networks. It has been shown
[17] that with realistic propagation models, the bit-error rate of 802.11 can be very
high, imposing significant challenges to higher layers. Vehicular safety communication
applications require fast connection establishment with other vehicles encountered on
the road, as well as efficient connection setup with RSUs, because of the limited time
it takes for a car to drive through the coverage area.
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2.2.2 DSRC/WAVE
Dedicated Short Range Communications (DSRC) [18] is a short to medium range
communications service that was developed to support V2V and V2I communications,
covering a wide range of applications, including V2V safety messages, traffic infor-
mation, toll collection, drive-through payment, and several others. In 1999, the U.S.
Federal Communication Commission (FCC) allocated 75 MHz of spectrum at 5.9 MHz
to be used by DSRC. In 2003, The American Society for Testing and Materials (ASTM)
approved the ASTM-DSRC [19] standard which was based on the IEEE 802.11a
physical layer and 802.11 MAC layer. This standard was later published as ASTM
E2213-03. In February 2004, the report issued by the FCC established service and
licensing rules that govern the use of the DSRC band.
The DSRC spectrum is organized into 7 channels each of which is 10 MHz wide. One
channel is restricted for safety communications, two other channels are reserved for
special purposes and the others are service channels which can be used for either safety
or non-safety applications. Safety applications are given higher priority over non-safety
applications to avoid their possible performance degradation.
In order to avoid collisions during transmissions on the wireless channel, a reliable and
efficient Medium Access Control (MAC) protocol is required. The MAC layer protocol
decides when a node has the right to access the shared communication channel and
schedules transmissions to minimize the interference at the receiving nodes. Tradi-
tional IEEE 802.11 MAC operations suffer from significant overheads when used in
vehicular scenarios. For instance, to ensure timely vehicular safety communications,
fast exchanges of information are required. To address these requirements, the DSRC
effort of the ASTM 2313 working group migrated to the IEEE 802.11 standard group
which renamed the DSRC to IEEE 802.11p Wireless Access in Vehicular Environ-
ments (WAVE) [20]. The operational functions and complexity related to DSRC are
handled by the upper layers of the IEEE 1609 standards. These standards define how
applications that utilize WAVE will function in the WAVE environment, based on the
management activities defined in IEEE P1609.1, the security protocols defined in IEEE
P1609.2, and the network-layer protocol defined in IEEE P1609.3. The IEEE 1609.4
resides above 802.11p and this standard supports the operation of higher layers without
the need to deal with the physical channel access parameters. MAC extension layers
of WAVE are standardized in IEEE 802.11p and P1609.4. IEEE 802.11p is designed
as a globally synchronized multi-channel scheme (WAVE MAC protocol) based on
the Coordinated Universal Time (UTC), where nodes can switch between channels or
2.3. INFORMATION DISSEMINATION 39
transceiver on multiple channels simultaneously. The IEEE 802.11p and IEEE1609.4
are the technical basis for the C2C-CC radio system, and the adopted MAC algorithm
is the standard Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA).
2.2.3 WiMAX
WiMAX [21] is a technology based on the IEEE 802.16 standard that offers adequate
bandwidth (up to 72 Mbps) and covers a large transmission range (up to 50 Km) with
reliable communications and high quality of service (QoS), which makes it suitable
for video and voice over internet protocol (VoIP) applications. The IEEE 802.16e
standard supports speeds of up to 160 Km/h and classifies the information in several
classes of service. Performance comparisons revealed some competitiveness between
802.11p and 802.16 technologies, demonstrating that the 802.16 technology offers a
wider radio coverage and higher data rates than 802.11p, but the latency of 802.16 is
significantly larger when the communication distance is short.
2.2.4 Cellular Networks
Cellular wireless technology is a good solution for vehicular networks, especially be-
cause it supports a broad area of coverage and high mobility. Moreover, an argument
for using mobile telephony standards for vehicular communication systems is that
the infrastructure is already there and any vehicle can have access to these networks.
Furthermore, 3G systems support long-range communications, offer quality of service
guarantees, and are designed for high-speed mobility. 3G deliver smoother handoffs
compared to WLAN and WiMAX systems. However, their main weakness is their
latency, since 3G usually yields delay values in the order of several hundreds of
milliseconds which are too high for critical applications.
2.3 Information Dissemination
VANET applications rely on reliable and efficient information dissemination. On the
top of the MAC and physical layers of the specific wireless technologies, the network
layer provides wireless multi-hop communications based on geographical addressing
and routing algorithms. The dissemination of information must work reliably and
efficiently in all scenarios. In order to meet the specific requirements of VANETs,
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the network layer should provide appropriate algorithms and schemes. Road safety
applications such as forward collision warnings or traffic accident notifications re-
quire message delivery to all the nodes located near the sender with high delivery
rate and short delay. Such kind of applications are very suitable to use broadcast
techniques [22]. However, this approach may result in huge number of redundant
packets for vehicles. In [23], solutions to mitigate such broadcast storm problems
are proposed. Geocast represents the delivery of a message to a group of nodes
within a geographical region. In Geocast, nodes periodically advertise their location
information to the vehicles in their surrounding environment. This mechanism is also
known as beaconing, and contains a message defined by the European ITS VANET
Protocol (EIVP) Cooperative Awareness Message (CAM) [24]. An overview of Geocast
protocols can be found in [25].
As VANETs are a specific class of MANETs, the routing protocols initially imple-
mented for MANETs have also been tested in VANET environments. Therefore, the
routing protocols can be classified into two main categories, such as topology-based and
position-based. The topology-based protocols can also be classified as proactive and
reactive (on-demand) protocols. Proactive protocols such as DSDV [26], OLSR [27]
or FSR [28], allow a network node to use a routing table to store the routes for all
other nodes. Each table entry contains the next hop used in the shortest path to the
destination. However, the table must be updated frequently to reflect the network
topology changes, as well as it should also be periodically broadcasted to neighbours.
On the other hand, the reactive routing protocols such as DSR [29] and AODV [30] or
TORA [31], implement route determination on demand and only maintain the routes
that are currently in use. However, the use of address-based routing protocols requires
that each of the participating nodes be assigned with an unique address to avoid
allocation of duplicate addresses in the network.
The fast topology changes, mobility patterns and variable densities of vehicles, require
more suitable routing protocols for vehicular networks. Position-based protocols such
as GSR [32], CAR [33] or GPSR [34] are routing protocols in which the routing process
is based on the geographic information of nodes. The source node sends a packet
to a destination using its geographic position rather than using a network address.
These protocols require that each node is able to know its location and the location
of neighbours through the use of GPS. A node identifies its neighbours as the nodes
within its communication range. When a node sends a packet, it usually stores the
location of the destination in the packet header which will help in forwarding the
packet to the destination without route discovery, maintenance or even awareness
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of the network topology. These class of protocols are considered to be more stable
and suitable for vehicular network environments, when compared with topology-based
protocols. A performance comparion between several VANET routing protocols is
performed in [35]
Since nodes in a vehicular network are highly mobile and the network suffers from
frequent disconnections, there are routing protocols which are treated as a form of
Delay Tolerant Networks (DTN). In these protocols, the packet delivery is augmented
by performing a carry-and-forward strategy. Nodes are allowed to store packets when
there is no contact with other nodes, to carry the packets for some distance until
meeting with other nodes, and to forward the packets based on some algorithm.
Examples of DTN routing protocols are VADD [36], GeOpps [37] and GeoSpray [38]. A
performance comparison between several DTN routing schemes for vehicular networks
is performed in [39].
2.4 Summary
This chapter provided a introduction to vehicular networks. The main characteristics
of vehicular networks are explained, enlightening the differences with other types of
mobile networks, as well as the challenges they introduce to the MAC and network
layers. It also provides an overview of the C2C-CC [16] proposed architecture and
main technologies to enable V2V and V2I communications.
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In general, vehicular networks can be evaluated using three different techniques: real
experiments, mathematical analysis and computer simulation. The main issue is when
to use each technique and how to apply it. As real experiments require an implemen-
tation, due to the current stage of vehicular networks and the cost/safety reasons,
usually either mathematical analysis or computer simulation should be applied. As
mathematical analysis can often only provide a limited insight for a vehicular network
system, computer simulation is very often the tool of choice. Simulation is a technique
of studying a system by creating a realistic model that behaves as much as possible as
the real one, but easier to control. Experiments can be measured and replicated much
easier than doing equivalent experiments using real equipments.
One solution to evaluate vehicular networks is to use well established network simula-
tors such as NS-2 [40], NS-3 [7] or OMNeT++ [8]. However, even with a large number
of realistic and validated communication models, these tools were not designed to
handle the mobility features of vehicular networks. A common approach is to use
data from real-world experiments or to use a standalone traffic simulator to generate
realistic vehicular traces. Then, this data serves as input for one of the network
simulators identified above. This scheme has been widely used since the beginnings of
VANET research, however since those trace files are previously generated, vehicular
movements cannot be affected by the network component, which reduces the number
of applications that can be evaluated. For some researchers, rather than model the
communications realistically, the main research goal is to understand traffic behaviour.
In these cases, researchers often prefer the use of realistic traffic simulators where
network communications are neglected or modelled with a simple distance based unit-
disk model [41]. Vehicles have a predefined communication range D and while the
vehicles within distance D′ < D are reachable with 100% probability, all the other
vehicles outside the communication range are unreachable.
Specialized VANET simulators are designed to offer both mobility and network re-
alistic simulations. The most common approach is to use already existing traffic
and network simulators and to develop an interface module between them to pro-
vide bi-directional communication and synchronization. Coupling frameworks such as
Veins [3] or iTETRIS [5], are very powerful for the simulation of vehicular networks.
The main advantage is the use of realistic traffic simulation and the availability of
detailed and validated models for wireless communications. On the other hand,
dedicated solutions such as GrooveNet [42] or NCTUns [43], do not try to link existing
simulators but rather provide a new integrated framework with the ability to simulate
both the vehicular and networking components. The main disadvantage is that both
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network and mobility components are developed from scratch and thus do not have
years of validation and development by the research community.
In this section, some of the most relevant simulation models and tools are introduced.
First, we provide an introduction to discrete-time and discrete-event simulation mod-
els. Then, an overview of the current mobility and network simulation tools is given,
with focus on the relevant aspects for Chapter 4.
3.1 Discrete-Time Simulation (DTS)
A Discrete-Time Simulation (DTS) process describes the changes in the system state at
fixed-time intervals. All the state changes are often assumed to occur at only discrete
points in time and the time intervals in-between are not considered explicitly or can
be neglected. In a DTS model, the total simulation time is subdivided in a sequence
of equal-sized time steps. The algorithm illustrated in 3.1 describes an example of the
execution process of a discrete-time simulation. At every step, the new values of every
state variable (which determine the state of the simulation) are recomputed, even if
some of them may not have changed. Then, the simulation time is elapsed to the next
small interval. Since the state of every variable in the system is processed at every
step, this simulation approach is more suitable for simulating systems whose states
change very frequently.
Algorithm 3.1 Discrete-Time Simulation Algorithm
t← 0
∆s← 1.0
end← Finish Time
while t < end do
V ← All simulation variables
for all v ∈ V do
Execute a simulation step of ∆s seconds for variable v
end for
t← t+ ∆s
end while
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3.2 Discrete-Event Simulation (DES)
In Discrete-Event Simulation (DES), a system is modelled by a series of discrete
(possibly infinite) states and events that represent the transition between states. An
event is represented by its time of occurrence and an action that may cause the system
to change its state. For instance, the arrival of a packet, a traffic light state change,
and so on. In discrete-event simulation, the simulator maintains a simulation clock
which represents the elapsed time in the simulated world, and an event-queue sorted
by the event time. Whenever an new event is scheduled it is pushed to the event
queue.
Algorithm 3.2 Discrete-Event Simulation Algorithm
t← 0
while Q 6= ∅ do
e← get the next event in Q and remove it from Q
te← get the time of event e
t← te
execute event e
end while
The algorithm 3.2 shows the execution flow of a discrete-event simulation system.
Events are scheduled to be executed when the simulation clock reaches the event
time. The simulator operates by continuously repeating the following steps:
1. The first event is removed from the event queue, i.e., the event scheduled with
the earliest time to execute.
2. The simulation clock is advanced to the time of the event.
3. The event is handled, executing a series of actions associated with the event,
which may result in changing the system state or scheduling other events. Newer
events may be scheduled to occur at the current time or in the future.
The main advantage of DES is that the simulation clock does not have to be synchro-
nized with the real world and can be advanced directly from one event time to the
next event time, thereby simulating the system as fast as possible.
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3.3 Network Simulation
In this section we describe the most used open-source network simulators for research.
DES is the dominant simulation technique among these frameworks. To date, DES
is used to do research on all layers of computer networks, from signal propagation,
medium access control, routing, transport protocols and application design. Although
these tools can simulate wireless networks accurately, they are not prepared to handle
realistic vehicular movements. Thus, a dedicated mobility simulator is generally used
to produce realistic vehicular traces that are then used to feed one of these network
simulators.
3.3.1 GloMoSim
GloMoSim [44], the global mobile information system simulator, is one of the most
popular network simulators. It was developed at the University of California, Los
Angeles, and was implemented using the parallel discrete-event simulation capability
provided by Parsec [45], a C-based language in which all new protocols need to be
defined. The goal of GloMoSim was to provide a scalable simulation environment
for the evaluation of wireless and wired network systems and protocols. The proposed
protocol stack include several models for the channel, radio, MAC, network, transport,
and higher layers. However, the latest version of GloMoSim was released in 2000, being
now released as a commercial product called QualNet [46].
3.3.2 JiST/SWANS
Java in Simulation Time (JiST) [47] is a discrete event simulator developed at Cornell
University. It offers a transparent and general-purpose approach to build discrete
event simulators, rewriting portions of the byte-code. Embedding simulation time
semantics at the byte-code level, JiST converts an existing Java virtual machine into a
simulation platform. This way, developers aiming to design an event based simulation,
only need to write normal Java instead of writing specific code for simulation. The
Scalable Wireless Ad hoc Network Simulator (SWANS) [48] was built on the top
of JiST. Although it does not support many communication models such as the
most popular network simulators, SWANS relies on the JiST design to achieve high
simulation performance of large networks. SWANS implements a data structure for
efficient computation of signal propagation, called hierarchical binning.
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3.3.3 NS-2
NS-2 [49] is a discrete event network simulator and one of the most popular open
source simulators. It is an object-oriented, discrete event driven network simulator
which was originally developed at University of California-Berkeley. NS-2 is a dual-
language simulator: while the core modules such as protocols, channels or agents, are
implemented in C++, the simulation models are Tool Command Language (TCL)
scripts. Users interact with NS-2 by writing TCL scripts that should contain all the
required commands for setting up the network topology, specifying wireless parameters
and record statistics. Several mobility simulators can generate vehicular trace files suit-
able for use in NS-2, which then produce an event trace output file and an animation
trace file. The animation file can be used by the NS-2 Network Animator (NAM)
utility to provide visualization of the simulation.
NS-2 supports both wired and wireless networks, including many MANET routing
protocols and an implementation of the IEEE 802.11 MAC layer. In [50], NS-2 was
used to study the mobility impact on the IEEE 802.11p MAC performance. Even
though it has been widely used for research on vehicular networks, NS-2 does not
work well for large topologies (more than 300 nodes) and requires a large amount of
memory per simulated node [51]. Additionally, it does not have support for hierarchical
models, making it very difficult to extend.
3.3.4 NS-3
NS-3 is a discrete-event network simulator widely used by the research community, suc-
ceeding the popular NS-2 but with a simulation architecture redesigned from scratch.
NS-3 intents to solve the performance limitations of NS-2, as well as to provide better
realism. Like its predecessor, NS-3 relies on C++ for the implementation of the
simulation models. However, it no longer uses TCL scripts to control simulations,
being them also implemented in pure C++ (python bindings are also provided). The
goal was to create a more scalable and easier network simulator, aligned with modern
research needs and to develop it as an open-source simulator. NS-3 integrates the
architectural concepts and code from GTNetS [52], a simulator with good scalability
characteristics. Besides performance improvements, NS-3 was designed to provide
extensibility, allowing the development of new models. The biggest advantage is the
continuous maintenance and rapid growth due to a large development community.
The NS-3 simulation library contains a number of realistic protocol modules for wired
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and wireless networks. In fact, some of these models were ported from NS-2 to
NS-3 in a manual way. Besides a complete Internet protocol stack, several radio,
MAC and network layer models are implemented. It provides several routing pro-
tocols for mobile ad-hoc networks, such as AODV [30], DSR [29], DSDV [26] or
OLSR [27]. Recent works, also implemented position-based routing protocols suitable
for vehicular networks, such as GPSR [53] or CLWPR [54]. Since WAVE commu-
nication standards have been published, there exist many relevant implementations
including prototypes, products, and simulations. Currently, there is an on-going
project implementing the WAVE 1609.4/802.11p module1. The iTETRIS project
also developed Geo-Networking communication models for NS-3. The COMeSafety
European ITS Communication Architecture [55] was implemented, respecting the
CALM [56] proposal to allow seamless V2V and V2I radio communications over
different coexisting technologies. Actually, NS-3 allows nodes to have various network
devices with different radio access technologies, such as 802.11p, LTE, UMTS or IEEE
802.16 (WiMAX). NS-3 has also been extended to support parallel simulations [57] on
multi-core architectures and also to allow distributed simulations [58].
3.3.5 OMNET++
Optical Micro-Networks Plus Plus (OMNET++) [8] is a discrete event-based simula-
tion framework. Currently, OMNeT++ is very popular in academia and industry,
since it provides both commercial and non-commercial licenses, used at academic
institutions or non-profit organizations. It is an extensible, component-based C++
simulation library and framework. The components are then assembled into larger
components and models. The simulation is composed by a group of simple modules
(cSimpleModule), which represent the behaviour of a particular protocol. Multiple
simple modules can be linked together and form a compound module. For instance, a
host node can be a compound module formed by multiple simple modules providing
the Internet protocol stack models. The implementation of these modules relies on
C++, following its object-oriented design features. However, the composition of these
simple modules into compound modules, the set-up of simulation and network topology
is performed using the Network Description Language (NED) language. NED also
supports the specification of simulation parameters, as well as the definition of the
network modules’ parameters. The NED code is then transparently converted into
C++ code when the simulation is compiled. OMNeT++ provides both a graphical
1https://www.nsnam.org/wiki/index.php/GSOC2013WAVE_MAC
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interface and a command-line interface to build and control simulations. Additionally,
it provides a C++ kernel simulation library that can be used to integrate with other
projects.
Specific application areas are supported by various simulation models and frameworks
such as the INET Framework [59]. The INET Framework contains IPv4, IPv6, TCP,
SCTP, UDP protocol implementations, and several application models. It also includes
an MPLS model with RSVP-TE and LDP signalling. Link-layer models are PPP,
Ethernet and 802.11. In addition, the OMNeT++ Mobility Framework [60], which
was now replaced by the MiXiM Framework [61], facilitate the simulation of mobile
ad hoc networks or wireless sensor networks. In [62] the MiXiM Framework was
extended with the IEEE 802.11p and IEEE 1609.4 DSRC/WAVE detailed models.
3.4 Mobility Simulation
This section provides an overview of the technical aspects of traffic simulation. It
identifies and defines the terminology typically used, and which models and procedures
are generally employed in microsimulation. Traffic simulation models are designed to
emulate the traffic flow in a transportation network over time and space. Usually these
models include mathematical abstractions of the real-world system implemented in
computer software. In traffic simulation, these models are typically classified according
to the level of detail they provide in the traffic flow:
• Microscopic Models : These models simulate the characteristics and interactions
of individual vehicles. The processing logic includes algorithms and rules de-
scribing their trajectories as they move through the network and how they move
and interact, including acceleration, deceleration and lane-changing maneuvers.
• Macroscopic Models : These models simulate traffic flow, but considering ag-
gregated traffic characteristics, such as speed, flow or density. They employ
equations on the conservation of flow and on how traffic disturbances propagate
in the road network. These models are typically used to predict the extension
in terms of time and space of traffic congestion caused by traffic events, such as
changes or incidents in a network.
• Mesoscopic Models : These models combine the properties of both microscopic
and macroscopic simulation models, and represent traffic as platoons of vehicles
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travelling through the network. The goal is to take advantage of the two tradi-
tional approaches to modelling flow systems by avoiding their disadvantages like
the time and complexity of implementing and evaluating microscopic models.
Microscopic models provide the level of detail required to model the mobility of
vehicular networks. For instance, the accuracy of these models is very important
to model the signal propagation and to manage the medium access control during a
transmission between two nodes. However, macroscopic information offering realistic
traffic demand and origin-destination matrices, is also crucial to model the vehicular
movements over time and to study the network connectivity in a road network.
A microscopic traffic simulation process comprises a set of algorithms and analytical
models to simulate traffic flow. The main steps during this process are the generation
of new vehicles in the system, how to move vehicles in the system and how to model
their interactions. At the beginning of the simulation, the system is empty. Vehicles
are generated at the entry roads of the network, according to the input volumes and an
assumed vehicle headway distribution [63]. When a vehicle is generated, a simulation
model assigns driver and vehicle characteristics, such as the vehicle’s type, length,
maximum acceleration or speed, and the driver aggressiveness, patience, reaction time,
and so on. Different models may employ different attributes for each driver-vehicle
unit to ensure that the model replicates real-world conditions. Additionally, such
parameters may have constant values or follow a given probability distribution.
Usually, the car-following and cellular-automata modules models are considered to
model the vehicular movements in the system. Car-following [64] models were proposed
from the beginning of traffic-flow theory and describe how a driver reacts to the
changes in the relative positions of the vehicle ahead. Extensive experimentation and
theoretical work were performed since then. Most of the existing simulation models
employ fail-safe car-following algorithms. Such algorithms simulate car-following be-
haviour by maintaining a minimum safe distance between vehicles subject to stochas-
tically generated vehicle characteristics. The well known car-following models are:
Gipps [65], Forbes [66], General Motors [67], Newell [68],Krauss [69], Optimal Velocity
Model (OVM) [70], Intelligent Driver Model (IDM) [71] and the Enhanced Intelligent
Driver Model (E-IDM) [72]. Some of these models have been used in several traffic
simulators [6, 73, 74]. In cellular automata models [75], not only the time is discrete but
also space, to reduce the computational complexity. This model describes a traffic lane
as a grid of cells with equal size. The acceleration is modelled to control the movement
of vehicles from cell to cell. Rules for accelerating, breaking and randomization are
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used in terms of distance and velocity.
In the following sub-sections we provide a general description of two open-source traffic
simulation tools.
3.4.1 DIVERT
Development of Inter-Vehicular Reliable Telematics (DIVERT) [74] is a microscopic
traffic simulator originally targeted for connectivity analysis of large scale V2V envi-
ronments. DIVERT provides a graphical interface, which allows the parametrization
of low-level geographic information regarding the road network and traffic lights, with
a detailed macro and micro mobility simulation. At the macro level, DIVERT is
prepared to work with real urban maps, with several types of roads with different
speed limits, the number of traffic lanes and the definition of lane-level connectivity
at intersections. Regarding vehicle routing, DIVERT uses an hybrid model of pre-
defined routes and randomly generated routes. Pre-defined routes are setup by the
user with an associated frequency, allowing an approximation of the simulation to the
user perception of traffic distribution in the scenario being simulated. For randomly
generated routes, DIVERT arbitrarily selects an origin and a destination and calculates
the route based on a shortest-path algorithm, parametrized by distance or time. The
shortest-path based on time uses not only the speed limits of the roads, but mainly
the dynamic calibration of average mobility derived from previous simulation results.
At the micro mobility level, DIVERT individually simulates each vehicle based on
IDM [71] car-following model. In a road with multiple lanes, vehicles are able to
overtake others using a dedicated lane-changing model. At intersections, the traffic
can be regulated either by traffic lights, which are configurable by the user, or stop
signs. In situations where there are no traffic signs, vehicles follow the yield-to-the-
right rule. Figure 3.1 shows a graphical example of a simulation performed with
DIVERT.
While it has been used in several VANET projects (e.g. [76]), the original version of
DIVERT lacks of a network simulation module. Moreover, it was originally designed as
a stand-alone traffic simulator, and thus is very difficult to extend with new features.
Nevertheless, its performance capabilities make DIVERT a strong simulation tool for
simulating large-scale traffic environments.
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Figure 3.1: Graphical example of a DIVERT simulation.
3.4.2 SUMO
Simulation of Urban Mobility (SUMO) [6] is an open-source road traffic simulator
developed by the German Aerospace Center (DLR) since 2001. It is a microscopic
discrete-time simulator where each vehicle is modelled explicitly and individually with
dedicated mobility parameters. The road network is represented by roads (edges),
lanes and intersections. Vehicular movements are modelled by an extension of the
Krauss car-following model developed in [69] and the lane changing model that was
developed during its implementation [77]. Intersections can be modelled to represent
different transit rules, such as traffic lights or priority rules. SUMO has two simulation
alternatives: one is a pure command line application for efficient batch simulation. The
other one is a graphical application which allows the user to view the simulation in
real-time.
Besides the traffic simulator itself, SUMO includes a number of additional tools and
applications. For example, it provides tools to generate road networks and traffic flows,
or to import real road network representations from different sources and convert them
into suitable formats for SUMO. In addition, SUMO can enrich the road network
characterization by adding additional infrastructure information such as bus stops
or inductive loop sensors. An important feature of SUMO is that it allows external
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Figure 3.2: Graphical example of a SUMO simulation.
applications to connect to the simulator through the use of an API called Traffic
Control Interface (TraCI) that relies on a socket connection [78]. TraCI allows external
applications to retrieve or modify values characterizing SUMO objects. Simulation
outputs can be collected in variable time intervals as aggregated measurements per-
vehicle, lane or road, and written into Extensible Markup Language (XML) files or
retrieved on-line through the TraCI interface.
While SUMO is not the first choice for traffic science researchers, it has a strong user
and development community and is often used by telecommunication engineers that
require some basic characteristics of real traffic movements. It has been successfully
used as mobility simulator on advanced VANET simulation frameworks [4, 5, 3].
3.5 VANET Simulators
In this section we describe the common open-source VANET simulators selected for
research on vehicular networks. Their features, architecture, as well as the description
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of the mobility and communication models are provided, highlighting their main
advantages and limitations.
3.5.1 GrooveNet
GrooveNet [42] is an integrated network and mobility simulator that allows the com-
munication between real and simulated vehicles. It uses real street maps from the
TIGER/Line database [79] in order to simulate the vehicles’ mobility on real roads,
including street speed, uniform speed, and car-following mobility models. GrooveNet
includes interesting features like visual playback of driving logs. It supports ”hybrid”
simulations, integrating vehicular communication systems deployed in real world vehi-
cles and in simulated vehicles. While GrooveNet developed ad hoc implementations of
wireless and/or mobility models, such implementations might need more validations
before their trustfulness can be acknowledged.
3.5.2 TraNS
Traffic and Network Simulation Environment (TraNS) [4] is probably the first VANET
simulator. At least it was the first one to combine an existent network simulator with
an existent traffic simulator, NS-2 and SUMO, respectively. It was written using Java
programming language with visualization in mind, providing a graphical interface.
TraNS can operate in two modes. The network-centric mode, where vehicular trace
files can be pre-generated by SUMO and feed a network simulator. In this mode,
there is no feedback from the network simulator to SUMO. The other mode is the
application-centric mode, where feedback from NS-2 to SUMO is possible through
an interface called TraCI [78]. TraCI offers some primitive commands such as stop,
change lane or change speed, that can be sent to SUMO in order to change its mobility
behaviour. In this mode, both simulators must run simultaneously.
While still being popular, TraNS has the problem of being no longer actively supported
since 2008 which disallows its usage with current versions of SUMO. Furthermore, it
uses NS-2 which is known for being a non-scalable simulator and is now being replaced
by NS-3.
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3.5.3 STRAW/SWANS
The STRAW/SWANS [80] framework is composed by the STreet RAndom Way-
point (STRAW) simulator and the SWANS [48] simulator. The SWANS simulator
was extended by adding the STRAW mobility model and a graphical interface to
visualize the scenario. STRAW uses a simple random waypoint mobility model,
but with vehicular movements restricted to real streets imported from TIGER/Line
map files. It includes intra-segment and inter-segment mobility models, as well as a
route management module. However, these mobility models provide a very inaccurate
representation of the real mobility of a vehicular network.
Regarding network simulation, SWANS is a scalable wireless ad-hoc network simulator,
capable of simulating large number of nodes. Additionally, [81] presents a collection
of modules called ASH (Application-aware SWANS with Highway mobility), to model
customizable highway topologies, car following and lane changing models, as well as
inter-vehicle Geocast data dissemination protocols allowing simulations of cooperative
ITS applications.
3.5.4 NCTUns
National Chiao Tung University Network Simulation (NCTUns) [43] do not try to
link existing simulators but rather to combine the traffic and network components
together into a single module. The first version was just a network simulator, but
the current NCTUns version already integrates some mobility capabilities, such as
designing the road maps and controlling the vehicular movements. It includes a high
level of graphical interface to help in the designing process of simulation experiments.
Regarding vehicular movements, two modes are available. With the pre-specified mode,
the user specifies the moving path and the speed for each vehicle in the simulation.
With the autopilot mode, the user defines some parameters for each vehicle, such as
the initial and maximum speed or acceleration. The autopilot mode is also capable of
performing car following, lane changing or traffic lights obeying. Then, the best route
to navigate in the map is selected. However, the mobility model is very simple and
lacks of realism and validation.
Regarding the network simulation, NCTUns provides a complete implementation of
the IEEE 802.11p/1609 standards defined for vehicular networks. An interesting
feature is that the simulator works directly on the Linux kernel’s network stack, and
thus, an application can transmit or receive packets via the standard socket interface.
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However, since the IEEE 802.11p/1609 is not yet implemented in the Linux kernel’s
network stack, applications can transmit or receive WAVE short messages via the
special WAVE Short Message Protocol (WSMP) Application Programming Interface
(API) provided by the NCTUns simulation engine. The WSMP is implemented
using inter-process communication between an application program and the simulation
engine.
The main limitation of NCTUns is the scalability, not being possible to run simulations
with thousands of vehicles in realistic traffic scenarios. However, even if it enables
distributed emulation of a network over multiple machines, the simulation of large-
scale networks it still very difficult to perform. Due to the fact that NCTUns was not
designed to allow extension, it is very difficult to evaluate some applications.
3.5.5 Veins
Currently, the Veins [3] framework may be the most used framework on the study of
vehicular networks. It extends two well-established simulators, the network simulator
OMNeT++ and the road traffic simulator SUMO, to offer a comprehensive suite of
models for inter-vehicle communication simulation.
Figure 3.3: The architecture of the Veins simulation framework.
Veins provides a bidirectional coupling between SUMO and the OMNeT++ network
simulator (as illustrated in Fig. 3.3). Coupled simulation of network traffic and road
traffic is a technique that is being increasingly adopted for research in the VANET
domain [5, 4]. The Veins framework relies on TraCI [78], which uses a very similar
command-response approach and a TCP connection. Clients of the SUMO simulation
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can rely on a flexible, subscription-based system to receive information about events
in the mobility model. The Veins manager module, running on OMNeT++, is re-
sponsible for the synchronization between the two simulation components. At regular
intervals, this module sends all buffered commands to SUMO and triggers a road traffic
simulation step. At the end of its simulation step, SUMO sends a series of commands
and the position of all instantiated vehicles back to the OMNeT++ module. Then,
after processing all received commands and update all nodes, OMNeT++ advances
the simulation to the next step, and so on. With this approach, OMNET++ is always
aware whenever a vehicle is created or removed, as well as its position is updated
in SUMO. Additionally, OMNET++ can also send commands to affect the mobility
behaviour of SUMO, like stopping a vehicle or change its route.
The Veins project implemented the IEEE 802.11p and IEEE 1609.4 DSRC/WAVE
detailed models [62, 82] for OMNeT++. Those models were created on the top of
MiXiM [61], an OMNeT++ physical layer toolkit, which makes it possible to employ
accurate models for radio interference, as well as shadowing by static and moving
obstacles.
3.5.6 iTETRIS
The iTETRIS project [5] provides a large scale open-source simulation platform to
evaluate ITS strategies based on V2V and V2I cooperative systems in a close-to-real
environment. iTETRIS is a logical extension of the TraNS [4] simulator, but with a
redesigned architecture. It proposes a flexible 4-block simulation architecture, a real-
time closed-loop coupling between the traffic simulator SUMO and NS-3, as illustrated
in Fig. 3.4. This coupling is realized through a central control block named iTetris
Control System (iCS), which provides a platform for application developers to develop
and integrate their applications, as well as an user interface to facilitate the usability
for users without any knowledge of the simulation core of NS-3 and SUMO.
As the central module in the architecture, the iCS facilitates the exchange of data
between all components and supports the simulation flow by control and synchro-
nization functions. Triggered by application commands, NS-3 simulates transmissions
in vehicular scenarios. Receptions deriving from these communication sessions are
notified to the application, which, in consequence, cooperatively manages the road
traffic on the SUMO simulated network. As a result of this, SUMO continuously
feeds the other blocks with vehicles’ position updates, whose knowledge is essential
for wireless simulations on NS-3. The iCS approach externalizes all application logics
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Figure 3.4: iTETRIS platform main building blocks relationship.
to simulate and support only APIs for accessing the used simulators. This allows
implementing the simulated application in any programming language as long as it
supports socket communications. However, the design of some applications can be
very complex as it may require implementation of different modules for each one of
the simulation components. Moreover, some of these features may not be possible
to implement using the iCS API, and require extensive hacking on the simulators
themselves.
Due to performance reasons, NS-3 has been selected as the wireless network simulation
platform. In this context, the iTETRIS project has developed and evaluated a set of
optimization solutions to improve the simulation performance, simplifying the physical
layer complexity. The procedure for calculating the number of interfering nodes has
been optimized to prevent vehicles to process packets transmitted by distant nodes.
Basically, all the nodes in the network are evaluated, but only the nodes within a
maximum given range are affecting the transmission. Still, the node search algorithm
has a complexity of O(N) for every transmission, which strongly affects the scalability
of simulations.
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The iTETRIS project also developed and evaluated several communication models
for NS-3. The COMeSafety European ITS Communication Architecture [55] is imple-
mented in iTETRIS over the combination of NS-3 and iCS. Moreover, the CALM [56]
proposal to allow seamless V2V and V2I radio communications over different coexisting
technologies is respected. The radio access technologies considered in iTETRIS are
IEEE 802.11p (WAVE or European ITS-G5A), UMTS, IEEE 802.16 (WiMAX) and
DVB-H [83].
3.6 Summary
This chapter described the state-of-the-art in the field of vehicular networks simulation.
Some of the most relevant simulation models and tools were introduced, providing
an introduction to the discrete-time and discrete-event simulation models, as well as
explaining the alternative methods to evaluate vehicular networks. It also presents
the main simulation technologies for simulation, along with an overview of the current
mobility and network simulation tools, with focus on the relevant aspects for the rest
of this thesis. The main VANET simulation tools, such as Veins [3] or iTETRIS [5]
were described in detail, considering their advantages, drawbacks, performance issues
and the accuracy of their communication models.
Chapter 4
VNS: Vehicular Networks
Simulator
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Realistic and scalable simulation of vehicular networks is one of the main challenges
in the research community. Current VANET simulators differ essentially on the way
the mobility and network components are integrated, and on the level of interaction
between them. Typically, simulation frameworks are classified as dedicated, loosely
coupled and tightly coupled frameworks. In the loosely coupled approach, the mobility
runs independently from the network component. Trace files with vehicular movements
are previously generated and then imported to a separate network simulator, but there
is no direct interaction between them. The tightly coupled approach does not use
trace files but rather interconnects the mobility and network components building a
new simulation framework. The most common approach is to use already existing
traffic and network simulators and to develop an interface module between them to
provide bi-directional communication and synchronization. Integrating mobility and
communications is crucial, given the fact not only the networking dynamics are greatly
dependent on the mobility aspect, but also the network-enabled applications can
influence the mobility patterns of ITS systems. Coupled frameworks such as VEINS [3]
or iTETRIS [5], are very powerful for the simulation of vehicular networks. The main
advantage is the use of open-source simulators and the availability of precise and
validated models for communication protocols. On the other hand, unlike the previous
mentioned simulators, dedicated solutions do not try to link existing simulators but
rather provide a new framework with the ability to simulate both the vehicular and
networking components. The main disadvantage of the available dedicated solutions
is that both network and mobility components were developed from scratch and do
not have years of development and validation by the research community.
Recently, the advent of new VANET applications is introducing new and very stringent
demands to the level of interaction between mobility and communications, as well as
to the level of detail of very large-scale microscopic simulations. New and VANET-
based paradigms of intersection control schemes, such as Virtual Traffic Lights [9],
become very hard to implement with current bi-directional simulators. First, road
traffic simulators were only designed for the study of traffic and are not prepared
to handle these new ITS applications. For instance, the implementation of a VTL
system, where each vehicle maintains and obeys its own representation of a traffic
light instead of a central infrastructure, would require extensive hacking in the core
of the traffic simulator. Second, since the mobility and network components are
separated, an application specific interface module must always be designed. Instead
of concentrating efforts on the application design and evaluation, a huge amount of
work is also required to prepare a simulation environment. Additionally, the coupling
architecture of these simulators requires a TCP/IP connection between the traffic and
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network simulators, introducing communication and synchronization overhead, and
thus, reducing the efficiency of the overall simulator.
This work extends the state-of-the-art in simulation and presents VNS (Fig. 4.1),
a realistic simulator with a highly-scalable architecture suitable for the demands of
VANET simulation. The proposed architecture is described in Section 4.1 and relies
on a different approach of integrating the traffic and network components, improving
the synchronization and communication performance of the simulator. The goal is to
provide a modular and extensible framework for the simulation of vehicular networks.
VNS is implemented as an open-source C++ library (with bindings for the Python
language), and thus, using the API, new modules and features can be implemented
in the future by the research community. Since everything is integrated in a single
framework, along with the extensibility, realism and scalability goals, we believe that
VNS can strongly help researchers in the study of vehicular networks.
Figure 4.1: A snapshot of a simulation of the city of Porto, Portugal using VNS.
The remainder of the chapter is organized as follows. The next section describes the
proposed architecture for VNS and how the mobility and network components are
integrated. Section 4.2 describes the implementation and capabilities of the mobility
simulator. Section 4.3 presents the implemented network modules and their integration
with VNS. Section 4.4 describes the integration of VNS with an external driving
simulator. Section 4.5 describes the visualization module. Finally, a preliminary
analysis on the impact of VNS is provided, followed by the main conclusions.
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4.1 Architecture
For a realistic simulation of vehicular networks, not only communications should be
modelled in detail, but vehicular movements should also be modelled with realistic
mobility models. Since mobility strongly affects the evaluation of the network compo-
nent and the opposite is also a possibility, both components should be connected to
enable a bi-directional interaction.
Figure 4.2: The VNS architecture, where the traffic simulator is integrated with the
network simulator through the Network Interface Module.
As illustrated in Figure 4.2, at the core of the VNS architecture is the mobility
simulation component (described in detail in Section 4.2). While being based on DI-
VERT [74], in order to enable a seamlessly integration with other network simulators,
our mobility simulator was carefully designed from scratch [84]. Unlike other simu-
lation tools, VNS is a modular C++ core library carefully designed for extensibility,
so that new functionalities can be easily created. The idea is to allow the integration
with other simulation frameworks not only through TCP connections, but also at the
programming level, using external libraries. Following this approach, the mobility
and network simulation components share the same memory space and execution
units, resulting in memory access speed for communication and synchronization. An
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important advantage of such transparent integration, is a complete bi-directional
interaction between the different components. Since the memory space is shared,
network modules are accessible from a mobility module and mobility modules are
accessible from a network module. There is no need to implement an application
specific interface module, as required with coupling frameworks. From the researcher’s
point of view, this means that it should be easy to design new applications where the
road traffic movements may be affected by the communication module, and vice-versa.
The Network Integration Module is a middle layer, responsible for the integration
between mobility and the network simulation modules. Since VNS is a modular
C++ core library, additional network modules can be implemented using external
C++ simulation libraries. Currently, there are three main network modules: NS-
3 [7], OMNeT++ [8] and a simple network module, that are described in detail in
Section 4.3. With such a modular design, VNS allows the independent development
of the network simulation modules, so that after new releases of NS-3 or OMNeT++,
we do not need to update the core of VNS.
Algorithm 4.1 VNS simulation algorithm
clock ← 0
∆t← 1.0 seconds
while clock < finishT ime do
execute a Mobility simulation step of ∆t seconds
execute a Network simulation step of ∆t seconds
clock ← clock + ∆t
end while
The simulation process is fully controlled by the VNS API, being possible to start,
stop, pause, restart and finish the execution or even to run it in fast or real-time
mode. As the traffic and network components are fully contained within the core
of VNS, both components must be synchronized during the simulation loop. VNS
uses a discrete time model (Algorithm 4.1), splitting the simulation time into fixed
time intervals. At each interval, the state of the simulation is updated executing
a simulation step of the mobility simulation, followed by a simulation step of the
network module. However, typical network simulators use a discrete-event model
where an event scheduler keeps track of simulation time and releases all the events
in the event queue by invoking the appropriate network components. Therefore, for
a given simulation step time, the correspondent traffic simulation step is executed
and then all the network scheduled events within the same step are executed in a
synchronized fashion. The total simulation time is discretized into small steps N, where
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each step is responsible for executing T seconds of the simulation time, consuming P
seconds of computational time. For each execution step, traffic simulator executes
T seconds of the simulation time, followed by the same T seconds executed by the
network simulator. However, traffic and network components may consume different
processing times as illustrated in the graph of Fig. 4.3.
Figure 4.3: Simulation steps of mobility and network components within the VNS
execution loop.
Figure 4.4 shows the execution time required by the mobility and network components
of VNS, to simulate each step of 1 second. As a network component, we selected the
NS3NetworkModule that we will describe in the following sections. These results were
generated in a basic simulation scenario with an increasing number of vehicles entering
the roads of a grid-like map. We can observe that the mobility component is capable
of simulating thousands of vehicles with small computational requirements, which is
an important achievement for the main goal of producing large-scale simulations. On
the other hand, the performance of the network component grows exponentially with
the number of vehicles, hindering the evaluation of such large-scale experiments. In
fact, the computational overhead of the mobility module is almost insignificant for
the overall performance of VNS, which mainly depends on the performance of the
network component. Thus, we should find the main reasons for such limitations and
provide possible solutions to increase the performance and scalability of the network
component, in this case, the NS-3 simulator.
VNS has a realistic traffic generation model, which not only allows the creation of
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Figure 4.4: Execution time of the Mobility and Network (NS-3) components of VNS.
vehicles at the beginning, but also during the simulation and with different generation
rates. Hence, whenever a vehicle is created or removed by the mobility module, the
network simulation module should be informed to maintain complete synchroniza-
tion. Moreover, in order to enable a bi-directional interaction, vehicles on the traffic
simulator should be accessible from the network simulator and vice-versa. This is
possible due to the Network Integration Module (NIM), which is the key point in the
interaction between traffic and network components. Currently, two realistic network
modules are provided, the NS3NetworkModule and OmnetNetworkModule, responsible
for the integration with the NS-3 and OMNET++ simulators, respectively.
Listing 4.1: NetworkModule abstract class
class NetworkModule {
public:
virtual void onSimulationStart(const Simulator*) = 0;
virtual void onSimulationStop(const Simulator*) = 0;
virtual void onSimulationStep(const Simulator*) = 0;
virtual void onVehicleCreated(const Simulator*,Vehicle*) = 0;
virtual void onVehicleRemoved(const Simulator*,Vehicle*) = 0;
};
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In order to create a network module, the abstract NetworkModule class defined in
Listing 4.1 should be extended. The following methods are invoked by the VNS
execution loop during simulation and must be defined.
• onSimulationStart is invoked at the beginning of a simulation. It allows for
definitions or initializations required before starting a simulation. For instance:
initialize the network simulator.
• onSimulationStep is invoked every step and is responsible for the execution of
the network scheduled events for the current time step.
• onSimulationStop is invoked once the simulation terminates. May be used to
finish the network simulation, as well as to clean and destroy previously allocated
resources.
• onVehicleCreated is invoked whenever a vehicle is created by the mobility
module. The network module may create a correspondent network node.
• onVehicleRemoved is invoked whenever a vehicle is removed by the mobility
module. The network module may remove the correspondent network node.
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4.2 Mobility Simulation
DIVERT [74] is a sophisticated microscopic traffic simulator. Besides the realistic
mobility features, one of the main advantages is the capability of simulating thousands
of nodes very efficiently. However, like most simulators, DIVERT was only targeted
for traffic simulation and is not prepared to handle communications. In fact, it is a
Graphical User Interface (GUI) program with a predefined set of functions related to
traffic simulation. Due to its design methodology it is very difficult to extend, and thus,
very difficult to integrate with other network simulators. To solve these limitations,
the mobility module of VNS was designed from scratch in a modular fashion, following
the fundamental designing patterns. Since DIVERT has been the tool of choice in our
research for years, the experience gained with it allowed us to completely redesign the
architecture and the simulation core of VNS, meeting the requirements of a VANET
simulation framework.
The mobility simulator herein described is an open-source C++ library targeted for
high-performance traffic simulation. The trajectories and interactions of individual
vehicles are modelled microscopically as they travel along the road network. These
microscopic models describe how vehicles move and interact, controlling their speed,
acceleration or deceleration, as well as lane changing or intersection crossing actions.
Every vehicle has its own driver model, so that we can define the aggressiveness, pa-
tience and all the related driver parameters individually. Thus, we can model vehicles
with different driver behaviours. A realistic traffic generation model allows to generate
different vehicle types, at different rates and using different routes. These routes can
be assigned with a specific time for departure, a generation frequency or a defined
generation function. Based on the network topology, we can generate random routes
or use a realistic origin-destination matrix, define a cost-function and use the well
known path-finding algorithms available on the API, such as Dijkstra [85] or A* [86]. It
provides a different number of tools to build realistic mobility patterns. Realistic road
maps can be imported from TIGER (Topologically Integrated Geographic Encoding
and Referencing) database from the U.S Census Bureau [79] or from Open Street
Maps [87], which allows to evaluate almost every city in the world. Moreover, new
modules to import different map formats can be easily implemented. It includes an
external GUI editor of traffic entities, allowing to define road segments and its lanes in
a realistic manner, and design detailed connectivity at intersections through the use
of stop signs, yield signs, reserved lanes and even realistic traffic-lights. Fig. 4.5 shows
an example of a large-scale map used in VNS.
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Figure 4.5: A large-scale map with 48,000 road segments simulated by VNS. The red
polygons represent the buildings of the city of Porto, Portugal.
4.2.1 Modelling Microscopic Simulation
The main objective of microscopic simulation is the ability to model behaviours that
cannot be scaled into more coarse models. On the other hand, the temporal scale
of physical processes and events while simulating a vehicular environment are quite
broad. A simulation is composed by a set of variables and models that describe
the evolution of traffic flow over time. During the simulation process, the system
state is updated at discrete time intervals. The microscopic vehicular movements are
modelled by discrete time models that calculate the vehicle’s position, speed, and
acceleration at ∆t intervals. Note that traffic movements are continuous processes
while the simulation state is updated at fixed-time intervals (∆t). The choice of
∆t depends on how accurately the system needs to be simulated, and in order to
determine which is the minimum granularity required, it is necessary to capture the
following behaviours: i) understand the inherent temporal scale of each process; ii)
map the interactions between different processes and their temporal granularity; iii)
understand the sub-sampling effects when Nyquist-Shannon sampling theorem is not
satisfied for each physical process. Furthermore, it is possible to obtain a trade-off
between aliasing and performance when sub-sampling physical processes.
Although the mobility module of VNS performs discrete-time simulation, being up-
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dated at fixed-time intervals, discrete-event mechanisms are also used. A discrete-time
simulation approach is suitable to simulate systems whose states changes at fixed time
intervals, such as vehicle dynamics. On the other hand, discrete-event simulation
performs better in systems whose states change infrequently. During the simulation
loop, at each ∆t interval, the model calculates and updates the vehicle’s variables
such as position, speed, acceleration and so on. The choice of the ∆t value depends
on the level of detail the involved entities required to be accurately simulated at the
expense of processing time. Besides vehicle dynamics, there are other traffic elements
that only require to be updated at variable intervals. For example, a traffic signal or
variable message sign indication remains constant for a considerable amount of time
until its state changes. It should only be updated whenever the state is changed, rather
than monitoring at each ∆t interval. Thus, elements whose state changes infrequently
are modelled using discrete event mechanisms in order to improve the computational
performance.
Figure 4.6: Simulation process of each step ∆t.
A ∆t step of the mobility simulation process is illustrated in Fig. 4.6. First, the global
events scheduled for this time interval are processed (generation of new vehicles, traffic
signal state changes, etc.). The traffic generation model is responsible for inserting new
vehicles in the system, more specifically in the waiting queue of source roads. Finally,
all the vehicles within the road network are processed in two stages, a simulation stage
followed by an update stage. In section 5.1, of chapter 6, we explain the main reason
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for dividing the process in two stages.
4.2.2 Vehicle Dynamics
While proceeding through the network, vehicles travel at a desired speed on road
lanes, perform lane changes, obey traffic signals and cross intersections until they exit
the system at their destination. These microscopic movements are basically modelled
by car-following and lane changing models. Car-following models are continuous-time
models where the decision of any driver to accelerate or to brake not only depends on
its own speed, but also on the position and speed of the vehicle ahead. By default,
the acceleration of vehicles is modelled by the Intelligent Driver Model (IDM) [71].
However, other models were implemented and can be used instead, namely: Gipps [65],
Newell [68], Krauss [69] and Enhanced-IDM [72].
Regarding the required granularity to simulate vehicle dynamics, the sampling problem
is usually reduced to analyse the worst-case scenario, which we assume to be the
behaviour at high approaching rates. The interaction term (v˙intα ) of the IDM dominates
behaviour:
v˙intα = −(vα∆vα)2/(4bs2α). (4.1)
This scenario can be described by a vehicle approaching the leading vehicle that has
stopped at an intersection, where (4.1) can be simplified as 4bs2αv˙α + v
4
α = 0. First,
we obtain the distance sα that matches the maximum desired deceleration b, which is
given by sα = v
2
α/(2b). Second, we obtain the IDM discrete equivalent functions and
obtain a numerical solution to an asymptotically small sampling period ∆t.
acc[n] = −vel[n− 1]4/(4bs[n− 1]2)vel[n] = vel[n− 1] + acc[n]dt. (4.2)
Finally, for typical simulation values and a initial velocity of 30m/s we compared
the braking time for increasing values of ∆t. The aliasing errors will result in longer
braking times due to linearisation of the IDM, which will introduce errors especially
at low speeds where the constant deceleration results in a higher relative velocity
variability. The results showed that a ∆t = 200ms resulted in a braking time 7.5%
above the asymptotic value, as shown in Fig.4.7.
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Figure 4.7: Stopping time for exponentially spaced values of ∆t. The red line
represents a threshold of 7.5%.
4.2.3 Lane Changing Models
Lane changing models represent an important component of microscopic traffic sim-
ulators, since they have a significant impact on traffic flow. Lane changes can be
mandatory or discretionary. Mandatory changes are performed for strategic reasons,
such as imminent turning maneuvers determined by vehicle’s route. Discretionary
changes occur when a driver perceives better driving conditions in the adjacent lanes
compared with the actual situation.
The lane changing model implemented in our simulator is based on MOBIL [88]. Lane
changing maneuvers only occur when the safety criterion is satisfied, i.e. when there
is an acceptable gap in the target lane and if the longitudinal braking deceleration a˜
imposed on the back vehicle n of the target lane does not exceed a certain limit bsave.
a˜(n) > −bsave (4.3)
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Figure 4.8: Illustration of lane changing maneuver.
While mandatory lane changes need to be performed regardless of the traffic situation,
discretionary lane changes are determined by an incentive criterion, which is based on
the current and virtual accelerations of all vehicles in the neighborhood. Figure 4.8
shows a possible lane-change of vehicle c from the middle to the left lane. The incentive
criterion is given by:
a˜c − ac + p
[
(a˜n − an) + (a˜o − ao)
]
> ∆ath (4.4)
where ac, ao and an represents the current acceleration of vehicles c, o and n, and a˜c,
a˜o and a˜n refers to the acceleration values those vehicles would have after the lane
change. The politeness factor p reflects the willingness of a driver to change the lane,
and ∆ath models a certain inertia to prevent ping-pong effects.
However, in congested traffic situations, the minimal gaps required to perform a
mandatory lane change may not be available. Thus, additional mechanisms are used
so that lane changes can still occur in a realistic manner, avoiding road blocking or
congestion. Vehicles on the target lane may cooperate and slow down in order to allow
a lane change. On the other hand, some drivers may become impatient and force the
lane change to occur.
4.2.4 Intersection Control
There are two types of intersections, signalized or non-signalized intersections. In
non-signalized intersections the right of way is modelled by priority rules that can be
defined by the means of stop, yield signs or by the default right-of-way priority rules.
Vehicles approaching an intersection search for trajectory conflicts with other vehicles
also trying to cross. If any of these vehicles reach the conflict zone at the same time,
the conflict must be solved. In this case, the priority rule is applied and vehicles with
the right-of-way will cross first, while the others will reduce its speed and stop at
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the end of their lanes until gain the right-of-way. However, depending on the driver’s
politeness factor, vehicles with priority could allow non-priority vehicles to cross first,
as well as the aggressive drivers could force crossing the intersection even if they do not
have priority. In all-way-stop intersections, vehicles gain the right-of-way to proceed
through the intersection in the order that they arrived at the intersection. On the other
hand, signalized intersections are controlled by traffic signals and approaching vehicles
should stop under red lights and can cross under green lights. Nevertheless, the right-
of-way model used by non-signalized intersections is also used among the vehicles with
permission to cross. Regarding the granularity required to simulate traffic signals, a
typical value for a full cycle is between 30s and 120s and individual phases are fractions
of these values. Therefore, it is reasonable to assume that traffic signals phase cycles
can have a ∆t = 1s and that traffic signals optimization algorithms will have their
solutions rounded to the nearest integer.
4.2.5 Human Response
Another physical process is the human response time, which is a well-studied but com-
plex subject [89]. Since there are many different response times for different situations
and stimuli, the best approach is to model each scenario separately. In [89], the fastest
response time is 160ms for audible stimuli, while leading vehicle braking lights where
expectancy was high had a mean response time of 640ms. Other situations lead to
higher response times and a typical mean value when modelling vehicle dynamics is
1.5s. Given the Nyquist-Shannon sampling theorem, the minimum dt would be half of
the fastest response time. Therefore, a microscopic simulation that includes audible
stimuli should have a dt = 80ms while visual-only stimuli only requires dt = 320ms.
However, given that microscopic simulation is usually only focused on visual stimuli
and that a 640ms response is rather optimistic, a dt = 400ms would be just 5/8
of the fastest response time. This value would allow for a 2 : 1 ratio between the
vehicle dynamics and the human response time, which allows for an optimization of
the microscopic simulation cycle.
4.2.6 Traffic Generation
A realistic mobility simulator should model the volume of generated vehicles and the
routes they will take in a realistic manner. Vehicles are generated at source roads and
travel across the network following an available path to the destination. These routes
76 CHAPTER 4. VNS: VEHICULAR NETWORKS SIMULATOR
should be previously generated according to realistic origin-destination matrices and
traffic demand.
Our simulator models different types of routes. While public transport may have
static routes scheduled for specific depart times, private vehicles are assigned with
dynamic routes that are generated based on an input volume and an assumed headway
distribution. When a vehicle is generated, the simulation model also assigns a new
driver with specific attributes for models in use (car-following, lane changing, etc).
The physical process of generating vehicles is distributed in time and in space and
usually do not have strong requirements in terms of granularity. However, an urban
highway can inject into a city large amounts of vehicles, which are generated outside
the city. The granularity is determined by the maximum amount of vehicles that can
be generated for a given road segment. Specifically, we obtain ∆t (4.6) from the time
it takes a vehicle to travel the minimum distance between cars (4.5) as a function of
the steady state speed.
s∗(vα,∆vα) = s0 + vαT +
vα∆vα
2
√
ab
(4.5)
∆t = s0/vα + T. (4.6)
Solving for typical IDM values, we obtain the minimum ∆t at the maximum speed of
30m/s, which resulted in a ∆t ≈ 1.567s. Therefore, this value would allow a minimum
7 : 1 ratio between the vehicle dynamics and the traffic generation granularity.
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4.3 Network Simulation Modules
As described before, an important feature of VNS is the possibility to use different
network simulation modules. This section describes the implementation details, char-
acteristics and advantages of the currently available modules.
4.3.1 Simple Network Module
In addition to realistic and complex network models, simple communication models
with low complexity and computation requirements are also very useful. In experi-
ments where the main focus is the mobility behaviour rather than communications, an
advanced network model would have large computation requirements, resulting in large
execution times. And sometimes a VANET simulation with a simple communication
model is sufficient to achieve the desired results. Furthermore, large scale experiments
are very difficult to perform with highly detailed communication models, but should
be easy to perform with simple models. For instance, in [9] we have used this module
to implement VTL. The goal was to perform a preliminary analysis on how VTLs
would improve the traffic efficiency in a city.
The SimpleNetworkModule was implemented to be used in VANET applications where
the accuracy of the network simulation models is not required. It is a discrete-event
simulation model designed to be simple, efficient and scalable. The default event
scheduler was implemented using Calendar Queues [90], a fast O(1) priority queue.
The SimpleNetworkModule uses an Unit-disk propagation model where the transmitted
packets are delivered with 100% probability to every node within a communication
range from the transmitter. If the receiver is outside that range, the transmission fails.
This module assumes a perfect wireless medium, without packet loss, retransmissions
or delay. In order to create an application, the user only needs to create an instance
of the SimpleNetwork class and use the two following methods:
• send - Send a packet. All the vehicles within the sender’s communication range
will receive this packet.
• onDataReceived - This method is called upon arrival of a packet from a
transmitter node to a receiver node.
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4.3.2 NS-3 Network Module
NS-3 [7] is a discrete-event network simulator widely used for research. It provides
a large and increasing number of realistic network modules developed by a strongly
active open-source community. Conventional NS-3 experiments are implemented as
sequential C++ programs (or Python scripts). To create a wireless network experi-
ment, the first step is to define the network topology, creating a ns3::NodeContainer
with a fixed number of nodes. Then, we create the device interfaces for the available
nodes with the desired PHY and MAC models. After that, the other layers of the
protocol stack may also be installed. Finally, a mobility model is assigned for every
node in the network and an application module may be installed. After setup the
network, the simulation experiment is executed resulting in some kind of output to
the user. Finally, we destroy the simulation environment to free any memory allocated
by the simulation modules.
However, in order to run NS-3 simulations using the NS3NetworkModule, a slightly
different approach must be followed. Unlike the conventional NS-3 simulations, the
VNS simulations are very dynamic with vehicles entering and exiting the scenario
during the simulation execution loop. Users must define which modules should be
installed whenever a node is created and what to do upon node removal. Thus, to
create a NS-3 experiment, the abstract NS3Network class must be extended and the
following methods defined:
• initialize is invoked at simulation start and enables the initialization of the
desired NS-3 modules, definition of static nodes, etc. For instance, road side
infrastructures can be created in static positions and cooperate with vehicles.
• onVehicleCreated is invoked whenever a vehicle is created and allows for the
configuration of the created node.
• onVehicleRemoved is invoked whenever a vehicle is removed and permits user-
defined actions before node removal.
• finalize is invoked at the end of the simulation.
On the definition of the onVehicleCreated method, nodes already have a dedicated
mobility model installed, and thus, there is no need for the user to install any mobility
model. Since vehicular movements must be reflected in the correspondent nodes in
NS-3, we have extended the ns3::Mobility module to create the VNSMobilityModel.
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This model is the key point in the interaction between the VNS traffic simulator and
NS-3. Network nodes that correspond to vehicles in the traffic simulator have this
mobility model by default, which stores a pointer to the correspondent vehicle. Thus,
a possible network application is able to access its vehicle mobility in a transparent
way, as well as to affect its behaviour.
4.3.2.1 NS-3 simulation example
Listing 4.2 illustrates a simple example that emphasizes how a VANET experiment
can be easily implemented using VNS and the NS3NetworkModule.
Listing 4.2: NS-3 experiment example
#include <vns/vns.h>
class NetworkExperiment : public vns::NS3Network {
void initialize(const vns::Simulator*){
// Initialize the NS-3 models and helpers
wifiPhy = YansWifiPhyHelper::Default();
wifiChannel = YansWifiChannelHelper::Default();
wifiPhy.SetChannel(wifiChannel.Create());
wifi80211pMac = ns3::NqosWaveMacHelper::Default();
80211pHelper = ns3::Wifi80211pHelper::Default();
...
}
void onVehicleCreated(const vns::Simulator*,ns3::Ptr<ns3::Node>
node) {
// Install the desired models on the created node
80211pHelper.Install (wifiPhy, wifi80211pMac, node);
internet.Install(node);
app = ns3::CreateObject<SomeApplication>();
node->AddApplication(app);
}
void onVehicleRemoved(ns3::Ptr<ns3::Node> node) {
...
}
void finalize(const vns::Simulator*){
...
}
};
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int main() {
...
vns::Simulator* simulator = new vns::Simulator(map);
...
// create a NS3 Network Module
vns::NS3NetworkModule* networkModule = new vns::NS3NetworkModule();
// create the user defined NS3 network for simulation
NetworkExperiment* network = new NetworkExperiment( map );
networkModule->setNetwork( network );
// add NS3 module to VNS
simulator->setNetworkModule( networkModule );
// run simulation
simulator->run();
}
4.3.2.2 NS-3 module implementation
Using the NS-3 C++ library, the NS3NetworkModule controls the NS-3 simulation,
adding or removing nodes, executing the scheduled events for each step and cleaning
allocated memory at the end of simulation (Listing 4.3). At the beginning of the
simulation the initialize method defined by the user is invoked in order to initialize
all the required components. For each simulation step, a NS-3 simulation step is
performed executing all the events scheduled for that interval. At the end of simulation,
the NS-3 simulation environment is destroyed.
VNS has a number of realistic traffic generation models, which do not only allow the
creation of vehicles in the beginning, but also during the simulation. Hence, for every
vehicle created or removed in the traffic component, a node is also created or removed
in NS-3. Thus, a network-based vehicular application is able to access its vehicle’s
mobility in a transparent way, as well as to affect its behaviour. Network nodes
corresponding to vehicles in the traffic simulator are installed with a dedicated mobility
model, which stores a pointer to the correspondent vehicle. Then, the onVehicleCreated
method defined by the user is invoked. After node removal, the onVehicleRemoved
method is invoked, and finally, the mobility model is removed and the node is scheduled
for later delete. This later deletion is required so that we can ensure the node will
only be deleted upon termination of all its pending events.
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Listing 4.3: Sample of the NS3NetworkModule implementation
class NS3NetworkModule : public NetworkModule {
public:
void onSimulationStart(const Simulator* s){
network->initialize(s);
};
void onSimulationStop(const Simulator* s){
ns3::Simulator::Stop();
network->finalize(s);
ns3::Simulator::Destroy();
}
void onSimulationStep(const Simulator* s){
network->step(s);
ns3::Simulator::Stop(ns3::Seconds(s->getStepTime()));
ns3::Simulator::Run();
}
void onVehicleCreated(const vns::Simulator* s,vns::Vehicle* v){
ns3::Ptr<ns3::Node> node = ns3::CreateObject<ns3::Node>();
ns3::Ptr<vns::VNSMobilityModel> model =
ns3::CreateObject<VNSMobilityModel>();
model->setVehicle(v);
node->AggregateObject(model);
v->setNetworkNode( node );
network->onVehicleCreated(s,node);
}
void onVehicleRemoved(vns::Simulator* s,vns::Vehicle* v){
ns3::Ptr<ns3::Node> node = v->getNetworkNode();
network->onVehicleRemoved( s, node );
ns3::Ptr<vns::VNSMobilityModel> model =
node->GetObject<vns::VNSMobilityModel>();
model->setVehicle(0);
v->setNetworkNode(0);
ns3::Time tremove( ns3::Seconds(disposeDelay) );
ns3::Simulator::Schedule(tremove,
&NS3NetworkModule::removeNode, this, node);
}
};
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4.3.3 OMNET++ Network Module
OMNeT++ [8] is a public-source, modular simulation framework. It has been widely
used to simulate communication networks and other distributed systems. The Omnet-
NetworkModule was developed not only for those researchers used to the OMNeT++
simulation environment but also to take advantage of using the available OMNeT++
network models while performing VNS simulations. Using this module, researchers also
take advantage of the realistic network modules developed in Veins project [62, 82] and
also benefit from the mobility and integration features of VNS. In contrast to Veins,
the OmnetNetworkModule benefits form the integration architecture of VNS, where
both traffic and mobility share the same memory space, and thus information does not
need to be exchanged but only accessed whenever required. During simulations, the
network component can access data from the mobility component (and vice-versa) at
the speed of a memory access, which not only improves the overall performance, but
also simplifies the design and deployment of new VANET experiments.
In OMNeT++, the simulation network is described in a topology file using the NED
language. The topology file is a text file that identifies the network nodes, their
modules and the links between them. Additional modules may be created in C++,
creating a C++ class that extends the cSimpleModule or cCompoundModule and
defines the basic methods required for its execution. A configuration file must also be
created to define the basic simulation parameters. This file defines the directory of
the NED files, the default network, the used modules and their settings, as well as the
OMNeT++ environment to control the simulation execution. OMNeT++ provides
both a graphical and command-line environments. Finally we compile the simulation
and run the executable.
In order to perform OMNeT++ simulations with the VNS framework, the OmnetNet-
workModule must be used. In contrast to what happens with the NS3NetworkModule,
in here the implementation of simulation experiments follows the same approach of
performing normal OMNeT++ simulations. The simulation configuration is also
defined in the omnetpp.ini configuration file. The NED files also define the network
topology and node modules. Thus, a user familiarized with the design of OMNeT++
experiments, should be able to perform simulations with VNS very easily.
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4.3.3.1 OMNeT++ simulation example
Listing 4.4 illustrates a simple example that emphasizes how a VNS experiment can be
easily implemented using the OmnetNetworkModule. The OMNeT++ configuration
file defining the network topology may be passed as a command-line argument (not
required if it’s called omnetpp.ini).
Listing 4.4: OMNeT++ experiment example
#include <vns/vns.h>
int main() {
...
vns::Simulator* simulator = new vns::Simulator(map);
...
// create a NS3 Network Module
vns::OmnetNetworkModule* networkModule = new
vns::OmnetNetworkModule();
// add OMNeT++ module to VNS
simulator->setNetworkModule( networkModule );
// run simulation
simulator->run();
}
4.3.3.2 OMNeT++ module implementation
This module is responsible to integrate the execution flow of the OMNeT++ sim-
ulations within the VNS core. Using the OMNeT++ simulation kernel library, we
can control simulation execution, adding or removing nodes, executing the scheduled
events for each step and cleaning allocated memory at the end of simulation. We
implemented a new OMNeT++ environment (VNSEnvir) that is responsible to read
the configuration and NED files, and is initialized before the simulation starts, together
with the simulation (cSimulation) instance and other variables. At each step all the
discrete simulation events scheduled to that step interval are executed and at the end of
the simulation the OMNeT++ simulation environment is destroyed. Finally, following
the dynamic behaviour of vehicular networks, whenever a vehicle is created in VNS,
a new node is also created in the OMNeT++ simulation environment. Each node
is provided with a dedicated mobility model, capable of accessing vehicle’s methods.
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Moreover, all vehicle’s modules defined in the NED topological file are installed and
initialized. Once the vehicle exits the simulation, the associated node and modules are
destroyed and removed from the OMNeT++ simulation environment. Although it is
not the complete implementation, the Listing 4.5 shows the most important parts of
the OmnetNetworkModule implementation.
Listing 4.5: Sample of the OmnetNetworkModule implementation
class OmnetNetworkModule : public NetworkModule {
public:
OmnetNetworkModule(){
env = new VNSEnvir();
sim = new cSimulation("simulation", env);
cSimulation::setActiveSimulation(sim);
}
void onSimulationStart(const Simulator* s){
env->onSimulationStart();
};
void onSimulationStop(const Simulator* s){
env->onSimulationStop();
sim->deleteNetwork();
}
void onSimulationStep(const Simulator* s){
SimTime stepEnd =
SimTime(s->getSimulationTime()+s->getStepTime());
while(sim->guessNextSimtime() <= stepEnd){
cSimpleModule *module = sim->selectNextModule();
sim->doOneEvent(module);
}
}
void onVehicleCreated(const vns::Simulator* s,vns::Vehicle* v){
cModule* mod = ...;
v->setNetworkNode( mod );
mod->finalizeParameters();
mod->buildInside();
mod->scheduleStart(simTime());
VNSMobility* mobility = ...;
mobility->setVehicle(v);
mod->callInitialize();
}
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void onVehicleRemoved(vns::Simulator* s,vns::Vehicle* v){
cModule* module = (cModule*)vehicle->getNetworkNode();
connectionManager->unregisterNic(module->getSubmodule("nic"));
module->callFinish();
module->deleteModule();
}
};
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4.4 Integrating VNS with a Driving Simulator
This section describes how to integrate VNS with external applications, namely a
driving simulator. This allows us to implement a driver-centric VANET simulation
environment suitable to evaluate VANET-based applications in the driver context
without having safety related issues. During this thesis work, several experiments
were performed using this integration module, such as an interactive simulation of
Virtual Traffic Lights [91] and an evaluation of a VANET enabled assistant system for
overtaking manoeuvres [11].
Figure 4.9: Architecture of the VNS integration module to handle external clients.
The system’s architecture is illustrated in Fig. 4.9. The main components of this
system are the core part of VNS and the External Vehicles Module (EVM). The core
part of VNS comprises the microscopic traffic simulator and the network simulation
modules, while the EVM is implemented on the top of VNS and offers the possibility
of connecting the platform with external applications (VNS Clients). With the intro-
duction of externally controlled vehicles into the simulation, a driving simulator can
be coupled with VNS, where vehicles driven by humans can coexist with simulated
vehicles in the same simulation environment. Moreover, multiple drivers are allowed
to simultaneously drive different vehicles in the same simulation scenario.
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4.4.1 Integration Module
The coupling architecture itself is a typical client-server architecture, where the EVM
acts as a server, providing rich data sets to clients, such as location, heading and speed
information of the simulated vehicles. The EVM implements a TCP server to handle
the connections from the external applications. As an external client, the driving
simulator establishes a connection with the EVM, which creates an external vehicle
and replies with its basic information. Then, at each simulation step the driving
simulator exchanges information with the EVM server. VNS receives the information
related to the vehicle operated by the driving simulator, namely its current position,
acceleration, heading and speed. This information allows us to update the state of the
correspondent vehicle in the VNS simulation. Unlike simulated vehicles, an external
vehicle is not modelled by a microscopic mobility model, but controlled by the driver
simulator instead. Since external vehicles are controlled by humans on the driving
simulator, their movements are not restricted to road lanes, and thus, whenever their
location is updated, we must check if their coordinates match any road lane. In order to
search for the vehicle’s nearest road very efficiently we implemented a spatial indexing
using R-Trees [92]. Therefore, if the external vehicle matches a road lane, it is then
placed inside the road lane at the matched position. For the simulation, the external
vehicle is seen as a normal simulated vehicle positioned at a road lane, and thus the
microscopic driver model of the simulated vehicles behaves normally.
Algorithm 4.2 EVM Connection Thread execution algorithm
while running do
Wait for new information from client
location← read information
Update the correspondent external vehicle with location
Send the location of neighbours to client
end while
Such type of experiments are expected to run in real-time mode, but with smooth
performance. To avoid simulation blocking and rendering delays, both the driving
simulator and VNS were implemented to run asynchronously. On the EVM side, each
connection is handled by a dedicated execution thread (Algorithm 4.2), responsible
by the exchange of information with the external application. These threads run
independently of the VNS simulation thread (Algorithm 4.3) and share a central data-
structure that maintains the information of the external vehicles. At the beginning
of each simulation step, the main thread access the external vehicles state in order
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Algorithm 4.3 VNS Thread algorithm
while running do
V ← All External Vehicles
for all v ∈ V do
Update v in VNS;
end for
Execute a VNS simulation step;
end while
to update the simulation environment. Since there is only one thread writing at each
of the correspondent external vehicle variables, and the main thread only performs
readings, mutual exclusion is not required. Both reads and writes are guaranteed to
be atomic operations. Eventually, at some point the main thread may use incoherent
values of an external vehicle, but such issue will not be relevant since it will be updated
on the next simulated step and will be imperceptible for drivers.
Figure 4.10: 3D representation of a possible display of in-vehicle traffic lights using
VNS integrated with a driving simulator.
The EVM module can be extended to enable the exchange of other information
between clients and the VNS framework. For instance, a VANET application that
relies on the communication mechanisms of VNS, such as the reception of an email
from the internet. When a node of the network module receives an email message,
the correspondent vehicle can also be an external vehicle controlled by the driving
simulator. In this case, a new type of message can be implemented so that the EVM
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can notify the driving simulator of the email reception. On the driving simulator side,
upon receiving the notification, the email notification may be rendered on the wind-
shield to inform the driver. In [91] we presented a virtual traffic lights experiment
using a driver simulator integrated with VNS. Figure 4.10 illustrates this experiment,
where the traffic lights information are rendered on the vehicle’s wind-shield.
4.4.2 Driving Simulator
Algorithm 4.4 Driving Simulator execution algorithm
while running do
V ← All vehicles from VNS
Lock the mutex
for all v ∈ V do
if v ∈ Scene then
Update v node on the Scene
else
Add v node to the Scene
end if
end for
Unlock the mutex
Execute a step of the physics engine
Render the Scene
end while
The driving simulator was implemented using OpenSceneGraph [93], an OpenGL-
based high performance 3D graphics toolkit for visual simulation. It encapsulates the
majority of OpenGL [94] functionalities, providing rendering optimizations such as
culling and levels of detail, and a whole set of add-on libraries which make it possible
to develop high performance graphics applications very rapidly. Using this toolkit, we
are free to concentrate our efforts on the content of the driving simulator rather than
on low level coding. To model vehicle dynamics in a realistic manner we used the
Bullet physics engine [95], an open-source collision detection and rigid body dynamics
library. In this context, every vehicle is represented by a node in the scene graph
which is also represented by a rigid body in the physics world. A simulated scenario
supported by one base map allows a feasible coupling of both the driving simulator and
VNS, since both simulators share the same coordinates system. Therefore an accurate
car trajectory can be assured. The scenario elements, namely the roads, traffic signs,
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buildings or trees are populated based on their geographical position from a 3D objects
database.
The execution flow of the driving simulator is described in Algorithm 4.4. At each
step of the execution, the scene graph is updated using the most recent information
provided by the VNS simulator. Thus, new 3D objects representing vehicles in the
scene graph, are added, removed, or updated with their new state. Then, the physics
engine performs an execution step, updating the state of all the bodies before the scene
is rendered. A dedicated thread runs asynchronously, handling the client connection
with VNS. It constantly sends the current location information of the driving vehicle to
VNS and updates a shared data-structure containing all the vehicles in the scenario,
whenever it receives new data from VNS. However, due to the dynamic features of
the shared data-structure, in this case we weren’t able to avoid mutual exclusion to
guarantee thread-safe access.
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4.5 Visualization
VNS has two simulation modes. The first is a pure command line mode for efficient
batch simulation. The other mode is through a visualizer which provides a graphical
animation of the simulation. The viewer of VNS was implemented using the QT
open-source toolkit [96] and both 2D and 3D visualization modes are available.
4.5.1 2D
Figure 4.11: VNS simulation with virtual traffic lights rendered on the top of vehicles.
The 2D visualization mode was implemented using OpenGL [94]. Since one of the
main features of VNS is modularity and extensibility, the VNS API provides tools to
implement user and application specific renderings. The Painter class can be used to
render other objects, as well as reimplemented to change the appearance of vehicles,
roads and other physical entities. This not only enables application specific animations,
but also may help users to define visual debugging mechanisms. Fig 4.11 shows an
example of a user-defined animation, where virtual traffic lights can be rendered on
the top of vehicles, so that one can view which traffic light color is displayed for each
vehicle. Note that the color is actually defined by the network module simulation.
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4.5.2 3D
The 3D visualization mode was implemented using OpenSceneGraph [93]. As de-
scribed earlier, OpenSceneGraph is an OpenGL-based high performance 3D graphics
toolkit for visual simulation, games, virtual reality, scientific visualization, and mod-
elling. It provides high-level rendering features not found in the OpenGL API. The
idea of a scene graph is to decompose the scene in several different parts, so that every
node represents one of the parts in which a scene can be divided. Each physical object,
like vehicles, roads or traffic signs have a correspondent node in the scene graph. The
scene graph is a directed acyclic graph, establishing a hierarchical relationship among
all the nodes in the scene. The goal is provide high-performance 3D animations under
large-scale simulations. Figure 4.12 illustrates a 3D visualization of a Manhattan-like
scenario using VNS.
Figure 4.12: 3D visualization of a Manhattan scenario simulated using VNS.
4.6. ANALYSIS OF A PRELIMINARY IMPACT OF VNS 93
4.6 Analysis of a preliminary impact of VNS
In this section we perform a brief analysis to the number of accesses to the VNS
website 1. We have used the Google Analytics [97] framework to measure the number
of visits, the geo-location of visitors, and other metrics related to the utilization of the
website.
Figure 4.13: World map showing the number of website visitors per country.
Even if VNS is a very recent simulation framework for vehicular networks, it has
received some attention by researchers from a large number of different places around
the world. We analysed the website visualizations during the last year, between April
2013 and April 2014. Figure 4.13 illustrates the geo-location of new visitors by country
and Fig. 4.14 by city. We can see that VNS has been consulted from a different number
of countries, being the countries with the higher number of visitors, the traditionally
strong countries on the research of vehicular networks. Table 4.1 shows the top
12 visiting countries ordered by percentage of views. It is also worth to point out
that 18.82% of the website visitors are visiting the download page, while 25.87% are
looking for the documentation. This is a valuable clue that highlights the importance
of simulation tools with the capabilities of VNS for the research community. It is
1http://www.dcc.fc.up.pt/~rjf/vns/
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Figure 4.14: World map showing the number of website visitors per city.
also important to notice that the publicity for the framework herein presented was
mainly provided by the available VNS related publications or by citations on other
publications.
Table 4.1: The top 12 countries of the website visitors.
Country Number of new visitors Percentage
India 249 14.30%
United States 161 9.25%
China 143 8.21%
Brazil 111 6.38%
Germany 109 6.26%
United Kingdom 53 3.04%
Canada 44 2.53%
South Korea 42 2.41%
Japan 41 2.35%
Mexico 41 2.35%
Italy 40 2.30%
Portugal 40 2.30%
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4.7 Conclusions
In this chapter the state-of-the-art of VANET simulation was extended with the
proposal of an integrated framework for Vehicular Networks Simulation - VNS. We
proposed a tightly integrated architecture for connecting traffic and network simula-
tors. The key point of this framework is the full integration between the mobility
and network components, given the fact that not only the networking dynamics are
greatly dependent on the mobility aspect, but also the network-enabled applications
can influence the mobility patterns of ITS systems. This architecture not only improves
the synchronization and communication performance between traffic and network sim-
ulators, but also simplifies the design and implementation of simulation experiments.
For the mobility component for VNS, we designed a high-performance microscopic
mobility simulator. This simulator, as the core of VNS, was implemented from scratch
to allow seamlessly integration with other network simulators. The integration archi-
tecture provides bi-directional interaction between both simulators, not only allowing
vehicular movements to affect communications, but also the opposite. We have imple-
mented both NS-3 and OMNeT++ network modules for realistic network simulation,
along with a simple network module for simulations where the communications accu-
racy is less important. Both NS-3 and OMNeT++ are open-source network simulators
widely used for research, with a strong and active community of users and developers.
Moreover, the integration of VNS with an external driving simulator was described,
allowing the evaluation of modern ITS applications in a driver’s perspective.
An important feature of VNS is its modular and extensible design, allowing the
implementation of new modules in the future. Thus, due to the described capabilities,
we believe VNS can strongly help researchers in the study of vehicular networks.
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Chapter 5
Enabling Large Scale Simulations
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Vehicular communications promise a myriad of new applications for road safety, traffic
efficiency and infotainment. Due to the inherently self-organizing and mobility features
of vehicular networks, there is a growing research interest in large-scale scenarios
where thousands of vehicles access the network. Consequently, there is a need for
the performance evaluation of new protocols and distributed applications in such
large-scale environments. For instance, applications addressing traffic efficiency in
metropolitan scenarios or a performance study of routing protocols within a city are
of great interest today. However, setting-up a real vehicular network with this degree
of scalability is an expensive and unpractical task. Nevertheless, the state-of-the-art
VANET simulation frameworks are not capable to handle such large-scale scenarios.
In this chapter we propose some enhancements to the VNS framework in order to en-
able large scale simulations. In Section 5.1, we present an architecture to create parallel
microscopic traffic simulations. We propose techniques to optimize the performance
of the mobility module and maintain coherence when scaling into parallel computing
architectures. The goal is to scale well when running in multi-core environments,
creating a high-performance microscopic simulator capable of simulating metropolitan-
scale traffic.
Complex network simulators, such as NS-3 and OMNeT++ are very powerful. How-
ever, they do not scale very well with an increasing number of nodes, causing the
simulation of medium scale networks with more than 1,000 nodes to become very
hard. In Section 5.2 we propose improvements to the wireless module of NS-3 in order
to increase the performance and scalability of VNS. The proposed solutions can also
be applied to OMNeT++ and other network simulators.
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5.1 Parallel Microscopic Traffic Simulation
Traffic congestion has become a major problem of the urbanized world. It is very
common to find population densities of several thousand persons per square mile in
major cities throughout the world. In the USA, for instance, the city of New York
has a population density of 3,290 person per square mile [98]. San Francisco (CA)
has even an higher density, at 4,200 person per square mile. Traffic congestion results
from this population density, together with the number of vehicles per person, which
has been shown to mirror population density in different regions. In New York City,
census data report a 0.43 rate of vehicles per person, yielding a total of 7,771,000
vehicles in the urbanized area, while in San Francisco this rate is of 0.59, yielding a
total of 1,769,000 vehicles in the urbanized area. The San Francisco Bay Area has a
slightly higher vehicle ownership level than either the State of California or the United
States [99].
The road network infrastructure and its design aspects are the main factors affecting
the flow of these millions of vehicles. Such design aspects are thus critical to mitigate
traffic congestion and entail parameters such as the geometry of roads, number of lanes
of each segment, topological design of intersections, right-of-way control schemes at
such intersections, speed limits of each road, parking allowance, etc. Given the high
costs involved in building and modifying the road infrastructure, it is unavoidable
that achieving an efficient design of the road infrastructure for a given area has to rely
on simulation. In addition, the performance evaluation of alternative traffic control
schemes in terms of congestion mitigation requires the simulation of millions of vehicles
in large urbanized areas.
This section describes the implementation of a scalable microscopic road traffic simu-
lator capable of simulating metropolitan-scale traffic. We analyse the requirements
for realistic simulations and present techniques for optimizing the performance of
VNS and maintain coherence when scaling into parallel computing architectures. To
demonstrate the capabilities of the parallel simulator, we simulate the San Francisco
Bay Area road network. Additionally, we provide a performance comparison with
other open-source traffic simulators and show that our simulator not only outperforms
existing solutions but also scales well when running in multi-core environments.
100 CHAPTER 5. ENABLING LARGE SCALE SIMULATIONS
5.1.1 Related Work
The development of traffic simulators is a long evolutionary process. Many have been
discontinued while others have a strong community base that guarantees a continuous
development and evolution. Focusing on the main traffic simulators which are currently
active, these can be classified into open-source and commercial software.
Within open-source simulators, DIVERT [74] is a microscopic traffic simulator orig-
inally targeted for connectivity analysis of large scale V2V environments, but it has
been used in several VANET projects (e.g. [76]). SUMO [6] is described as a mi-
croscopic, multi-modal traffic simulator, which has been successfully used as mobility
component for VANET simulators, such as iTETRIS [5] or Veins [3]. There are other
special purpose traffic simulators such as MovSim [100], which allows simple traffic
simulation scenarios and models to be studied within a java-based web applet, or
MITSIMLab [101], which was developed to evaluate the impact of alternative traffic
management systems. However, none of the described frameworks were designed to
benefit of parallel computing.
On commercial simulators, different techniques have been employed for parallel traffic
simulation. Usually, the approach is to incorporate a parallel algorithm in the source-
code itself, so that the computational workload is shared among different processors.
In [102], the parallel implementation is based on a domain decomposition principle,
where the road-network is partitioned into domains of approximately equal size, and
then, a processor is assigned to each one of these domains. There will be as many
domains as processors available. In Paramics [103], a parallel microscopic road traffic
simulator designed to tackle large-scale simulations, the parallelization approach is
also based on domain-decomposition. The whole network is divided and a dedicated
processor simulates each region. The communication between processors is based on
message-passing. AIMSUM [104] also provides a microscopic traffic simulator origi-
nally developed as a sequential simulator, ported later for parallel architectures [105].
AIMSUM uses threads to process blocks of entities that need to be updated at every
time step. A process can run invoking several threads that can be executed in parallel
by the multiprocessor system. For instance, a block of execution can contain several
entities, such as an intersection, its approaching roads and vehicles. Each block is
assigned to a single thread.
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5.1.2 Parallel Microscopic Simulation
In Chapter 4, the main focus was to design a realistic and high-performance traffic
simulator to run serial microscopic simulations. In order to increase the performance
of VNS, we describe how parallelism was introduced so that simulations can benefit
from multi-core machines. For the implementation of our parallel simulator we used
OpenMP [106], a multi-platform standard for parallel programming on shared memory
systems. The main goal was to take advantage of its relatively high level of abstraction
in the design of parallel programs.
To explore the advantages of parallelism and improve the simulator’s performance
while increasing the number of processors, several key factors should be taken into
account. In order to get good performance on a parallel code, it is necessary to
parallelize a sufficiently large portion of the code, reducing the serial portions of code.
As the number of processors is increased, sometimes the performance of the application
can become dominated by the serial portions of the program, even when those portions
were relatively unimportant in the serial execution of the program. The load should
also be efficiently partitioned and balanced among the available workers. The goal is to
efficiently use the parallel computation resources, reducing the idle time of workers at
maximum. Moreover, even communication/synchronization mechanisms are required
to guarantee synchronization between workers and correctly control the execution
flow, the performance of parallel program is strongly affected by the excessive usage of
these mechanisms such as barriers or mutual exclusion. With these factors in mind, the
following sections describe our proposed solutions to enable efficient parallel simulation
while providing deterministic and reproducible simulations.
5.1.2.1 Communication and Synchronization
In order to achieve efficient parallel performance, the appropriate data structures
should be selected. Such data structures must be easily parallelized and capable of
being updated in parallel, without reducing the efficiency of the system.
As illustrated in Fig. 5.1, a road network is composed by an array of roads and each
road not only contains lanes with vehicles, but also other objects like traffic lights,
road counters or traffic signs. In every simulation step, all these elements need to be
executed and most of them are influenced by the actions of the others. Hence, since
the road network represents the data to process, we should choose how to divide this
data among the available workers, so that we can avoid synchronization as much as
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Figure 5.1: Road Network represented as an array of roads.
possible.
In our implementation, the set of roads is uniformly partitioned and distributed among
all the available workers. A worker is responsible to execute a simulation step of a
specific road and all its elements. Since there is only a single worker processing the
road and its respective lanes, operations like lane changing, overtaking or parking, do
not require synchronization primitives. In fact, synchronization is only needed during
an intersection crossing, where vehicles move from one road to another. Nevertheless,
mutual exclusion is only required if the involved roads are being processed by different
workers.
5.1.2.2 Dynamic Load Balancing
Load balancing is very important for the performance of parallel simulations, since
the slowest task will determine the overall performance of the parallel execution. The
goal is to distribute the work among processors so that all tasks are kept busy all the
time, minimizing the idle time. A possible solution is to uniformly partition the set of
roads across the available processors. However, traffic simulation is a dynamic process
and the work load depends on the number of simulated objects within a road. Some
processors can be assigned with a large number of congested roads (high busy time),
while others can be assigned with empty roads (high idle time). Therefore, usually
only a subset of the road network requires to be simulated at each step.
In order to balance the work at each simulation step, the subset of roads that needs
to be simulated should be identified, and only those should be processed. Therefore,
whenever a vehicle enters a new road, if this road does not belong to the processing
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set, it must be inserted. On the other hand, if there is an empty road for the next
processing set, it should be removed. At each simulation step, only the roads within
the processing set are distributed among the available processors, which help us to
increase the performance and improve the load balancing.
5.1.2.3 Deterministic and Reproducible Simulations
A simulation is deterministic if the input alone determines the output, regardless
other events such as thread scheduling, communication or synchronization. However,
the design of a parallel program has to be carefully implemented because parallelism
for itself cannot guarantee determinism. For instance, lets suppose a conflict situation
of two cars approaching an intersection at the exact same time, but from different
roads, each one assigned to a different worker. In a simple scheme, a race condition
would determine which vehicle would update its state and cross the intersection first.
In order to provide deterministic simulations, we divided our simulation step in two
different stages, as illustrated in Fig. 4.6. First, all processors execute the simulation
stage, and after a synchronization point, they execute the update stage. The first
stage is only responsible to calculate the new state of simulated objects (acceleration,
speed, lane changing, crossing, etc.) but without any update. Only during the second
stage, when vehicles know exactly what to do, their state is updated.
The generation of random numbers in parallel simulation may be another cause for
non-deterministic results. Let’s assume we run a different number of experiments using
the same seed for a Random Number Generator (RNG). For a given input, a serial
simulation should always return the same output. Ideally, all random numbers in a
simulation come from a single RNG. However, in a parallel scenario with different
workers sharing the same RNG, the results would be unpredictable.
To enable determinism, each worker should have its own RNG and the state of the
RNG at a given simulation step should always be the same regardless of the number
of workers in use. Therefore, since RNGs do not depend on the worker but on the
simulated data, in our simulator each road has its own RNG and whenever a worker is
scheduled, it uses the RNG of the processing road. With this approach, we guarantee
that the RNG used in the simulation of a specific road is always the same, regardless
of the number of workers in use.
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5.1.3 Evaluation
In this section, we evaluate the overall performance of our parallel simulator for
different numbers of processors. Additionally, a performance comparison with other
open-source simulators is performed, namely SUMO and DIVERT.
5.1.3.1 San Francisco Bay Area Simulation
Figure 5.2: The road network of the San Francisco Bay Area.
The purpose of this experiment is to evaluate how effectively our parallel simulator
performs with an increased number of processors. We used a real-world road net-
work modelling the San Francisco Bay Area, which encompasses the major cities and
metropolitan areas of San Francisco, Oakland, and San Jose, as shown in Fig. 5.2. The
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used spatial data was imported from Open Street Maps [87] and comprises 145,665
roads with a total of 27,439 Km. Since our objective is to measure the performance,
we are not interested in a realistic traffic demand, but in a scenario as congested as
possible. Thus, we implemented a vehicle generation model where each road generates
a vehicle every 2 seconds following a negative exponential distribution. Those vehicles
cross one intersection at most before exiting the simulation. The goal is to ensure that
all the roads are congested and the traffic load is well balanced. The environment for
our experiments was a multi-core machine with 4 AMD Six-Core Opteron TM 8425
HE (2100 MHz) chips (24 cores in total) and 64 GB of DDR-2 667MHz RAM. We
ran simulations of 60 seconds with a step time of 0.1 seconds and for scenarios of
different sizes (25%, 50%, 75% and 100% of the bay area roads). Each experiment was
performed 30 times.
The metrics herein measured are related to execution speed. The execution time tells
us how much processing time each simulation requires to terminate. The speedup (5.1)
tells us how much faster a simulation runs on a parallel machine than it does on a
serial machine, and efficiency (5.2) estimates how well-utilized the resources are.
S(P ) =
T (1)
T (P )
(5.1)
E(P ) =
T (1)
T (P ) ∗ P (5.2)
T (P ) represents the execution time taken by the parallel simulator using P processors,
and T (1) represents the time taken by the serial version measured on a single processor.
Table 5.1: Number of simulated vehicles for each scenario.
Scenario 25% 50% 75% 100%
Total number of vehicles 1,082,628 2,167,025 3,258,788 4,349,130
Maximum vehicles online 309,799 611,644 931,792 1,244,332
Table 5.1 shows the number of simulated vehicles and the maximum number of vehicles
running at the same time for each scenario. Figure 5.3 shows the execution time
required to execute each simulation. We can see that the execution time naturally
decreases as the number of processors increases. It is interesting to note that for 100%
of roads approximately 4 million vehicles are simulated, and a simulation using 24
processors takes approximately 70 seconds, which means that is almost running in
real-time. Still, for 25%, 50% and 75% of roads, the simulation takes less than 60
seconds. From Fig. 5.4 and 5.5 we can see that our parallel system achieves significant
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Figure 5.3: Execution time required for each simulation.
Figure 5.4: Speedup for different scenarios.
speedup with the number of processors. These results show that our parallel system
is making good use of the available processors, reaching an efficiency higher than
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Figure 5.5: Parallel efficiency for different scenarios.
approximately 60% even using 24 processors. We can also observe that the achieved
speedup is better for large scenarios.
5.1.3.2 Performance Comparison with other Simulators
Finally, we compared the performance of our traffic simulator against SUMO and DI-
VERT. For this experiment we used a common workstation with an Intel(R) Core(TM)
i7 CPU 860 @ 2.8GHz (4 cores) and 8 GB of DDR3 1066MHz RAM, running Ubuntu
12.04 with the 3.2.0-27 Linux kernel. We used the version 0.16 of SUMO and the
original version of DIVERT. A network grid of NxN roads was implemented in the
used simulators. Each road contains 2 lanes, one in each direction and has a length
of 400 meters. The traffic generation scheme is the same used in the first experiment.
We ran simulations of 5 minutes for different values of N , with a simulation time step
of 0.1 seconds.
The results are illustrated in Fig. 5.6. While for small networks the performance is
very similar, for large networks the execution time required by SUMO and DIVERT is
higher. An interesting observation is that even the single-core version of our simulator
performs better than the others. This is important because the current version of
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Figure 5.6: Performance comparison between SUMO, DIVERT and VNS.
SUMO does not benefit from parallelism and thus would not be fair to compare it
with a parallel version of our simulator.
5.1.4 Conclusions
We presented a realistic microscopic simulator capable of simulating metropolitan-
scale traffic, which not only includes optimization techniques for serialized processing
but also supports parallel computing. We also addressed the issues introduced with
parallel computing, namely in terms of synchronization, coherence and determinism.
We show that our approach is able to simulate the San Francisco Bay Area with
very high resolution. Furthermore, we compare performances of different open-source
simulators and show that optimization techniques and scalability to multiple cores
provides important gains, especially for higher levels of road network complexity.
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5.2 Scalable VANET Simulations with NS-3
NS-3 [7] is a discrete-event network simulator widely used and well accepted by the
research community. It provides various protocol modules and has a stable design
for improved scalability, being capable of simulating a large number of nodes and
high traffic densities. In fact, the study performed in [51] demonstrated that NS-3
delivers the best overall performance among several network simulators. However, the
results observed in Fig. 4.4 show that the overall performance and scalability of VNS
is severely limited by the performance and scalability of NS-3, causing the simulation
of medium scale networks with more than 1,000 nodes to become very hard. Thus, the
main goal of the work herein presented is to identify the sources of such performance
limitations and propose solutions to increase the scalability of NS-3.
The remainder of this section is organized as follows. The following subsection de-
scribes the wireless module of NS-3 and identify the causes that limit its performance.
Then we describe our improvements to the wireless module. The evaluation of the
proposed improvements is described in subsection 5.2.3, along with the performance
results and discussion. The subsection 5.2.4 presents the related work on the perfor-
mance of network simulation. Finally, the main conclusions are given.
5.2.1 Problem Statement
When simulating VANETs, nodes generally move in roads and communicate with
neighbours which are located within their communication range. In the case of a
wireless transmission, the simulator has to determine which nodes will receive the
transmitted packet. Scalable simulations require efficient methods for determining
which nodes are reachable by other nodes and to predict when a node will come
within, or go beyond, the communication range of another node. In the case of NS-3,
for a simulation of N nodes sharing the same channel, all the N nodes are stored in
a list. To locate the nodes within the communication range of a given transmitter
node, the entire list must be traversed, originating O(N) iterations. As transmissions
are usually performed repeatedly, this process could dominate the computation in the
simulation and effectively limit the scalability when a large N is considered.
After a deep analysis on the performance of the NS-3 wireless module, we noticed that
the execution of the channel propagation module strongly dominates the computation
of simulations. The NS-3 implementation of 802.11 is inherited from Yans [107]
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and many features and design issues proposed in Yans determined the current NS-
3 architecture. As illustrated in Fig. 5.7, the signal propagation is computed within
the WifiChannel (medium), which contains a list of all the WifiPhy (radios) that share
the same channel. The WifiPhy implements the 802.11 PHY layer model, allowing
signal transmissions and receptions through the channel.
Figure 5.7: List-based data structure used by the NS-3 wireless channel. The WifiPhy
nodes are the elements of the list.
Consider a WifiPhy willing to do a transmission on the shared medium. Packets
are pushed to WifiChannel together with a transmission power Pt, and for each
receiver, the signal delay D and power loss Ploss are calculated by a propagation
delay model and a propagation loss model, respectively. Then, a new event with delay
D is scheduled for packet reception on the receiver. Only upon the execution of this
event, is checked whether the transmission occurs or not. If the received power Pr is
below the receiver’s Energy Level Threshold (EDT ), packets are dropped. Thus, for
each transmission, the simulator schedules a reception event on every WifiPhy in the
WifiChannel. This causes a large number of unnecessary steps, which increase the cost
of the computation exponentially in N , since a network with N pairs of transmitters
and receivers requires O(N2) pairwise interactions to be computed. Moreover, due to
this number of scheduled events, the inherent memory allocations severely limit the
scalability of simulations.
Pr is given by the Equation 5.3, where Gt and Gr are the antenna gains for the trans-
mitter and the receiver respectively. Ploss reflects the power loss (negative number)
between the two nodes and is given by one of the possible propagation loss models of
NS-3. Gain is given in units of dB, and power is given in units of dBm.
Pr = Pt +Gt +Gr + Ploss (5.3)
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5.2.2 Improvements on the Network Simulator
Modelling propagation efficiently is essential to improve the scalability of wireless
simulations. During a signal transmission, the WifiChannel must deliver the signal
to all the affected WifiPhys in an efficient manner. Since wireless signal strength
decreases with distance, there is a limit range R to a receiver node, such that a power
signal originated from nodes outside R is below the EDT . Thus, for a large scenario,
only a small subset of nodes within R will be affected by the transmission and the
remaining nodes should be ignored, as they are not affected by the transmission.
Figure 5.8: Quadtree based Channel
Figure 5.9: Quadtree-based data structure of our proposed wireless channel. The
WifiPhy nodes are stored in the leaves of the tree.
For a given WifiPhy that intents to transmit a signal, the WifiChannel must know
which nodes are within R and select them as signal receivers. This process should be
efficient in terms of computational complexity. Moreover, due to the nature of vehicu-
lar networks, nodes are constantly moving, which means that for a given transmitter,
the nodes within R change in time.
In order to allow fast node search within a limited range, we propose the use of a
spatial indexing data structure [108] to store the nodes in the network. Since nodes
in a mobile wireless network can be seen as points moving in a scenario, our modified
112 CHAPTER 5. ENABLING LARGE SCALE SIMULATIONS
WifiChannel uses a Quadtree-based data structure [109] to store WifiPhys. Thus, each
WifiPhy has a position associated, which is already implicit since it is attached to an
NS-3 node. Note that for 3-dimensional coordinates we should use an Octree [108],
but in this work we are only interested in 2-dimensional scenarios.
Our Quadtree is a spatial index that divides the scenario bounding box into homo-
geneous cells of regularly decreasing size. Each decrement in size is 1/4 of the area
of the previous cell. The tree segmentation process continues until a maximum level
of depth is reached and the WifiPhy nodes are stored in the leaves as illustrated in
Fig. 5.9. Each WifiPhy knows its location in the tree, i.e, knows the exact leaf where
it is contained. Moreover, each node in the tree has a pointer to its parent node.
Whenever a new WifiPhy is added to the WifiChannel it is inserted in the tree.
For insertion we use the traditional insertion algorithm for Quadtrees [108]. The
WifiPhy descends from the root and traverses the tree selecting the cells that contain
its location, until the correspondent leaf is reached.
Although Quadtrees are designed for static points, the mobility of the nodes results in
constant changes in the structure of the tree. Thus, the tree must always be updated
in order to provide fast and accurate neighbour finding.
5.2.2.1 Updating the Tree
Since a propagation loss model depends on the distance between the nodes involved
in the communication, knowing the exact node’s location is crucial for the accuracy
of the signal transmission. However, in a vehicular network vehicles are permanently
moving in the scenario and consequently the topology of the network changes over
time. Thus, the structure of the tree suffers constant changes during the simulation.
Based on the mobility features of a vehicular network, we propose a fast method for
tree updating in response to a vehicular movement. Typically, each vehicle with a
realistic mobility model only moves a very small distance at each simulation step. For
instance, a vehicle travelling at a speed of 100km/h, for each second of simulation,
travels a distance of 27 meters. This shows that the probability of a WifiPhy move
from the current node to one of the closest nodes is high. Thus, whenever a WifiPhy
receives a notification of a position update, it tests if the bounding box of the current
node still contains the new position. If so, the tree does not need to be updated,
otherwise the WifiPhy is removed from the current leaf and ascends to the parent node
to test if the bounding box of any other child contains the new position. The WifiPhy
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Figure 5.10: The operation of moving a node in the tree in response to a vehicular
movement. The red node indicates the previous location and the blue node the location
after the movement.
ascends until it finds a valid node, and then it is inserted in the tree, descending from
the current node to the correspondent leaf. Due to the intrinsic features of vehicular
movements, usually each node only needs to ascend one or two levels at most, reducing
the overhead of updating the tree. This process is illustrated in Figure 5.10.
5.2.2.2 Neighbor Finding
Whenever a WifiPhy intents to transmit a signal, the WifiChannel should efficiently
search for the other WifiPhys within R and select them as potential receivers. Usually,
range queries in a Quadtree would start from the root node. The algorithm descends
the tree to the leaves, visiting only the nodes that intersect the communication range
R.
Because of the inherently spatial division of the tree, for each WifiPhy in a leaf, the
closest neighbors are within the closest nodes of the tree. Thus, whenever a WifiPhy
intents to do a transmission, we start from its leaf and climb until we find a node
with a bounding box that contains the entire communication range R. During the
climb, only the nodes with a bounding box that intersects R are visited. As we reach
the leaves, only the WifiPhys within R are selected as potential receivers. We say
potential receivers, because the received power signal will be further evaluated by the
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Figure 5.11: The operation of filtering the neighbors within the communication range
R, during a signal transmission originated by a WifiPhy. The red node is the sender
and the blue nodes are the receivers.
physical model. This process is illustrated in Fig. 5.11.
By filtering the WifiPhys within R, we avoid checking additional receivers for which
we know the reception will fail. However, the R value must be chosen carefully to
avoid false negatives. In Equation 5.3, in addiction to the Ploss value, Pr not only
depends on Pt and Gt, but also on the Gr. Thus, the communication range R not only
depends on the transmission power and antenna gains of the senders, but also on the
antenna gains of the receivers, and in a simulation scenario we may find receivers with
different antenna gains.
For a signal transmission from a transmitter A to a receiver B, the transmission only
succeeds at B if Pr > EDT . Thus, there is a maximum value of accepted Ploss for
which B accepts the transmission:
Ploss = EDT − (Pt +Gt +Gr) (5.4)
Depending on the propagation loss model, we can then calculate the maximum dis-
tance R from the maximum accepted Ploss. For instance, for the Friis propagation
model [110] which gives the power received under ideal conditions, the Ploss is given
by:
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Ploss = 10 log10
[
λ2
(4piR)2L
]
(5.5)
Then, the maximum distance R is given by:
R = 10
1
20 [10 log10(λ2)−10 log10(42pi2L)−Ploss] (5.6)
Knowing the maximum possible values for EDT and Gr between all the receivers in
the WifiChannel, by Equations 5.4 and 5.6 we can calculate the maximum range R
which contains all the potential receivers for a given transmitted signal.
5.2.3 Evaluation
The goal of this section is to compare the performance between our improved simulator
and the original version of NS-3. For a precise evaluation that allows us to analyse
the limits in terms of performance, we require a typical network protocol and a large-
scale scenario with a realistic mobility model. Thus, we fed the simulator with the
real urban map of the city of Porto, which has an area of 41.3km2, and implemented
the beaconing mechanisms commonly used by VANET applications. In our scenario,
each vehicle arbitrarily selects one of the predefined routes based on a shortest-path
algorithm between an origin and a destination. During the trip, vehicles periodically
broadcast beacons to the neighbourhood warning their presence. The idea is to provide
location-based information to the drivers, allowing them to know the location of all
the vehicles in the surrounding environment.
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Figure 5.12: Processing time required to execute a simulation step of 1 second.
Experiments were carried out on a PC with a 2.6 GHz Intel Core2 Duo CPU, 4Gb
RAM and the Ubuntu 11.04 operating system. The interval for beaconing was 1 second
and the size of each packet was 50 bytes. We performed simulations with a variable
number of nodes in ranges from 500 to 15,000 vehicles. Please note that at a given
time of the day, the city of Porto has approximately 10,500 moving vehicles [111]. For
each simulation, we measured the processing time and memory usage of the channel
propagation method of NS-3, and also of our channel propagation method for 100,
250, 500 and 1,000 meters as the maximum range R.
Figure 5.12 shows the results for the metric ”processing time required to execute a
simulation step of 1 second” and Fig. 5.13 shows the results for the memory usage.
We can see that using the original NS-3 the processing time and memory usage
grow exponentially with the number of nodes. This was expected due to the O(N)
interactions and scheduled events for every transmitted packet. In fact, due to memory
restrictions, it was not possible to evaluate the original NS-3 for more than 3,000
nodes. However, using our proposed channel propagation scheme, the gains in terms
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Figure 5.13: Memory usage.
of efficiency are very significant. As depicted in Fig. 5.12 and 5.13, the processing time
is much faster and the memory consumption is much lower, enabling simulations with
higher number of nodes. For instance, it is interesting to note that for R = 250, the
processing time required to execute a step with 3,000 vehicles, is less than 1 second.
This means that, in a scenario of 3,000 nodes where the maximum communication
range is 250 meters, the simulation would run in real-time. However, if we wanted
to perform the same simulation with the original NS-3, each step of simulation would
take 74 seconds.
The results also demonstrate that for small values of R the processing time becomes
faster and the memory consumption becomes lower. On the other hand, as R increases,
the processing time becomes slower and the memory usage becomes higher. At the
worst case, when R is so large that all the nodes can reach any other node in the
network, the performance is comparable to the performance of the original NS-3, with
a small degradation due to the overhead introduced by our algorithms. Fig. 5.14 shows
a snapshot of the internal structure of the Quadtree during a simulation. The red lines
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Figure 5.14: Snapshot of the Quadtree during a simulation.
represent the quadrants and the blue points represent the WifiPhys in the leaves. The
roads are in background.
5.2.4 Related Work
Discrete-event simulation is the most used technique to evaluate protocols and ar-
chitectures for wireless networks. The existing network simulators, differ not only
in realism and accuracy of the results, but also in performance and scalability of
simulations. Naturally, as the simulation complexity increases in an attempt to closely
mimic reality, the simulation performance decreases. Performance comparison between
network simulators was given in [112] and [51]. However, results demonstrated that
current simulators have performance limitations when dealing with large-scale wireless
simulation scenarios.
A common problem in wireless network simulations is to determine which nodes
are involved in the reception of a given transmitted packet. Since a wireless signal
strength decreases with distance [113], for a large scenario, only a small subset of
nodes will be within reception range and the remaining network will not be affected
by the transmission. Perrone and Nicol show in [114] that techniques devised for the
simulation of systems of self-gravitating bodies (N -body problem) can be successfully
applied to reduce the complexity of interference computations in wireless network
simulations. Compared to the brute-force approach, results show that the Barnes-
Hut [115] algorithm significantly reduces the number of computed pairwise interactions
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between nodes. Exploiting the idea of limited interference, [116] proposed two ways
to enhance NS-2 performance, both based on additional data structures to keep track
of the nodes - a Grid-based and a List-based node organization. The improvements
resulted in a substantial increase of performance, allowing simulations of up to 3,000
nodes and 30 times faster. The authors of [48] also propose spatial data structures
for efficient radio signal propagation, and [117] describes another grid-based approach
where the computation is staged to allow the reuse of previously computed results.
In [118], authors also propose tailored data structures and new techniques to enhance
the proximity detection of mobile nodes. Performance improvements through the use
of distributed and parallel computing architectures are also gaining a lot of interest in
the simulation of large-scale wireless networks [44, 119, 120].
5.2.5 Conclusions
NS-3 simulator has limited performance for the simulation of large-scale wireless
networks, such as vehicular ad-hoc networks. In order to increase the performance
and scalability, we proposed improvements to the wireless module of NS-3, through the
use of a spatial indexing data-structure and algorithms for fast position updates and
neighbour finding. Our results show the optimization herein proposed makes it feasible
to run simulations with more than 10,000 nodes, resulting in significant performance
improvements both in execution time and memory usage. At the worst case, when all
the nodes can communicate with any other node in the network, the performance is
comparable to the performance of the original simulator. The improvements herein
proposed for NS-3 can also be implemented on other network simulators, such as
OMNeT++, increasing their scalability.
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Chapter 6
Simulation of VANET Applications
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Vehicular Networks have been envisioned with two main types of applications in mind:
safety and traffic efficiency. During the course of this work, some safety and traffic
efficiency related ITS applications were proposed. In this chapter we present the main
proposals and how they were implemented and evaluated, taking advantage of the
characteristics of VNS.
First, we demonstrate the capabilities of VNS, implementing a large-scale analysis
of V2V communications when used for the exchange of status information (beacons)
between vehicles. A performance comparison with other open-source simulators is
also provided. Then, we present the Virtual Traffic Lights (VTLs) system, a traffic
control scheme in which the conventional traffic lights infrastructure is replaced by self-
organized VTLs. We take advantage of VNS capabilities to evaluate the performance
of this system in a large-scale and realistic scenario. We also present a co-ADAS for
the overtaking maneuver of long and vision-obstructing vehicles that relies on V2V
and video-streaming technology. This system is tested in a realistic simulation sce-
nario. Using a driving simulator integrated with VNS, a preliminary evaluation on the
feasibility of this system under overtaking situations is performed. Finally, we present
a distributed and dynamic taxi-sharing system enabled by wireless communications
and distributed computing capabilities. The VNS framework is extended to model the
behaviour of a taxi fleet and their passengers in a realistic manner. Additionally, we
implement a simulation environment to evaluate an online taxi-stand recommendation
system. The proposed system relies on time series forecasting techniques to improve
the taxi driver mobility intelligence. We implement a replica of the real taxi operations
in Porto, where two fleets compete to get as many services as possible.
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6.1 Large Scale Beaconing Evaluation
Vehicular communications using the IEEE 802.11p [20] radio access technology are
defined as the basis for future cooperative active safety applications. Through the
periodic transmission of short status messages or beacons, information such as posi-
tion, speed, and direction can be exchanged in real-time between vehicles. The idea
is to ensure that vehicles become aware of each other’s existence in a road traffic
environment. These beacon messages are broadcasted at regular intervals, building a
fresh picture of the surrounding environment, so that drivers can be warned in time
to detect potential dangers. Thus, long delays in the transmission process are not
only unacceptable, but potentially dangerous. High transmission rates enable vehicles
to sense their vicinity quickly, but can also congest the wireless medium (increasing
packet loss and delay) due to the contention-based EDCA mechanism of IEEE 802.11p
MAC.
In order to demonstrate the capabilities of VNS, as well as to evaluate its performance,
we have implemented the beacon application and tested it under different scenarios.
First, we implemented a basic scenario to validate VNS simulations. The goal is
to compare the performance of VNS (using the optimized NS-3 wireless module)
against the original version of NS-3, expecting the same simulation output using both
simulators. Second, we evaluate the performance of the beaconing application in large
scenario, such as a Manhattan-like scenario and the city of Porto with a realistic
vehicular mobility pattern. Finally, we also use a beaconing application experiment
to perform a performance comparison between VNS, Veins and iTetris.
Beacons contain a message defined by the European ITS VANET Protocol (EIVP)
Cooperative Awareness Message (CAM), as defined in [24]. It is approximately 400
bytes long (including security fields) and it is only transmitted in the one-hop commu-
nication range, which is approximately 140 meters for urban environments [121]. For
the data rate, we used the 6Mbps that is generally accepted and has shown to be very
efficient [122]. We do not consider the periodic channel switching as proposed in [20],
but assume instead that a node always resides on the same channel. All the network
simulation parameters used in our simulations are summarized in Table 6.1, and the
remaining parameters are set according to the default values used by NS-3.
We selected different beaconing rates (5Hz, 10Hz and 20Hz). Whenever a vehicle
enters the network, it starts transmitting only after a random time between its creation
plus the beaconing interval. This is important in order to avoid full synchronization
between all transmissions in the medium. At the moment a beacon is generated, it
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Table 6.1: Simulation Parameters
Parameter Value
RTS/CTS False
BitRate OfdmRate6MbpsBW10MHz
WifiMac Helper NqosWifiMacHelper
WifiMac Type AdhocWifiMac
WifiPhy Standard 80211 10MHZ
WifiMacQueue MaxDelay Conform to beaconing rate
WifiMacQueue MaxPackets Maximum of 1 beacon
Propagation Loss Models
Log Distance ReferenceLoss: 37.35 dB
Nakagami m0: 1.5, d0: 60, m1: 0.75, m2: 0
Propagation Delay Model Constant Speed
DCF MinCw 15
DCF MaxCw 1023
DCF Aifsn 9
EnergyDetectionThreshold -96 dB
TxPowerStart 16 dB
TxPowerEnd 16 dB
is immediately queued in the IEEE 802.11p MAC transmission queue. Since it only
makes sense to transmit fresh beaconing information, the other beacons waiting in the
queue are dropped and replaced by the most recent one.
Our experiments were carried out by a PC with an Intel R© CoreTM i7-860 Processor
(8M Cache, 2.80 GHz), 8Gb RAM and the Ubuntu 12.04 operating system. We have
used VNS 1.0, which is composed by the new version of our traffic simulator and the
version 3.14.1 of NS-3. Our experiments were carried out by a workstation with an
Intel(R) Core(TM) i7 CPU 860 @ 2.8GHz (4 cores) and 8 GB of DDR3 1066MHz
RAM, running Ubuntu 12.04 with the 3.2.0-27 Linux kernel. We have used VNS 1.0,
the version 0.16 of SUMO, 3.16 of NS-3, 1.0 of Veins and X of iTetris.
6.1.1 Validation of VNS simulations
We designed a simple scenario where vehicles are uniformly placed in a grid-like map.
The spacing between cells is 50 meters, which means that neighbouring vehicles are
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separated by 50 meters of distance. In this case, we want vehicles to remain stationary,
avoiding additional packet loss due to vehicular movements. The idea is to reduce the
randomness between different simulations. For the same reason, in this case we also
do not use the probabilistic Nakagami fading model.
Figure 6.1: Performance comparison between VNS and NS-3 for different beaconing
rates.
The goal is not only to compare the VNS optimizations on the network simulator
against the original version of NS-3, but also to validate the results. For both cases,
we ran experiments for different beaconing rates, 5Hz, 10Hz and 20Hz. Figure 6.1
shows the results for the metric ”processing time required to execute a simulation
step of 1 second”. We can see that using the original version of NS-3, the processing
time grows exponentially with the number of vehicles. Like the results provided in
Section 5.2.3, these results were expected due to the O(N) interactions and scheduled
events for every transmitted packet. However, in VNS the gains in terms of efficiency
are very significant. The processing time is much faster, enabling simulations with
higher number of nodes.
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Figure 6.2: Beacon Reception Probability for different beaconing rates.
In order to validate the performance results, we evaluated the Beacon Reception
Probability (BRP) for the same scenario. The BRP is the probability that a beacon
generated by vehicle i is received by vehicle j. The number of beacons received at j is
divided by the number of beacons generated by i to obtain the delivery ratio. Since
vehicles remain stationary, loss is only caused by dropped packets at the queue or
collisions. In a first phase, we still observed small differences in the results caused by
the randomness in the starting time of transmissions. In order to solve this issue and
perform a fair comparison, we have used the same RNG seed for both frameworks.
Hence, for each beaconing rate and each number for neighbours, we ran 30 different
simulations. For each simulation the same seed was used either in VNS and NS-3.
Additionally, we have reduced the distance between cells, so that we can increase
the number of neighbours and keep the same communication range. The number of
neighbours refers to the number of vehicles within the senders’ communication range,
and thus, possible receptors of a transmission. Figure 6.2 shows the results for different
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beaconing rates in experiments performed by VNS and the original version of NS-3. As
we can observe, each experiment outputs equal results in both frameworks, validating
the optimizations proposed in Section 5.2. These results also show that BRP decreases
when the number of neighbours using the same radio channel is high, which was also
observed in other research works [123, 124].
6.1.2 Beaconing evaluation in a Manhattan grid scenario
Figure 6.3: Distribution of the average Number of Neighbours in the Manhattan
Scenario.
Once our proposed optimizations to VNS are now validated, in a way that they do not
change the output of the original simulator, we can now perform realistic simulations
of large-scale wireless communications. In this experiment we want to evaluate the
BRP of the beaconing application in well-known scenario. We have implemented a 5x5
Manhattan-grid scenario, where each road has 400 meters in length and three lanes in
each direction. Vehicles are generated from all quadrants, and then move straight and
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exit the scenario in the opposite quadrants. There are fixed-time traffic lights in every
intersection, with equal phase times for each approach. The beaconing generation
rate is 10 Hz, which is the rate assumed by many vehicular applications. We ran a
30 minute simulation with a constant generation rate of 1 vehicle per second on each
road, and thus, traffic congestion continues to grow until the end of the simulation,
when there are approximately 7,000 vehicles on the scenario.
Figure 6.4: Distribution of the BRP in the Manhattan Scenario for a beaconing rate
of 10 Hz.
Figure 6.3 shows the average number of neighbours for each position on the map and
Fig. 6.4 shows the average BRP distribution. The average number of neighbours refers
to the number of vehicles within the sender’s communication range, during a beacon
transmission in a specific location. Clearly, we can see that the BRP decreases around
intersections, where the number of neighbours is higher and the wireless medium
is more congested. These results are very important for applications such as the
VTL system presented in [9]. Like most applications, VTLs are heavily dependent of
the beaconing mechanisms of VANETs. Thus, solutions should be found in order to
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increase the BRP, as well as to provide the required efficiency and reliability of VTLs
at intersections.
6.1.3 Beaconing evaluation in the Porto scenario
In order to demonstrate the capabilities of VNS, we also evaluate the beaconing
application in a realistic and large-scale scenario. We fed our simulator with the real
urban map of the city of Porto. It is a very detailed map, with the real roads, bus lanes,
intersections, stop and yield signs as well as traffic lights. We have built a mobility
model with the realistic movements of cars, taxis and buses of the city. Based on
the mobility study presented in [125], we have generated a detailed origin-destination
matrix of the rush hour, between 7:30 AM and 9:30 AM. During this period, around
130,000 vehicles travel in the city. Additionally, our model was extended with the real
vehicular traces of the largest taxi fleet in Porto [2], and with the publicly available
information [126] of bus lines and timetables. We ran 40 minutes of simulation time
with a beaconing generation rate of 10 Hz, and we have selected the last 5 minutes to
measure the BRP, when there were around 15,000 vehicles in the city. This simulation
took approximately 7 hours of execution time.
Figure 6.5: Distribution of the average Number of Neighbours in Porto.
Figures 6.5 and 6.6 show the average number of neighbours and the average BRP
distribution, respectively. Based on the realistic mobility matrix, we can observe that
the traffic congestion is higher in the main highways. The same pattern is also observed
in [111], which reflects the accuracy of our mobility model. It is clear that the wireless
channel rapidly becomes overloaded under high vehicle densities, and as result, the
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Figure 6.6: Distribution of the BRP in Porto for a beaconing rate of 10 Hz.
performance of the beaconing deteriorates. Many research activities propose to solve
this scalability problem using transmission power control [127] or adaptive generation
rate [124].
6.1.4 Performance comparison with Veins and iTETRIS
We also resorted to the beaconing application to compare the performance of VNS,
iTETRIS and Veins. Since we are comparing different frameworks with different
mobility and network simulators, the simulation scenario should be carefully chosen
in order to increase the accuracy of results. For this reason the beacon application is
relatively simple to implement in all the mentioned frameworks, as well as it allows
us to perform a fair comparison of performance. As our objective is to measure the
performance, we are not interested in a realistic traffic demand, but in a scenario where
the mobility can be exactly reproduced in both frameworks. Thus, a Manhattan grid of
NxN roads was implemented in VNS and SUMO. Each road has a length of 500 meters
and contains 2 lanes, one in each direction. Vehicles are generated every 3 seconds
from all quadrants following an uniform distribution, and then move straight and exit
the scenario in the opposite quadrants. The selected mobility parameters are described
in table 6.2. We have chosen the Krauss [69] car following model due to the fact of
being the default model used in SUMO, as well as to be one of the microscopic models
available in VNS. Intersections are ruled by fixed-time traffic lights, with equal phase
times for each approach. Once there are only one lane in each direction, vehicles are
not allowed to perform lane changes, and thus, lane changing models do not influence
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mobility. That way, we can improve the similarity of the mobility behaviour between
SUMO and VNS.
Table 6.2: Traffic Simulation Parameters
Parameter Value
Road Length 500 m
Forward Lanes 1
Backward Lanes 1
Krauss Driver Model
Maximum Vehicle Speed 13.88 m/s
Acceleration 3.0
Deceleration 6.0
Minimum Gap 3.0
Vehicle Length 4.7m
Driver imperfection 0.5
Figure 6.7: Execution time required for each simulation.
We ran simulations of 60 seconds for different values of N on the size of the grid,
with a simulation time step of 0.1 seconds. Results illustrated in Fig. 6.7 show the
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execution performance of mobility simulations. It is clear that VNS performs largely
better than SUMO, and the main reason is that it takes advantage of parallelism in
multi-core machines. Additionally, we can see that even the single-threaded version of
VNS performs better than SUMO. This is important because the current version of
SUMO does not benefit from parallelism and thus would not be fair to compare it with
a parallel version of VNS. Measuring the vehicles’ exiting time during simulations, we
confirmed that the results are exactly the same using VNS or SUMO. This is important,
as it validates the correctness of our implementation of the Krauss driver model on
VNS.
Finally, to compare the performance between VNS, VEINS and iTETRIS, we used the
mobility model described above and implemented the previously described beaconing
application in NS-3 and OMNeT++. Since we already have a NS-3 implementation,
it was not difficult to port the beaconing application code to iTETRIS. However, in
order to improve its performance, some mechanisms of iTETRIS were disabled (i.e iCS
logging). Then, we implemented the same beaconing application on OMNeT++ not
only to evaluate Veins but also to test the same implementation with VNS using the
OmnetNetworkModule. The network simulation parameters are the same described in
Table 6.1, with the exception for the probabilistic Nakagami fading model, which is
not used to reduce the randomness of the nodes’ communication range. Since some
parameters are different on OMNeT++ and NS-3, we tried to maximize the similarity
between both simulations. While parameters affecting the communication range or
the number of scheduled events were chosen and tested carefully to maintain simi-
larity between NS-3 and OMNeT++ simulations, the others do not increase relevant
difference on the computational performance results.
Table 6.3: Execution time measurements when performing 60 seconds of simulation
on VNS, Veins and iTETRIS.
Scenario VNS (NS-3) VNS (NS-31) VNS (OMNeT++) Veins iTETRIS
1x1 3.3s 4.9s 364.5s 718.7s 24.0s
2x2 4.5s 9.4s 580.7s 1065.1s 68.8s
4x4 8.58s 31.5s 989.9s 1568.2s 275.4s
8x8 18.83s 119.0s 1727.4 3886.0s 558.0s
16x16 35.7s 526.4s 4098.2s 5278.1 1255.6s
32x32 72.2s 3234.8s 5458.6s 12539.5 3607.1s
64x64 156.4s 7779.9s 11493.2s 20970.4 8729.0s
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Table 6.4: Memory Usage measurements when performing 60 seconds of simulation
on VNS, Veins and iTETRIS.
Scenario VNS (NS-3) VNS (NS-31) VNS (OMNeT++) Veins iTETRIS
1x1 18 Mb 18 Mb 23 Mb 46 Mb 70 Mb
2x2 20 Mb 20 Mb 26 Mb 48 Mb 78 Mb
4x4 24 Mb 25 Mb 30 Mb 51 Mb 89 Mb
8x8 33 Mb 34 Mb 61 Mb 63 Mb 115 Mb
16x16 50 Mb 53 Mb 81 Mb 92 Mb 176 Mb
32x32 88 Mb 94 Mb 123 Mb 173 Mb 288 Mb
64x64 168 Mb 191 Mb 214 Mb 412 Mb 638 Mb
Table 6.3 shows the execution time measurements when performing 60 seconds of bea-
coning simulation on VNS, Veins and iTETRIS. More precisely, the experiments were
executed on VNS using the NS3NetworkModule with the optimized and original version
of NS-31, VNS using the OmnetNetworkModule, Veins (SUMO and OMNeT++) and
on iTETRIS (SUMO and NS-3). It is clear that VNS using the NS3NetworkModule
with the spatial search optimizations proposed in Section 5.2, strongly outperforms
the other solutions. However, we notice the advantage of the VNS architecture when
comparing VNS (NS-31) and iTETRIS. While the communication and synchronization
between SUMO, iCS and NS-3 demands for high execution time at each simulation
step of iTETRIS, the proposed architecture for VNS provides very efficient communi-
cation between traffic and network modules. This observation is also confirmed when
comparing VNS (OMNeT++) with Veins.
1The original version of NS-3 does not have the spatial search optimizations proposed in Section 5.2
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6.2 Self-Organized Traffic Control
Mitigating road congestion is one of the main areas of ITS research. Actually, this is
a very significant problem, as its cost has been estimated to reach 1% of the European
Union’s Gross Domestic Product (GDP) in 2010 [128]. Possible solutions to this
problem rely on the reduction of total number of vehicles on roads, on increasing
road infrastructures or improving the traffic flow of current road infrastructures. In
economic terms, the most sustainable solution would be based on increasing the
throughput of the already existing road infrastructure, which is also the relevant
approach for VANET based research. Several papers have described VANET-based
Traffic Information Systems (TIS) that allow vehicles to avoid congested roads and
select alternative routes that provide a higher flow of traffic [129, 130]. Such TIS enable
a wider usage of the road network, diverting drivers from congested roads. Whether
a massive usage of the informed, but yet selfish, routing engines that are fed by TIS
will actually provide a solution to traffic congestion, remains to be seen [131]. It is
clear that a wider usage of the road network will result in higher conflicts at road
intersections. Considering these intersections as a crucial resource that is responsible
for the continuity of traffic flows, the focus of this work is in the role of VANET for the
efficient management of these fundamental components of the road network. Currently,
a small percentage of the intersections of the road network are equipped with adaptive
traffic lights, providing the state-of-the-art in terms of intersection management to
maximize traffic flow [132].
Following the previous work on in-vehicle traffic signs [133], in [9] we propose the
migration of these roadside-based traffic lights to in-vehicle VTL supported only
by the advent of V2V communications. This work resulted in the submission of a
patent application, which is available here [134]. The application has been done in
cooperation with Carnegie Mellon University Tech Transfer Office, which is leading
its commercialization efforts. In the proposed VTL system, elected vehicles act as
temporary infrastructures and broadcast traffic light messages that are conveyed to
drivers through in-vehicle displays. The VTL system not only optimizes the traffic flow
of individual intersections, but also provides a scalable solution that renders signalized
control of intersections truly ubiquitous. This ubiquity would allow maximizing the
throughput of the complete road network, rather than the reduced number of road
junctions that are currently managed by traffic lights. This is particular important in
the context of traffic, as a single bottleneck can rapidly propagate congestion through
the road network. This section describes implementation of VTLs in the context of
the VNS simulator, in order to study their impact on the traffic flow of an European
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city, such as Porto.
6.2.1 Virtual Traffic Lights
The VTL system relies on the core characteristics of VANETs to create a self-organized
traffic paradigm where vehicles act as mobile sensors of the traffic state and cooperate
with each other to control the crossing conflicts at intersections, replacing the fixed
traffic light infrastructure. The principle of operation of VTLs is illustrated in Fig. 6.8.
For each vehicle, the VTL application runs on a dedicated AU maintaining an internal
database with information about intersections where a virtual traffic light can be
created. When approaching such intersections, the application checks whether there
is a VTL running that must be obeyed, or if there is a need to create one as a result
of perceiving crossing conflicts between approaching vehicles (see Fig. 6.8(a)). It is
assumed that each node maintains a Location Table (LT) containing information about
every node in its vicinity, that is constantly updated through the reception of new
beacons. If it is necessary to create a VTL, then all the vehicles approaching the
intersection must agree on electing one of them to become the leader, which will
be the responsible for creating the VTL and broadcast the traffic light messages
(see Fig. 6.8(b)). This vehicle will work as a temporary virtual infrastructure for
the intersection and assume the responsibility of controlling the VTL. The leader
vehicle should have two important characteristics: i) be presented with a red light,
and thus be stopped at an intersection while leading it; and ii) be the closest vehicle
to the intersection center in its own cluster, in order to improve the omni-directional
broadcast of the VTL messages to all approaches. We should note that the stopping
place of leader vehicles in the VTL protocol is much closer to the center of the
intersection than the usual stopping place of cluster leading vehicles in existing physical
traffic light systems. As the visual perspective of the traffic light is always perfect
through in-vehicle display, we can optimize the omni-directional emission of the radio
signal by assigning the stopping place of the leader to be as close as possible to the
center of the intersection. During the existence of this leader, the other vehicles act as
passive nodes in the protocol, listening to the traffic light messages and just presenting
them to the driver through the in-vehicle displays.
During the VTL lifetime, the leader only commutes its current phase, but the virtual
traffic light message remains the same. Once the current phase is finished, the leader
changes the virtual traffic light message to apply the next phase. When the green light
is in the leader’s lane, a new leader must be elected to maintain the VTL. If there are
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Figure 6.8: The principle of operation of the proposed Virtual Traffic Lights.
vehicles stopped before a red light at the intersection, the current leader just selects
one of these vehicles to become the new leader, which will maintain the current state
list and use the same rule for phase transitions. If there are no stopped vehicles under
red lights, then a new leader will be elected by the same process whenever necessary.
Note that once the VTL leader detects that the road with the green light has no
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additional vehicles attempting to cross the intersection, the current phase is inter-
rupted and the green light is given to the next approach. Moreover, if the VTL is no
longer required, the cycle can be interrupted and vehicles proceed without stopping
(see Fig. 6.8(c)). Speed recommendations or the remaining phase time could also be
transmitted by the leader to vehicles as they approach the intersection, enabling them
to reach an optimum speed and thus reduce the fuel consumption and pollution.
6.2.2 Simulation Evaluation
The evaluation of the in-vehicle VTL system resorts to simulation. It is worth pointing
out that the VTL system is expected to have an impact on traffic in two fundamental
aspects, namely safety and flow efficiency. However, since it is extremely difficult to
provide evidence for safety-related benefits of an VTL approach through simulations,
the focus of our evaluation is then concerned with the issue of traffic flow.
In a VTL scenario, the information received from the network has to affect the mobility
simulation at a microscopic level and vice versa. Each vehicle maintains and obeys its
own representation of a virtual traffic light instead of a central infrastructure. However,
the implementation of VTLs is very hard to implement with bi-directional coupling
frameworks such as Veins [3]. Besides the scalability problems for large scenarios, the
traffic simulator was not designed to allow extensibility and the implementation of the
VTL system would require several modifications in its core. Therefore, we started to
implement VNS with an architecture redesigned to solve the problem of conventional
simulators and allow the evaluation of these type of applications. In fact, the study
of VTLs in large-scale scenarios was one of the main motivations to build VNS. Thus,
for the experiments we used one of the first versions of VNS (in the early stages of
development [84]), implementing a mobility model based on the realistic traffic pattern
of the city of Porto and using the IDM [71] model. The routing model of vehicles was
defined based on the aerial survey described in [111], forcing each vehicle to choose a
route that passes through the road segment where the vehicle was pinpointed.
The VTL system was implemented on the top of the SimpleNetworkModule, a very
simple model that abstracts the MAC and physical layers. Since we are only interested
in measuring traffic flow, a detailed simulation of network communications is not
required. The security, reliability, and latency of the wireless communications are
assumed to be adequate for the requirements of the VTLs system. Avoiding the use
of high computational communication models is crucial for the simulation efficiency
and enables the large-scale simulation of VTL scenarios. However, if the goal was
138 CHAPTER 6. SIMULATION OF VANET APPLICATIONS
Figure 6.9: Traffic light deployment in the city of Porto. The red dots show the
location of the intersections that are managed by traffic lights in Porto.
to perform a detailed evaluation of the communication protocol (and is expected for
future works), the NS3NetworkModule or OmnetNetworkModule should be selected
instead. To implement the VTL protocol, a LT storing information about all the
neighbours of a node, and a Virtual Traffic Lights Table (VTLT), storing information
about the virtual traffic light configuration at an intersection, were added to the
SimpleNetworkModule. Using the discrete-event simulation approach of the selected
network module, each vehicle is able to send/receive packets to/from the network layer.
To enable periodic beaconing, new methods were defined to create beacon packets and
broadcast them to vehicles within the communication range. In addition, new methods
were also defined to update the LT upon reception of a beacon packet. Each vehicle
has a variety of micro-simulated features, such as speed, acceleration, heading, and
position. Vehicles that are approaching an intersection query their internal VTLT for
a traffic light, and if such a light exists, they move exactly as if in the presence
of a physical traffic light. The vehicle module was extended, and some methods
redefined, in order to obey virtual traffic lights instead of the physical infrastructures.
The visualization component of the simulator also displays each vehicle in the color
associated with its in-vehicle traffic light (green, yellow, or red) providing graphical
feedback to understand the distributed behaviour of the protocol.
We evaluated the impact on traffic flow of our VTL system in the scenario of an entire
European city, Porto (Fig. 6.9), with a total of 965 km of roads and 2000 intersections,
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328 of which are governed by physical traffic lights. The annual electricity bill of these
traffic lights amounts to 0.6 million euros. We run two different simulations: one
using the real physical traffic lights that govern the 328 signalized intersections of the
city (with fixed cycle duration and green splits); and one using the VTL system. The
simulations also use four different densities: 24 veh/km2 (low), 120 veh/km2 (medium-
low), 251 veh/km2 (medium-high), and 333 veh/km2 (high). Statistics were collected
(after a 15 minutes warm-up period) from simulations which lasted for additional 15
minutes for each data point. The results are averaged over 14 runs for each density.
The 95% confidence intervals are computed by randomly dividing the 14 data points
obtained from simulations into 2 batches of 7 data points.
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Figure 6.10: Percentage benefit of using in-vehicle traffic lights in the city of Porto.
Benefit is quantified in terms of the increase in average flow rate (with 95% confidence
intervals) as a function of vehicle density.
Figure 6.10 shows the percentage benefit in terms of the increase in average flow
rate of the VTL system versus the real physical traffic lights that govern 16% of the
intersections of Porto, as a function of vehicle density. The percentage benefit starts
at nearly 20% for low traffic density. Under such low-dense scenario, the gain is
due to the elimination of unnecessary red lights enabled by the VTL system. This
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value is not higher because such unnecessary red lights happen at most in 16% of
the intersections in the simulations with the real traffic lights of the city. As density
increases, these unnecessary red lights become irrelevant, as intersection conflicts are
permanent. Interestingly, and despite the irrelevance of the unnecessary red light
elimination, the percentage benefit of VTL increases substantially as traffic density
becomes higher. The gains at these higher densities result from the ubiquitous traffic
control that is enabled by VTL, highlighting the significance of a subtle phenomenon
associated with partial deployment of traffic lights in several U.S. and European cities:
the absence of traffic lights at the majority of intersections clearly exacerbates the
contention (and the congestion) at those intersections for high densities. The proposed
in-vehicle traffic lights can alleviate the congestion due to absence of traffic lights
dramatically (by more than 60%) at high traffic densities. Considering cities such as
New York City (NYC), Dublin, and Porto, this translates to a 60% increase in average
flow rates which is quite significant.
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6.3 See Through System
ADAS are designed to increase the driver’s awareness of the surrounding environment,
resulting in enhanced safety and comfort. Examples of such systems are GPS nav-
igation, adaptive cruise control, lane departure warning, night vision, adaptive light
control, pedestrian protection, traffic sign recognition or blind spot detection. Many of
these systems rely on a type of sensor which is becoming popular in modern vehicles:
windshield-installed cameras. The images captured by these cameras are processed
by software or dedicated hardware which is capable of identifying, for instance, the
distance to the preceding vehicle, the lane markings on the pavement, pedestrians, or
speed limits posted on traffic signs. The advent of vehicular communications, opens
the possibility of designing ADAS which base their functioning in data collected from
sensors residing in other vehicles. VANETs are thus enabling the design of cooperative
advanced driver assistance systems (co-ADAS). Increasing the awareness of a driver
through visual data remotely collected from the windshield-installed camera sensors
of nearby vehicles is a promising avenue for the design of co-ADAS.
The overtaking of long and vision-obstructing vehicles on the road, such as trucks,
is a difficult and challenging task when there is no overtaking lane other than the
one used by vehicles travelling in the opposite direction. Vision-obstructing vehicles,
where the absence of transparent surfaces disables seeing through the vehicle, clearly
reduce the awareness of drivers that travel behind such vehicles. As a result, a longer
following distance is normally kept by the vehicle travelling behind, to improve the
field of vision, as well as to increase the reaction time in the event of a sudden brake
or maneuver by the vehicle in front. In addition to this distance, the length of vision-
obstructing vehicles is typically large. For example, the maximum overall length of
a truck in the majority of the EU and EEA member states is 18.75 meters. In some
countries like Sweden and Finland this length can even reach 25.25 meters. In other
areas of the world like Argentina, Australia, Mexico, the United States and Canada
exist even larger vehicles, called road trains, that are used to move extremely large
loads like several trailers. The maximal length of the largest road trains, which are
the Triple and AB-Quad road trains can reach 53.5 meters.
Overtaking such vehicles through the use of the opposite direction traffic lane is thus
a challenging task, and all the information that can support the decision of the driver
in starting this maneuver is very useful. Drivers of such large and vision-obstructing
vehicles are aware of such difficulty and we often observe their cooperation through
hand-waving or actuation of turn signals to inform the driver behind that it is safe to
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overtake. VANETs allow replacing this unreliable driver-to-driver communication by
automated vehicle-to-vehicle communication carried out through wireless technologies
such as DSRC [18], supporting a co-ADAS for the overtaking maneuver that leverages
the dissemination of wind-shield installed cameras in modern vehicles.
Figure 6.11: Road scenario showing the use of the STS
In [11] we propose the STS, a co-ADAS for the overtaking maneuver of long and
vision-obstructing vehicles that uses VANET technology to provide a video-streaming
between the vehicle in front and the vehicle behind. The STS allows the overtaking
vehicle to have the visual perspective of the road of the preceding vehicle, enhancing
the driver’s visual perception of vehicles travelling in the opposite direction lane.
Figure 6.11 provides a snapshot of a possible road situation where STS is being used.
In this section we describe STS and provide a preliminary usability evaluation through
the integration of a realistic driving simulator with the VNS framework.
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6.3.1 System Architecture
In order to deploy the STS system, vehicles must be equipped with V2V communica-
tion technology, location sensors such as GPS and wind-shield cameras. These cameras
are connected to an on-board computer that is able to compress video, recognize traffic
signs and support the inter-vehicle communication protocols. The overtaking vehicles
have a screen on the dashboard where the received video streaming can be visualized.
In suitable roads (one lane per direction) the STS system checks if the overtaking
maneuver is allowed. This can be detected by mapping the current GPS position
on a digital road map and check the overtaking rules information available on the
map-matched road. Other alternative is by using traffic sign recognition technology
to detect if some traffic sign permits the overtaking maneuver. If overtaking is
not allowed, the activation of the STS will be automatically disabled. The vision-
obstructing/long vehicles display a rear sign mentioning ”STS Enabled” (a VANET
enhancement over the typical ”Long Vehicle” sign). This sign is used to inform the
overtaking drivers that the vehicle in front of them is equipped with the cooperative
system. Hence, drivers closely approach the rear of the vehicle to enable STS by
pressing some context-aware button on the steering wheel. Since the overtaking vehicle
also detects the ”STS Enabled” sign, the context for the button is automatically set
as sign recognition.
Upon the activation of the system, the overtaking vehicle sends an unicast message
to the vehicle in front asking for STS cooperation. The vehicle in front receives this
message and validates its participation in the STS protocol. Upon validation, the
vehicle in front starts a video streaming communication to the overtaking vehicle
of the signal collected by its wind-shield installed camera. The overtaking vehicle
receives this video streaming and displays it to the driver through the dashboard
screen. The overtaking vehicle sends a message to end the protocol when the overtaking
is completed, which is automatically detected by its GPS position and distance between
the involved vehicles. An important aspect of the STS as an overtaking assistance
system is that it just provides additional visibility, leaving the decision to engage in
the maneuver to the driver of the vehicle.
The implementation of STS is based on the current state-of-the-art and evolving stan-
dards for automotive communication. Following the specifications and technologies
proposed by the European Car-2-Car Consortium [16], STS runs in an AU and uses
the OBU to communicate with other vehicles in the ad-hoc network. Common to
other safety applications, STS relies on the Geocast features to provide communication
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among OBUs over IEEE 802.11p radio. Vehicles periodically broadcast small data
packets, known as beacons or heartbeats, to inform other vehicles in their communi-
cation range about their ID, current geographical position, speed and heading. Each
vehicle maintains a location table containing this information of every known vehicle,
and such information is updated upon the reception of new heartbeats. Thus, every
vehicle is aware of other vehicles’ location in the surrounding environment. For safety
reasons, an overtaking maneuver only makes sense when the vehicle in front is near
and fully in the line-of-sight of the vehicle that intends to overtake. Thus, the involved
vehicles must have direct communication; otherwise the application of the overtaking
vehicle should not allow the activation of STS. Due to these natural conditions for
overtaking maneuvers, STS only requires 1-hop communication, avoiding the overload
of forwarding algorithms used in multi-hop communications.
6.3.2 Simulation-based Usability Evaluation
Besides the technical feasibility evaluation [11], to the scope of these work we are
only interested in the usability study of STS as an overtaking assistant from the
point of view of the driver. The goal is to demonstrate the importance of the VNS
framework for these type of evaluations. Because of safety considerations related to
the use of an experimental system in a critical driving maneuver such as the overtaking
of vehicles in one-road-per-direction scenarios, we developed a realistic cockpit-centric
driving simulator to conduct the usability evaluation. Using the OpenSceneGraph [93]
toolkit, we constructed a driving simulator on a 3D scenario of a simple road in
a countryside area, with one lane per traffic direction. OpenSceneGraph provides
all the support for different visual perspectives of the scenario, in particular from
the point of view of the cockpit of a moving vehicle. Using the OpenSceneGraph
library it is simple to define the placement and angle of view of different cameras
capturing the scenario and getting their respective visual scope. For STS simulation
we setup two cameras: one capturing the perspective of the vehicle being driven by a
participant in the STS usability evaluation; and the other with the visual perspective
of the vehicle in front that cooperates with the request of STS. Figure 6.12 shows
the physical setup of this driving simulator, with the visual perspectives of these two
cameras. The large monitor projects the perspective of the first camera, while the
smaller monitor mimics a dashboard monitor and projects the STS video streaming
from the vehicle being overtaken. A steering wheel and a pair of acceleration and
braking pedals complement the realism of the driving simulator. Finally these driving
simulator was connected to VNS, being responsible to populate the road scenario with
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vehicles with a realistic mobility model. Vehicles include motorbikes, cars and trucks
of different sizes. The 3D road scenario also displays traffic signs, such as speed limits
and permission/prohibition of overtaking vehicles.
Figure 6.12: See Through System evaluation in the context of a driving simulator
To test the usability of the system through this simulator we resorted to 20 different
drivers recruited at the University of Porto, covering a range of ages between 20 and
65. Every person runs the tests six times to reach a certain training effect and to be
familiarized with the simulator and the STS. Half of the runs are performed using the
STS and half of them without using it. The experiment consisted on driving the given
road scenario and trying to arrive as soon as possible at the destination, respecting all
the traffic regulations. We measured the time that a test person needs to drive from
the starting point to the destination point, with and without STS. Before starting
the experiment an overview of the system was provided to the participants. After
the task, the participant completed a post-task questionnaire that addresses questions
related to the usefulness of the system. The time it takes to reach the destination
determines the participant’s driving performance. The experiment showed that a
certain experience with test driving in simulators is required to reach the minimal
required performance. Our results show a significant decrease of time to the destination
with the STS compared to not having it (See Figure 6.13).
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Figure 6.13: See Through System mean efficiency gains (p=0.0192; df=1; sum
sq.=1077.307; mean sq.=1077.31, F 74,1=5.7359)
In addition, 90.48% of the participants considers that the STS makes it easier to
overtake other vehicles. The results concluded that the use of STS correlates with
the time to reach the destination. Thus, the use of the STS provides the driver with
an additional tool for determining if traffic conditions permit starting an overtaking
maneuver. In terms of its function, the system is very similar to the rear-view mirrors
that equip vehicles and that are also checked by drivers before engaging an overtaking
maneuver. In fact, through this driver-centric evaluation we noticed that STS also
suffers from blind-spots, as happens with rear-view mirrors. Between the moment
when opposite direction vehicles leave the area of sight of the camera of the vehicle
that is streaming the video and the moment such vehicles enter the area of sight of the
driver receiving the video, it is not possible to perceive them. It may seem that this
blind-spot is very large, given the typical length of STS equipped vehicles, resulting in
a dangerous assistance system. This is, however, a false perception, and the duration
of such blind-spots is comparable to that of rear-view mirrors. If we assume that the
blind-spot of a rear-view mirror is about 2 meters and that an overtaking vehicle is
travelling at a speed 10 km/h higher than the vehicle being overtaken, then the rear-
view blind-spot duration on the overtaken vehicle lasts 0.72 seconds. In STS, if we
assume that the blind-spot of the overtaking vehicle is about 30m and that the vehicle
being overtaken, as well as the vehicle in the opposite direction lane, are travelling at
80 km/h, then the blind-spot of the overtaking vehicle lasts 0.68 seconds. Nevertheless,
this time can be significant and the design of blind-spot warning systems could also
complement the functioning of STS.
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6.4 Dynamic and Distributed Taxi-Sharing System
An efficient transportation system is vital for any modern society. Nowadays, private
cars are clearly the dominant mode of transport. In the EU, the car accounts for 77%
of all motorized passenger transport and is the only mode for which overall demand
has increased (14%) [135]. The same document has reported significant increases over
the last decade in the price of fuel and in the expenditure for operating personal
transport. All these factors combined make personal transport less attractive and
promote the development of an innovative transport modal split. Collective transport
is an important alternative mode of sustainable mobility that can compete directly
with private transport. A main goal of this type of transport is to reduce the number
of vehicles in circulation and to promote efficiency in vehicle utilization. Car-sharing
and Car-pooling initiatives have proven successful in many cities in Europe and United
States as a complement to traditional transport modes.
Taxi-sharing has the same philosophy as Car-pooling/sharing but instead relies on
taxis as a transportation resource and has a more flexible mode of operation. In [12]
we propose a taxi-sharing solution characterized by flexible routing and scheduling of
vehicles operating in shared-ride mode between distinct pickup and drop-off locations
according to passenger needs. Customers send requests to the system containing
pickup/delivery locations (Oi/Di), seat demand (si) and a maximum inconvenience
factor, which has as main function to ensure acceptable Quality of Service (QoS) for
passengers. On the other hand, the service provider (e.g. taxi union) possesses a fleet
of n vehicles with a capacity of C seats to fulfil trip requests. The main problem
is the determination of the optimal vehicle to perform a sub-set of services in taxi-
sharing, and the optimal service sequence that fulfils both passengers and service
provider’s requirements. The goal is to evaluate the impact of this system on service
providers and customers. For customers, this service combines the advantages of the
traditional taxi service (comfortable, door-to-door transportation, flexible) with some
of the advantages of public transportation (e.g. reduced cost and minor environmental
impact per passenger). Service providers benefit from the increased vehicle occupancy
(e.g. higher income per trip) and fewer overall trips/travelled distance (e.g. reduced
maintenance costs). A more detailed description of this work can be found in [12]
and an environmental impact evaluation in [13]. Although an analysis of the proposed
taxi-sharing system is out of the scope of this Thesis, in this Section we describe how
VNS was utilized to evaluate the taxi-sharing experiments and provide an basic set of
results.
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6.4.1 Taxi-sharing Algorithm
The Taxi-sharing algorithm is responsible for the efficient and real-time matching of
user requests to available resources - taxi seats. Consider a typical urban scenario
with a number of taxis and customer posing requests for transportation. When a
client needs to be transported from its current location (Oi) a pickup request is made,
which also includes its destination (Di), the allowed inconvenience factor and seat
demand (si). Due to the widespread utilization of smart-phones a possible solution is
to made the request through an application installed on these devices. Such request
is received by a central server and is propagated to the taxis currently available that
match the request criteria (i.e. geographical region, available seats, etc.). Upon the
reception of a request, the affected taxis compute the distributed vehicle algorithm
and communicate back to the server the cost associated with the trip. For each taxi
this distributed algorithm is responsible for checking whether the new request can
be associated to the current service(s) using a route cost criteria. The central server
receives the request responses, determines the least-cost admissible solution for taxi-
sharing and selects a taxi to do the service. If there is no admissible taxi-sharing
solution, the default taxi assignment solution is used (e.g. taxi at the closest stand or
closest free taxi). An important distinguishing characteristic of the proposed system is
the distribution of high computation tasks (e.g path cost calculation) to the involved
taxis. Distributed computing implies shorter processing times since the most complex
tasks are performed at each vehicle instead of a central location.
6.4.2 Simulation Methodology
In order to simulate the taxi-sharing system, both the taxi fleet operation and passen-
ger requests have to be modelled in detail. The taxi operation refers to the sequence
of stages that individual taxis perform during the day, and thus can be modelled as
a state machine in which state transitions occur under certain conditions. We have
implemented new methods to model the mobility of taxis, such as the reception of
new services, park in taxi stands, stop for passengers to enter/exit, as well as the
termination of a service and to select another taxi stand to move. For instance, when
a new service arrived, the taxi path is updated to perform the new sequence of services.
On the other hand, passenger requests corresponds to modelling the demand for taxi
services and, consequently, for available capacity in vehicles. As input to the simulator
we have used a list of real taxi requests obtained from a taxi fleet in the city of Porto.
Since each request O/D is given by a GPS coordinate, the tool first matches this to
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Figure 6.14: Simulation Methodology of the Taxi-Sharing System
the closest road segment in the map. After this procedure is completed, the designed
service scheduler emits requests at the defined time stamp.
A conceptual representation of the simulation platform is depicted in Fig. 6.14. As
previously explained, the taxi operation algorithms were build on top of the VNS
framework, which models the microscopic behaviour of vehicles and the communica-
tions between vehicles and/or infrastructure. The taxi operation component (including
taxi-sharing) receives the pre-defined request events from the scheduler and starts
the taxi-sharing algorithm. In case there is no reasonable sharing alternative, the
Taxi Operation Algorithm is called. This last algorithm replicates the traditional
taxi operation where there is solely one service per O/D pair. Given any service
sequence, the Taxi Routing component is responsible for providing the shortest path
and associated cost to the remaining blocks. The Taxi System State stores relevant
information for the algorithm functioning (e.g. current taxi state (e.g. occupied),
current service position, among others).
We evaluate the taxi-sharing algorithm using realistic input parameters and the sce-
nario of the city of Porto, which is the second largest in Portugal, spanning an
area of 41.3 km2. There are 63 taxi stands and the main taxi union has a fleet
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of approximately 450 vehicles. The capacity of the vehicle was set to 4 passengers
since the vast majority of taxis have 5 seats. This union has recently installed a
dispatching and fleet management system, which allows to constantly monitor taxis’
position and taximeter information. Thus, services’ origin/destination GPS points
can be determined by combining relevant data. In the present analysis we resort to 3
hours of taxi operation, which corresponds to 864 services, as input to the simulation
request scheduler.
Figure 6.15: Total travel distance for various number of on-board passengers as a
function of the number of taxi-sharing enabled taxis.
Fig. 6.15 presents the total travel distance for various number of on-board passengers.
From the analysis of the graph, the first fact to notice is the predominance of 0
(free), 1 and to some extent 2 passengers. However, as the system penetration ratio
increases, the evolution of these figures changes differently. For the free state and
for the 1 passenger case there is an abrupt reduction since with this system vacant
seats can be shared. On the opposite direction, for two or more passengers there is
a significant increase on the total number of travelled kilometres. This result was
expected due to higher probability to match services and due to higher geographical
dispersion of vehicles. These results show that the introduction of taxi-sharing leads to
increased average passenger occupancy reducing the ”empty seats travelling” problem.
We can also observe that the total overall number of kilometres can be reduced with
6.4. DYNAMIC AND DISTRIBUTED TAXI-SHARING SYSTEM 151
the introduction of taxi-sharing, which has a positive impact on the reduction of
operational costs. Other important implication of the implementation of the system
is a remarkable diminution of distance driven in the free state; this is particularly
important for the taxi driver since no revenue is made in this period. The increased
passenger occupancy is also beneficial for the taxi driver since its revenue per travelled
kilometre will increase, which will eventually lead to increased profitability.
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6.5 Online Taxi-stand Recommendation System
Taxi transportation is a crucial mean for human mobility in urban areas. They
provide a direct, comfortable and fast way to move in, out and within a city center, as
complement to other means of transportation. In the past years, the medium/large-
sized city councils tried to guarantee that the running vacant taxis will always meet
the demand in their urban areas by emitting more taxi licenses than the necessary. As
result, the center of the cities are commonly crowded by a huge number of vacant taxis.
These random cruise’ strategies for passenger finding have undesirable side effects
like large wastes of fuel, inefficient traffic handling and air pollution. An additional
dimension of this problem relies on scenarios where two or more companies struggle
to serve an uneven passenger demand. The competition forces them to use inefficient
strategies to pickup as many passengers as possible.
An intelligent mobility scheme for taxi drivers plays an important role to mitigate these
problems. The knowledge about where the services (i.e. the transport of a passenger
from a pick-up to a drop-off location) will actually emerge can truly be useful to the
driver, especially where there are more than one competitor operating. Recently, the
major taxi fleets are equipped with GPS sensors and wireless communication devices.
Typically, these vehicles will transmit information to a centralized server about their
location and the events undergoing like the passenger pick-up and drop-off. These
historical traces can reveal the underlying running mobility patterns. Multiple works
in the literature have already explored this kind of data successfully with distinct
applications like smart driving [136], modelling the spatio-temporal structure of taxi
services [137], building passenger-finding strategies [138] or even predicting the taxi
location in a passenger-perspective [139]. Despite their useful insights, the majority
of the techniques reported are oﬄine, discarding the main advantages of this signal.
In [14] and [15] we present an online taxi-stand recommendation system. The focus
is on the online choice problem about which is the best taxi stand to go to after a
passenger drop-off. More precisely, the stand where a pick-up for another passenger
is predicted to arrive quicker. The idea is to forecast how many services will arise in
each taxi stand based on the network past behaviour to feed a recommendation model
to calculate the best stand to head to. The smart stand-choice problem is based on
the following decision variables: the distance/cost relation with each stand, how many
taxis are already waiting at each stand and the passenger demand for each stand over
time. The system accounts not only the current day type and daytime, but also the
number of vehicles already parked in each stand, the distance to each stand and a
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live prediction about the demand in the next few minutes. This section describes the
implementation of such simulation environment using VNS, in order to evaluate the
benefits of the proposed taxi-stand recommendation system.
6.5.1 Simulation Architecture
Figure 6.16: Graphical simulation of the Recommendation System working in the city
of Porto.
We extended the mobility model of VNS to build a realistic replica of the taxi op-
erations in Porto. We have created a new model that simulates the real behaviour
of taxi fleets. Upon a request, a central entity elects one taxi to do the requested
service. Once the service is finished, the same entity recommends a new taxi-stand
for the taxi to go to and wait for a new service. This framework was employed as an
online test-bed for our recommendation system. Firstly, we used the realistic map of
the city of Porto, containing the real road network topology and the exact location
of the 63 taxi stands in the city. Secondly, we fed the framework with a service log
(i.e. a time-dependent origin-destination matrix) correspondent to the studied period.
However, we just accessed the log of one out of the two running fleets in Porto (the
largest one, with 441 vehicles). To simulate a scenario similar to our own, we divided
this fleet into two using a ratio close to real one (60% for the fleet A and 40% to the
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fleet B). The services dispatched from the central were also divided in the same pro-
portion while the services demanded in each taxi stand will be the same. The fleet B
uses the most common and traditional way to choose the best taxi-stand: it will go
to the nearest taxi stand of each drop-off location (i.e. after a drop-off, each driver
has to head to a specific taxi stand of its own choice). On the other hand, the fleet A
uses the proposed recommendation system to do an informed driving, which considers
multiple variables, such as the number of taxis in each stand or the demand prediction
on them, to support the decision process. The simulation framework is also used to
calculate the optimal paths between the taxi stand and the passenger location and the
dependent behaviour of the fleets (the location of each vehicle will affect the way they
get the services). A detailed description of the prediction model and recommendation
algorithm can be found in [14]. However, such detail is out of the scope of this thesis
work.
Our main goal is to simulate a real scenario behaviour and its competitive character-
istics while we are testing the recommendation system. It is important to notice that
both fleets would get similar results if they did not use any recommendation system.
We also highlight that the vehicles will remain parked in the stand waiting for a
service whenever the time it takes to appear. In this case, we consider the maximum
threshold of 120 minutes that is deeply detailed in the following section, along with
the remaining evaluation metrics.
6.5.2 Results
Table 6.5 shows the results for the performance analysis. The fleet A used the recom-
mendation model while the fleet B uses the common expected behaviour (previously
defined). Distinct metrics values are presented for the two using different aggregations
like the arithmetic mean (i.e. average), the median and the standard deviation. The
Waiting Time is the total time that a driver takes between a drop-off and a pick-up
(i.e. to leave a stand with a passenger or to get one in his current location). The
Vacant Running Distance is the distance that a driver does to get into a stand after
a drop-off (i.e.: without any passenger inside). Independently on the time measured
on the simulation, we always consider a maximum threshold of 120 minutes to the
Waiting Time. The No Service metric is a ratio between the number of times that a
taxi parked on a stand had a waiting time greater than the 120 minutes threshold and
the number of services effectively dispatched by the respective fleet.
Our simulation results demonstrate that such informed driving can truly improve the
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Table 6.5: Recommendation Model Performance Analysis.
Performance Metrics A (Recommendation) B (Normal)
Average Waiting Time 38.98 40.84
Median Waiting Time 26.29 27.92
Std. Dev. Waiting Time 33.79 35.22
Average Vacant Running Distance 3.27 1.06
Median Vacant Running Distance 2.80 0.98
Std. Dev. Vacant Running Distance 2.53 0.54
No Service % 11.08% 19.26%
drivers’ mobility intelligence: the fleet A had an Average Waiting Time 5% lower than
its competitor, even if it has a larger fleet. We also highlight the reduction of the No
Service ratio in 50% while the Vacant Running Time faced an increase. It is important
to state that this recommendation system is focused on a replica scenario of the city
of Porto, with two competitors operating in a city where the demand is lower than the
number of running vehicles. Its main goal is to recommend a stand where a service
will rapidly emerge, even if this stand is far away. The idea is to be in a position able
to pick-up the emerging service demand before the remaining competition. This factor
can provoke a slight increase on the Vacant Running Time but it will also reduce the
usually large Waiting Times to pick-up passengers.
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6.6 Conclusions
This chapter presents the safety and traffic efficiency ITS applications proposed during
the course of this work. It demonstrates the potential of VNS to study large-scale
vehicular networks, outperforming the performance of the current state-of-the-art sim-
ulation frameworks. The integration architecture of VNS, together with the proposed
optimizations for the traffic and network modules resulted in significant performance
gains, enabling computational efficient simulations. We evaluated the performance
of a beaconing application in a Manhattan-like scenario and in the city of Porto
with a realistic vehicular mobility pattern. We provided a heat map illustrating the
spatial analysis of the BRP distribution over the city of Porto. While the goal of this
analysis was only to evaluate the capabilities of VNS under large-scale experiments,
we confirmed that the wireless channel rapidly becomes overloaded under high vehicle
densities, and as result, the performance of the beaconing deteriorates in the main
highways of Porto, where the traffic congestion is higher.
We proposed a new self-organizing traffic control paradigm whereby the existing
physical traffic lights are replaced by virtual traffic lights. We envision that through
V2V communications such in-vehicle traffic lights not only can resolve the conflicts of
intersection crossing efficiently, but can also improve traffic efficiency. The large-scale
simulations for Porto, provide compelling evidence on the viability and significant
benefits of the VTL system in terms of the increase in flow rates, showing more
than 60% increase at high densities. Providing the SimpleNetworkModule, the VNS
framework was very important to study the impact of VTLs on such large-scale
scenarios, and will be critical to design the VTL communication protocol using realistic
communication models, such as the NS-3 or OMNeT++ network modules. However,
this is out of the scope of this thesis, and scheduled for future research work.
The STS, a system that relies on VANETs and video-streaming technology, was
presented. The system enhances driver’s visibility and supports the driver’s overtaking
decision in challenging situations, such as overtaking a vision-obstructing vehicle. The
use of the STS provides the driver with an additional tool for determining if traffic
conditions permit starting an overtaking maneuver thus reducing the risk of overtaking.
Research in a simulation scenario showed that the STS facilitates overtaking. This does
not mean that more overtaking maneuvers are taking place when using the system,
but that overtaking decisions are taken more quickly thus resulting in a better time
until destination arrival. Since the functionality of the system is similar to the rear-
view mirrors, that are used before starting an overtaking maneuver, and the system
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can be easily activated when needed, the STS is very intuitive and not distracting
at all. Although the results are promising and the STS seems to be useful to the
drivers, these evaluation was also important to perceive the blind-spot problem, as also
happens with the rear-view mirrors. Therefore, is important to notice the importance
of VNS, together with a driving simulator, to evaluate VANET applications in a
driver’s perspective. These framework was also used to evaluate a graphical user
interface for in-vehicle Virtual Traffic Lights [140].
In this work, we also presented a novel distributed and dynamic taxi-sharing algorithm
enabled by wireless communications and distributed computing capabilities. We have
used the VNS capabilities to implement such specific experiment, creating additional
simulation modules to simulate the taxi operation and passenger requests. Simulation
results have demonstrated the feasibility of the solution and added advantages for both
taxi driver and passengers. Taxi driver benefit from this scheme since they can lower
their operational cost (lower total travelled distance and lower number of taxi stand
departures) and can increase their profitability per travelled distance (higher average
number of passenger per trip). On the other hand, passengers will be able to lower
their transportation cost due to sharing but need to be willing to have longer waiting
and travel times.
Additionally, we implemented a simulation environment to evaluate an online taxi-
stand recommendation system. The proposed model relies on time series forecasting
techniques to improve the taxi driver mobility intelligence. We recreated the scenario
running in Porto, where two fleets (the fleet A and B, which contain 441 and 250
vehicles, respectively) compete to get as many services as possible. We did it using
the VNS simulation framework and using the real services historical log of the largest
operating fleet. Results demonstrate that the proposed recommendation system can
truly improve the drivers’ mobility intelligence when comparing with its competitor.
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Chapter 7
Conclusions
This chapter summarizes the main findings of this thesis and the contributions made
to the field of vehicular networks simulation. Possible future work and open research
directions are also given.
7.1 Contributions
In the context of this thesis, we studied vehicular networks as a relevant technology
for Intelligent Transportation Systems (ITS). The main goal was twofold: first,
to propose a simulation framework capable of performing large-scale simulations of
vehicular networks. Second, to take advantage of such simulation framework and
study new VANET applications which were difficult to study with the previously
available solutions. The goal was not only to provide a proof of validation for the
proposed simulation framework, but also to contribute with novel ITS applications
to improve traffic efficiency and road safety. This work extends the state-of-the-art
of VANET simulation, proposing a tightly integrated architecture for connecting the
different simulation components. Unlike the conventional coupling architectures, the
key point of the proposed architecture is the full integration between the mobility
and network components, given the fact that not only the networking dynamics are
greatly dependent on the mobility aspect, but also the network-enabled applications
can influence the mobility patterns of ITS systems. This architecture not only improves
the synchronization and communication performance between traffic and network sim-
ulators, but also simplifies the design and implementation of simulation experiments.
This proposal resulted in a new framework for Vehicular Networks Simulation - VNS
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- an open-source VANET simulation framework, designed to fulfil the requirements
of simulating modern VANET applications in large-scale environments. The modular
and extensible design of VNS, allows to easily implement new simulation modules,
helping researchers in the study of modern applications. We have implemented both
NS-3 and OMNeT++ network modules for realistic network simulation, along with
a simple network module for simulations where the accuracy of communications is
less important. Moreover, we proposed solutions to integrate VNS with an external
driving simulator, allowing the evaluation of modern ITS applications in a driver’s
perspective.
For the mobility component for VNS, we designed a high-performance microscopic
mobility simulator. This simulator, as the core of VNS, was implemented from scratch
to allow seamlessly integration with other network simulators. It implements the well
known microscopic driver models, such as IDM, Krauss, GIPPS, etc, Lane-Changing
models or intersection management models. Later, it was extended to efficiently
supports parallel computing, increasing the performance and scalability when running
on multi-core architectures. Addressing the issues introduced with parallel computing,
namely in terms of synchronization, coherence and determinism, we implemented a
microscopic traffic simulator capable of simulating metropolitan-scale traffic with very
high resolution, such as the San Francisco Bay Area. Furthermore, we compared
its performance with other open-source traffic simulators and show that optimization
techniques and scalability to multiple cores provides important gains, especially for
higher levels of road network complexity.
Regarding the simulation of wireless communications, both NS-3 and OMNeT++ are
open-source network simulators widely used for research, with a strong and active com-
munity of users and developers. However, these simulators have limited performance
when simulating large-scale wireless networks, such as vehicular ad-hoc networks. In
order to increase the performance and scalability, we proposed improvements to the
wireless module of NS-3, through the use of a spatial indexing data-structure and
algorithms for fast position updates and neighbour finding. Our results show that the
proposed optimizations make it feasible to run wireless simulations with more than
10,000 nodes, resulting in significant performance improvements both in execution
time and memory usage. Moreover, the optimizations herein proposed for NS-3 can
also be implemented on OMNeT++ and other network simulators to increase their
performance. Through the implementation of a beaconing experiment, we demon-
strated the potential of VNS to study large-scale vehicular networks, outperforming
the performance of the other open-source simulators, namely Veins and iTETRIS. We
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performed a large-scale analysis of beaconing in a Manhattan-like scenario and in the
city of Porto with a realistic vehicular mobility pattern. We provided a spatial analysis
of the Beacon Reception Probability (BRP) distribution over the entire city of Porto.
While the goal of this analysis was to evaluate the capabilities of VNS under large-scale
experiments, we confirmed that the wireless channel rapidly becomes overloaded under
high vehicle densities, and as result, the performance of the beaconing deteriorates in
the main highways of Porto, where the traffic congestion is higher.
Additionally, during the course of this work, several ITS applications were proposed,
implemented and evaluated trough the use of Vehicular Networks Simulator (VNS).
We proposed a novel self-organizing traffic control scheme where Virtual Traffic Lights
(VTLs) replace the current traffic lights infrastructure. Through Vehicle-to-Vehicle
(V2V) communications vehicles cooperate to create in-vehicle traffic lights to resolve
the conflicts of intersection crossing efficiently, improving traffic efficiency. The large-
scale simulation experiment for Porto, provides compelling evidence on the viability
and significant benefits of the VTL system in terms of the increase in flow rates,
showing more than 60% increase at high densities. The tightly integrated architecture
of VNS was of critical importance for the implementation of VTLs and to study their
impact in a large-scale and complex scenario like Porto.
This work was also important for the See Through System (STS) proposal, a co-
Advanced Driver Assistance System (ADAS) for the overtaking maneuver of long and
vision-obstructing vehicles that uses V2V technology to provide a video-streaming
between the vehicle in front and the vehicle behind. The framework herein proposed
enabled us evaluate STS in a dedicated simulation scenario. The integration between
VNS and a driver simulator was important for a preliminary evaluation of STS in
a driver’s perspective, and to study the feasibility of the system under overtaking
maneuvers. We noticed that STS also suffers from blind-spots, as happens with rear-
view mirrors. Between the moment when opposite direction vehicles leave the area of
sight of the camera of the vehicle that is streaming the video and the moment such
vehicles enter the area of sight of the driver receiving the video, it is not possible to
perceive them.
Since this thesis work was also conducted within the DRIVE-IN [2] project, two main
research contributions have resulted using spatial and temporal data provided by the
450 taxis involved in the project. We proposed a novel distributed and dynamic
taxi-sharing system enabled by wireless communications and distributed computing
capabilities. VNS was extended to simulate the requirements of such system, imple-
menting additional simulation modules to simulate the taxi operations and passenger
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requests. Simulation results have demonstrated the feasibility of the solution and
advantages for both taxi driver and passengers. Additionally, we implemented a
simulation environment to evaluate an online taxi-stand recommendation system. The
proposed system relies on time series forecasting techniques to improve the taxi driver
mobility intelligence. We implemented a replicated scenario of the real taxi operations
in Porto, where two fleets compete to get as many services as possible. VNS was used
to evaluate the performance of such recommendation-system, given that one of the
fleets used our Recommendation System for the Taxi Stand choice problem while the
other one just picked the stand using a baseline model corresponding to the driver
common behaviour in similar situations. The obtained results demonstrate that such
informed driving can truly improve the drivers’ mobility intelligence.
7.2 Future Work
The results achieved in this work provide a strong foundation for future work. Being an
open-source framework, the development of VNS will be shared with the open-source
community. Other researchers will be able to contribute, implementing new mobility
models, network simulation alternatives, and so on. The main goal is to establish VNS
as one of the state-of-the-art simulators for VANET research. A near-future research
direction will be to scale horizontally, enabling distributed simulations to improve the
execution time and scalability of experiments.
The VNS framework allows researchers to easily evaluate ITS applications in large-
scale scenarios. Another research direction will involve a large-scale analysis of ve-
hicular networks applications and network protocols. For instance, evaluate VANET
routing protocols in large and realistic urban environments is very difficult to perform
with the currently available simulation tools. This thesis work solved most of these
problems, making it efficiently to perform large-scale experiments. New ITS applica-
tions and network protocols can be efficiently evaluated using the VNS framework.
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