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1. INTRODUCTION 
General introduction to NDE 
The purpose of nondestructive evaluation (NDE) is two-fold. One is the 
detection and sizing of discrete flaws without destroying a part. The decision of 
whether to replace or continue to use the part can then be made since, in some 
cases, a flaw won't be expected to affect the performance of the part over its 
remaining service lift or the interval before the next inspection. Another 
purpose of NDE is the characterization of materials. Hardness, grain size and 
residual stress can play a role in the lifetime of a material because of their 
influence on the growth of flaws The quantification of these characteristics leads 
to better determination of the necessity of replacing a given part. This provides a 
balance between safety and economic concerns. 
The philosophy of inspection and the decision to reject a part can be based 
on a conservative, "zero tolerance" philosophy which removes the part as soon 
as a defect is detected or a more tolerant philosophy which accepts flaws up to a 
critical size before rejection [1]. The part is assumed to have no flaws initially but 
develops small flaws which grow with time due to repeated loading or fatigue. 
As NDE techniques have improved, smaller and smaller defects are detected. In 
the first philosophy, this leads to earlier and earlier part rejection even though 
the risk of failure has not increased. The second philosophy is based on detecting 
a flaw over some critical size which would result in catastrophic failure before 
the next inspection. This philosophy is appealing to the frugally minded but 
requires a more detailed understanding of the part's material characteristics, it's 
working environment and the loading characteristics to predict flaw 
development and growth. It also places a premium on the ability of NDE to 
accurately determine flaw size. 
The major techniques used in NDE utilize x-ray, electromagnetic and 
ultrasonic energy. X-ray and ultrasonic techniques are somewhat familiar to the 
general public through medical diagnostic techniques. Electromagnetic 
techniques use the phenomena of induction which is the production of a current 
from the change in magnetic flux. A coil is used to induce a dynamic current in 
a part. When a crack interrupts the current flow, it produces a change in the 
electrical impedance of the coil. 
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Figure 1.1. An example of an ultrasonic system [1] 
This dissertation will concentrate on an ultrasonic technique. Figure 1.1 
shows a basic ultrasonic system. A transducer is used to induce elastic waves, via 
a coupling fluid, into a material. The waves reflect off any surface which results 
in a change in impedance such as the front and back surfaces of a part or a defect, 
such as a crack in the part. The elastic waves come in two different types, 
longitudinal and shear. For a longitudinal wave, the direction of particle 
displacement is in the direction of wave propagation and for a shear wave, the 
particle displacement is perpendicular to the propagation direction. The speed of 
the longitudinal wave is approximately twice that of shear wave. In bounded 
media, two polarizations of the shear wave are possible, one horizontal to the 
part's surface and the other, perpendicular to the surface. Since water does not 
support shear stress, only longitudinal exist in water (and other nonviscous 
fluids). Figure 1.1 shows a single transducer which is both generating the 
acoustic signal and receiving the echo but two transducers can be used. In the 
latter pitch-catch configuration, one is used to generate the energy and the other 
receives the reflected signal. This configuration is useful for complex part 
geometry or an unfavorable crack orientation. 
Flaws can be detected by the existence of a signal as shown in Figure 1.1. 
The depth of the crack can be found from the times of travel of the signals shown 
using the relation d = vt/2, where v is the velocity of the wave in couplant or 
material and t is the time of the echo in question. The type of flaw (a crack 
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versus a void for example) can also be determined since the shape of the echo is 
different for the type of flaw. The shape of the echo can be modeled by 
comparing the beam after it has been scattered by the flaw to the incident beam 
including the effects due to the transducer and remaining electronics, diffraction 
and attenuation [2]. Analytic solutions to the scattered wave are possible for only 
a few geometries such as a sphere or infinite cylinder, but numerical solutions by 
methods such as finite elements can predict more realistic flaw geometries. [2,3] 
Material characteristics can alter the amplitude, velocity and frequency 
content of the acoustic beam. Therefore, a material can be characterized using 
ultrasonic techniques. For instance, from acoustic velocity measurements made 
in different directions, the texture of a material can be determined [4,5]. The 
change in amplitude of an ultrasonic signal after it has traveled through a 
material can be used to determine the attenuation, which can be related to grain 
size [6]. Changes in the frequency content of an acoustic signal can be used to 
identify the mechanism responsible for the attenuation [7]. Acoustic velocity 
measurements have also been used to determine the elastic constants of a 
material. These represent some of the uses of ultrasonic techniques used in 
material characterization. Velocity changes due to texture will be discussed later 
as a complicating factor in the type of measurements done here to determine 
residual stress. 
To predict the failure of a part, the stresses present must be thoroughly 
understood. Many manufacturing process, such as rolling or shot peening 
introduce stress into the material before it is put into use. These are known as 
residual stresses. In order to predict part failure, the total stress field must be 
known, including the residual stress. 
Stress changes the velocity of elastic waves in a material. This effect is 
known as the acoustoelastic effect. It can be described empirically by the relation 
V = Vo + Ka (1.1) 
where V and Vq are the wave speed in the stressed and unstressed media, 
respectively, o is the stress and K is a material dependent parameter known as 
the acoustoelastic constant. Generally, the velocity shifts are quite small. For 
example, the velocity shift of longitudinal waves propagating in the direction of 
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a uniaxial stress field is on the order of tenths or percents or smaller for metals 
stressed below their yield point [8]. Therefore, the velocity has to be measured 
very precisely, on the order of a few parts in 10^ or 10^. As mentioned above, 
material properties such as texture can also affect the velocity and mask the shift 
due to stress. 
Although it is not apparent from the relationship above, the different 
types of elastic waves are affected differently by stress. Figure 1.2 shows how the 
velocities of longitudinal and shear waves change with an applied compressive 
stress when they are traveling parallel to the stress. 
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Figure 1.2. The acoustoelastic effect (acoustic velocity vs. stress) for longitudinal 
and shear waves in mild steel. 
The lines in Figure 1.2 are based on equations given in Hayes and Rivlin 
[9] and the work of Hughes and Kelly [10]. They represent analytical versions of 
the empirical relationship given in equation 1.1. For instance, the expression for 
the longitudinal waves in ARMCO iron illustrated in the figure above is 
X 
PO i^^ x  ^  ^ ~ 21 + A, + ^ ^ (4m + 4X. + 4|J.) 
(1.2) 
[9] where po is the density, Vix is the longitudinal velocity, X and p. are the the 
Lame constants, and 1, m, and n are a set of third order material constants called 
the Murnaghan constants [11]. Kq is the bulk modulus and is equal to ?i+(2/3)|j.. 
There is a similar expression for the line representing the shear wave in Figure 
1.2 and for different combinations of propagation and polarization directions. 
Examination of Figure 1.2 shows that the longitudinal wave has the 
largest velocity change with stress. Our experimental method requires surface 
waves and there are two disadvantages to using surface skimming longitudinal 
waves. First, they are only seen occasionally and second, they suffer from 
attenuation as they propagate. Shear waves are the other type of bulk wave 
shown in Figure 1.2. Vertically polarized shear waves (displacement 
perpendicular to the material surface) also suffer from attenuation. They also 
tend to be overwelmed by a type of surface wave known as a Rayleigh or leaky 
surface wave. Horizontally polarized shear waves travel without attenuation 
but are produced by methods which require physical contact between the 
transducer and the material. Because of thishave low spatial resolution and 
improving the spatial resolution of these types of measurements is one of the 
goals of this dissertation 
Need for precise measurements 
It is sometimes advantageous to induce a wave along the surface if, for 
instance, material characteristics or residual stress is desired in a small area. The 
type of wave which is most strongly induced along a surface is not a longitudinal 
wave or a shear wave but a combination of the two. A surface wave of this type 
on a free surface is known as a Rayleigh wave. Along the surface, the phase 
velocities of the two waves match and their amplitudes are such that they satisfy 
the stress free boundary condition of the surface and exponentially decay with 
depth inside the material [12]. Therefore, Rayleigh waves propagate along the 
surface of the material. When a liquid-solid boundary is present, a similar wave 
is produced. The wave "leaks" energy into the liquid as it propagates and slowly 
attenuates with distance along the surface. This "leaky" surface wave will be 
described as a Rayleigh wave for the remainder of this work. 
The acoustoelastic effect on Rayleigh waves is described by Hirao, Fukuoka 
and Hori [13]. The change in velocity is given by 
A V  _ V - V R O _  
V, Ro ^Ro 
-El 
2ao 
en 
0-2 
2an 
£ 
X 
622 
(1.3) 
where Vr and Vrq are the Rayleigh velocity in the stressed and unstressed 
material respectively, en and 622 are the principal strains, }x and X are the Lame 
constants and ao, ai and OLJ are those given in Hayes and Rivlin [9] which is the 
basis of equation 1.3. In Hirao, etal. [12], equation 1.3 was solved for a sample of 
rolled mild steel in uniaxial stress and the relative velocity is given by 
AV/Vro = O.lleii. For a strain of 10% of the yield point, the relative velocity 
change is approximately equal to -2xl0"4. The velocity shift is quite small and 
implies that a high degree of accuracy is necessary for the experiments to 
determine velocity. 
Currently, the spatial resolution of ultrasonic stress measuring techniques 
as described above is on the order of several centimeters [4,13-16]. The stress and 
material properties are averaged over the region through which the acoustic 
wave travels through. It is often of interest to measure the stress or the material 
properties over a much more localized region such as on the order of a 
millimeter or less. Acoustic microscopy is a method of measuring the velocity of 
the Rayleigh wave with such resolution. For example, acoustic microscopy has 
been used to make high resolution (on the order of several microns) images of 
engineering, geological and biological materials [17]. The resolution of these 
images suggests that stress measurements should be possible at a resolution of 
one millimeter with an acoustic microscope. In addition to measuring residual 
stress, an acoustic microscope can be used to determine characteristics of metal 
grains. Many engineering materials (such as titanium) are made up of regions 
with different preferred crystal orientation which is known as texture. The 
acoustic velocities of these regions are different due to the different crystal 
orientation [18] so an acoustic microscope can identify different grains in a 
material. Texture is an important material property since it can affect the 
characteristics of the material such as yield strength. 
Acoustic microscopy 
Acoustic microscopy is a powerful method of determining acoustic surface 
wave velocities with high spatial resolution. An acoustic microscope consists of 
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a piezoelectric transducer to convert electrical signals to acoustic energy and a 
lens to focus the acoustic energy. The lens is usually a spherically focused lens 
but other types, such as cylindrically focused lenses, are used for specific 
purposes. Figure 1.3 shows an immersed acoustic microscope. The system 
shown is defocused or, in other words, has the focal point embeded in the 
material. This is the configuration for which leaky Rayleigh waves are induced. 
The spot size of the system is the path length over which the Rayleigh wave is 
measured and is smaller than the aperture of the lens. The resolution of this 
method is based on the size of the aperture of the lens. If the aperture is less than 
one centimeter, the resolution should then be in the desired range. 
The acoustic signals of interest are the specular reflection which travels 
along the axis of the spherical lens (ray 1) and the leaky Rayleigh wave (ray 2) 
which is induced at the critical angle 0r. In the broad band impementation that 
that is employed here, the Rayleigh wave velocity is found from the difference 
between the time of flight of the specular reflection (ti) and the time of flight of 
the leaky Rayleigh wave (t2) for a series of transducer lift-offs (S). 
Figure 1.3. A sketch of an acoustic microscope. 
As the transducer is moved away from the solid, the time difference 
between the specular reflection and the Rayleigh wave decreases linearly as S 
increases [19]. When S equals F, the transducer is focused on the material surface 
and the specular reflection and the Rayleigh wave overlap. The relationship 
between t2-ti and S is linear with a slope of 1/m as given below. 
liquid 
solid 
n 
F 
8 
1 
t2 - ti = constant - ~ S (1.4) 
The Rayleigh wave velocity can be found from m. 
The acoustic microscope can be operated in two modes. The signal driving 
the transducer can be a tone burst which is a narrow band pulse with a long time 
duration or it can be a broad band pulse which has a short time duration. The 
method of finding the time difference between the two signals is different in 
each case. 
Driving the transducer with a tone burst will cause the leaky Rayleigh 
wave signal to overlap with the front surface reflection. The phases of the two 
signals change at different rates as the transducer lift-off changes so that they 
interfere constructively and destructively. Figure 1.4 shows a long tone burst and 
an example of the signal which returns to the transducer which shows the 
interference of the two signals. The amplitude in the overlap region depends on 
the interference of the two signal and therefore, the phase between them. The 
Rayleigh velocity is inferred from a plot of this amplitude versus lift-off, known 
as a V(z) curve (shown in Figure 1.5). 
The V(z) curve in Figure 1.5 exhibits a periodic behavior. The frequency of 
the minima can be used to determine the Rayleigh velocity. Az is the period of 
the oscillations in Figure 1.5. 
0.0 0.5 1.0 1.5 2.0 2.5 
time ()is) 
Figure 1.4. Interference of the front surface reflection and the Rayleigh wave 
signal when the transducer is driven with a long tone burst. 
-40 -35 -30 -25 -20 -15 
- 1 0  
Figure 1.5. V(z) curve for glass. [17] 
The formula for Az is 
-5 
Az = 
2(1-COS0R) (1.5) 
[17] where "ki is the wavelength in water and 0r is the critical angle for a Rayleigh 
wave. The critical angle can be determined by Snell's law as shown below 
Vo 
sin0R = ^  
Vr (1-6) 
where V2 is the acoustic wave velocity in water. Combining equations 1.5 and 
1.6 yields the Rayleigh wave velocity. 
VR = 
k 
I Az 
V, 
1 - -
4Az. (1.7) 
Since the points at which the amplitude is measured will not usually correspond 
with the e'^^^ct minima, Az is foimd by Fourier transforming the V(z) curve. This 
provides u aiore accurate determination of Az since all the data points in the V(z) 
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curve are used. 
Much of the current work in acoustic microscopy is done by exciting the 
transducer with a long tone burst and analyzing the interference pattern as 
described above. However, the transducer can also be driven with a broad band 
pulse[19, 18]. As the name implies, the excitation signal is comprised of many 
frequencies and has a short time duration. The pulse usually has only one or 
two oscillations. The front surface reflection and the Rayleigh wave signal do 
not overlap except when the transducer lift-off approaches the focal distance. In 
this case it is necessary to separate the two signals over a large portion of the 
transducer's travel. 
The Rayleigh wave velocity is found by measuring the time delay between 
the front surface reflection and the Rayleigh wave signal for a series of 
transducer lift-offs, as discussed previously. This time can be measured directly 
in the time domain or in the frequency domain. The measurement in the time 
domain consists of picking out a point in the waveform where it crosses the zero 
volt line for each signal and measuring the time between them. The time 
measurement in the frequency domain consists of Fourier transforming each 
signal separately and determining the phase difference between them as a 
function of frequency. Both methods will be described in more detail in the next 
chapter. 
The relationship between the Rayleigh velocity, the time delay between 
the two signals and the lift-off is described by Gilmore et. al. [19]. In this paper, 
the time delay is given in equation 1.8 below. 
t _t 2K(l-coseL) ^ 2(F-Z)-2K(l-coseL) ^ 2Ztan9R 2(F-Z) 
^ Vi V2C0seR VR V2 (2.8) 
The variables in equation 1.8 depend on the geometry of the system and 
are most aptly describe with a sketch as shown in Figure 1.6 [19], The times of 
travel of the front surface reflection and the Rayleigh wave signal are given by ti 
and t2 respectively and the distance between the sample surface and the 
transducer (known as lift-off) is F-Z. L is the length of the lens, K is it's radius of 
curvature and 6l is the angle between K and the axis of the lens. Vi is the sound 
velocity in the lens, V2 is the sound velocity in water and VR is the Rayleigh 
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wave velocity in the sample. 
K, F and L are characteristics of the lens and do not change. 0r and 0l 
depend on the sample. 0R is the angle of the incident wave which produces the 
leaky surface waves in the sample so it depends on the velocity of that wave and 
the velocity of soimd in the liquid couplant and is known as the critical angle. 
The ray which is at the critical angle is produced at a specific location on the lens. 
The radius of curvature from at that point determes Gl- Therefore 0l also 
depends on the sample. 
liquid 
solid 
Figure 1.6. An acoustic microscope with important angles and distances 
indicated. 
VR cannot be solved for directly in equation 1.8 since the angles (0R and 
0L) also depend on VR. Since many of the quantities in equation 1.8 are 
constants for a given lens and material as discussed above, the equation can be 
rearranged such that the Rayleigh velocity can be found. Grouping all the terms 
which are constants and all the terms which are multiplied by the lift-off allows 
equation 1.8 to be rearranged such that it has the same form as equation 1.4. VR 
can be found from the slope of the equation after it has been rearranged. The 
details of this calculation will be given in the next chapter. 
Although much work has been done using the long tone burst to drive 
the transducer, this dissertation will describe the necessary steps and procedures 
using the broad band pulse. The primary reason for using this method is the 
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superior spatial resolution. For large flat specimens, both methods are 
equivalent in terms of resolution. There are no other signals which interfere in 
this case. The high spatial resolution is important for measuring areas of stress 
concentration which usually occur near abrupt changes in geometry, such as 90° 
cuts. These changes will also cause a Rayleigh wave to reflect. This would 
interfere with the front surface reflection and the initial Rayleigh wave signal 
and degrade the results. Since a broad band pulse is much shorter in time 
duration, it is likely any reflected signal will return after the duration of the 
initial Rayleigh wave signal. Such signals can be gated out and hence will not 
affect the results. Therefore, the remainder of this work will deal with broad 
band signals. 
Goals of this work 
One of the goals of this dissertation is to measure residual stress from the 
change in the Rayleigh wave velocity via the acoustoelastic effect with spatial 
resolution on the order of one millimeter or less. The instrument that is the 
most applicable to this is acoustic microscopy. For high spatial resolution, the 
acoustic microscope is driven with a short pulse rather than a long tune burst. 
The Rayleigh wave velocity is not strongly affected by stress so very accurate time 
and distance measurements are necessary to detect a change in stress. The 
change in the velocity with stress has been detected with equipment especially 
designed for that purpose [20-22] but not with "off the shelf" transducers and 
equipment typically available in a field environment. 
The analysis of the different methods of determining time and lift-off 
suggested other measurments which can be done with the acoustic microscope. 
The requests of industrial colleagues also presented the opportunity to use this 
instrument in ways other than measureing stress. 
The next chapter will provide the theoretical background to the 
dissertation. The formula for determining the Rayleigh wave velocity from the 
experimental measurements will be developed. The errors for these 
measurements will be investigated and the formulae describing the propagation 
of these errors will be developed. Chapter 3 describes the development of the 
instrument while chapters 4 and 5 will describe related projects for which this 
system was used and the discoveries which were made during the course of each. 
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Chapter 6 will discuss the measurement applied stress with this system on a 
ceramic sample. Chapter 7 will conclude the dissertation with an overview 
what's been learned and what's left to be done. 
14 
2. MEASUREMENT TECHNIQUE: PRINCIPLES, THEORY AND ERROR 
ANALYSIS 
Relationship of the Rayleigh wave velocity to measurements of lift-off and time 
The method of finding the Rayleigh velocity depends on finding the 
relative times of travel of the front surface reflection and the leaky Rayleigh 
wave. This method is described by Gilmore et al. [19] and the time difference 
between the two signals is given by equation 1.8. The quantities in the equation 
are illustrated in Figure 1.6. As mentioned in the previous chapter, this equation 
cannot be solved easily for VR since it is a function of VR directly and indirectly 
through the critical angle, 0R, via Snell's law. However, by rewriting the 
equation such that it is of the same form as equation 1.4, it is possible to calculate 
the Rayleigh wave velocity from a set of transducer lift-off (S) versus time 
difference (t2-ti) data. 
The experimental quantities are the time difference and the transducer 
lift-off, S. Equation 1.8 is written in terms of the defocus, Z, rather than the 
transducer lift-off, S. S and Z are related through the focal length, F, and 
therefore, Z can be replaced by F-S. The result of this operation on equation 1.8 is 
shown below. 
2K(l-coseL) 2S-2K(l-coseL) 2(F-S)taneR 2S 
Vi VjCOseR ^ VR V, (21) 
Equation 2.1 can be rearranged such that all the terms multiplied by S are 
grouped together. 
2K(1-COS0L) 2K(1-COS9L) ^ 2Ftan0R ^ ^ 
to — tl 1 H b 
^ ^ VI V^COSGR VR 
2 2tan0R 2 
V2COS0R VR V2 
(2.2) 
Equation 2.2 is now in the same form as equation 1.4, with the the first three 
terms above corresponding to the constant term in equation 1.4. All of the 
quantities in the first three terms are constant for a given experiment, ie. they are 
properties of the sample or the lens. Even the Rayleigh velocity, although 
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unknown, is constant for a given experiment since it is a material characteristic. 
The slope in equation 1.4 is the bracketed term in equation 2.2. Equating the two 
terms which represent a slope gives the expression below. 
1 _ 2 2tan0R 2 
m V2COS0R Vj^ V2 (2.3) 
Equation 2.3 can be solved for VR but first it is convenient to simplify, rewrite it 
by multiplying both sides of the equation by V2/2, and writing the tangent in 
terms of sines and cosines to get equation 2.4 below. 
V-2 1 
2m COS0R 
1-
V2sin0R 
V, 
-1 
R y (2.4) 
The critical angle (0R) depends on the Rayleigh wave velocity as found by Snell's 
law 
0R = sin-l(V2/VR). (2.5) 
Substituting equation 2.5 into equation 2.4 gives 
2m 
cos sm 
-1 
vVR; 
V2sin sm -1 
vVR; 
V, R 
- 1  
(2.6) 
Equation 2.6 can be simplified using the trigonometric identities [23]. 
sin[sin-l(V2/VR)] = Vz/Vr 
cos[sin-l(V2/VR)] = V1-(V2/Vr)2 
(2.7) 
Substituting these expressions back into equation 2.6 gives 
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.^=.11-
2m Vi 
-1 
R ;  (2.8) 
This expression can be solved for VR. It turns out it is easier to solve for the ratio 
of Vr/V2. 
Vi R  _  1 
V, VF 
4m- (2.9) 
With V2, the sound velocity in water, and the slope, m, determined by 
experiment, the Rayleigh velocity can be calculated from equation 2.9. 
VR must be known very accurately to detect stress effects. Therefore, it is 
important to know how the uncertainty in the experimental data (the time 
difference and transducer lift-off) propagates through equation 2.9 to affect the 
calculation of the Rayleigh wave velocity. The Rayleigh velocity is a function of 
the slope (m) of the plot of lift-off vs. the time difference between the front 
surface reflection and the Rayleigh wave signal. Assuming V2 to be a known 
constant, the uncertainty in the Rayleigh velocity (ovr) can be expressed as 
avR 
m (2.10) 
where am is the uncertainty in the determination of the slope and 3VR/3m is the 
partial derivative of equation 2.9 with respect to m. This partial derivative is 
straightforward but mathematically tedious. The details will be omitted and the 
result given below in equation 2.11. 
avi 
3m 
R - V 
V m j 
irv-
2 
__2 
V m m j V m (2.11) 
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In the calculation of the partial derivative, it will be assumed that V2 is 
known well enough such that it's uncertainty is much smaller than that of m 
and it's derivative is nearly zero in comparison. The graphical form of equation 
2.11 is given in Figure 2.1. The materials examined in this dissertation ranged 
from steel with a Rayleigh velocity of approximately 3 mm/)is to ceramic with a 
velocity of approximately 6 mm/p,s. For these materials, the ratio of V2/m will 
be small and 3VR/3m will be less than 0.2. 
9Vr 
3m 
Figure 2.1. Plot of equation 2.11. 
The uncertainty of m (which is the slope of lift-off vs At) depends on both 
the uncertainty in the time and lift-off measurements. Least squares analysis of 
the plots will not yield the correct value for the uncertainty in the slope since it 
assumes that the independent variable is known absolutely and only the 
dependent variable is subject to measurement error. This is not the case with the 
measurements of the transducer lift-off and the time. There is measurement 
error in both quantities and the uncertainty in the slope is difficult to estimate as 
a result. However, in some cases this can be simplified by assuming that the 
independent variable values are preset and the dependent variable is measured 
at these preset values. With this method of measurement, the error associated 
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with the independent variable can be included in that of the dependent variable 
[3]. The method by which this is done is outlined below. 
The formula for a linear relationship between two variables, X, which is 
the independent variable and Y which is the dependent variable, is 
Y = a + bX (2.12) 
where a is the intercept and b is the slope. Following the method of Mandel [3], it 
is possible to estimate the error in the slope when both the dependent and 
independent variables are subject to error. 
When equation 2.12 represents a set of experimental measurements, what 
is measured as the dependent variable is not the true value, Y, but is instead the 
observed value, y, and the relationship between them is 
y = Y + 5 (2.13) 
where 5 is the error in the observation. Similarly, the abscissa should be set to X, 
it's true value, but instead is set to x. The relationship between between the true 
value and the actual value is 
X = X + £ (2.14) 
The quantity £ is the error associated with x. Solving equations 2.13 and 2.14 for 
Y and X respectively and substituting the results in equation 2.12 yields 
y - 6 = a + b(x - £) (2.15) 
which can be rewritten to obtain 
y = a +• bx + (5 - b£) = a + bx + e (2.16) 
where e = 5 - b£. The right hand side is now in the form of a classical linear 
equation with a single, random error, e. This error is the combination of the 
error in the independent and the dependent variable. Since £ and 5 are 
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independent random variables, the errors propagate as 
2 2 2 a; =a§ + b-a^ (2.17) 
This equation gives the error in e based on the measurement error (6) in the 
dependent variable (y) and and the measurement error (e) in the independent 
variable (x). The analysis of the Rayleigh velocity depends on the determination 
of the slope of lift-off vs. At. The accuracy of the slope in equation 2.17 is the 
quantity which will give the accuracy of the Rayleigh velocity data. The 
following analysis and the analysis in Appendix B is a derivation of the 
relationship between the error in m and 0e in equation 2.17. 
Equation 2.16 is in the form of a classical linear regression equation where 
e represents the uncertainty in the observation of y. V(e), the variance of e, is a 
measure of the scatter of the experimental points about the straight line which 
represents them. V(e) is an estimate of V(e) which is given by equation 2.17, so 
V (e) = Oe- The fit to the line gets better as V(e) decreases so it, in some way, is 
related to the estimate of the reliability of b, V(b). The relationship between V(b) 
and V(e) is [24,25] 
where N is the number of measurements, and Xi is the true value of x at each N. 
This equation directly relates the uncertainty in the slope of a line to the 
uncertainty in the measurement of the pairs of abscissa and ordinate which were 
used to estimate it. Generally, Xi is not known since it represents the absolute 
transducer lift-off in the Rayleigh velocity experiments and that is not always 
available from the data. It is possible to rewrite the summations involving Xi 
equation 2.18 in terms of AX, the total range of X (=Xn-Xi). This simplifies 
application of equation 2.18 for experimental data. Equation 2.19 below is the 
result of this derivation which is described in more detail in Appendix B. 
V(b) = N V(e) 
(2.18) 
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9 12 N-1 
Ob = 
AX^ N(N + 1) (2.19) 
The variances have been rewritten as the square of the standard deviations. 
Substituting equation 2.17 for ci gives the final result below. 
Equation 2.20 represents the uncertainty in the slope of a line fit to a set of 
data points when there is uncertainty in both the dependent and the 
independent variable. It was assumed in the derivation of equation 2.20 that the 
independent variable was evenly spaced. In that case, the uncertainty in the 
independent variable could be subscribed to the dependent variable and the error 
analysis completed as a classical case of linear regression. Equation 2.20 can be 
now written in terms of the physical quantities involved in acoustic microscopy, 
y in the analysis above is equivalent to At, x is equivalent to S (the lift-off), 
similarly AX is equivalent to AS, 05 can be relabelled Ot since it now represents 
the uncertainty in the measurement of the time difference and similarly, ag can 
be relabelled as- In equation 2.20, b = -1/m so the uncertainty in b is 
After substituting all the variables above and rearranging, the error in m from 
the uncertainty in the measurement of lift-off and time is 
The slope of the lift-off versus time difference is m, AS is the total range of lift-off 
covered during one experiment, N is still the number of points in the regression 
and a represents the uncertainty in the subscripted quantity. 
A graphical representation is given in Figure 2.2 below. If a certain 
(2.20) 
(2.22) 
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accuracy is required in the slope (m) and a certain accuracy is achievable in the 
measurement of time and transducer lift-off then Figure 2.2 shows the number 
of points N at which independent measurements must be made within the lift­
off range AS to achieve the desired accuracy. 
As an example, it was shown in Chapter 1 that, in order to measure stress, 
one needs to achieve an accuracy of avR/VR=10"4, approximately equivalent to 
am/m=10"4. For this example assume the measurement error in S is 0.025 mm, 
the measurement error in t is 0.001 |is. and the transducer ranges over 3 mm 
during the experiment. 
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Figure 2.2. Error vs. the number of points in equation 2.22. 
The ordinate of Figure 2.2 with these values is 2xl0"3. To achieve an accuracy of 
of am/iTv = 1x10*3 only requires 40 measurements or N = 40. If 0m/iTi must be 
lxlO'4 then several hundred measurements have to be made. These two cases 
are marked in Figure 2.2. Obviously, if the uncertainties in S and t decrease, so 
does the required number of points. Since making several hundred 
measurements does not seem too practical, reducing these errors will be a major 
goal in the design of our experimental system. 
Methods for determining At 
Two methods of determining At, the time difference between the front 
surface reflection and the leaky Rayleigh wave, were investigated. In the first 
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method, the time delay was calculated in the frequency domain and in the 
second method, it was measured directly in the time domain. These will be 
discussed in the following sections. The first method is known as the phase-
slope technique and based on the property of the Fourier transform known as the 
shift theorem [27]. This theorem states that if two identical signals are displaced 
in time, then their Fourier transforms differ solely in phase with phase given by 
COT, where i is the time displacement. The second method requires determining 
a point on each waveform, for example a time corresponding to zero volts, and 
measuring the time delay between them. The accuracy of the time difference 
determination in the presence of noise depends on the number of points 
involved in the calculation. Just two points are involved in time domain 
measurements. However, when the waveform is Fourier transformed in the 
phase-slope technique, all of the points contribute to the result. Hence, it was 
initially assumed that this method would provide more accurate results than 
when measuring the difference directly between only two points [28]. The details 
of the phase-slope method are discussed below. 
At from the phase-slope technique 
The phase-slope method requires that the two signals (u(t) for the front 
surface reflection and v(t) for the Rayleigh wave signal) be isolated and Fourier 
transformed separately. 
The complex amplitude of the Fourier transform is denoted by an A plus the 
appropriate subscript. The amplitude will also be function of frequency. ti and t2 
are the positions in time of the two signals and f is the frequency. Dividing the 
Fourier transformed signals gives 
u(t)=>U(f) = Ay-''^('-^i^ 
(2.23) 
v(t)=> V(f) = Ave^-"^(^-'2) 
(2.24) 
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If two signals are similar, the ratio of the amplitudes, Ay/Au, is approximately 
unity. The phase (<!)) of equation 2.24 is given by 
(!) = 27tf(t2-ti). (2.25 ) 
For a broad band pulse, the Fourier transform has a non-negligible amplitude 
over a broad range of frequencies. The phase is plotted over this range of 
frequencies and the slope of this plot is related to the time difference as shown 
below. 
(2.26) 
The slope of the phase vs. frequency is found for each data collection point, or in 
other words, at each transducer lift-off (S). The plot of lift-off vs. At is linear and 
the slope (m) is used in the calculation of VR as discussed previously. 
At in the time domain 
The time difference between the front surface reflection and the Rayleigh 
wave signal can also be found by measuring it directly in the time domain. This 
can be done by following a specific zero-crossing for each signal. A zero crossing 
corresponds to a point on the waveform where there is zero volts. The 
particular zero crossing was chosen in the region where the signal was at it's 
strongest. Since the digitized points rarely coincided with the zero crossing it was 
necessary to linearly interpolate between of them to find the point on the 
waveform which corresponded to zero volts. This method is more accurate than 
following a peak since it is much more difficult to estimate the exact time of the 
peak by fitting a curve to the data and finding the maximum of the curve. 
Figure 2.3 shows a front surface reflection and Rayleigh wave signal in 
silicon carbide using a transducer with a nominal center frequency of 50 MHz 
and a focal length of 6.2 mm. The zero crossings chosen are marked with an x. 
The time of the zero crossing is found from simple linear interpolation of the 
positive and negative digitized points which bracket the position. At the point 
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indicated with the arrow, the voltage values on either side of the zero crossing 
are -36 and +2. These values are at points 312 and 313 according the abscissa of 
Figure 2.3. The time corresponding to this zero crossing is 
t = 312 + - -36 
-36-(2) = 312.9474 _pts (2.27) 
The time must be then converted into more conventional units like 
microseconds, which depends on the data file and the time scale at which the 
data was digitized. The uncertainty in time was estimated averaging a set of 
waveforms and calculating the standard deviation. The method is described in 
more detail in the next chapter in the section on trigger jitter. 
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Figure 2.3. Front surface reflection and Rayleigh wave signal with a particular 
zero crossing highlighted 
Relative advantages and disadvantages of the two techniques for determining At 
Early implementation of the phase-slope technique was not as successful 
as anticipated. There are several characteristics of the data which reduce the 
precision of the results. The first is illustrated in Figure 2.4 below, which is a 
typical plot of phase vs. frequency from data taken on silicon nitride using a 50 
MHz, 6.2 mm focal length transducer. As described in equation 2.26, the slope of 
the plot determines the time difference between the two signals. The line 
shown in Figure 2.4 has a slight curvature which was common to all the data 
25 
analyzed with this method and indicates a systematic error. 
A possible explanation for this error is that the phase-slope technique 
assumes the waveforms of the specular reflection and the Rayleigh wave signal 
are the same which is not the case or Ay/Au?^! in equation 2.24. It was possible to 
correct the problem to first order by determining the average curvature and 
removing it from the data. This reduced the uncertainty in the time difference 
calculated by the regression of phase vs frequency by about an order of 
magnitude. 
X I O -
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Figure 2.4. A typical plot of phase vs. frequency from the phase-slope technique. 
Figure 2.5 illustrates another problem with the phase slope technique. It 
shows the plot of S vs. t2-ti for the same set of waveforms analyzed by the two 
methods. The regression of the S vs. At data is much better for the zero-crossing 
technique, even after correction described in the previous paragraph. Other 
systematic errors in the phase-slope technique could account for the nonlinearity 
in the data. This method of determining At was found to be undesirable due to 
difficulty of finding and correcting the systematic errors indicated in Figure 2.5. 
Figure 2.6 shows a possible cause for the deviation in the phase-slope data 
shown above. It shows a set of digitized waveforms of the front surface 
reflection and the Rayleigh wave taken on a Si3N4 ceramic. The plot on the left 
was taken with the transducer close to the surface. The following two were taken 
at greater lift-off distances. The pulse distortion indicates a frequency change in 
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the Rayleigh wave signal as S was increased, making the phase-slope technique 
unusable. 
The data which was processed to produce Figure 2.5 did not undergo such 
severe distortion but a more subtle effect could be the cause of the systematic 
errors. The physical reasons for the changes in the frequency content of the 
waveforms have not yet been determined, but they seem to be associated with 
different regions of the sample which were visible to the eye. 
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Figure 2.5. A comparison of the same set of data analyzed by the phase-slope 
technique and the zero crossing technique. 
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Figure 2.6. Front surface reflection and Rayleigh wave signal for three different 
values of S. Raleigh wave signal shows a frequency change. 
There are three ways to avoid the systematic error described above. The 
first is to find the source of the error and correct it. The second is to use the zero-
crossing technique. If a zero crossing is chosen early in the Rayleigh wave signal 
then changes in the waveform should not greatly affect the time measurement. 
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The linearity of the zero crossing data in Figure 2.5 attests to this. The third way 
is to use the V(z) technique. This technique uses a long, nearly monochromatic 
tone burst which would be less sensitive to the distortion in the Rayleigh wave 
signal. However, since the purpose here is to measure stress with high spatial 
resolution, the V(z) method is inappropriate. Therefore, the time was 
determined by the zero crossing method in the time domain. 
Methods of measuring S. the lift-off 
The calculation of the Rayleigh wave velocity depends on the accurate 
knowledge of the lift-off, S, as well as the time difference. In order to achieve the 
desired precision in the velocity, the lift-off had to be measured to within 10"^ 
mm. Based on experimental tests which will be presented in the next chapter, 
the stepping motors moving the transducer were found to have lower precision 
than needed. Therefore, other methods of determining S were investigated. The 
changes in the time of travel of the front surface reflection or the time between 
multiple front surface reflections can be used to determine the lift-off. Using the 
change in time of front surface reflections only gives the relative lift-off, 
however. Referring back to equation 1.4, the Rayleigh wave velocity is calculated 
from the slope (i/m) of the plot of lift-off vs. the time difference. The constant 
in equation 1.4 is not important so the absolute value of the lift-off is not needed, 
only the change in the position of the transducer. 
The lift-off can be calculated from the changes in the time of travel as the 
transducer moves. As the transducer is lowered, the time of travel for the front 
surface reflection becomes shorter as shown in Figure 2.7 below. This time 
change can be measured in the same manner as the time difference between the 
front surface reflection and the Rayleigh wave. With the time difference and the 
velocity of sound in water, the difference in lift-off between the two levels of the 
acoustic microscope can be calculated from 
S1-S2 = ^ (ti-t2), (2.28) 
where V2 is the velocity of sound in water and ti and t2 are the time of travel of 
the two front surface reflections. 
Figure 2.7. Front surface reflections with the acoustic microscope at two levels. 
The velocity of water is a function of temperature but this dependence is well 
documented [17,29] and will be discussed later. 
Often multiple front surface reflections were available from the data. This 
allowed the absolute rather than the relative lift-off to be calculated. Figure 2.8 
shows a sketch of multiple front surface reflections and the signals recorded by 
the digitizer. The first front surface reflection is labeled number 1. The ray 
travels down the axis of the lens, reflects off the surface of the sample and 
returns to the lens where some of it is recorded. Some of the energy reflects off 
the lens and returns to the surface of the sample, is reflected and returns to the 
lens. That is the second front surface reflection and is labeled number 2. Some 
of the energy is again reflected off the lens and travels down and back. This is 
labeled as reflection number 3. The reflections are offset from the lens axis in 
Figure 2.8 for clarity and only three are shown. The absolute lift-off is S=AtV/2. 
There is a potential problem associated with finding the lift-off from the 
time of travel of the front surface reflection. The front surface signal was 
observed to go through a phase reversal as the transducer was lifted through its 
focal point. 
Figure 2.8. A sketch showing 3 multiple front surface reflections and the signals 
recorded. 
lens 
water © © 
sample 
At = 2S/V 
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This phase reversal was in addition to the phase delay associated with the change 
in lift-off. The relationships which describe velocity determination with an 
acoustic microscope have thus far been analyzed with a simple ray tracing model. 
Wave model phenomena such as diffraction have not been considered. 
Diffraction would cause additional phase changes, such as the aforementioned 
phase reversal, which could introduce a systematic error into the determination 
of the lift-off. In the next section, diffraction and reflection effects will be 
investigated. 
Diffraction effects 
There are two phenomena which could affect the phase of the front 
surface signal, reflection and diffraction. To estimate these effects, Auld's 
reciprocity relationship [30] is used to model this signal. This expression (given 
in equation 2.29) represents a reflection coefficient observed in the coaxial cable 
after an ultrasonic wave has scattered from an inhomogeneity. The 
inhomogeneity induced change in the reflection coefficient is calculated from the 
velocity and stress fields that would exist with and without the inhomogeneity. 
6r = ^  |(>ia Tb-Ui, T,) nd2A 
Snaw (2.29) 
Here, 6r represents the change in the electrical reflection coefficient, ii and T 
represent the velocity and the stress fields respectively that would be excited 
when the transducer is excited by an electrical power, P. The "a" subscripts 
represent the response when the interface is present and the "b" subscripts 
represent the response when it is not present. Sfiaw is an arbitrary closed surface 
containing the interface and fi is an inwardly directed normal to that surface. 
To simplify the calculation, it will be assumed the front surface which is 
reflecting the acoustic beam is a rigid reflector so that Ua=0. In the spirit of the 
Kirchoff approximation, it will also be assumed Ta=2Tb. These assumptions will 
suppress any influence of Rayleigh waves, excited at the liquid-solid interface, on 
the reflected signal. These assumptions can be expected to be reasonable when 
the lens is defocussed away from the surface, the region in which the results will 
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be used. They are expected to break down when the beam is focused close to the 
surface. With these substitutions, equation 2.29 becomes 
Sflaw . (2.30) 
It will be further assumed that the portions of the wavefronts making significant 
contributions to the integral are nearly parallel to the surface just before the 
reflection, so equation 2.30 becomes 
= ^  j(ub T^jd^A 
Sflaw (2.31) 
The velocity can be rewritten in terms of a velocity potential, (j), and the 
stress field can be rewritten in terms of hydrostatic pressure, p. 
u = Vcj) 
Tij = -p5.j ^2.32) 
The pressure also can be written in terms of the velocity potential. 
P = -Po<!' (2.33) 
With this expression for the pressure, the stress field can be rewritten as shown 
below. 
Tij = Po<!)S.i ^2.34) 
The surface of the material is considered to be the x-y plane and extend to 
infinity. The infinitesimal area associated with Sfiaw can be rewritten in this case 
to be 
d^A = dxdy. (2.35) 
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With the substitutions described above, equation 2.31 can be rewritten as 
2P (2.36) 
where I=5ij. 
The acoustic beam is assumed to be symmetric about the lens axis since the 
transducer has a circular aperture and the spatial derivatives are dominated by 
the phase changes associated with wavelength. Hence derivatives along the lens 
axis are dominant. Therefore, Equation 2.36 can be simplified by replacing the 
gradient of the velocity potential with a derivative with respect to z. 
The velocity potential has been modelled such that the cross section 
corresponds to a two dimensional Gaussian distribution of the form given by 
Thompson and Lopez [31], as shown below. 
(t)(x,y,z) = A w(0) 
.w(z).' ei"'e' 
v(z)-v(0)-k2 k(x-+y-) i 2q(z) J 
(2.37) 
In this expression, the transducer is located in the x-y plane at z=0. A is the 
amplitude, w is the beam width, V}/(z)-V)/(0) is the excess phase due to diffraction 
and q(z) is a quantity describing a complex radius of wavefront curvature, which 
has been modified by diffraction. The terms in equation 2.37 can be rewritten as 
q(z) = q(0) + z 
1 jk. 
q(0) ~ R(0) " 7tw2(0) 
w(z) = X 
(2.38) 
n:Im(l/q) 
\j/(z) = |-Zq(z) 
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where X is the wave length and Zq(z) is the phase angle of q(z). The real part of 
q"l defines the radius of wavefront curvature while its imaginary part describes 
the beam width. This Gaussian analysis is based on a paraxial approximation, 
which is not rigorously true but simplifies the calculation. 
An acoustic microscope has a focussing lens which, in the absence of 
diffraction, would have a focal point at z=Fo. The equations given by 2.38 are 
true for a Gaussian transducer. They can be specialized to approximate the 
response of a focused piston transducer using the initial values as given below. 
where a is the radius of the transducer (note this is an approximation which 
matches the main lobe of the assumed Gaussian beam to that of the piston [31] 
R(0) = -Fo (2.39) 
where Fq is the focal length. 
w(0) = Wo = 0.7517a (2.40) 
(2.41) 
where Vq is the peak particle velocity at the transducer center. 
V(0) = |-tan-'(-|i) 
(2.42) 
(2.43) 
where 
(2.44) 
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With these substitutions the generalized radius of curvature (q), the beam width 
(w) and the excess phase (vj/(z)-V|/(0)) can be rewritten as shown below. 
q(z) = z(l + P^)-Fo(l + jp) 
1 + p' (2.45) 
w(z) 
Wn 
L^o 
1 + P' 
(2.46) 
\l/(z) - \|r(0) = tan ^(-(3) - tan ,-i P 
(2.47) 
The velocity potential can be evaluated with the substitution of the above 
quantities into equation 2.37. However, equation 2.36 depends on the d<^/dz and 
3(|)/3t so these derivatives must also be evaluated. 
The time derivative of the velocity potential is simply 
<!> = (2.48) 
d^/dz is more complicated since the beam width and many of the terms in the 
exponent of equation 2.37 depend on z. Applying the chain rule to equation 2.37 
gives equation 2.49 below. Let the partial derivatives with respect to z be denoted 
as primed quantities. Therefore, 3w/3z will be given as w'(z). 
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= Awc 
3w(z) 
dz 
w^(z) 
v(z)-v(0)-k2-
jA WQ 
w(z). 
2q(z) 
^y(z) ^ k(x^ + y') aq(2) 
3z 2q"(z) dz 
V(z)-M/(0)-k2- k(x--^y-)' ! 2q(z) 1 
(2.49) 
Examination of the first two equations of 2.38 show that 3q/3z=l so equation 2.49 
above can be rewritten as shown below. 
^/2 ~ ^ 
W^(z) 
w(z) + 1 
k(x- + y2]-
\|/'(z)-k + -^^— 
2q-(z) 
(2.50) 
Substituting the expressions for the partial derivatives described above into 
equation 2.36 gives the following expression for 5r. 
5r = — j (!) 
2P J ^ 
x,y=-oo 
w'(2) 
w(z) + ]  
k(x- + y-) 
V|/'(z) - k +^ q'(z) 
_2q^(z) 
Do(j(jo<!))dxdy 
(2.51) 
Rearranging the equation above leads the the following expressions. 
6r = -](opo 
2P 
w'(z) 
w(z) J j(t)"dxdy + jvj/'(z) j j (t)~dxdy 
—oo —oo 
oo oo .. oo oo 
-jk [ [(t)~dxdyH ^— [ [(x~+y")(t)~dxdy 
•' •' 2q-(z) / •' 
—oo —CO —oo —oo (2.52) 
There are two types of integrals in the expression above 
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11 (j)"dxdy j j(x" + y")(j)Mxdy 
(2.53) 
where 
(t)- = A' w(0) 
.w(z). 
^ k(x- + y-)  
^2j[v(2)-n;(0)-kz|  •  2q(z) 
(2.54) 
The equation on the left side of 2.53 becomes 
j j (l)Mxdy = A" w(0) 
.w(z). 
^2j[v(z)-v(l))-kz 
,k(x=+y=) 
J je dxdy 
(2.55) 
and the equation on the right side becomes 
j j(x^ + y*)(t)Mxdy = A' w(0) 
.w(z). 
32j[v(z)-v(0)-kzl .k(x- + y-)  jj(x" + y-)e dxdy 
(2.56) 
Both integrals can be solved with the following substitutions and converting the 
integrals to polar coordinates. 
a = 
q(z) and r2 = x2 + y2 (2.57) 
The two integrals can then be written as shown below with their solutions which 
can be found in standard integral tables [26]. 
.iJtoo 
0 0 
2;c« 
e=""rdrde = 271:1 -—] = 
2 a )  k 
(2.58) 
J|e'"'rMrd0 = 27r 
0 0 
1 V 7iq'(2) 
2a' k' 
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With the solutions to the integrals, equations 2.55 and 2.56 become 
j j (t)^dxdy = A' w(0) 
w(z). 
j j(x" + y*)(|)Mxdy = 
2j[>C(z)-V(0)-kzl J _ 
w(0) 
j^q(z)] 
k J 
(2.59) 
.w(z). 
^2jfv(z)-i ; i(0)-kz|  I (z) 
Equation 2.52 can be written as shown in equation 2.60 below. 
5r = -^A2 
2P 
w(o) 
w(z). 
7cq(z)^ 
.2j[v(z)-V(0)-k2] w'(z) 1 + • 
w(z) 2q(z) + i(\j/'(z)-k) 
(2.60) 
The expression above can be rewritten by substituting from equations 2.40 and 
2.41. 
^ (OpO Vq^ (0.7517a)^ f Ttq^) 2j[v(z)-v(0)-k2] 
2P w^(z) V k j ^w'(z) 1 ^ + w(z) 2q(z) + j(¥'(z)-k) 
(2.61) 
Many of the constant terms can be grouped together as shown in equation 2.62 
which simplifies equation 2.61. 
J^a'PoVoVo 
2P 
B = 
(2.62) 
With this substitution, equation 2.61 becomes 
^ g q(z)(0.7517a)^ ^2irx(/(z)-v/(0)-kz1 
(okw (z) 
^w'{z) 1 
+ 
w(z) 2q(z) + j(\j/'(z)-k) (2.63) 
The expression above represents the acoustic beam after undergoing 
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reflection from a rigid reflector and diffraction as it passes through the coupling 
fluid on it's way to and from the lens. It can be used to analyze the front surface 
reflection for phase changes not associated with changes in the lift-off. These 
phase changes, if present, would introduce a systematic error into the 
determination of the lift-off. 
To use equation 2.63, SF is calculated at the appropriate lift-off and 
convolved with a test pulse representing the response of the transducer 
independent of propagation (including, e.g. the effects of its bandwidth), to 
determine how the phase changes with reflection and refraction as the 
transducer is moved. To determine this test pulse, a front surface reflection from 
a known lift-off was used. 5r was calculated at the known value of S and the 
front surface reflection was deconvolved from 6r as shown below. 
FFT(front surface reflection) 
test pu se - gp g front surface reflection) ^ ^ 
This represents the acoustic beam in the frequency domain as it leaves the 
transducer before any propagation. The front surface signal is calculated from 
the test pulse by multiplying it by 5r at the desired lift-off and then performing 
an inverse FFT on the product to return it to the time domain as shown below. 
calculated front surface reflection = FFT'l[test pulse x 5r (at the desired S)] 
Figure 2.9 shows a front surface reflection that has been deconvolved and 
reconvolved at the same transducer lift-off as a check of the procedure. Since 
these two actions are the reverse of one another if the lift-off is not changed, the 
experimental and the calculated waveforms should be the same. Examination of 
Figure 2.9 shows that the waveform has the same shape but the procedure has 
slightly reduced the amplitude which is a result of rounding errors in the code. 
The point of the zero crossing is not affected by the slight attenuation so the 
procedure is considered adequate. 
Systematic errors in the lift-off as calculated from the time of the front 
surface reflection are possible due several factors. One is the excess phase term 
(equation 2.47) but there is also an error introduced by performing the 
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integration of the curved wavefronts over a flat plane in the analysis above. 
The procedure described above to reflect and propagate a sample pulse was 
done at a series of lift-offs which mimicked the experimental data. The 
amplitude and the time of a zero crossing (with the propagation phase change 
removed) were measured and are given in Figures 2.10 and 2.11, respectively. 
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Figure 2.9. Test of code to calculate the reflection coefficient SF. 
The amplitude (Figure 2.10) is strongly peaked about the lift-off corresponding to 
the focal distance of 6.2 mm, as expected. The phase (Figure 2.11) undergoes a 
smooth phase change near the focal distance. However, in the region where data 
is taken (from approximately 2 to 4 mm), there is a negligible phase change due 
to factors other than propagation. For example, in Figure 2.11, the position of the 
zero crossing changed by 1.7x10"^ |.is for the points corresponding to the two 
lowest values of S. This corresponds to an error in lift-off of 1.3xl0"5 mm. These 
small changes alleviated concern about possible systematic errors in the data due 
to using the front surface reflection to determine the transducer lift-off. The 
comparison between these results and the experimental results will be given in 
the next chapter. 
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Figure 2.10. The peak to peak amplitude of a sample pulse after it has has 
undergone reflection from a rigid surface and diffraction. 
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Figure 2.11. The position of a particular zero crossing in a sample pulse after it has 
undergone reflection from a rigid surface and diffraction. 
Temperature effects 
Changes in temperature can interfere with the measurement of velocity in 
two ways. First, if the water is at a different temperature than expected, its 
velocity, V2, will change. For an observed value of m, this will affect the 
prediction of velocity in accordance with equation 2.9. Furthermore, if the 
sample is at a different temperature than expected, its Rayleigh velocity will shift. 
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Care must be taken to ensure that neither of these effects leads to an apparent 
shift in velocity that is misinterpreted as a consequence of stress or some other 
microstructural quantity of interest. The change in the speed of sound in water 
(fluid couplant used in these experiments) with temperature is well documented 
[29]. The change in Rayleigh velocity with temperature is more complicated 
since several material properties change with temperature. Changing 
temperature affects the density and elastic constants of the material which 
directly affect the velocity. It also affects volume which changes the distance 
over which the wave velocity is measured. 
temperature (°F) 
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Figure 2.12. The change in sound velocity in water due to a change in the water's 
temperature 
The change in sound velocity in water as a function of temperature is 
given below in Figure 2.12 [29]. The formulas represent the curve fit to the the 
data when the temperature is measured in degrees Fahrenheit (the top equation) 
and degrees Celsius (the bottom equation). From this, the change in the Rayleigh 
velocity calculation due to a change in temperature in the water couplant will be 
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estimated. 
The formula which determines the Rayleigh wave's velocity is given in 
equation 2.10. The change in the velocity due to a change in temperature can be 
found from procedures for propagation of errors and is given below. 
AV„ = ^ AV, = 
dY-y - AV2 3T 2 (2.65) 
Evaluation of the partial derivative of Vr with respect to V2 and the partial 
derivative of V2 with respect to T, the temperature, is straightforward. For 
example, the data collected on a silicon carbide sample had a slope, m, of 16.821 
mm/|is. 
The corresponding Rayleigh velocity was 5.107 mm/|is assuming that the 
velocity in water was 1.486 mm/jis. If the temperature of the water couplant 
changes by 2 °F then the change in the Rayleigh wave velocity is expected to be 
5.8x10"^ mm/us. This is larger than the accuracy of lO'"^ which we wish to 
achieve, so the temperature of the couplant must be monitored or controlled. If 
the water temperature is to be controlled such that the accuracy in the Rayleigh 
wave velocity is one part in 10^, then, using the same values for m and V2 as the 
calculation above, the water temperature must not change more than 3.5x10"- °F. 
A change in the temperature of the sample can affect the Rayleigh velocity 
two ways. It changes the density and the elastic constants. Both of these affect 
the Rayleigh wave velocity. The Rayleigh wave velocity can be approximated by 
VC 
VRa 
1.14418 - 0.25771V + 0.12661v- (2.66) 
where v is Poisson's ratio and Vs is the shear wave velocity which depend on 
the elastic constants. The shear wave velocity is given by Vc/p where G is the 
shear modulus and p is the density. The density depends on the volume which 
is affected by temperature through linear expansion. Poisson's ratio is given by 
3B-2G 
6B + 2G (2.67) 
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where B is the bulk modulus. Both the bulk and shear modulii can be written in 
terms of the single crystal elastic constants using the Voigt averaging procedure 
[32,33] as given below. 
I 
(2.68) 
G = -(ch-CI2 + 3C44) 
For a change in temperature in the sample, the change in the Rayleigh wave 
velocity is given below. 
avg ap av 
+ 
9Vr av 9G 
avs ac dcii dv aB dcn av ac ac;ii 
avR avs ac , avR av aB , avp. av ac 
I h " 
Ac 11 
avs ac aci2 av aB aci2 av ac aci2 aci2 
+ 
av ac 
avs ac ac44 av ac ac44 
Ac 44 
(2.69) 
The volume in equation 2.69 is V and the c's are the single crystal elastic 
constants. The change in volume can be found from simple linear expansion 
theory 
— = 3aAT 
V (2.70) 
where a is the coefficient of linear expansion. 
The change in the single crystal elastic constants with temperature for 
some materials can be found in the Landolt-Bornstein series [34]. For instance, 
the temperature coefficients for iron are Ten = -l-7xl0'4 K-^, Tci2 = -0.8x10"'^ K'l 
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and Tc44 = -l.SxlO'^ K"l, where Tcpq is defined by [34] 
= 
1 
pq 300 jj 
P'l (2.71) 
The units on Tcpq are in inverse Kelvin and c^p^ is the value of the single crystal 
elastic constant at 300 K (the value which is reported in Landolt-Bernstein). 
Rearranging equation 2.71 and changing the derivatives to more closely match 
the notation in equation 2.69 gives 
Ac = Tc • c^^'^AT 
^t-pq i<-pq "-pq^^ (2.72) 
Tlrierefore, for a given change in temperature, the change in the Rayleigh 
velocity is foimd from equations 2.72, 2.70 and 2.69 for a given material. For 
example, the temperature of a steel sample is assumed to change by 2 °F. The 
change in the Rayleigh velocity is 3x10"^ mm/)Lis. The change is smaller than the 
desired accuracy of a part in 10^. 
Based on the above analysis, it can be seen that a temperature change in 
the water couplant affects the Rayleigh velocity accuracy, but a change in the 
sample does not to within the level of accuracy needed to measure stress 
changes. A reasonable temperature change in the sample has a negligible effect 
on the accuracy of the Rayleigh velocity calculation, but the same temperature 
change in the fluid couplant will affect the accuracy. In order to measure the 
Rayleigh velocity to a part in 10^, we conclude that the temperature must be 
controlled to 3.5xl0'2 °F. Alternately, the temperature must be measured to this 
accuracy so that the proper temperature dependent velocity of sound in the water 
couplant can be used in the calculation of velocity. 
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3. INSTRUMENTAL CONFIGURATION 
Basic configuration 
The basic design of an acoustic microscope consists of a transducer and a 
spherically focused lens immersed in a coupling fluid. In addition, there is an 
electronic pulse generator to activate the piezoelectric element and an 
oscilloscope to record the returning signal. This system introduces longitudinal 
acoustic waves into the coupling fluid which strike the surface of the material 
being examined. The acoustic energy is transmitted into the solid via Snell's law 
given below. 
0a and Va are the incident angle and sound velocity respectively in the fluid and 
0b and Vb are the incident angle and sound velocity respectively in the solid. The 
sound waves transmitted into the material can be either longitudinal or shear 
waves which have different angles of transmission and velocities. For an 
incident angle at the appropriate angle, a surface wave is generated. This wave, 
which is called here a Rayleigh wave, is produced when 9b in equation 3.1 is 
equal to 90°. In this case, in equation 3.1, Vb is the Rayleigh velocity, Va is the 
velocity of the longitudinal waves in the fluid couplant and 9a is the critical 
angle, 9r. Figure 3.1 shows this relationship. 
The choice of the lens is crucial to the production of Rayleigh waves on a 
given material. The aperture and the focal length of the lens determine the 
angular aperture of the lens as shown in Figure 3.2. 
sin9a sin9b 
Va ^ Vb (3.1) 
Figure 3.1. Snell's law illustrated for the production of Rayleigh waves. 
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The angular aperture (given by Sm) is equal to sin-i(a/F) where a is the radius of 
the lens and F is the focal length. The angular aperture of the lens must be large 
enough to encompass the critical angle of the material for the production of 
Rayleigh waves [17,35]. In other words, Gm must be greater than 9r. 
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Figure 3.2. A sketch of an acoustic microscope lens showing the diameter, 2a, the 
focal length, F, and the angular aperture, 0. 
The lens used extensively in this work (Panametrics V3330) has a nominal 
center frequency of 50 MHz, a focal length of approximately 6.2 mm (as measured 
from the center of the lens surface) and a diameter of 6.35 mm (0.25"). The 
angular aperture of the lens is approximately 31°. The importance of the lens 
selection based on the material being examined is illustrated by three materials 
with a wide range of Rayleigh wave velocities. They are diamond film which 
has a critical angle of about 8° and Rayleigh wave velocity of 10.7 mm/|is, silicon 
nitride (Si3N4), a ceramic with the critical angle of about 15° and a Rayleigh wave 
velocity of 5.8 mm/|is and steel which has a critical angle of about 30° and a 
Rayleigh wave velocity of 3 mm/|is. These three materials all have critical 
angles less than the angular aperture of 31° but it was only possible to collect data 
on the silicon nitride with this lens. The critical angle must not only be within 
the angular aperture of the lens but it also must not be too small or too large. 
The critical angle of the steel was too large and the critical angle of the diamond 
film was too small. The reasons for this are given below. 
Rayleigh waves were excited in the diamond film with this lens but the 
determination of the time difference was difficult because the Rayleigh wave 
signal remained partially imbedded within the specular reflection even when 
the microscope was completely defocused. The two signals must be separated in 
time for some range of lift-off for analysis by the zero-crossing method. The 
Rayleigh wave signals also had small amplitudes. The reasons for the behavior 
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of the acoustic waves in the diamond film can be seen by examining Figure 3.3. 
The data is analyzed by measuring the time difference between the 
specular reflection and the Rayleigh wave signal. The energy to produce a leaky 
Rayleigh wave on diamond travels from the lens to the surface at a critical angle 
of only 8° from the axis in Figure 3.3(a). The paths of the two signals is nearly the 
same due to this small critical angle. The two signals overlap at the focal point 
and do not fully separate from each other as the transducer is lowered as would 
the signals from a lower velocity material. Even when the transducer was fully 
defocused (touch the surface), the two signals still overlapped. It was not possible 
to follow a zero crossing in the Rayleigh wave signal when the two signals were 
blended. 
steel 
•silicon nitride 
diamond 
(b) 
\ 
F = 6.2 rnm\ 
(a) 
Figure 3.3. A sketch of a transducer used in this study as viewed from the side (a) 
and top (b). The characteristics of the lens are shown as well as the critical angles 
of steel, silicon nitride and diamond in (a). The area of the lens where the 
acoustic energy was produced at each critical angle is shown in (b). 
The amplitude of the Rayleigh wave signal was small for the diamond 
film. The incident energy which produces the leaky Rayleigh wave is roughly 
proportional to the area on the surface of the lens defined by d0 at 0r. The larger 
0R is, the larger the area on the lens for which energy is generated. The 
amplitude of the Rayleigh wave signal is proportional to this area. Figure 3.3(b) 
shows these areas for the three materials. The area of the ring for diamond is 
quite small due to the small critical angle. For this reason the Rayleigh wave 
signal produced with this lens for diamond had a small amplitude. Both 
phenomena which prevent the collection of data on the diamond film with this 
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lens are due to its small critical angle. Therefore, if the critical angle is a small 
fraction of the angular aperture of the lens, then a Rayleigh wave will be 
produced, but the analysis of the data in the time domain will be difficult. 
The situation for steel is just the opposite. The critical angle of 30° is 
nearly the same as the angular aperture of the lens (31°). The time delay 
between the specular reflection and the Rayleigh wave signal should be 
significant over a large range of transducer lift-offs, and the area of the ring at 
which the acoustic energy is generated is large, but no Rayleigh wave signal was 
seen. The ring is very near the edge of the lens so that the loss of energy due to 
apodization or slight lens degradation may affect the Rayleigh wave signal. 
Material attenuation in the polycrystalline sample may have further reduced a 
weak signal produced near the edge of the lens. The actual angular distribution 
of the energy for the lens will be discussed in the next section. A general 
guideline to avoid these problems is to choose the diameter and the focal length 
of the lens for the material so that the critical angle is some what larger than one 
half the angle between the axis and the edge of the lens. 
The critical angle for the silicon nitride (15°) was approximately one half 
the angular aperture of the lens. A Rayleigh wave signal was generated on this 
material and there was sufficient separation between it and the specular 
reflection that the time difference could be recorded over a significant range of 
transducer lift-offs. The Rayleigh wave signal also had a large enough amplitude 
so that the the zero-crossing for the signal could be determined accurately. 
The lack of a surface wave signal on a steel sample was assumed to be due 
to the lack of acoustic energy near the edge of the lens and possible material 
attenuation. The attenuation of steel was checked by measuring the peak to peak 
amplitude of longitudinal and shear waves after multiple back surface reflections 
using contact transducers. The change in the amplitude of each wave is shown 
in Figure 3.4 below. The steel sample was approximately 6.8 mm in thickness 
and each data point represents the signal received after it has reflected off the 
back surface. The signal returns to the front surface and some returns to the 
transducer, while some is reflected by the front surface. The signal travels to the 
back surface and is reflected again. This represents the multiple back surface 
echoes seen in Figure 3.4. The signal strength remains strong over a number of 
reflections. 
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Figure 3.4. Peak to peak amplitude after multiple back surface reflections in steel 
for shear and longitudinal waves. 
It can be concluded therefore that material attenuation is not a factor in the lack 
of a Rayleigh wave signal in steel since the wave travels over a much shorter 
distance 1 mm). 
The amount of energy which passes through the lens-water interface at 
different positions on the lens was checked in two ways. First, the amplitude of 
the front surface reflection was measured with the lens at different angles to a 
surface. This differs from the position in which the Rayleigh wave velocity data 
was taken, which is with the lens perpendicular to the sample. The peak to peak 
amplitude was measured for different angles and at two different transducer lift­
offs. Both were greater than the focal distance since physical size of the 
transducer would not allow it to be tilted while it was close to the surface. The 
amplitude measurements are shown in Figure 3.5. The amplitude at both lift-off 
levels drops off smoothly. The critical angle of some of the materials examined 
are included. The critical angle for steel is at an angle where the front surface 
amplitude was not strong enough to be measured. Also included in the figure is 
the energy per unit area which is transferred across the lens-water interface. This 
was calculated from formulae in Krautkramer and Krautkramer [36] and depends 
on the transmission coefficient for a longitudinal wave passing from the lens 
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into the water. The energy/unit area transmitted into the fluid does not have a 
strong dependence on the angle, which corresponds to the position at which it 
leaves the lens. The amount of energy transmitted does not decrease appreciably 
near the edges of the lens. 
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Figure 3.5. The output of the transducer lens as the inclination changes. 
Included are the critical angles of some materials examined in this study and the 
energy per unit area transmitted across the lens-water interface. 
Based on the measurement of the peak to peak amplitude and the energy 
transmission across the lens-water boundary, the lack of energy near the edges of 
the lens is taken to be a characteristic of the beam as it travels down the lens. The 
beam has most of its strength near the center of the lens and much less near the 
edges. The position of the critical angle in steel when compared to the measured 
amplitude shows that so little energy is coming from the edge of the lens that no 
surface wave is excited in steel. 
Data was taken on a piece of silicon nitride with a 50 MHz, 6.2 mm focal 
length transducer to test the accuracy of the two methods of finding the time 
difference between the front surface reflection and the leaky surface wave signal. 
The times of the front surface reflection and the leaky surface wave signal and 
the lift-off were used in combination to predict the performance of the two 
methods. By plotting the different combinations of these three quantities and 
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analyzing the error in the slopes of the plots, it was possible to predict how well 
the lift-off and the times of the front surface reflection and the leaky surface 
wave were being measured. 
Figure 3.6 (a-c) shows these plots for the different combinations of the 
three experimental variables. The time of the leaky surface wave is tRW/ the 
time of the front surface reflection is tsp and the lift off is S. The errors in the 
three quantities will be as for the lift-off, orw for the time of the leaky surface 
wave and asp for the time of the front surface signal. The slope and it's 
uncertainty (calculated by least squares analysis of the plots) of each plot will be 
vtt and avtt for Figure 3.6 (a), vgp and aysp for Figure 3.6 (b) and vrw and CivRw 
for Figure 3.6 (c). Equation 2.20 can be used to describe the errors in each of the 
plots. For 3.6 (a) with the variables described above, equation 2.20 becomes 
12 N- •1 / 2 9 9 \ 
—(^aRw + vttagpj AT^ N ( N  +  l ) r ' < w . . - s p ,  
For 3.6 (b), equation 2.20 becomes 
-2 
1 
iw ~AS2 N{N + 1) 
^Vrw _ 12 N-1 / 2 . .2  2 \ (CTS+VrwORW] 
VRW AB  
and for 3.6 (c), equation 2.20 becomes 
^V3p 12 N-1 i z  i N j  — 1 / 2  2  ' ^ \  
^ n ( N + I )N '^'^ p'''"P) v-p --v ; 
Equations 3.2-3.4 represent three equations with three unknowns, as, orw and 
asp which can be solved using the slopes and the errors in the slopes from 
Figures 3.6 (a-c) on the left sides of the equations. The results for the zero 
crossing method and the phase-slope method are given in Table 3.1 below. 
Using the results compiled in Table 3.1 it is possible to compare the error 
in the Rayleigh velocity calculated by each method. 
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Figure 3.6. Plots of (a) the time of the leaky surface wave vs. the time of the front 
surface reflection, (b) the lift-off vs. the time of the leaky surface wave and (c) the 
lift-off vs. the time of the front surface reflection. 
52 
Table 3.1 Results of error analysis of the plots if Figure 3.6. 
zero crossing method phase-slope method 
AS=1.76 mm, At=21.7 |j,s, N=16 AS=1.65 mm, At=2.03 |xs, N=14 
os=1.79 |im as=1.88 jim 
asp=0.49 nsec asp=1.49 nsec 
<7RW=0.51 nsec <?RW=1-0T- i^sec 
For the zero crossing method, the relative error in the Rayleigh wave velocity is 
approximately 1x10'^ and for the phase-slope method, the relative uncertainty is 
approximately 3x10"^. The zero crossing method is the more accurate of the two 
methods of finding the time between the front surface reflection and the 
Rayleigh wave. 
The differences in the uncertainties for the time and lift-off point to the 
existence of systematic errors in the data. Trigger jitter and changes in sample 
and water couplant temperature are two systematic errors which will be 
described in the following sections. 
In the basic configuration of an acoustic microscope system, the 
pulser/receiver sends an electronic pulse to the transducer. It also sends 
synchronous pulse to the digitizing oscilloscope as a trigger to begin digitizing 
the signal. Upon receiving the trigger pulse, the oscilloscope begins recording 
the voltage at the next clock cycle. However, the trigger pulse can come at any 
point in the clock cycle of the digitizer. Therefore, sequentially digitized 
waveforms are randomly shifted in time over one clock cycle. When a number 
of waveforms are being averaged by the oscilloscope, this results in an error in 
the digitization which is called trigger jitter [37-39]. 
The effect this has on the accuracy of the data is shown in Figure 3.7 which 
is a portion of three waveforms which have been shifted relative to one another 
due to trigger jitter. The voltage recorded in bin n of the digitizer for each wave 
form varies significantly. This results in a systematic error in the average when 
it is recorded which, in turn, introduces an error in the determination of the 
zero-crossing. This error can be estimated from the variation in the voltage at 
each point in a set of identical waveforms. 
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Figure 3.7 Three sequentially digitized waveforms which vary by some fraction 
of the digitizers clock cycle [39]. 
Trigger jitter affects the voltage in the following way. Figure 3.7 shows a 
portion of a waveform which is digitized in bin n. Suppose that the trigger has 
been shifted in the three files (shown by the dotted, solid and dashed lines). The 
voltage recorded in bin n will vary depending on how much the signal is shifted. 
Trigger jitter can be estimated by digitizing a waveform multiple times without 
averaging. The average and standard deviation can then be calculated at every 
digitized point in the waveform. The uncertainty in time (Ot) due to trigger jitter 
equals the standard deviation in the voltage (ay) divided by the local slope of the 
waveform (b) at each point as shown below. 
= (3.5) 
The equipment was checked for trigger jitter by digitizing a waveform 100 
times and calculating the average and standard deviation of the voltage and the 
local slope for each point. The average of the 100 waveforms and the standard 
deviation are shown in Figure 3.8. An X marks points of the greatest standard 
deviation and the corresponding points on the average. 
Figure 3.8(a) shows two distinct signals which are the front surface 
reflection and the Rayleigh wave signal recorded from a piece of ceramic. Even 
though both signals for each data file are shifted the same amount due to trigger 
jitter, the standard deviation in the recorded voltage (shown in Figure 3.8(b)) 
varies for different points in the signal due to the difference in the local slope at 
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that point. Ot can be found from equation 3.5. Using the points with slopes and 
standard deviations given in Figure 3.8, at is approximately 1.2 ns. 
This phenomena affects the determination of the Rayleigh wave velocity 
by randomly changing the front surface reflection's position in time. 
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Figure 3.8. The average (a) and standard deviation (b) of 100 waveforms for the 
data collection system in asynchronous mode. 
If the time of flight of the front surface reflection is used to determine the 
transducer lift-off, then a random time shift due to trigger jitter introduces an 
error in the determination of the lift-off. For example, the time error associated 
with the front surface reflection is 0.614 ns. This corresponds to a 0.461 ,um error 
slope=16.3 v/ns slope=12.8 v/ns 
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in lift-off. In order to correct the random errors due to trigger jitter, the clocks in 
the digitizer and the pulser/receiver have to be synchronized. 
Instrumental analysis and improvements 
Trigger jitter introduced an uncertainty in the measurement of the time 
difference between the front surface reflection and the Rayleigh wave signal. It is 
due to the clocks in the digitizer and the pulser/receiver operating 
independently of one another. The pulser/receiver's triggering pulse to the 
digital oscilloscope was randomly distributed over one clock cycle. A single clock 
to trigger both instruments would eliminate the problem. The clock in the 
digitizing oscilloscope was available through a clock output jack in the rear of the 
instrument. This could be used to trigger the pulser/receiver. The 
pulser/receiver would then send a pulse to the transducer and back to the 
oscilloscope. This pulse would trigger the digitization (at the same point in the 
oscilloscope's clock cycle) The system would be synchronous and trigger jitter 
would be eliminated. 
Unfortunately, the clock output of the high frequency oscilloscope had a 
frequency of 200 MHz. This frequency was much too high for the pulser/receiver 
to use as an activation pulse for the transducer. The optimum frequency to 
activate the transducer is about 1 kHz. In order for this method of 
synchronization to work, the frequency of the signal from the clock output jack 
in the oscilloscope had to be reduced. The pulser/receiver also had specific 
requirements for an external trigger. It required +3 to +15 V pulse with a rise 
time of less than 30 ns. 
A circuit was designed and built at the Ames Lab electronics shop to 
reduce the clock out frequency by a factor of 256,000 to approximately 780 Hz. 
This frequency is somewhat low but it was convenient for the circuit design and 
construction (see Appendix A). The circuit was connected between the clock 
output jack of the digitizing oscilloscope and the external trigger jack of the 
pulser/receiver. The sync out jack on the pulser/receiver was then used to 
trigger the digitizing oscilloscope. The system in this configuration operates 
from a single clock and is considered synchronous. It is shown in Figure 3.9. 
The synchronous system was checked by again digitizing 100 waveforms 
and finding the average and the standard deviation for each digitized point in 
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the waveform as was done previously for the asynchronous case (Figure 3.8). 
Figure 3.10 shows the same waveform but this time with the system 
synchronized. The improvement in the standard deviation of the digitized 
wave forms for the system in synchronous mode is substantial. 
The standard deviation has been reduced to nearly the random noise 
level. Points where the standard deviation is largest in Figure 3.10(b) have been 
indicated with an X. The same points, which correspond to the largest local 
slope, are marked with an x in part (a) of Figure 3.10. In each signal, the value of 
the largest slope in the top plot and the corresponding standard deviation in the 
bottom plot are given explicitly. 
pulser/receiver 
sync out 
ext. 
P/R output trig 
T 
transducer 
-256 k 
synchroniz-
ation circuit 
digitizer 
(Lacroy 4950) 
clock out 
input 
trigger 
Figure 3.9. Arrangement of the instrumentation for synchronous operation. 
The standard deviation is used to calculate the uncertainty (equation 3.6) 
but it will not be used here since it is inflated due to the D.C. component. The 
D.C. component represents other sources of noise in the system such as 
electronic noise. The difference between it and the peak standard deviation will 
be used to calculate the accuracy in the zero-crossings. Using equation 3.6 and 
substituting the difference between the standard deviation and the D.C. 
component for Gy, the uncertainty in time for the front surface reflection (see 
first arrow in Figure 3.10) gives Ot below. 
(4.99 - 3.64) v 
= 16.5 v/ns = (3.6) 
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slope=-13.4 v/nj slope=16.5 v/ns 
(b) ^ 10 
100 150 
time (2.5 ns) 
100 150 200 
time (2.5 ns) 
Figure 3.10. The average (a) and standard deviation (b) of 100 waveforms for the 
data collection system in synchronous mode. 
If the front surface reflections are going to be used to evaluate transducer lift-off, 
CTt of 0.082 ns corresponds to an uncertainty in lift-off of 
V?At 
a s  =  — =  0 . 0 6 2  | j , m .  ( 3 . 7 )  
where V2 is the sound velocity in water (-1.5 mm/|j.s). This represents a 
significant improvement over the asynchronous case. All subsequent velocity 
measurements were made with the system in the synchronous mode. 
The front surface reflection was modeled in chapter 2. The beam was 
assumed to have a Gaussian cross-section and was assumed to diffract as it 
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travelled back and forth to the sample surface. The variation in amplitude and 
phase from an example of this calculation are shown in Figures 2.11 and 2.12. 
The values of the lift-off chosen to produce these two Figures were chosen to 
match those of an experiment which measured amplitude and phase with lift­
off. The experimental results are compared to the calculations of amplitude and 
phase in Figures 3.11 and 3.12 respectively. 
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Figure 3.11. A comparison the experimental and the calculated amplitude over a 
range of lift-off which includes the focal point of the transducer. 
There are two main differences in the amplitudes in Figure 3.11. The 
calculated amplitude is much greater and more sharply peaked than that of the 
experiment and the focal point of the calculated beam occurs at higher lift-off 
than that of the experimental beam. At an experimental transducer lift-off just 
above the point of maximum amplitude, it was observed that there was an 
abrupt phase transition and apparent interference in the front surface reflection. 
This interference tended to reduce the amplitude which is why the experimental 
plot appears to have been flattened. The calculated beam response depended on 
the manufacturer's literature for the values of the transducer parameters. This 
experimental amplitude 
calculated amplitude 
• 
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transducer is somewhat different than the value stated which is not unexpected 
since there is some variation from one transducer to another. This discrepancy 
between the two amplitude plots could also be due to the paraxial approximation 
made in the analysis. The possible effects due to the inducement of the Rayleigh 
waves have also been ignored. 
265 
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Figure 3.12. A comparison the experimental and the calculated phase change 
over a range of lift-off which includes the focal point of the transducer. 
The phase change was determined by measuring a zero crossing of the 
reflected wave after removing the phase change due to the change in lift-off. The 
experimental plot shows the abrupt phase change near the point when the 
transducer is focused on the surface. This occurred at a higher lift-off than the 
maximum amplitude which also occurs near the focal point of the transducer. 
The calculated phase in Figure 3.12 also shows a phase change but it is much 
more gradual. This phase change is due to the excess phase and other 
simplifications in the analysis described in chapter The amount of the change 
between the two plots is also different with the position of the zero crossing in 
the experimental waveform changing much more than the calculated 
waveform. Since the calculated waveform was changing much more gradually, 
it was easy to follow a particular zero-crossing. In the experimental case, the 
interference made following a particular zero crossing more difficult. This could 
° experimental • 
• calculated 
• 
^ 
3SKi 
• 
1 1 1 1 1 r 
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explain the large difference between the theoretical and experimental data with 
the transducer lower and higher than the focal point. 
Comparing the experimental and the theoretical wave forms shows that 
that for S less than and greater than the focal length, the Gaussian beam analysis 
predicts the experimental waveforms fairly well. Figure 3.13 (a-c) shows three 
sets of wave forms at lift-offs (a) less than the focal length, (b) near the focal 
length and (c) greater than the focal length. There is a significant difference 
between the shapes of experimental and the theoretical waveforms in plots 
3.13(b). This may be due to the use of the paraxial approximation which is not 
appropriate for such a highly focused lens (focal length of 6.2 mm) when it is 
near it's focal length. For larger S, case (c), the shapes of the theoretical and 
experimental pulses are similar, although the latter has a small amplitude. We 
assume this to be a consequence of attenuation in the water, which was not 
included in the theory 
Modelling the acoustic beam with a Gaussian distribution and propagating 
and reflecting it recreates the experimental data fairly well when the transducer 
is not near it's focal length. The changes which occur at the lift-off where the 
beam is focused on the surface of the sample are not predicted very well with the 
Gaussian beam. The assumptions which simplified the analysis, such as the 
paraxial approximation, do not hold at that point. However, Rayleigh wave 
velocity data is taken at lift-offs below the focal point, typically at S<4.5 mm 
depending on the experiment. For these values of S, the relative error in S from 
the phase shift is approximately 6.4xl0"3%. 
The changes in the amplitude and the phase occur when the transducer is 
nearing the point where the beam is focused on the surface. This is not the 
region where the Rayleigh wave velocity is measured. It is measured at lower 
transducer lift-offs. Both the amplitude and the phase are well behaved at those 
levels. The front surface reflection can be used therefore, to predict the 
transducer lift-off for the collection of Rayleigh wave velocity data. 
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Theory Experiment 
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Figure 3.13. Plots of theoretical (left side) and experimental (right side) 
waveforms for (a) S=5.61 mm (less than the transducer's focal length), (b) S=6.11 
mm (near the focal length) and (c) S=7.27 mm (greater than the focal length. 
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4. MULTIPLE FRONT SURFACE REFLECTIONS 
Surface waves on steel sample 
As mentioned previously in chapter 3, Rayleigh waves were not produced 
on all materials with the lens used on ceramics. For instance, a particular 
stainless steel sample with a velocity of around 3 mm/|xs and critical angle of 
about 30 "showed no evidence of a Rayleigh wave. This critical angle is also 
smaller than the angular extent of the lens but is so close to the limit that the loss 
of energy due to apodization or slight lens degradation may have affected the 
Rayleigh wave signal. Material attenuation may have further reduced a weak 
signal produced near the edge of the lens. 
Even though no Rayleigh wave was detected trailing the first front surface 
reflection on the stainless steel sample, further observations revealed what 
appeared to be a signal trailing the second front surface reflection. The trailing 
signal seen in steel followed the reflection labeled number 2 in Figure 2.8. 
The signal trailing the second front surface reflection in stainless steel had 
a large amplitude and behaved as a leaky surface wave. It emerged from the 
front surface reflection as the transducer was defocused through the focal point 
and the time difference between the two signals increased as the transducer lift­
off decreased. It was not a Rayleigh wave in the normal sense since the 
relationship between the transducer lift-off and the time difference did not 
conform to that of the normal Rayleigh waves following the first front surface 
reflection. For example, a plot of lift-off versus time separation between the first 
front surface reflection and Rayleigh wave signal is linear. The corresponding 
plot in this case was not. Thus a number of questions posed themselves. Even 
though these signals appear to be surface waves, are they Rayleigh waves in the 
surface of the steel? Under what conditions are they observed? And, can they be 
used to measure Rayleigh wave velocity? To answer these questions, a theory 
was developed to predict the relationship between the transducer lift-off and the 
time-of-travel between the second front surface reflection and the trailing signal 
based on their respective wave paths. The theory was extended to include signals 
appearing after the third front surface reflection. 
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Surface wave signal following second front surface reflection 
Figure 4.1(a) shows the ray paths for the first front surface reflection and 
Rayleigh wave for a defocused acoustic microscope. S is the transducer lift-off 
and F is the focal length. If S were equal to F, the first reflection would have its 
maximum amplitude and the acoustic microscope would be focused on the 
surface. S is less than F in Figure 4.1(a). This is the configuration where 
Rayleigh waves would normally be observed. In order to simplify the analysis 
for multiple reflections, the material surface in Figure 4.1(a) is replaced with a 
virtual surface and a second, virtual lens is added a distance S below that surface. 
Figure 4.1(b) shows the result. In this figure, the focal point is below the virtual 
surface but has not yet reached the second lens. Therefore, S is greater than F/2. 
If S is decreased such that the focal point reaches the second, virtual lens, the 
second reflection will be maximized and the acoustic microscope will be focused 
on the lens surface. S will equal F/2 at that point. Decreasing S further will 
move the focal point past the the second, virtual lens as shown in Figure 4.1(c). 
S will then be less than F/2 and the second front surface reflection will be 
defocused. It is at this range of lift-offs that the surface wave signal is seen 
trailing the second front surface reflection. 
One explanation for these surface signals is that they are associated with 
Rayleigh wave signals propagating on the surface of the lens. First consider the 
possibility of Rayleigh waves propagating in the sample surface. Figure 4.1(c) 
illustrates that it is impossible to have a surface wave in the material surface at 
this lift-off. If the off-axis ray induced a surface wave in the virtual surface at this 
point, the Figure would reduce to Figure 4.1(a) and a surface wave would be 
observed following the first front surface reflection. Figure 4.1(c) does suggest 
another surface wave, i.e. a Rayleigh wave excited in the lens. A Rayleigh wave 
in the lens would presumably be a strong signal because of the high quality of 
that surface and it would also emerge from the front surface reflection as the 
transducer was defocused, both of which were observed. It would have different 
characteristics than a wave excited in the surface of the sample. For example, 
since it travels on a curved surface, there is a nonlinearity introduced into the 
problem consistent with the behavior of the lift-off versus time plots. And since 
the surface of the sample is only used as a reflector, the lift-off versus time 
difference between the two signals should be independent of the sample. 
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(a) (b) 
(c) (d) 
Figure 4.1. Sketches of the acoustic microscope at various lift-offs: a) in the 
normal mode for the excitation of a Rayleigh wave, i.e. S < F, b) S < F but with a 
second, virtual lens, c) at S < F/2 and d) at S < F/3. 
To test these ideas, the time difference between the second front surface 
reflection and the trailing signal was measured at different transducer lift-offs for 
a variety of materials. A plot of this data is shown in Figure 4.2. For a Rayleigh 
wave trailing the first front surface reflection, the plot of lift-off versus time is 
linear and the slope is related to the Rayleigh wave velocity as described in 
equation 17. The data plotted in Figure 4.2 has a pronounced curvature which 
represents the nonlinearity introduced from the curved lens. The Rayleigh 
wave velocities for these materials varied from 2.60 to 5.58 mm/|is. Despite the 
differences in the velocities, the curves for all the materials are nearly identical 
which supports the assumption that the Rayleigh wave trailing the second 
reflection is independent of the material. The ray theory developed to predict 
the lift-off versus time difference relationship for a Rayleigh wave in the lens is 
represented by a solid line in Figure 4.2. There is good agreement between this 
line and the experimental results. These results are consistent with our 
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hypothesis that the signal trailing the second front surface reflection is a Rayleigh 
wave induced in the lens. Details of the development of the ray theory to predict 
the time delay between the second and third front surface reflections and the 
corresponding surface wave are presented in Appendix C. 
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Figure 4.2. Lift-off vs. time difference between the second front surface reflection 
and the trailing surface wave signal for a variety of materials. 
Rayleigh wave signal following third front surface reflection 
Although of scientific interest, the above conclusion is disappointing if 
one's goal is to use the acoustic microscope to gain information about the sample 
rather than the lens. However, examination of Figures 4.1(a-c) suggests that 
there may be a way to induce a Rayleigh wave in the sample which would be 
observed following the third front surface reflection. If the transducer in Figure 
4.1c were lowered such that it reached the position S=F/3 from the virtual 
surface, the third front surface reflection would be maximized. Further reducing 
S would defocus the third reflection as shown in Figure 4.1(d). Here, S is less 
than F/3. It should be possible to induce Rayleigh waves in the material surface 
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at such values of S. This method of exciting a Rayleigh wave is more 
complicated than exciting a Rayleigh wave trailing the first reflection. The lens 
must have a focal length long enough to defocus the third reflection. The 
curved surface of the lens will change the angle of the rays after reflection. Thus 
plots of lift-off versus time will again be nonlinear and the lift-off must be 
known independently in order to determine the surface wave velocity. 
Fortunately, the latter problem is easily solved using the time difference between 
multiple front surface reflections to calculate S. As shown in Figure 2.8, S=AtV/2 
where At is the time difference between the two signals and V is the sound 
velocity in water. 
The focal length of the lens used to observe Rayleigh waves after the 
second reflection was too short to defocus the third reflection, so a different 
transducer was used. This transducer (Panametrics V390) had a nominal 
frequency of 50 MHz, an aperture of 6.35 mm (0.25") and a focal length of 12.7 
mm (0.5") rather than 6.2 mm. A variety of materials were examined with the 
new transducer and an example of the signal is shown in Figure 4.3. The 
material was a fine-grained silicon carbide sample, and the three signals present 
are the third front surface reflection, a Rayleigh wave in the silicon carbide and 
an unidentified signal. The unidentified signal was present in all the materials 
examined and the time delay between it and the third front surface reflection did 
not agree with expected results for a Rayleigh wave in the sample. 
Only two of the materials examined showed the additional signal which 
agreed with the expected results for a Rayleigh wave signal; silicon carbide and 
Pyrex. The results for these two materials are shown in Figure 4.4. The 
experimental data is given by the symbols shown and the theoretical data is 
given by a solid line. The theoretical results were calculated from the Rayleigh 
velocity for each material which was found independently. Appendix C gives 
the details of the development of the theory. The agreement is good enough to 
conclude that the signal excited was a Rayleigh wave via the ray path shown in 
Figure 4.1(d). 
The two materials on which Rayleigh waves were observed were 
essentially homogeneous with very small or no grains. The lack of Rayleigh 
waves on the other materials is not yet understood. 
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Figure 4.3. Third front surface reflection and two apparent surface wave signals 
on silicon carbide. 
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Figure 4.4. Lift-off vs. time difference between the third front surface reflection 
and the surface wave signal for two materials. 
However, they were mostly polycrystalline metals and a possible explanation is 
the attenuation due to grain boundary scattering. 
Figure 4.5 shows the ray paths leading to the third front surface reflection 
and the trailing leaky Rayleigh wave in greater detail. The greatest angle of 
incidence possible (6o) is smaller than the critical angle for the sample (OR). 
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Therefore, rio energy is converted into a Rayleigh wave when the ray hits the 
surface the first time. The ray which returns strikes the curved surface of the 
lens and is reflected again. The new angle of incidence is greater than 60 due to 
this curvature. It is now large enough to encompass the critical angle of the 
material. Because of this, materials with lower velocities (i.e. larger critical 
angles) can be examined using the Rayleigh wave trailing the third front surface 
reflection with a given lens. 
Figure 4.5. Acoustic microscope exciting a Rayleigh wave after the third front 
surface reflection. 
Summary 
As discussed in chapter 3, if the angular extent of the lens (determined by 
the focal length and the diameter) is smaller than the critical angle for the 
sample, a Rayleigh wave will not be induced. Apparent surface wave signals can 
sometimes be seen following the second and third front surface reflections. The 
signal following the second front surface reflection is a Rayleigh wave in the lens 
and has little practical importance since it is independent of the sample. Ray 
theory shows the possibility of exciting a Rayleigh wave following the third front 
surface reflection. The reflection off the lens increases the convergence of the 
acoustic energy such that a material with a lower Rayleigh wave velocity (and a 
S 
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larger critical angle) may be examined. Due to the multiple reflections, there is a 
smaller range of lift-offs available. Experiments showed that there is another, 
spurious signal which appears to be a surface wave but whose arrival time does 
not agree with expected results based on the Rayleigh wave velocity in the 
sample or the lens. Rayleigh wave signals following the third reflection were 
seen in only a small fraction of the materials examined. It has been suggested 
that material attenuation has precluded the observations in the other materials 
examined, but further work is needed to confirm this. Using the Rayleigh wave 
trailing the third front surface signal, it may be possible to use a given lens on a 
wider variety of materials than would be expected. 
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5. CHARACTERIZATION OF DIAMOND FILMS 
Background on diamond films 
Diamond is the hardest substance known. It also is a very good heat 
conductor, an electronic insulator (in its pure form) and is transparent. 
Diamond films are currently a popular topic for scientific research due to these 
properties and the possible technological applications. Diamond is currently 
used as an abrasive and to coat cutting tools but it could also be used as a 
protective coating for a variety of materials and products. The protective as well 
as lubricating aspects of diamond film could be used on everything from ball 
bearings to cooking pots. Transparent diamond could also protect eyeglasses, 
watch crystals and computer hard disks. In the electronics industry, diamond 
would be an exceptional heat sink due to it's heat conducting and electrical 
insulating properties [40]. With certain impurities added, diamond can function 
as a semiconductor. Diamond circuitry would operate much faster and at much 
higher temperatures than the current silicon variety [41]. 
Diamond films are sometimes made by chemical vapor deposition 
processes. Depending on the use of the film, the film may be required to be pure 
or doped with impurities. The concentration of the impurities is very 
important. The importance of diamond film characterization is illustrated by the 
following quote taken from page 88 of [41]. 
"Although workers can specify precisely both the thickness and the boron 
level of diamond films, the concentration of other impurities, such as 
nitrogen, is more difficult to control. Even one nitrogen atom per billion 
carbon atoms can degrade a film's electrical properties substantially. Yet 
such small concentrations are almost impossible to detect using standard 
analytic methods. The development of techniques for insuring purity is a 
prime concern for future diamond development, next in importance only 
to producing large crystals." 
Three polycrystalline diamond films were studied at the request of a 
corporate sponsor, Eric E. Jamieson, staff engineer for Allied Signal/Kansas City 
Division. They were produced at ASTeX Applied Science and Technology, Inc. 
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and were forwarded to the author by Mr. Jamieson. 
The diamond films were produced by a chemical vapor deposition process 
and have three different thicknesses, nominally 100|i, 300|J. and 500|i. The 
thinnest of the films had an area of 1 cm by 1 cm and the other two had an area 
of 0.5" by 0.5". All were free standing with no substrate. 
As described in Chapter 2, the Panametrics V3330 transducer could not be 
used to collect data on the diamond films since the Rayleigh wave signals 
remained imbedded in the front surface reflection even when the transducer was 
fully defocused (close as possible to the film). Diamond's high Rayleigh wave 
velocity corresponds to a small critical, angle so the path lengths and times of 
travel for the front surface reflection and the Rayleigh wave signal are nearly the 
same. The diamond films required the use of a transducer with a smaller 
angular aperture to differentiate the two signals. 
Acoustic microscope lens used on the diamond films 
Figure 5.1 shows a sketch of the transducer lens used successfully on the 
diamond films. 
F = 1.27 cm 
Figure 5.1. A sketch of a transducer used successfully on the diamond films viewed 
from the side (left) and top (right). The characteristics of the lens are shown as 
well as the critical angle for diamond in the figure on the left. The area of the 
lens where the acoustic energy was produced at each critical angle is shown in 
the figure on the right. 
2a = 0.635 cm 
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This transducer had a frequency of 50 MHz, a diameter of 0.25" and a focal length 
of 0.5". Due to the longer focal length, the angle between the axis and the edge of 
the lens was only 15°. In this case the critical angle for diamond of 8° was a 
much larger fraction of axis-edge angle so the area of the ring defined by de was 
much larger than with the previous lens. Therefore, the Rayleigh wave signal 
was much stronger. Also, the time delay between the Rayleigh wave signal was 
much larger than that of the specular reflection so it was possible to resolve the 
two signals in time over a range of transducer lift-offs. 
Experimental results 
T3rpical signals recorded from the three diamond films (not at the same 
lift-off) with the second lens are shown in Figures 5.2(a), (b) and (c). Two separate 
signals can be seen in each figure. The first signal is the specular reflection and 
the second was assumed initially to be the leaky Rayleigh wave. 
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Figure 5.2. The front surface reflection and the surface wave signals from the (a) 
lOOjJ. diamond film, (b) 300|i diamond film, and (c) 500|J. diamond film. 
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There are more oscillations per signal in Figure 5.2 than in the typical signal 
obtained using the previous transducer (shown in Figure 2.6) since the second 
transducer is not as highly damped The velocity data taken proved that the 
second signal for the two thinner films cannot be produced by Rayleigh waves. 
The zero crossings used to calculate the velocity are marked with an x. 
They were chosen to allow the greatest range of lift-off and to avoid interference. 
In order to have the greatest range of S, it was advantageous to have the zero 
crossing later in the second signal. However, the signal from the 300|i film 
(Figure 5.2(b)) shows evidence of interference. In order to avoid the interference, 
the zero crossing was chosen early in the second signal. 
The velocities for the three films are given in Table 5.1 along with the 
thicknesses in wavelengths determined from a nominal center frequency of 50 
MHz. The error quoted in the velocity is due to the scatter in the plot of S vs At 
as described previously. There are two items of note in the data. First, there is a 
large difference between the acoustic wave velocity as measured in the lOOp. film 
and the velocities from the other two. Second, the uncertainty in velocity in the 
300|i film is much larger than other two. This is due to the interference observed 
in the signal as shown in Figure 5.2(b) above. 
Table 5.1. The measured acoustic wave velocities and uncertainties for the three 
diamond films 
100 la 0.5^ 8.77 ± 0.01 mm/|is 
300 u 1.6^ 10.40 ± 0.20 mm/|is 
500 |l 2.6 X 10.81 ± 0.04 mm/|Lis 
The Rayleigh wave velocity for diamond can be estimated from the value 
of the shear velocity and Poisson's ratio for diamond as shown in equation 101. 
VR = rnm/iis (101) 
Here o is Poisson's ratio and is approximately 0.09 and Vj is the shear velocity 
and is approximately 12 mm/|J.s [42]. The estimated velocity of 10.7 mm/|j.s is 
similar to the velocities measured for the 300 and the 500|J. films but is much 
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different than the experimental velocity for the 100|J. film. The acoustic wave 
measured in the lOOfx film cannot therefore be a Rayleigh wave. 
Lamb waves 
The acoustic wave measured in the 100|J. film is properly interpreted as a 
Lamb wave. Lamb waves are a distinctive type of elastic wave which occur in 
plates or thin slabs of material with thicknesses of approximately the wavelength 
of the elastic wave. They consist of longitudinal and vertically polarized shear 
waves which bounce between the surfaces and couple at the boundaries. There 
are two types, one in which the top and bottom surfaces move symmetrically, 
known therefore as symmetrical Lamb waves, and one in which the two surfaces 
move antisymmetrically, known as antisymmetrical Lamb waves. Both types 
have a zeroth and higher modes of vibration and both are dispersive [12,18], i.e. 
have wave velocities which depend on frequency. 
Since Lamb waves are dispersive, the velocity is not a single value for all 
frequencies. Lamb wave dispersion curves, which are the solutions to the 
Rayleigh-Lamb frequency equations [18,30] are the plot of the frequency vs. the 
component of the wave number in the direction of wave propagation along the 
plate (denoted as P). The curves represent the zeroth and higher order modes of 
both the symmetrical and antisymmetrical waves and the slope represents the 
group velocity. So in order to compare the experimental velocity data from the 
diamond film to the expected value, the dispersion curves for the three diamond 
films must be constructed. 
The dispersion curves were calculated from the single order elastic 
constants for diamond. They are cii=1040 GPa, C44=550 GPa and ci2=170 GPa [42]. 
The Voigt averaging procedure [32] was used to convert these values into 
polycrystalline Lame constants. This assumes that there is no texture in the 
films. In principle, Reuss and Hill procedures should also be considered. 
However, they were not pursued in this initial study because of significant 
uncertainty in the second order constants cij, as much as 30% for ci2. The Lame 
constants along with the film thickness and density were used to obtain 
solutions to the Rayleigh-Lamb frequency equations [30]. These solutions are the 
dispersion curves shown in Figures 5.3(a), (b) and (c). 
The axes of the graphs in Figure 5.3 are frequency (MHz) vs. the wave 
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vector, P, (mm-1). An x marks the measured velocity. The dashed lines 
represent the ± errors in the velocity given in Table 6.1. For the 100|J, and the 
500fi plots, the dashed lines cannot be resolved on the scale given. The zeroth 
order symmetric and antisymmetric modes are labeled (so and ao, respectively) in 
all three plots. Higher order modes are not labeled to avoid confusion. At high 
frequency and wave vector, the ao and so modes approach an asymptotic limit 
which has a slope proportional to the Rayleigh wave velocity. This line is 
shown for the 100|i curve but is left off the 300|i and the 500|a, curve in the 
interest of clarity. 
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Figure 5.3. The dispersion curves and experimentally determined velocity 
(marked with an x) for the (a) 100|i diamond film, (b) 300|i. diamond film, and (c) 
500|i diamond film. 
The type of wave generated in the films can be determined by comparing 
the experimental velocity to the dispersion curves in Figure 5.3. From Figure 
5.3(a), the point representing the experimental velocity measured in the 100|i 
film is closest to that of the zeroth order antisymmetric Lamb wave and is 
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further from the line representing the Rayleigh wave velocity. This is why the 
measured velocity (8.77 mm/fis) did not agree with the estimated Rayleigh wave 
velocity (10.7 mm/fis). The relatively good agreement between the measured 
velocity for the 500|X diamond film and the estimated Rayleigh velocity can be 
seen from Figure 5.3(c) where the x can be considered to be on the asymptotic 
limit described above. The point representing the measured velocity for the 300{J. 
film (Figure 5.3b) lies near both the ao and SQ curves before they converge to a 
Rayleigh wave mode. The interference can be explained by the presence of both 
ao and SQ modes in the 300|J, film. 
The experimental velocities lie near the theoretical dispersion curves but 
there are deviations in all three cases. The largest is seen in Figure 5.3(a). The 
point representing the measured velocity lies somewhat below the ao curve. One 
explanation for deviation would be a difference between the nominal and the 
actual film thickness; which in turn, influences the dispersion curves. The 
thickness of the diamond films was checked and the correct thicknesses were 
found to be 97.5±10)J., 284±20|i and 463±25|J.. Figures 5.4(a-c) show the revised 
dispersion curves with the correct thickness. In this case, only a localized region 
near the measured velocity point and the ao curve are shown. There are two sets 
of dashed lines. One set represents the uncertainty in the thickness given above 
and the other represents the uncertainty in the velocity given earlier. For Figure 
5.4(c) the dashed lines representing the uncertainty in the thickness are very 
difficult to perceive because they lie very close to the dispersion curve. The point 
representing the measured velocity is above the dispersion curve in Figure 5.4(c) 
which is difficult to explain. In Figure 5.4(b) the point representing the measured 
velocity is below the corrected dispersion curve but the large uncertainty in the 
velocity makes it difficult to claim any sort of trend. However, the measured 
velocity is low with respect to the so mode (shown in Figure 5.3(b)) which is 
assumed to be present due to the interference observed. In Figure 5.4(a) which is 
the corrected dispersion curve for the thinnest film, there is no doubt that there 
is a deviation between the theoretical and the experimental values. Here the 
regions of uncertainty do not overlap and the point definitely lies below the 
dispersion curve. 
Two possible explanations for the deviations are texture and film 
composition, the latter of which will be discussed here. 
77 
380 400 420 440 
a) wave vector (1/mm) 
300 320 340 360 
b) wave vector (1/mm) 
— dispersion curve 
- • • uncertainty in film thickness 
-- uncertainty in velocity 
X measured velocity 
280 300 320 340 
c) wave vector (1 /mm) 
360 
Figure 5.4. Corrected dispersion curves for the three diamond films, (a) 97.5±10|i, 
(b) 284±20^l and (c) 463±25^. 
A film that is not 100% diamond but is mixed with some other form of carbon 
such as amorphous carbon or graphite can be expected to have a different 
acoustic wave velocity. Figure 5.5 shows the previous dispersion curves for pure 
diamond, pure graphite, a mixture of the two and the point representing the 
experimentally measured velocity. The Lame constants for graphite were 
estimated from the single crystal elastic constants (for a hexagonal crystal in this 
case) [42] with a Voigt averaging procedure [32]. There is good agreement 
between the experimental velocity and the curve for the diamond-graphite 
mixture. The film content must be checked independently to confirm these 
results but these results suggest that acoustic wave velocities could be used to test 
the purity of diamond films. 
Results of Raman spectroscopy of diamond films 
Raman spectroscopy was done on the diamond films but the data failed to 
give the exact content of the films as was hoped. Raman spectroscopy is only 
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useful for identifying the different materials in a sample and is only capable of 
rough quantization [43]. The resulting spectrographs of the three diamond films 
are shown in Figure 5.6. Figure 5.6 (a) represents the 100|i film, (b) represents the 
300|i film and (c), the 500|i film. A spectrograph of diamond would show a peak 
at approximately 1332 cm"l which is only weakly present in the 300ji film. The 
100 film shows some evidence of the diamond peak at 1332 cm'i and the 500(i 
film shows only slight evidence of it. The most prominent signal in all three 
spectrographs is the broad peak around 1220 cm"l. There are two substances 
which could be producing this broad peak. Amorphous carbon produces a peak 
at 1220 cm'l and the presence of nitrogen impurities in diamond films produces 
a peak at 1212 cm"l. On the basis of the Raman spectroscopy data, the films 
would be classified as diamond-like rather than diamond [44]. 
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Figure 5.5. The ao dispersion curve for diamond, graphite and a mixture of the 
two. 
The results of the acoustic microscope data are therefore inconclusive. It 
may be possible to characterize diamond films using this method but more work 
is necessary such as controlled studies of the Rayleigh wave velocity of 
amorphous carbon films and true diamond films. 
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Figure 5.6. Raman spectrographs of the (a) 100 diamond film, (b) 300 film 
and (c) 500 )J. film. 
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6. MEASUREMENT OF STRESS 
Apparatus 
Before Rayleigh wave velocity measurements could be made on a stressed 
material, an apparatus had to be made to hold the sample while stress was 
applied. Figure 6.1 shows the apparatus from the side and top (left and right 
sides of the figure, respectively). The jig was designed to hold the sample while 
immersed in water and to deliver compressive stress via a hydraulic piston 
system. It is made of 1/2" stainless steel bent into an 8" diameter partial cylinder 
opened at the top to allow the acoustic microscope near the sample. Two plates 
were placed at each end of it's 10" length to close the vessel. The jig is watertight 
and filled with water to act as a coupling fluid. Since it was expected that the 
samples would be of various sizes, a shim is necessary to hold the sample in 
place. 
hydraulic piston 
assembly 
stainless steel jig silicon carbide sample 
Figure 6.1. Compression jig to deliver stress to silicon carbide sample. 
Results 
A piece of silicon carbide was inserted in the jig with the shim and the 
hydraulic piston as shown on the right side of Figure 6.1. The hydraulic system 
also had a gauge to estimate the pressure. The silicon carbide was placed in the 
jig and just enough pressure was added to hold it in place and the first data file 
was taken.. The pressure was systematically increased and data was collected at 
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each increment. The silicon carbide sample had been measured previously so 
it's velocity with no applied stress was known 
The results of the first experiment are shown in Figure 6.2. The sample 
was loaded to three stresses: 2, 39 and 55 MPa. The three data points are not 
linear as would be expected and the scatter is larger than the error bars for the 
individual points. The error bars correspond to the error in the slope of the lift­
off vs. time difference between the front surface reflection and the Rayleigh wave 
signal. During the increase in compressive stress from 39 to 56 MPa, the sample 
had partially failed as shown in Figure 6.3. The breakage could have shifted the 
stress distribution and lowered the stress locally where the data was taken. This 
would account for the point corresponding to the highest stress indicating a 
higher velocity than the trend in the other data points would indicate. If the last 
data point is ignored, the slope of the line, which is the acoustoelastic constant, is 
-0.3872 m/s/Pa. The experiment was repeated in order to confirm the trend in 
this data. 
5.17 
5.15-
5.11-
sample partially fails 
slope = 3.9x10-4 
> 
5.09-
5.07 
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stress (MPa) 
Figure 6.2. First attempt at measuring the change in velocity with applied stress. 
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Figure 6.3. Silicon carbide sample used in first stress experiment. Position of 
data collection is marked with an x. 
The samples were obtained by cutting larger sample of silicon carbide into 
small pieces. The smaller the sample cross-section, the more compressional 
stress was put into the sample by the apparatus. The second experiment was 
done on a slightly larger piece than the first experiment. In this experiment, the 
stress increased in slightly less than 7 MPa increments resulting in more data 
points. Figure 6.4 shows the results. As with Figure 6.2, the velocity tends to go 
down with increasing compressive stress. However, there is a large amount of 
scatter in the data. The error bars correspond to the error in the slope of the lift­
off vs. time difference data. The scatter in the points exceeds their individual 
error bars. It was suspected that some shifting and possibly some breakage 
occurred during the data collection but total failure did not occur until a stress of 
approximately 96 MPa. That point is not included in Figure 6.4. 
The slope of the line, which is related to the acoustoelastic constant, is 
-0.3718 m/s/Pa. This is consistent with the slope of the previous experiment if 
the last point where breakage occurs is ignored. Figure 6.5 shows both data sets 
in terms of relative velocity vs. stress. Using the relative velocity (AVR/VRQ 
where AVR is the difference in the measured Rayleigh wave velocity with and 
without applied stress and VRQ is the velocity without applied stress) allows the 
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data from the two experiments to be compared directly. The difference in the 
velocity measured in the two pieces of the sample is attributed to 
inhomogeneity. The slope of the combined data in Figure 6.5 is 7xl0"5 MPa-l. 
There is a genuine trend in the data with the velocity decreasing with 
increasing stress. However, there is also a large amount of scatter in the results. 
There are three possible causes in for this. First, since the sample is being 
compressed, it moves slightly each time the pressure is changed. 
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Figure 6.4. Second attempt at measuring the velocity shift with stress. 
This means that the beam is illuminating a slightly different area on the sample 
as the stress is increased. Inhomogeneity in the sample could cause a velocity 
change from point to point. Second, the hydraulic piston lost pressure while 
data was being taken. This would change the Rayleigh velocity over the course 
of data collection. The greater the pressure in the hydraulic system, the more it 
tended to drop during data collection. The average pressure (of the values at the 
beginning and the end of the data collection) was used in Figures 6.2, 6.4 and 6.5. 
Third, the temperature of the system was not monitored during the experiment. 
The temperature effects were described in chapter 2 and it was found that a 
temperature changes in the water couplant would affect the results more than a 
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temperature change in the solid. Before the experiments, the water couplant was 
allowed to come to equilibrium with surrounding environment but changes are 
possible during the experiment due to the heating/cooling system of the 
building, the proximity of the experimenter and even the transducer. The 
experiment was repeated a third time and the temperature of the couplant was 
monitored for changes. 
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Figure 6.5. Relative velocity shift for both sets of data. 
In the third experiment, a digital thermometer was used to measure the 
temperature of the couplant. It was not possible to monitor the temperature 
near the sample or the transducer without disrupting the experiment. The 
results of the experiment are shown in Figure 6.6. This data is different than that 
of the first two experiments as it shows only a slight trend of decreasing velocity 
with stress. The scatter in the data is again larger than the individual error bars 
suggesting that other effects are overcoming the stress effect. 
The temperature was recorded during each experiment. Over the time of 
data collection, which was several hours, the temperature of the couplant slowly 
cooled from 71.1°F to 70.3°F. As mentioned in Chapter 2, this velocity change 
affects the determination of the Rayleigh velocity in two ways, the determination 
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of the lift-off from the time of travel of the front surface reflection and in the 
calculation of the Rayleigh velocity from equation 2.9. The sound velocity was 
calculated from the data given in Figure 2.12 using the temperature recorded for 
each experiment. The temperature drop over the course of the experiments 
corresponds to a change in the velocity of water of 1.4874 to 1.4861 mm/)is which 
is a difference of approximately 0.1%. The changing sound velocity in water for 
each experiment has been incorporated in the the data shown in Figure 6.6. The 
change in temperature recorded does not therefore, explain the scatter in the 
data. 
5.09 
^ 5.08 
•M 
O 5.07 OJ > 
<u 
> 5.06 
s: 
5.05 
5.04 
-60 -50 -40 -30 -20 -10 0 
stress (MPa) 
Figure 6.6. Third attempt at measuring the velocity shift with stress with 
corrections made for temperature changes. 
Diagnostic experiment 
The scatter in the data shown in Figure 6.6, especially the points in the 
figure with large deviations corresponding to -22.6 MPa and -51.8 MPa in the 
sample, prompted a set of diagnostic experiments. The diagnostic experiments 
consisted of three identical sets of data taken at three different locations on the 
same sample as a check of the repeatability of the collection and analysis 
procedures. The sample was not subject to stress during the diagnostic 
experiments. The results are shown in Figure 6.7 below. 
slope = (1.1239e-4±1.5e-4) 
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Figure 6.7. Results of nine diagnostic experiments done on silicon carbide at 
three different locations. 
Rather than Rayleigh wave velocity, the results are shown in the form of 
the slope of the lift-off vs. time difference which is denoted as m in Chapter 2. 
The error bars on the experiments are due to the error in m from the least 
squares fit to the data. These experiments were also monitored for temperature 
changes and it remained fairly constant at 68.2 °F for all nine experiments. 
The data from the first and third locations are self consistent. The 
difference between the slopes is less than the error bars on the individual points. 
The data from the second location is not, however. There are two points which 
are considerably different than the rest. This represents the same sort of 
randomness which was present in the data taken in the third experiment with 
the sample under stress. The slope of experiment 5 is 17.627 mm/|is and the 
slope of 6 is 10.061 mm/|j.s. The difference between these two slopes. Am, is 0.566 
mm/fis. From equation 2.9, this corresponds to a change in the Rayleigh wave 
velocity of 5.167 mm/|is to 5.085 mm/jis, approximately a 1.6% change. 
There are two ways of interpreting the data from the second location. If 
the material is sufficiently inhomogeneous, the slopes corresponding to 
9 9 o
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experiments 4 and 5 correctly represent the velocity at that position and there is a 
problem with experiment 6. The alternate view is that experiment 6 is consistent 
with experiments 1 through 3 and 7 through 9 and there is a problem with 
numbers 4 and 5. The lack of repeatability of the data from the second location 
prompted a detailed analysis of the raw data. 
Figure 6.8 shows the front surface reflection and the trailing surface wave 
signal at different levels of transducer lift-off. The front surface signal does not 
change shape appreciably, other than a slight decrease in amplitude, as the 
transducer is moved. The shape of the surface wave signal, however, does 
change with lift-off. There is also another signal which emerges as the 
transducer is lowered. 
There are three variables which are changing between the three sets of 
data taken at each location. Those are the times of the front surface and the 
Rayleigh wave and the lift-off. The values of ti, the time of the front surface, t2, 
the time of the Rayleigh wave and S, the lift-off should be the same for the three 
data sets taken at the same location. The validity of this was checked by plotting 
ti vs S and tz vs. S for each of the nine sets of data. An example of these plots is 
given in Figure 6.9. 
The lift-off has been previously determined from the change in time of 
the front surface signal but in order to check the three variables independently, S 
is determined in Figure 6.9 from the number of steps of the stepping motor 
between each lift-off level. The slopes and the errors of fit for all nine files, 
including that shown in Figure 6.9 are given in Table 6.1 
There are three conclusions which can be drawn from the data presented 
in Table 6.1. First, the data for the slopes for experiments 1-3 and 7-9 are fairly 
consistent. The difference between the individual experiments is less than the 
fitting error given in the third and fifth columns. The slopes corresponding to 
the front surface reflection for experiments 4-6 are not self consistent. The 
differences between these slopes are however only 30 to 40% over the error of fit 
given. It is not known whether this difference is statistically significant or not. 
Second, the time of the front surface reflection has been used to determine 
the transducer lift-off but another source of lift-off information is available. The 
movement of the transducer is controlled by a stepping motor. The number of 
steps of the stepping motor can be used to determine the change in S. 
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Figure 6.8. Examples of the front surface reflection and the surface wave signal 
from silicon carbide taken from the diagnostic experiments at increasing 
transducer lift-off. 
89 
s from stepping motor (mm) 
Figure 6.9. An example of the plots of the times of the front surface signal and 
the Rayleigh wave signal with respect to S from the stepping motor. 
The time of the front surface reflection could then be used to determine the 
velocity of sound in the water couplant between the transducer and the sample. 
The calculation of the Rayleigh velocity depends on the speed of sound in the 
water which is a function of temperature as was shown in Figure 2.12. A digital 
thermometer was used to record the temperature but it was not near the 
transducer or the sample. Local temperature changes could have an effect on the 
data. Use of the front surface travel time to determine the velocity in water 
would solve the problem of a temperature change near the path of the acoustic 
wave. However, the stepping motors are not accurate enough to be used to 
determine S. The deviations in the slopes of Table 6.1 illustrate this. The front 
surface time is therefore, best used to determine the lift-off. Similar results for 
the slopes for S calculated from the time of travel of the front surface reflection 
to be given shortly will show much better results. 
Third, the errors in the fit for the time of the surface wave are greater than 
those of the front surface reflection. Examination of Figure 6.9 and the rest of the 
plots show that there is a slight curvature in the time of the surface wave (t2) vs. 
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S data. This is due to the changing shape of the surface wave signal as the 
transducer is moved. This implies that the slope of the data depends on the lift­
off level at which it is measured. A linear fit to a curve will change depending 
on where the line is fit to. The changing shape of the surface wave signal was 
not anticipated and may be the cause of some of the scatter in the data. 
Table 6.1 Slopes and errors of the plots of time of front surface and time of 
Rayleigh wave signals vs S (from stepping motor) for the diagnostic experiments. 
exp. no. dti/dS deviation in dt2/dS deviation in 
(2.5 ns/mm) dti/dS (2.5 ns/mm) dt2/dS 
1 539.76 0.90 516.58 0.95 
2 539.40 1.10 516.11 1.15 
3 539.44 1.03 515.94 1.20 
4 539.15 1.07 516.11 1.20 
5 539.33 1.00 516.31 1.13 
6 540.61 1.01 516.82 1.16 
7 539.88 1.01 516.22 1.16 
8 539.90 1.00 516.33 1.16 
9 539.93 0.98 516.26 1.12 
Plots similar to Figure 6.9 can be constructed using the lift-off determined 
by the time change of the front surface reflection. An example is shown if Figure 
6.10. Figure 6.10 represents the same set of data as shown in Figure 6.9. The only 
difference is the determination of S. There is no error in the slope of ti vs. S 
since these are the same to within the velocity of sound in water. The error in 
the slope of t2 vs. S is much lower in this case. The error in the slopes of the rest 
of the data from the diagnostic experiment are given in Table 6.2 
The errors in the fit to the slope of ti vs. S for all the experiments are 
much less in this case. Therefore, the time of the front surface is best used to 
calculate the transducer lift-off as was assumed. The curvature in surface wave 
data is also much less evident in this case. However, close examination of Figure 
6.10 still shows a slight curvature. 
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Figure 6.10. An example of the plots of the times of the front surface signal and 
the Rayleigh wave signal with respect to S from the time of the front surface 
reflection. 
Table 6.2 Slopes and errors of the plots of time of front surface and time of 
Rayleigh wave signals vs. S (from front surface reflection) for the diagnostic 
experiments. 
exp. no. dti/dS deviation in dtz/dS deviation in 
(2.5 ns/mm) dti/dS (2.5 ns/mm) dt2/dS 
1 539.59 - 516.42 0.16 
2 539.59 - 516.30 0.18 
3 539.59 - 516.31 0.15 
4 539.59 - 516.90 0.14 
5 539.59 - 516.91 0.14 
6 539.59 - 516.18 0.15 
7 539.59 - 516.23 0.16 
8 539.59 - 516.26 0.16 
9 539.59 - 516.22 0.15 
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The slope of the surface wave is self consistent for experiments 1-3 and 7-9. 
The differences between individual experiments are less than the deviation 
given in the fifth column and in the case of experiments 7-9, much less. The 
deviations for all are very similar. The slopes, dt2/dS, of experiments 4-6 still 
show the same random change first given in Figure 6.6. Either the first two or 
the last of this set is erroneous. There are, however, no clear indications in the 
data presented in Table 6.2 of what is causing these random changes in the data. 
The problem with experiments 4-6 is believed to represent the same 
problem which occurred in the analysis of the Rayleigh velocity vs stress data, as 
shown in Figure 6.6. There are two remaining possibilities to explain the scatter 
in the data. One is a temperature change much greater than anticipated 
occurring within the region of the couplant where the acoustic wave passes 
between the lens and the sample. For example, the change in m between 
experiment 5 and experiment 6 is Am=0.56 mm/|J.sec (see Figure 6.7). The slope, 
m, is related determined by (t2-ti)/s where ti is given by 2S/V2. The equation for 
m can be rewritten as 
m = 
dt2 
dS" 
_2_ 
V2 (6.1) 
The change in the V2 to account for the change in m can be found by taking the 
derivative of equation 6.1 with respect to V2 and then solving for V2 . Doing this 
and using values given in experiment 5 of Table 6.2 for dt2/ dS gives a change in 
the velocity of sound in water of 0.002 mm/us as shown below. 
AV2 = Am dt2 
dS 
_2_ 
V2 
y2 
- 0.002mm / iJ.s 
(6.2) 
The change in temperature to account for this change in velocity can be found 
from the derivative with respect to temperature of the equation given in Figure 
2.12. The change in temperature was found to be approximately 1.2 °F. The 
temperature as measured did not undergo a shift of this size but it was not 
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measured near the path of the acoustic wave. Local temperature shifts of this 
size were not anticipated and it is unlikely that a temperature change of this size 
is actually occurring. 
Another possible explanation for the large difference between experiments 
5 and 6 is the shape change in the Rayleigh wave signal shown in Figure 6.8. The 
shape change causes the lift-off vs. time data to be curved rather than linear. Sets 
of data points at different regions in this nonlinear relationship would have 
different slopes. If experiments 5 and 6 were taken at different lift-off levels, they 
would represent different regions of this relationship and thus be expected to 
have different slopes. 
The times of travel the front surface reflection for experiments 5 and 6 do 
indicate a difference in first lift-off level of approximately 0.01 mm. The 
difference in the first lift-off levels of experiments 4 and 5, whose slopes are in 
much better agreement, is only 0.2 |j,m. If this is the cause of the fluctuation in 
the data, then this method of determining the Rayleigh wave velocity is very 
sensitive to absolute transducer lift-off, a quantity which is not always known. 
In conclusion, three attempts at measuring the Rayleigh wave velocity 
variation with stress were made. The first two showed consistent results but the 
scatter in the data was greater than the errors associated with the individual 
measurements. The experiment was repeated a third time and there was no 
significant trend outside the large scatter in the data indicating that the velocity 
change with stress. The scatter in the data prompted a set of diagnostic 
experiments to explain and correct for it. The diagnostic experiments consisted 
of collecting data three times at a location. Three different locations were 
examined. At the first location and the third location, the data was consistent but 
not at the second location. Two of the three experiments at the second location 
yielded similar results but the third was much different. The third was, 
however, similar to the results at the other two locations. Subsequent 
investigation of the times of each signal failed to explain the differences. 
If diagnostic experiment 6 gave the same results as 4 and 5, then the 
differences between the three sets of three would be attributed to inhomogeneity 
in the sample. This is not the case however. Two possible explanations for the 
difference between the results of experiments 5 and 6 remain after the analysis of 
the diagnostic data. One is a much higher than anticipated change in water 
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temperature between the lens and the beam. The other is due to the changing 
shape of the Rayleigh wave signal. This creates curvature in the plot of (t2-ti) vs. 
S. Fitting a line to curved data can lead to errors if the line is fit to different areas 
of the curve. The data showed a slight difference in the lift-off between 
experiments 5 and 6 which would mean that this data is being fit to different 
areas of the nonlinear relationship At vs. S. If this is the case, a much more 
exhaustive analysis of wave propagation would have to be made to correct for 
the curvature. Without this, the determination of the Rayleigh wave velocity by 
this method would be too sensitive to the absolute transducer lift-off to make 
this technique useful in field applications. 
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7. SUMMARY AND CONCLUSIONS 
This work has been an attempt to determine residual stress in a material 
by measuring the shift in the Rayleigh wave velocity using "off the shelf" 
equipment. Observations of the acoustoelastic effect, which is the name of this 
phenomena, have been done in laboratory settings with much more expensive 
equipment [20-22]. This dissertation is an attempt to analyze the methods 
necessary to overcome the problems which may be encountered when 
attempting to implement these results using standard equipment that would 
generally be available to a technician working in the field. 
Our initial experiments determined the accuracy of the measurements of 
the time difference between the front surface reflection and the Rayleigh wave 
and the transducer lift-off. In order to observe the acoustoelastic effect, the 
measurements of time and distance had to be accurate to within one part in 10"^. 
The accuracy of the initial experiments was about two parts in 10"^ which was 
below the required accuracy. Analysis of these initial experiments and suggested 
improvements which could be made. 
Two methods of measuring time were considered, one in the frequency 
domain and one in the time domain. Analysis of both methods showed that the 
time domain measurement was more accurate in these experiments even 
though the frequency domain measurements had, in theory, the better accuracy. 
The accuracy of the time measurement was found to be limited by a 
phenomena known as "trigger jitter". The data acquisition system was originally 
running on two clocks which were not synchronized. The data files, which were 
averaged inside the digitizing oscilloscope, could vary in time by one clock cycle. 
The problem was solved by using just one of the clocks to run the system. An 
instrument was constructed to allow this to be done and the system was then 
considered synchronized. 
Knowledge of the lift-off had to be as accurate as the measurement of time 
and it was found that the position of the transducer given by the stepping motor 
did not have this accuracy. The change in the travel time of the front surface 
reflection was then used to determine the lift-off. Comparisons of the data using 
lift-off values found from both methods confirmed that the front surface travel 
time provided better results. Diffraction of the beam could affect the data by 
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changing the position the zero-crossing and this was investigated. It was found 
that there are large phase changes when the transducer focal point is moved near 
the surface. The lift-off level where Rayleigh wave velocity measurements are 
taken are lower than the focal distance. In this region, diffraction effects were 
found to have negligible impact on the data. 
For some of the materials examined in this work, no Rayleigh wave signal 
was seen trailing the first front surface reflection as expected. The angular 
aperture of the lens was smaller than the critical angle to induce Rayleigh waves 
in these materials. There are usually multiple front surface signals and there 
were what appeared to be surface waves trailing the second and third front 
surface signals. Ray tracing analysis of these signals led to the speculation that 
the surface wave following the second front surface signal was a Rayleigh wave 
induced in the lens of the transducer. Further analysis suggested the possibility 
of inducing Rayleigh waves in the sample following the third front surface 
reflection. Experimentation confirmed that a surface wave trailing the second 
reflection was induced in the lens. Observations with a longer focal length 
transducer showed that surface waves could be induced in some materials 
following the third front surface reflection. 
Industrial colleagues routinely provided samples to be measured. A set of 
diamond films is an example. The diamond films had different thicknesses and 
the velocity measurements varied significantly between three films. They were 
assumed to have similar characteristics except for their thickness. This led to the 
investigation of Lamb or plate waves. The velocities measured on the the three 
films were found to correspond to points on the Lamb wave dispersion curves. 
The Lamb wave velocity measurements of the three films where 
somewhat different than that expected for diamond. It was assumed therefore 
that the films were not pure diamond but some mixture of diamond and 
amorphous carbon. It was possible to match the experimentally determined 
velocity by assuming a 50% mixture of the two elements. Raman spectroscopy 
was done in hopes of confirming these results but was only capable of 
distinguishing between different materials present in the films rather than 
providing a quantitative characterization of each. The Raman spectroscopy data 
tended to support the assumption that the films were diamond-like rather than 
diamond, i.e. that amorphous carbon may be present in the films. The elastic 
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constants of the films could be used to construct more accurate Lamb wave 
velocities and thus, confirm the possibility of using an acoustic microscope to 
characterize diamond films. 
Attempts were made to measure applied stress in a sample of silicon 
carbide using this device. The results of three such experiments are not 
consistent, however. Despite the improvements made over the course of this 
work, it has not been possible to measure stress reliably with this instrument. 
Possible causes of are the lack of knowledge of the temperature near the path of 
the acoustic waves through the water and the changing shape of the Rayleigh 
wave signal. A temperature change in the water bath has an effect on the 
velocity of sound in the water. This quantity must be known to accurately 
calculate the Rayleigh wave velocity by this method. A change in the shape of 
the Rayleigh wave signal means that the relationship between the lift-off and the 
time difference of the two signals is no longer linear. The slope, which is used to 
calculate the Rayleigh wave velocity, is a function of the absolute transducer lift­
off. This quantity is not always available during the experiment. In the field, the 
knowledge of the lift-off would be even more difficult to reliably determine. 
Future work 
The temperature effects and the changing shape of the Rayleigh wave 
signal must both be investigated before this instrument can be used to measure 
stress. Measurements near the transducer should be made to see if it causes local 
fluctuations in temperature. Controlling the temperature would be difficult for 
an instrument used "in the field", so it must be corrected for if it is changing. 
The shape of the Rayleigh wave does change with transducer lift-off. The 
knowledge of the absolute lift-off of every measurement will make it difficult 
used this instrument in a field environment. The curvature in the lift-off vs. 
time difference could be corrected for if there were detailed knowledge of the 
acoustic beam inducing the Rayleigh wave signal along the total path through 
the transducer lens, water bath and sample. 
All of the samples investigated in this dissertation were flat and smooth. 
The smoothness ranged from polished to machined. The effects of the surface 
have yet to be correlated with Rayleigh wave velocity. The curvature of the 
surface will affect the Rayleigh wave velocity determination [12]. 
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APPENDIX A: SYNCHRONIZATION CIRCUIT 
The problem of trigger jitter described in Chapter 3 is due to the clocks in 
the digitizing oscilloscope and the pulser/receiver running independently. The 
separately digitized waveforms when averaged by the oscilloscope can vary by as 
much as one clock cycle. This tended to scatter the voltages recorded for 
individual data points as shown in Figure 3.5. 
The solution to this problem is to have the entire data collection system 
running from one clock. One of the instrument's clocks needs to provide a 
trigger pulse to the other instrument. The digitizing oscilloscope had a clockout 
jack which could be used however, the signal from this had a frequency of 200 
MHz and the trigger pulse had to be approximately 1 kHz. The frequency was 
reduced by a circuit which was designed and constructed by the Ames Lab 
electronics shop and is shown in Figure A.l. 
The first stage of this circuit is a "divide by four" consisting of a pair of J K 
flip flops (10H135). The second part is a ECL buffer which converts the signal to 
TTL. The third stage consists of four 74F16 chips which are high speed, 
programmable counters. This does the majority of the reduction. The 
remainder provides the necessary voltage and rise time to trigger of the 
pulser/receiver. The circuit had it's own power supply and was coimected 
between the clockout jack of the oscilloscope and the external trigger jack of the 
pulser/receiver as shown in Figure 3.6. The reduction on the trigger jitter was 
dramatic as illustrated by comparing Figure 3.5 (asynchronous mode) to Figure 
3.7 (synchronous mode). The circuit was used for data acquisition. 
INPUT 
•5 2 V 
OOUiF 
10H135 
470(1 
CP CP 
1 K 
•52 V 
OUTPUT 
©n 
CEP CEP CEP CEP 
CET 
CP 
IS 33 pF 
74FI6I 74FI61 74F161 74F16I 
QO Qt 02 Q3 
14j 13| 12| 11|_ 
CP 
MR MR 
QO 01 02 Q3 
14] 13| I2| 11 I 
00 01 02 03 
14| 13| 12| 1l| 
QO 01 02 Q3 
Uj 13| 12| 11| 
Figure A.l. Circuit which converts frequency of oscilloscope "clockout" jack from 200 MHz to approximately 
780 Hz 
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APPENDIX B: DERIVATION OF ERROR EQUATION 
The steps between equation 2.18 and 2.19 are given here. The analysis 
consists of rewritting the summation over Xj and Xj^ in terms of quantities 
which are available from the experimental data such as the transducer's total 
range of motion (AX) rather than the absolute value the lift-off (Xi). 
Writing the variance as the standard deviation squared yields 
,2 N _2 
~ ^ ^2 
(B.l) 
where N is the number of measurements, Xi is the true value of x at each N, 
and Oe represent the variances of the slope and the quantity e respectively. The 
quantity e was defined in Chapter 2 as combination of the uncertainty in the 
dependent and independent variable. 
Equation B.l cannot be applied to the experimental data directly since Xi is 
usually not known. It is possible to rewrite the denominator of the equation 
above in terms of quantities which are known. Xj can be expressed in terms of 
the true minimum (Xmin) and the maximum (Xmax) values of x for N regularly 
spaced values of x 
Xi = Xjnin + (i -1) 
y _ Y . 
^max ^min 
N - 1  (B.2) 
for i=l to N. As long as the points are regularly spaced (Xi+i - Xi is a constant for 
all values of i) equation B.2 represents all Xi. 
Equation B.l depends on the square of the sum and sum of the square of 
Xi. The sum of Xi is 
N N r 
i=l i=l^ 
^max ^Tnin 
N - 1  (B.3) 
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Expanding equation B.3 and noting that the term inside the square brackets is a 
constant under the summation leads to the equation below. 
N N 
SXi = x„i„£i+ 
i=l i=l 
^max ^min 
N-1 
N N 
l i - I i  
.i=l i=l (B.4) 
It is useful to write out some of the terms of the summations separately so the 
summation of i can be written as 
N N-1 
i i = N + 2 ; i  
i=l i=l (B.5) 
where the solution of the second term of equation B.5 is given below [26]. 
(N-l)N 
1=1 ^ (B.6) 
Substituting equations B.5 and B.6 into equation B.4 and solving yields the 
equation below. 
N 
I X i  =  N X „ i „  +  
i=l 
Y 
^MAX ^MIN 
N -1 
(N-i)N N + N 
(B.7) 
Simplifying equation B.7 leads to the following expression for the sum of Xi. 
N 
i=l (B.8) 
Finally, the sum of Xj is found to be 
N N, 
S X i  =  ^ ( X ^ i „ + X „ „ )  
i=l (B.9) 
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The remaining sum to be evaluated in the denominator of equation B.l is 
the sum of the square of Xi which is given below. 
Xf = X„i„+(i-l) 
Y _ Y . 
^max ^mm 
N-1 (B.IO) 
X ? - X ^ i n + ( i 2 - 2 i  +  l ) f ^ j  +  
N-1 J (B.ll) 
Here Xmax-Xmin written as AX for brevity. Doing the summation of equation B.ll 
over i leads to the expressions which follow. 
i=l i=l ^ ^i=l (B.12) 
The sum over i^ is given as [26] 
N 
i=l 
2 N(N + 1)(2N + 1) 
(B.13) 
With equation B.13 and the the solutions to the other summation terms, 
equation B.12 becomes 
N 
X x f  = N X ^  +  
i=i 
AX 
N-1 
-[N(N + 1)(2N + 1) 
1 6 
- 2  N- (N-l)N' •N 
+! .r^x^Ax 
N-1 • 
(N-l)N 
(B.14) 
Expanding and combining the terms above leads to 
i X? = NX^i„ + j'N{2N2 - 3N +1} + NX„i„AX 
(B.15) 
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AX is rewritten as Xmax-Xmin the last term and all the terms multiplied by Xmin 
are combined to get the expression below. The polynomial in N has also been 
factored. 
N 
I 
i=l 
1 / AX ^ 
X^i =NX^(X^+X^a^-X^i„) + i — (N)(2N-1)(N-1) 
v N - l y  (B.16) 
Equation B.16 is simplified to get the sum of the square of X,. 
N IN -1 
SX? = NXmi„Xm.x+TAX2 
1=1 » 
N(2N-iy 
N-1 (B.17) 
Substituting equations B.17 and B.9 into equation B.l, expanding, combining and 
simplifying the result leads to the following expression for the error in b. 
9 Ob = 
AX^ 'N(N + 1)' 
12 N-1 
12 N-1 
AX^ N(N + 1)" 
(B.18) 
The right side of equation B.18 is the same as equation 2.19. 
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APPENDIX C 
DETERMINATION OF TIME DIFFERENCE BETWEEN THE SECOND AND 
THIRD FRONT SURFACE REFLECTIONS AND THE TRAILING SURFACE 
WAVE SIGNALS 
Surface wave signals were observed trailing the second and third front 
surface reflections. It was determined that the signal following the second 
reflection corresponded to a surface wave in the transducer lens. Analysis of the 
ray paths of the acoustic energy suggested the possibility of inducing surface 
waves in the sample following the third reflection This signal was observed in 
two materials with a longer focal length transducer lens than was used in the 
second reflection case. 
The confirmation of the two surface wave signal's origin was made by 
comparing the experimentally determined time delay between the front surface 
and trailing surface wave to that of a model of the system for the material being 
examined. The model was based on the pathlengths of the rays through the 
system of multiple reflections. The time delay between the two signals was 
calculated by dividing the path length in the lens, the water couplant or the 
sample by the appropriate velocity and totalling these individual time delays. 
The pathlength changed for each value of the lift-off but, in the case of the 
surface wave signal, the direction of the rays also changed. 
The path length of front surface signal in both the second and third 
reflection is easy to determine. The ray travels down the axis of the lens and 
intersects the lens-water interface at 90° so the ray does not change direction as it 
crosses the interface. It travels through the water and reflects off the sample at 
90° and returns to the lens. The travel time of this signal N*(length of the 
lens)/(longitudinal velocity in the lens) + N*(transducer lift-off)/(sound velocity 
in water) where N=4 for the second reflection and N=6 for the third reflection. 
The pathlength of the surface waves in the two cases is more difficult to 
determine. After leaving the transducer, the ray which will ultimately produce 
the surface travels through the lens. It doesn't travel along the axis however and 
the pathlength in the lens is determined by how far it is from the axis since the 
surface of the lens is a spherical surface. The further from the axis the ray is, the 
longer the pathlength in the lens will be as shown in Figure C.l. 
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Figure C.l. Two acoustic rays travelling through the lens and intersecting the 
lens-water interface at two different points. 
The ray which is further from the axis travels further in the lens than the one 
which is closer to the axis. At the lens-water interface, the ray refracts by the 
angle determined by the velocities in the two materials and the tilt of the surface. 
The surface tilt is also determined by the distance the ray is from the axis. The 
rays will reflection of the sample surface and travel back toward the lens. In the 
case of the surface wave in the lens, of all the rays returning to the lens, only the 
rays striking the lens at the critical angle will induce a surface wave. 
Determining the total path length for this ray is therefore, an iterative process 
which can be solved best with computer code. The code which determines the 
path length first steps across the face of the lens from axis to edge and checks to 
see if the angle at which the ray eventually strikes the lens surface is the critical 
angle. When it is, the path length is determined, including distance the surface 
wave travels in the lens. The round trip time is computed for the surface wave 
and the front surface reflection and the difference taken. 
The situation is similar for the case of the third reflection. The ray which 
induces the surface wave in this case reflects from the surface, from the lens and 
returns to the sample. The reflection from the lens changes the angle since the 
surface is curved. This is what, in effect, changes the angular aperture of the lens 
following the third reflection. If the angle at which it strikes the sample surface 
is the critical angle, a surface wave is induced. A similar iterative procedure is 
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used in this case also to determine the correct path and the time of travel. The 
codes described here give the theoretical time difference curves which are 
referred to in Figures 4.2 and 4.4. These codes are given below. The variables use 
in both codes are shown in Figure C.2 except for GLI- It represents the angle after 
it passes through the lens-water interface (0o + <!)o = ©Li) and is left off the figure 
to avoid confusion. 
Figure C.2. Sketch showing variables in programs which find the time between 
the second and third reflections and the corresponding trailing surface waves. 
Second reflection case 
c this program predicts the time delay between the 2nd 
c specular signal and the surface wave signal in the lens, 
c 
IMPLICIT REAL*8 (A-H,0-Z) 
real*8 low, high 
dimension s(50) 
c 
c Pertinant constants (distances espressed in mm) 
c 
c write(6,*)"enter Rayleigh velocity" 
c write(6,*)"enter water velocity" 
X 
z 
c 
c read(5,*)vr 
c read(5,*)c2 
Ill 
c c2=1.486 
c2=1.48 
c Parameters for the 5.0 mm focal length lens (111 Si buffer) 
vr=4.781 
cl=9.374 
c 
theo=asin(c2/ vr) 
f=5.839 
c f=5.8 
ak=:f*(cl/c2-l.)/(cl/c2) 
c 
c 
OPEN(unit=10,FILE='sample.data',ST ATUS='unknown',READONLY) 
c 
N=0 
10 READ(10,*,END=20)ss 
N=N+1 
s(N)=ss 
GOTO 10 
20 CONTINUE 
close(unit=20) 
c 
do 200 j=l,N 
do 30 1=1,100 
x0=i*0.03175 
thetalO=asin(xO/ak) 
phi0=asin(c2*sin(thetal0) / cl) 
thetaO=thetalO-phiO 
c 
zO=-s(j)+ak*(l.-cos(thetalO)) 
c f=ak*sin(thetalO)/sin(thetaO) 
c write(6,*)f 
b=f-s(j) 
am=(b-zO) / (O.O-xO) 
c 
al=l.+am*am 
a2=2. *am* (b -s (j) +ak) 
a3=b*b+2.*b*ak-2.*b*s(j)-2.*ak*s(j)+s(j)*s(j) 
c 
xl 1=(-a2-sqrt(a2*a2-4.*ara3)) /2. / al 
Xl2=(-a2+sqrt(a2*a2-4.»al *a3))/ 2. / al 
zll=am*xll+b 
zl2=am*xl2+b 
thetall=atan(xll/(zll-(s(j)-ak))) 
c 
thetr=thetall+thetaO 
diff=theo-thetr 
if(diff.gt.O.O)then 
ilow=i 
thetalow=thetr 
endif 
if (i.eq.iIow+l)thetahigh=thetr 
slope=(thetahigh-thetalow) 
bb=thetalow-slope*ilow 
x=(theo-bb)/slope 
112 
c write(6,25)xO,zO,xll,zll 
c 
c 
25 format(lx,5fl0.4) 
c 
c 
30 continue 
c 
x0=x*0.03175 
thetalO=asin(xO / ak) 
phiO=asm{c2*sin(thetalO) / c 1) 
thetaO=thetalO-phiO 
c 
zO=-s(j)+ak*(l .-cos(thetalO)) 
c f=ak*sin{thetalO)/sin(thetaO) 
b=f-s(j) 
am=(b-20)/(O.O-xO) 
c 
al=l.+am*am 
a2=2.*am*(b-s(j)+ak) 
a3=b*b+2.*b*ak-2.*b*s(j)-2.*ak*s(j)+s(j)*s(j) 
c 
xll=(-a2-sqrt(a2*a2-4.*al*a3))/2./al 
Xl2=(-a2+sqrt(a2*a2-4.*al *33)) /2. / al 
zll=am*xll+b 
zl2=am*xl2+b 
thetall=atan(xl 1 / (zl l-(s(j)-ak))) 
c 
tr=2.*sqrt((xll-x0)*(xll-x0)+(zll-z0)*(zll-z0))/c2 
* +2.*(s(j)-abs(zO))/cl+2.*thetall*ak/vr 
c 
tsp=4.*s(j)/c2 
deltat=tr-tsp 
write(6/)deltat 
200 continue 
stop 
end 
Third reflection case 
c This program finds the relationship between the time difference 
c and ^e lift-off for the 3rd reflection data 
c 
IMPLICIT REAL-^S (A-H,0-Z) 
real*8 low, high 
dimension s(50) 
c 
c Pertinant constants (distances espressed in mm) 
c c's are velocities and ak is the radius of curvature of the lens 
c 
write(6/)"enter Rayleigh velocity" 
read(5,*)vr 
cl =5.969 
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c c2=1.486 
c2=1.5 
pi=4.*atan(l.) 
ak=9.381 
c ak=9.525 
c ak=9.955 
theo=asin(c2/vr) 
c 
OPEN(unit=10,FILE='sample.data',STATUS='unknown',READONLY) 
c 
N=0 
10 READ(10,*,END=20)ss 
N=N+1 
s(N)=ss 
GOTO 10 
20 CONTINUE 
close(unit=20) 
c 
c xO is the position along the lens radius 
c 
do 200 j=l,N 
do 30 i=l,100 
c x0=i*0.03175 
x0=i*0.03073 
thetal0=asin(x0 / ak) 
phiO=asin(c2*sin(thetalO)/cl) 
thetaO=thetalO-phiO 
c 
zO=-s0)+ak*(l.-cos(thetalO)) 
f=ak*sin(thetalO)/sin(thetaO) 
b=f-sO-) 
am=(b-zO) / (O.O-xO) 
c 
al=l.+ain*am 
a2=2.*ain*(b-s(j)+ak) 
a3=b*b+2.*b*ak-2.*b*s(j)-2.*ak*s(j)+s(j)*s(j) 
c 
xll=(-a2-sqrt(a2'^a2-4.*al*a3))/2./al 
xl2=(-a2+sqrt(a2*a2-4.'^al*a3))/2./al 
zll=am*xll+b 
zl2=am*xl2+b 
c write(6,25)xll,zll,xl2,zl2 
25 fonnat(lx,5fl0.4) 
c 
thetall=atan{xll/(zll-(s(j)-ak))) 
thetr=2.*thetall+theta0 
amnew=tan(thetr) 
bnew=xl l-amnew*zl 1 
diff=theo-thetr 
if(diff.gt.O.O)then 
ilow=i 
thetalow=thetr 
endif 
if (i.eq.ilow+l)thetahigh=thetr 
slope=(thetahigh-thetalow) 
114 
bb=thetalow-slope*ilow 
x=(theo-bb)/ slope 
c 
30 continue 
c 
c x0=x'^0.03175 
x0=x*0.03073 
thetalO=asin(xO/ak) 
phi0=asin(c2*sm(thetal0) / cl) 
thetaO=thetalO-phiO 
c 
zO=-s(j)+ak*(l.-cos(thetalO)) 
f=ak*sin(thetaIO)/sin(thetaO) 
b=f-s(j) 
am=(b-20) / (O.O-xO) 
c 
al=l.+am*ain 
a2=2.*am*(b-s(j)+ak) 
a3=b*b+2.*b*ak-2.*b*s(j)-2.*ak*s(j)+s(j)*s(j) 
c 
xl 1=(-a2-sqrt(a2*a2-4.*al*a3)) /2. / al 
Xl2=(-a2+sqrt(a2*a2-4.*al*a3)) /2. / al 
2ll=am*xll+b 
zl2=ain*xl2+b 
c 
thetall=atan(xll/(zll-(s(j)-ak))) 
thetr=2.*thetall+theta0 
amnew=tan(thetr) 
bnew=xl l-amnew*zl 1 
c tlens=2.*(s(j)-z0) / cl 
tr=2.*sqrt((xll-xO)*(xll-xO)+(zll-zO)*(zll-zO))/c2 
* +2.*sqrt((bnew-xll)*(bnew-xll)+zll*zll)/c2+bnew*2./vr 
* +2.*(s(j)-abs(z0))/cl 
sl=sqrt((xll-xO)*(xll-xO)+(zll-zO)*(zll-zO)) 
s2=sqrt((bnew-xl 1) *(bnew-xl 1 )+zl 1 *zl 1) 
tsp=6.*s(j)/c2 
deltat=tr-tsp 
write(6,*)deltat 
200 continue 
stop 
end 
