In this study, data stemming from the 2010 Belgian National Household Travel Survey were used to assess the effect of a traveler's nationality on daily travel time expenditure. Negative binomial (zero-inflated) models were estimated to isolate the effect of nationality after other contributing factors such as sociodemographics, residential characteristics, transport options, and temporal characteristics were controlled for. The results indicate that even if one controls for a series of other influencing factors, nationality plays a significant role in differences in travel time expenditure. This finding is especially relevant in the development of policy packages that are targeted at social inequalities. From a methodological perspective, methodological options-two weighting schemes and two bootstrap solutions-were presented to provide sufficient support for the conclusions. To generalize the results in further studies, an oversampling of travelers of different nationalities is strongly recommended. Future research should focus more on the underlying psychological constructs of why ethnic and cultural differences persist even if one accounts for other determinants.
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Over the past decades, the proportion of immigrants in many western countries has increased considerably, and this tendency is expected to continue in the foreseeable future (1, 2) . As a result, populations become more ethnically and culturally diverse. This increased diversity in turn affects the socioeconomic and demographic composition of the population and consequently alters travel behavior patterns. Hence, a deeper understanding of the underlying travel behavior could help to find suitable policies that address environmental and ethnic justice concerns and thus meet the travel needs of all population groups (3) (4) (5) (6) . To enhance the success of such policies, empirical research on the relationship between ethnicity and other factors that directly and indirectly influence travel behavior is critical (5, 7) . This relationship can be investigated by examining the ethnic variation of people's travel time expenditures and the factors contributing to such expenditures (8) . The contribution of ethnic diversity in altering travel behavior within a population is especially prominent from a social exclusion point of view that calls for the inclusion of time use analyses (9) .
The literature indicates the relevance of ethnic differences on various levels of the trip-making decision process. Concerning shortterm decisions, ethnicity significantly influences mode choice and destination choice (10) (11) (12) (13) . In particular, Bora et al. concluded that areas populated by persons of a particular nationality are visited more frequently by other members of that community (13) . Further evidence of the relationship between destination choice and ethnicity is provided by Silm and Ahas, who found that ethnicity has a significant impact on the activity spaces of out-of-home nonwork activities (14) . With regard to long-term decisions, the literature points out the significant influence of ethnicity on car ownership, residential location, and home ownership (5, 7, 11, 15) .
Regarding daily travel time expenditure, Volosin et al. stressed that it is a key measure of travel demand and that a thorough comprehension of contributing factors can help in increasing the performance of travel demand forecasts, for instance, by balancing mode choice preference and travel demand to achieve an acceptable level of service (8) . Moreover, they expanded the notion of a travel time frontier developed by Banerjee et al. and concluded that the frontier values as well as the ratio of travel time expenditure to these frontier values differ considerably across sociodemographic groups (16) . With respect to the factors explaining differences in daily travel time expenditure, a variety of sociodemographic variables, residential characteristics, transport options, modal choice habits, and journey characteristics play a significant role (17) (18) (19) (20) (21) (22) (23) (24) (25) .
The role of ethnic variety in travel behavior and the importance of daily travel time expenditure in transportation planning, as described earlier, underline the need for investigating the effect of ethnic differences on daily travel time expenditure within the Belgian context. The research particularly focuses on whether the total daily travel time expenditure (i.e., the travel time spent on all trips realized during the day of reporting, irrespective of the trip motive) as well as the daily travel time expenditure for the most common trip motives vary by nationality.
Data
To assess the effect of nationality on daily travel time expenditure, data stemming from the 2010 Belgian National Household Travel Survey (BELDAM) are analyzed (26) . For each individual, the daily Effect of Traveler's Nationality on Daily Travel Time Expenditure Using Zero-Inflated Negative Binomial Regression Models travel time expenditure was defined as the sum of the duration of all trips performed during the day of reporting. The daily travel time expenditure was defined as zero for the respondents who indicated that they did not make any trip during the day of reporting.
Although the individuals with zero travel time are interesting from the perspective of studying immobility, they were disregarded from further analysis because the day of reporting was not recorded for these individuals within the BELDAM survey (27) . After all, in the questionnaire design of the BELDAM survey, information with respect to temporal information (including the date) was recorded in the trip diary, which was returned empty for individuals that did not produce any trips. However, information about the day of reporting is essential given the large importance attributed to daily travel time expenditure in the context of day-of-week and holiday effects (19) .
With respect to factors accounting for differences in daily travel time expenditure, it should be highlighted that information about, nationality, the main factor of interest, was collected in the person questionnaire of the BELDAM survey. Given the fact that the BELDAM survey uses a random sample from the population residing in Belgium, the relative share of respondents with a nationality different from Belgian is relatively low. Therefore, the analysis focuses only on the nationalities for which at least 30 individuals were surveyed. In particular, data from travelers with the following six nationalities were considered (the number of unweighted observations is reported in parentheses): Belgian (7,399), Dutch (51), French (153), Italian (135), Moroccan (36), and Spanish (37). To account for the imbalance in the number of observations per nationality, a dedicated methodology was adopted (see the methodology section) to ensure that the relative weights of each group in the final analysis were equal and that there was optimal efficiency in the comparison of the different nationalities.
Besides nationality, a series of other factors that have been indicated as contributing factors to travel time expenditure are incorporated in the data. These additional factors could be broadly categorized into sociodemographics, residential characteristics, transport options and mode use frequencies, and temporal characteristics. With respect to the sociodemographical factors, the age, gender, obtained educational level, and professional activity of the respondents were considered for the analysis as well as the net monthly household income, the household size and whether the respondent had a partner or companion, children, or both. With regard to the residential characteristics, the urbanization degree of the residence, dwelling type, and ownership were taken into account. Concerning the transport options, the respondent's possession of a season ticket for public transport and driver's license were considered as well as bike and car possession at the household level. Furthermore, whether the respondent's mobility was restricted because of impairments was explicitly considered. In addition, the frequency (defined as at least 4 days a week) of walking, biking, car use (either as driver or passenger), and public transit was assessed. Finally, in terms of temporal characteristics, the effect of weekend days and school holidays was taken into account as well as the travel time expenditure spent on the remaining trip motives (referred to as "travel time expenditure: other"). The last was defined as the difference between the total travel time expenditure and the travel time expenditure on trips for a given motive.
DeScRiptive aNalySiS
An overview of the basic descriptive statistics of the travel time expenditures per nationality and per trip motive is given in Table 1 . These expenditures only correspond to respondents who made at least one trip during the day of reporting, as was explained earlier.
The share of respondents who did not made any trip during the day of reporting, defined as immobility, is also presented in Table 1 . From the data in Table 1 it can be observed that large differences exist between the different nationalities, especially in the context of total travel time expenditure (i.e., the travel time spent on all trips realized during the day of reporting irrespective of the trip motive) and visits. The most striking difference is the considerably higher travel time expenditure on visit trips by French travelers, who spend even more than twice the other nationalities investigated. Table 2 provides an overview of the descriptive statistics of the remaining explanatory factors considered in the study. For the continuous variables, the correlation with travel time expenditure is given, whereas for the categorical explanatory variables the mean travel time expenditures are tabulated per category. From these data, one can observe that the different types of explanatory variablessociodemographics, residential characteristics, transport options and usage, and temporal characteristics-all appear to account for at least a part of the daily travel time expenditure. Regarding total travel time expenditure, especially education, professional activity, and the possession of a season ticket for public transit use, all exhibit differences. For commuting trips, large differences can be detected for professional activity, possession of a season ticket, and the day of reporting (weekend day or not). With respect to differences in travel time expenditure on shopping trips, differences regarding the possession of a driver's license and the occurrence of a school holiday are appealing. For leisure trips, noticeably higher travel time expenditures can be found among travelers during weekends and among those who are frequently using the bicycle as transportation mode. This finding is in line with the fact that people choose bike or car for weekend social trips because of having more freedom in their mobility schedule. Finally, concerning visit trips, the considerable difference between school holidays and regular days draws attention.
MetHoDology Negative Binomial Regression
To investigate the effect of contributing factors on the variability of daily travel time expenditure, and to assess the effect of traveler's nationality in particular, five (zero-inflated) negative binomial models were fitted. From Figure 1 , it can be observed that for the motive of specific travel time expenditures (i.e., time spent traveling for commuting, shopping, leisure, and visits), a higher number of zeros is present, as one would normally expect from count data. The inflation of zeros indicates that during the day of reporting, the traveler did not realize a trip for that particular activity. However, in the analyses only respondents who indicated that they had realized at least one trip during the day or the reporting period (i.e., mobile respondents) were included. Consequently, for the total travel time expenditure considering all trips together, no zero values are observed. Mathematically, the probability distribution f (y) and log likelihood function L of the negative binomial model are respectively represented by Equations 1 and 2, which are parameterized in the function of the mean µ and the negative binomial dispersion parameter k (28, 29) . In this study, the negative binomial model is applied to the total daily travel time expenditure and thus y represents this expenditure. Besides, the mean µ is calculated by a linear combination of the explanatory variables (Tables 1 and 2 ).
where w i is the observation weight. The probability distribution and log likelihood function of the zeroinflated negative binomial are given by Equations 3 and 4, where ω represents the zero-inflation probability and λ represents the mean (29) (30) . In this study, the zero-inflated negative binomial models are estimated for the four motive-specific travel time expenditure models, and correspondingly y represents the expenditure for a particular trip motive. Analogous to the negative binomial model, ω and λ are calculated by a linear combination of the explanatory variables. 
In the foregoing equations for the log likelihood, the observation weight w i is included. As noted in the data description, two sets of weights were used in the analysis. The first (conservative) set makes sure that the weighted number of observations per nationality is equal to the smallest group size (i.e., 36 observations), whereas the second (progressive) weighting scheme makes sure that the weighted number of observations per nationality is equal and that the (weighted) total number of observations equals the (unweighted) total number of observations used in the analysis (the number of data points). With this definition, the progressive weights are a linear function of the conservative weights. As a consequence, the differences between the weighting schemes are translated into a linear transformation of the variance of all the variables and consequently are fully captured by the dispersion parameter k in the (zero-inflated) negative binomial models. With the exception of the dispersion parameter, models with conservative weighting will yield the same parameter estimates and standard errors as those with progressive weighting.
The models are developed in a backward manner, keeping variables significant at the 5% level in the model. All nonsignificant variables, with exception of the main variable under study, nationality, are omitted from the final model. All explanatory variables in the models are continuous or dummy variables, and thus the overall significance of these variables can be assessed by interpreting the corresponding p-values of the Wald chi-square tests. The only exception is the effect of nationality, for which the six nationalities were represented by five dummy variables, with Belgian nationality as the reference category. Since reference coding was used, the overall level of significance is assessed by using a likelihood ratio test comparing the final model with the model excluding the five dummy variables.
Bootstrapping
In addition to the weighting procedure, which ensures that each investigated nationality has the same weight in the final analysis, a second approach, bootstrapping, is adopted to verify and validate the results obtained from both weighting approaches. The basic idea behind bootstrapping is that inferences about a population from a sample (in this study the BELDAM sample) can be modeled by resampling the data and by making inferences on these bootstrap samples. The most important advantages of bootstrapping are (a) fewer assumptions (e.g., with respect to the data distributions or sample sizes), (b) greater accuracy in comparison with many classical methods, and (c) promotion of understanding (conceptual analogies to theoretical concepts discussed in classical methods) (31) . Similar to the weighting procedure, both a conservative and a progressive approach of the bootstrapping process are considered. The bootstrapping procedure is as follows:
Step 1. Determine the sample size per stratum. To ensure maximum efficiency of intergroup (interstratum), the same number of observations needs to be drawn from each group.
-Conservative approach. The sample size per group is defined as the smallest group size in the original sample, 36 respondents per nationality.
-Progressive approach. The sample size per group is defined as the total number of observations in the original sample divided by the number of groups, 1,302 per nationality.
Step 2. Resampling. From each group (i.e., nationality), the required number of observations is drawn using simple random sampling with replacement. This sampling selection procedure is repeated 1,000 times so that 1,000 different bootstrap samples are obtained.
Step 3. Inference per bootstrap sample. For each of the bootstrap samples, the different (zero-inflated) negative binomials are fitted using the variables that were selected following the weighting procedure. Thus, for each explanatory variable in the models a vector of the maximum 1,000 parameters is obtained. The size of the final vector might be inferior to 1,000 in case of estimation problems (e.g., lack of convergence, or semidefinite Hessian covariance matrix).
Step 4. Final inference. For each parameter, the final parameter estimate is defined as the median µ 1/2 of the 1,000 parameters, and the standard error s is defined in an analogue way compared with standard normal confidence intervals, using the average distance to the 95% percentile bounds, and calculated with Equation 5 in which p 2.5 and p 97.5 represent respectively the lower and upper bounds of the 95% bootstrapping percentile interval. For each parameter, the null hypothesis that the parameter is equal to zero can be defined by the chi-square value equal to the squared value of the median µ 1/2 divided by the standard error s. This value follows a chi-square distribution with one degree of freedom. To get a comprehensive overview of the different results, the directions of the effects are shown in Table 3 , from which it can be seen that for some variables the effect is ambiguous (represented by question marks). This result is partially due to the fact that in a zero-inflated model a variable might have an increasing effect on the mean parameter and simultaneously an increasing effect on the probability of having a zero, thus decreasing the overall value of the estimate. A second, although less important, reason for the ambiguity is the fact that the four models (i.e., conservative and progressive weighting and conservative and progressive bootstrapping) do not always yield the same direction of effects. In this context, the nonsignificance of parameters did not contribute to the ambiguity. For example, the effect of higher education on total travel time expenditure has an increasing effect in three of the four models but was not significant in the conservative bootstrapping model. In the latter case, this parameter is considered to have a positive (increasing) effect on travel time expenditure.
The total daily travel time expenditure is modeled by using a "classical" negative binomial model, whereas the motive-specific 
Gender: female 0
Higher education
Professional activity
Net monthly HH income: €1,500-€3,999
Net monthly HH income: ≥€4,000
Net monthly HH income: undeclared
Residential Characteristics
Urbanization residence: urban
Transport Options and Mode Use Frequencies
Season ticket for public transport
Car driver's license
Mobility restraints
Bike possession
Car possession 0 ? ?
Frequent walking
Frequent public transit use
Temporal Characteristics
Weekend day
School holiday 0
Note: 0 = no effect; − = negative effect; + = positive effect; ? = ambiguous effect. Values in parentheses indicate number of parameters (in the four models) confirming the effect. models were modeled by using a zero-inflated negative binomial model. The need to account for the excess in zeros is confirmed by the likelihood ratio tests that compare the likelihood of the zeroinflated models with the alternative without the zero-inflated part.
For each of the motive-specific models, the likelihood ratio test is highly significant ( p-value less than .001); this finding acknowledges the need for a zero-inflated model, which was also observed from the inspection of the kernel density estimates of the data distributions shown in Figure 1 . With respect to the direction of the effects, it can be observed from Table 3 that for the majority of the variables, the direction of the effect depends highly on the motive. This finding provides evidence of a travel time frontier, which indicates that travelers are not willing to surpass a certain threshold in terms of time traveling for a day [see work by Volosin et al. (8)]. Further evidence is provided by the negative effect of travel time spent on trip motives other than the one under study.
total Daily travel time expenditure
Parameter estimates of the negative binomial model for the total daily travel time expenditure are shown in Table 4 . It can be observed that in general the estimates of the four adopted techniques lie in the same direction but that the reported standard errors and p-values using conservative bootstrapping are considerably different. The latter is an indication that when the bootstrap samples are too small in size, the power to detect significant differences is too weak.
Regarding nationality, in comparison with Belgians, the French have a significantly higher daily travel time expenditure, whereas With respect to residential characteristics, people residing in urban areas have a lower daily travel time expenditure. This finding can be accounted for by the typically larger and denser number of activity opportunities in urban areas. Moreover, those who own their household dwelling spend less time on travelling. This finding suggests that in comparison with tenants, owners have a better residential location to satisfy their needs for activity participation. In addition, whether the dwelling type is a detached house has an increasing effect on daily travel time expenditure.
Concerning transport options and mode use, all estimates lie exactly in the direction that would be expected: a higher number of transport options have an increasing effect on daily travel time expenditure. Moreover, the more frequently one uses different transport modes, the higher the daily travel time expenditure. Those who have physical mobility constraints spend less time traveling; this finding could be a sign of a lower level of out-of-home activity participation.
Finally, with regard to the temporal characteristics, less time is spent on travelling during weekend days. Notwithstanding, some concern needs to be taken in generalizing these effects, since this particular effect was only acknowledged by the two weighted models.
Motive-Specific travel time expenditures

Commuting Trips
With regard to motive-specific travel time expenditures, Table 5 shows parameter estimates of the model predicting travel time expenditure on commuting (work or school) trips. The motive-specific models have two sets of parameters. The first set relates to the parameters estimating the effect on the mean parameter (negative binomial part), whereas the second set relates to the zero-inflation part.
Focusing on the sociodemographics, one could observe from the estimates of nationality that Spanish, French, and Italian travelers spend significantly more time on commuting trips in comparison with Belgians. This finding can be explained by the fact that they are prepared to commute longer distances to find a job that matches their education. With regard to age, age has an increasing effect on mean travel time expenditure, whereas it increases the probability of a zero travel time expenditure. It can be observed that gender decreases the overall travel time expenditure and moreover increases the probability of a zero travel time expenditure. This negative effect provides evidence for two phenomena: (a) a lower professional participation rate among women and (b) a better job-housing balance of women, since the female proportion of care takers of children is still higher than that of males because of traditional role patterns.
An obvious but very significant effect is the decreased likelihood of a zero travel time expenditure on commuting trips when the traveler is professionally active. In the same context, the temporal characteristics (i.e., weekend day and school holiday) significantly affect the probability of a zero travel time expenditure.
In addition, the increasing effect of frequent public transit use draws the attention. This effect can be partially explained by the fact that travelers who use the train for their work commute typically travel longer distances and have correspondingly longer travel times. Table 6 shows parameter estimates of the model predicting daily travel time expenditure on shopping trips. The strongest effects with respect to nationality are the considerably higher travel time expenditure of Moroccans and lower expenditure of Italians in comparison with Belgians. The higher daily travel time for shopping for the Spanish and Moroccans can be explained by the distance between their residence and the shopping locations that correspond to their own food preferences. This result could be an index of social exclusion or low integration of these national groups into Belgian society (9) .
Shopping Trips
Regarding other sociodemographics, the gender difference is especially noticeable. Women have a higher mean travel time expenditure and a lower probability of a zero travel time expenditure in comparison with men. This finding provides evidence that the general idea that shopping is mainly a female activity holds true.
Leisure Trips
Regarding the parameter estimates of the leisure trip model (Table 7) , the Dutch and Moroccans especially are spending less time on leisure trips in comparison with Belgians. A possible explanation for the Moroccans is that they are more committed to their original cultural traditions and therefore prefer to spend leisure time with other Moroccans, who are often geographically clustered. Furthermore, one can see that the effect of owning a dwelling in comparison with being a tenant and the effect of higher education play an important role in the context of leisure trips. Concerning temporal characteristics, leisure trips are especially a weekend-day activity, since the probability of zero travel time expenditure is considerably lower during weekends.
Visit Trips
A final set of parameters corresponds to the prediction of travel time expenditure on visit trips. From Table 8 , it can be seen that the Spanish and Italians spend considerably less time on visit trips in comparison with Belgians, whereas the French spend significantly more time. This finding can be partially explained by the fact that the Belgians and French have a higher probability of having family or close friends living in Belgium or in the same city, whereas Spanish and Italian groups have a lower probability. Moreover, for the French, it is still reasonable to visit relatives and friends in France given the geographical proximity, whereas this type of visit is less likely for the Italians and Spanish. Besides, the effect of school holidays should be noted; these holidays have an increasing effect on overall travel time expenditure and a decreasing effect on the likelihood of a zero expenditure. Bootstrapping.
coNcluSioNS
The results of the different models indicate that nationality plays an important role in explaining differences in daily travel time expenditure. Even after other contributing factors, such as sociodemographics, residential characteristics, transport options, and temporal characteristics, are controlled for, nationality still has a significant effect. This finding is especially relevant in the development of policy packages that are targeted at social inequalities. From a methodological perspective, different methodological options (two weighting schemes and two bootstrap solutions) were presented to provide sufficient support for the conclusions. The progressive bootstrapping approach detects differences and significant effects more easily in comparison with the conservative bootstrapping approach, which only identifies the key variable. Yet bootstrapping identifies a smaller number of significant effects than the weighting approaches. Thus, the progressive bootstrapping approach balances the ability to depict significant differences and the simplicity of the model. To ensure the required level of generalizability of the results in further studies, an oversampling of travelers with a different nationality is strongly recommended. Moreover, the methods that are presented enable showing the real differences in travel time expenditure among different nationalities. An example is the expenditure on commuting trips. From Table 1 , it appears that Italians spend less time on commuting than Belgians, whereas after different explanatory factors are corrected for, one can observe from Tables 3 and 5 that they are spending significantly more time on commuting. In this study, nationality was used as an indicator for assessing ethnic diversity. Although nationality is commonly used in ethnic research, other more refined indicators should be collected to more precisely refine the results. Moreover, future research should focus more on the underlying psychological constructs of why ethnic and cultural differences persist, even if one accounts for other determinants. In this context, the use of cultural dimension scales seems to be an interesting research direction. Besides, information about the size of ethnic communities as well as information about activity locations can provide additional insights in the context of visit and shopping trips. 
