Understanding DC electrical conductivity is crucial for the study of materials. Macroscopic DC conductivity can be calculated from first principles using the Kubo-Greenwood equation. The procedure involves finding the thermodynamic limit of the current response to an electric field that is slowly switched on, and then taking the limit of the switching rate to zero. We develop a nonlinear extrapolation procedure executed in systems with periodic boundary conditions, which predicts conductivity close to the thermodynamic limit even for tiny systems. The scheme also overcomes a large part of the usual ambiguities of the DC conductivity definition for finite systems. We compare our method to the Landauer approach, which is based on attaching infinite leads to the system.
I. INTRODUCTION
This work was motivated by the issue of ambiguity of the definition of DC conductivity in finite-sized quantum systems, calculated by Kubo's linear response theory [1] . The Kubo-Greenwood formula [2, 3] expresses the real part of AC electrical conductivity σ(ω) as a sum of delta functions:
where E n are eigenstate energies, ω is the frequency of the external electric field, and Γ mn depends on the Hamiltonian and temperature of the system, but not on ω. Multiple equivalent forms of Eq. (1) can be found in the literature [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] .
Due to the delta function in Eq.
(1), we will always find DC conductivity to be zero for closed and finite systems. A non-zero DC conductivity can be defined rigorously as a result of taking two consecutive limits:
1. One defines a pseudo-conductivity Re[σ(ω)] η , where each delta function in Eq. (1) is exchanged for a smooth representation δ(ω) → δ η (ω), where η is an effective width of the delta function. For example δ η (ω) = η −1 π −1/2 e −ω 2 /η 2 is a valid smearing function.
2. A finite temperature DC conductivity is defined as a result of two consecutive limits:
where L is the linear size of system.
In experiments, DC conductivity of finite systems is not zero. Theoretically, finite-sized DC conductivity can be defined by employing additional constructs like infinite electric leads or a thermostat [12] . Although these * pzb129@psu.edu definitions allow us to talk about DC conductivity of a finite system, each of them involves some freedom and can yield different results, i.e., there is no unambiguous definition of DC conductivity for finite systems.
In this paper, we are primarily concerned with the definitions based on the artificial broadening of the delta function in Eq. (1) [1, [3] [4] [5] [6] [7] [8] [9] 13] . The methods are usually reasoned empirically: a physically meaningful DC conductivity can be obtained from the Kubo-Greenwood equation only if the delta functions are broadened. If the broadening is too small, η ≪ ∆E (∆E is the distance between energy levels), conductivity Re[σ(ω)] η will experience strong oscillations due to the discrete spectrum. If the broadening is too large, the features of the conductivity will be washed out. Therefore, one hopes to have a region of the broadening η, where the oscillations from the discrete spectrum are suppressed, but macroscopic features are not washed out. DC conductivity then can be defined as a value Re[σ(0)] η obtained from this region. Unfortunately, as Calderin et al. demonstrated in [1] , such an approach may yield significantly different values of DC conductivity for small systems depending on the form of the broadening function δ η (ω) and the chosen value of η, and thus obtaining conductivity in the thermodynamic limit may be difficult and may require very large systems.
As an illustration of the scope of the issue, we plotted DC conductivity calculated by equation (1) with different types of smearing for a tight-binding nearest-neighbor hopping 3D system with a small onsite disorder. Conductivity as a function of η is presented on Fig. 1 . There is no region in which conductivity would depend weakly on the width of the quasi-delta-functions. Moreover, the peak heights for different types of broadening differ up to 30%. The difference remains similar if a linear extrapolation is performed from a finite η to zero. Clearly, the classical approach works poorly for this system. The reason is that the peak of Re[σ(ω)] at ω = 0 is very sharp and smearing has a significant impact on the height of the peak.
Here, we propose to define a finite-sized DC conductivity based on a non-linear extrapolation of Re[σ(0)] η from finite η to zero. The scheme is based on the equivalence (7) as a function of the quasi-delta-function width η for different types of broadening. Notice that all curves peak at noticeably different values and there is no plateau region, in which conductivity would be weakly dependent on the broadening. Red curve corresponds to Lorentzian δη(ω)
The system considered is a 3D tight-binding model of spinless, non-interacting fermions, 10×10×10 cubic lattice, periodic boundary condition, chemical potential µ = −4, temperature T = 0.6, inter-cite hopping t = −1 and on-cite energy distributed uniformly in the range [−∆ε, ∆ε], where ∆ε = 0.1. Averaging over 32 systems was performed. The dashed line corresponds to the mean interlevel energy difference between delta function broadening and current response to variable electric field: Re[σ(0)] η is a current response to electric field E(ω) = δ η (ω) at t = 0. If Re[σ(0)] η reached thermodynamic limit and macroscopic conductivity follows the Drude equation
where A and B are constants, we can predict Re[σ(0)] η as a function of η and obtain Re[σ(0)] = A by extrapolating from finite η to zero. It turns out if the temperature is high enough, the result of the extrapolation is practically independent of the choice δ η (ω), and the value of finite-size DC conductivity converges rapidly to the thermodynamic limit, i.e., we get close to the limit even for very small systems. Conductivity obtained by such extrapolation also matches well with values obtained from the Laundauer-based approach [12] . In summary, for finite system sizes our approach overcomes a large part of the usual ambiguities and provides a reasonable approximation of the macroscopic DC conductivity.
The paper is structured as follows: We start with a quick review of the Kubo-Greenwood equation and various associated definitions in Section II. We then proceed to the description of the method and numerical tests in Section III. Then we apply the method to two other toy models: one is a 3D system with point defects, and the other is a 1D disordered chain.
II. SUMMARY OF THE KUBO-GREENWOOD EQUATION
In this section we quickly summarise the general notions of linear response and the Kubo-Greenwood equation.
A. General results from linear response
Linear response of the current of the system to an electric field can be expressed as follows:
where E(t) is external electric field and σ(t) is conductivity. Generally σ(t) is a tensor, but we consider only an isotropic case for simplicity. For the same reason, we also assume electric field and current to be directed along the x axis. Without loss of generality we can also choose t = 0 and assume E(t ′ ) = E(−t ′ ), since due to causality, fields at t > 0 should not influence current at t = 0. Under the above condition, it is possible to express current at t = 0 in Eq. (4) using only real parts of σ and E in Fourier space:
where σ(ω) = 1 2π σ(t)e −iωt dt. Notice how Eq. (5) provides a direct way of expressing current using only real part of conductivity.
B. Kubo-Greenwood equation and associate definitions summary
In all equations we assume = e = 1, where is Plank constant and e is electron charge.
Kubo-Greenwood equation predicts Re[σ(ω)] for a quantum system with finite number of energy levels (see Appendix A for derivation):
where E n are energies of the system, Z ≡ n e −βEn is the partition function, j nm ≡ n|ĵ x |m are matrix elements of the current density operatorĵ x = −V −1 ∂Ĥ/∂A x , where A x is a vector potential along the x-axis,Ĥ is the Hamiltonian and V is the volume of the system. The dimensionality of the system is arbitrary.
If the system consists of non-interacting particles, equation (6) reduces to the following form
where ε n are one-electron energies, and f n = (1 + e β(εn−µ) ) −1 is the Fermi distribution. Connecting this equation to the Eq. (1) in the introduction, we obtain
Substituting equation for conductivity (7) into (5) yields the prediction for the current at t = 0
The form of this equation coincides with the equation for DC conductivity (1) , where each delta function is substituted by δ(ω) → 2πE(ω). Smearing delta function by a narrow function δ(ω) η corresponds to a wide function E(t) in time domain, or, in other words, slowly switched electric field.
In thermodynamic limit, one usually expects a constant current in response to the constant electric field while in finite systems the current starts dropping after the time t 1/∆E, where ∆E is an energy difference between nearby energy levels. This can be seen from the form of equation (9) . A long-lasting electric field corresponds to a narrow delta function. Due to the repulsion of the energy levels, probability density that a delta function is located at ω = 0 is zero, so the DC conductivity will tend to zero, as the width of delta function diminishes.
III. FORMULATION OF THE METHOD
This section explains the motivation behind our method and demonstrates its numerical advantage over the classical approach.
A. Drude based extrapolation
Our prime interest was macroscopic DC conductivity obtained from the Eq. (2). Suppose we found a numerical estimate for thermodynamic limit
for some values of η. In order to find the second limit η → 0, let us assume that the "true" conductivity of a macroscopic system follows the Drude equation for small ω:
Remembering the duality between variable electric field and broadening of the delta function, and using Eq. (5), the Drude equation (11) predicts conductivity for arbitrary δ η (ω):
We can now compare the prediction to our numerical results by first finding the best-fit parameters for A and B, and then analyzing how well the Drude model describes the data and whether other theories can describe the data better. We call the fitting procedure a Drude-based extrapolation because the estimate of the DC conductivity σ DC = A is the result of the extrapolation of Re[σ(0)] η from finite η to zero. We performed the extrapolation for the example described on Fig. 1 . The predicted DC conductivity as a function of the fitting region for several types of broadening δ η (ω) (see Table I ) is presented in Fig. 2(a) . The plot contains a region of plateau, where the predicted DC conductivity is almost independent of the type of broadening and the extrapolation region. In the calculation, we assumed that the thermodynamic limit for Re[σ(0)] η is already reached for each η. This condition seems to be violated for small η, where predicted conductivity suddenly drops. Certain physical arguments (see Appendix B) suggest that the thermodynamic limit of Re[σ(0)] η is practically reached if the corresponding excitation time of the system is below
where v max is the maximum group velocity of the band in the direction of the electric field, R = (L − λ β )/2 is the effective radius of the system. Here L is the linear size of the system and λ β ≈ |t|β/2 is a diffusion length, defined from the evolution of a one-particle equationψ = −Ĥψ at a time t = β/2 (see Appendix B for details). The critical time explains why for the Gaussian and Lorentzian broadening the plateaus are somewhat less flat compared to using sinc. The former two functions always have tails in the time domain t > t crit (see Table I ), while the sinc function is exactly zero for |t| > 2η −1 . Note that the relevant values of η in our method are much larger than ∆E. Also, the values of the DC conductivity that our method predicts are almost an order of magnitude larger compared to the classical approach, and, as will become clear soon, much closer to the thermodynamic limit.
The consistency of the Drude-based extrapolation can be confirmed further by studying the convergence of the predicted conductivity with the increase of the size of the system. Fig. 2(b) shows DC conductivity as a function of the chemical potential for different sizes of the system. For the considered example, the Drude-based extrapolation converges to the thermodynamic limit within 5% for a cube as small as 6 × 6 × 6. The strong oscillations of 
Bη
Bη conductivity for the system of the size 4 × 4 × 4 can be suppressed by increasing the temperature. Let us emphasize that the quality of the extrapolation depends strongly on the chosen model. Using a Gaussian model for conductivity, or simply extrapolating linearly does not produce a plateau and results in predictions highly dependent on the extrapolation region (see Fig.  2(c) ).
B. Averaging over disorder
A complementary perspective on the Drude-based extrapolation can be gained through a general connection of conductivity averaged over disorder to the pseudoconductivity Re[σ(ω)] η .
In a mathematical sense, conductivity of a single finite system according to the Kubo-Greenwood Eq. (1) is not a function, but a functional. Conductivity can be defined as a proper function if averaged over disorder. Indeed, suppose two energy states m and n have a probability distribution P (Γ, ∆), where Γ ≡ Γ mn and ∆ ≡ ∆ mn from Eq. (1). Then we can define averaged conductivity as
Using Eq. (1) and Performing integration over ∆ results in
So, if P (Γ, ω) is a smooth function of ω, then Re[σ(ω)] is a smooth function as well. Suppose our goal is to find σ (ω) from sample systems. One of the ways to do so is to find σ η (ω) ≡ Re[σ η (ω)] first, and then extrapolate it to the limit η → 0. Such extrapolation may benefit from the fact that σ η (ω) is a convolution σ (ω) with δ η (ω):
This can be easily seen from Eq. (1), and relation
Similarly, averaged conductivity at finite temperature as a function of chemical potential µ can be expressed as convolution of averaged conductivity at zero temperature with the derivative of Fermi distribution with respect to β:
Here f ′ β (µ) ≡ β cosh(βµ/2) −2 is the derivative of the Fermi distribution over β. The relation can be obtained by manipulating equation (7). Joining Eq. (16) and (18) results in the expression for conductivity with finite broadening and temperature expressed through convolution of averaged conductivity at zero temperature and broadening with the function f ′ β (µ)δ η (ω):
Notice, that Eq. (19) is valid for any system. Convolution in the real space corresponds to multiplication in the Fourier space, and therefore convolution suppresses high-frequency harmonics. When we assume a model for σ ∞ (µ, ω) and then fit the parameters of the model, we effectively fit the low-frequency region in the Fourier space of the model to the low-frequency region of the numerical data. The fitting region has an effective size η −1 × β −1 with the error between the model and the data weighted proportionally to the Fourier transform of f ′ β (µ)δ η (ω).
IV. METHOD COMPARISON
We compare our method to two other possible approaches:
1. The first approach follows the logic described in the introduction: we first find Re[σ(ω)] η for several values of ω at η = W/N , where W is the band width, and N is the number of energy levels. We then fit the results with a Drude equation (11) to obtain DC conductivity σ DC = A. We already know that conductivity obtained by this method is sensitive to the representation of the delta function and considered η, but we wanted to explore how much the method underestimates conductivity for different disorders.
2. The second approach is based on the Landauer equation [12] . Here one finds DC conductance of the system placed between infinite electric leads. Empirically, the resistance of the system can be thought of as a sum of resistances of the bulk and contacts:
If the size of the system is much larger than the correlation length, contact resistance can be assumed constant, while bulk resistance will increase linearly with the length of the system. The conductivity of the system can then be defined as
We made a comparison of conductivity as a function of chemical potential at three different values of the onsite disorder obtained by different methods. The results are presented in Fig. 3 . The values of conductivity obtained by our method and the Landauer-based approach are within the error-bars, while the classical approach underestimates conductivity by a factor of 5 for the weak disorder, and becomes closer to other methods for high disorders.
V. APPLICATIONS
We applied our method to two test systems. The first is a 3D system with a low concentration of impurities, and the second is a 1D disordered chain. The essential features of the models are the appearance of new length scales: the typical distance between impurities and localization length.
A. 3D system with impurities
The model of the uncorrelated weak onsite disorder, which we used in the previous examples, is not very realistic for real materials. Another common approach is to model disorder by a small concentration of strong impurities in an otherwise perfect system. We were interested whether the addition of the new length scale would influence the convergence rate of the method. Intuitively it seems impossible that the conductivity of a system smaller than an average distance between impurities can be close to the thermodynamic limit. On The system is identical to the one described in Fig. 1 with the exception that onsite potential has a probability p to be equal to V (1 − p) and a probability 1 − p to be equal to −V p. We took V = 100 and p = 0.003 for plot (a) and p = 0.001 for plot (b). The red curve corresponds to a system of size 4 × 4 × 4, blue -6 × 6 × 6 and so on. Comparing these results to Fig. 2(b) it is clear that appearance of a new length scale does not have any impact on the convergence rate of the method.
the other hand, the intuition about the convergence of Re[σ(ω)] η described in Appendix B did not rely on any specific properties of the disorder distribution.
We considered a tight binding 3D system of the size L × L × L and nearest neighbor hopping similar to the system described in Fig. 1 , but with the difference that onsite potential could be either V (1 − p) with a small probability p or −V p with probability 1 − p. With such choice the average potential is zero, while the difference between "impurities" and background potential is V . We considered two examples with p = 0.003 and p = 0.001. Calculated conductivity as a function of chemical potential for different sizes of the system is presented on Fig.  4 . Comparing the results to Fig. 2(b) it is evident that convergence rate is not influenced by the introduction of a new length scale. Table I ). The horizontal axis corresponds to vmaxτ , where τ = 2/η is the time over which the electric field was on before current measurement, and vmax = 2|t| is the maximum group velocity in the band. Extrapolation performed between η and the neighbor point η + ∆η, ∆η > 0. Different curves correspond to different length of the chain: red curve -L = 600, blue -L = 1200, orange -L = 1800.
B. 1D system with disorder
Often an intuition about a 3D or 2D system can be obtained by looking at a 1D system with a similar structure. Unfortunately, 1D systems with disorder have zero DC conductivity in thermodynamic limit due to the localization of the wave-functions [14] . On the other hand, if the disorder is weak, the localization length is large and Landauer resistance increases linearly with the size of the system for short chains (red dots on Fig. 5(a) ), leading to empirically well-defined conductivity. Here we considered a 1D tight binding model with nearest neighbor hopping t = −1, onsite disorder ∆ε = 0.1, chemical potential µ = −1 and temperature corresponding to β = 30.
We were interested to what extend the Drude-based extrapolation would reproduce these results. It appears conductivity obtained by our method predicts resistance of short chains very well (see blue dots on Fig. 5(a) ), but underestimates conductivity for long chains. This is expected, since long chains are insulators and conductivity cannot follow the Drude equation for long excitation times. This becomes also evident from the plot of conductivity vs fitting region (Fig. 5(b) ): while in 3D systems conductivity was almost independent of the fitting region, in 1D conductivity predicted from long and short excitation times is different.
The important result is that we can predict static response of systems connected to the leads from dynamic response of a system with periodic boundary conditions.
VI. DISCUSSION AND OUTLOOK
Let us turn back and understand how Drude based extrapolation is related to the macroscopic DC conductivity defined by the definition (2). In some way, the method is simply a procedure of taking the limit (2) by assuming a certain form of Re[σ(ω)] η . Being an extrapolation procedure it will necessarily converge to the macroscopic conductivity, since by taking larger and larger systems, we will extrapolate from smaller and smaller values of η, and therefore Re[σ(0)] η will converge to Re[σ(0)], and so must the extrapolated value. The fact of convergence is independent of whether we made a correct guess about the form of Re[σ(ω)]. Nevertheless, the convergence rate is impacted greatly by a correct guess of the form of conductivity. In our examples Sinc broadening performed the best, demonstrating the most stable plateau. We suspect that in systems with real atoms, which contain many optical resonances [1, 15] , Gaussian broadening may be more preferred, since it is more localized, and thus is influenced less by the wrong choice of conductivity model in the high-frequency region. A more detailed study of the performance of the method for real systems is desired.
Drude based extrapolation generalizes the classical approach: while the latter predicts current response to a particular time-dependent electric field, the extrapolated value predicts current response to a family of slowly varying electric fields acting over the times t < t crit = L/v max . It is also important that the value of conductivity obtained by our method matches the Landauer based approach. This means a static response of a system connected to electric leads can be predicted from the dynamic response of the system detached from the leads. This is not the case with a classical approach, which predicts much lower value for DC conductivity than Landauer.
While the Drude-based extrapolation works well in practice, a rigorous understanding is still lacking. The arguments presented in Appendix B provide a strong motivation why our approach improves traditional methods, but we do not have a mathematical proof. Looking at the plateau in our plots, one may wonder if there is a way to define DC conductivity unambiguously even for finite systems. Unfortunately, we do not see any physical basis for this claim, since the Kubo-greenwood equation is exact. Experimental definition of finite-sized conductivity contains similar ambiguities to the theoretical approaches: one needs to exclude contact resistance, and interaction of the system with the thermostat. The empirically well defined plateau just means that σ(ω) η is indeed very close to the thermodynamic limit and that our assumptions about the shape of conductivity as a function of frequency are close to the actual shape.
We believe that an important application of our method will be its extension to the Kernel Polynomial based Methods (KPM) [16] and other versions of the Kubo-Greenwood formula [17] . The KPM method allows us to calculate conductivity of very large systems at low temperature by removing the necessity of calculating the whole spectrum, such that the methods scale linearly with the system size.
Application of our method to the existing approaches in DFT packages [1] should be straightforward. Calculations of conductivity at different broadenings of the delta function are performed routinely as a consistency check of the classical approach. Adding the extrapolation step on the top is a computationally efficient way to greatly improve convergence to the thermodynamic limit.
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. (A1)
Here Â 0 ≡ tr(ρ 0Â ), whereρ 0 = e −βĤ0 /Z is the equilibrium density matrix of unperturbed system.V I (t) ≡ e iĤ0tV e −iĤ0t is the operatorV in interaction representation. Arrows under exponents indicate the direction of the time ordering, for example:
(A2) This is not a standard notation for time ordering, but we find it more intuitive since the arrow indicates the direction in which time increases in the limit expansion.
Expanding Eq. (A1) to the first order in ε and shifting time to t = 0 yields
where [Â,B] ≡ÂB −BÂ.
Spectral representation
Let us find the response of the system at a frequency ω. We allow f (t) to be complex and take f (t) = e (iω+η)t , with η > 0. Taking finite but small η corresponds to perturbation turned on slowly and assures convergence of the integral (A3).
In spectral representation we express Eq. (A3) in the basis of eigenstates of HamiltonianĤ 0 :Ĥ 0 |n = E n |n . We define n|X|m ≡ X nm and n|V |m ≡ V nm , then n|V I |m ≡ V nm e −i(Em−En)t . The density matrix n|ρ 0 |m = δ mn e −βEn /Z, where δ mn = 1 if m = n and 0 otherwise. Substituting these quantities into equation (A3), performing integration and relabeling some of the summation indexes yields
Let us apply linear response to conductivity. We are interested in a tight binding model with spinless electrons with random hoppings and site energies and periodic boundary conditions. No interactions or averaging over disorder is assumed at this point. The derivation is not limited to such systems, but it is easier to have something specific in mind.
Electric field is created by a change of vector potential
a. Current operator
We postulate the HamiltonianĤ(A) to depend on vector potential by Peierls substitution, i.e. each hopping coefficient t is a function of A:
where ( A, a) is a scalar product of the vector potential A and a vector a connecting the corresponding cites or atoms.
Without loss of generality, we can assume the electric field to be in the x direction. For the scope of this paper, we are interested only in the current in the x direction. The corresponding averaged current density operator iŝ
where V is the volume of the system. The choice of the current density operator ensures that energy production rate in the system is equal to d H /dt = ĵ EV . The last equation can be directrly checked by the substitution of Eq. (A6). The first term is usually called diamagnetic current and the second term is paramagnetic current.
c. AC response
Let us find the response to the vector potential A(t) = −e ηt+iωt E 0 /(η + iω). After going to spectral representation in Eq. (A9), performing integration and rearranging some terms we obtain the following result for the current: 
The sum in the brackets can be shown to be ∂ j 0 /∂A. Usually, equilibrium current is assumed to be zero for any A. This is not necessarily true for a system with periodic boundary conditions, and there are current oscillations periodic in magnetic flux quanta through the system. The second term in Eq. (A10) also oscillates with the number of flux quanta through the system. Numerically, the oscillations and the term O die out at sufficiently high temperatures. Also, the term can be shown to be exactly zero, if averaged over vector potential. We will ignore these effects for now as they are out of the scope of this paper. The final expression for the current is the standard Kubo-Greenwood formula:
(A12) For a system of non-interacting electrons equation (A12) reduces to
where ε n are one-electron energies, and f n = (1 + e β(εn−µ) ) −1 -Fermi distribution. The real part of the current is
Re ĵ
(A14) In the limit η → 0 this yields:
Re [σ(ω)] = −π nm f n − f m ε n − ε m j nm j mn δ(ε n − ε m − ω), (A15) which corresponds to equation (1) .
