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Introduccio´n
Presentaci ·on
-¿Por do´nde empiezo, Majestad?
-Empieza por el principio -contesto´ gravemente el rey-. Y sigue hasta que lle-
gues al final. Entonces te detienes.
¦ Lewis Carroll, Alicia en el Paı´s de las Maravillas ¦
En este capı´tulo de presentacio´n haremos un breve recorrido por el contenido
de esta memoria. El objetivo es pintar un cuadro global del trabajo, de tal forma que
cualquiera que se encuentre con esta obra entre sus manos pueda hacerse una idea
de a que´ me he dedicado estos an˜os, sin necesidad de una base previa en Fı´sica,
Matema´ticas o Biologı´a. Como segundo objetivo, esta´ mostrar la ligazo´n interna
de la investigacio´n realizada, que a primera vista parece tratar temas sin ninguna
relacio´n como el crecimiento de superficies e intercaras o el estudio de algunos
aspectos de la mole´cula de ADN.
Para empezar, los temas tratados en esta tesis parecen dividirse en dos grandes
bloques: los problemas “fı´sicos”, como el crecimiento de superficies, y los proble-
mas “biolo´gicos”, como el de la desnaturalizacio´n te´rmica del ADN. (Calma, ahora
explico lo que es todo esto). Como se vera´, el punto de unio´n es el formalismo ma-
tema´tico comu´n que utilizamos para describir ambos tipos de feno´menos. (No te
asustes, las ecuaciones vienen en los siguientes capı´tulos).
El cemento que une todos los temas tratados en esta memoria esta´ formado
por tres ingredientes: se trata de problemas en una dimensio´n, con desorden y que
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admiten una formulacio´n matema´tica muy parecida. Lo de una dimensio´n no tiene
mucho que entender: una lı´nea es una dimensio´n, un plano son dos, un cubo es un
objeto en tres dimensiones... Pues bien, aquı´ nos ocuparemos de problemas que se
puedan describir matema´ticamente en una dimensio´n.
Lo del desorden puede ser un poco ma´s complejo. Ba´sicamente, lo que se quie-
re decir con esa palabra es que un sistema no es homoge´neo. Ası´, por ejemplo, un
helado de nata es un sistema sin desorden. Sin embargo, si tiene trocitos de choco-
late dentro, diseminados de forma ma´s o menos aleatoria, entonces tendrı´amos que
incluir la presencia de los trocitos de chocolate para poder tener una descripcio´n
correcta del helado. En esta descripcio´n, por lo tanto, tenemos que introducir el
desorden causado por los trocitos de chocolate. Otro ejemplo de desorden podrı´a
verse comparando la superficie de una llanura con la de un macizo montan˜oso.
Mientras que para describir matema´ticamente la llanura basta la nocio´n de plano,
para el macizo no existe ninguna funcio´n matema´tica suave que describa su su-
perficie. El macizo es muy irregular y complejo, en este sentido decimos que es
desordenado.
El parecido en la formulacio´n matema´tica de los distintos problemas tratados lo
vera´ quien lea toda la tesis. De momento, se dira´ so´lo para el que entienda que casi
todo el trabajo de la tesis tratara´ de modelos que se pueden formular por medio
de hamiltonianos en una dimensio´n de tipo so´lido-sobre-so´lido. Principalmente
dos juegos de herramientas, simulaciones por ordenador de tipo Monte Carlo y
el formalismo del operador de transferencia, permitira´n conseguir informacio´n a
partir de los modelos formulados.
El primero de los problemas por el que nos interesaremos es el de crecimiento
de superficies. Al hablar de crecimiento de superficies, se habla del proceso fı´sico
por el cual se van depositando partı´culas de un material sobre un sustrato. De esta
forma, la superficie del material depositado esta´ cada vez ma´s lejos del sustrato
a medida que se deposita ma´s material: es en este sentido que decimos que la
superficie crece. Un problema muy relacionado es el de mojado de una pared: la
formacio´n de una pelı´cula lı´quida sobre un sustrato so´lido. La u´nica diferencia con
el problema de crecimiento de superficies es que, al hablar de mojado, la superficie
que crece es lı´quida. Y a la hora de escribir ecuaciones, eso nos va a dar casi lo
mismo.
Uno de los problemas abiertos ma´s interesantes referentes al crecimiento de su-
perficies es el de la superrugosidad. Un material que crece sobre un sustrato plano
presenta una superficie rugosa cuando estamos a temperaturas altas, y una super-
ficie plana cuando la temperatura es baja. Sin embargo, si el sustrato es rugoso
(esto es, si como las montan˜as, tiene desorden), seguimos teniendo una superficie
rugosa a altas temperaturas, pero a bajas temperatura los estudios teo´ricos hechos
hasta ahora predicen una fase ma´s rugosa todavı´a. Los distintos estudios no se
acaban de poner de acuerdo sobre las caracterı´sticas de esta misteriosa fase supe-
rrugosa. El modelo emblema´tico en el estudio de este problema es el modelo de
sine-Gordon (que tambie´n es muy importante en la descripcio´n de otro tipo de pro-
blemas). (Inexperto, tranquilo; del modelo de sine-Gordon so´lo voy a reproducir
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Figura 1.1: Intercara tı´pica descrita por el modelo de sine-Gordon. Como veremos,
los escalones que se ven en ella son fundamentales para entender las propiedades
del modelo.
aquı´ el nombre, porque de alguna forma lo tengo que llamar). Matema´ticamente,
podemos definir una superficie dando la altura de cada punto de la superficie sobre
un plano de referencia, por lo tanto, aunque el espacio fı´sico en el que crece la
superficie es tridimensional, nos basta con un modelo matema´tico en dos dimen-
siones para describirla. Como el estudio del modelo de sine-Gordon con desorden
en dos dimensiones es muy complicado tanto analı´tica como computacionalmente,
decidimos simplificar el problema estudiando el modelo en una dimensio´n, a ver
que´ se podı´a aprender. Y, para empezar desde el principio, estudiamos el modelo de
sine-Gordon en una dimensio´n sin desorden. Un ejemplo de las intercaras descritas
por este modelo se ve en la figura 1.1. Este estudio, que concluye con el hallazgo
de una transicio´n de fase aparente para cualquier taman˜o finito del sistema (ma´s
abajo digo lo que es una transicio´n de fase), esta´ descrito en el capı´tulo tres de la
memoria. (El capı´tulo dos, del que no he dicho nada, no es ma´s que una recopi-
lacio´n de la metodologı´a utilizada para abordar la mayorı´a de los problemas a lo
largo de la tesis).
El siguiente paso lo´gico hubiera sido introducir el desorden en el modelo de
sine-Gordon en una dimensio´n. Pero si hacemos esto tal y como se hace en el mo-
delo en dos dimensiones, no se obtiene nada u´til. La razo´n es que en el modelo
de sine-Gordon en una dimensio´n so´lo existe una fase: a cualquier temperatura
distinta de cero, la intercara (estamos en una dimensio´n, ası´ que ya no es una su-
perficie) descrita por el modelo es rugosa. Por lo tanto, no tenemos nada parecido
a las fases plana o superrugosa que veı´amos en dos dimensiones. Hace falta un
modelo que tenga una transicio´n de fase: esto es, que tenga dos comportamientos
distintos segu´n estemos a altas o a bajas temperaturas. Ejemplos de transiciones de
fase son cambios bruscos que se producen en un medio al variar sus condiciones,
como la congelacio´n del agua cuando la enfriamos por debajo de cero grados Cel-
sius o su ebullicio´n cuando la calentamos a ma´s de cien. Y ahı´, en el asunto de las
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Figura 1.2: Esquema de la mole´cula de ADN.
transiciones de fase, es donde entra el contenido del siguiente capı´tulo.
A principios de los an˜os 80 se formularon algunos modelos sencillos en una
dimensio´n para estudiar la transicio´n de mojado. Estos modelos, a diferencia del
de sine-Gordon, sı´ presentan una transicio´n de fase: a bajas temperaturas la pared
no esta´ completamente mojada, y so´lo pasa a estarlo para temperaturas mayores
que una cierta temperatura crı´tica. Los modelos esta´n matema´ticamente muy re-
lacionados con el de sine-Gordon, de hecho, se podrı´a decir tambie´n que a bajas
temperaturas describen una intercara plana y a altas una intercara rugosa. Hay dis-
tintas formas de incluir desorden en estos modelos: a lo largo del capı´tulo cuarto
veremos alguna de ellas y desarrollaremos aproximaciones analı´ticas para estudiar
el efecto del desorden en la transicio´n de fase. Para finalizar el capı´tulo, veremos
que estos mismos modelos, con cierto tipo de desorden, se pueden utilizar para mo-
delar de forma muy sencilla la desnaturalizacio´n te´rmica de la mole´cula de ADN.
La desnaturalizacio´n te´rmica del ADN, muy estudiada experimentalmente, es el
proceso por el cual, al aumentar la temperatura a la que se encuentra la mole´cu-
la, las dos cadenas que forman la doble he´lice del ADN se separan la una de la
otra, deshaciendo la doble he´lice y la mole´cula tal y como se encuentra dentro de
las ce´lulas de los seres vivos. El estudio de este proceso es de gran importancia,
pues algunos procesos biolo´gicos fundamentales, como la replicacio´n del ADN y
la lectura de su informacio´n gene´tica para la sı´ntesis de proteı´nas, dependen de la
correcta apertura de la doble he´lice que forma la mole´cula.
En la figura 1.2 vemos una representacio´n esquema´tica de la mole´cula de ADN.
Cada una de las cadenas que forma la doble he´lice esta´ formada por un armazo´n
compuesto de azu´cares (S en la figura) y fosfatos (P). Los azu´cares esta´n ligados a
uno de los cuatro tipos posibles de bases nitrogenadas que aparecen en la mole´cu-
7la: adenina (A), guanina (G), timina (T) y citosina (C). Estas cuatro bases son las
“letras” que forman el co´digo gene´tico: su ordenacio´n en la mole´cula de ADN es la
que guarda la informacio´n contenida en la mole´cula. En la configuracio´n normal de
la mole´cula, la adenina de una cadena so´lo puede unirse, por medio de dos enlaces
de hidro´geno (las dos lı´neas punteadas que unen la A y la T en la figura 1.2), a una
timina de la otra cadena. A su vez, la guanina so´lo puede unirse a una citosina, pero
lo hace por medio de tres enlaces de hidro´geno en lugar de dos. Ası´ pues, so´lo hay
dos posibles pares de bases: adenina-timina y guanina-citosina.1 El primer tipo de
par es ma´s inestable, al tener so´lo dos puentes de hidro´geno, por lo que es ma´s fa´cil
de romper que el par guanina-citosina. Esto significa que al construir modelos para
estudiar las propiedades fı´sicas de la mole´cula, y en particular la desnaturalizacio´n
te´rmica, hay que tener en cuenta el efecto introducido por el hecho de que la se-
cuencia gene´tica no es homoge´nea, esto es, el desorden de la secuencia. Utilizando
los modelos sencillos de mojado que se han mencionado antes, mostramos que es
posible reproducir con exactitud el efecto que la secuencia gene´tica tiene sobre la
temperatura a la cual se produce la desnaturalizacio´n. Esto nos lleva a introducir
el concepto de la universalidad en el desorden: en problemas con desorden, su
efecto puede ser tenido en cuenta con modelos muy sencillos, siempre y cuando el
desorden haya sido incluido de la forma adecuada en el modelo. Es decir, es ma´s
importante la correcta descripcio´n del desorden que la minuciosidad en los detalles
del modelo utilizado.
En el capı´tulo quinto se hace uso de lo estudiado en los dos anteriores, el mo-
delo de sine-Gordon y los modelos con transicio´n de fase en una dimensio´n, para
construir una modificacio´n del modelo de sine-Gordon que sı´ presenta una tran-
sicio´n de fase. Se estudia este nuevo modelo tanto con desorden como sin e´l. La
comparacio´n de los resultados obtenidos en el caso con desorden con estudios pre-
vios del modelo de sine-Gordon con desorden en dos dimensiones nos lleva a uno
de los principales resultados expuestos en esta tesis: la hipo´tesis de que la llamada
fase superrugosa es en realidad una fase plana dominada por el desorden, que es
el causante de los comportamientos no triviales observados en las fases de baja
temperatura de estos modelos.
El capı´tulo sexto trata por completo de la mole´cula de ADN. Se vuelve a es-
tudiar la transicio´n de desnaturalizacio´n del ADN, esta vez utilizando el modelo
propuesto por Peyrard, Bishop y Dauxois. Este modelo se basa a su vez en mode-
los anteriores de la transicio´n de mojado, y es un modelo matema´ticamente muy
cercano a los otros descritos en esta memoria. Utilizando este modelo estudiamos
la desnaturalizacio´n de mole´culas cortas de ADN, estableciendo teo´ricamente re-
sultados sobre la formacio´n de burbujas (regiones abiertas en la mole´cula) y los
efectos cooperativos (esto es, de participacio´n simulta´nea de varios pares de bases)
en la transicio´n de desnaturalizacio´n en perfecto acuerdo con resultados experi-
mentales previamente publicados. En la segunda parte del capı´tulo, desarrollamos
1Esto son los llamados pares de Watson y Crick. Muy raramente pueden formarse otros tipos de
pares: no tendremos esta posibilidad en cuenta.
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Figura 1.3: Ejemplo esquema´tico de horquilla de ADN.
un modelo computacional para el estudio de la dina´mica de horquillas de ADN.
Las horquillas se forman cuando tenemos una cadena u´nica de ADN (no las dos
cadenas complementarias que forman la mole´cula tal y como se ve en la figura
1.2). Esa cadena individual tiene en sus dos extremos bases complementarias, de
tal forma que los dos extremos de la cadena son capaces de unirse, cerrando ası´ una
horquilla. Un ejemplo esquema´tico puede verse en la figura 1.3. El estudio de estas
cadenas aisladas tiene intere´s porque juegan un papel esencial en muchos procesos
metabo´licos del ADN, como la replicacio´n, la recombinacio´n, la reparacio´n y la
transcripcio´n, y adema´s algunas de estas cadenas individuales son especı´ficamente
reconocidas por muchas proteı´nas. Incluso se ha propuesto la utilizacio´n de horqui-
llas de ADN en la lucha contra el virus del SIDA. El estudio teo´rico de la dina´mica
de estas cadenas individuales, y en particular de las horquillas que forman, se haya
au´n en sus comienzos. Veremos que el modelo propuesto puede reproducir cuali-
tativamente la fenomenologı´a observada en los experimentos con horquillas, y nos
permitira´ arrojar luz sobre el origen fı´sico de los comportamientos observados.
Para finalizar, en el u´ltimo capı´tulo se exponen las conclusiones del trabajo
desarrollado y se perfilan los principales problemas y cuestiones que quedan au´n
por abordar. Y tras ello, naturalmente, la bibliografı´a.
(Neo´fito, enhorabuena si has sido capaz de llegar hasta aquı´. Ya puedes dejar de
leer. De aquı´ en adelante habra´ figuras, ecuaciones, cuentas, referencias y lenguaje
poco inteligible. Muy desagradable, te lo aseguro.)
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La ciencia [...] consiste en construir la amplia escala desde la pequen˜a escala,
lo mismo que se hace con una gran estatua partiendo de un modelo en miniatura.
Esos asuntos son imposibles de escribir en detalle; conocer miles de cosas a trave´s
de una sola cosa es un principio de la ciencia [...].
¦ Miyamoto Musashi, El Libro de Los Cinco Anillos ¦
En este capı´tulo se hara´ un breve repaso de las principales herramientas utili-
zadas en esta la tesis: los me´todos de Monte Carlo y el formalismo del operador de
transferencia.
2.1. Un poco de Meca´nica Estadı´stica de equilibrio
Antes de empezar con otra cosa, vamos a introducir los conceptos mı´nimos de
Meca´nica Estadı´stica que sera´n necesarios para tener una base a la que referirnos
en secciones posteriores.
En 1902, Gibbs (Gibbs 1902) mostro´ que para un sistema en equilibrio te´rmico
en contacto con un ban˜o te´rmico a temperatura T , la probabilidad de ocupacio´n de
un estado µ es
pµ =
1
Z e
−Eµ/kBT , (2.1)
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donde Eµ es la energı´a del estado µ y kB es la constante de Boltzmann. Denotare-
mos, como es habitual, a la cantidad (kBT )−1 con el sı´mbolo β. La constante de
normalizacio´n Z es la funcio´n de particio´n, y su valor esta´ dado por:
Z =
∑
µ
e−βEµ , (2.2)
(en caso de un sistema con grados de libertad continuos, la suma debe sustituirse
por una integral sobre todo el espacio de configuraciones). La distribucio´n de pro-
babilidad (2.1) es conocida como distribucio´n de Boltzmann. En esta memoria, la
energı´a generalmente la definiremos por medio del hamiltoniano del sistema, que
denotaremos con H. Ası´ pues, en las fo´rmulas de este capı´tulo las notaciones E y
H son intercambiables.
A partir de la ecuacio´n (2.1) tenemos que el valor medio de una cantidad Q
para un sistema en equilibrio te´rmico es:
〈Q〉 =
∑
µ
Qµpµ =
1
Z
∑
µ
Qµe
−βEµ . (2.3)
Por ejemplo, el valor medio de la energı´a 〈E〉, que es lo que en termodina´mica se
llama energı´a interna U , viene dado por:
U =
1
Z
∑
µ
Eµe
−βEµ . (2.4)
Usando la ecuacio´n (2.2) vemos que se puede escribir esto como una derivada de
la funcio´n de particio´n:
U = − 1Z
∂Z
∂β
= −∂ logZ
∂β
. (2.5)
El calor especı´fico es la derivada de la energı´a interna respecto a la temperatura:
C =
∂U
∂T
= −kBβ2∂U
∂β
= kBβ
2∂
2 logZ
∂β2
. (2.6)
Sin embargo, de la termodina´mica sabemos que el calor especı´fico tambie´n esta´ re-
lacionado con la entropı´a:
C = T
∂S
∂T
= −β ∂S
∂β
. (2.7)
Igualando estas dos expresiones paraC e integrando con respecto a β, encontramos
la siguiente expresio´n para la entropı´a:
S = −kBβ∂ logZ
∂β
+ kB logZ. (2.8)
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La constante de integracio´n que deberı´a aparecer en esta ecuacio´n se hace cero en
virtud del tercer principio de la termodina´mica. Usando las ecuaciones (2.5) y (2.8)
se puede escribir la energı´a libre del sistema de la siguiente forma:
F = U − TS = −kBT logZ. (2.9)
Hemos visto que podemos calcular U , F , C y S directamente a partir de la funcio´n
de particio´n Z . Pero au´n se puede ir un poco ma´s lejos. Las variables de un sistema
tienen variables conjugadas que representan la respuesta del sistema a cambios en
la primera variable. Ası´, por ejemplo, la presio´n p es la variable conjugada del
volumen, V ; la magnetizacio´n M es la variable conjugada del campo magne´tico
aplicado, B. La termodina´mica nos ensen˜a que una variable se obtiene a partir de
su conjugada como derivada de la energı´a libre:
p = −∂F
∂V
, (2.10)
M =
∂F
∂B
. (2.11)
Vemos ası´ que el conocimiento de la dependencia de la funcio´n de particio´n con
la temperatura y dema´s para´metros del sistema nos proporciona una informacio´n
termodina´mica completa del sistema estudiado.
Hasta aquı´ puede llegar la termodina´mica. So´lo es posible obtener informacio´n
sobre magnitudes macrosco´picas, pero no sobre sus fluctuaciones. Sin embargo,
la meca´nica estadı´stica nos permite obtener informacio´n muy u´til acerca de estas
fluctuaciones de los valores instanta´neos de una variable con respecto al valor me-
dio de la variable en equilibrio. Ası´, por ejemplo, la desviacio´n cuadra´tica media
de los valores instanta´neos de la energı´a con respecto a su valor medio U = 〈E〉
es:
〈(E − 〈E〉)2〉 = 〈E2〉 − 〈E〉2. (2.12)
Podemos calcular 〈E2〉 a partir de derivadas de la funcio´n de particio´n de una forma
similar a como calcula´bamos 〈E〉:
〈E2〉 = 1Z
∑
µ
E2µe
−βEµ =
1
Z
∂2Z
∂β2
. (2.13)
Ası´:
〈E2〉 − 〈E〉2 = 1Z
∂2Z
∂β2
−
[
1
Z
∂Z
∂β
]2
=
∂2 logZ
∂β2
. (2.14)
Usando la ecuacio´n (2.6) podemos escribir esto como:
〈E2〉 − 〈E〉2 = C
kBβ2
. (2.15)
Como veremos ma´s adelante, esta relacio´n entre las fluctuaciones de la energı´a y
el calor especı´fico nos sera´ muy u´til a la hora de realizar simulaciones.
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2.2. Me´todos de Monte Carlo
En esta seccio´n se introducira´n brevemente los conceptos ba´sicos de la simu-
lacio´n con me´todos de Monte Carlo. Casi toda la informacio´n (al igual que, por
cierto, la de la seccio´n anterior) esta´ sacada de la referencia (Newman y Barkema
1999), un libro muy interesante que cubre diversos temas dentro del campo de la
simulacio´n de Monte Carlo en meca´nica estadı´stica.
2.2.1. Brevı´sima introduccio´n histo´rica
Por me´todos de Monte Carlo podemos entender, de forma amplia, aquellos
me´todos que utilizan nu´meros aleatorios (ma´s frecuentemente, nu´meros pseudoa-
leatorios) para resolver problemas (habitualmente, en Fı´sica, pero tambie´n y cada
vez ma´s en diversos campos de las Matema´ticas, la Economı´a, la Sociologı´a, la
Biologı´a o la Quı´mica, por poner ejemplos). Podemos entender los algoritmos de
Monte Carlo como contrapuestos a los algoritmos deterministas. Aunque hoy en
dı´a esta´n ı´ntimamente ligados al uso de ordenadores, su existencia precede en mu-
cho a la del ordenador. Bajo el nombre de muestreo estadı´stico, desde al menos
el siglo XVIII se sabe de su uso para estimar integrales. A lo largo de la segunda
mitad del siglo XIX y principios del XX estos me´todos se fueron desarrollando y
perfeccionando, aunque no fue hasta los an˜os 30 del siglo XX que se tiene noticia
de una aplicacio´n seria del muestreo estadı´stico a la resolucio´n de problemas de
investigacio´n en Fı´sica. De acuerdo a su estudiante Emilio Segre` (Segre` 1980), al-
gunos de los me´todos que utilizo´ Fermi para estudiar la difusio´n de neutrones eran,
en todo menos en el nombre, los me´todos de Monte Carlo que Ulam y Metropolis
reinventarı´an en la de´cada siguiente.
La aute´ntica cuna a partir de la cual empezaron a crecer los me´todos de Monte
Carlo fue el laboratorio de Los Alamos durante la e´poca del Proyecto Manhat-
tan. Se dice que la idea de aplicar me´todos estadı´sticos a problemas fı´sicos se le
ocurrio´ a Stam Ulam mientras jugaba un solitario con las cartas. Aburrido del jue-
go, se propuso calcular la probabilidad de ganar en el juego en cuestio´n (un tipo
de solitario llamado “Canfield” en ingle´s). Desesperado por la complejidad de la
combinatoria involucrada en el ca´lculo, se le ocurrio´ pensar que podrı´a hallar una
respuesta aproximada jugando muchas partidas y viendo cua´ntas veces ganaba.
En aquellos dı´as, la mente de Ulam nunca estaba lejos del nuevo juguete de Los
Alamos: el computador ENIAC, un cacharro con 18000 va´lvulas de vacı´o. Inme-
diatamente se le ocurrio´ que el computador podrı´a ser programado para jugar las
partidas por e´l de forma mucho ma´s ra´pida. De ahı´ a pensar en aplicar el mismo
me´todo para resolver problemas fı´sicos, ya no habı´a ma´s que un paso. Le conto´ su
idea a John Von Neumann, e inmediatamente se pusieron a hacer planes y ca´lculos.
El te´rmino Monte Carlo lo acun˜arı´a poco despue´s, en 1949, Nicholas Metropolis
para referirse a este tipo de me´todos. Precisamente fue Nick Metropolis, quien jun-
to con Marshall y Arianna Rosenbluth y Edward y Mici Teller, dieron el pistoletazo
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de salida de los me´todos de Monte Carlo de cara a la comunidad cientı´fica, con la
publicacio´n en 1953 del artı´culo en el que se describe el algoritmo que hoy en dı´a
lleva el nombre de Metropolis (Metropolis et al. 1953). Desde entonces, se ha reco-
rrido un largo camino en el desarrollo de nuevos y poderosos algoritmos. Casi tanto
como desde los mastodo´nticos ENIAC y MANIAC de Los Alamos a los modernos
ordenadores.
2.2.2. El mecanismo de los me´todos de Monte Carlo
Como hemos visto, la forma de obtener el valor medio de una cantidad Q es
promediando sobre todos los estados µ del sistema, pesando cada uno con su factor
de Boltzmann:
〈Q〉 =
∑
µQµe
−βEµ∑
µ e
−βEµ
. (2.16)
Sin embargo, esta suma (integral en el caso continuo) es por lo general intratable
en sistemas reales, a menos que sean muy pequen˜os. Lo que hacen las te´cnicas de
Monte Carlo es seleccionar un subconjunto de estados de forma aleatoria utilizando
alguna distribucio´n de probabilidad pµ especificada por el algoritmo utilizado en
particular. En el caso de seleccionar M estados {µ1 . . . µM}, la mejor estimacio´n
que podemos hacer de Q es:
QM =
∑M
i=1Qµip
−1
µi e
−βEµi∑M
j=1 p
−1
µj e
−βEµj
. (2.17)
A QM se le llama el estimador de Q. Tiene la propiedad, en la que se basan los
me´todos de Monte Carlo, de que cuanto mayor sea el nu´mero de estados mues-
treados la estimacio´n que hace de 〈Q〉 es cada vez mejor, y en el lı´mite M → ∞
tenemos que QM = 〈Q〉.
¿Con que´ distribucio´n de probabilidad pµ muestreamos nuestro sistema? Exis-
ten varias respuestas en funcio´n del me´todo de Monte Carlo elegido. Una de las
ma´s habituales (utilizada, por ejemplo, en el algoritmo de Metropolis) es utilizar
pµ = Z−1e−βEµ . Utilizando esta probabilidad, el estimador de 〈Q〉 toma la senci-
lla forma:
QM =
1
M
M∑
i=1
Qµi . (2.18)
Otra posibilidad es la utilizada en los me´todos de muestreo entro´pico, que mues-
trean el sistema utilizando una probabilidad pµ proporcional a la inversa de la den-
sidad de estados, [ρ(Eµ)]−1.
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Procesos de Markov
Una cuestio´n importante es co´mo generamos los estados con los que muestrea-
mos el sistema. Podrı´amos generarlos de forma aleatoria, pero entonces la inmensa
mayorı´a de los estados generados serı´an muy poco representativos del estado del
sistema en el equilibrio te´rmico, y harı´a falta generar un nu´mero astrono´mico de
estados distintos, muchos ma´s de los accesibles en el tiempo de una simulacio´n,
para conseguir un correcto muestreo de la regio´n del espacio de fases en la que
se encuentran los estados representativos del equilibrio te´rmico. La solucio´n a este
problema que utilizan la mayorı´a de los me´todos de Monte Carlo es seleccionar
un estado nuevo ν a partir del u´ltimo estado µ que se haya generado. Un proceso
en que los nuevos estados dependen solamente del u´ltimo estado del sistema y no
de co´mo se llego´ hasta e´l (esto es, un proceso sin memoria) se llama proceso de
Markov. Ası´, podremos pasar de un estado µ a un estado ν con una probabili-
dad P (µ→ ν). Para que el proceso sea aute´nticamente de Markov, la probabilidad
P (µ→ ν) debe cumplir dos condiciones: no debe variar a lo largo de la simulacio´n
(no depende del tiempo) y debe depender so´lo de las propiedades de los estados µ
y ν, y no de cualquier otro estado por el que haya pasado el sistema. Por supuesto,
las probabilidades de transicio´n deben cumplir la condicio´n:∑
ν
P (µ→ ν) = 1. (2.19)
¡Ojo! El nuevo estado ν puede ser el mismo que el antiguo µ, ası´ que la proba-
bilidad de que el sistema permanezca en el mismo estado, P (µ → µ), no tiene
porque´ ser cero. De hecho, generalmente no lo sera´.
En la mayorı´a de las simulaciones de Monte Carlo se utiliza un proceso de Mar-
kov repetidamente para generar una cadena de Markov de estados. El proceso de
Markov debe escogerse de tal manera que finalmente consigamos una sucesio´n de
estados dada por la distribucio´n de Boltzmann. El tiempo que tarda el sistema en
alcanzar una cadena de estados que cumplan esta distribucio´n de llama tiempo de
equilibrado o tiempo de termalizacio´n. Este tiempo dependera´, entre otras cosas,
del tipo de algoritmo utilizado y de la condicio´n inicial del sistema desde la que
empezamos la simulacio´n. Para conseguir que la cadena de Markov generada tien-
da a representar finalmente la distribucio´n de Boltzmann, se suelen imponer dos
condiciones: “ergodicidad” y “balance detallado”.
Ergodicidad
La condicio´n de ergodicidad requiere que un proceso de Markov pueda alcan-
zar cualquier estado del sistema a partir de cualquier otro estado del sistema dado,
si se espera lo suficiente. Cada estado ν aparece con una probabilidad pν distinta
de cero en la distribucio´n de Boltzmann. Si desde otro estado µ nunca pudie´ramos
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alcanzar el estado ν, es evidente que la cadena de Markov de estados que gene-
remos no representara´ la correcta distribucio´n de Boltzmann. En otras palabras, la
condicio´n de ergodicidad nos exige que nuestra simulacio´n sea capaz de visitar el
estado de fases completo.
Aunque es muy deseable respetarla, en ocasiones es preciso prescindir de la
condicio´n de ergodicidad. Puede ocurrir que sea ma´s interesante que un algoritmo
de Monte Carlo reproduzca de la forma ma´s fiel posible la dina´mica de un sistema,
au´n a costa de que la descripcio´n termodina´mica que la simulacio´n proporcione del
sistema pueda no ser completamente correcta. Bajo ciertas condiciones, se puede
prescindir de la condicio´n de ergodicidad para conseguir una representacio´n mejor
de la dina´mica con la cual evoluciona el sistema.
Balance detallado
Para asegurarnos de que nuestra simulacio´n acabara´ llegando a un estado de
equilibrio, es necesario imponer que la probabilidad con la que la simulacio´n hace
una transicio´n hacia el estado µ sea la misma que la probabilidad con la que lo
abandona. Matema´ticamente podemos expresar esto de la siguiente manera:∑
ν
pµP (µ→ ν) =
∑
ν
pνP (ν → µ). (2.20)
Usando la ecuacio´n (2.19) podemos simplificar la condicio´n anterior:
pµ =
∑
ν
pνP (ν → µ). (2.21)
Para cualquier conjunto de probabilidades P (µ→ ν) que satisfagan esta ecuacio´n,
la distribucio´n de probabilidad pµ sera´ una distribucio´n de equilibrio de la dina´mi-
ca del proceso de Markov. Desgraciadamente, esta condicio´n no es suficiente para
garantizar que la distribucio´n de probabilidad tienda a pµ desde cualquier estado
del sistema por mucho tiempo que dure la simulacio´n. Puede ocurrir que se alcance
un ciclo lı´mite y, de esta forma, nunca se llegue a tener nada parecido a la distribu-
cio´n de probabilidad deseada. Para evitar este problema recurrimos a imponer una
condicio´n au´n ma´s restrictiva sobre las probabilidades de transicio´n:
pµP (µ→ ν) = pνP (ν → µ). (2.22)
Esta es la condicio´n de balance detallado. Es evidente que cualquier conjunto de
probabilidades de transicio´n que satisfagan balance detallado satisfacen tambie´n la
condicio´n (2.20). Se puede demostrar, adema´s, que esta condicio´n elimina los ci-
clos lı´mites. Lo que nos impone la condicio´n de balance detallado es que, en media,
el sistema pasa tantas veces del estado µ al estado ν como del estado ν al µ. Esto
tiene tambie´n una ventaja fı´sica. La mayorı´a de los sistemas que interesa simular
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siguen las leyes de la meca´nica cla´sica o cua´ntica. Ambas meca´nicas son invarian-
tes bajo inversio´n temporal. Con la condicio´n de balance detallado, una simulacio´n
tambie´n lo es, siendo ası´ una representacio´n ma´s adecuada de lo que se observa en
la naturaleza.
Si la distribucio´n de probabilidad que queremos que sigan los estados genera-
dos por nuestro proceso de Markov es la distribucio´n de Boltzmann, la condicio´n
de balance detallado adopta la siguiente forma:
P (µ→ ν)
P (ν → µ) =
pν
pµ
= e−β(Eν−Eµ). (2.23)
Cualquier proceso de Markov que construyamos cuyas probabilidades de transi-
cio´n satisfagan la condicio´n anterior y al mismo tiempo la de ergodicidad nos ase-
gura que la distribucio´n de equilibrio de la cadena de Markov generada sera´ la
distribucio´n de Boltzmann. Eso sı´, no sabemos nada sobre cua´nto se tarda en al-
canzar esa distribucio´n de equilibrio, ni de cua´ntos estados habra´ que generar luego
para conseguir un muestreo suficiente del espacio de fases del problema.
Tasas de aceptacio´n
Podemos partir la probabilidad de transicio´n en dos partes:
P (µ→ ν) = g(µ→ ν)A(µ→ ν). (2.24)
La cantidad g(µ → ν) es la probabilidad de seleccio´n, que es la probabilidad de
que, dado un estado inicial µ, nuestro algoritmo genere como posible nuevo estado
el ν. A(µ → ν) es la tasa de aceptacio´n (llamada tambie´n a veces “probabilidad
de aceptacio´n”). La tasa de aceptacio´n nos dice que si a partir del estado µ genera-
mos un estado ν, aceptaremos ese cambio con probabilidad A(µ → ν). Esto nos
da completa libertad sobre el modo en que se generan estados nuevos (esto es, la
probabilidad de seleccio´n g(µ → ν)), pues la condicio´n de balance detallado lo
u´nico que fija es la razo´n:
P (µ→ ν)
P (ν → µ) =
g(µ→ ν)A(µ→ ν)
g(ν → µ)A(ν → µ) . (2.25)
La razo´n A(µ → ν)/A(ν → µ) puede tomar cualquier valor entre cero e infinito,
lo que significa que tanto g(µ→ ν) como g(ν → µ) pueden tomar cualquier valor
que queramos (entre 0 y 1, evidentemente).
Ası´ pues, para crear un algoritmo de Monte Carlo generamos estados nuevos
ν a partir de estados viejos µ con un conjunto de probabilidades g(µ → ν), y
luego aceptamos o rechazamos esos estados nuevos con tasas de aceptacio´nA(µ→
ν) que satisfagan la ecuacio´n 2.25. Si el algoritmo es ergo´dico y cumple balance
detallado, produciremos una cadena de estados que, cuando el algoritmo alcance
el equilibrio, aparecera´n con la probabilidad de Boltzmann correcta.
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2.2.3. El algoritmo de Metropolis
El algoritmo de Metropolis fue el primer algoritmo de Monte Carlo publicado,
y sigue siendo el ma´s conocido y, posiblemente, el ma´s utilizado. En el algoritmo
de Metropolis se escogen las probabilidades de seleccio´n g(µ → ν) de tal forma
que sean todas iguales. Por ejemplo, en un modelo de Ising se escogerı´a un espı´n
al azar y se le darı´a la oportunidad de cambiar de signo. Ası´, si hubiera N espines,
se tendrı´a que la probabilidad de seleccionar un nuevo estado que se diferencia del
anterior so´lo en el signo de un u´nico espı´n es g(µ → ν) = g(ν → µ) = 1/N .
En un modelo en el que sobre un red estuviera definida una variable continua xi en
cada nodo i de la red, se elegirı´a un nodo i al azar, y despue´s se generarı´a de alguna
forma aleatoria un nuevo valor x′i, de tal forma que la probabilidad de proponer x
′
i
a partir de xi sea la misma que la de proponer xi a partir de x′i. De esta forma,
de nuevo se cumple que g(µ → ν) = g(ν → µ). Una vez elegido el movimiento
que vamos a proponer en el sistema, debemos decidir si aceptarlo o no. Llegados
a este punto la explicacio´n ma´s clara posible es la dada en el artı´culo en el que
originalmente se explico´ este algoritmo (Metropolis et al. 1953):
“Entonces calculamos el cambio en la energı´a del sistema debida al movi-
miento, ∆E. Si ∆E < 0, esto es, si el movimiento lleva al sistema a un
estado de energı´a ma´s baja, aceptamos el movimiento y ponemos el sistema
en el nuevo estado. Si ∆E > 0, aceptamos el movimiento con probabili-
dad exp(−∆E/kBT ); esto es, tomamos un nu´mero aleatorio ξ entre 0 y
1, y si ξ < exp(−∆E/kBT ), movemos el sistema al nuevo estado. Si
ξ > exp(−∆E/kBT ), devolvemos el sistema a su antiguo estado. Enton-
ces, tanto si el movimiento ha sido permitido como si no, esto es, tanto si
estamos en un estado diferente o en el estado original, consideramos que
estamos en un nuevo estado en lo que a calcular medias se refiere.”
Una pequen˜a sutileza respecto a esta definicio´n del algoritmo. Se puede ob-
servar que no dice explı´citamente que´ hacer cuando la energı´a del estado pro-
puesto es la misma que la del estado original. En ese caso, ∆E = 0 y, se mi-
re como se mire, el movimiento debe ser aceptado. Tampoco dice que´ hacer si
ξ = exp(−∆E/kBT ). Teo´ricamente, la probabilidad de que un nu´mero real ge-
nerado en un intervalo coincida con un nu´mero dado es nula, ası´ que no debemos
preocuparnos por esto. Sin embargo, como la precisio´n del ordenador en el que se
realiza la simulacio´n sera´ limitada, se elige un convenio para aceptar o rechazar el
movimiento en caso de que ocurra eso, y listo. Si la simulacio´n esta´ bien hecha,
esto no debe tener ninguna influencia sobre ella.
En el lenguaje de las probabilidades de seleccio´n y tasas de aceptacio´n, esto se
resume de la siguiente manera. Dado que elegimos los candidatos a estados nuevos
imponiendo que g(µ → ν) = g(ν → µ), la condicio´n de balance detallado de la
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ecuacio´n (2.25) adopta la forma:
P (µ→ ν)
P (ν → µ) =
g(µ→ ν)A(µ→ ν)
g(ν → µ)A(ν → µ) =
A(µ→ ν)
A(ν → µ) = e
−β(Eν−Eµ) = e−β∆E .
(2.26)
La definicio´n del algoritmo de Metropolis nos dice que debemos escoger la tasa de
aceptacio´n de la siguiente manera:
A(µ→ ν) =
{
e−β(Eν−Eµ) si Eν − Eµ > 0,
1 en cualquier otro caso.
(2.27)
La correcta eleccio´n de la probabilidad de seleccio´n garantiza la ergodicidad del
algoritmo. Como se puede comprobar fa´cilmente, esta tasa de aceptacio´n hace que
se verifique la condicio´n de balance detallado.
2.2.4. El algoritmo de ban˜o te´rmico
Otra familia de algoritmos son los de ban˜o te´rmico, una buena descripcio´n de
los cuales se puede encontrar en la referencia (Toral 1994). Los algoritmos de ban˜o
te´rmico se caracterizan porque en ellos el nuevo valor que se propone para una va-
riable no depende de su valor anterior, sino de los valores del resto de las variables
del sistema (no necesariamente todas). Ası´, por ejemplo, en un modelo de Ising con
el algoritmo de Metropolis elegı´amos un espı´n y proponı´amos cambiarle el signo.
En un algoritmo de ban˜o te´rmico se elegira´ un espı´n, pero el nuevo valor propues-
to para ese espı´n se elegira´ en funcio´n del resto de espines del sistema, y podrı´a
ser que se propusiera el mismo valor que el espı´n tenı´a originalmente. Ası´ pues,
en este tipo de algoritmos, se elige la variable a la que se le va a dar la oportu-
nidad de cambiar de valor, y el resto del sistema, que permanece constante, actu´a
como un ban˜o te´rmico que determina el posible nuevo valor de la variable elegida.
En el trabajo recogido en esta memoria, so´lo se utilizan algoritmos de ban˜o
te´rmico para simular sistemas definidos en redes unidimensionales de N nodos
en una dimensio´n cuyo hamiltoniano consta de un acoplamiento cuadra´tico entre
pro´ximos vecinos y un potencial que actu´a de forma local sobre cada nodo de
la red. Estos hamiltonianos tienen la siguiente forma (supo´nganse condiciones de
contorno perio´dicas):
H =
N∑
i=1
{
J
2
(hi+1 − hi)2 + V (hi)
}
, (2.28)
donde J es la constante de acoplamiento, hi es una variable real definida en ca-
da nodo i de la red y que toma valores en (−∞,∞) o en [0,∞), y V (hi) es el
potencial que actu´a sobre cada nodo. La razo´n de utilizar la letra h para denotar
las variables es que el primer uso que veremos de este tipo de modelos es para
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modelar crecimiento de intercaras, donde la variable h representa la altura (height)
de la intercara sobre algu´n sustrato o altura de referencia. El algoritmo de ban˜o
te´rmico aprovecha el cara´cter gaussiano de las fluctuaciones debidas al acopla-
miento armo´nico para proponer nuevos valores de las variables hi a partir de una
distribucio´n gaussiana. Para ver co´mo lo hace, vamos a hacer una derivacio´n (sin
demasiado rigor) del algoritmo a utilizar.
En primer lugar, separamos el hamiltoniano en la parte armo´nica (gaussiana)
y la parte del potencial: H = Hg +HV . Ahora suponemos que queremos simular
so´lo con el hamiltoniano Hg, esto es, generar nuevos estados con la distribucio´n
de probabilidad pµ = e−βHg/Zg, donde Zg es la funcio´n de particio´n asociada al
hamiltonianoHg. Elegimos un nodo i al azar, y suponemos que en todos los dema´s
la variables hj 6=i esta´n fijas e inmutables. Ası´ pues, la variable hi esta´ inmersa
en un ban˜o te´rmico compuesto por el resto de variables hj con j 6= i. En este
ban˜o te´rmico, el valor de equilibrio de hi es aquel que minimiza Hg. Pero esto se
produce cuando δHg/δhi = 0. La parte de Hg que depende so´lo de hi es:
Hig = J [h2i − hi(hi+1 + hi−1)], (2.29)
de donde podemos ver que el valor de equilibrio de hi es:
δHg
δhi
=
δHig
δhi
= J [2hi − (hi+1 + hi−1)] = 0 ⇒ hi = hi+1 + hi−1
2
. (2.30)
Como la u´nica variable es hi, nos da igual trabajar con la distribucio´n de probabi-
lidad eβHg o con eβH
i
g (la contribucio´n de los hj constantes se elimina al norma-
lizar). A partir de todo lo anterior, vemos que eβH
i
g es una distribucio´n gaussiana
(e(x−x¯)
2/2σ2) con media x¯ = (hi+1 + hi−1)/2 y varianza y desviacio´n tı´pica:
2σ2 = (βJ)−1 ⇒ σ2 = (2βJ)−1 → σ =
√
(2βJ)−1. (2.31)
Para simular una distribucio´n gaussiana, so´lo tenemos que proponer nuevos valores
de la variable gaussiana dados por la media ma´s una fluctuacio´n dependiente de la
desviacio´n tı´pica de la distribucio´n. En el caso que nos ocupa, el nuevo valor de la
variable, h′i, lo obtenemos de la siguiente expresio´n:
h′i =
hi−1 + hi+1
2
+ ξ
√
(2βJ)−1 (2.32)
donde ξ es un ruido blanco gaussiano con 〈ξ〉 = 0 y 〈ξ2〉 = 1. So´lo hay una pe-
quen˜a precaucio´n: cuando hi esta´ definida en [0,∞), si obtenemos un valor h′i < 0
debemos rechazarlo y considerar que en este paso de la simulacio´n el valor de hi
sigue siendo el mismo que en el paso anterior. Esto no debe verse como un recha-
zo de la propuesta (que es una propuesta imposible en este caso), ma´s bien debe
interpretarse como que la nueva propuesta coincide con el valor antiguo.
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Que este algoritmo es ergo´dico es evidente, pues en cada paso de la simulacio´n
podemos cambiar el valor de la hi elegida (recordemos que en cada paso elegimos
un nodo i al azar) por cualquier otro valor posible de la variable, por lo que en teorı´a
en un nu´mero finito de pasos se podrı´a pasar de un estado del sistema a cualquier
otro. Veamos que´ sucede con el balance detallado. La gran ventaja del algoritmo
propuesto para la simulacio´n de Hg es que su tasa de aceptacio´n es 1: todos los
nuevos valores propuestos son automa´ticamente aceptados. Ası´ pues,A(µ→ ν) =
A(ν → µ) = 1. La condicio´n de balance detallado (2.23) queda entonces:
P (µ→ ν)
P (ν → µ) =
g(µ→ ν)
g(ν → µ) = e
−β(Hνg−H
µ
g ). (2.33)
Pero la probabilidad de seleccio´n g(µ → ν), como hemos visto, no depende del
estado inicial µ (es independiente de hi). La probabilidad de elegir un nodo i de-
terminado es 1/N , la de generar un nuevo valor hν esta´ dada por la distribucio´n
gaussiana e(hν−h¯)
2/2σ2 = e−βJ(hν−h¯)
2
, que como hemos visto representa la mis-
ma distribucio´n de probabilidad que e−βH
ν
g . Por lo tanto, la condicio´n de balance
detallado queda:
P (µ→ ν)
P (ν → µ) =
g(µ→ ν)
g(ν → µ) =
(1/N)e−βJ(hν−h¯)
2
(1/N)e−βJ(hµ−h¯)
2
=
e−βH
ν
g
e−βH
µ
g
= e−β(H
ν
g−H
µ
g ).
(2.34)
Tenemos, por lo tanto, un algoritmo para simular la parte gaussiana del hamilto-
niano, que es ergo´dico y que verifica balance detallado, con la gran ventaja adema´s
de que las propuestas se aceptan siempre. ¿Co´mo podemos utilizarlo para simular
el hamiltoniano completo (2.28)? El truco esta´ en que podemos ahora imponer una
nueva tasa de aceptacio´n que haga que el algoritmo verifique balance detallado pa-
ra el potencial V (hi) deseado. Si mantenemos el mismo esquema de propuesta de
nuevos estados, es evidente que el algoritmo siempre sera´ ergo´dico. La condicio´n
de balance detallado es ahora:
P (µ→ ν)
P (ν → µ) =
g(µ→ ν)A(µ→ ν)
g(ν → µ)A(ν → µ) =e
−β(Hν−Hµ)
= e−β(H
ν
g+H
ν
V −H
µ
g−H
µ
V
) =e−β(H
ν
g−H
µ
g )e−β(H
ν
V −H
µ
V
) (2.35)
Por lo tanto, si mantenemos el esquema de propuesta que hemos visto, la ecuacio´n
(2.33) me dice que puedo simular un hamiltoniano con cualquier potencial si escojo
una tasa de aceptacio´n que cumpla:
A(µ→ ν)
A(ν → µ) = e
−β(HνV −H
µ
V
) (2.36)
Ana´logamente a como se elige la tasa de aceptacio´n en el algoritmo de Metropolis,
podemos cumplir le exigencia anterior sencillamente haciendo:
A(µ→ ν) =
{
e−β[V (hν)−V (hµ)] si V (hν)− V (hµ) > 0,
1 en cualquier otro caso.
(2.37)
Ası´, la receta final de nuestro algoritmo de ban˜o te´rmico es:
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Se escoge un nodo i aleatoriamente.
Se propone un nuevo valor h′i para la variable hi siguiendo la ecuacio´n
(2.32).
Se acepta o rechaza esa propuesta con la tasa dada por (2.37).
La ventaja de este algoritmo frente al de Metropolis es que proponemos los
nuevos valores de una forma o´ptima, y adema´s so´lo necesitamos evaluar una parte
del hamiltoniano para decidir si aceptamos o rechazamos el cambio. En el algo-
ritmo de Metropolis tendrı´amos que decidir primero a priori el esquema de pro-
puestas a utilizar, y despue´s evaluar la expresio´n completa del hamiltoniano para
decidir si aceptar o rechazar el cambio. Por otro lado, el algoritmo de ban˜o te´rmico
que se ha expuesto aquı´ tiene el inconveniente de que so´lo se puede utilizar con
modelos cuyo hamiltoniano tenga un acoplamiento armo´nico.
2.2.5. Templado paralelo
El algoritmo de templado paralelo (parallel tempering) se diferencia de los
explicados anteriormente en que no muestrea la distribucio´n de Boltzmann de un
u´nico sistema, sino que muestrea una distribucio´n generalizada formada por va-
rias copias (re´plicas) de un sistema a temperaturas diferentes. En este sentido de
recurrir a distribuciones de probabilidad generalizadas, podemos decir que este
algoritmo pertenece a la familia de los me´todos de Monte Carlo de colectividad
extendida, dentro de los que entrarı´an tambie´n, por ejemplo, los me´todos de Monte
Carlo multicano´nicos. El me´todo de templado paralelo fue propuesto independien-
temente durante el periodo 1990-1994 en una serie de contextos diferentes (Geyer
1991; Hukushima et al. 1996; Iba 2000; Kimura y Taki 1991) (aunque ya en 1986
Swendsen y Wang (Swendsen y Wang 1986) habı´an propuesto un algoritmo que
utilizaba varias re´plicas en paralelo), y es por ello que tambie´n se conoce con una
serie de nombres distintos: algoritmo de Monte Carlo de Intercambio (Exchange
Monte Carlo algorithm), algoritmo de Cadena Acoplada (Coupled Chain algo-
rithm), Templado Paralelo de Tiempo Homoge´neo (Time-homogeneous Parallel
Annealing), algoritmo de Cadena de Markov Mu´ltiple (Multiple Markov Chain al-
gorithm). Las fuentes ma´s importantes de la descripcio´n del me´todo recogida en
esta memoria son las referencias (Iba 2001; Newman y Barkema 1999) y la expe-
riencia del propio autor.
La esencia del me´todo es sencilla. Trabajamos simulta´neamente con varias co-
pias a distintas temperaturas del sistema que nos interesa. Simulamos cada una de
ellas individualmente utilizando el algoritmo que ma´s nos convenga, por ejemplo,
el de Metropolis, el de ban˜o te´rmico o cualquier otro. Cada cierto tiempo (ya discu-
tiremos esto) proponemos intercambiar el estado completo de cada re´plica por el de
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Figura 2.1: Ejemplo de trayectorias en el espacio de fases de dos re´plicas distintas
del sistema durante una simulacio´n de templado paralelo.
la temperatura vecina. Si denotamos la diferencia de energı´a entre las dos re´plicas
entre las que proponemos el intercambio como ∆E = Ealta −Ebaja, donde Ealta
es la energı´a de la re´plica que esta´ a mayor temperatura y Ebaja la de la re´plica a
temperatura menor, la probabilidad de aceptar el intercambio es:
A =
{
e−(βbaja−βalta)∆E si ∆E > 0,
1 en cualquier otro caso.
(2.38)
Este esquema tan sencillo es el templado paralelo. Su principal ventaja es que, al
estar intercambiando constantemente entre sistemas a distintas temperaturas, ayu-
da a sacar las simulaciones realizadas a bajas temperaturas de posibles estados
metaestables (mı´nimos locales de la energı´a libre) en los que pudieran caer, sobre
todo cuando hablamos de sistemas desordenados. Al llevar estas configuraciones
atrapadas a temperaturas altas, les es posible con ma´s facilidad escapar de estos
estados, impidiendo ası´ que nuestra simulacio´n se quede atascada por largos perio-
dos de tiempo. Podemos ver una representacio´n gra´fica de esto en la figura 2.1. En
ella vemos una representacio´n idealizada de la trayectoria en el espacio de fases
de dos re´plicas del sistema a dos temperaturas distintas. Ambas comienzan con la
misma condicio´n inicial, y la re´plica que esta´ a menor temperatura tiene su tra-
yectoria indicada con una lı´nea ma´s fina que la de la re´plica a temperatura mayor.
Las regiones sombreadas, denotadas con las letras A, B y C denotan regiones con
mı´nimos de la energı´a libre en el que las simulaciones tienden a quedarse atrapa-
das. Vemos que la re´plica que inicialmente esta´ a una temperatura ma´s baja queda
enseguida atrapada en la regio´n A, y de esta forma deja de muestrear el espacio
de fases de forma eficiente. Sin embargo, la re´plica a mayor temperatura no tiene
ningu´n problema para escapar de la regio´n B. Hasta aquı´ las dos re´plicas han sido
simuladas independientemente utilizando cualquier algoritmo al uso, por ejemplo,
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el de Metropolis. En el punto sen˜alado por la flecha que pone “Intercambio”, se
propone y acepta un intercambio entre las dos re´plicas. Con ello, como vemos en
la figura, la re´plica de temperatura alta pasa a ser la de baja y viceversa. Ahora, a
la re´plica que estaba atrapada en la regio´n A le resulta sencillo escapar de ella, al
estar a una temperatura mayor. Sin embargo, la otra, que ahora esta´ a temperatura
baja, cae atrapada en la regio´n C. Futuras iteraciones de templado paralelo la sa-
cara´n de ahı´ en algu´n momento. Otra de las ventajas del me´todo es que, como las
iteraciones de simulado paralelo tienden a intercambiar las re´plicas de modo que
posiciona cada una en una temperatura ma´s acorde con la “temperatura efectiva” de
la re´plica (aquella que deducirı´amos que tiene viendo so´lo su configuracio´n en el
instante dado de proponer el intercambio), se favorece un equilibrado mucho ma´s
ra´pido de la simulacio´n. Tambie´n es conveniente el hecho de que, para cada tempe-
ratura estudiada, la estadı´stica que se realiza proviene del conjunto de re´plicas que
van pasando por esa temperatura, de modo que los resultados finales no dependen
tanto de los sesgos que la caı´da en estados metaestables producen en simulaciones
independientes.
Para poder abordar las sutilezas que entran˜a el me´todo de simulado paralelo,
debemos explicar la te´cnica con un poco ma´s de detalle y rigor. De paso, mostrare-
mos que la te´cnica cumple balance detallado (que es ergo´dica es evidente, siempre
y cuando el algoritmo que utilicemos para la simulacio´n individual de las re´plicas
lo sea). Las dos preguntas principales que nos planteamos son “¿cada cua´nto de-
bemos proponer un intercambio entre re´plicas?” y “¿cua´l es la distribucio´n o´ptima
de temperaturas a las que simular las re´plicas?”. La ma´s sencilla de contestar es la
primera de estas preguntas.
Si intercambiamos las re´plicas con demasiada frecuencia, no damos tiempo a
cada una de ellas a evolucionar de modo que alcancen un estado que sea suficien-
temente diferente del que tenı´an al intentar el anterior intercambio. Ası´, podemos
cambiar la temperatura de una re´plica atrapada en un mı´nimo de la energı´a libre
por otra ma´s alta, pero si luego, al tener la temperatura ma´s alta, no dejamos el
nu´mero suficiente de pasos de simulacio´n normal para que escape de ese mı´nimo,
puede que en el siguiente intento de intercambio la volvamos a llevar a la tempe-
ratura baja, con lo que seguira´ atrapada en el mı´nimo y no habremos conseguido
nada. Por otro lado, esperar demasiado a intentar un intercambio es obviamente
desaprovechar las ventajas del templado paralelo y perder tiempo de CPU de for-
ma innecesaria. Dependiendo del sistema a simular, con un poco de experiencia y
de intuicio´n se puede elegir el tiempo entre intercambios a ojo de forma bastan-
te satisfactoria. Evidentemente, esto no sera´ siempre sencillo, y hay formas ma´s
cuantitativas de solucionar el problema. Lo mejor es, para cada re´plica, calcular un
tiempo caracterı´stico en el que decaigan las correlaciones temporales del sistema,
de forma que al final de ese tiempo la re´plica este´ en un estado fundamentalmen-
te distinto al que tenı´a al principio. Hay varias funciones que nos proporcionan
correlaciones temporales que pueden ser u´tiles a la hora de determinar tiempos
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caracterı´sticos. Una de ellas es la funcio´n de autocorrelacio´n de la energı´a:
χE(t) =
1
tmax − t
tmax−t∑
t′=0
E(t′)E(t′ + t)−
tmax−t∑
t′=0
E(t′)×
tmax−t∑
t′=0
E(t′ + t). (2.39)
Esta funcio´n decae como exp(−t/τ), donde τ es el tiempo de correlacio´n. Po-
demos obtener τ a partir de un ajuste semilogarı´tmico de la ecuacio´n anterior;
tambie´n podemos obtenerlo a partir de la integral:∫ ∞
0
χE(t)
χE(0)
dt =
∫ ∞
0
e−t/τdt = τ. (2.40)
Calcular la funcio´n χE(t) directamente a partir de la expresio´n (2.39) es compu-
tacionalmente bastante trabajoso; el tiempo que lleva evaluar esa fo´rmula es de
orden n2 (donde n es el nu´mero de valores de la energı´a que tenemos en la serie
temporal E(t); si los valores de t son discretos y varı´an de unidad en unidad, en
la fo´rmula (2.39) tendremos n = tmax − t). Una forma ma´s eficiente de calcular el
tiempo de correlacio´n es aprovechando las propiedades de la transformada de Fou-
rier ra´pida, o algoritmo FFT (Cooley y Tukey 1965). La transformada de Fourier
de la autocorrelacio´n tiene la siguiente relacio´n con los valores de la energı´a:
χ˜E(ω) =
∫
dteiωt
∫
dt′[E(t′)− 〈E〉][E(t′ + t)− 〈E〉]
=
∫
dt
∫
dt′e−iωt
′
[E(t′)− 〈E〉]eiω(t′+t)[E(t′ + t)− 〈E〉]
= E˜′(ω)E˜′(−ω) = |E˜′(ω)|2, (2.41)
donde E˜′(ω) es la transformada de Fourier de E ′(t) = E(t) − 〈E〉 (que se dife-
rencia de la de E(t) so´lo en la componente ω = 0: para E ′(t) esta componente
es cero). Ası´ pues, todo lo que hay que hacer es calcular el mo´dulo al cuadrado
de la transformada de Fourier de E ′(t) y hallando despue´s su transformada inver-
sa ya tenemos la funcio´n de autocorrelacio´n buscada. El algoritmo FFT calcula la
transformada de Fourier en un tiempo que va como n logn, con lo que el ahorro de
tiempo es evidente. Un pequen˜o truco ma´s que podemos hacer es normalizar E ′(t)
dividie´ndolo por la desviacio´n tı´pica de todos los valores de E, que habremos cal-
culado al mismo tiempo que calcula´bamos 〈E〉. Dividir todos los valores de E por
el mismo nu´mero no afecta al tiempo de correlacio´n entre esos valores, y ası´ se
evita el posible problema de tener nu´meros demasiado grandes o demasiado pe-
quen˜os. Un aspecto importante es que la serie temporal E(t) que utilizamos debe
haber sido obtenida de simulaciones que no utilicen el templado paralelo, pues de
utilizarlo, al intercambiar re´plicas destruimos toda las correlaciones en una tempe-
ratura dada. Esto no significa que no hayamos podido utilizar el templado paralelo
antes (con algu´n valor de τ para cada temperatura elegido de forma tentativa) pa-
ra equilibrar un poco el sistema. Pero para obtener los valores de la serie E(t) es
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Figura 2.2: Probabilidad de muestrear estados de una energı´a determinada para
simulaciones a tres temperaturas diferentes. Las a´reas de solapamiento representan
los estados en los que un intercambio tiene ma´s posibilidades de ser aceptado.
necesario interrumpir cualquier maquinaria de templado paralelo que se este´ utili-
zando y simular cada re´plica de forma independiente.
La otra pregunta que tenemos pendiente se refiere a cua´l es el conjunto de tem-
peraturas a las que debemos poner las re´plicas en la simulacio´n. El objetivo es
que la probabilidad de muestrear estados con un determinado valor de la energı´a a
una temperatura dada solape suficientemente con las de las temperaturas vecinas:
ni demasiado, de modo que siempre estemos saltando de una temperatura a otra,
ni demasiado poco, en cuyo caso nunca se aceptara´ un intercambio entre re´plicas.
La situacio´n ideal esta´ representada en la figura 2.2: los valores muestreados de
la energı´a a distintas temperaturas se solapan de modo que se obtiene una tasa de
intercambio razonable. A partir de este hecho, se puede obtener una regla empı´rica
para espaciar las distintas temperaturas en funcio´n de las fluctuaciones de la energı´a
en cada temperatura que, como vimos en la ecuacio´n (2.15), esta´n directamente re-
lacionadas con el calor especı´fico. Este conocimiento y un poco de mano suelen
ser suficientes para decidir conjuntos de temperaturas con los que la simulacio´n
de´ buenos resultados. Vamos a ver, sin embargo, co´mo deducir la forma o´ptima
en que debe elegirse el conjunto de temperaturas. Para ello, vamos a generalizar al
caso de distribuciones de probabilidad cualquiera, de las que la de Gibbs sera´ un
caso particular, e introduciremos el concepto de colectividad extendida.
Consideremos un conjunto de distribuciones {pk(xk)}, donde xk son las va-
riables del sistema k-e´simo, con distintos para´metros {λk}, k = 1, . . . ,K. Estos
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para´metros esta´n ordenados de la forma λ1 > λ2 > · · · > λK . Un ejemplo son las
distribuciones de Gibbs con inversas de la temperatura {λk} = {βk}:
pk =
e−βkE(xk)
Z(βk) . (2.42)
La distribucio´n simulta´nea p˜ del conjunto {xk} es la siguiente:
p˜({xk}) =
∏
k
pk(xk). (2.43)
Como ya hemos visto para el caso particular de la distribucio´n de Gibbs, para
simular esta colectividad extendida consideramos dos tipos de movimientos: el
primero, simulacio´n de Monte Carlo convencional en cada una de las re´plicas k
utilizando algoritmos como el de Metropolis o el de ban˜o te´rmico que satisfagan
balance detallado para la distribucio´n pk(xk). El segundo movimiento consiste en
proponer intercambios entre las re´plicas vecinas con para´metros λk y λk+1. Ma´s
explı´citamente, lo que hacemos es proponer el estado xk como el nuevo estado
x˜k+1 del sistema xk+1; ana´logamente, el nuevo estado x˜k propuesto para el estado
xk sera´ el xk+1. Tomamos como probabilidad de aceptacio´n de este intercambio
de re´plicas el mı´nimo entre 1 y r, con r definida por
r =
pk(x˜k)pk+1(x˜k+1)
pk(xk)pk+1(xk+1)
=
pk(xk+1)pk+1(xk)
pk(xk)pk+1(xk+1)
. (2.44)
Vamos a comprobar que esto satisface balance detallado. La probabilidad de selec-
cio´n de nuevos estados x˜ de la colectividad extendida g(x → x˜) se puede hacer
constante simplemente haciendo que el nu´mero de pasos de las simulaciones indi-
viduales que se realizan entre cada intento de intercambio sea el mismo a lo largo
de la simulacio´n. Ası´, en la condicio´n de balance detallado so´lo sobreviven las tasas
de aceptacio´n (ve´ase la ecuacio´n [2.25]). La condicio´n de balance detallado para el
intercambio de las re´plicas k y k + 1 dentro de la colectividad extendida p˜(x) es:
P (x → x˜)
P (x˜ → x) =
p˜(x˜)
p˜(x)
=
pk(xk+1)pk+1(xk)
pk(xk)pk+1(xk+1)
. (2.45)
Es evidente ver que la tasa de aceptacio´n dada por A(x → x˜) igual al mı´nimo de 1
o r satisface la condicio´n anterior, y por lo tanto el algoritmo de templado paralelo
verifica balance detallado. En el caso de la distribucio´n de Gibbs, r es:
r = e−(βk+1−βk)·(E(xk)−E(xk+1)), (2.46)
recuperando ası´ la expresio´n que habı´amos visto en la ecuacio´n (2.38).
Las medias tomadas sobre cada factor pk(xk) reproducen exactamente la distri-
bucio´n deseada para el valor λ = λk del para´metro, debido a que los intercambios
definidos por el algoritmo muestrean de forma correcta la colectividad extendida,
lo que significa que si el algoritmo que utilizamos para la simulacio´n individual de
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las re´plicas entre cada intento de intercambio es correcto, recuperamos a partir de
la colectividad extendida las distribuciones de probabilidad individuales correctas.
Un argumento intuitivo que permite ver esto ma´s fa´cilmente es que el algoritmo
de templado paralelo favorece el intercambio de re´plicas acercando cada una a su
“temperatura efectiva” como se dijo antes. Esto es, si intentamos intercambiar dos
re´plicas y la que tiene la temperatura ma´s alta tiene un valor menor de la energı´a, el
cambio se acepta automa´ticamente. Pero en ese caso, podemos decir que la re´pli-
ca de temperatura mayor tenı´a una “temperatura efectiva” menor. El algoritmo de
templado paralelo no so´lo coloca las re´plicas en la temperatura que les es ma´s na-
tural, sino que al respetar balance detallado para la colectividad extendida asegura
que tras el cambio de las re´plicas la distribucio´n individual en cada una de las
temperaturas sigue siendo la correcta. Por otro lado, los estados de las re´plicas se
propagan efectivamente de altas a bajas temperaturas a trave´s de intercambios de
re´plicas y la mezcla en las cadenas de Markov se facilita por la ra´pida relajacio´n
a temperaturas altas (o, en general, a valores del para´metro λ para los cuales la
mezcla de la cadena de Markov es ra´pida y la entropı´a de la distribucio´n grande).
Ahora estamos preparados para ver la mejor manera de elegir las temperaturas
(o los para´metros generalizados λ). Lo ideal es coger un conjunto de para´metros
cuyo espaciado sea tal que la tasa de intercambios sea constante en todo el rango
de para´metros λk con el que trabajamos. A partir de la ecuacio´n (2.44) podemos
escribir el promedio log r del logaritmo de la tasa r de la siguiente forma:
log r =
∑
xk
∑
xk+1
pk(xk)pk+1(xk+1) · log
{
pk(xk+1)pk+1(xk)
pk(xk)pk+1(xk+1)
}
, (2.47)
que se puede expresar como:
log r = −
{∑
x
pk(x) log
pk(x)
pk+1(x)
+
∑
x
pk+1(x) log
pk+1(x)
pk(x)
}
. (2.48)
Cuando λk ∼ λk+1, la expresio´n entre llaves se puede aproximar por
log r ∼ −I(λk) · (λk+1 − λk)2, (2.49)
con
I(λk) = −
∑
x
pk(x)
∂2 log pλ(x)
∂λ2

λ=λk
= −
〈
∂2 log pλ(x)
∂λ2
〉
λk
, (2.50)
donde 〈. . .〉λk es el promedio sobre la distribucio´n pk(x). En Estadı´stica, I(λk)
es conocida como informacio´n de Fisher. Para el caso de la distribucio´n de Gibbs
esta´ relacionada con la susceptibilidad σ2E = −dU/dβ a la temperatura inversa
β (que, como la notacio´n indica, coincide con la varianza de la energı´a) y con el
calor especı´fico como:
I(βk) =
∂2Z(β)
∂β2

β=βk
= σ2E =
C
kBβ2
(2.51)
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(ve´anse las ecuaciones [2.14] y [2.15]). Por lo tanto, el intervalo |λk+1 − λk| que
proporciona una tasa razonable y uniforme de intercambio entre las re´plicas es el
que verifica:
I(λk) · |λk+1 − λk|2 ∼ 1. (2.52)
A partir de esta condicio´n obtenemos una expresio´n para la densidad Q(λ) de
puntos {λ}:
Q(λ) ∝
√
I(λ), (2.53)
que para una distribucio´n de Gibbs es:
Q(β) ∝
√
σ2E =
√
C
kBβ2
. (2.54)
El calor especı´fico C es una cantidad extensiva: como se vio en las ecuaciones
(2.6) y (2.7), se puede definir a partir de la energı´a interna o de la entropı´a, que son
magnitudes extensivas que dependen del taman˜o del sistema. Si definimos el calor
especı´fico intensivo c = C/N , la ecuacio´n (2.54) queda:
Q(β) ∝
√
σ2E =
√
c ·N
kBβ2
. (2.55)
A partir de esta u´ltima expresio´n podemos deducir algunos resultados importantes.
Primero, vemos que el nu´mero de re´plicas necesarias para hacer una simulacio´n
de templado paralelo crece como
√
N , la raı´z cuadrada del taman˜o del sistema,
cuando el calor especı´fico (por unidad de taman˜o del sistema) es constante. Es-
to se puede entender fa´cilmente mirando de nuevo la figura 2.2. El valor medio
de la energı´a de una re´plica vecina debe estar separada por un valor que va como
la desviacio´n tı´pica (la anchura de una gaussiana) σE = (〈E2〉 − 〈E〉2)1/2 de la
energı´a de la re´plica. Pero estas fluctuaciones de la energı´a (por unidad de taman˜o
del sistema) decrecen como 1/
√
N cuando aumenta el taman˜o del sistema (en el
lı´mite termodina´mico se anulan), ası´ que cuanto mayor sea nuestro sistema ma´s
cerca tendremos que colocar la re´plicas vecinas para que siga habiendo una tasa de
intercambio razonable. Otra observacio´n es es que el nu´mero de re´plicas necesa-
rias es mayor en las regiones en las que el calor especı´fico o I(λ) toman valores
altos, como por ejemplo, cerca de los puntos crı´ticos de transiciones de fase de
segundo orden. Esto tambie´n nos permite ver el talo´n de Aquiles del me´todo de
templado paralelo: no funciona bien para estudiar transiciones de fase de primer
orden. En ellas, el calor especı´fico diverge, por lo tanto, harı´a falta una densidad de
re´plicas que tiende a infinito para estudiar el sistema. De una forma ma´s gra´fica, lo
que ocurre es que el sistema es demasiado distinto por encima y por debajo de la
transicio´n, con lo cual casi nunca se aceptan intercambios de re´plicas entre tempe-
raturas a distintos lados de un punto crı´tico de primer orden. Al no poder cambiarse
las re´plicas por debajo de la temperatura crı´tica con las que esta´n por encima, se
pierde la principal ventaja del me´todo, que es la capacidad de las simulaciones a
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alta temperatura de favorecer el mezclado de las cadenas de Markov y sacar a las
re´plicas de posibles mı´nimos de la energı´a libre. Volveremos a mencionar este te-
ma en el capı´tulo en el que se hable del modelo de Dauxois-Bishop-Peyrard, que
es el u´nico modelo estudiado en esta memoria que presenta una transicio´n de fase
de primer orden (o que al menos lo parece).
Implementacio´n de una simulacio´n de templado paralelo
Hemos visto que la determinacio´n del tiempo de simulacio´n o´ptimo entre cada
propuesta de intercambio de re´plicas precisa el conocimiento del tiempo de corre-
lacio´n de cada re´plica (calculado a partir de los valores de la energı´a, por ejemplo).
Y para decidir el espaciado conveniente entre las temperaturas de distintas re´plicas
se necesita conocer el calor especı´fico del sistema en el rango de temperaturas de
intere´s. Todo esto son cosas que esperarı´amos obtener como resultados de nuestra
simulacio´n, y desde luego no es la situacio´n habitual que los tengamos como da-
tos de partida. ¿De que´ sirve pues toda la informacio´n teo´rica sobre el algoritmo
que acabamos de ver? La palabra clave que nos da la respuesta es autoajuste. De
hecho, no so´lo para el algoritmo de templado paralelo, sino para los me´todos de
Monte Carlo de colectividad extendida en general, se puede exponer la siguiente
estrategia como su pilar central:
Determinar los valores o´ptimos de los para´metros del algoritmo reali-
zando simulaciones previas y utilizando sus resultados ir ajustando los
valores de los para´metros paso a paso.
Vamos a ver co´mo se ha puesto esta estrategia en pra´ctica en las simulaciones de
templado paralelo cuyos resultados se discutira´n a lo largo de esta memoria.
Como dato de entrada del programa damos la temperatura ma´xima y la tem-
peratura mı´nima del intervalo de temperaturas que queremos simular. Se crea una
re´plica con una condicio´n inicial aleatoria y se simula esta re´plica individualmen-
te (utilizando el algoritmo de Metropolis o el de ban˜o te´rmico) durante un cierto
nu´mero de pasos de Monte Carlo. Se suele llamar paso de Monte Carlo al proceso
por el que se proponen N nuevos valores para variables del sistema, esto es, en
media, se da a cada variable una oportunidad de tomar un valor nuevo. Esta si-
mulacio´n se realiza a la temperatura ma´s alta del rango de intere´s, con lo cual la
condicio´n inicial no es realmente importante: se supone que estamos simulando a
una temperatura lo suficientemente alta como para que no haya ningu´n efecto in-
deseable que dificulte la simulacio´n. Tras estos primeros pasos de Monte Carlo de
termalizacio´n (en simulaciones de modelos de sine-Gordon o de mojado, solemos
utilizar el valor de 10000 pasos de Monte Carlo) se corre la simulacio´n durante
otro nu´mero de pasos (solemos utilizar 1000) durante los que se calcula el valor
medio de la energı´a, su desviacio´n tı´pica y el tiempo de correlacio´n, despue´s se
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deja correr la simulacio´n durante un nu´mero de pasos igual al tiempo de correla-
cio´n y se repite el proceso. Se comparan los dos valores medios de la energı´a que
se han obtenido: si su diferencia es menor que sus respectivas desviaciones tı´pi-
cas, se sigue adelante con la simulacio´n; si no, se continu´a repitiendo el proceso
y comparando las dos u´ltimas medias de la energı´a obtenidas hasta que coincidan
(dentro de su error estadı´stico). Esta precaucio´n de no parar de simular hasta no
obtener valores de la energı´a coincidentes sirve, si no para garantizar que se ha al-
canzado el equilibrio, sı´ al menos para pensar que la u´ltima estimacio´n de la media
de la energı´a, de sus fluctuaciones y del tiempo de correlacio´n es razonable. Una
vez en este punto, se deja correr la simulacio´n un tiempo ma´s largo (10000 pasos,
por ejemplo) registrando los valores de la energı´a en cada paso para ası´ obtener
una estimacio´n ma´s precisa de la energı´a, su desviacio´n tı´pica σE y el tiempo de
correlacio´n. Despue´s se crea una nueva re´plica, copia exacta del estado final de la
anterior, a una temperatura:
Tk+1 = Tk
(
1− Tk
σE
)
(2.56)
que se obtiene directamente a partir de la ecuacio´n (2.52) sin ma´s que hacer la
aproximacio´n TkTk+1 ≈ T 2k . k es el ı´ndice de cada una de las re´plicas, empezan-
do por la primera que se ha simulado, la de ma´s alta temperatura. En la ecuacio´n
(2.56) se ha hecho kB = 1. En general, es ma´s co´modo trabajar con magnitudes
adimensionales durante las simulaciones y convertir al final los resultados al sis-
tema de unidades que nos interese. La razo´n por la que la condicio´n inicial de la
nueva re´plica es igual al de la re´plica anterior es porque ası´ ya tenemos automa´ti-
camente la re´plica a una temperatura cercana a la suya, y de esta forma los pasos
necesarios para la termalizacio´n se reducen considerablemente.
Ahora se repite el proceso de equilibrar la nueva re´plica, y el de calcular su
tiempo de correlacio´n y σE . Con esa informacio´n, se crea una re´plica nueva, con
la que se hace lo mismo... Y ası´ hasta que se haya cubierto el intervalo completo
de temperaturas a estudiar. La u´ltima re´plica que se crea es la primera cuya tem-
peratura este´ por debajo de la temperatura mı´nima que se ha fijado al principio.
Una vez terminado este proceso, se tiene un juego completo de re´plicas y tiempos
de correlacio´n para cada una de ellas. Con esos para´metros, ya se puede hacer una
simulacio´n de templado paralelo, dejando que cada re´plica evolucione individual-
mente un nu´mero de pasos de Monte Carlo igual a su tiempo de correlacio´n antes
de proponer un intercambio con la re´plica vecina. El proceso durante el cual se
simulan todas las re´plicas individualmente y se propone una vez un intercambio
con otra re´plica, lo vamos a llamar un paso de templado paralelo. Solemos reali-
zar 50000 de estos pasos para equilibrar mejor el sistema. Tras esto, se realizan de
nuevo 10000 pasos de Monte Carlo individuales para cada re´plica, sin que haya
intercambios, para obtener valores mejorados de σE y del tiempo de correlacio´n.
Con los nuevos valores de σE se recalcula un nuevo conjunto de temperaturas en
las que colocar las re´plicas. Si el nuevo conjunto no llena todo el intervalo que
se quiere estudiar, se colocan todas las re´plicas existentes en las temperaturas ma´s
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bajas, de modo que las configuraciones nuevas que haya que crear para completar
el intervalo sean las de temperaturas ma´s altas, que son ma´s ra´pidas de termalizar.
Si, por el contrario, sucede que sobran re´plicas, las que se desechan son tambie´n
las de ma´s alta temperatura. Tras haber simulado las nuevas re´plicas (en el caso
de que las haya) individualmente para obtener sus para´metros, se repite de nuevo
todo el proceso de templado paralelo. Despue´s, de nuevo se hacen simulaciones
individuales para obtener para´metros mejorados, y ası´ todas las veces que se con-
sidere necesario (solemos repetir todo el proceso cinco veces). Al final, se simula
utilizando templado paralelo durante un tiempo ma´s largo (usamos 100000 pasos
de templado paralelo) para conseguir la termalizacio´n definitiva del conjunto de
re´plicas final.
Todo este proceso se hace sin ninguna intervencio´n, utilizando un programa
que automa´ticamente va realizando todos los procesos distintos. Una buena forma
de monitorizar el progreso de la simulacio´n es aprovechar que cada cierto tiempo
hay que calcular σE de todas las re´plicas para representar gra´ficamente el calor
especı´fico frente a la temperatura, aprovechando la relacio´n (2.15). Si el sistema
esta´ aute´nticamente en equilibrio, las curvas del calor especı´fico que se obtienen
en las u´ltimas iteraciones del proceso deben tener “buen aspecto” y ser muy pa-
recidas entre ellas. De esta forma, si se esta´ satisfecho con lo que va saliendo, se
puede incluso parar la simulacio´n antes de que termine el programa para pasar di-
rectamente a la fase de medida. Y si, por el contrario, tras terminar la simulacio´n
au´n no se tuviera confianza en lo que sale, se podrı´a continuar termalizando a partir
de los datos y las configuraciones finales (aunque nunca hemos tenido que recurrir
a esto).
Una vez que se han autoajustado los para´metros necesarios para realizar la si-
mulacio´n de templado paralelo y al mismo tiempo se han equilibrado las re´plicas,
se inicia el proceso de medida de las magnitudes que nos interesen del modelo si-
mulado. Se realiza la simulacio´n de templado paralelo partiendo de los para´metros
que se han ajustado durante el equilibrado, y que ahora se mantienen inmutables
durante toda la simulacio´n (al igual que lo fueron en la u´ltima etapa del equilibra-
do). Las medidas de las magnitudes se toman justo antes de la propuesta de inter-
cambios, pues de esta forma se deja que cada re´plica evolucione individualmente
durante su tiempo de correlacio´n antes de medir. El aprovechamiento estadı´stico
de las medidas realizadas se acentu´a por el hecho de que a la misma temperatura
vamos midiendo sobre las distintas configuraciones que van pasando por ella, de
forma que la independencia entre cada toma de datos es mayor de lo que serı´a en
una simulacio´n sin intercambios. Al igual que durante el proceso de termalizacio´n,
es conveniente escribir resultados cada cierto tiempo, para ası´ monitorizar la si-
mulacio´n y de paso estar prevenido contra posibles problemas informa´ticos o de
suministro ele´ctrico que podrı´an terminar con la simulacio´n de forma inesperada.
Por lo general, realizamos estadı´stica sobre 500000 pasos de templado paralelo,
aunque los resultados son casi indistinguibles si se realiza una estadı´stica diez ve-
ces menor.
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En definitiva, el proceso de las simulaciones de templado paralelo realizadas
se puede resumir de la siguiente forma:
Realizar una simulacio´n preliminar de una u´nica re´plica a la temperatura ma´s
alta de intere´s.
A partir de sus para´metros, calcular la temperatura de la segunda re´plica.
Repetir el proceso hasta tener un conjunto de re´plicas que cubra todo el rango
de intere´s.
Simular todas las re´plicas utilizando templado paralelo. Tras esto, recalcular
los para´metros de la simulacio´n, y variar las re´plicas como sea necesario.
Repetir el proceso anterior hasta alcanzar el equilibrio te´rmico. La observa-
cio´n del calor especı´fico es un buen indicador para saber si se ha alcanzado
el equilibrio o no.
Definidos los para´metros definitivos y el conjunto de re´plicas finales, hacer
una u´ltima simulacio´n para ajustar el equilibrio de las re´plicas a sus para´me-
tros finales.
Realizar una simulacio´n de templado paralelo con los para´metros calculados
durante el proceso de termalizacio´n. Durante ella se miden las magnitudes
de intere´s.
Una cosa importante que hay que comprobar, al menos cuando se empieza a
trabajar con un co´digo de templado paralelo, es que efectivamente las re´plicas se
intercambian correctamente, con una tasa adecuada de aceptaciones (entre el 30 y
el 50 por ciento suele estar bien) y que las configuraciones se mueven por todo el
intervalo de temperaturas.
2.2.6. Ca´lculo de errores en simulaciones de Monte Carlo
La estimacio´n de errores de magnitudes m que se calculan como promedios a
lo largo de una simulacio´n, sobre todo si cada una de las nmedidasmi que se hacen
de m se pueden considerar estadı´sticamente independientes (el templado paralelo
ayuda mucho a esto), se hace siguiendo los me´todos habituales de la estadı´stica.
Podemos estimar el error de la media 〈m〉 con la siguiente fo´rmula:
σ =
√
1
n
∑n
i=1(mi − 〈m〉)2
n− 1 =
√
1
n− 1(〈m
2〉 − 〈m〉2). (2.57)
Los errores de magnitudes calculadas a partir de otras cuyo error conocemos se
pueden obtener utilizando las fo´rmulas habituales de propagacio´n de errores.
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Sin embargo, el me´todo anterior no nos sirve para calcular el error de todas
las magnitudes de intere´s que obtenemos en una simulacio´n. Por ejemplo, el calor
especı´fico, que a partir de la fo´rmula (2.15) se puede escribir como:
C = kBβ
2(〈E2〉 − 〈E〉2) (2.58)
no se calcula como una media a lo largo de la simulacio´n, sino que se obtiene al
final de e´sta a partir de las fluctuaciones de la energı´a. De hecho, su ca´lculo es
equivalente al del error de la energı´a. ¿Y co´mo calcular el error de un error?
Hay diversos me´todos estadı´sticos que responden a esta pregunta. El que se ha
utilizado para obtener los resultados mostrados en esta memoria es el me´todo de
bootstrap1. Se trata de un me´todo de remuestreo, y explicaremos su mecanismo
aplica´ndolo al ca´lculo del error del calor especı´fico. A partir de las s medidas de
la energı´a que hemos obtenido en nuestra simulacio´n, elegimos s de ellas de forma
aleatoria (sı´, exactamente tantas como medidas tenemos, el truco esta´ en que el
mismo valor de la energı´a puede aparecer varias veces en esta muestra). A partir de
estos valores remuestreados, calculamos el calor especı´fico. Si repetimos el proceso
un nu´mero suficiente de veces, podemos calcular una “media” del calor especı´fico
a partir de los valores del calor especı´fico provenientes de cada remuestreo. En
ese caso, la estimacio´n del error del calor especı´fico viene dada por la siguiente
fo´rmula:
σ =
√
〈C2〉 − 〈C〉2 (2.59)
Ahora ya no tenemos el factor 1/(n− 1) de la ecuacio´n (2.57), ya que, de ser ası´,
podrı´amos hacer tender la estimacio´n del error a cero remuestreando indefinida-
mente a partir de una muestra finita, lo cual es absurdo.
En la pra´ctica, para calcular este error lo que hacemos es utilizar un nu´mero
de remuestreos n cada vez mayor, hasta que la diferencia entre un valor de σ y el
siguiente sean menores que cierta cota preestablecida.
Una cosa curiosa de este me´todo es que por sı´ mismo es un me´todo de Monte
Carlo, al depender del remuestreado aleatorio de la muestra original. Ası´, estamos
utilizando un Monte Carlo para analizar los datos obtenidos a partir de otro Monte
Carlo.
2.3. Formalismo del operador de transferencia
2.3.1. Formalismo general
El operador de transferencia (matriz de transferencia cuando hablamos de sis-
temas con grados de libertad discretos) es una te´cnica habitual en meca´nica es-
tadı´stica, que se uso´ ya en estudios cla´sicos del modelo de Ising (Kramers y Wan-
nier 1941), y que se puede encontrar en la mayorı´a de los textos de la especialidad
1Bootstrap es el te´rmino en ingle´s que se utiliza para nombrar a un lazo hecho de cuero o de
tela recia colocado detra´s de una bota grande para ayudar a calzarla. Tirar fuertemente del bootstrap
permite calzar la bota al pie.
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(Huang 1987; Plischke y Bergersen 1994). En esta memoria nos centraremos en
su uso para sistemas en una dimensio´n descritos por hamiltonianos de la siguiente
forma:
H =
N∑
i=1
{W (hi+1 − hi) + V (hi)}, (2.60)
dondeW (hi+1−hi) es un acoplamiento entre variables vecinas en la red unidimen-
sional y V (hi) es un potencial local que actu´a en cada nodo de la red. Supondremos
que las variables hi son reales y definidas en (−∞,∞). Ma´s adelante veremos lo
que pasa cuando las variables son discretas. El caso en el que el dominio de defi-
nicio´n de hi sea ma´s restringido, en [a, b], por ejemplo, se puede transformar en el
caso (−∞,∞) haciendo que el potencial V (hi) sea ∞ para hi < a y hi > b. La
discusio´n que sigue esta´ basada en la que se encuentra en la referencia (Schneider
y Stoll 1980).
La funcio´n de particio´n del hamiltoniano (2.60) se puede escribir de la siguiente
forma:
ZN (β) =
∫ ∞
−∞
dh1
∫ ∞
−∞
dh2 · · ·
∫ ∞
−∞
dhNe−βH. (2.61)
Nos preocuparemos so´lo de acoplamientos W (x) que cumplan W (x) = W (−x).
Adema´s, para garantizar la existencia de la funcio´n de particio´n, W (x) debe ser tal
que ∫ ∞
0
dxe−βW (x) <∞ para todo β > 0, (2.62)
y el potencial V (h) debe estar acotado inferiormente. Imponiendo condiciones de
contorno perio´dicas, h1 = hN+1, la ecuacio´n anterior puede escribirse como:
ZN (β) =
∫ ∞
−∞
dh1 · · ·
∫ ∞
−∞
dhN+1e−βHδ(h1 − hN+1). (2.63)
Para evaluarZN (β), representamos la funcio´n δ como un desarrollo en un conjunto
completo de funciones ortonormales ϕn(h):
δ(h− h′) =
∞∑
n=0
ϕ∗n(h)ϕn(h
′). (2.64)
Las funciones ϕn se eligen de tal forma que satisfagan la ecuacio´n de la integral de
transferencia:∫ ∞
−∞
dh exp[−βK(h, h′)]ϕn(h) = exp(−β²n)ϕn(h′), (2.65)
donde K(h, h′) es el nu´cleo del operador de transferencia:
K(h, h′) = W (h− h′) + 1
2
[V (h) + V (h′)], (2.66)
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ϕn es una autofuncio´n de la ecuacio´n de la integral de transferencia con autovalor
asociado exp(−β²n) y
T (β) = exp[−βK(h, h′)] (2.67)
es el operador de transferencia simetrizado del modelo. El formalismo tambie´n
puede desarrollarse sin simetrizar, utilizando K(h, h′) = W (h − h′) + V (h),
pero la forma preferida en esta memoria es la sime´trica. Finalmente, la funcio´n de
particio´n puede reescribirse:
ZN (β) =
∑
n
exp(−β²nN)
∫ ∞
−∞
dhϕ∗n(h)ϕn(h)
=
∑
n
exp(−β²nN). (2.68)
En el u´ltimo paso se ha utilizado la ortonormalidad de las ϕn. La ortogonalidad y
completitud de las autofunciones esta´ garantizada por la teorı´a de Sturm-Liouville
para ecuaciones integrales de Fredholm con nu´cleo sime´trico (Courant y Hilbert
1989), de las cuales las ecuaciones (2.65) y (2.66) son un ejemplo.
Los potenciales V (hi) que usaremos estara´n acotados inferiormente, lo que
significa que el espectro del operador de transferencia asociado tambie´n estara´ aco-
tado (superiormente). Llamaremos ²0 al valor mı´nimo de los ²n, que corresponde
al autovalor ma´ximo del operador de transferencia, exp(−β²0). Utilizando esta no-
tacio´n, la energı´a libre por partı´cula en el lı´mite termodina´mico se puede expresar
como:
f = −kBT l´ım
N→∞
1
N
logZN (β) = ²0. (2.69)
A partir de la expresio´n de la energı´a libre, obtenemos otras magnitudes termo-
dina´micas. Por ejemplo, la energı´a interna por partı´cula:
u =
U
N
=
〈H〉
N
= f − T ∂f
∂T
, (2.70)
donde el promedio 〈. . .〉 debe ser entendido como un promedio sobre la distribu-
cio´n de Gibbs, tal y como especifica la ecuacio´n (2.3). El calor especı´fico intensivo
se calcula como:
c =
∂u
∂T
= −T ∂
2f
∂2T
. (2.71)
De la ecuacio´n (2.68), es evidente que podemos entender la funcio´n de parti-
cio´n como la traza del operador de transferencia:
ZN (β) = Tr(T (β)N ). (2.72)
Utilizando esa notacio´n, se puede calcular el valor medio (de nuevo, en el sentido
de la distribucio´n de Gibbs) de cualquier funcio´n g(hi) de la variable hi definida
en el nodo i como:
〈g(hi)〉 = Tr(T
ig(hi)T N−i)
Tr(T N ) . (2.73)
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Se pueden calcular tambie´n funciones de correlacio´n espacial:
〈g(hi)g(hi+j)〉 = Tr(T
ig(hi)T jg(hj)T N−i−j)
Tr(T N ) . (2.74)
Podemos simplificar estas expresiones en el lı´mite termodina´mico (N →∞):
〈g(hi)〉 =
∫ ∞
−∞
|ϕ0(h)|2g(h)dh, (2.75)
〈g(hi)g(hi+j)〉 =
∑
n
e−βj(²n−²0)
∫ ϕ0(h)ϕ∗n(h)g(h)dh2. (2.76)
La ecuacio´n (2.75) nos muestra que el conocimiento de la autofuncio´n ϕ0(h) co-
rrespondiente al autovalor ²0 es suficiente para calcular promedios; a partir de la
ecuacio´n vemos que |ϕ0(h)|2 se puede interpretar como la densidad de probabi-
lidad de que las variables hi tomen valores h. A diferencia de los promedios de
valores locales de una funcio´n, en la ecuacio´n (2.76) vemos que para calcular co-
rrelaciones espaciales es necesario el conocimiento de todo el espectro del operador
de transferencia, aunque en la pra´ctica el factor exp(−βj(²n − ²0)) puede hacer
que una suma sobre los primeros ²n sea suficiente para obtener una aproximacio´n
razonable. En esta memoria, a falta de criterios sencillos que nos digan cua´ntos
te´rminos de la suma en la ecuacio´n (2.76) hay que tener en cuenta para obtener
resultados fiables, nos limitaremos a la informacio´n que puede extraerse a partir de
²0 y de ϕ0(h), y obtendremos informacio´n sobre correlaciones de otras fuentes.
2.3.2. Pseudo ecuacio´n de Schro¨dinger
Acoplamiento armo´nico
En el caso de acoplamientos armo´nicos entre pro´ximos vecinos:
W (hi+1 − hi) = J
2
(hi+1 − hi)2, (2.77)
podemos reescribir la ecuacio´n integral (2.65) como una ecuacio´n diferencial. Para
ello se define:
ψn(h) = e
−β
V (h)
2 ϕn(h), (2.78)
con lo cual podemos escribir la ecuacio´n de la integral de transferencia (2.65) co-
mo:∫ ∞
−∞
dh exp
(
−βJ
2
(h− h′)2
)
ψn(h) = exp[−β(²n − V (h′))]ψn(h′). (2.79)
Utilizando la identidad
1√
2pit
∫ ∞
−∞
dy
(
exp
(
− 1
2t
(x− y)2
))
f(y) = exp
(
t
2
d2
dx2
)
f(x), (2.80)
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se puede reescribir la ecuacio´n (2.79) de la siguiente manera:
exp
(
1
2βJ
d2
dh′2
)
ψn(h
′) =
√
βJ
2pi
exp[−β(²n − V (h′))]ψn(h′). (2.81)
Definiendo:
V0 =
1
2β
log
(
βJ
2pi
)
, (2.82)
y cambiando el nombre de la variable h′ por h se puede reescribir la ecuacio´n
(2.81) de la siguiente manera:
exp
(
1
2βJ
d2
dh2
)
ψn(h) = exp[−β(²n − V0 − V (h))]ψn(h). (2.83)
En el lı´mite de acoplamiento fuerte o temperaturas bajas (J À kBT ) se puede
desarrollar en serie el primer miembro de la ecuacio´n anterior y conservar el primer
te´rmino no nulo. Ası´ obtenemos una ecuacio´n diferencial de segundo orden:
d2ψn
dh2
= 2βJ{1− exp[−β(²n − V0 − V (h))]}ψn. (2.84)
Esta ecuacio´n ofrece un punto de partida para trabajar nume´ricamente, pero sin
embargo es muy difı´cil de tratar analı´ticamente para formas no triviales del poten-
cial V (h). Nos gustarı´a desarrollar tambie´n el segundo miembro de la ecuacio´n
(2.83), pero tal y como esta´ escrita la ecuacio´n, el para´metro pequen˜o que hace fal-
ta para desarrollar parece ser de forma natural β, lo cual significa que el desarrollo
serı´a va´lido so´lo en el re´gimen de altas temperaturas. Esto es lo contrario de lo
que exigimos para desarrollar el primer miembro; debemos por tanto reescribir la
ecuacio´n de forma que encontremos un re´gimen en el que sea va´lido el desarrollo
simulta´neo de ambos miembros. Para ello vamos a reescribir el potencial V (h) co-
mo V (h) = ωU(h), donde ω es un para´metro que controla la fuerza del potencial.
Si reescalamos ²′n = ²n/ω y definimos:
V1 =
1
2βω
log
(
βJ
2pi
)
, (2.85)
podemos escribir la ecuacio´n (2.83) de la siguiente forma:
exp
(
1
2β
√
ωJ
√
ω
J
d2
dh2
)
ψn(h) = exp
[
−β
√
ωJ
√
ω
J
(²′n − V1 − U(h))
]
ψn(h).
(2.86)
Ahora esta´ claro cua´l es el para´metro comu´n en ambos miembros que debemos
hacer pequen˜o para poder desarrollarlos simulta´neamente:
√
ω/J . Esto significa
que J À ω: el desarrollo simulta´neo de ambos miembros es posible en un re´gimen
de acoplamiento fuerte, entendido como tal uno en el que el acoplamiento es mucho
ma´s fuerte que el potencial. Pero en ambos te´rminos tenemos el factor β
√
ωJ en
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funciones opuestas: dividiendo en uno, multiplicando en otro. Esto implica que ωJ
debe permanecer constante en el lı´mite en el que ω/J → 0; adema´s, a la condicio´n
J À ω debemos an˜adir las condiciones:
1
β
√
ωJ
√
ω
J
¿ 1 ⇒ J À kBT, (2.87)
β
√
ωJ
√
ω
J
¿ 1 ⇒ ω ¿ kBT. (2.88)
Ası´, la condicio´n final a la que llegamos para poder desarrollar los dos te´rminos de
la ecuacio´n es 2:
ω ¿ kBT ¿ J. (2.89)
En principio parece claro: el re´gimen que buscamos es aquel en el que el acopla-
miento es mucho mayor que la temperatura y ambos son mucho mayores que el
potencial. Sin embargo, esto es engan˜oso, porque dependiendo de la forma del po-
tencial U(h) puede no tener sentido hablar de potencial pequen˜o. Hemos visto que
para que la funcio´n de particio´n este´ bien definida el potencial debe estar acotado
inferiormente. Podemos entender ω como un para´metro que especifica el rango de
variacio´n del potencial, si e´ste esta´ acotado superiormente. Si no esta´ acotado su-
periormente, au´n ası´ la distribucio´n de probabilidad de h, |ϕ0(h)|2, presenta sus
ma´ximos en los mı´nimos del potencial, ası´ que si el valor de esta probabilidad es
despreciable en las regiones en las que V (h) − Vmin no es pequen˜o frente a la
temperatura, la aproximacio´n puede aplicarse. Volveremos sobre esto al hablar de
casos concretos. De la condicio´n (2.89) se deduce que cuando los efectos del aco-
plamiento y el potencial son comparables, no hay ningu´n rango de temperaturas en
el que la aproximacio´n sirva para describir cuantitativamente al sistema. Precisa-
mente es este caso en el que los dos efectos compiten el ma´s interesante; veremos
que, si bien la aproximacio´n no sirve para dar resultados precisos, sı´ es una buena
indicadora del comportamiento cualitativo que cabe esperar del sistema estudiado.
Finalmente, si se cumple la condicio´n (2.89), la ecuacio´n (2.83) puede aproximarse
por: [
− 1
2β2J
d2
dh2
+ V (h)
]
ψn(h) = (²n − V0)ψn(h). (2.90)
Esta ecuacio´n tiene la forma de una ecuacio´n de Schro¨dinger, por eso a esta apro-
ximacio´n de la ecuacio´n de la integral de transferencia se la llama pseudo ecuacio´n
de Schro¨dinger. Su principales ventajas son que ahora el potencial V (h) entra di-
rectamente en la ecuacio´n, sin formar parte de exponenciales u otras funciones.
Adema´s, la forma de la ecuacio´n permite utilizar todo el bagaje analı´tico y nume´ri-
co desarrollado para el estudio de ecuaciones de tipo Schro¨dinger.
2La formulacio´n explı´cita de esta condicio´n es un resultado original de este trabajo.
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Acoplamiento con el valor absoluto
En el caso en el que la funcio´n que define el acoplamiento no sea cuadra´tica
sino un valor absoluto:
W (hi+1 − hi) = J |hi+1 − hi|, (2.91)
se puede llegar a una ecuacio´n tipo Schro¨dinger sin necesidad de realizar ninguna
aproximacio´n (Burkhardt 1981). Para ello, ahora se define:
ψn(h) = e
β
V (h)
2 ϕn(h), (2.92)
con lo que la ecuacio´n de la integral de transferencia (2.65) adopta la forma:∫ ∞
−∞
dh exp
[−β(J |h− h′|+ V (h))]ψn(h) = exp[−β²n]ψn(h′). (2.93)
Utilizando la identidad:(
− d
2
dx2
+K2
)
e−K|x−y| = 2Kδ(x− y), (2.94)
la ecuacio´n (2.93) se convierte en la siguiente ecuacio´n del tipo de la de Schro¨din-
ger: [
− d
2
dh2
− 2βJe−β(V (h)−²n) + (βJ)2
]
ψn(h) = 0. (2.95)
Evidentemente, la ventaja de utilizar un acoplamiento con la forma de un valor
absoluto es que podemos transformar la ecuacio´n de la integral de transferencia en
una ecuacio´n diferencial del tipo de la de Schro¨dinger de forma exacta. El precio a
pagar es que el acoplamiento en valor absoluto es menos fı´sico que el armo´nico en
la mayorı´a de los sistemas de intere´s. Sin embargo, esto no impide que el compor-
tamiento cualitativo de modelos iguales salvo en el acoplamiento, que puede ser
uno de estos dos, sea parecido. En ese caso, puede resultar ventajoso la utilizacio´n
del acoplamiento en valor absoluto, si tenemos un potencial lo suficientemente sen-
cillo que permita extraer informacio´n de la ecuacio´n (2.95). Conviene observar, sin
embargo, que en la ecuacio´n (2.95) el potencial aparece como argumento de una
exponencial, igual que en la ecuacio´n (2.84), y por lo tanto presenta una dificultad
similar a e´sta u´ltima. La u´nica ventaja es que (2.95) se obtiene de forma exacta.
Si queremos simplificarla para que el potencial deje de estar en una exponencial,
hay que hacer de nuevo aproximaciones y se pierde toda la ventaja de haber uti-
lizado un acoplamiento en valor absoluto. Por lo tanto, la eleccio´n de este tipo de
acoplamiento es aconsejable cuando se estudian potenciales sencillos con los que
la ecuacio´n (2.95) sea tratable.
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2.3.3. Tratamiento nume´rico del operador de transferencia
El problema de resolver la ecuacio´n de la integral de transferencia (2.65) es
en realidad el problema de calcular los autovalores y autofunciones del operador
de transferencia (2.67). Esto puede hacerse nume´ricamente con la precisio´n que se
quiera discretizando el operador y calculando los autovalores y autovectores de la
matriz resultante [ve´anse las referencias (Dauxois y Peyrard 1995; Dauxois et al.
2002; Schneider y Stoll 1980; Theodorakopoulos 2003); ve´ase (Dauxois 1993) pa-
ra una explicacio´n ma´s detallada]. La razo´n de que hayamos escogido una forma
simetrizada del operador de transferencia se ve ahora clara: ası´, la matriz resultante
al discretizarlo es sime´trica, lo que simplifica su tratamiento.
Para discretizar el operador primero hay que elegir el intervalo de valores de la
variable h con el que se va a trabajar, [hmin, hmax]. Para algunos potenciales, la dis-
tribucio´n de probabilidad de h estara´ muy centrada en alguna regio´n, con lo que es
suficiente que esa regio´n este´ incluida en el intervalo; en otros casos, es importante
intentar hacer el intervalo lo ma´s grande posible. La forma ma´s sencilla de discreti-
zar es dar valores equiespaciados a h con una longitud de discretizacio´n constante
∆h. Para los potenciales V (h) estudiados en esta memoria, este procedimiento es
suficiente para dar buenos resultados. Sin embargo, otros potenciales ma´s irregu-
lares con regiones bien delimitadas en las que a temperaturas bajas se encuentran
la pra´ctica totalidad de los valores de las variables hi pueden necesitar un esquema
de discretizacio´n ma´s elaborado. Por ejemplo, en la referencia (Dauxois 1993) se
recurre al me´todo de integracio´n de Bode de orden seis. De esa forma, se consigue
una discretizacio´n ma´s fina en la regio´n del pozo del potencial de Morse que se
estudia en esa referencia, mientras que la regio´n en la que el potencial es plano no
es tan importante y admite una longitud de discretizacio´n mayor. Sea el que sea el
me´todo de discretizacio´n utilizado, tendremos finalmente un nu´mero M de puntos
en el intervalo [hmin, hmax]. En el lı´mite M∆h→∞, y ∆h→ 0, con hmin → −∞
y hmax →∞, la resolucio´n nume´rica del problema coincide con la solucio´n exacta.
La forma de comprobar que la resolucio´n nume´rica obtenida con precisio´n finita es
razonable es resolver utilizando distintos intervalos [hmin, hmax], y distinto nu´mero
de puntos de discretizacio´n M , comparando los resultados y viendo que al mejorar
los para´metros de la discretizacio´n mejora el resultado obtenido. Hemos visto en
la ecuacio´n (2.69) que en el lı´mite termodina´mico la energı´a libre esta´ determina-
da por el primer autovalor del operador de transferencia. Cuando este autovalor se
cruza o se une con el siguiente se produce una no analiticidad de la energı´a libre, y
por lo tanto, una transicio´n de fase. Por ello, en algunos modelos, en un valor de la
temperatura en el que haya una transicio´n de fase debe ocurrir que la diferencia en-
tre el primer autovalor y el segundo tienda a cero (se vera´ ma´s clara la razo´n de esto
al estudiar ejemplos concretos) segu´n hacemos M mayor mientras mantenemos el
intervalo en el que h toma valores constante.
La ventaja principal del tratamiento nume´rico del operador de transferencia es
que se trata de resolver la ecuacio´n exacta, sin aproximaciones. Hay dos fuentes de
error: el nu´mero de puntos que se usan en la discretizacio´n, M , y el intervalo en el
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que se le dan valores a las variables, [hmin, hmax]. Se vera´ que en un caso especial
(potenciales perio´dicos) esta u´ltima fuente de error puede ser eliminada.
2.3.4. Hamiltonianos con variables discretas
En el caso en el que las variables hi del hamiltoniano puedan tomar so´lo valores
enteros, el formalismo es el mismo, sustituyendo integrales por sumas y el operador
de transferencia por una matriz de transferencia. Ası´, para un hamiltoniano de la
forma vista en la ecuacio´n (2.60), pero en el que las variables so´lo pueden tomar
valores enteros:
H =
N∑
i=1
{W (hi+1 − hi) + V (hi)}, (2.96)
la funcio´n de particio´n es ahora:
ZN (β) =
∑
{hi}
e−βH (2.97)
La matriz de transferencia simetrizada es:
Tβs(h′, h) = exp
[
−β
(
W (h′ − h) + 1
2
[V (h) + V (h′)]
)]
. (2.98)
Sin embargo, siguiendo la referencia (Chui y Weeks 1981), en esta memoria se
utilizara´ la versio´n sin simetrizar:
Tβ(h′, h) = exp[−βW (h′ − h)] exp[−βV (h)] = T0β(h′, h) exp[−βV (h)],
(2.99)
donde T0β es la matriz de transferencia en ausencia de potencial, esto es, de cual-
quier tipo de campo externo. La ecuacio´n de la matriz de transferencia es ahora:∑
h
Tβ(h′, h)ϕn(h) = ²nϕn(h′). (2.100)
De nuevo se puede comprobar que la funcio´n de particio´n puede escribirse como
la traza de la matriz de transferencia elevada a N : ZN (β) = Tr(T Nβ ) =
∑
n ²
N
n , y
en el lı´mite termodina´mico N →∞ se tiene
βf = − l´ım
N→∞
1
N
logZN (β) = − log ²0, (2.101)
donde ²0 es el mayor de los autovalores ²n. La distribucio´n de probabilidad de los
valores de h es P (h) = c|ϕ0(h)2|, donde c es una constante de normalizacio´n.
Finalmente, el cambio de variable ψn(h) = e−βV (h)ϕn(h) nos permite rees-
cribir la ecuacio´n de la matriz de transferencia (2.100) utilizando so´lo la matriz de
transferencia en ausencia de campo externo:∑
h
T0β(h′, h)ψn(h) = eβV (h′)²nψn(h′). (2.102)
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Al aplicar este formalismo a ejemplos concretos utilizaremos esta u´ltima forma
de la ecuacio´n para conseguir resultados analı´ticos. Para el caso particular de un
potencial que actu´e so´lo sobre un valor de las variables h (que, sin pe´rdida de
generalidad, puede ser h = 0) y sea cero para cualquier otro valor, V (h) = V δh,0,
podemos reescribir la ecuacio´n anterior de la forma:∑
h
T0β(h′, h)ψn(h) = ²nψn(h′), h′ 6= 0, (2.103)
con el caso especial ∑
h
T0β(0, h)ψn(h) = eβV ²nψn(0). (2.104)
En este caso, las autofunciones ψn(h′) deben estar muy relacionadas con las de
la matriz con campo nulo T0β , y la ecuacio´n (2.104) representa una condicio´n de
contorno creada por el campo V δh,0 que ψn(0) debe satisfacer.
Una de las ventajas de la utilizacio´n de variables discretas es que en ocasiones
esto permitira´ obtener resultados analı´ticos con mayor facilidad. Otra ventaja es
que ası´ la evaluacio´n nume´rica del espectro de la matriz de transferencia no depen-
de de ninguna discretizacio´n, con lo que la u´nica fuente de error esta´ en el rango
elegido para la variable h.
2.3.5. Modelos con desorden
Una de las propiedades del hamiltoniano (2.60) que esta´ subyacente en todo
el formalismo desarrollado es que la forma del hamiltoniano no depende del nodo
i de la red (cuando usamos condiciones de contorno perio´dicas). De esta forma,
podı´amos reducirlo todo al operador de transferencia elevado a N , y ası´ de los N
nodos de la red so´lo necesita´bamos el operador (matriz en el caso discreto) definido
para uno de los nodos. En el caso de que haya algu´n tipo de desorden en el sistema
que haga que cada nodo sea distinto, tendremos que multiplicar N operadores,
cada uno definido sobre un nodo. Vamos a verlo con ma´s detalle.
Escribimos un hamiltoniano en el que de alguna forma la funcio´n que determi-
na el acoplamiento o la que determina el potencial (o las dos) dependen del nodo i
de la red sobre la que esta´n definidas las variables hi:
H =
N∑
i=1
{Wi(hi+1 − hi) + Vi(hi)}. (2.105)
Para cada nodo de la red se puede definir:
Ki(h, h
′) = Wi(h− h′) + Vi(h), (2.106)
que determina el operador de transferencia para el nodo i:
Ti(β) = exp[−βKi(h, h′)]. (2.107)
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Como, en general, Vi+1(h) +Vi(h′) 6= Vi+1(h′) +Vi(h), ni utilizando la forma de
la ecuacio´n (2.66) se puede definir un operador simetrizado, con lo que utilizamos
la definicio´n ma´s sencilla de la ecuacio´n (2.106). Hay que notar, sin embargo, que,
aunque inu´til, una definicio´n “simetrizada” tambie´n es correcta.
Debido a que hay que tener en cuenta todos los nodos de la red para representar
adecuadamente este sistema, la ecuacio´n de la integral de transferencia toma ahora
la forma:∫ ∞
−∞
dh
(
N∏
i=1
Ti(h, h′)
)
ϕn(h) = exp(−β²n,N )ϕn(h′), (2.108)
donde exp(−β²n,N ) son los autovalores asociados al operador
∏N
i Ti(h, h′). De
nuevo podemos obtener la funcio´n de particio´n como la traza de este operador:
ZN (β) = Tr
(
N∏
i=1
Ti(h, h′)
)
=
∑
n
exp(−β²n,N ). (2.109)
Se puede ver que el caso sin desorden esta´ contenido en esta expresio´n, pues en
ese caso todos los Ti son iguales y recuperamos el T Ni de la ecuacio´n (2.72). En el
lı´mite termodina´mico la energı´a libre es:
f = −kBT l´ım
N→∞
1
N
logZN (β) = l´ım
N→∞
²0,N
N
. (2.110)
De igual forma que en el caso sin desorden, ahora tambie´n podemos obtener
la misma informacio´n de las autofunciones del operador de transferencia. Y de
igual manera podemos hacer un estudio nume´rico de las propiedades del operador,
definiendo N matrices, una por cada nodo de la red, y multiplica´ndolas luego, a fin
de obtener la matriz definitiva de la que calcular el espectro. Sin embargo, al hacer
esto hay que prestar atencio´n a posibles problemas con rebasar los lı´mites de la
representacio´n en coma flotante de la ma´quina. A veces sera´ necesario redefinir de
forma astuta el hamiltoniano que se estudia para minimizar este problema. Y hay
que tener en cuenta que se esta´ introduciendo una nueva fuente de error: el efecto
de taman˜o finito de multiplicar so´lo N matrices, esto es, tener en cuenta so´lo N
nodos de la red. En el caso sin desorden, incluso nume´ricamente trabaja´bamos en
el lı´mite termodina´mico.
El formalismo presentado para modelos con desorden puede simplificarse (al
menos en el tratamiento nume´rico) en dos casos: cuando hay una periodicidad
del desorden en la red y cuando las formas distintas que el desorden puede tomar
son finitas. En este u´ltimo caso, so´lo hay que definir tantas matrices como valores
distintos pueda tener el desorden, y luego multiplicarlas N veces en el orden ade-
cuado. El caso ma´s sencillo es el de dos u´nicos valores del desorden, que veremos
al estudiar modelos de ADN.
Cuando el desorden tiene una periodicidad finita de k sitios de la red, no nece-
sitamos construir un operador a base de multiplicar los de los N sitios de la red;
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nos basta con el producto de k operadores. En este caso, utilizando la ecuacio´n de
la integral de transferencia de la siguiente forma:∫ ∞
−∞
dh
(
k∏
i=1
Ti(h, h′)
)
ϕn(h) = exp(−β²n)ϕn(h′), (2.111)
podemos escribir la funcio´n de particio´n como:
ZN (β) =
∑
n
exp(−β²nN/k), (2.112)
y de ahı´ obtener la energı´a libre en el lı´mite termodina´mico:
f = −kBT l´ım
N→∞
1
N
logZN (β) = ²0
k
. (2.113)
En este caso de periodicidad en la red, pagando el precio de una definicio´n ma´s
compleja del operador de transferencia (producto de k operadores) recuperamos
todas las ventajas del caso sin desorden, teniendo en cuenta el factor k. Ası´, si ha-
cemos un estudio nume´rico, volvemos a estar teniendo en cuenta la red entera, esto
es: estamos en el lı´mite termodina´mico.
2.3.6. Potenciales perio´dicos
Un caso en el que podemos simplificar el problema eliminando la fuente de
error que supone imponer un intervalo de discretizacio´n finito [hmin, hmax] de las
variables es cuando el potencial V (h) es perio´dico en la variable h. La discusio´n
original de este caso esta´ en la referencia (Cuesta y Sa´nchez 2002).
En un hamiltoniano de la forma (2.60) con un potencial V (h) perio´dico, siem-
pre se puede reescalar la variable h de forma que se cumpla V (h) = V (h+ 1). De
nuevo se imponen condiciones perio´dicas de contorno, y en esta ocasio´n las varia-
bles hi pueden tomar cualquier valor real (de no ser ası´, el potencial no podrı´a ser
perio´dico). De esta forma, el espacio de configuraciones de las variables del mode-
lo estudiado es RN . Pero una configuracio´n {h1, . . . , hN} tiene la misma energı´a
que una configuracio´n {h1 + k, . . . , hN + k} con k ∈ Z, por lo que sin pe´rdida de
generalidad se puede imponer que la variable h1 este´ siempre en un u´nico periodo
del potencial. Ma´s concretamente, se hace h1 ∈ (−12 , 12 ], de modo que el espa-
cio de configuraciones se reduce a (− 12 , 12 ] × RN−1. De esta forma, la funcio´n de
particio´n asociada es:
ZN (β) =
∫ 1/2
−1/2
dh1
∫ ∞
−∞
dh2 · · ·
∫ ∞
−∞
dhNe−βH. (2.114)
Ahora se introduce la descomposicio´n
hi = ni + φi, (2.115)
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con ni ∈ Z y−12 < φi ≤ 12 . Por la restriccio´n que se ha impuesto sobre h1 se tiene
que n1 = 0. Usando esta descomposicio´n la funcio´n de particio´n se expresa de la
siguiente manera:
ZN (β) =
∫
[− 12 ,
1
2 ]
N
dφ
N∏
i=1
e−βV (φi)
×
∑
n∈{0}×ZN−1
N∏
i=1
exp{−βW (ni+1 − ni + φi+1 − φi)}, (2.116)
donde φ ≡ (φ1, . . . , φN ), n ≡ (n1, . . . , nN ) y se han tenido en cuenta las condi-
ciones perio´dicas de contorno φ1 = φN+1 y n1 = nN+1. La serie de Fourier:
B(β, φ, θ) ≡
∞∑
n=−∞
e−βW (n+φ)e−inθ (2.117)
define un funcio´n de θ con periodo 2pi. La condicio´n (2.62) asegura que esta serie
converge uniformemente en θ para cada φ ∈ R y Reβ > 0; por lo tanto B es
una funcio´n continua de θ. Adema´s, si W (x) > 0 para todo x suficientemente
grande (cosa asegurada cuando W (x) = |x| o W (x) = x2), la serie converge
uniformemente en compactos de Reβ > 0, ası´ que por el teorema de convergencia
analı´tica B es holomorfa en Reβ > 0.
Ahora se introduce la fo´rmula de los coeficientes de (2.117),
e−βW (n+φ) =
1
2pi
∫ pi
−pi
dθB(β, φ, θ)e−inθ (2.118)
en la ecuacio´n (2.116) y se utiliza la identidad∑
n∈Z
e−inx = 2pi
∑
k∈Z
δ(x− 2kpi), (2.119)
para obtener la siguiente reescritura de la funcio´n de particio´n:
ZN (β) =
∫
[− 12 ,
1
2 ]
N
dφ
N∏
i=1
e−βV (φi)
1
2pi
∫ pi
−pi
dθ
N∏
i=1
B(β, φi+1 − φi, θ). (2.120)
Definimos el operador integral Tβ,θ:
Tβ,θf(φ) ≡
∫ 1/2
−1/2
dφ′Tβ,θ(φ, φ′)f(φ′), (2.121)
Tβ,θ(φ, φ′) ≡ B(β, φ− φ′, θ) exp
{
−β
2
[V (φ) + V (φ′)]
}
. (2.122)
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Utilizando este operador, podemos escribir de nuevo la funcio´n de particio´n como
su traza:
ZN (β) = 1
2pi
∫ pi
−pi
dθ Tr(Tβ,θ)N . (2.123)
Excepto por el promedio en θ, Tβ,θ es la forma a la que se puede reducir el ope-
rador de transferencia en caso de potenciales perio´dicos. La gran ventaja de esta
forma del operador de transferencia es que todas las variables esta´n definidas en
intervalos finitos, con lo que al hacer un tratamiento nume´rico no es necesario in-
troducir cotas artificiales a los valores de las variables del operador. Pero todavı´a
se puede simplificar un poco ma´s la fo´rmula anterior, al tiempo que se obtiene una
informacio´n muy valiosa.
Segu´n la definicio´n (2.117), B(β, φ,−θ) = B(β, φ, θ)∗; por otro lado,∫ 1/2
−1/2
dφ
∫ 1/2
−1/2
dφ′|Tβ,θ(φ, φ′)|2 <∞, (2.124)
ası´ que para cada −pi < θ < pi y β > 0, Tβ,θ es un operador de Hilbert-Schmidt
en L2
([−12 , 12]) (y por lo tanto compacto y hermı´tico). El espectro completo de
un operador compacto y hermı´tico consiste en una secuencia finita o infinita de
autovalores reales y aislados λn. Si la secuencia es infinita, los λn tienden a ce-
ro (que puede ser o no un autovalor). Adema´s, debido a (2.124), un operador de
Hilbert-Schmidt tambie´n cumple
∑
n λ
2
n <∞, por lo que, cuando N →∞:
Tr(Tβ,θ)N =
∑
n≥1
[λn(β, θ)]
N = m(β, θ)[λmax(β, θ)]
N [1 + o(1)], (2.125)
donde m(β, θ) es la multiplicidad (finita) de λmax(β, θ), el autovalor mayor de
Tβ,θ, que necesariamente ha de ser positivo. La serie en la fo´rmula (2.125) conver-
ge para cualquier N ≥ 2.
A partir de (2.123) y (2.125), la energı´a libre puede escribirse de la siguiente
manera:
−βf(β) ≡ l´ım
N→∞
1
N
logZN (β) = ma´x
−pi≤θ≤pi
log[λmax(β, θ)]. (2.126)
Se tiene adema´s que 0 < Tr(Tβ,θ)N = |Tr(Tβ,θ)N | ≤ Tr|Tβ,θ|N ≤ Tr(Tβ,0)N ,
donde |Tβ,θ| es el operador integral cuyo nu´cleo es el valor absoluto del nu´cleo
(2.122), y la u´ltima desigualdad se deduce a partir de la definicio´n (2.117). Esto
implica que λmax(β, θ) alcanza su ma´ximo valor en θ = 0. Pero Tβ,0 satisface las
hipo´tesis del teorema de Jentzsch-Perron para operadores positivos en retı´culos de
Banach, ası´ que λmax(β, 0) tiene multiplicidad 1 para cualquier β > 0 (de ahı´ que
no se haya incluido la multiplicidad en la fo´rmula (2.126)). Asegurado esto, el que
el nu´cleo sea holomorfo en Reβ > 0 implica que λmax(β, 0) tambie´n lo es, y por
lo tanto lo mismo puede decirse de la energı´a libre f(β).
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El que la energı´a libre analı´tica para todo β > 0 significa que la clase de
modelos con potencial perio´dico que hemos estudiado en este apartado no pueden
tener transiciones de fase termodina´micas (salvo tal vez en β = 0 y β = ∞). Esto
sera´ de especial relevancia en el capı´tulo 3.
Aparte de eso, hemos visto que el u´nico valor de θ en el que nos interesa estu-
diar el operador de transferencia (2.121) es θ = 0, lo que simplifica enormemente
el estudio nume´rico al no tener que definir el operador para todos los valores de θ y
luego integrar. La expresio´n definitiva de la energı´a libre (y la funcio´n de particio´n)
es:
−βf(β) ≡ l´ım
N→∞
1
N
logZN (β) = log[λmax(β, 0)]. (2.127)
Ası´, finalmente, en este caso perio´dico hemos definido un operador de trans-
ferencia que, para su estudio nume´rico, so´lo dependera´ del para´metro β, y cuyas
variables φ y φ′ esta´n definidas en
(−12 , 12], a diferencia de lo que ocurre con el
operador de transferencia (2.67) en el que la variables h y h′ podı´an tomar cual-
quier valor real. De este modo, al hacer un estudio nume´rico del operador (2.121),
la u´nica fuente de error es la discretizacio´n de la variable φ, siendo ası´ sencillo
realizar ca´lculos de gran precisio´n. El rango infinito de definicio´n de h queda es-
condido en la suma sobre n en la definicio´n (2.117). Como se ha visto, so´lo nos
interesa estudiar el operador (2.121) para el valor θ = 0, con lo que la serie se
simplifica:
B(β, φ, 0) ≡
∞∑
n=−∞
e−βW (n+φ). (2.128)
Evaluar nume´ricamente esta suma infinita es sencillo, pues para los acoplamientos
W (x) que nos pueden interesar (cuadra´tico o de valor absoluto), los sumandos
decaen exponencialmente al aumentar n, y so´lo unos pocos te´rminos son necesarios
para evaluar la suma con precisio´n. Au´n ası´, el ordenador permite sumar un gran
nu´mero de ellos en un tiempo de ca´lculo despreciable frente a la solucio´n nume´rica
completa del problema.
De nuevo tenemos la posibilidad de calcular valores medios de funciones. La
fo´rmula (2.73) para el ca´lculo de valores medios sigue siendo va´lida, utilizando
ahora Tβ,0 como operador de transferencia. A diferencia de lo que ocurrı´a con el
operador de transferencia en el caso general, Tβ,0 so´lo esta´ definida para variables
φ que toman valores en (− 12 , 12 ]. Por lo tanto ϕ0(φ), la autofuncio´n correspondiente
al autovalor mayor λmax, esta´ definida en el intervalo (− 12 , 12 ], y calcular promedios
de funciones g(φi) en el intervalo (− 12 , 12 ], en el lı´mite termodina´mico (2.73) se
reduce a:
〈g(φi)〉 =
∫ 1/2
−1/2
|ϕ0(φ)|2g(φ)dφ. (2.129)
Ma´s importante que el ca´lculo de promedios, como veremos, es la observacio´n de
que el mo´dulo al cuadrado de la autofuncio´n, |ϕ0(φi)|2, nos da la densidad de pro-
babilidad para las alturas hi en el intervalo (− 12 , 12 ] (mo´dulo 1).
Modelos de intercaras
El modelo de sine-Gordon en una dimensi ·on:
transici ·on de fase aparente
- Me pregunto si existe alguna constante en el Multiverso. ¿No sera´ acaso el
Equilibrio ma´s que un agradable invento con el que los mortales se tranquilizan a
sı´ mismos, convencidos de que hay alguna clase de orden? ¿Que´ evidencias obser-
vamos sobre esto?
- Nosotros creamos la evidencia - respondio´ Elric con serenidad.
¦ Michael Moorcock, La venganza de la Rosa ¦
En este capı´tulo, como primera aproximacio´n al problema de la fase superru-
gosa que presenta el modelo de sine-Gordon con desorden en dos dimensiones, se
estudiara´ el caso ma´s sencillo posible: el modelo en una dimensio´n y sin desor-
den. El formalismo del apartado 2.3.6 demuestra que, en este caso, el problema no
puede tener una transicio´n de fase termodina´mica. A pesar de la falta de intere´s
del modelo que este resultado parece sugerir, al estudiar el problema para sistemas
finitos aparece fenomenologı´a no trivial: un comportamiento similar a una transi-
cio´n de fase, que llamaremos transicio´n de fase aparente. Demostraremos que esta
transicio´n de fase aparente se produce a temperaturas distintas de cero para cual-
quier taman˜o finito del sistema, por enorme que sea; so´lo en el lı´mite en el que el
taman˜o tiende a infinito la temperatura de la transicio´n aparente tiende a cero.
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3.1. El modelo de sine-Gordon
El modelo de sine-Gordon sin desorden esta´ definido, en el lı´mite sobreamor-
tiguado (no´tese la ausencia de un te´rmino cine´tico), por el siguiente hamiltoniano:
H =
∑
r
{
J
2
∑
pv
[h(r)− h(r′)]2 + V0[1− cos(h(r))]
}
. (3.1)
La variable h(r) es real y definida en todo R. La suma sobre r es una suma sobre
los nodos r de una red hipercu´bica en dimensio´n arbitraria; la suma sobre pv es
la suma sobre los pro´ximos vecinos del nodo r de la red, y representa el gradiente
discreto de la variable h(r). Ese gradiente representa el acoplamiento entre nodos
vecinos de la red, y su efecto es intentar minimizar las diferencias entre el valor de
h(r) en distintos nodos r de la red; J es la constante de acoplamiento que determina
la fuerza de este efecto. El te´rmino entre corchetes multiplicado por la constante
V0 es un potencial que actu´a independientemente sobre cada nodo de la red: su
efecto es favorecer que las variables h(r) tomen valores lo ma´s cercanos posibles
a mu´ltiplos enteros de 2pi. La competicio´n entre los efectos del acoplamiento, el
potencial y las fluctuaciones te´rmicas sera´ la responsable de la fenomenologı´a pre-
sentada por el modelo. En dos dimensiones e´sta consiste en una transicio´n de fase
del tipo de Kosterlitz-Thouless (Kosterlitz y Thouless 1973; Kosterlitz 1974) entre
una fase plana a bajas temperaturas y una rugosa a altas (un poco ma´s adelante se
explicitara´ lo que se entiende por fase plana o fase rugosa). En una dimensio´n, el
modelo pertenece a la clase de modelos con potenciales perio´dicos estudiados en
el apartado 2.3.6, por lo que no puede presentar transiciones de fase a tempera-
turas distintas de cero. Como modelo de crecimiento de superficies, el modelo de
sine-Gordon pertenece a la clase de modelos llamados so´lido-sobre-so´lido (Burton
et al. 1951) (SOS, solid-on-solid en ingle´s). Estos modelos se caracterizan porque
la altura de la fase condensada (pues, a pesar del nombre, estos modelos se pueden
utilizar para estudiar lı´quidos) esta´ definida de forma unı´voca en cada punto, sin
posibilidad de que se formen huecos en el interior de la fase condensada o de que
se formen ganchos en que una parte de la superficie este´ colgando sobre otra.
Una generalizacio´n importante del modelo es la que corresponde a introducir
desorden de acuerdo con el siguiente hamiltoniano:
H =
∑
r
{
J
2
∑
pv
[h(r)− h(r′)]2 + V0[1− cos(h(r)− h(0)(r))]
}
, (3.2)
donde h(0)(r) es un desorden congelado (esto es, constante en el tiempo) en el que
para cada nodo r de la red, h(0)(r) toma valores en [0, 2pi] de acuerdo a alguna
distribucio´n dada. El u´nico caso que estudiaremos en esta memoria es en el que
h(0)(r) toma valores de forma homoge´nea en [0, 2pi] y de forma independiente pa-
ra cada nodo r.
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En esta memoria se considerara´ que el problema descrito por el modelo de sine-
Gordon es el de crecimiento de la superficie de un material cristalino (Sa´nchez et al.
2000). En este contexto, el acoplamiento entre vecinos representa la tensio´n super-
ficial; el te´rmino del coseno, un potencial que favorece que la superficie crezca
adoptando valores enteros de un cierto para´metro de red, cuyo valor se hace que
sea 2pi redefiniendo los para´metros del problema. Ese para´metro de red (2pi en las
unidades que utilizamos) puede representar un para´metro de red ato´mico, esto es,
la distancia media entre diferentes capas ato´micas que se van depositando. Sin em-
bargo, cada uno de los puntos r de la red sobre la que esta´ definido el modelo no
debe entenderse como correspondiente a la posicio´n de un a´tomo, sino que debe
entenderse en un sentido mesosco´pico, de tal forma que el valor h(r) nos propor-
ciona una medida de la altura promediada sobre una zona no puntual del sustrato,
y ma´s concretamente sobre el plano de referencia que corresponde a h(r) = 0.
En el caso del modelo con desorden, h(0)(r) representa el efecto que algu´n tipo de
rugosidad en el sustrato ejerce sobre el crecimiento del material.
El intere´s del modelo reside en que, con ma´s o menos variaciones respecto a
la forma en que aquı´ se ha presentado, es una herramienta importante en la des-
cripcio´n de diferentes problemas de gran relevancia: anclado aleatorio de lı´neas
de flujo confinadas en un plano (Batrouni y Hwa 1994; Blatter et al. 1994; Fisher
1989; Hwa et al. 1993; Zeng et al. 1999), lı´neas de vo´rtices en uniones Josephson
planas (Vinokur y Koshelev 1990), ondas de densidad de carga (Fukuyama y Lee
1978), y dina´mica de aperturas en la mole´cula de ADN (Cuenda y Sa´nchez 2004;
Englander et al. 1980). No se hara´ referencia en esta memoria a estas aplicaciones
del modelo, aunque algunos de los resultados obtenidos son fa´cilmente aplicables
a estos problemas.
Finalmente, la versio´n con desorden del modelo presenta una transicio´n de fase
entre una fase rugosa a altas temperaturas y una fase poco entendida au´n a bajas
temperaturas, la llamada fase superrugosa. Arrojar alguna luz sobre esta misteriosa
fase es uno de los principales objetivos del trabajo expuesto en esta memoria, y el
origen de nuestro intere´s en el modelo de sine-Gordon. En este capı´tulo nos centra-
remos en el caso ma´s sencillo del modelo en una dimensio´n sin desorden, dejando
el estudio de los efectos del desorden (y por lo tanto, de la superrugosidad) para el
capı´tulo 5.
3.2. Magnitudes de intere´s
En este capı´tulo estudiaremos el modelo de sine-Gordon en una dimensio´n y
sin desorden, cuyo hamiltoniano puede escribirse de la siguiente manera:
H =
N∑
i=1
{
J
2
[hi+1 − hi]2 + V0[1− cos(hi)]
}
, (3.3)
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donde i es el nodo de la red unidimensional,N es el nu´mero de puntos en la red (el
taman˜o del sistema) y se han utilizado condiciones perio´dicas de contorno. A fin de
caracterizar el comportamiento del sistema descrito por el hamiltoniano anterior,
conviene estudiar las siguientes magnitudes:
La energı´a media por nodo de la red:
e =
〈H〉
N
. (3.4)
El calor especı´fico por nodo:
c =
∂e
∂T
. (3.5)
Factor de estructura: si los modos de Fourier de la variable hj son
hˆq =
1√
N
∑
j
eiqjhj , (3.6)
con q = 2pik/N , k = 0, 1, . . . , N−1, se define el factor de estructura como:
S(q) = 〈hˆqhˆ−q〉. (3.7)
A partir del factor de estructura se pueden calcular las dema´s magnitudes que es-
tudiaremos:
La rugosidad o anchura de la intercara:
w2 =
〈
1
N
N∑
i
[hi − h¯]2
〉
= 〈h2〉 − 〈h¯〉2 = 1
N
∑
q 6=0
S(q), (3.8)
donde h¯ es:
h¯ =
1
N
∑
j
hj , (3.9)
y h2:
h2 =
1
N
∑
j
h2j . (3.10)
A partir de la rugosidad podemos definir lo que se entiende por un fase plana y por
una fase rugosa. Una fase plana sera´ aquella en la que la rugosidad no dependa
del taman˜o del sistema. En una fase rugosa, la rugosidad depende del taman˜o del
sistema, y diverge cuando N →∞.
Funcio´n de correlacio´n del producto de alturas:
G(r) =
〈
1
N
∑
i
hr+ihi
〉
=
1
N
∑
q 6=0
S(q) cos(qr). (3.11)
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Funcio´n de correlacio´n de la diferencia de alturas:
C(r) =
〈
1
N
∑
i
[hr+i − hi]2
〉
=
2
N
∑
q 6=0
S(q) (1− cos(qr)) . (3.12)
A la vista de esto, podemos escribir:
C(r) = 2[w2 −G(r)]. (3.13)
3.3. Ecuacio´n de Langevin: aproximaciones analı´ticas
Un modelo para el estudio de la dina´mica inherente a un hamiltoniano H se
obtiene a partir de la ecuacio´n de Langevin asociada. El estudio de la dina´mica
de Langevin ha sido ampliamente utilizado en problemas similares al que estamos
estudiando con buenos resultados (Falo et al. 1991; Sa´nchez et al. 1995a; Sa´nchez
et al. 1995b; Sa´nchez et al. 2000). Para un hamiltoniano como el que estamos
estudiando, la evolucio´n temporal de las variables hi(t) se modela con la siguiente
ecuacio´n de Langevin:
dhi(t)
dt
= − δH
δhi(t)
+ ηi(t), (3.14)
donde ηi(t) es un ruido blanco gaussiano de media cero y correlaciones dadas por
el teorema de fluctuacio´n-disipacio´n,
〈ηi(t)ηj(t′)〉 = 2Tδi,jδ(t− t′), (3.15)
donde T es la temperatura del sistema, 〈· · · 〉 indica media te´rmica, y la constante
de Boltzmann se ha tomado como kB = 1. Esto equivale a absorber la constante
de Boltzmann dentro de la definicio´n de la temperatura; el convenio kB = 1 sera´ el
que seguiremos de aquı´ en adelante. Para nuestro hamiltoniano (3.3), la ecuacio´n
de Langevin es:
dhi(t)
dt
= J{hi+1(t)− 2hi(t) + hi−1(t)} − V0 sin[hi(t)] + ηi(t). (3.16)
E´sta es una ecuacio´n diferencial estoca´stica en la que la parte dentro de las llaves es
la forma discretizada del laplaciano de hi(t),∇2h. Se puede simplificar la ecuacio´n
haciendo la constante de acoplamiento J = 1. Esto puede hacerse siempre, sin
pe´rdida de generalidad, reescalando los distintos para´metros de la ecuacio´n de la
siguiente manera:
t′ = Jt,
V ′0 =
V0
J
,
η′ =
η
J
⇒ T ′ = T
J2
. (3.17)
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Prescindiendo de las tildes, la forma que usaremos de aquı´ en adelante de la ecua-
cio´n (3.16) es:
dhi(t)
dt
= {hi+1(t)− 2hi(t) + hi−1(t)} − V0 sin[hi(t)] + ηi(t). (3.18)
Esta ecuacio´n se puede integrar nume´ricamente. Una vez la evolucio´n temporal al-
canza el equilibrio, se puede realizar estadı´stica para calcular cualquier magnitud
de intere´s. Se ha hecho esto utilizando como me´todo de integracio´n un me´todo de
Heun (San Miguel y Toral 1999). Los resultados obtenidos son en todo compati-
bles con los que se detallara´n ma´s adelante obtenidos a partir de simulaciones de
Monte Carlo. Sin embargo, el estudio por medio de simulaciones de Monte Car-
lo demostro´ ser ma´s eficiente y robusto para este problema, por lo que el estudio
por medio de la integracio´n nume´rica de la ecuacio´n (3.18) se abandono´ antes de
tener resultados tan completos como los que se expondra´n para las simulaciones
de Monte Carlo. Por lo tanto, por no an˜adir nada nuevo sobre lo que mostrara´n
las simulaciones de Monte Carlo, y por no haber llegado el estudio a un punto tan
completo, no se mostrara´ el resultado de estos ca´lculos.
La integracio´n analı´tica de la ecuacio´n (3.18) se ve dificultada por el cara´cter
no lineal de la ecuacio´n, debido a la presencia del te´rmino V0 sin[hi(t)]. La u´nica
forma entonces de obtener informacio´n analı´tica de la ecuacio´n es por medio de
aproximaciones que nos permitan linealizarla de alguna forma razonable. Sera´ im-
portante determinar el rango de validez de estas aproximaciones para que la infor-
macio´n obtenida de ellas sea de utilidad.
3.3.1. Aproximacio´n de bajas temperaturas
A temperaturas suficientemente bajas (T ¿ V0), el te´rmino de fluctuaciones
te´rmicas ηi(t) es mucho menor que el potencial representado por el te´rmino del
seno, y es una buena aproximacio´n considerar que las fluctuaciones son insuficien-
tes para sacar cada hi(t) del pozo del potencial en el que se encuentre (esto es,
de las regiones cercanas a los mu´ltiplos enteros de 2pi, que son los mı´nimos de
[1−cos(hi)]). A T = 0 el estado fundamental del sistema, infinitamente degenera-
do, es aquel en el que todas las hi tienen el mismo valor, que ha de ser un mu´ltiplo
entero de 2pi. Por ello, es una aproximacio´n razonable suponer que a bajas tempe-
raturas todos los hi toman valores en un u´nico periodo del potencial, esto es, en un
u´nico pozo de [1− cos(hi)]. Una observacio´n interesante es que si todas las alturas
toman valores en un intervalo de anchura pi, la rugosidad (anchura de la intercara)
no puede presentar una divergencia, por lo que la aproximacio´n lleva implı´cito el
resultado que se obtendra´ a partir de ella: que la fase descrita es plana.
Si todas las variables hi toman valores cerca de un mismo mı´nimo del poten-
cial (consideraremos, sin pe´rdida de generalidad, el mı´nimo hi = 0), podemos
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considerar una buena aproximacio´n el desarrollo en primer orden del potencial,
1− cos(hi) ' h2i +O(h4i ). Por el hecho de sustituir el potencial con forma de co-
seno por una para´bola, llamaremos a veces a esta aproximacio´n aproximacio´n pa-
rabo´lica. Introduciendo esta aproximacio´n del potencial en el hamiltoniano (3.3),
la correspondiente ecuacio´n de Langevin (que se obtendrı´a tambie´n desarrollando
a primer orden el seno en la ecuacio´n (3.18)) es:
dhi(t)
dt
= {hi+1(t)− 2hi(t) + hi−1(t)} − V0hi(t) + ηi(t)
⇒ h˙i(t) = {hi+1(t)− (2 + V0)hi(t) + hi−1(t)}+ ηi(t). (3.19)
Esta ecuacio´n diferencial estoca´stica es lineal, y por lo tanto podemos integrarla.
Para ello, utilizamos la transformada de Fourier de la ecuacio´n (eliminamos la
dependencia explı´cita en t para aligerar la notacio´n):
1√
N
∑
j
eiqj h˙j =
1√
N
∑
j
eiqj [{hj+1 − (2 + V0)hj + hj−1}+ ηj ]
⇒ ˙ˆhq = 1√
N
∑
j
eiqj [{hj+1 − (2 + V0)hj + hj−1}+ ηj ] . (3.20)
La transformada de la parte entre llaves es:
e−iq
1√
N
∑
j
eiq(j+1)hj+1 + e
iq 1√
N
∑
j
eiq(j−1)hj−1 − (2 + V0)hˆq
=
[(
e−iq + eiq
)− (2 + V0)] hˆq = [2 cos(q)− (2 + V0)] hˆq. (3.21)
La transformada del ruido blanco gaussiano ηj(t) es el ruido ηˆq(t), cuyas pro-
piedades se obtienen a partir de las de ηj(t):
〈ηˆq(t)〉 =
〈
1√
N
∑
j
eiqjηj(t)
〉
=
1√
N
∑
j
eiqj〈ηj(t)〉 = 0, (3.22)
〈ηˆq(t)ηˆq′(t′)〉 =
〈 1√
N
∑
j
eiqjηj(t)
 1√
N
∑
j′
eiq
′j′ηj′(t
′)
〉 . (3.23)
En esta expresio´n, el resultado de multiplicar te´rminos de ambos sumandos entre
sı´ que tengan j 6= j ′ da contribucio´n nula debido a que 〈ηjηj′〉 = 0 cuando j 6= j ′.
Por lo tanto, 〈ηˆq(t)ηˆq′(t′)〉 se simplifica a:
〈ηˆq(t)ηˆq′(t′)〉 =
〈
1
N
∑
j
ei(q+q
′)jηj(t)ηj(t
′)
〉
=
1
N
∑
j
ei(q+q
′)j〈ηj(t)ηj(t′)〉 = 1
N
∑
j
ei(q+q
′)j2Tδ(t− t′)
= 2Tδ(t− t′)
 1N ∑
j
ei(q+q
′)j
 = 2Tδ(t− t′)δq,−q′ . (3.24)
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Por lo tanto, ηˆq(t) es un ruido con media nula y correlaciones:
〈ηˆq(t)ηˆq′(t′)〉 = 2Tδq,−q′δ(t− t′). (3.25)
Ası´, utilizando la identidad cos(x) − 1 = −2 sin2(x/2), la ecuacio´n (3.20)
finalmente queda de la forma:
˙ˆ
hq = −
[
4 sin2
(q
2
)
+ V0
]
hˆq + ηˆq. (3.26)
Esta es la ecuacio´n que verifica cada uno de los modos de Fourier, que como se ve
son totalmente independientes unos de otros. Es una ecuacio´n diferencial estoca´sti-
ca de la forma:
∂hˆq
∂t
= −ωqhˆq + ηˆq. (3.27)
ωq es la relacio´n de dispersio´n lineal, que en este caso vale:
ωq = 4 sin
2
(q
2
)
+ V0. (3.28)
Suponiendo condiciones iniciales nulas (hi(0) = 0), lo cual no resta generalidad
porque estamos interesados en el comportamiento en el equilibrio termodina´mico,
por lo que se acabara´ tomando el lı´mite t→∞, la solucio´n exacta de una ecuacio´n
de este tipo es (Gardiner 1985; Moro 1999; San Miguel y Toral 1999):
hˆq = e
−ωqt
∫ t
0
eωqsdWq(s); (3.29)
donde Wq(t) es un proceso de Wiener (por lo tanto, con media cero) que verifica:
〈Wq(t)Wq′(t′)〉 = 2Tδq,−q′min(t, t′). (3.30)
A partir de esta solucio´n de la ecuacio´n se puede calcular el factor de estructura:
S(q) = 〈hˆqhˆ−q〉 =
〈(
e−ωqt
∫ t
0
eωqsdWq(s)
)(
e−ω−qt
′
∫ t′
0
eω−qs
′
dW−q(s′)
)〉
= e−ωqte−ω−qt
′
∫ t
0
∫ t′
0
eωqseω−qs
′〈dWq(s)dW−q(s′)〉; (3.31)
〈dWq(s)dW−q(s′)〉 = d{2Tδq,−q′min(s, s′)} = 2Tδq,−q′d{min(s, s′)}
= 2Tδq,−q′δ(s
′ − s)ds. (3.32)
En esta u´ltima expresio´n el diferencial se podrı´a haber tomado respecto a s′, el
resultado al sustituir en (3.31) es el mismo:
S(q) = e−2ωqt2T
∫ t
0
e2ωqsds = T
1− e−2ωqt
ωq
. (3.33)
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Esta forma del factor de estructura es comu´n para cualquier ecuacio´n diferencial
estoca´stica de la forma (3.27) y va´lida para toda funcio´n ωq. En el caso que nos
interesa, con ωq dada por (3.28) y en el re´gimen de equilibrio te´rmico (t → ∞)
obtenemos la siguiente expresio´n para el factor de estructura:
S(q) =
T
ωq
=
T
4 sin2
( q
2
)
+ V0
. (3.34)
A partir del factor de estructura, podemos calcular la expresio´n del resto de
magnitudes de intere´s en esta aproximacio´n:
w2 =
1
N
∑
q 6=0
S(q) =
1
N
∑
q 6=0
T
4 sin2
( q
2
)
+ V0
=
T
N
N−1∑
k=1
1
4 sin2
(
pik
N
)
+ V0
.
(3.35)
Llamando x = pik/N , el incremento entre valores consecutivos de esta variable es
∆x = pi/N . En el lı´mite en el que N →∞, ∆x→ 0 y se puede sustituir la suma
por una integral,
∑ ≈ 1∆x ∫ :
w2 ≈ N
pi
T
N
∫ pi
0
1
4 sin2(x) + V0
dx =
T√
(2 + V0)2 − 4
. (3.36)
Esta expresio´n de la rugosidad no depende del taman˜o del sistema, N , y por lo
tanto en esta aproximacio´n la intercara descrita por el modelo es plana. Puede
observarse que en el caso de ausencia de potencial, V0 = 0, la expresio´n de la
rugosidad diverge: la intercara serı´a rugosa.
La funcio´n de correlacio´n del producto de alturas vale:
G(r) =
1
N
∑
q
S(q) cos(qr) =
T
N
N−1∑
k=1
cos(2pikN r)
4 sin2
(
pik
N
)
+ V0
=
T
N
N−1∑
k=1
cos(2pikN r)
2 + V0 − 2 cos
(
2pik
N
) . (3.37)
Tomando x = 2pik/N , ∆x = 2pi/N , y cuando N À 1 se puede sustituir la suma
de nuevo por una integral:
G(r) =
N
2pi
T
N
∫ 2pi
0
cos(xr)
2 + V0 − 2 cos(x)dx
=
T√
(2 + V0)2 − 4
2 + V0
2
1−
√
1−
(
2
2 + V0
)2 r (3.38)
Se puede demostrar que
l´ım
r→∞
G(r) = 0. (3.39)
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Para ello basta con demostrar que toda la parte que esta´ elevada a r en (3.38) es
menor que 1 para cualquier V0. Como V0 > 0, definimos x = 2/(2 + V0), con
0 < x < 1, y entonces se quiere demostrar:
x−1(1−
√
1− x2) < 1 ⇒
√
1− x2 > 1− x⇒ x > x2, (3.40)
y esto u´ltimo esta´ asegurado por el hecho de que x < 1. Por lo tanto, queda de-
mostrado el lı´mite (3.39).
A partir de las expresiones de la rugosidad y la funcio´n de correlacio´n del
producto de alturas, se obtiene inmediatamente la funcio´n de correlacio´n de la di-
ferencia de alturas por medio de la fo´rmula (3.13):
C(r) =
2T√
(2 + V0)2 − 4
1−
2 + V0
2
1−
√
1−
(
2
2 + V0
)2 r .
(3.41)
A partir de (3.39), es inmediato comprobar que para valores grandes de r, C(r)
tiene como valor asinto´tico:
l´ım
r→∞
C(r) = 2w2 =
2T√
(2 + V0)2 − 4
. (3.42)
Finalmente, a partir del factor de estructura se puede calcular tambie´n la energı´a
media por nodo (Moro 1999). De acuerdo con el teorema de equiparticio´n de la
energı´a (Huang 1987) se obtiene:
e =
1
2N
∑
q
ωqS(q) =
T
2
, (3.43)
y, a partir de ahı´, el calor especı´fico:
c =
∂e
∂T
=
1
2
. (3.44)
En (Schneider y Stoll 1980) se calculan correcciones mayores de la energı´a media
y el calor especı´fico introduciendo te´rminos anarmo´nicos en la pseudo ecuacio´n de
Schro¨dinger del modelo. En unidades de J = 1, el resultado es:
e =
T
2
+ 2V0
( T
8V
1/2
0
)2
+
(
T
8V
1/2
0
)3
+ . . .
 , (3.45)
c =
1
2
+ 2V0
 2T(
8V
1/2
0
)2 + 3T 2(
8V
1/2
0
)3 + . . .
 . (3.46)
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3.3.2. Aproximacio´n de altas temperaturas
A temperaturas suficientemente altas (T À V0) el te´rmino de fluctuaciones
te´rmicas ηi(t) es mucho mayor que el te´rmino del potencial V0 sin[hi(t)]. Por lo
tanto, una aproximacio´n razonable es despreciar el te´rmino del seno. Argumentos
procedentes de ca´lculos del Grupo de Renormalizacio´n (Weeks y Gilmer 1979;
Weeks 1980) ası´ lo indican tambie´n. La ecuacio´n resultante es conocida como la
ecuacio´n de Edwards-Wilkinson (Edwards y Wilkinson 1982):
dhi(t)
dt
= {hi+1(t)− 2hi(t) + hi−1(t)}+ ηi(t). (3.47)
Una solucio´n detallada de esta ecuacio´n se encuentra en (Moro 1999) (ve´ase tam-
bie´n (Sa´nchez et al. 2000)); haciendo V0 = 0 en la expresio´n para el factor de
estructura del apartado anterior y operando se pueden obtener tambie´n las expre-
siones para las distintas magnitudes. Estas son:
e =
T
2
, (3.48)
c =
1
2
, (3.49)
S(q) =
T
4 sin2(q/2)
, (3.50)
w2(N) =
TN
12
(
1− 1
N2
)
, (3.51)
G(r) ' TN
12
− T
2
r
(
1− r
N
)
, (3.52)
C(r) ' Tr
(
1− r
N
)
. (3.53)
Vemos que para taman˜os del sistema N suficientemente grandes, la rugosidad cre-
ce linealmente con el taman˜o del sistema. Esto significa que la fase descrita por
la ecuacio´n de Edwards-Wilkinson es rugosa. Hemos visto que para bajas tempe-
raturas, la aproximacio´n parabo´lica predice una fase plana. Esto implica que, de
ser correctas ambas aproximaciones, deberı´a haber una transicio´n de fase entre una
fase plana a bajas temperaturas y una rugosa a altas. Sin embargo, el hamiltonia-
no (3.3) pertenece a la clase de modelos para los que el formalismo del operador
de transferencia desarrollado en el apartado 2.3.6 prohibe una transicio´n de fase.
Veremos que ambas aproximaciones son buenas descripciones del modelo para sis-
temas finitos; sin embargo, la hipo´tesis de la aproximacio´n de bajas temperaturas,
que todas las alturas hi esta´n en el mismo pozo del potencial, resulta falsa en el
lı´mite termodina´mico N →∞. Esto esta´ relacionado con el argumento de Landau
(Landau y Lifshitz 1980) acerca de las transiciones de fase en una dimensio´n: si en
nuestro modelo consideramos el estar en cada pozo del potencial como un estado
diferente, hay una barrera energe´tica (o pared de dominio) entre dos pozos diferen-
tes, y segu´n Landau debemos tener infinitas paredes de dominio (que en nuestro
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modelo son escalones) en el lı´mite termodina´mico. Este argumento no es riguroso,
y, en general, no tiene porque´ ser cierto (Cuesta y Sa´nchez 2004), pero en el caso
que nos ocupa, sirve como explicacio´n cualitativa de lo que ocurre.
Una u´ltima aclaracio´n. La fı´sica del problema es invariante bajo cambio del
origen de energı´as, por ejemplo al sumarle una constante al hamiltoniano. Esto
significa que las expresiones dadas para la energı´a media deben entenderse mo´du-
lo la posible adicio´n de una constante. En particular, la expresio´n para temperaturas
altas es va´lida sin adicio´n de constantes para el modelo de Edwards-Wilkinson. Sin
embargo, la fı´sica que ocurre a temperaturas menores en el modelo de sine-Gordon
tiene un efecto equivalente a variar el origen de energı´as del modelo de Edwards-
Wilkinson, con lo que esperamos que en nuestro caso la fo´rmula para la energı´a
media (3.48) describa correctamente la pendiente de la energı´a en nuestro modelo,
pero que sea necesario an˜adir un te´rmino constante para tener en cuenta el cambio
en el origen de energı´as.
3.4. Simulaciones nume´ricas
Las aproximaciones analı´ticas presentadas anteriormente no son suficientes pa-
ra describir de forma satisfactoria el modelo que estamos estudiando. En primer
lugar, porque su validez esta´ restringida a rangos de temperaturas limitados, exclu-
yendo explı´citamente el re´gimen ma´s interesante, el de temperaturas intermedias.
En segundo lugar, au´n en las temperaturas en que se espera que estas aproximacio-
nes resulten va´lidas, sus resultados se apoyan en hipo´tesis que es necesario com-
probar para asegurar su aplicabilidad. A falta de una solucio´n analı´tica completa
del modelo, recurrimos a simulaciones nume´ricas para poder describir la fı´sica del
modelo y comprobar la validez de los resultados de la seccio´n anterior.
Para ello hemos realizado simulaciones de Monte Carlo del modelo descrito
por el hamiltoniano (3.3), utilizando el algoritmo de templado paralelo descrito en
la seccio´n 2.2.5. Para simular cada una de las re´plicas individualmente, se ha uti-
lizado el algoritmo de ban˜o te´rmico descrito en la seccio´n 2.2.4. Como se dijo en
la descripcio´n del algoritmo de templado paralelo, so´lo se necesita una condicio´n
inicial para la re´plica a ma´s alta temperatura; como e´sta termaliza ra´pidamente, la
consecuencia es que el efecto de la condicio´n inicial sobre el resultado de la simu-
lacio´n es nulo, como se ha comprobado trabajando con todo tipo de condiciones
iniciales. Los para´metros del modelo utilizados en la simulacio´n han sido J = 1
y V0 = 1. Se han realizado tambie´n simulaciones con diferentes valores de V0,
encontrando exactamente el mismo comportamiento cualitativo, con variacio´n del
rango de temperaturas en el que se observan los feno´menos. Tambie´n se han rea-
lizado algunas simulaciones integrando nume´ricamente con el me´todo de Heun la
ecuacio´n diferencial estoca´stica (3.18). Sus resultados coinciden con las simulacio-
nes de Monte Carlo, y al no an˜adir ninguna informacio´n nueva, no se reproducen
en esta memoria, aunque es importante sen˜alar el respaldo que supone para nues-
tros resultados el que se obtengan independientemente utilizando dos me´todos tan
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Figura 3.1: Energı´a media en funcio´n de la temperatura del modelo definido por el
hamiltoniano (3.3) para tres taman˜os diferentes del sistema (indicados en la figura).
Las barras de error son menores que el taman˜o de los sı´mbolos. Para comparacio´n,
se muestran las predicciones de las aproximaciones analı´ticas de las ecuaciones
(3.43), (3.45) y (3.48).
diferentes. Las simulaciones de Monte Carlo se han realizado con sistemas de dife-
rentes taman˜os: N = 50, 125, 250, 500, 1000, 2000. Se ha simulado tambie´n, con
resultado satisfactorio, un sistema de taman˜o N = 4000, aunque no se muestran
aquı´ sus resultados por ser su estadı´stica ma´s pobre que la del resto de simulaciones
presentadas. No se ha promediado entre resultados de diferentes simulaciones de
un mismo taman˜o: la te´cnica de templado paralelo hace que esto no sea tan nece-
sario al ser ya sus resultados el producto de un promedio entre diferentes re´plicas.
Sı´ se han hecho, sin embargo, diferentes simulaciones de cada uno de los taman˜os
del sistema, comprobando que los resultados coinciden entre distintas simulacio-
nes. El intervalo de temperaturas simulado ha sido el comprendido entre T = 6
y T < 0.1 (se explico´ en el apartado 2.2.5 que la temperatura ma´s baja simulada
esta´ siempre por debajo de una cota establecida, que en este caso es T = 0.1); en
nuestras unidades la constante de Boltzmann vale 1 y la temperatura esta´ dada en
unidades de J2 (ecuacio´n [3.17]). El intervalo de temperatura entre cada re´plica de
cada simulacio´n es variable, como se explico´ en la seccio´n 2.2.5, aunque menor
cuanto mayor es el taman˜o del sistema simulado, como muestra la ecuacio´n (2.55).
En particular, para las simulaciones cuyos resultados se presentan, se ha necesitado
el siguiente nu´mero de re´plicas para cada taman˜o del sistema: para N = 2000, 118
re´plicas; para N = 1000, 84 re´plicas; para N = 500, 59 re´plicas; para N = 250,
42 re´plicas; para N = 125, 29 re´plicas; y para N = 50, 19 re´plicas. Se ve que
los sistemas ma´s pequen˜os no pueden proporcionar una descripcio´n muy detallada
del comportamiento del sistema; a ello se an˜ade que en ellos los efectos de taman˜o
finito son muy acusados. Pero son esos mismos efectos los que van a presentar
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Figura 3.2: Calor especı´fico en funcio´n de la temperatura del modelo definido por el
hamiltoniano (3.3) para tres taman˜os diferentes del sistema (indicados en la figura).
Las barras de error son menores que el taman˜o de los sı´mbolos. Para comparacio´n,
se muestran las curvas obtenidas a partir de la derivacio´n nume´rica de la curva de la
energı´a media correspondiente a N=2000 y la curva obtenida a partir del operador
de transferencia (esto se explicara´ en la siguiente seccio´n). Se muestra tambie´n la
prediccio´n de la ecuacio´n (3.46).
mayor intere´s, y por ello hemos incluido sistemas de estos taman˜os en el trabajo.
En la figura 3.1 se muestra la energı´a media por nodo frente a la temperatura. El
resultado es el mismo para todos los taman˜os del sistema simulados (por sencillez,
no se muestran los resultados de los sistemas ma´s pequen˜os). Para temperaturas
menores que T ≈ 1, la prediccio´n de la aproximacio´n para bajas temperaturas
(ecuacio´n (3.43)) funciona bien; la ecuacio´n (3.45) supone una mejora en la apro-
ximacio´n, como era de esperar. Para temperaturas altas (T & 4) la pendiente de
la energı´a es la predicha por el modelo de Edwards-Wilkinson (ecuacio´n (3.48)).
Hay un cambio respecto al valor de la energı´a a T = 0 del modelo de Edwards-
Wilkinson, debido al ra´pido aumento de la energı´a en la regio´n entre T ≈ 1.5 y
T ≈ 3. Esto no merma la validez de la aproximacio´n, que en su regio´n de validez
describe correctamente el comportamiento de la energı´a (a la que siempre es posi-
ble sumar o restar una constante variando el origen de energı´as sin alterar la fı´sica
del sistema).
En la figura 3.2 se muestra el calor especı´fico por nodo frente a la temperatura.
Tanto cuando T → 0 como cuando T → ∞, c → 0.5, como predicen las ecua-
ciones (3.44) y (3.49). El calor especı´fico ha sido calculado en las simulaciones
a partir de las fluctuaciones de la energı´a utilizando la fo´rmula (2.15). Se mues-
tra tambie´n en la figura el calor especı´fico obtenido como derivada nume´rica de la
curva de la energı´a media en la figura 3.1 para la simulacio´n de N = 2000. La per-
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Figura 3.3: Tres configuraciones tı´picas del sistema a tres temperaturas distintas,
indicadas en la figura. No´tese la diferente escala en el eje vertical (alturas) en las
tres gra´ficas.
fecta concordancia entre ambas curvas es una sen˜al de que el sistema estaba bien
termalizado al tomar las medidas y de que la estadı´stica tomada (descrita en la sec-
cio´n 2.2.5) es suficiente. Se muestra tambie´n la curva del calor especı´fico obtenida
a partir del ca´lculo nume´rico de los autovalores del operador de transferencia del
modelo; sobre esto se hablara´ en la seccio´n siguiente.
La caracterı´stica que ma´s llama la atencio´n de la curva del calor especı´fico es
el pico que presenta en T ≈ 1.76. A partir de soluciones nume´ricas del opera-
dor de transferencia del modelo y consideraciones surgidas de su pseudo ecuacio´n
de Schro¨dinger, en la referencia (Schneider y Stoll 1980) se llega a la siguiente
fo´rmula para la temperatura a la que se encuentra el pico del calor especı´fico:
Tmax =
8
√
JV0
4.52
, (3.54)
que para los para´metros J = 1 y V0 = 1 predice un valor de Tmax = 1.77, en
excelente acuerdo con nuestro resultado. Simulaciones que hemos realizado con
diferentes valores de V0 satisfacen tambie´n la relacio´n (3.54).
Este pico no esta´ relacionado con una transicio´n de fase, sino que se trata de
una anomalı´a de tipo Schottky (Goldenfeld 1992; Sa´nchez et al. 2000) del calor
especı´fico. E´sta se produce por el aumento de la energı´a del sistema asociado a
la aparicio´n de escalones (kinks en ingle´s) en la configuracio´n de las intercaras del
sistema. En la figura 3.3 vemos tres configuraciones del sistema a tres temperaturas
distintas (T = 0.17, T = 1.37 y T = 6.0). A temperaturas bajas las fluctuaciones
te´rmicas no son suficientes para producir escalones, por lo que todas las alturas del
sistema esta´n atrapadas dentro de un u´nico pozo del potencial en forma de coseno.
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A temperaturas mayores (alrededor de T ≈ 1) las fluctuaciones te´rmicas empie-
zan a ser suficientes para producir la presencia de escalones en vez de aumentar la
temperatura. En esta memoria se esta´ trabajando sobre la ecuacio´n de sine-Gordon
definida sobre una red unidimensional, pero cuando la ecuacio´n se define sobre un
continuo, admite como solucio´n excitaciones no lineales con forma de escalones.
Estos escalones son un tipo de solito´n, con una energı´a finita bien definida. Los
escalones que aparecen en nuestro estudio son la reminiscencia sobre la red de es-
tas soluciones que aparecen en el modelo continuo, y tienen tambie´n una energı´a
bien definida [cuyo valor en el caso continuo es 8 en las unidades que estamos
utilizando (Schneider y Stoll 1980)] que hace la presencia de estas excitaciones
muy improbable a bajas temperaturas. Cuando la temperatura es suficiente para
que aparezcan, su contribucio´n a la energı´a total del sistema hace que e´sta aumente
de forma ma´s ra´pida con la temperatura a medida que se forman ma´s y ma´s esca-
lones al aumentar e´sta. Este proceso es el responsable del aumento acelerado de la
energı´a que produce el aumento del calor especı´fico entre T ≈ 1 y T = 1.76. En la
figura 3.3 se ve un ejemplo de configuracio´n con la temperatura en este rango. Los
valores de las alturas se distribuyen alrededor de los mu´ltiplos enteros de 2pi, con
escalones cuando la altura pasa de estar de un pozo del potencial a otro. A partir
de la temperatura del ma´ximo del calor especı´fico, los escalones van teniendo cada
vez menos importancia en la fı´sica del sistema. Las fluctuaciones te´rmicas son tan
grandes que permiten a las alturas ignorar en buena medida el efecto del potencial.
Finalmente, e´ste se vuelve despreciable. En la configuracio´n a T = 6.0 ya no se
observan escalones: la intercara se comporta como si efectivamente so´lo actuase la
tensio´n superficial. De hecho, las caracterı´sticas estadı´sticas de esta intercara son
las mismas que las del movimiento puramente difusivo de una partı´cula browniana.
La figura 3.2 muestra tambie´n la prediccio´n de la ecuacio´n (3.46). Esta fo´rmu-
la se obtiene en (Schneider y Stoll 1980) incluyendo te´rminos anarmo´nicos en la
aproximacio´n parabo´lica y estudiando la pseudo ecuacio´n de Schro¨dinger corres-
pondiente. Esta aproximacio´n no tiene en cuenta el efecto de los escalones (que
esta´ fuera del alcance de la teorı´a de perturbaciones); por lo tanto su validez esta´ li-
mitada a la regio´n en la que no hay escalones, T . 1. Sin embargo, esta ecuacio´n
predice un comportamiento creciente del calor especı´fico a bajas temperaturas, con
c = 0.5 para T = 0. Esto, junto con la prediccio´n c→ 0.5 cuando T →∞ (ecua-
cio´n (3.49)), ya nos indicaba que en algu´n lugar intermedio el calor especı´fico debı´a
alcanzar al menos un ma´ximo.
En la figura 3.4 se muestra la rugosidad al cuadrado escalada por el taman˜o
del sistema, para todos los taman˜os del sistema considerados. Durante las simula-
ciones, la rugosidad se ha calculado directamente a partir de la expresio´n que la
define como la fluctuacio´n cuadra´tica media de las alturas (3.8). Se ha comproba-
do despue´s que calcula´ndola a partir del factor de estructura (3.7) el resultado es
exactamente el mismo, como debe ocurrir.
A temperaturas altas la rugosidad al cuadrado depende linealmente del taman˜o
del sistema, tal y como predice asinto´ticamente la fo´rmula (3.51): w2 = TN/12.
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Figura 3.4: Rugosidad al cuadrado dividida entre el taman˜o del sistema en fun-
cio´n de la temperatura para varios taman˜os del sistema (indicados en la figura).
Se muestran las barras de error de una de las simulaciones como ejemplo; excepto
para las temperaturas ma´s altas, e´stas son menores que los sı´mbolos utilizados. La
lı´nea punteada es la prediccio´n de la ecuacio´n (3.51). Recuadro: rugosidad al cua-
drado en la regio´n de bajas temperaturas. La lı´nea a trazos es la prediccio´n de la
ecuacio´n (3.36).
Esto significa que en este re´gimen de temperaturas el sistema esta´ en una fase
rugosa.
En el recuadro interno de la figura se muestra la rugosidad al cuadrado, sin
dividirla entre el taman˜o del sistema, en la regio´n de bajas temperaturas. Se ve que
aquı´ no depende del taman˜o del sistema, y para T . 0.8 la rugosidad de todos
los sistemas es la misma y coinciden con la prediccio´n para bajas temperaturas,
ecuacio´n (3.36). Esto indicarı´a que, por debajo de T ≈ 0.8, el sistema estarı´a en
una fase plana.
En las figuras 3.5 y 3.6 se muestra el factor de estructura dividido entre la tem-
peratura para todas las re´plicas de la simulacio´n del sistema de taman˜o N = 1000,
y so´lo para unas pocas de ellas, respectivamente. El resto de taman˜os del sistema
producen resultados cualitativamente iguales (la coincidencia es total teniendo en
cuenta que el rango de definicio´n del nu´mero de onda, q, depende del taman˜o del
sistema,N ), y por lo tanto no se muestran. A partir del factor de estructura se calcu-
la la funcio´n de correlacio´n de la diferencia de alturas a trave´s de la fo´rmula (3.12).
La relacio´n entre ambas magnitudes es directa, y la informacio´n que contienen, la
misma. A pesar de que lo que medimos directamente en la simulacio´n es el factor
de estructura (que tambie´n suele ser la informacio´n accesible directamente en los
experimentos), en esta memoria discutiremos los resultados de las simulaciones a
partir de la funcio´n de correlacio´n de la diferencia de alturas. Hemos mostrado en
esta primera ocasio´n el factor de estructura como ejemplo, de aquı´ en adelante, lo
omitiremos y procederemos directamente al estudio del la funcio´n de correlacio´n.
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Figura 3.5: Factor de estructura dividido entre la temperatura frente a q para to-
das las temperaturas simuladas del hamiltoniano (3.3) con taman˜o N = 1000. Las
temperaturas correspondientes a cada curva descienden de arriba a abajo desde
T = 6.0 hasta T = 0.0956. La flecha superior sen˜ala el comienzo de la curva
correspondiente a T = 2.56, la inferior, la de T = 0.64. Se han incluido algunas
de las barras de error de la curva correspondiente a T = 1.31, de anchura tı´pi-
ca. Se muestran tambie´n las predicciones de las ecuaciones (3.34) (aproximacio´n
parabo´lica) y (3.50) (Edwards-Wilkinson).
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Figura 3.6: Igual que la figura 3.5, pero so´lo se muestran las curvas correspondien-
tes a algunas temperaturas. De abajo a arriba, las temperaturas correspondientes a
las curvas son: T = 0.096, 0.64, 0.77, 0.85, 0.94, 1.04, 1.24, 1.48, 1.90, 2.56, 6.00.
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Figura 3.7: Funcio´n de correlacio´n de la diferencia de alturas dividida entre la
temperatura frente a r normalizada por el taman˜o del sistema. Las indicaciones
son las mismas que en la figura 3.5, salvo que en este caso la curva sen˜alada por
la flecha inferior corresponde a T = 0.77. De nuevo se muestran las predicciones
analı´ticas: aproximacio´n parabo´lica (3.41) y Edwards-Wilkinson (3.53).
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Figura 3.8: Igual que la figura 3.7, pero so´lo se muestran las curvas correspondien-
tes a algunas temperaturas. De abajo a arriba, las temperaturas correspondientes a
las curvas son: T = 0.096, 0.64, 0.77, 0.85, 0.94, 1.04, 1.24, 1.48, 1.90, 2.56, 6.00.
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En las figuras 3.7 y 3.8 se muestra la funcio´n de correlacio´n de la diferencia
de alturas dividida entre la temperatura; de nuevo se muestra para todas las tempe-
raturas resultantes de la simulacio´n con N = 1000 y restringie´ndonos so´lo a unas
pocas temperaturas, respectivamente. A altas temperaturas (a partir de la gra´fica se
ve que para T & 2.56) la funcio´n de correlacio´n tiende asinto´ticamente al valor pre-
dicho por el modelo de Edwards-Wilkinson (ecuacio´n (3.53)), lo que implica una
fase rugosa. Sin embargo, a bajas temperaturas (T . 0.8), la tendencia es hacia la
prediccio´n de la aproximacio´n parabo´lica (ecuacio´n (3.41)), lo que, como ya vimos
con la rugosidad, conlleva que a estas temperaturas el sistema debe encontrarse en
una fase plana. Por lo tanto, todos los indicios procedentes de las simulaciones y
de las aproximaciones analı´ticas parecen indicar la presencia de una transicio´n de
fase plano-rugosa a una temperatura T ∗ ≈ 0.8. Sin embargo, sabemos que tal tran-
sicio´n esta´ prohibida por el teorema expuesto en el apartado 2.3.6. En la seccio´n
siguiente, utilizando el formalismo del operador de transferencia, veremos co´mo
reconciliar lo que dice el teorema con el resultado de las simulaciones de Monte
Carlo.
3.5. Operador de transferencia
Para estudiar nume´ricamente nuestro modelo utilizando el formalismo del ope-
rador de transferencia para modelos con potenciales perio´dicos descrito en el apar-
tado 2.3.6, reescalamos las variables hi un factor 2pi y escribimos el hamiltoniano
(3.3) de la siguiente forma:
H =
N∑
i=1
{
4pi2J
2
[hi+1 − hi]2 + V0[1− cos(2pihi)]
}
. (3.55)
De esta forma el periodo del potencial es 1, y se puede aplicar tal cual el formalis-
mo explicado en el apartado 2.3.6.
Se ha procedido a discretizar el operador de transferencia definido en la ecua-
cio´n (2.121) (haciendo desde el principio θ = 0) para el hamiltoniano (3.55). Se
han utilizado para ello matrices de taman˜o 2001 × 2001, y se han calculado los
autovalores y autofunciones mayores utilizando la edicio´n para estudiantes del
programa MATLAB. Salvo por la discretizacio´n del operador (y la precisio´n del
me´todo nume´rico utilizado para calcular el espectro de la matriz), este ca´lculo es
exacto. Dado que hay que definir una matriz y diagonalizarla para un cierto nu´mero
de temperaturas a fin de obtener la dependencia del autovalor con la temperatura
λmax(β), hemos comprobado con un nu´mero limitado de temperaturas que la uti-
lizacio´n de matrices mucho mayores (se ha llegado a 4001 × 4001) no cambia el
resultado, con lo que podemos estar razonablemente seguros de que los resultados
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Figura 3.9: Autofuncio´n al cuadrado tı´pica (normalizada de forma que sea de a´rea
unidad) del operador de transferencia del modelo (3.55) a una temperatura baja
(T = 0.8 en este caso). Recuadro: lo mismo en escala semilogarı´tmica, mostrando
que la autofuncio´n tiene los mı´nimos distintos de cero (0.014 en este caso) en
φ = −0.5 y φ = 0.5.
de este ca´lculo nume´rico son, a todos los efectos, exactos. Hemos repetido el ca´lcu-
lo tambie´n utilizando paquetes informa´ticos distintos de MATLAB, consiguiendo
el mismo resultado.
A partir del autovalor ma´ximo λmax(T ) calculado, se obtiene el calor especı´fi-
co intensivo aplicando las fo´rmulas (2.127), que nos proporciona la energı´a libre
por nodo, y (2.71), que nos da el calor especı´fico a partir de la energı´a libre. En
la figura 3.2 se represento´ el calor especı´fico ası´ obtenido junto al resultado de las
simulaciones de Monte Carlo. El acuerdo es perfecto, lo que aumenta la confianza
tanto en las simulaciones como en el ca´lculo nume´rico del operador de transferen-
cia.
En la figura 3.9 se muestra un ejemplo de mo´dulo al cuadrado de la autofun-
cio´n correspondiente al autovalor mayor del operador de transferencia del modelo.
Esta´ convenientemente normalizada de forma que represente correctamente una
probabilidad. Recordemos que esta funcio´n representa la densidad de probabilidad
de que las alturas tomen valores en un periodo del potencial. Esto es, limita´ndonos
a mirar en un u´nico periodo − 12 < φi ≤ 12 , esta funcio´n nos indica la densidad
de probabilidad de la variable φi definida en (2.115). Vemos en el recuadro de la
figura que el mı´nimo de esta densidad de probabilidad se localiza en los bordes del
intervalo de definicio´n, esto es, en los lugares en los que el potencial V (hi) tiene
sus ma´ximos. Esta observacio´n es general y se reproduce en todas las temperaturas.
Para que se produzca un escalo´n en el sistema, debe ocurrir que una altura pa-
se de estar en un periodo del potencial a otro vecino. Para ello ha de superar la
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Figura 3.10: Densidad de escalones estimada a partir de la probabilidad de que una
altura atraviese un ma´ximo del potencial en φ = ±1/2 (esto es, mı´nimo de |ϕ0|2
frente a T ). Las lı´neas horizontales corresponden a las inversas de los taman˜os
de los sistemas para los que se han realizado simulaciones de Monte Carlo. Para
comparacio´n, se muestra la fo´rmula aproximada (3.56). Recuadro: la misma curva
con el eje vertical extendido.
barrera de potencial que supone el ma´ximo de [1 − cos(2pihi)] en los valores se-
mienteros de hi. Como criterio para comparar la probabilidad de que esa barrera
sea atravesada a distintas temperaturas, y por lo tanto la probabilidad de forma-
cio´n de escalones a una temperatura dada, podemos tomar precisamente el valor
del mı´nimo de la autofuncio´n |ϕ0|2, que es la probabilidad de que una altura hi
este´ justo en el ma´ximo de potencial que marca la separacio´n entre dos pozos. Pero
esa probabilidad de formacio´n de un escalo´n en un sitio i dado admite tambie´n otra
interpretacio´n: la de densidad de escalones del sistema.
En la referencia (Schneider y Stoll 1981) se da la siguiente expresio´n para la
densidad de escalones:
nk =
√
64Jβ
piV0
e−8β . (3.56)
Esta fo´rmula procede de la aproximacio´n de considerar un gas ideal de escalones
(Currie et al. 1980), y es ma´s precisa cuanto menor es la densidad de escalones,
por lo tanto, cuando T → 0.
En la figura 3.10 se muestra el mı´nimo del mo´dulo al cuadrado de la autofun-
cio´n, |ϕ0|2, frente a la temperatura. Para reforzar su interpretacio´n como densidad
de escalones mostramos junto a ella la curva resultante de la ecuacio´n (3.56), que
es aproximada pero asinto´ticamente exacta cuando T → 0. Vemos que la curva
resultante de nuestro ca´lculo coincide asinto´ticamente con la de la ecuacio´n (3.56)
segu´n T → 0, lo que refuerza nuestra interpretacio´n de esta curva como la densi-
dad de escalones. Nuestra curva presenta la ventaja de que no procede de ninguna
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Figura 3.11: Rugosidad frente a la temperatura para distintos taman˜os del sistema
(de izquierda a derecha, N =2000, 1000, 500, 250, 125, 50). Las flechas marcan
la temperatura predicha por nuestro criterio basado en las autofunciones para cada
taman˜o del sistema. La recta que recorre la figura por debajo es la ecuacio´n 3.36,
que da la aproximacio´n de la rugosidad a bajas temperaturas. Recuadro: estimacio-
nes de T ∗ frente a 1/ logN . Los puntos proceden de nuestro criterio, la recta es un
ajuste lineal.
aproximacio´n: el ca´lculo hecho a partir del operador de transferencia ha sido exac-
to, salvo por la discretizacio´n necesaria para el ca´lculo nume´rico.
Como criterio para observar escalones en un sistema de taman˜o N , podemos
decir que estos aparecera´n en temperaturas tales que la densidad de escalones sea
mayor o igual que 1/N . Con esta densidad, el nu´mero medio de escalones del sis-
tema es precisamente 1, y lo podemos tomar como la densidad umbral. Por eso
en la figura 3.10 mostramos tambie´n la inversa de de los taman˜os del sistema para
los que hemos realizado simulaciones de Monte Carlo. Por debajo de la tempe-
ratura T ∗(N) en la que la densidad de escalones coincide con 1/N , vemos que
la densidad de escalones decae o´rdenes de magnitud en un rango muy pequen˜o
de temperaturas, lo que significa que observar escalones en sistemas finitos por
debajo de T ∗(N) tiene una probabilidad extremadamente baja. Y, lo que es ma´s,
la temperatura T ∗(N) sigue teniendo valores claramente distintos de cero incluso
para sistemas astrono´micamente grandes. En el recuadro interior de la figura 3.10
vemos que incluso para sistemas tan enormes como N = 1026, T ∗(1026) ≈ 0.12,
una temperatura finita y muy alejada au´n del lı´mite T ∗(∞) = 0.
En la figura 3.11 se muestra de nuevo la rugosidad al cuadrado frente a la tem-
peratura obtenida de las simulaciones de Monte Carlo para los distintos taman˜os
de sistema simulados. La regio´n de temperaturas mostrada es precisamente aquella
en la que las curvas de la rugosidad de los distintos taman˜os dejan de coincidir
entre ellas y la rugosidad pasa a depender de N . Se muestra tambie´n en la figura la
prediccio´n de la ecuacio´n (3.36) para la rugosidad a bajas temperaturas. Las flechas
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verticales sen˜alan las temperaturas T ∗(N) obtenidas a partir de nuestro ca´lculo del
operador de transferencia. Vemos que estas flechas sen˜alan con gran precisio´n la
temperatura en la que la rugosidad para cada N deja de mostrar un comportamien-
to plano, es decir, independiente de N , y pasa a depender de N . Esta observacio´n,
junto con la figura 3.10, explica toda la contradiccio´n observada entre las simula-
ciones y las aproximaciones analı´ticas, por un lado, y el teorema que prohibe la
transicio´n de fase en el modelo, por otro: efectivamente, en el lı´mite termodina´mi-
co (donde se aplica el teorema), hay una u´nica fase rugosa (T ∗(∞) = 0), y, por
lo tanto, no hay transicio´n de fase a temperaturas distintas de cero. Sin embargo,
para taman˜os finitos del sistema, existe una temperatura T ∗(N) distinta de cero
por debajo de la cual la probabilidad de que haya escalones es exponencialmente
pequen˜a, lo que en la pra´ctica significa que nunca se observan: a todos los efectos,
un sistema de taman˜o finito (por enorme que sea, recordemos, por ejemplo, que
T ∗(1026) ≈ 0.12) tendra´ dos fases: una plana a bajas temperaturas y una rugosa a
altas. Al paso entre una y otra lo hemos llamado transicio´n de fase aparente. La
temperatura a la que se produce esta transicio´n depende del taman˜o del sistema.
En el recuadro de la figura 3.11 se muestra la dependencia de T ∗ con N para los
taman˜os de sistema con los que se ha trabajado. El resultado expuesto en este re-
cuadro se entiende fa´cilmente da´ndose cuenta de que la formacio´n de escalones es
un feno´meno que necesita una energı´a de activacio´n, y por lo tanto la densidad de
escalones sigue una ley de tipo Arrhenius (con correcciones, como se puede ver en
la ecuacio´n (3.56)).
Queda una pequen˜a cuestio´n por aclarar. ¿Por que´ es incorrecta entonces la
aproximacio´n de bajas temperaturas en el lı´mite termodina´mico? Vimos en el apar-
tado 3.3.1 que la hipo´tesis subyacente tras esta aproximacio´n es que la intercara de-
be encontrarse completamente dentro de un u´nico periodo del potencial. En otras
palabras, esto quiere decir que no puede haber escalones. En el lı´mite termodina´mi-
co, la u´nica forma de que no haya ningu´n escalo´n es que la densidad de escalones
sea ide´nticamente cero, lo que so´lo se produce en T = 0. Pero para taman˜os finitos
del sistema, la densidad de escalones es despreciable frente a 1/N para un rango
finito de temperaturas, lo que implica que en ese rango la hipo´tesis de la aproxima-
cio´n se cumple y sus resultados son una buena aproximacio´n del sistema, como ya
hemos visto.
3.6. Conclusiones
En este capı´tulo hemos estudiado el modelo de sine-Gordon en una dimensio´n
y sin desorden definido por el hamiltoniano (3.3). A pesar de que el formalismo del
operador de transferencia expuesto en el apartado 2.3.6 prohibe de forma rigurosa
que haya una transicio´n de fase termodina´mica en este modelo, tanto las aproxi-
maciones analı´ticas como las simulaciones de Monte Carlo que hemos realizado
muestran claramente la presencia de dos fases: una plana a bajas temperaturas y
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una rugosa a altas. Un estudio nume´rico del operador de transferencia exacto del
modelo ha confirmado los resultados de las aproximaciones y de las simulaciones,
pero nos ha permitido adema´s determinar, a partir de las autofunciones del opera-
dor, la densidad de escalones en el modelo y su dependencia con la temperatura.
E´sta nos muestra que para cualquier taman˜o finito del sistema, existe una tempe-
ratura T ∗ distinta de cero por debajo de la cual la densidad de escalones se hace
despreciable, haciendo que toda la intercara descrita por el modelo se halle confi-
nada en un u´nico periodo del potencial V (hi) y por lo tanto en una configuracio´n
plana. Decimos que a la temperatura T ∗ se produce una transicio´n de fase apa-
rente; en el lı´mite termodina´mico T ∗ → 0 y se recupera el resultado del teorema
prohibiendo transiciones de fase termodina´micas a T 6= 0, por lo que el sistema se
encuentra en una fase rugosa a todas las temperaturas distintas de cero.
En otro sentido, sin embargo, el te´rmino transicio´n de fase aparente quiza´ no
sea el ma´s adecuado, y tal vez hubiera sido mejor llamarla transicio´n de fase de
sistemas finitos, en contraposicio´n a las transiciones de fase termodina´micas que
so´lo se definen en el lı´mite termodina´mico. Este feno´meno de la transicio´n de fase
aparente no tiene, en realidad, nada de aparente: no es un artificio del ca´lculo ni
de las simulaciones, sino que es un hecho real que, en el caso estudiado, puede
observarse incluso en sistemas macrosco´picos (N > 1023). Esto lleva a un replan-
teamiento del (ya sutil y discutido) concepto de lı´mite termodina´mico: esta´ claro
que, en sistemas como el que hemos estudiado, los resultados obtenidos sobre el
lı´mite termodina´mico no describen correctamente la fı´sica de sistemas reales, por
grandes que e´stos sean. Puede discutirse que el modelo que hemos estudiado es
acade´mico y alejado de la realidad, y que esta discordancia no se presentara´ en
sistemas reales. Esto, sin embargo, no es cierto: por ejemplo, la fı´sica de una red
unidimensional de uniones Josephson superconductoras serı´a, bajo ciertas condi-
ciones, bien descrita por el modelo aquı´ estudiado, cualitativa e incluso cuantitati-
vamente. Y esto sin mencionar la importancia creciente que dispositivos pequen˜os,
en el reino de lo mesosco´pico, esta´n teniendo en aplicaciones tecnolo´gicas. Por
construccio´n, estos dispositivos se encuentran muy lejos del lı´mite termodina´mico,
pero son lo suficientemente grandes como para permitir su estudio por medio de la
meca´nica estadı´stica. Por lo tanto, una extensio´n del concepto de transicio´n de fase
para englobar tambie´n a sistemas finitos puede ser conveniente.
Una segunda ensen˜anza que se puede extraer de lo expuesto en este capı´tulo es
la cautela con la que deben tratarse siempre los resultados procedentes de simula-
ciones que no tengan una base teo´rica o experimental que las apoye. De no haber
sabido que la transicio´n de fase era imposible en nuestro modelo, el resultado de
las simulaciones de Monte Carlo nos hubiera inducido a pensar en la existencia
de una aute´ntica transicio´n de fase termodina´mica. Au´n la observacio´n de que la
temperatura de esta transicio´n (T ∗) disminuı´a al aumentar el taman˜o del sistema
no nos hubiera sacado del error, al tratarse de temperaturas muy alejadas de cero.
El conocimiento de que el tipo de simulacio´n utilizado, templado paralelo, favore-
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ce la nucleacio´n de escalones a bajas temperaturas por el intercambio de re´plicas
con temperaturas mayores (dando ası´ la menor T ∗ esperable) hubiese ahondado
nuestro convencimiento. Por ello, de nuestro propio estudio queda claro que hay
que aceptar siempre con reservas los resultados que no este´n apoyados ma´s que
en simulaciones, pues au´n en el caso de que sean correctos pueden inducir a error
(comparados con el lı´mite termodina´mico).
Desorden en modelos unidimensionales de mojado.
Universalidad en el desorden y aplicaci ·on al ADN
La amplia escala es fa´cil de ver, la pequen˜a escala es difı´cil de ver. Para ser
concreto, es imposible invertir la direccio´n de un gran grupo de personas de una
vez, mientras que la pequen˜a escala es difı´cil de conocer, porque en el caso de un
individuo existe una sola voluntad implicada y pueden hacerse cambios ra´pida-
mente. Esto debe ser considerado cuidadosamente.
¦ Miyamoto Musashi, El Libro de los Cinco Anillos ¦
En este capı´tulo presentaremos dos modelos so´lido-sobre-so´lido (SOS), uno
de ellos formulado con variables enteras y el otro con variables reales. Mostrare-
mos formas de introducir desorden en estos modelos, y mediante aproximaciones
analı´ticas calcularemos el efecto del desorden sobre la transicio´n de fase que pre-
sentan los modelos sin desorden. Finalmente, utilizaremos estos modelos con de-
sorden para compararlos con la dependencia de la secuencia gene´tica que muestra
la transicio´n de desnaturalizacio´n del ADN. Esto nos permitira´ proponer una idea
con vocacio´n de generalidad: la universalidad en el desorden.
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4.1. El modelo de Chui y Weeks
1 En 1.981, Chui y Weeks (Chui y Weeks 1981) formularon un modelo SOS
para estudiar la transicio´n de mojado en dos dimensiones. El an˜o anterior, Abraham
(Abraham 1980) habı´a considerado un modelo de Ising en una red cuadrada semi-
infinita con condiciones de contorno elegidas para introducir una interfase sepa-
rando dos dominios, con el que efectivamente encontro´ una transicio´n de mojado.
El an˜o siguiente, el trabajo de Chui y Weeks, junto con los trabajos de Burkhardt
(Burkhardt 1981) (del que hablaremos ma´s adelante) y van Leeuwen y Hilhorst
(van Leeuwen y Hilhorst 1981) mostraron que la transicio´n no se ve afectada por
describir el problema con modelos SOS, que son mucho ma´s simples de analizar y
reducen la dimensionalidad matema´tica del problema a una dimensio´n.
En la referencia (Chui y Weeks 1981) se definen en realidad dos modelos,
un modelos SOS restringido (RSOS) y uno sin restringir (ASOS). Para ambos la
energı´a del modelo viene dada por el siguiente hamiltoniano definido en una red
unidimensional de N nodos con condiciones de contorno perio´dicas:
H =
N∑
i=1
{
J |hi+1 − hi| −Bδhi,0
}
. (4.1)
En ambos casos las variables hi son variables enteras. J es la constante de acopla-
miento entre pro´ximos vecinos en la red y Bδhi,0 es un potencial que favorece el
que las variables hi tomen el valor cero. La diferencia entre los modelos ASOS y
RSOS es que mientras en el modelo ASOS la diferencia hi+1 − hi puede tomar
cualquier valor entero, en el modelo RSOS so´lo puede valer −1, 0 o 1. El hamil-
toniano (4.1) pertenece a la clase de hamiltonianos de la ecuacio´n (2.96), y por lo
tanto para estudiarlo podemos utilizar el formalismo visto en el apartado 2.3.4. De-
finiendo R ≡ e−βJ , la matriz de transferencia en ausencia de potencial del modelo
RSOS so´lo tiene los siguientes elementos distintos de cero:
T0β(h′, h) =
{
R, |h− h′| = 1,
1, h = h′.
(4.2)
En el caso del modelo ASOS, la matriz T0β es:
T0β(h′, h) = R|h−h′|. (4.3)
El modelo representa una interfase entre una fase condensada (lı´quida o so´lida)
que crece formando escalones de altura 1 en las unidades del modelo, y un vapor,
con un potencial que intenta mantener la interfase pegada a un sustrato, en el caso
de que definamos el modelo con variables positivas, hi ≥ 0, o que simplemente
intenta mantener la interfase en un valor dado (hi = 0) lejos de las fronteras del
sistema, en el caso en que −∞ ≤ hi ≤ ∞. Al primer caso, hi ≥ 0, lo llamaremos
1Esta seccio´n esta´ basada en la referencia (Chui y Weeks 1981).
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semi-infinito, y al segundo, −∞ ≤ hi ≤ ∞, caso infinito.
Siguiendo el formalismo del apartado 2.3.4, se define la matriz de transferen-
cia:
Tβ(h′, h) ≡ T0β(h′, h) exp[βBδh,0], (4.4)
y la ecuacio´n de transferencia:∑
h
Tβ(h′, h)ϕn(h) = ²nϕn(h′). (4.5)
Con el cambio de variable ψn(h) = ebδh,0ϕn(h), donde b = βB, la ecuacio´n (4.5)
se escribe: ∑
h
T0β(h′, h)ψn(h) = ²nψn(h′), h′ 6= 0, (4.6)
con la condicio´n de contorno:∑
h
T0β(0, h)ψn(h) = e−b²nψn(0). (4.7)
Vamos a considerar las cuatro variantes posibles del problema: RSOS infinito,
RSOS finito, ASOS infinito y ASOS finito.
4.1.1. RSOS infinito
En este caso, se puede ver que una solucio´n de la ecuacio´n (4.6) que no tenga
ceros y sea par en h (la autofuncio´n ψ0 correspondiente al autovalor mayor) es de
la forma:
ψ(h) = t|h|, (4.8)
donde t es un para´metro de la solucio´n que introducimos por conveniencia. Pa-
ra satisfacer las condiciones de contorno en h = ±∞ y que la probabilidad |ϕ|2
sea finita y normalizable, debe ocurrir que t < 1. Cuando ocurre esto, la interfase
esta´ atrapada por el potencial, o, lo que es lo mismo, su anchura no diverge y la
interfase descrita por el modelo es plana. Si t > 1, la probabilidad ya no esta´ bien
definida: la interfase se libera del efecto del potencial y ya no se encuentra localiza-
da en ninguna regio´n en particular. En otras palabras: su anchura diverge y tenemos
una fase rugosa. La transicio´n de fase entre el estado atrapado y el deslocalizado (o
la transicio´n plano-rugosa en otro lenguaje) tiene lugar cuando t = 1. El valor de t
es dependiente de los para´metros del modelo y de la temperatura, y para calcularlo
hemos de resolver explı´citamente la ecuacio´n (4.6), con la condicio´n (4.7).
En el caso que nos ocupa, la ecuacio´n (4.6) es:
Rψ(h′ − 1) + ψ(h′) +Rψ(h′ + 1) = ²ψ(h′). (4.9)
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Introduciendo ψ(h′) = t|h
′| y dividiendo entre t|h
′| (teniendo en cuenta que h′ 6= 0)
la ecuacio´n anterior es:
Rt+ 1 +Rt−1 = ² (h′ 6= 0). (4.10)
A partir de que ψ(−1) = ψ(1) = t y que ψ(0) = 1, se ve inmediatamente que la
condicio´n de contorno (4.7) adopta la forma:
Rt+ 1 +Rt = ²e−b. (4.11)
Dividiendo la ecuacio´n (4.11) entre la (4.10), vemos que para que (4.8) sea una
solucio´n t debe satisfacer:
e−b =
t(1 + 2Rt)
t+R(t2 + 1)
. (4.12)
Haciendo t = 1 en esta ecuacio´n obtenemos e−bc = 1, y por lo tanto la u´nica
transicio´n de fase posible serı´a a bc = 0 ⇒ T = ∞: temperatura infinita. Para
cualquier temperatura finita, existe una solucio´n con t < 1 de la ecuacio´n (4.12),
por lo que en este modelo tenemos una interfase plana (o atrapada por el potencial,
segu´n como quiera verse) a todas las temperaturas finitas: la densidad de probabi-
lidad P (h) = c|ϕ(h)|2 decae exponencialmente con |h|. Una analogı´a con este re-
sultado se encuentra en el problema cua´ntico del pozo cuadrado en una dimensio´n,
para el cual el estado fundamental es siempre un estado ligado (Schiff 1968). Esta
analogı´a va ma´s alla´ del puro ejemplo: veremos al explicar el modelo de Burkhardt,
que es la versio´n continua del de Chui y Weeks, que la ecuacio´n de transferencia
del modelo es equivalente a la ecuacio´n de Schro¨dinger del pozo cuadrado en una
dimensio´n.
4.1.2. RSOS semi-infinito
En el caso en el que las alturas so´lo toman a valores positivos (0 ≤ h <∞), el
comportamiento es muy distinto. Ahora el potencial que tiende a atrapar la interfa-
se esta´ colocado junto a una pared impenetrable que la interfase no puede traspasar.
Volviendo a la analogı´a cua´ntica, esto es como el problema de un pozo cuadrado si-
tuado junto a una barrera infinita de potencial. En este caso, la existencia de estados
ligados depende de los para´metros del pozo de potencial: su anchura y su profundi-
dad (Schiff 1968). En nuestro problema de meca´nica estadı´stica, estas propiedades
dependera´n de la inversa de la temperatura, y por lo tanto encontraremos una inter-
fase atrapada por el potencial a bajas temperaturas y una fase deslocalizada a altas,
con una temperatura crı´tica Tc entre medias en la que se produce la transicio´n de
fase.
Al igual que en el caso infinito, la ecuacio´n (4.6) produce la ecuacio´n (4.10),
pero ahora la condicio´n de contorno (4.7) es:
Rt+ 1 = ²e−b. (4.13)
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Combinando ambas ecuaciones se obtiene:
e−b =
t(1 +Rt)
t+R(t2 + 1)
. (4.14)
Para esta ecuacio´n, so´lo se encuentra una solucio´n t < 1 que produzca una inter-
fase atrapada para valores suficientemente grandes de b. El valor bc para el que se
produce la transicio´n entre la fase plana y la rugosa es aquel para el cual t = 1.
Imponiendo esto en la ecuacio´n (4.14) se encuentra:
e−bc =
1 +R
1 + 2R
. (4.15)
Para b > bc (esto es, T < Tc) existe una solucio´n de la ecuacio´n (4.14) con t < 1
y por lo tanto la probabilidad P (h) esta´ bien definida y tenemos una interfase
atrapada o plana. Pero segu´n b → b+c , t → 1 y el decaimiento exponencial de
P (h) se hace ma´s y ma´s lento, hasta que para b < bc la probabilidad de encontrar
la interfase en cualquier altura h se hace cero y la interfase esta´ deslocalizada.
Estamos en la fase rugosa.
A temperaturas suficientemente bajas R ≡ e−βJ → 0, y por lo tanto de la
ecuacio´n (4.15) vemos que bc ≡ βcB → 0. Ası´, para un potencial fijado B siem-
pre hay una temperatura suficientemente baja tal que β > βc y b > bc, de modo
que para cualquier valor de los para´metros siempre se encuentra una fase plana
a temperaturas suficientemente bajas. La temperatura crı´tica Tc puede obtenerse
nume´ricamente a partir de la ecuacio´n (4.15). Esto significa que este modelo es un
ejemplo de transicio´n de fase termodina´mica en una dimensio´n. Esta transicio´n se
ha encontrado de forma analı´tica exacta, por lo que sirve de contraejemplo a todos
los argumentos especulativos en contra de la existencia de este tipo de transiciones.
4.1.3. ASOS infinito
En el caso del modelo en el que la diferencia entre las alturas no esta´ restrin-
gida, la fenomenologı´a cualitativa que se encuentra es exactamente la misma que
en el caso restringido ya expuesto, por lo que nos limitaremos a mostrar co´mo se
resuelven las ecuaciones en este caso sin entrar a discutir las implicaciones fı´sicas
resultantes.
Sin pe´rdida de generalidad, se puede suponer que h′ ≥ 0 (pues el modelo
infinito es invariante bajo cambio de signo de todas las variables, y en el caso
semi-infinito lo anterior se cumple por definicio´n). Ahora la autofuncio´n par que
buscamos como solucio´n tiene la forma:
ψ(h) =
{
t|h|, h 6= 0,
ψ0, h = 0,
(4.16)
con lo que adema´s de determinar la forma de t tambie´n hay que encontrar el ψ0
de tal forma que se satisfagan las ecuaciones (4.6) y (4.7). Teniendo todo esto en
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cuenta, ahora la ecuacio´n (4.6) del estado fundamental es, dividiendo entre el factor
t|h
′|:
1
t|h′|
{
−1∑
h=−∞
R(h
′−h)t−h +Rh
′
ψ0+
h′−1∑
h=1
R(h
′−h)th +
∞∑
h=h′
R(h−h
′)th
}
=
(
R
t
)h′ Rt
1−Rt +
(
R
t
)h′
ψ0+
(
R
t−R −
(
R
t
)h′ t
t−R
)
+
1
1−Rt = ².
(4.17)
Reordenando los te´rminos, esta ecuacio´n es:
(
R
t
)h′ [
ψ0 +
Rt
1−Rt −
t
t−R
]
+
1
1−Rt +
R
t−R = ². (4.18)
Si imponemos:
ψ0 =
t
t−R −
Rt
1−Rt (4.19)
de modo que se anule el te´rmino entre corchetes en la ecuacio´n (4.18), obtenemos
una expresio´n para el autovalor ² independiente de h′:
² =
1
1−Rt +
R
t−R. (4.20)
La ecuacio´n (4.7) ahora es:
−1∑
h=−∞
R−ht−h + ψ0 +
∞∑
h=1
Rhth = ψ0 + 2
∞∑
h=1
Rhth = ²e−bψ0
⇒ ψ0 + 2Rt
1−Rt = ²e
−bψ0 (4.21)
Sustituyendo en la ecuacio´n (4.21) el valor de ψ0 dado por (4.19) y el de ² dado
por (4.20), obtenemos la ecuacio´n final que debe satisfacer t:
e−b =
(1−Rt)(t−R)
t(1− 2Rt+R2) . (4.22)
Esta ecuacio´n cuadra´tica siempre tiene una solucio´n 1 ≥ t ≥ R al variar b de cero
a infinito, por lo cual la interfase esta´ atrapada a todas las temperaturas (excepto a
T = ∞, para la que la solucio´n es t = 1 y la interfase se deslocaliza) y tenemos
una fase plana para todas las temperaturas finitas, igual que ocurrı´a en el caso con
variables restringidas.
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4.1.4. ASOS semi-infinito
En el caso en el que h ≥ 0 se procede de igual forma que en el caso infinito,
pero ahora todos los te´rminos procedentes de las alturas negativas estara´n ausentes.
Ası´ en lugar de la ecuacio´n (4.18) ahora tenemos:(
R
t
)h′ [
ψ0 − t
t−R
]
+
1
1−Rt +
R
t−R = ², (4.23)
con lo que ψ0 es:
ψ0 =
t
t−R, (4.24)
y ² sigue siendo igual:
² =
1
1−Rt +
R
t−R. (4.25)
La ecuacio´n (4.21) ahora es
ψ0 +
Rt
1−Rt = ²e
−bψ0. (4.26)
Sustituyendo (4.24) y (4.25) en esta u´ltima ecuacio´n y operando, obtenemos:
e−b =
t−R
t
. (4.27)
Esta ecuacio´n so´lo tiene solucio´n t < 1 para b > bc = − log(1−R). Para b > bc,
la interfase esta´ atrapada y estamos en la fase plana, para b < bc, la interfase se
deslocaliza y estamos en la fase rugosa.
4.2. Desorden en el modelo de Chui y Weeks
2 Basados en el modelo recie´n explicado, han aparecido diversos trabajos que
lo generalizan de distintas formas y aprovechan su aparente sencillez para plantear-
se nuevas preguntas. En todos ellos el estudio se limita al caso RSOS, ma´s sencillo
de tratar. En la referencia (Owczarek y Prellberg 1993) se generaliza el modelo in-
troduciendo un te´rmino proporcional a
∑
i hi, que representa un potencial quı´mico,
o un campo magne´tico si comparamos el problema con un modelo de Ising. En la
referencia (Nechaev y Zhang 1995) se introduce una dependencia del potencial en
el nodo de de la red. En esa referencia, la constante B del hamiltoniano (4.1) toma
valores Bi = u en los nodos pares y Bi = −v en los impares (con u ≥ 0 y v ≥ 0).
En las referencias (Giugliarelli y Stella 1996; Giugliarelli y Stella 1997) se intro-
duce un desorden autoafı´n con rugosidad fijada en el sustrato (no en el potencial)
y se encuentra un interesante comportamiento de transiciones de fase reentrantes.
En la referencia (Swain y Parry 1997) se introduce un me´todo distinto por el que
2Esta seccio´n esta´ basada en las referencias (Forgacs et al. 1986) y (Forgacs et al. 1988).
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se puede estudiar tambie´n este caso, y se aplica al estudio de desorden perio´dico
en el sustrato.
Los trabajos en los que nos basaremos en esta seccio´n son las referencias (De-
rrida et al. 1992; Forgacs et al. 1986; Forgacs et al. 1988). En ellas se estudia el
modelo RSOS y se introduce desorden en el potencial: la constante B depende del
nodo de la red, y los valores que toma Bi vienen dados por alguna distribucio´n de
probabilidad P (B). La u´nica restriccio´n es que no haya correlaciones entre el valor
del potencial en distintos nodos, de modo que Bi es independiente para distintos
valores de i. Se distinguen dos formas distintas de interpretar este desorden: el caso
en el que se promedia la funcio´n de particio´n Z sobre el desorden (annealed) y el
caso en que se promedia la energı´a libre (quenched). En el caso annealed la energı´a
libre es
fa = −kBT logZ, (4.28)
mientras que en el quenched:
fq = −kBT logZ, (4.29)
donde la barra indica promedio sobre el desorden. En el primer caso, el promedio se
hace directamente sobre Z , mientras en el segundo se calcula Z primero y despue´s
se hace el promedio sobre su logaritmo: esto es, a partir de valores independientes
deZ obtenidos con diferentes realizaciones del desorden, se calcula la energı´a libre
y se obtiene fq = f¯ . En el caso del promedio enZ se puede calcular la temperatura
crı´tica fa´cilmente: el factor eb, con b = βB que aparecı´a en las soluciones del
modelo, debe ser sustituido por el promedio:∫ ∞
−∞
du P (u)eβu, (4.30)
donde u son los valores que puede adoptar el potencial Bi aleatorio y P (u) es la
distribucio´n de probabilidad con la que aparecen. En caso de que esta distribucio´n
no sea continua y los posibles valores u que pueda tomarBi sean finitos, la integral
anterior es una suma sobre los M valores distintos que pueda tener u:
M∑
j=1
P (uj)e
βuj . (4.31)
En el caso particular en que esta distribucio´n tenga so´lo dos posibles valores (como
veremos en el caso del ADN), si tenemos que el desorden so´lo puede adoptar el
valor u con probabilidad p y el valor v con probabilidad (1− p), el factor anterior
se reduce a:
peβu + (1− p)eβv. (4.32)
Como el factor eb se mantiene inalterado desde su introduccio´n en la ecuacio´n (4.7)
hasta las condiciones finales para la temperatura crı´tica, las ecuaciones (4.12) para
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el modelo RSOS infinito, (4.14) para el RSOS semi-infinito, (4.22) para el ASOS
infinito y (4.27) para el ASOS semi-infinito, no hay ma´s que sustituir eb en estas
ecuaciones por su generalizacio´n para el desorden dada por las ecuaciones (4.30)
o (4.31) para encontrar las condiciones crı´ticas de los modelos desordenados en el
caso en que hacemos el promedio en la funcio´n de particio´n. El caso en el que se
hace el promedio sobre la energı´a libre es ma´s complicado: para e´l las referencias
(Forgacs et al. 1986; Forgacs et al. 1988) encuentran, utilizando un desarrollo pa-
ra desorden pequen˜o y el truco de la re´plica (Edwards y Anderson 1975), que la
temperatura crı´tica es la misma independientemente de co´mo se haga el promedio
sobre el desorden. En la referencia (Derrida et al. 1992), por medio de un ca´lculo
del grupo de renormalizacio´n, se encuentra una correccio´n logarı´tmica a la tempe-
ratura crı´tica al promediar sobre la energı´a libre.
Centra´ndonos en el promedio en Z , la presencia de desorden en los modelos
semi-infinitos cambia la temperatura crı´tica, pero la fenomenologı´a de transicio´n
plano-rugosa no varı´a (un potencial completamente repulsivo, por supuesto, hace
desaparecer la transicio´n, igual que en el caso sin desorden). Ma´s adelante veremos
aplicaciones de estos modelos con desorden y comprobaciones nume´ricas de la
fo´rmula teo´rica. En los modelos infinitos, sin embargo, la existencia de desorden
sı´ que cambia la fı´sica. Haciendo t = 1 en las ecuaciones (4.12) y (4.22), vemos
que en el caso sin desorden la condicio´n para una transicio´n de fase es e−b = 1.
Esta condicio´n so´lo se cumple para b = 0, esto es, para temperatura infinita (o
potencial cero, un potencial repulsivo tampoco tendrı´a transicio´n de fase, pero el
estado del sistema serı´a el rugoso). Con desorden, la condicio´n de la transicio´n de
fase serı´a: ∫ ∞
−∞
du P (u)eβu = 1. (4.33)
Esta condicio´n puede cumplirse cuando el potencial tiene una parte atractiva y otra
repulsiva. Para verlo con un ejemplo concreto que tenga una expresio´n analı´tica
sencilla, supongamos un desorden gaussiano con media µ y desviacio´n tı´pica σ:
P (u) =
1√
2piσ2
exp
[
−1
2
(
u− µ
σ
)2]
. (4.34)
Introduciendo esta expresio´n en la ecuacio´n (4.33), obtenemos como condicio´n
para la transicio´n de fase:
exp
[
βµ+
β2σ2
2
]
= 1, (4.35)
lo que implica una temperatura crı´tica:
βc = −2µ
σ2
. (4.36)
Esto significa que para cualquier desorden gaussiano que en promedio sea repul-
sivo (µ < 0) se produce una transicio´n de fase entre una fase atrapada a bajas
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Figura 4.1: Temperatura crı´tica en el modelo ASOS semi-infinito con desorden di-
coto´mico en funcio´n de la probabilidad de que el potencial tome el valor B1 = 1.
El otro valor posible del potencial es B2 = 0, siendo la constante de acoplamiento
K = 0.5. Las unidades son arbitrarias. Los cı´rculos muestran el resultado de si-
mulaciones de Monte Carlo del modelo, y los rombos son simulaciones en las que
el potencial no toma valores aleatorios en los nodos, sino que tiene una estructura
perio´dica.
temperaturas y una deslocalizada a altas. La existencia de una parte atractiva en
el potencial, por pequen˜a que sea, es imprescindible: no´tese que cuando σ → 0,
Tc → 0 y la transicio´n desaparece. Lo ma´s interesante de esta transicio´n es que se
trata de una transicio´n de fase inducida por desorden en un sistema unidimensional,
en el que no se incluye ningu´n tipo de pared ni limitacio´n en las variables (en el
modelo ASOS). Por lo tanto, no es necesario la presencia de paredes como la que
impide el que las variables tomen valores negativos en los modelos semi-infinitos
para que puedan tener lugar transiciones de fase termodina´micas en una dimensio´n.
Lo explicado hasta aquı´ con el desorden gaussiano es fa´cilmente generalizable
a otro tipo de distribuciones. Por ejemplo, en el caso del potencial dicoto´mico de
la ecuacio´n (4.32), es sencillo probar que si en promedio el potencial es repulsivo
(pu+ (1− p)v) < 0 pero uno de los valores del potencial es atractivo, se recupera
la misma fenomenologı´a y hay transicio´n de fase. Para verlo, basta con observar
que con cualquier valor de u y v (sin pe´rdida de generalidad, supondremos u > 0
y v < 0), el lado izquierdo de la ecuacio´n
peβu + (1− p)eβv = 1 (4.37)
vale 1 para β = 0 y tiende a infinito cuando β →∞ (si u > 0, de ahı´ la necesidad
de que uno de los valores del potencial sea positivo). Basta buscar la condicio´n
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para que el lado izquierdo sea decreciente en β = 0, de modo que el miembro
de la izquierda de la ecuacio´n valga 1 para un valor finito de β, y eso se produce
precisamente cuando (pu+ (1− p)v) < 0.
En la figura 4.1 se ha representado la prediccio´n teo´rica de la temperatura crı´ti-
ca del modelo ASOS semi-infinito con desorden dicoto´mico que puede tomar los
valores 1 y 0. Simulaciones del modelo utilizando el algoritmo de Metropolis y
templado paralelo muestran un acuerdo excelente con la prediccio´n teo´rica. Se
muestra tambie´n el resultado de la temperatura crı´tica para el mismo modelo pero
utilizando desorden correlacionado, en este caso perio´dico. Esto nos muestra que la
hipo´tesis de que el desorden es descorrelacionado es importante para la validez del
resultado teo´rico, pues e´ste deja de ser va´lido cuando hay presentes correlaciones
fuertes, como en el caso de un potencial perio´dico.
4.3. El modelo de Burkhardt
3 En la referencia (Burkhardt 1981), Burkhardt introduce un modelo que es la
versio´n continua del modelo de Chui y Weeks sin restringir (ASOS) y con las va-
riables definidas positivas (semi-infinito) que acabamos de estudiar. Su fundamen-
tacio´n fı´sica es la misma, siendo la u´nica diferencia el tratamiento de las variables.
El hamiltoniano del modelo se define sobre una red unidimensional con N nodos,
utilizando de nuevo condiciones de contorno perio´dicas:
H =
N∑
i=1
{
J |hi+1 − hi|+ V (hi)
}
, (4.38)
donde las variables hi toman valores reales en 0 < hi <∞ y representan la altura
sobre el sustrato plano en hi = 0, V (h) es un potencial que vale −U para hi ≤ R
y 0 para hi > R. Se trata pues de un potencial de pozo cuadrado entre 0 y R, que
intenta mantener la interfase descrita por el modelo atrapada (cuando U > 0) cerca
del origen, entre h = 0 y h = R. La ecuacio´n de la integral de transferencia de
este modelo se puede transformar de forma exacta en una ecuacio´n diferencial del
tipo de la de Schro¨dinger, tal y como se explico´ en el apartado 2.3.2, para resultar
en la ecuacio´n: [
− d
2
dh2
− 2βJe−β(V (h)−²n) + (βJ)2
]
ψn(h) = 0. (4.39)
Para este caso de variables definidas positivas, la ecuacio´n de la integral de trans-
ferencia (2.93) puede entenderse como una integral entre cero e infinito, e implica
3Esta seccio´n esta´ basada en la referencia (Burkhardt 1981).
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para nuestro problema la condicio´n de contorno (denotando por ψ ≡ ψ0 la auto-
funcio´n correspondiente al autovalor mayor ²0):
ψ′0(0)
ψ0(0)
= βJ. (4.40)
Con el potencial que estamos usando, esta ecuacio´n es la ecuacio´n de Schro¨dinger
de una partı´cula en un pozo de potencial cuadrado que tiene una de las paredes
impenetrable, de altura infinita. Este problema cua´ntico so´lo tiene solucio´n para
determinados valores de los para´metros del pozo (Schiff 1968), que en nuestro
caso son β, J y R. Ma´s concretamente, en nuestro caso la autofuncio´n ψ(h) co-
rrespondiente al estado atrapado (en caso de que lo haya) es de la forma ψ(h) =
A sin(kh)+B cos(kh) para 0 < h < R y ψ(h) = Ce−px para h > R. Denotando
por λ = e−β²0 al autovalor correspondiente en la ecuacio´n (4.39), las ecuaciones
(4.39) y (4.40) junto con la continuidad de ψ(h) y ψ ′(h) en h = R determinan las
siguientes ecuaciones para λ:
k2 − (2βJ/λ)eβU + (βJ)2 = 0, (4.41)
−p2 − 2βJ/λ+ (βJ)2 = 0, (4.42)
βJ = k
sin(kR)− (p/k) cos(kR)
cos(kR) + (p/k) sin(kR)
. (4.43)
El estado atrapado y el primer estado deslocalizado coinciden (hay degeneracio´n)
cuando p = 0. Combinando esta condicio´n con las ecuaciones (4.41)-(4.43) se
obtiene la condicio´n crı´tica del modelo:
βJR = (eβU − 1)−1/2 tan−1
[
(eβU − 1)−1/2
]
. (4.44)
Por lo tanto, la fenomenologı´a del modelo es exactamente la misma que la del mo-
delo de Chui y Weeks semi-infinito: hay una transicio´n de fase entre una interfase
atrapada por el potencial, plana, a bajas temperaturas y una interfase deslocaliza-
da, rugosa, a altas temperaturas. La temperatura crı´tica del modelo para J , U y R
constantes se desprende de la ecuacio´n (4.44).
Una cosa que nos resultara´ de intere´s ma´s adelante es ver co´mo varı´a la di-
ferencia entre el autovalor correspondiente al estado atrapado y el primer autova-
lor del continuo de estados deslocalizados. Las ecuaciones (4.41)-(4.43) implican
que p se hace cero como (Tc − T ) cuando nos acercamos a la temperatura crı´tica
por debajo manteniendo constantes J , U y R. El autovalor del estado atrapado es
λp = 2βJ/((βJ)
2−p2) y el primer autovalor del continuo es λ(0) = 2/(βJ), por
lo que la diferencia entre ellos varı´a como p2 ∝ (Tc−T )2 cuando estamos cerca de
Tc. Esta dependencia de la diferencia entre los dos autovalores nos indica tambie´n
co´mo se comporta la energı´a libre en la transicio´n, e implica que el calor especı´fico
es discontinuo en e´sta (esto es, tiene un salto discontinuo, pero no una divergencia).
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4.4. Desorden en el modelo de Burkhardt
A diferencia del modelo de Chui y Weeks, no tenemos constancia de que se ha-
ya estudiado anteriormente alguna versio´n con desorden del modelo de Burkhardt.
El propio Burkhardt en la referencia (Burkhardt 1998) estudia una versio´n en que
el potencial en los nodos pares de la red es distinto del potencial en los nodos im-
pares, pero aunque esto rompa la homogeneidad del modelo sigue siendo de una
forma determinista y no desordenada. Al igual que se ha hecho con el modelo de
Chui y Weeks, consideraremos el modelo definido con un potencial V (hi) = Ui
para hi < R y cero para hi > R, donde el valor del potencial Ui es independiente
en cada nodo de la red y viene definido por una distribucio´n de probabilidad P (U).
De forma ana´loga al promedio de la funcio´n de particio´n sobre el desorden que se
vio en el modelo de Chui y Weeks, ahora, en lugar de hacer el cambio:
ψn(h) = e
β
V (h)
2 ϕn(h), (4.45)
introducido en la ecuacio´n (2.92), se puede hacer el cambio:
ψn(h) =
(∫ ∞
−∞
dU P (U)eβ
V (h)
2
)
ϕn(h). (4.46)
Con esto se llega a que la nueva condicio´n crı´tica en el modelo con desorden es:
βJR = (e
fβU − 1)−1/2 tan−1
[
(e
fβU − 1)−1/2
]
, (4.47)
donde
e
fβU =
∫ ∞
−∞
dU P (U)eβU . (4.48)
Para el caso particular de un desorden dicoto´mico que tome valores u con proba-
bilidad p o v con probabilidad 1− p, el factor (4.48) toma la forma:
e
fβU = peβu + (1− p)eβv. (4.49)
La fenomenologı´a que induce este tipo de desorden en el potencial en el mo-
delo de Burkhardt es cualitativamente similar a la del modelo de Chui y Weeks
semi-infinito.
4.5. Aplicacio´n al ADN. Universalidad en el desorden.
Los modelos so´lido-sobre-so´lido como los que acabamos de estudiar se pue-
den aplicar tambie´n al estudio de feno´menos distintos de los procesos de mojado o
crecimiento de superficies. Por ejemplo, en el campo de la biofı´sica, uno de los mo-
delos paradigma´ticos para el estudio teo´rico de la transicio´n de desnaturalizacio´n
te´rmica de la mole´cula de ADN, el modelo de Peyrard-Bishop (Peyrard y Bishop
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1989) (luego mejorado con la colaboracio´n de Dauxois (Dauxois et al. 1993; Dau-
xois y Peyrard 1995)), es un modelo so´lido-sobre-so´lido, estrechamente relaciona-
do con los que acabamos de estudiar. En un capı´tulo posterior nos ocuparemos de
este modelo en detalle. Aquı´ su mencio´n nos sirve para recalcar que, aparte de sus
aplicaciones tradicionales, el modelo de Chui y Weeks y el de Burkhardt nos pue-
den servir tambie´n como modelos muy sencillos del ADN, con los que podremos
tener en cuenta de una forma analı´tica sencilla un aspecto importante en la fı´sica
de la mole´cula: el efecto de la secuencia gene´tica.
La desnaturalizacio´n te´rmica de la mole´cula de ADN es una transicio´n de fase
mediante la cual la doble cadena que forma la mole´cula se separa en dos cadenas
individuales. El proceso puede ser modelado de una forma sencilla utilizando mo-
delos en una dimensio´n como los que hemos estudiado. En este caso, cada uno de
los nodos de la red se corresponde con un par de bases, y el valor de la variable co-
rrespondiente a ese nodo es una medida de la distancia absoluta entre las dos bases
del par, por lo que so´lo nos interesan los modelos que hemos visto con variables
definidas positivas. El te´rmino de acoplamiento entre vecinos en el hamiltoniano
de los modelos representa la interaccio´n entre pares de bases vecinas, que intentan
tener una separacio´n similar para minimizar la tensio´n en cada una de las cadenas.
El te´rmino del potencial representa la energı´a de los puentes de hidro´geno que unen
las dos bases de un par. La transicio´n de fase en los modelos corresponde a la des-
naturalizacio´n te´rmica del ADN: en la fase atrapada, las dos cadenas de la mole´cula
esta´n ligadas la una a la otra, mientras que en la fase de altas temperaturas, en la
que la interfase esta´ deslocalizada, las dos cadenas del ADN esta´n completamente
desligadas la una de la otra: la mole´cula se ha desnaturalizado. En estos modelos
tan sencillos, so´lo se contemplan dos estados: el enlace entre las dos bases puede
estar correctamente formado (lo que en el modelo de Chui y Weeks serı´a hi = 0
y en el de Burkhardt hi < R) o puede estar completamente roto. Y aquı´ es donde
entra el desorden en el problema por medio del efecto de la secuencia gene´tica.
En la figura 1.2 (pa´gina 6) se muestra un esquema de la mole´cula de ADN.
En este esquema se pueden ver los dos tipos de pares de bases que, como se esta-
blecio´ en la referencia (Watson y Crick 1953), se pueden formar en la mole´cula:
adenina-timina (A-T) y guanina-citosina (G-C). Los pares de A-T esta´n unidos por
dos enlaces de hidro´geno, mientras que los de G-C esta´n unidos por tres. Esto sig-
nifica que las energı´as de enlace de cada tipo de par son distintas, siendo mayor la
de G-C. Los modelos que hemos estudiado tienen la propiedad de que incluir en
ellos de forma simplificada pero realista este efecto de la secuencia es muy sen-
cillo: basta con utilizar un potencial que pueda tener dos valores distintos en su
intensidad, uno menor en los nodos que representen pares de A-T y otro mayor en
los que representen G-C. En primera aproximacio´n, solamente para el estudio de
la fı´sica de la desnaturalizacio´n, podemos despreciar las correlaciones dentro de la
secuencia gene´tica y considerar que e´sta se trata de una secuencia aleatoria de pa-
res A-T o G-C en la que lo u´nico que se fija es la concentracio´n de cada uno de los
tipos de pares. Pero esto es justamente la versio´n dicoto´mica del desorden que se
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Figura 4.2: Temperatura de desnaturalizacio´n del ADN en funcio´n de la concentra-
cio´n de G-C en la mole´cula. Se compara el resultado experimental con la prediccio´n
del modelo de Chui y Weeks, tal y como se explica en el texto.
ha mostrado en las ecuaciones (4.32) y (4.49) para los modelos discreto y continuo
respectivamente, por lo que es posible obtener la temperatura de desnaturalizacio´n
a partir de las ecuaciones (4.27) (centra´ndonos en la versio´n sin restriccio´n en las
variables y semi-infinita del modelo de Chui y Weeks) y (4.47). So´lo es necesario
especificar el valor de los para´metros de los modelos, y de esta forma se puede
obtener analı´ticamente (aunque sea resolviendo las ecuaciones de forma nume´ri-
ca) la temperatura de desnaturalizacio´n de una mole´cula de ADN en funcio´n de su
composicio´n (esto es, del porcentaje de pares A-T y pares G-C). Esto fue ya hecho
experimentalmente en la referencia (Marmur y Doty 1962).
En las figuras 4.2 y 4.3 se muestran estos resultados experimentales junto con
las predicciones analı´ticas del modelo de Chui y Weeks (ecuaciones [4.27] y [4.32])
y el modelo de Burkhardt (ecuaciones [4.47] y [4.49]), resueltas nume´ricamente
para los valores de los para´metros (comunes para ambos modelos) J = 0.03 eV,
BGC = UGC = 0.017 eV, BAT = UAT = 0.0132 eV, y R = 1.195 A en el
modelo continuo. Junto a los datos experimentales y al resultados de las aproxi-
maciones analı´ticas, se muestran tambie´n los resultados de dos tipos distintos de
ca´lculos nume´ricos para comprobar la validez de las aproximaciones: simulacio-
nes de Monte Carlo utilizando el algoritmo de Metropolis y templado paralelo, y
ca´lculo nume´rico del operador (matriz) de transferencia siguiendo el formalismo
expuesto en el apartado 2.3.5. En el caso de las simulaciones de Monte Carlo, el
valor de la temperatura crı´tica se obtiene observando la temperatura en la que se
produce el salto en el calor especı´fico, o la temperatura en la que la funcio´n de
correlacio´n de la diferencia de alturas deja de escalar con las curvas correspon-
dientes a la fase rugosa y presenta ya una regio´n asinto´ticamente plana. Las barras
de error son indicativas del intervalo de temperaturas entre la re´plica en la que se
92
Desorden en modelos unidimensionales de mojado. Universalidad en el desorden y
aplicacio´n al ADN
0 20 40 60 80 100
Porcentaje de G-C (%)
340
350
360
370
380
390
Tc (K) Experimental (Marmur y Doty)Resultado analítico
Operador de transferencia
Simulaciones de Monte Carlo
Figura 4.3: Temperatura de desnaturalizacio´n del ADN en funcio´n de la concentra-
cio´n de G-C en la mole´cula. Se compara el resultado experimental con la prediccio´n
del modelo de Burkhardt, tal y como se explica en el texto.
observan los indicadores de la transicio´n y las temperaturas de las re´plicas vecinas
en la simulacio´n de templado paralelo. El taman˜o de los sistemas simulados ha
sido de N = 1000 para el modelo de Chui y Weeks y N = 2000 para el modelo
de Burkhardt. En el caso del ca´lculo nume´rico del operador de transferencia, en
ambos modelos hemos multiplicado 80 matrices (esto es, so´lo tenemos en cuenta
el desorden en un sistema de taman˜o N = 80). Para el modelo de Chui y Weeks el
rango de la variable utilizado ha sido desde h = 0 hasta hmax = 200, en el modelo
de Burkhardt, hemos utilizado hmax = 125 y matrices de taman˜o 1441×1441, con
lo que el taman˜o de discretizacio´n utilizado ha sido ∆h ≈ 0.0868. La temperatura
crı´tica se obtiene de la temperatura en la que el autovalor mayor, correspondiente
al estado ligado, se funde con los autovalores del continuo. Nume´ricamente, esto
se obtiene buscando la temperatura a la que se produce el mı´nimo de la diferencia
entre los dos autovalores mayores. Obviamente, el valor obtenido coincide con el
que se obtiene calculando el calor especı´fico a partir del autovalor mayor y mi-
rando en que´ temperatura tiene el salto. Los dos me´todos nume´ricos (Monte Carlo
y operador de transferencia) utilizados para comprobar las aproximaciones de los
apartados anteriores son completamente independientes, y ambos dan resultados
que coinciden con las aproximaciones analı´ticas, lo que nos muestra la validez de
los desarrollos de las secciones anteriores.
4.5.1. Universalidad en el desorden
Vemos en las figuras 4.2 y 4.3 que los modelos estudiados reproducen de for-
ma perfecta la dependencia de la temperatura de desnaturalizacio´n con el desorden
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de la secuencia gene´tica. Los para´metros utilizados para los modelos esta´n dentro
del orden de magnitud de las interacciones fı´sicas que se observan dentro de la
mole´cula de ADN. Sin embargo, esta coincidencia entre la prediccio´n teo´rica y los
datos experimentales es sorprendente pues los modelos son demasiado sencillos
para hacer una descripcio´n mı´nimamente realista de la fı´sica del ADN. De hecho,
la transicio´n de desnaturalizacio´n que se observa experimentalmente en el ADN es
muy abrupta, de primer orden (con divergencia en el calor especı´fico en la transi-
cio´n) (Saenger 1984), mientras que en los modelos sencillos que hemos utilizado
nosotros la transicio´n de fase es continua, y el calor especı´fico no diverge, sino
que tiene un salto discontinuo en la transicio´n. Pero mientras que la fı´sica de los
modelos no es suficiente para describir adecuadamente la fı´sica del ADN, lo que
si esta´ tenido en cuenta en ellos de forma realista es el efecto del desorden, en este
caso el de la secuencia gene´tica. Y este hecho, el de la correcta descripcio´n del
desorden, ha sido suficiente para que modelos aparentemente insuficientes para el
estudio de un feno´meno fı´sico determinado hayan sido capaces de reproducir de
forma muy precisa el efecto del desorden en el problema. Esta observacio´n nos ha
llevado a formular la hipo´tesis que hemos llamado universalidad en el desorden:
la correcta descripcio´n del efecto del desorden en un problema no depende de los
detalles del modelo que se utilice para estudiarlo, sino solamente de que la descrip-
cio´n del desorden que se haga en el modelo sea adecuada.
Como ejemplo de esta propuesta de la universalidad en el desorden hemos vis-
to que dos modelos muy sencillos en los que se puede incorporar el desorden, en
este caso el efecto de la secuencia gene´tica, de forma consistente con la realidad,
han sido suficientes para reproducir la dependencia con el desorden del feno´me-
no estudiado, la desnaturalizacio´n te´rmica del ADN. Siguiendo con este ejemplo,
en un capı´tulo posterior estudiaremos con detalle algunos aspectos de este proble-
ma, utilizando un modelo mucho ma´s realista, el de Dauxois-Peyrard-Bishop, en
el que sin embargo el efecto de la secuencia se incluye pra´cticamente de la misma
manera que en los modelos utilizados en este capı´tulo. Veremos entonces que el
modelo permite no so´lo reproducir el efecto de la secuencia en los experimentos,
sino estudiar magnitudes mucho ma´s sensibles a este desorden y determinar que´ in-
teracciones fı´sicas son relevantes en el feno´meno estudiado.
4.6. Conclusiones
En este capı´tulo hemos introducido dos modelos sencillos so´lido-sobre-so´lido
en una dimensio´n que en su dı´a fueron formulados en el contexto del estudio de las
transiciones de mojado. Ambos modelos son resolubles de forma analı´tica exacta y
presentan transiciones de fase termodina´micas en una dimensio´n. Se ha estudiado
despue´s el efecto sobre la transicio´n de fase de introducir desorden en los modelos.
A partir de la versio´n con desorden de los modelos se los ha utilizado para estudiar
la dependencia de la temperatura de desnaturalizacio´n del ADN con la secuencia
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gene´tica. El buen acuerdo entre las predicciones teo´ricas y los datos experimenta-
les, unido a la sencillez de los modelos, nos ha llevado a formular la hipo´tesis de la
universalidad en el desorden.
Modicaci ·on del modelo de sine-Gordon y analog·a
con la fase superrugosa.
Yo soy el Caos. Lo soy todo. Soy el sen˜or de lo no-lineal, capita´n de la partı´cula
aleatoria y sumo pontı´fice de la entropı´a. Soy el viento que surge de ninguna parte,
y el que es capaz de anegar mundos. ¡Soy el prı´ncipe de la Posibilidad Infinita!
¦ Michael Moorcock, La venganza de la Rosa ¦
En el capı´tulo 3 se introdujo el problema de la superrugosidad en el modelo de
sine-Gordon desordenado en dos dimensiones, y se mostro´ que estudiar el mismo
modelo en una dimensio´n no era una forma u´til de buscar analogı´as con el pro-
blema en dos dimensiones, pues el modelo en una dimensio´n carece de transicio´n
de fase termodina´mica. Sin embargo, en el capı´tulo 4 se estudiaron modelos sen-
cillos en una dimensio´n que sı´ tienen transiciones de fase termodina´micas. En este
capı´tulo retomaremos el problema de la superrugosidad, y para simplificarlo recu-
rriremos a la formulacio´n de un nuevo modelo en una dimensio´n, disen˜ado a partir
del modelo de sine-Gordon y del modelo de Burkhardt descrito en el capı´tulo 4.
Caracterizaremos este nuevo modelo primero sin la presencia de desorden, mos-
trando que tiene una transicio´n de fase termodina´mica entre una fase plana a bajas
temperaturas y una rugosa a altas, y una fenomenologı´a compleja debido al efecto
de los distintos elementos que componen el modelo. La presencia de una aute´ntica
transicio´n de fase termodina´mica nos permitira´ estudiar el efecto que tiene sobre
ella la introduccio´n de desorden del tipo mostrado al explicar el modelo de sine-
Gordon. En presencia de este desorden, seguiremos encontrando una transicio´n de
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fase, en la que la fase de altas temperaturas es rugosa y la fase de bajas temperaturas
presenta todas las caracterı´sticas de la fase superrugosa del modelo de sine-Gordon
en dos dimensiones. Sin embargo, en el caso de nuestro modelo se puede ver que,
a pesar de estas caracterı´sticas, la fase de bajas temperaturas es plana. La extensio´n
de la analogı´a a dos dimensiones nos lleva a uno de los resultados ma´s importantes
expuestos en esta memoria: la conjetura de que la fase superrugosa del modelo de
sine-Gordon en dos dimensiones es en realidad una fase plana dominada por el
desorden.
5.1. El problema de la fase superrugosa
Se ha hablado ya en esta memoria de la llamada fase superrugosa, que es el
nombre dado a la fase de bajas temperaturas del modelo de sine-Gordon con de-
sorden en dos dimensiones (hamiltoniano [3.2]). Ahora procederemos a explicar
en detalle que´ se entiende por fase superrugosa y cua´les son sus principales carac-
terı´sticas.
El modelo de sine-Gordon sin desorden en dos dimensiones es un modelo bas-
tante bien entendido (Baraba´si y Stanley 1995; Krug 1997; Pimpinelli y Villain
1998; Plischke y Bergersen 1994; van Beijeren y Nolden 1987; Weeks y Gilmer
1979; Weeks 1980), que presenta una transicio´n de fase entre una fase rugosa a al-
tas temperaturas y una plana a bajas. En la fase rugosa el te´rmino del potencial con
forma de coseno del hamiltoniano del modelo (ecuacio´n [3.1]) deja de tener efecto
y el modelo se comporta como el de Edwards-Wilkinson (Edwards y Wilkinson
1982). En la versio´n bidimensional del modelo de Edwards-Wilkinson (y, por lo
tanto, en la de altas temperaturas del de sine-Gordon), el cuadrado de la rugosidad
o anchura de la superficie definida en la ecuacio´n (3.8) escala logarı´tmicamente
con el taman˜o del sistema:
w2 ∼ logL, (5.1)
donde L es la longitud de uno de los lados de la red cuadrada en la que se define el
modelo.
En 1990 se comenzo´ a estudiar la versio´n con desorden del modelo (Toner y
DiVincenzo 1990), y con ello se introdujeron en el modelo de sine-Gordon los
conceptos de transicio´n superrugosa y de fase superrugosa. La fase de altas tem-
peraturas es ana´loga a la del modelo sin desorden, con el mismo comportamiento
de la rugosidad. Sin embargo, la fase de bajas temperaturas esta´ muy mal enten-
dida, y existe poco consenso en general sobre su naturaleza. En los an˜os poste-
riores a la introduccio´n de la transicio´n superrugosa, se presentaron una “mirı´ada
de predicciones” (Batrouni y Hwa 1994), que suscitaron gran controversia acerca
de la naturaleza de la fase superrugosa (Shapir 1997). Por medio de simulaciones
o me´todos de optimizacio´n (Blasum et al. 1996; Coluzzi et al. 1997; Lancaster
y Ruiz-Lorenzo 1995; Marinari et al. 1995; Rieger 1995; Rieger y Blasum 1997;
Rieger 1998; Ruiz-Lorenzo 1998; Sa´nchez et al. 1997) no se llego´ a resolver la
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cuestio´n, aunque se llego´ a un cierto grado de acuerdo sobre el comportamiento de
la rugosidad con el taman˜o del sistema en esta fase: la rugosidad al cuadrado crecı´a
con el logaritmo al cuadrado del taman˜o del sistema:
w2 ∼ (logL)2; (5.2)
de ahı´ que, en cierto sentido, esta fase de bajas temperaturas fuese “ma´s rugosa”
que la fase de altas temperaturas, y por eso fuese llamada superrugosa. Pero inclu-
so sobre este aspecto han surgido dudas, debido a que en recientes simulaciones
del modelo (Sa´nchez et al. 2000) se han observado otros tipos de comportamien-
tos, que sugieren incluso la posibilidad de que la llamada fase superrugosa sea en
realidad plana.
Nuestra intencio´n es esclarecer todo lo posible el problema planteado por esta
fase superrugosa del modelo de sine-Gordon con desorden en dos dimensiones. Sin
embargo, la simulacio´n directa del modelo tiene un coste computacional alto, de
tal forma que un estudio efectivo por medio de simulaciones directas del modelo
resultarı´a lento y laborioso. Por ello es por lo que, co´mo me´todo de estudiar la pro-
blema´tica en dos dimensiones, hemos optado por buscar analogı´as con modelos en
una dimensio´n. Este me´todo de trabajo no nos permitira´ decir nada sobre la natu-
raleza de la transicio´n de fase en dos dimensiones, pero sı´ sobre la naturaleza de
la fase de bajas temperaturas, la llamada fase superrugosa. Es en este aspecto en el
que se centrara´ el estudio.
5.2. Modelo de sine-Gordon modificado: el modelo de Burkhardt-
sine-Gordon
El modelo obvio para buscar analogı´as en una dimensio´n con la problema´tica
del modelo de sine-Gordon en dos dimensiones serı´a el propio modelo de sine-
Gordon en una dimensio´n. Pero como hemos visto en el capı´tulo 3, este modelo
carece de transicio´n de fase termodina´mica, por lo que introducir desorden en e´l
no nos permitirı´a estudiar el efecto del desorden sobre la fase de bajas temperatu-
ras. Sin embargo hemos visto en el capı´tulo 4 que existen modelos muy sencillos en
una dimensio´n, de cara´cter similar (so´lido-sobre-so´lido) al modelo de sine-Gordon,
que sı´ presentan transiciones de fase termodina´micas. En particular, el modelo de
Burkhardt definido en el hamiltoniano (4.38) tiene una transicio´n de fase termo-
dina´mica. Los u´nicos ingredientes que necesita para ello son un acoplamiento en-
tre los vecinos de la red unidimensional, un muro de potencial infinito que impide
a las variables tomar valores negativos, y un pozo de potencial pegado a este mu-
ro. El modelo de sine-Gordon ya tiene un acoplamiento entre vecinos (el hecho
de que sea cuadra´tico y no en valor absoluto, como en el modelo de Burkhardt,
no introduce diferencias cualitativas). Por lo tanto, an˜adiendo el muro y el pozo
de potencial al modelo de sine-Gordon esperamos obtener un modelo que tenga
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transicio´n de fase, y al mismo tiempo conserve la capacidad de an˜adir desorden
en el potencial del coseno para estudiar su efecto sobre la transicio´n de fase. A la
modificacio´n resultante del modelo de sine-Gordon la hemos llamado modelo de
Burkhardt-sine-Gordon (BsG):
H =
N∑
i=1
{
J
2
[hi+1 − hi]2 + V0[1− cos(hi)] + U(hi)
}
, (5.3)
donde la notacio´n utilizada es la misma que en la definicio´n del hamiltoniano de
sine-Gordon en una dimensio´n, ecuacio´n (3.3), excepto por la adicio´n del potencial
U(hi), que viene dado por:
U(x) =

∞ si x < 0,
U0 si 0 ≤ x ≤ R,
0 si x > R.
(5.4)
El potencial U(hi) es por lo tanto el mismo que el del modelo de Burkhardt, y
hacer que sea infinito para valores negativos de la variable es equivalente a que
las variables del modelo sean definidas positivas. Introducir la restriccio´n en el
potencial, en lugar de en las variables, permite utilizar el formalismo del operador
de transferencia definido directamente en (−∞,∞): el potencial hara´ que para
alturas negativas los elementos del operador sean nulos.
El hecho de que en este nuevo modelo el acoplamiento sea cuadra´tico en lu-
gar de recurrir a un acoplamiento en valor absoluto permite conservar el mayor
parecido posible con el modelo de sine-Gordon original, que es del que queremos
obtener toda la informacio´n posible. Una segunda razo´n para conservar el acopla-
miento cuadra´tico, ya que cambiarlo no hubiera introducido diferencias cualitativas
en el modelo, es que de esta forma podremos utilizar el algoritmo de ban˜o te´rmico
del apartado 2.2.4 para realizar simulaciones de Monte Carlo del modelo, que sera´n
ma´s eficientes que las simulaciones con el algoritmo de Metropolis que tendrı´amos
que realizar en caso de que el acoplamiento fuese en valor absoluto.
Este hamiltoniano que acabamos de definir, adema´s del intere´s que tendra´ por
la posibilidad de introducir desorden en el coseno y establecer analogı´as con el
problema de la superrugosidad, es relevante en sı´ mismo. Fı´sicamente, describe
una intercara sobre un sustrato impenetrable, con un potencial (U(hi)) que intenta
mantener la intercara pegada a las proximidades del sustrato, y otro (el coseno) que
favorece la formacio´n de capas en las que las variables toman valores enteros de
2pi. La lucha de estos dos efectos, junto con la tensio´n superficial que introduce el
acoplamiento, hara´n que el modelo presente comportamientos no triviales. De esta
manera, el modelo resultarı´a adecuado para el estudio de so´lidos cristalinos o para
lı´quidos que se depositan sobre un sustrato, siendo atraı´dos por e´ste pero a su vez
teniendo una tendencia a crecer formando capas.
En primer lugar se estudiara´ la versio´n sin desorden del modelo de Burkhardt-
sine-Gordon, y se caracterizara´ la transicio´n de fase que presenta entre una fase
plana a bajas temperaturas y una rugosa a altas. Se prestara´ especial atencio´n a
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la fase plana, que presenta algunas caracterı´sticas singulares. Despue´s se introdu-
cira´ desorden en el modelo, se estudiara´ su efecto y se comparara´ con la fenome-
nologı´a del modelo de sine-Gordon con desorden en dos dimensiones. En ambos
casos, cuando sea necesario fijar valores de los para´metros se utilizara´ J = 1,
V0 = 1, U0 = 2 y R = 2pi. Esto significa que la atraccio´n del sustrato alcanza a
las dos primeras capas que se forman por la accio´n del potencial en forma de cose-
no. Adema´s del estudio que se va a presentar con estos valores de los para´metros,
se han realizado tambie´n simulaciones utilizando valores diferentes, sin encontrar
ningu´n comportamiento cualitativamente distinto. Variando los para´metros se pue-
de cambiar la temperatura crı´tica, o el nu´mero de capas que atrae el sustrato (lo
que cambia algunos detalles), pero el cuadro general de la transicio´n de fase del
modelo permanece inalterado.
5.3. El modelo de Burkhardt-sine-Gordon sin desorden
En el estudio del modelo hemos utilizado distintas te´cnicas, tanto nume´ricas
como analı´ticas. Utilizando el formalismo del operador de transferencia del apar-
tado 2.3.1, hemos procedido a formular la pseudo ecuacio´n de Schro¨dinger del
modelo, y tambie´n a la evaluacio´n nume´rica del operador de transferencia exac-
to, utilizando una te´cnica de escalado de taman˜o finito para estudiar el efecto de
la discretizacio´n del operador. Adema´s, se han utilizado aproximaciones analı´ticas
para estudiar el comportamiento asinto´tico del modelo a temperaturas bajas y al-
tas. Finalmente, se han realizado simulaciones de Monte Carlo del modelo, cuyos
resultados se comparan con los ca´lculos anteriores. A partir de todo esto, somos
capaces de caracterizar cualitativa y cuantitativamente las propiedades del modelo,
y establecer firmemente la existencia de una transicio´n de fase.
5.3.1. Pseudo ecuacio´n de Schro¨dinger
Siguiendo el formalismo de la seccio´n 2.3.2 se puede aproximar la ecuacio´n
de transferencia asociada al hamiltoniano (5.3) por una ecuacio´n diferencial. Defi-
niendo:
Veq =
1
2β
log
βJ
2pi
, (5.5)
y llamando a la parte del potencial del hamiltoniano:
V (h) = V0[1− cos(h)] + U(h), (5.6)
la pseudo ecuacio´n de Schro¨dinger (2.90) resultante para nuestro modelo es:[
− 1
2β2J
d2
dh2
+ V (h)
]
ψn(h) = (²n − Veq)ψn(h). (5.7)
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Esta ecuacio´n representa una aproximacio´n, cuya condicio´n de validez (2.89) es en
este caso:
V0, U0 ¿ kBT ¿ J. (5.8)
Por lo tanto, la ecuacio´n (5.7) es va´lida so´lo en el re´gimen de acoplamiento fuerte,
a temperaturas bajas y cuando el potencial es muy de´bil. La divergencia del poten-
cial para h < 0 no afecta al problema, porque ψn(h) = 0 para h < 0. No es el caso
descrito por la condicio´n (5.8) el que nos interesa, pues queremos caracterizar ple-
namente el efecto de un potencial no despreciable. Los valores de los para´metros
de trabajo que hemos elegido, J = 1, V0 = 1 y U0 = 2, esta´n muy lejos del rango
dado por la condicio´n (5.8). Por lo tanto, un estudio detallado analı´tico o nume´rico
de las soluciones de la ecuacio´n (5.7) no es de utilidad para comparar con el ca-
so en el que nosotros estamos interesados. Sin embargo, la imagen cualitativa del
problema que podemos obtener a partir de esta ecuacio´n sı´ es va´lida (ma´s tenien-
do en cuenta que nos interesan potenciales ma´s fuertes), y ofrece una descripcio´n
correcta de la fenomenologı´a del problema, como veremos ma´s adelante.
Esta fenomenologı´a resulta evidente sin ma´s que darse cuenta de que si nos
olvidamos de la parte sinusoidal del potencial, la ecuacio´n (5.7) es la ecuacio´n de de
una partı´cula cua´ntica afectada por un pozo de potencial situado junto a una barrera
infinita. Este es el mismo caso que vimos al estudiar el modelo de Burkhardt. La
parte sinusoidal del potencial afecta por igual a todo el espacio en el que puede
moverse la partı´cula, y aunque introduce cambios cuantitativos, su existencia no
influye en el hecho de que el potencial pueda tener o no estados ligados. De hecho,
si se diese la condicio´n V0 ¿ U0, se podrı´a resolver exactamente el problema
del pozo cuadrado y tratar la parte sinusoidal del potencial utilizando teorı´a de
perturbaciones.
En esa aproximacio´n de pozo cuadrado, la ecuacio´n (5.7) admite estados li-
gados para ciertos valores de los para´metros. En particular, haciendo β suficiente-
mente grande, siempre se encuentra al menos un estado ligado. En nuestro proble-
ma mecano-estadı´stico, esto significa que a temperaturas suficientemente bajas la
densidad de probabilidad |ϕ0(h)|2 = eβV (h)|ψ0(h)|2 es normalizable y esta´ loca-
lizada alrededor del pozo cuadrado, mientras que a temperaturas suficientemente
altas esta densidad de probabilidad deja de ser normalizable, lo que significa que la
interfase descrita por el modelo esta´ deslocalizada. Como ya vimos en el caso del
modelo de Burkhardt, esto es una transicio´n de fase entre una fase plana a bajas
temperaturas y una rugosa a altas. El efecto del coseno en el potencial cambia el
aspecto cuantitativo de esta transicio´n, pero no el cualitativo: su principal efecto
sera´ en las caracterı´sticas de la fase de bajas temperaturas.
Otro aspecto interesante que se deriva de esta ecuacio´n, como ya vimos en el
modelo de Burkhardt, es que para la ecuacio´n (5.7), cuando T → T−c , la diferencia
entre el autovalor ²0 correspondiente al estado ma´s fuertemente ligado y el primer
autovalor del continuo de estados no ligados, que cuando T → T−c es ²1, decrece
de forma cuadra´tica al acercarse a la temperatura crı´tica:
∆² ≡ ²0 − ²1 ∝ (Tc − T )2. (5.9)
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Figura 5.1: Aproximacio´n del potencial en el interior del pozo cuadrado por medio
de un potencial φ4. La lı´nea continua es el potencial del modelo BsG, la discontinua
la del potencial φ4.
Esta dependencia cuadra´tica con la temperatura de la diferencia entre los dos pri-
meros autovalores es responsable de que en la transicio´n de fase el calor especı´fico
tenga un salto finito, al ser discontinua la derivada segunda de ²0 en Tc. Este he-
cho se vera´ claramente al calcular el calor especı´fico tanto a partir del operador de
transferencia como a partir de simulaciones de Monte Carlo.
5.3.2. Aproximaciones de temperaturas bajas y altas
Temperatura baja
Al igual que al estudiar el modelo de sine-Gordon se utilizo´ la aproximacio´n
de que a bajas temperaturas la interfase descrita por el modelo estaba atrapada en
un u´nico pozo de potencial, que despue´s se aproximaba por un potencial parabo´li-
co, ahora es una idea razonable (ma´s au´n tras haber estudiado la pseudo ecuacio´n
de Schro¨dinger del modelo) suponer que a temperaturas suficientemente bajas la
interfase esta´ atrapada en el pozo cuadrado de potencial. Para el valor R = 2pi
que utilizamos de la anchura del pozo, e´ste tiene dentro dos mı´nimos del potencial
sinusoidal. En ese caso, es posible aproximar el potencial del modelo BsG por un
potencial φ4, que es el potencial ma´s sencillo posible con dos mı´nimos. La com-
paracio´n entre el potencial original y el potencial φ4 se muestra en la figura 5.1.
La ventaja del potencial φ4, aparte de tener dos mı´nimos, es el hecho de que la
interfase esta´ atrapada en ellos, al tender el potencial a infinito segu´n h → ±∞.
Para aproximar de la mejor forma posible el potencia del modelo BsG, el potencial
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φ4 utilizado debe ser el siguiente:
Vφ4(h) = V0
(h− pi)4
4pi2
− V0 (h− pi)
2
2
+
pi2
4
− U0. (5.10)
Este es el potencial mostrado en la figura 5.1 (utilizando V0 = 1 y U0 = 2);
reproduce de forma exacta el desarrollo a primer orden del potencial en forma de
coseno en los mı´nimos del potencial, y tambie´n reproduce la distancia 2pi entre los
dos mı´nimos.
En la referencia (Schneider y Stoll 1980) se dan valores para algunas propie-
dades termodina´micas de un desarrollo a bajas temperaturas del modelo φ4. Para
la energı´a interna por nodo de la red se tiene:
e =
T
2
+
6T 2
5∆2
, (5.11)
y para el calor especı´fico por nodo:
cV =
1
2
+
12T
5∆2
. (5.12)
Estas fo´rmulas no dependen de V0, y el u´nico para´metro del potencial φ4 que les
afecta (supuesto J = 1 en el hamiltoniano) es la distancia entre los dos mı´nimos
del potencial, que en nuestro caso es ∆ = 2pi.
En la referencia (Schneider y Stoll 1980) estos resultados se obtienen tras supo-
ner implı´citamente que a temperaturas suficientemente bajas la interfase esta´ prin-
cipalmente en un u´nico pozo del potencial φ4, aproxima´ndolo por un potencial
parabo´lico e introduciendo los te´rminos de orden mayor como correcciones. En
efecto, veremos ma´s adelante que a temperaturas bajas la interfase se encuentra en
so´lo uno de los dos mı´nimos del potencial que esta´n dentro del pozo cuadrado. Pero
e´sta es la misma aproximacio´n que se utilizaba en el caso de sine-Gordon, ası´ que
podemos comparar las simulaciones y las predicciones del modelo φ4 con las que
daban las ecuaciones (3.45) y (3.46) para el modelo de sine-Gordon. El te´rmino
de primer orden en ambas aproximaciones (φ4 y sine-Gordon) es el mismo, y la
diferencia relativa entre el coeficiente del te´rmino de segundo orden es menor del
tres por ciento, por lo que apenas existe diferencia entre las predicciones de ambas
ecuaciones cuando T → 0. Veremos que ambas describen bien la termodina´mica
del sistema. No´tese que las expresiones provenientes del potencial φ4 no dependen
de la intensidad V0 del potencial, mientras que para sine-Gordon V0 aparece por
primera vez en los te´rminos de tercer orden. Por lo tanto, incluso en el caso de
sine-Gordon es de esperar que la aproximacio´n funcione bien au´n en el caso de
que la aproximacio´n que se este´ haciendo sea poco acertada en su modo de tratar
el potencial.
No es ası´ a la hora de calcular la rugosidad. La anchura de una interfase de-
pende de forma crucial de la anchura del potencial en el que esta´ atrapada, y en
los ca´lculos anteriores hemos obviado completamente el hecho de que el pozo pa-
rabo´lico que sirve de primera aproximacio´n para los potenciales esta´ en realidad
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Figura 5.2: Ejemplos de configuraciones de los modelos de sine-Gordon (tria´ngu-
los negros) y Burkhardt-sine-Gordon (cı´rculos vacı´os) a T = 0.1318 en nuestras
unidades. Las tres lı´neas continuas son el valor medio y la desviacio´n tı´pica de las
variables del modelo de sine-Gordon, las lı´neas discontinuas indican lo mismo para
el modelo de Burkhardt-sine-Gordon.
cortado por la mitad, como puede inferirse de la figura 5.1. Esto no tiene dema-
siada importancia para el ca´lculo de la energı´a y del calor especı´fico, pues como
se ha visto la forma del potencial so´lo repercute en te´rminos de orden superior. Un
modelo con un potencial parabo´lico con el mı´nimo en cero tiene un valor medio de
las variables nulo, con lo que su rugosidad al cuadrado es simplemente el promedio
te´rmico del valor medio del cuadrado de las variables:
w2par = 〈h2〉par. (5.13)
En el modelo de Burkhardt-sine-Gordon, las variables siempre toman valores posi-
tivos, ası´ que hay que tener en cuenta la contribucio´n del valor medio de la altura:
w2BsG = 〈h2〉BsG − 〈h¯〉2BsG. (5.14)
Una aproximacio´n algo burda consiste en suponer que, a bajas temperaturas, la dis-
tribucio´n de las variables en el modelo de Burkhardt-sine-Gordon es la misma que
en el modelo parabo´lico (o que en sine-Gordon con todas las alturas en un u´nico
pozo de potencial), pero tomando el valor absoluto de las variables. En la figura
5.2 vemos comparadas dos configuraciones a la misma temperatura de los modelos
de sine-Gordon y de Burkhardt-sine-Gordon, obtenidas a partir de simulaciones de
Monte Carlo. Vemos en ella que la aproximacio´n tiene sentido, al tener una dis-
tribucio´n parecida las variables de ambos modelos en el semiplano positivo. Esta
aproximacio´n no es exacta porque no tiene en cuenta el muro infinito del potencial,
que por efecto entro´pico es ligeramente repulsivo. Sin embargo, su uso simplifica
mucho las cosas, porque con esta hipo´tesis resulta que la distribucio´n del cuadrado
104 Modificacio´n del modelo de sine-Gordon y analogı´a con la fase superrugosa.
-1 -0.5 0 0.5 1
h
0
1
2
3
4
P(h)
sine-Gordon
Burkhardt-sine-Gordon
Figura 5.3: Histogramas normalizados de los valores de las alturas de las dos con-
figuraciones de la figura 5.2. Como comparacio´n, se muestra una gaussiana con
desviacio´n tı´pica igual a la calculada para las alturas de la configuracio´n de sine-
Gordon, y una media gaussiana de altura doble de la anterior.
de las alturas, que no depende del signo, es la misma para el modelo de Burkhardt-
sine-Gordon y para la aproximacio´n parabo´lica. Pero, como se vio en el capı´tulo 3,
para este caso sabemos calcular el valor de la rugosidad (ecuacio´n [3.36]):
〈h2〉BsG = 〈h2〉par = w2par =
T√
(2 + V0)2 − 4
. (5.15)
Por lo tanto, si podemos calcular 〈h¯〉BsG obtendremos una expresio´n para la rugo-
sidad a bajas temperaturas del modelo de Burkhardt-sine-Gordon. Pero si seguimos
con la hipo´tesis de que la distribucio´n de las variables en el modelo de Burkhardt-
sine-Gordon a bajas temperaturas es como la del pozo parabo´lico pero con todas
positivas, una buena aproximacio´n es suponer que las variables del pozo parabo´lico
son gaussianas con desviacio´n tı´pica dada por la rugosidad, σ = wpar. En la figura
3.9 (pa´gina 71) vimos que, efectivamente, para sine-Gordon a bajas temperaturas
la distribucio´n de las variables es muy similar a una gaussiana. En ese caso, 〈h¯〉BsG
se obtendrı´a de la siguiente manera:
〈h¯〉BsG =
∫ ∞
0
2N (0, σ)hdh =
√
2
pi
σ, (5.16)
donde N (0, σ) es una distribucio´n gaussiana de media cero y desviacio´n tı´pica σ,
y el factor 2 en la integral procede de normalizar correctamente la media gaussiana
definida so´lo para valores positivos. A partir de este resultado,
〈h¯〉2BsG =
2
pi
σ2 =
2
pi
w2par, (5.17)
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y podemos escribir una expresio´n para la rugosidad asinto´tica del modelo de Burkhardt-
sine-Gordon cuando la temperatura tiende a cero:
w2BsG =
(
1− 2
pi
)
w2par =
(
1− 2
pi
)
T√
(2 + V0)2 − 4
, (5.18)
donde el factor nume´rico 1 − 2/pi ≈ 0.3634. Al comentar los resultados de las
simulaciones de Monte Carlo del modelo, mostraremos en la figura 5.11 una com-
paracio´n entre las simulaciones y la prediccio´n de la ecuacio´n (5.18). Podemos ver
ya, sin embargo, algunas de las limitaciones de este ca´lculo utilizando las confi-
guraciones mostradas en la figura 5.2. Los argumentos son so´lo cualitativos, pues
a partir de una configuracio´n instanta´nea del modelo no se tiene estadı´stica para
comparar las predicciones del ca´lculo. En la figura 5.3 se muestra el histograma de
las alturas representadas en la figura 5.2. Se aprecia que en el caso de sine-Gordon
este histograma se ajusta bastante bien a una gaussiana (au´n teniendo en cuenta la
falta de estadı´stica). En el caso de Burkhardt-sine-Gordon se ve el efecto que ya
habı´amos advertido: el pico de la distribucio´n no esta´ en cero, sino en un valor finito
de la variable. Esto hace que nuestra aproximacio´n subestime tanto 〈h¯〉2BsG como
〈h2〉BsG, aunque se puede esperar cierto grado de cancelacio´n entre estos dos erro-
res al calcular la rugosidad. Podemos ver claramente estas subestimaciones en la
figura 5.2. El valor predicho por la ecuacio´n (3.36) para la rugosidad de la interfase
del modelo de sine-Gordon a esa temperatura es de wsG = 0.24, en buen acuerdo
con wsG = 0.23 que se mide a partir de los datos de la gra´fica. Para el modelo de
Burkhardt-sine-Gordon, los datos de la figura dan 〈h2〉−1/2BsG = 0.30, por encima
de lo que predice la ecuacio´n (3.36), como es de esperar. Por lo tanto, para el caso
de Burkhardt-sine-Gordon la fo´rmula (5.16) predice 〈h¯〉BsG = 0.19, claramente
por debajo del valor 0.25 que medimos en la gra´fica. Para la rugosidad, la fo´rmula
(5.18) predice wBsG = 0.15, ma´s cercano al valor 0.17 que se mide, por lo que
efectivamente los errores de la aproximacio´n se cancelan en cierto grado. Una cosa
a tener en cuenta es que la repulsio´n de la pared es un efecto puramente entro´pico,
por lo que su importancia disminuye al bajar la temperatura y desaparece asinto´ti-
camente al llegar a T → 0. En ese lı´mite el comportamiento del sistema depende
so´lo de la energı´a, y la aproximacio´n que hemos hecho reproduce correctamente el
desarrollo a primer orden (parabo´lico) del potencial, al igual que la aproximacio´n
parabo´lica hacı´a con sine-Gordon.
Finalmente, a la hora de estimar el comportamiento asinto´tico de la funcio´n
de correlacio´n de la diferencia de alturas nos encontramos con el mismo problema
que tenı´amos a la hora de calcular la rugosidad. Sin embargo, sabemos que am-
bas magnitudes esta´n estrechamente relacionadas, y que el valor asinto´tico cuando
r →∞ de la funcio´n de correlacio´n es C(r) = 2w2. Por lo tanto, podemos aproxi-
mar C(r) utilizando la misma expresio´n que para sine-Gordon, la ecuacio´n (3.41),
multiplicada por el factor (1 − 2/pi) que hemos encontrado para la rugosidad del
modelo de Burkhardt-sine-Gordon.
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Temperatura alta
En la fase de altas temperaturas, el efecto del potencial se anula y, al igual
que en el caso de sine-Gordon, el modelo es equivalente al de Edwards-Wilkinson
(apartado 3.3.2). La u´nica diferencia consiste en que al poder tener so´lo alturas po-
sitivas, existe un sustrato impenetrable que tiene un efecto sobre la estadı´stica de
la interfase: por ello, las predicciones del modelo de Edwards-Wilkinson para la
rugosidad y las funciones de correlacio´n no son ahora tan precisas como en el caso
de sine-Gordon. Sin embargo, es de esperar que las predicciones para la energı´a
(e = T/2 + constante) y el calor especı´fico (c = 1/2) sigan funcionando.
5.3.3. Tratamiento nume´rico del operador de transferencia
Utilizando el formalismo presentado en el apartado 2.3.1 podemos definir el
operador de transferencia asociado al hamiltoniano (5.3) y calcular nume´ricamen-
te sus autovalores y autofunciones, tal y como se explico´ en el apartado 2.3.3.
Discretizamos el operador en un intervalo de variables que va desde 0 hasta un
hmax que sea lo suficientemente grande. Para ello se define una longitud de dis-
cretizacio´n ∆h de tal modo que hmax = (M − 1)∆h, donde M es el nu´mero
de puntos en los que discretizamos el operador, esto es, para el ca´lculo nume´rico
se utiliza una matriz M ×M . El modelo de Burkhardt-sine-Gordon no tiene un
potencial perio´dico, como el de sine-Gordon, por lo que no podemos plantear el
operador de transferencia de forma exacta en un intervalo finito de las variables.
Au´n ası´ se tiene la ventaja de que las variables esta´n acotadas inferiormente, y toda
la fı´sica interesante esta´ asociada a valores de las variables en la cercanı´a de esta
cota, con lo que escogiendo un hmax razonable se puede hacer un estudio bastante
preciso del modelo. Como ya se dijo en el apartado 2.3.3, en el lı´mite ∆h → 0 y
M∆h → ∞, este tratamiento nume´rico es exacto. Para garantizar que el modelo
estudiado tiene una transicio´n de fase termodina´mica, la diferencia entre el auto-
valor mayor del operador y el segundo autovalor ha de hacerse cero en un punto,
que marca la existencia de una singularidad en el primer autovalor, a partir del cual
se calcula la energı´a libre utilizando la ecuacio´n (2.69). Para encontrar el punto en
el que se produce la transicio´n, hemos de buscar una temperatura en la que haya
un mı´nimo en la diferencia entre los dos primeros autovalores, y comprobar que
ese mı´nimo tiende a cero cuando mejoramos la discretizacio´n del operador, por
ejemplo aumentando M .
En la figura 5.4 se muestran los tres primeros autovalores1 del operador discre-
tizado con M = 4096 y ∆h = 1/32, y utilizando los para´metros del modelo ya
indicados V0 = 1, U0 = 2 y R = 2pi. Se puede observar a simple vista que los dos
primeros autovalores esta´n muy cerca para T ≈ 10. En el cuadro interior se com-
1Cuidado con la notacio´n: siguiendo lo hecho en el apartado 2.3.1, los autovalores del modelo se
denotan con exp(−β²n), de tal modo que los ²n no son los autovalores.
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Figura 5.4: Los tres primeros autovalores del operador de transferencia del modelo
BsG sin desorden para M = 4096 y ∆h = 1/32. El cuadro interior muestra la
diferencia entre los dos primeros.
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Figura 5.5: Diferencia entre los dos primeros autovalores para distintos taman˜os de
matriz, tal y como se indica en la figura, con ∆h = 1/8. Cuadro interior: misma
figura en escala semilogarı´tmica.
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Figura 5.6: Izquierda: Valor del mı´nimo de la diferencia entre los dos primeros au-
tovalores en funcio´n de la inversa al cuadrado del taman˜o de la matriz utilizada,
para diferentes discretizaciones, tal y como se indica en la figura. Derecha: tempe-
ratura a la que se alcanza el mı´nimo.
prueba que efectivamente hay un mı´nimo en la diferencia entre los dos primeros
autovalores cerca de T ≈ 10. Ni la pendiente de esta diferencia ni la del primer
autovalor cambian de forma discontinua en Tm, la temperatura del mı´nimo, por lo
que la transicio´n de fase asociada sera´ continua y no de primer orden.
En la figura 5.5 se muestra la diferencia entre los dos primeros autovalores
obtenidos a partir de matrices de distinto taman˜o, pero manteniendo fijo en todos
los casos ∆h = 1/8. Vemos que, al aumentar M , el mı´nimo tiende a cero, lo que
confirma que ese mı´nimo es indicativo de una transicio´n de fase. Se puede observar
en la figura que cuando T → T−m , la diferencia entre los autovalores decrece de
forma cuadra´tica, tal y como el ana´lisis de la pseudo ecuacio´n de Schro¨dinger del
modelo indica (ecuacio´n [5.9]) que debe ocurrir en la temperatura crı´tica.
En la figura 5.6 se realiza un ana´lisis de taman˜o finito de la matriz de transfe-
rencia resultante de discretizar el operador. De esta forma se pretende comprobar
que ∆²min, el mı´nimo de la diferencia entre los dos primeros autovalores, efecti-
vamente tiende a cero al mejorar la discretizacio´n, y de paso determinar con ma´s
precisio´n la temperatura crı´tica del modelo. Para ello escogemos varias longitudes
de discretizacio´n ∆h, y para cada una de ellas representamos el valor de ∆²min
(figura de la izquierda) y el de la temperatura Tm a la que se produce el mı´nimo
(figura de la derecha) para distintos taman˜os M de la matriz de discretizacio´n. Al
igual que se observo´ en la referencia (Theodorakopoulos et al. 2000) para el mo-
delo de Peyrard-Bishop (que, en el fondo, es bastante parecido al que nos ocupa),
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tanto ∆²min como Tm escalan linealmente con M−2 cuando se varı´a M mante-
niendo ∆h constante. Este escalado mejora cuanto mayor es M ; al ser entonces
el ca´lculo ma´s exacto, esta observacio´n es especialmente importante cuando ∆h
es muy pequen˜o, porque entonces hmax puede no ser suficientemente grande y es
necesario ir a valores mayores de M para encontrar el comportamiento correcto.
En la parte izquierda de la figura 5.6 vemos que al aumentar M , ∆²min tiende a
cero. En la propia figura esta´n expresados los valores que para cada ∆h se obtie-
nen de ∆²min al hacer la extrapolacio´n M → 0. Extran˜amente, se encuentra que
cuanto menor es ∆h, el resultado de esta extrapolacio´n es mayor, en vez de tender
a cero por ser la discretizacio´n ma´s fina. La explicacio´n de esto es sencilla: para
el mismo valor de M , al ser ∆h ma´s pequen˜o, tambie´n lo es hmax, con lo que la
discretizacio´n del operador no es fiel al problema original. La solucio´n trivial a este
problema serı´a ir a valores de M mayores; sin embargo, esto no podemos hacerlo
debido a limitaciones computacionales (M = 4096 es el valor mayor que hemos
utilizado; para M & 5000 limitaciones de memoria hacen que el ca´lculo sea de-
masiado lento). Lo que sı´ se puede hacer es aprovechar el hecho de que cada punto
de la gra´fica es el resultado de un ca´lculo exacto, no un dato procedente de una si-
mulacio´n y afectado por un error. Por lo tanto, para cada ∆h podemos aprovechar
los mejores puntos, esto es, los dos con mayor valor de M , para ajustar la recta y
calcular el valor asinto´tico de ∆²min para M−2 → 0. Hemos hecho esto para el
∆h ma´s pequen˜o utilizado, ∆h = 1/64, y el valor asinto´tico de ∆²min obtenido se
aproxima un orden de magnitud a cero con respecto del obtenido al considerar to-
dos los valores deM utilizados con ∆h = 1/64. Esto confirma que, efectivamente,
para M∆h → ∞ y ∆h → 0, el mı´nimo de la diferencia entre los dos primeros
autovalores del operador tiende a cero, lo que significa que en el modelo existe una
transicio´n de fase termodina´mica, como ya se inferı´a del ana´lisis cualitativo de la
pseudo ecuacio´n de Schro¨dinger. La temperatura de esa transicio´n la obtenemos
de la parte derecha de la figura 5.6. Al hacer ∆h → 0 vemos que la temperatura
calculada para la transicio´n en el lı´mite M−2 → 0 decrece, lo que podrı´a hacer
pensar que todo es un artificio del ca´lculo y que en realidad la temperatura crı´tica
se va a cero cuando tomamos el lı´mite M∆h → ∞ y ∆h → 0. Para comprobar
que e´ste no es el caso, de nuevo se ha repetido el ajuste utilizando so´lo los dos
mejores valores (los de mayor M ) calculados usando ∆h = 1/64. Al hacer esto,
la temperatura crı´tica predicha pasa de ser Tm = 10.06 a Tm = 10.298, con lo que
es evidente que al utilizar solamente los mejores datos disponibles la temperatura
crı´tica no va a cero, sino a un valor que a partir de los datos de la gra´fica podemos
estimar en Tc ≈ 10.3 en nuestras unidades.
A partir del autovalor mayor del operador de transferencia podemos calcular
la energı´a libre utilizando la fo´rmula (2.69), y a continuacio´n obtener el calor es-
pecı´fico por medio de la expresio´n (2.71). En la figura 5.7 se muestra con una lı´nea
continua el calor especı´fico obtenido de esta forma, junto con los resultados de las
simulaciones de Monte Carlo (de las que se hablara´ un poco ma´s adelante). El salto
en T ≈ 10.3 esta´ asociado con la transicio´n de fase; en el lı´mite M∆h → ∞ y
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Figura 5.7: Calor especı´fico en funcio´n de la temperatura para el modelo BsG sin
desorden. La lı´nea continua procede de la discretizacio´n del operador de transferen-
cia con M = 4096 y ∆h = 1/32. Los sı´mbolos son el resultado de simulaciones
de Monte Carlo de sistemas del taman˜o indicado en la figura. Las barras de error
son del mismo orden que los sı´mbolos o menores. Se muestra tambie´n el resul-
tado de realizar una derivada nume´rica para el valor de la energı´a obtenido de la
simulacio´n del sistema de N = 2000.
∆h → 0 el salto ha de ser completamente discontinuo, como hemos visto exa-
minando las propiedades de los autovalores del operador. El pico en T ≈ 1.4
esta´ asociado a la anomalı´a Schottky que ya vimos en el caso de sine-Gordon.
Ahora la temperatura a la que se observa este pico es ma´s baja que en el caso de
sine-Gordon porque el feno´meno observado es debido a la formacio´n de escalones
entre los dos “semi-pozos” del coseno que esta´n dentro del potencial cuadrado.
La forma de estos pozos hace que todas las alturas dentro de un pozo este´n co-
mo ma´ximo a una distancia igual a pi del pozo vecino (a diferencia de la distancia
2pi en pozos normales del coseno), lo que facilita el paso de las alturas de uno de
estos dos pozos al otro, por lo que empiezan a formarse escalones a temperaturas
menores que en el caso de sine-Gordon.
Observando la figura 5.7 vemos en la curva del calor especı´fico obtenida a
partir del operador de transferencia una caracterı´stica inesperada, que adema´s no
aparece en las simulaciones: un pico muy estrecho en T ≈ 0.4. Si estudiamos el
comportamiento de la diferencia entre los dos primeros autovalores del operador, se
encuentra un mı´nimo precisamente a esa temperatura, lo que nos harı´a pensar que
lo que sucede es una nueva transicio´n de fase. Esta interpretacio´n se verı´a reforza-
da por el hecho de que es posible encontrarle un significado fı´sico a esa transicio´n.
En la figura 5.8 representamos el mo´dulo al cuadrado de la primera autofuncio´n
del operador, normalizada de tal forma que el a´rea bajo la curva sea unidad y la
funcio´n represente la densidad de probabilidad de las variables hi. En esta figura
hemos utilizado una discretizacio´n peor que en la figura 5.7, y como consecuencia
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Figura 5.8: Densidad de probabilidad de h a distintas temperaturas alrededor del
pico estrecho que se observa en el calor especı´fico obtenido a partir del operador
de transferencia discretizado al usar M = 1440 y ∆h = 5/72.
de ello la temperatura a la que aparece el pico es T ≈ 0.77, casi el doble que en la
figura 5.7: esto es muy indicativo de que lo que tenemos entre manos es un efecto
debido a la discretizacio´n del operador de transferencia. En la figura 5.8 la densi-
dad de probabilidad pasa muy bruscamente de estar casi completamente contenida
en el pozo del potencial en forma de coseno con mı´nimo en 0 a estar en el pozo
con mı´nimo en 2pi. Por lo tanto, la presunta transicio´n consistirı´a en el paso de
todas las alturas del pozo con mı´nimo en 0 al pozo con mı´nimo en 2pi. Esta “tran-
sicio´n”, sin embargo no sobrevive a un estudio del escalado de taman˜o finito como
el que hemos hecho con la verdadera transicio´n de fase. Un estudio ma´s detallado,
utilizando distintas discretizaciones en las que mantenemos fijo hmax y disminui-
mos ∆h, muestra que la temperatura de este pico tiende a cero segu´n ∆h → 0,
mostrando que no es un feno´meno real sino un producto de la te´cnica nume´rica
empleada. Esto lo confirman las simulaciones de Monte Carlo, que no muestran la
menor traza de este pico. Dado que este pico no existe, ello significa que en reali-
dad, a temperaturas suficientemente bajas, la interfase esta´ siempre en el pozo de
potencial con mı´nimo en 2pi. Ante esto surge una pregunta: si, energe´ticamente, los
pozos con mı´nimo en 0 y en 2pi son equivalentes, ¿por que´ el sistema elige estar
en el de 2pi? La respuesta es que aunque energe´ticamente son equivalentes, no lo
son entro´picamente. Las alturas en el pozo con mı´nimo en 0 so´lo pueden escapar
de e´l saltando al pozo con mı´nimo en 2pi. Sin embargo, las alturas en el pozo de
2pi, adema´s de poder ir al pozo con mı´nimo en 0 con la misma probabilidad que
las que esta´n en el de 0 pueden ir al de 2pi, tambie´n pueden pasar a la mitad del
pozo con mı´nimo en 2pi que esta´ fuera del pozo cuadrado, e incluso saltar al pozo
con mı´nimo en 4pi. Todo esto, claro esta´, en el re´gimen de bajas temperaturas en
el que se ha encontrado este feno´meno; a temperaturas suficientemente altas las
variables pueden evolucionar mucho ma´s libremente y realizar cambios mayores
112 Modificacio´n del modelo de sine-Gordon y analogı´a con la fase superrugosa.
en su valor, que impliquen saltos de varios pozos de potencial, poco probables en
las temperaturas bajas. En conclusio´n, las alturas en el semi-pozo con mı´nimo en
2pi tienen ma´s posibilidades para salir de e´l, por eso su entropı´a es siempre mayor
que en el semi-pozo con mı´nimo en 0. El estado fundamental del modelo a bajas
temperaturas es entonces el de la interfase atrapada en el semi-pozo con mı´nimo en
2pi, el estado en el que la interfase esta´ en el semi-pozo con mı´nimo en 0 (como se
ve en las temperaturas ma´s bajas de la figura 5.8) se trata de un estado metaestable,
con la misma energı´a interna pero energı´a libre mayor que el estado fundamental.
La figura 5.8 nos muestra tambie´n otra cosa: el efecto ligeramente repulsivo de
las paredes de potencial de las que hablamos al ver la aproximacio´n a bajas tempe-
raturas. En la figura se ve claramente que el ma´ximo de la densidad de probabilidad
no se alcanza en el mı´nimo del potencial del coseno, que coincide con las paredes
del potencial cuadrado, sino siempre a una cierta distancia (pequen˜a) de la pared.
5.3.4. Simulaciones de Monte Carlo
Para confirmar toda la informacio´n obtenida a partir de las aproximaciones
analı´ticas y del ca´lculo nume´rico del operador de transferencia se han realizado si-
mulaciones de Monte Carlo del modelo descrito por el hamiltoniano (5.3), lo cual
permite adema´s obtener informacio´n nueva y complementaria a la de los enfoques
anteriores. Para ello se ha utilizado exactamente la misma te´cnica de simulacio´n
descrita en el capı´tulo 3 para el modelo de sine-Gordon, esto es, templado para-
lelo y algoritmo de ban˜o te´rmico para la simulacio´n individual de cada una de las
re´plicas del sistema. Se han realizado distintas simulaciones utilizando sistemas de
taman˜o N = 500, N = 1000 y N = 2000, encontra´ndose los mismos resultados
en todas las simulaciones, tanto en las de distintos taman˜os como en varias que se
han hecho con cada uno de los taman˜os de sistema. Por simplicidad so´lo se mues-
tran resultados de una simulacio´n con N = 1000 y otra con N = 2000. Al igual
que en el caso de sine-Gordon, no se ha promediado entre resultados de distintas
simulaciones. En la simulacio´n con N = 1000 mostrada han sido necesarias 127
re´plicas cubriendo un rango de temperaturas entre T = 14 y T = 0.097, en la de
N = 2000, 180 re´plicas entre T = 14 y T = 0.098.
En la figura 5.9 se muestra la energı´a interna por unidad de taman˜o del sistema
obtenida de las simulaciones. La expresio´n e = T/2 + constante obtenida a partir
del modelo de Edwards-Wilkinson para el re´gimen de altas temperaturas coincide
perfectamente con los resultados de las simulaciones para T & 10.3, temperatura
en la que se observa un cambio en la pendiente de la energı´a, sen˜al de la transicio´n
de fase. En el recuadro se muestra en detalle la regio´n de bajas temperaturas, y se
ve que el resultado de las simulaciones coincide bien tanto con la prediccio´n de la
ecuacio´n (5.11) para el modelo φ4 como con la ecuacio´n (3.45) para sine-Gordon.
Hay que tener en cuenta que hay que sumar una energı´a de e = −2 a la prediccio´n
de esas ecuaciones para tener en cuenta el cambio en el origen de energı´as causado
por el pozo cuadrado con U0 = −2.
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Figura 5.9: Energı´a interna por unidad de taman˜o del sistema obtenida a partir de
simulaciones de Monte Carlo. Las barras de error son del mismo orden que los
sı´mbolos empleados. Recuadro: detalle de la regio´n de bajas temperaturas. Las dos
aproximaciones teo´ricas son indistinguibles en esta escala.
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Figura 5.10: Detalle de la regio´n de bajas temperaturas del calor especı´fico obteni-
do a partir de las simulaciones, y comparacio´n con las predicciones teo´ricas a bajas
temperaturas.
114 Modificacio´n del modelo de sine-Gordon y analogı´a con la fase superrugosa.
0 2 4 6 8 10 12 14
T
0
500
1000
1500
2000
w2
N=2000
N=1000
0 1 2 3 4 5 6 7
T
0
4
8
12
16
20
0 0.2 0.4
0
0.05
0.1
0.15
Ap. analítica
Figura 5.11: Izquierda: rugosidad al cuadrado en funcio´n de la temperatura, obteni-
da de las simulaciones. Derecha: detalle de la regio´n de bajas temperaturas. No´tese
la coincidencia perfecta de las dos curvas correspondientes a distintos taman˜os del
sistema en la fase plana. Recuadro: detalle de la regio´n pro´xima a T = 0, y com-
paracio´n con la prediccio´n teo´rica.
En la figura 5.7 se mostro´ el calor especı´fico. Junto con el resultado obtenido
del operador de transferencia y el obtenido directamente de las simulaciones, se
muestra la derivada nume´rica de la energı´a interna obtenida en la simulacio´n de
N = 2000. La coincidencia entre todos es muy buena, salvo por el pico espu´reo
que se obtiene a temperaturas bajas en el ca´lculo a partir del operador de transfe-
rencia, que no aparece en las simulaciones. De hecho, todas las curvas coinciden
exactamente excepto en la regio´n de la transicio´n de fase, donde hay pequen˜as dis-
crepancias. La transicio´n es ma´s abrupta en la simulacio´n de N = 2000 que en la
deN = 1000, como es de esperar debido a los efectos de taman˜o finito. En la figura
5.10 se muestra una ampliacio´n de la regio´n de temperatura baja del calor especı´fi-
co, junto con las predicciones de las ecuaciones (5.12) y (3.46) obtenidas a partir de
los modelos φ4 y sine-Gordon, respectivamente. Como ya se habı´a argumentado,
la diferencia entre ambas predicciones es pequen˜a, y en la gra´fica se observa que
el comportamiento asinto´tico cuando T → 0 del calor especı´fico esta´ bien descrito
por ambas.
Como una de las verificaciones ma´s importantes de la transicio´n de fase plano-
rugosa, en la figura 5.11 se muestra la rugosidad al cuadrado frente a la tempera-
tura. Para temperaturas por encima de la transicio´n de fase, la rugosidad depende
del taman˜o del sistema y diverge cuando N → ∞, sen˜alando de esta forma que
nos encontramos en la fase rugosa. Por debajo de Tc el resultado de los diferentes
taman˜os de sistema coincide perfectamente, por lo que la fase descrita es plana.
Vemos en el recuadro de la figura de la derecha el resultado de las simulaciones a
bajas temperaturas junto a la prediccio´n de la fo´rmula (5.18). La comparacio´n no
es mala, pero habrı´a que simular hasta temperaturas mucho ma´s bajas para llegar a
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Figura 5.12: Configuracio´n tı´pica de la interfase a temperaturas bajas. La de la
figura se ha obtenido de la simulacio´n de Monte Carlo de un sistema de taman˜o
N = 2000 a T = 0.0981.
un re´gimen en el que el efecto entro´pico de repulsio´n por la pared de potencial fue-
se despreciable y la aproximacio´n que lleva a la expresio´n (5.18) tuviese verdadero
sentido cuantitativo. Desgraciadamente, el coste computacional de las simulacio-
nes aumenta al acercarnos a T = 0, y realizarlas so´lo para comprobar con mayor
finura este detalle no nos parecio´ relevante.
Otro detalle interesante de la curva de la rugosidad es el escalo´n entre T ≈ 1 y
T ≈ 1.5, relacionado con la abrupta aparicio´n de escalones en la interfase asociada
a la anomalı´a Schottky de la que ya hemos hablado. Lo que es nuevo en este mode-
lo, sin embargo, es la regio´n llana en la curva de la rugosidad entre T ≈ 2 y T ≈ 4.
Esta regio´n en la que la rugosidad aumenta lentamente es debida a que, tras el gran
aumento asociado a la aparicio´n de escalones entre el pozo con mı´nimo en 2pi y el
pozo con mı´nimo en 0, al seguir aumentando la temperatura la formacio´n de esca-
lones se ve frenada por la dificultad de las alturas en tomar valores fuera del pozo
cuadrado de potencial. En ese rango de temperaturas, las fluctuaciones de la inter-
fase esta´n dominadas por los escalones, teniendo las pequen˜as fluctuaciones dentro
de cada pozo del coseno un efecto menor. Por lo tanto, hasta que la temperatura del
sistema no es lo suficientemente alta como para que la contribucio´n de las fluctua-
ciones dentro de cada pozo sea comparable a la contribucio´n de los escalones (lo
que implica que de nuevo se pueden formar ma´s escalones), no empieza a crecer la
rugosidad de forma acusada. Cuando esto ocurre, es porque adema´s se empiezan a
formar los primeros escalones entre alturas dentro del pozo del potencial y pozos
del potencial del coseno fuera del pozo cuadrado. Todo esto no es pura argumen-
tacio´n, sino que se puede comprobar fa´cilmente observando las configuraciones de
la interfase a distintas temperaturas. Como ejemplo, en la figura 5.12 se muestra
una configuracio´n en la temperatura ma´s baja simulada, comproba´ndose que toda
la interfase esta´ dentro del pozo de potencial con mı´nimo en 2pi, como ya se habı´a
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Figura 5.13: Funcio´n de correlacio´n de la diferencia de alturas dividida entre la
temperatura obtenida de la simulacio´n con N = 2000. Las temperaturas de cada
curva son, de arriba a abajo del valor asinto´tico en r/N = 0.5: T =14.0, 10.26,
9.53, 8.56, 7.80, 6.90, 1.62, 3.99, 1.12, 0.995, 0.836, 0.697, 0.0981.
deducido a partir del operador de transferencia. Este re´gimen persiste hasta T ≈ 1,
donde el salto en la rugosidad indica que empieza a haber alturas en el pozo con
mı´nimo en 0.
Finalmente, en la figura 5.13 se muestra la funcio´n de correlacio´n de la diferen-
cia de alturas dividida entre la temperatura, obtenida a partir de la simulacio´n con
N = 2000. La simulacio´n con otros taman˜os del sistema produce los mismos resul-
tados. Como en el caso de sine-Gordon, todas las curvas correspondientes a tempe-
raturas mayores que la temperatura crı´tica colapsan en una u´nica curva, siguiendo
la prediccio´n del modelo de Edwards-Wilkinson. La curva correspondiente a la
temperatura ma´s alta que no sigue este comportamiento es la de T = 10.26 para
la simulacio´n de N = 2000 y la de T = 10.31 para la simulacio´n de N = 1000.
Esto, junto con las curvas de la rugosidad y el calor especı´fico, nos permite estimar
la temperatura crı´tica a partir de las simulaciones de Monte Carlo como Tc = 10.3,
en completo acuerdo con el operador de transferencia. Se muestra tambie´n en la fi-
gura la prediccio´n que se ha hecho para la funcio´n de correlacio´n asinto´tica cuando
T → 0. A diferencia de lo que ocurrı´a en sine-Gordon, ahora las curvas correspon-
dientes al rango inferior de temperaturas simuladas ya no colapsan en una u´nica
curva, lo que significa que el re´gimen asinto´tico todavı´a no se ha alcanzado. Por
lo tanto, como ya se dijo al hablar de la rugosidad, para comprobar si la aproxi-
macio´n hecha es cuantitativamente correcta habrı´a que recurrir a simulaciones a
temperaturas au´n inferiores.
Vemos de nuevo en la funcio´n de correlacio´n el efecto sobre el que ya habı´amos
llamado la atencio´n al hablar de la rugosidad. Entre T = 1.62 y T = 3.99 las fun-
ciones de correlacio´n escaladas por la temperatura dejan de crecer mono´tonamente
5.4 El modelo BsG con desorden: la superrugosidad como una fase plana dominada por
el desorden. 117
con la temperatura, invirtie´ndose en ese rango la tendencia y disminuyendo los
valores asinto´ticos de las funciones al aumentar T . Esto es debido a que, al igual
que vimos con la rugosidad, en ese rango la funcio´n de correlacio´n depende muy
de´bilmente de T , por lo que en la funcio´n escalada domina la tendencia impuesta
por el factor 1/T . Nuestra interpretacio´n de lo observado se ve reforzada por el
hecho de que esta inversio´n del comportamiento habitual so´lo se produce por en-
cima de cierta escala de longitud, cuantificable en cinco nodos de la red, valor de
r para el cual se cruzan las curvas correspondientes a T = 1.62 y T = 3.99. Por
debajo de esa escala, es poco probable encontrar un escalo´n en una sucesio´n de
cinco nodos consecutivos de la red, por lo que la fı´sica del modelo es casi insensi-
ble a la existencia de escalones y la rugosidad a escala local sigue aumentando con
la temperatura como efecto del aumento de la magnitud de las fluctuaciones de la
interfase dentro de un mismo pozo de potencial.
5.4. El modelo BsG con desorden: la superrugosidad como una
fase plana dominada por el desorden.
Una vez establecida y caracterizada la existencia de una transicio´n de fase
termodina´mica en el modelo de Burkhardt-sine-Gordon podemos pasar a uno de
nuestros objetivos centrales: el estudio del efecto del desorden en el modelo. El de-
sorden jugara´ el papel de un sustrato no uniforme, y lo introducimos en el modelo
reformulando el hamiltoniano de la siguiente forma:
H =
N∑
i=1
{
J
2
[hi+1 − hi]2 + V0[1− cos(hi − h0i )] + U(hi − h0i )
}
, (5.19)
donde de nuevo el potencial U(hi) vale:
U(x) =

∞ si x < 0,
U0 si 0 ≤ x ≤ R,
0 si x > R,
(5.20)
y h0i es un ruido congelado (esto es, constante en el tiempo) que es independiente
en cada nodo i y toma valores de forma uniforme en el intervalo [0, 2²].2 No´tese
que por la definicio´n de U(x), ahora las variables hi esta´n acotadas inferiormente
por h0i . Los valores de los para´metros para los que vamos a estudiar el modelo son
los mismos que en el caso sin desorden, J = 1, V0 = 1, U0 = 2 y R = 2pi. El de-
sorden lo imponemos distribuido en un periodo completo del potencial del coseno,
esto es, con ² = pi.
2Este ² es la constante con la que se caracteriza la anchura del desorden, no tiene nada que ver
con los autovalores del operador de transferencia.
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El estudio de este modelo utilizando el operador de transferencia presenta di-
ficultades adicionales frente al caso sin desorden: ahora, para tener en cuenta el
desorden correctamente, al hacer el ca´lculo nume´rico hay que definir una matriz
por cada nodo de la red, multiplicarlos despue´s todos y calcular los autovalores de
la matriz resultante. Aunque ya hicimos algo similar en el modelo de Burkhardt
al an˜adir desorden para estudiar la desnaturalizacio´n del ADN, en aquel caso el
desorden era dicoto´mico, por lo que so´lo habı´a que definir dos matrices y luego
multiplicarlas en el orden adecuado las veces que fuese necesaria. Ahora, al ser el
desorden continuo, hay que definir una matriz distinta para cada nodo de la red.
Esto tiene un coste computacional considerable, lo que limita el taman˜o N de los
sistemas que se pueden estudiar por este procedimiento. Como en realidad ya es-
tablecimos para el caso sin desorden (en el que el ca´lculo nume´rico del operador
de transferencia se hace para N = ∞) la existencia de la transicio´n de fase usando
este formalismo, no lo hemos considerado necesario ahora, por lo que nos hemos
restringido a las simulaciones de Monte Carlo.
5.4.1. Propiedades estadı´sticas del desorden
En el hamiltoniano (5.19), el efecto de desplazar una constante k el intervalo en
el que esta´ definido el desorden, esto es, usar el intervalo [k, 2²+k], deja invariante
el hamiltoniano al hacer una traslacio´n de las variables h′j = hj + k (denotamos
los nodos de la red con j para no confundirlos ma´s adelante con la unidad imagi-
naria). Podemos aprovechar este hecho para estudiar el desorden como si estuviese
definido en el intervalo [−², ²], lo que hace que la media del desorden sea cero,
〈h0j 〉d = 0 (el subı´ndice d en 〈· · · 〉d significa que el promedio es sobre el desorden
y no te´rmico), y simplifica cualquier ca´lculo que se quiera hacer con el desorden.
Ası´, la fluctuacio´n cuadra´tica media del desorden (esto es, (w0)2, la rugosidad del
sustrato al cuadrado) es:
〈(h0j )2〉d − 〈h0j 〉2d =〈(h0j )2〉d
=
∫ ∞
−∞
dh0(h0)2P (h0) =
1
2²
∫ ²
−²
dh0(h0)2 =
²2
3
, (5.21)
donde P (h0) es la distribucio´n de probabilidad del desorden, que vale (2²)−1 pa-
ra h0 en [−², ²] y 0 para cualquier otro valor de h0. La funcio´n de correlacio´n
del producto de alturas del desorden es, recordando que el valor del desorden es
independiente en cada nodo j y 〈h0j 〉d = 0:
G0(r) =
〈
1
N
∑
j
h0r+jh
0
j
〉
d
=
1
N
∑
j
〈h0r+jh0j 〉d
=
1
N
∑
j
〈(h0j )2〉dδr,0 = 〈(h0j )2〉dδr,0 =
²2
3
δr,0. (5.22)
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A partir de aquı´ podemos calcular la funcio´n de correlacio´n de diferencia de alturas:
C0(r) = 2w0
2 − 2G0(r) = 2〈(h0j )2〉d(1− δr,0) =
2²2
3
(1− δr,0). (5.23)
Podemos calcular tambie´n el promedio sobre el desorden de los modos de Fourier
del sustrato:
〈hˆ0q〉d =
〈
1√
N
N∑
j=1
eiqjh0j
〉
d
=
1√
N
N∑
j=1
eiqj〈h0j 〉d = 0. (5.24)
El segundo momento de los modos de Fourier vale:
〈hˆ0q hˆ0q′〉d =
〈
1
N
N∑
j=1
N∑
j′=1
eiqjeiq
′j′h0jh
0
j′
〉
d
=
1
N
N∑
j=1
N∑
j′=1
eiqjeiq
′j′〈h0jh0j′〉d
=
²2
3
1
N
N∑
j=1
N∑
j′=1
eiqjeiq
′j′δj,j′ =
²2
3
δk,−k′ . (5.25)
5.4.2. El efecto del desorden en el modelo parabo´lico
Una cosa interesante serı´a obtener alguna informacio´n analı´tica del efecto del
desorden. Ya vimos para el modelo de Burkhardt-sine-Gordon sin desorden que
la aproximacio´n parabo´lica del potencial necesitaba correcciones para describir el
modelo. Ahora, sin embargo, ni con correcciones es una buena aproximacio´n, pues,
como veremos, uno de los efectos del desorden es hacer que las hi a bajas tempe-
raturas tomen valores tanto en el pozo con mı´nimo en h0i como en el que tiene
mı´nimo en h0i + 2pi. No hemos sido capaces de desarrollar una aproximacio´n con-
sistente para la fase de bajas temperaturas del modelo de Burkhardt-sine-Gordon
con desorden (para la de altas, de nuevo, el potencial se hace irrelevante y tene-
mos el modelo de Edwards-Wilkinson). Sin embargo, en el modelo con potencial
parabo´lico se puede introducir el desorden y estudiar de forma analı´tica su efecto.
Aunque esto tiene poca validez cuantitativa para comparar con el modelo que nos
interesa, sin embargo vale la pena por la informacio´n que se obtiene del efecto cua-
litativo del desorden en una fase plana (que es la que tiene el modelo parabo´lico
para cualquier temperatura).
Hay que notar que si hubie´semos definido nuestro modelo introduciendo el po-
tencial del coseno de la forma V0[1−cos(hi−h0i +pi)], con los mismos para´metros
que hemos usado tendrı´amos un u´nico pozo del coseno dentro del pozo cuadrado,
y este pozo del coseno estarı´a entero, no cortado por la mitad. Este cambio en el
modelo au´n hubiera permitido hacer comparaciones con la fenomenologı´a de la
superrugosidad en dos dimensiones, aunque se perderı´a el efecto que la posible
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degeneracio´n del estado fundamental pudiera introducir. En este modelo modifi-
cado la aproximacio´n por medio de un potencial parabo´lico con desorden hubiera
sido correcta, al ser el potencial parabo´lico el desarrollo exacto en primer orden
del potencial del coseno, en el que en este caso esta´ atrapada la interfase por efecto
del pozo cuadrado. Por lo tanto, el estudio del efecto del desorden en el mode-
lo parabo´lico es realmente de intere´s para comprender mejor el feno´meno de la
superrugosidad.
El modelo parabo´lico con desorden lo podemos definir de la siguiente manera:
H =
N∑
i=1
{
J
2
[hi+1 − hi]2 + V0
2
(hi − h0i )2
}
, (5.26)
donde, como hemos visto, podemos considerar sin pe´rdida de generalidad que el
desorden toma valores con probabilidad uniforme en [−², ²]. La ecuacio´n de Lan-
gevin correspondiente a este hamiltoniano es:
dhi(t)
dt
= J{hi+1(t)− 2hi(t) + hi−1(t)} − V0[hi(t)− h0i ] + ηi(t), (5.27)
donde recordemos que ηi(t) es un ruido blanco gaussiano de media cero y correla-
cio´n dadas por el teorema de fluctuacio´n-disipacio´n:
〈ηi(t)ηj(t′)〉 = 2Tδi,jδ(t− t′). (5.28)
Es conveniente definir la nueva variable xi(t) = hi(t)−h0i y de esa forma sustituir
la ecuacio´n (5.27) por:
dxi(t)
dt
= {xi+1(t)− (2 + V0)xi(t) + xi−1(t)}+ ηi(t) + F 0i , (5.29)
donde el desorden aparece a trave´s de un potencial quı´mico efectivo, dependiente
del nodo de la red, que vale F 0i = h
0
i+1 − 2h0i + h0i−1. Adema´s, sin pe´rdida de
generalidad, se ha hecho J = 1. A la hora de hacer este cambio de variables hay
que tener en cuenta que el valor de algunos observables cambia. Ası´, la rugosidad
al cuadrado de las variables hi esta´ relacionada con la de las variables xi de la
siguiente manera:
w2h = 〈h2i 〉 − 〈hi〉2 = 〈(xi + h0i )2〉 − 〈xi + h0i 〉2
= 〈x2i 〉+ 〈h0i 2〉 − 〈xi〉2 − 〈h0i 〉2 = w2x + 〈h0i 2〉 = w2x +
²2
3
. (5.30)
De la misma forma, la funcio´n de correlacio´n del producto de alturas cambia de la
siguiente forma:
Gh(r) =
〈
1
N
N∑
i=1
hr+ihi
〉
=
〈
1
N
N∑
i=1
(xr+i + h
0
r+i)(xi + h
0
i )
〉
=
〈
1
N
N∑
i=1
xr+ixi
〉
+
〈
1
N
N∑
i=1
h0r+ih
0
i
〉
= Gx(r) +
²2
3
δr,0. (5.31)
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A partir de las ecuaciones (5.30) y (5.31) se establece la relacio´n entre la funcio´n
de correlacio´n de la diferencia de alturas en ambas variables:
Ch(r) = 2(w
2
h −Gh(r)) = Cx(r) +
2²2
3
(1− δr,0). (5.32)
Magnitudes como la energı´a o el calor especı´fico no varı´an al cambiar de variables,
pues el hamiltoniano es independiente de las variables en las que se exprese.
La transformada de Fourier de la ecuacio´n (5.29) es igual que la de la ecuacio´n
(3.19), simplemente an˜adiendo la transformada de F 0i , que se calcula exactamente
de la misma forma que en el apartado 3.3.1 se calculo´ la transformada de Fourier de
la parte entre llaves de la ecuacio´n (5.29). De esta forma, la ecuacio´n transformada
es:
˙ˆ
hq = −
[
4 sin2
(q
2
)
+ V0
]
hˆq + ηˆq −
[
4 sin2
(q
2
)]
hˆ0q , (5.33)
donde ηˆq(t) era un ruido con media nula y correlacio´n:
〈ηˆq(t)ηˆq′(t′)〉 = 2Tδq,−q′δ(t− t′). (5.34)
Si para simplificar definimos:
αq = 4 sin
2
(q
2
)
, (5.35)
y de nuevo se introduce la relacio´n de dispersio´n lineal ωq:
ωq = αq + V0, (5.36)
lo que tenemos es una ecuacio´n diferencial estoca´stica de la forma:
∂hˆq
∂t
= −ωqhˆq + ηq − αqhˆ0q . (5.37)
Esta ecuacio´n tiene solucio´n exacta (Gardiner 1985; Moro 1999; San Miguel y
Toral 1999) partiendo de condiciones iniciales nulas (que son irrelevantes en el
lı´mite t→∞ que nos interesa) dada por:
hˆq = e
−ωqt
∫ t
0
eωqsdWq(s) + e−ωqt
∫ t
0
αqhˆ
0
qe
ωqsds, (5.38)
donde Wq(t) es un proceso de Wiener de media cero. Esta solucio´n es la misma
que encontramos en la ecuacio´n (3.29) para el modelo parabo´lico sin desorden,
pero con un te´rmino nuevo que aparece por efecto del desorden. Integrando este
te´rmino, encontramos que la ecuacio´n tiene la forma:
hˆq = e
−ωqt
∫ t
0
eωqsdWq(s) +
αq
ωq
(1− e−ωqt)hˆ0q . (5.39)
Al calcular el factor de estructura S(q) = 〈hˆqhˆ−q〉 hay tres contribuciones: la que
depende solamente del primer te´rmino en (5.39), la que depende del segundo y
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un te´rmino cruzado. La que depende del primer te´rmino es el factor de estructura
que se calculo´ en el capı´tulo 3 y cuyo resultado esta´ en las ecuaciones (3.33) y
(3.34). El te´rmino cruzado no hace falta calcularlo, porque en e´l aparece 〈Wq(s)〉,
que es cero. Al final estaremos interesados en el promedio sobre el desorden del
factor de estructura, 〈S(q)〉d, por lo que la contribucio´n de este te´rmino cruzado
serı´a cero au´n obviando la nulidad del promedio del proceso de Wiener, debido a
que 〈hˆ0q〉d = 0. El segundo te´rmino es independiente de la temperatura, ası´ que
el promedio te´rmico se realiza de forma automa´tica y la contribucio´n al factor de
estructura que depende so´lo de este te´rmino es, utilizando que ωq = ω−q:
α2q
(αq + V0)2
(1− e−ωqt)2hˆ0q hˆ0−q. (5.40)
Estamos interesados en el equilibrio termodina´mico, por lo que en el lı´mite t→∞
la ecuacio´n (5.40) toma la forma:
α2q
(αq + V0)2
hˆ0q hˆ
0
−q. (5.41)
Por lo tanto, en el equilibrio termodina´mico el factor de estructura del modelo es:
S(q) =
T
αq + V0
+
α2q
(αq + V0)2
hˆ0q hˆ
0
−q. (5.42)
Ahora podemos calcular lo que realmente nos interesa, el promedio sobre el desor-
den del factor de estructura:
〈S(q)〉d = T
αq + V0
+
α2q
(αq + V0)2
〈hˆ0q hˆ0−q〉d =
T
αq + V0
+
α2q
(αq + V0)2
²2
3
.
(5.43)
A partir de aquı´ podemos calcular las expresiones promediadas sobre el desor-
den de la rugosidad o de las funciones de correlacio´n. Para la rugosidad al cuadra-
do,
〈w2x〉d =
1
N
∑
q 6=0
〈S(q)〉d, (5.44)
tendremos dos contribuciones: la primera es la calculada en el capı´tulo 3 (ecuacio´n
[3.36]), y la segunda la contribucio´n del desorden. Esta segunda vale:
1
N
∑
q 6=0
α2q
(αq + V0)2
²2
3
. (5.45)
Cuando N À 1, se puede sustituir la suma anterior por una integral:
²2
3
1
N
N
pi
∫ pi
0
16 sin4(y)
(4 sin2(y) + V0)2
dy =
²2
3pi
∫ pi
0
4(1− cos(y))2
(2 + V0 − 2 cos(y))2 dy
=
²2
3
(
1− V
2
0 + 6V0
(V 20 + 4V0)
√
1 + 4/V0
)
. (5.46)
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Ası´, la rugosidad en las variables xi, que es con las que hemos hecho el ca´lculo,
es:
〈w2x〉d =
T√
V 20 + 4V0
+
²2
3
(
1− V0 + 6
(V0 + 4)
√
1 + 4/V0
)
, (5.47)
lo que en las variables originales hi es:
〈w2h〉d =
T√
V 20 + 4V0
+
²2
3
(
2− V0 + 6
(V0 + 4)
√
1 + 4/V0
)
. (5.48)
Una caracterı´stica importante es que, en presencia de desorden, la rugosidad tiene
un valor finito incluso para T = 0. Adema´s, es fa´cil ver que:
l´ım
V0→0
〈w2h〉d = ∞ (5.49)
y
l´ım
V0→∞
〈w2h〉d =
²2
3
, (5.50)
lo que significa que en ausencia de potencial la rugosidad diverge y la interfase es
rugosa (como debe ser, al tratarse ese lı´mite del modelo de Edwards-Wilkinson),
mientras que en el lı´mite de potencial infinitamente atractivo la interfase esta´ es-
trictamente pegada al sustrato, y por lo tanto tiene la misma rugosidad que e´ste.
La funcio´n de correlacio´n del producto de alturas, al igual que la rugosidad,
tiene dos contribuciones: la debida al te´rmino procedente del desorden en el factor
de estructura, y la habitual que ya se calculo´ en el apartado 3.3.1. Por lo tanto, la
u´nica parte que queda por calcular es la que procede del desorden:
²2
3
1
N
∑
q
α2q
(αq + V0)2
cos(qr) =
²2
3
1
N
∑
q
4(1− cos(q))2 cos(qr)
(2 + V0 − 2 cos(q))2 . (5.51)
De nuevo, en el caso N À 1 podemos aproximar esta suma por una integral, pero
en este caso la integral es difı´cil de evaluar, y de todas formas al saber que el mo-
delo parabo´lico no es una buena aproximacio´n cuantitativa del problema que nos
interesa, tampoco necesitamos el resultado de esa integral. La u´nica informacio´n
relevante de la suma (5.51) es que tiende ra´pidamente a cero, de tal modo que para
r ≈ 14 ya vale menos de 10−3, como se puede comprobar por medio de una sen-
cilla suma nume´rica. Por lo tanto, al igual que con G(r) en el caso sin desorden,
encontramos que el valor asinto´tico cuando r →∞ es cero.
A partir de la rugosidad y de la funcio´n de correlacio´n del producto de alturas
puede obtenerse la funcio´n de correlacio´n de la diferencia de alturas:
〈Ch(r)〉d = 2(〈w2h〉d − 〈Gh(r)〉d) =rÀ1 2〈w2h〉d. (5.52)
Por lo tanto, la gran diferencia entre esta funcio´n en los casos con y sin desorden
es que, al igual que la rugosidad, en el caso con desorden la funcio´n no tiende a
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cero con la temperatura, sino que tiene un valor finito como cota inferior. En el
lı´mite V0 →∞ esta cota inferior es precisamente igual a la funcio´n de correlacio´n
del desorden: como ya vimos al calcular la rugosidad, la interfase esta´ pegada al
desorden. Hay que observar tambie´n que la funcio´n de correlacio´n de la diferencia
de alturas dividida entre la temperatura crece al disminuir la temperatura, al ser el
te´rmino constante introducido por el desorden independiente de la temperatura.
Finalmente, podemos decir algo sobre la energı´a interna del modelo. A partir
de la fo´rmula (5.48), vemos que para cualquier valor finito de V0 la interfase tiene
una cierta rugosidad a cualquier temperatura. Eso significa que ahora la energı´a
interna del modelo nunca se anula, ni siquiera a T = 0.
5.4.3. Simulaciones de Monte Carlo
Hemos estudiado el modelo de Burkhardt-sine-Gordon con desorden por medio
de simulaciones de Monte Carlo, utilizando el mismo procedimiento que en el caso
sin desorden. De nuevo se ha trabajado con diferentes taman˜os de sistema, y para
cada uno se han hecho varias simulaciones con distintas realizaciones del desorden
para asegurar que los resultados que se muestran son tı´picos. Las simulaciones
mostradas son una de taman˜o N = 1000 para la que se han precisado 121 re´plicas
entre T = 14 y T = 0.0997, y una con N = 2000 para la que han hecho falta
172 re´plicas entre T = 14 y T = 0.0986. Aparte de diferentes simulaciones con
estos taman˜os que no se muestran, se han hecho simulaciones conN = 500, cuyos
resultados concuerdan perfectamente con los presentados.
En la figura 5.14 mostramos la energı´a interna por nodo de la red obtenida de
las simulaciones. Los valores para ambos taman˜os de sistema coinciden perfecta-
mente. Para temperaturas altas vemos el comportamiento predicho por el modelo
de Edwards-Wilkinson. El inicio de este re´gimen nos muestra la temperatura de
la transicio´n entre esa fase rugosa a altas temperaturas y la fase de bajas. Vemos
tambie´n que cuando la temperatura tiende a cero, la energı´a interna no vale −2,
que corresponde al mı´nimo de energı´a del modelo sin desorden, sino que tiende a
un valor finito claramente mayor que −2. En esto, el comportamiento del modelo
coincide con la fenomenologı´a que habı´amos estudiado en el modelo parabo´lico.
En la figura 5.15 se muestra el calor especı´fico obtenido a partir de las si-
mulaciones. Junto con el obtenido a partir de las fluctuaciones de la energı´a, se
muestra tambie´n la derivada nume´rica de la energı´a interna del sistema de taman˜o
N = 2000; la perfecta coincidencia es indicativa de que el sistema se encuentra
en equilibrio y la termalizacio´n ha sido correcta. Al igual que en el caso sin desor-
den, vemos en el calor especı´fico el salto asociado a una transicio´n de fase, aunque
ahora la temperatura de la transicio´n es ma´s baja, en torno a Tc = 9.3 en nuestras
unidades. El pico debido al efecto Schottky que tan llamativo era en ausencia de
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Figura 5.14: Energı´a interna del modelo BsG con desorden obtenido a partir de
simulaciones de Monte Carlo de dos sistemas de taman˜os distintos, tal como se
indica en la figura. Las barras de error son del orden del taman˜o de los sı´mbolos o
menores.
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Figura 5.15: Calor especı´fico del modelo BsG con desorden obtenido a partir de
simulaciones de Monte Carlo de dos sistemas de taman˜os distintos, tal como se
indica en la figura. Las barras de error son del orden del taman˜o de los sı´mbolos
o menores. Se muestra tambie´n la derivada nume´rica de la energı´a obtenida para
N = 2000.
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Figura 5.16: Valores de hi (izquierda) y de xi = hi − h0i (derecha) tı´picos para
una configuracio´n de baja temperatura. Obtenida de la simulacio´n con N = 2000
a T = 0.0986.
desorden ahora se ha reducido hasta casi desaparecer. Como puede verse en la fi-
gura 5.16, con objeto de minimizar la tensio´n superficial debida al acoplamiento
cuadra´tico al tiempo que se minimiza el valor de la energı´a debido al potencial,
ahora en las temperaturas ma´s bajas los hi se colocan en los dos pozos del coseno
dentro del pozo cuadrado, de tal forma que minimicen la energı´a potencial y al
mismo tiempo se situ´en lo ma´s cerca posible de hi+1 y hi−1, que por efecto del
desorden pueden tener el mı´nimo del primer pozo situado en cualquier lugar entre
0 y 2pi, y el del segundo a una altura 2pi mayor. En la gra´fica de la derecha vemos
efectivamente la tendencia de los hi a pegarse al sustrato e intentar ocupar posicio-
nes cercanas a los mı´nimos de potencial, mientras que en la gra´fica de la izquierda
se aprecia mejor la tendencia a intentar disminuir todo lo posible la tensio´n de la
interfase, a pesar del desorden. Esta es la razo´n de que el pico Schottky sea ahora
casi inexistente: en el caso sin desorden, era debido a la su´bita aparicio´n de escalo-
nes ausentes a las temperaturas ma´s bajas; en el caso con desorden, hay escalones
a todas las temperaturas, por lo que el efecto se ve muy mermado y aparece so´lo
como el producto de la relajacio´n de la superficie al alejarnos de las temperaturas
pro´ximas a cero. La figura 5.16 tambie´n nos sirve para comprobar la diferencia en
las propiedades estadı´sticas de la interfase descrita utilizando las variables hi y las
variables xi = hi − h0i del apartado anterior.
En la figura 5.17 se muestra la rugosidad al cuadrado frente a la temperatura,
como prueba definitiva de que el modelo con desorden tambie´n tiene una transicio´n
de fase plano-rugosa. Por encima de la temperatura de la transicio´n la rugosidad
depende del taman˜o del sistema, que de hecho coincide exactamente con la del
modelo sin desorden, con lo que tenemos la misma fase rugosa de aquel caso. Por
debajo de la transicio´n la rugosidad es exactamente la misma para los distintos
taman˜os de sistema estudiados, prueba inequı´voca de que la fase de bajas tempe-
raturas es una fase plana. La huella del desorden aparece cuando vamos a tempe-
5.4 El modelo BsG con desorden: la superrugosidad como una fase plana dominada por
el desorden. 127
0 2 4 6 8 10 12 14
T
0
500
1000
1500
2000
w²
N=1000
N=2000
0 0.3 0.6 0.9 1.2 1.5 1.8
1.4
1.6
1.8
2
2.2
2.4
2.6
0 1 2 3 4 5 6 7 8
T
0
10
20
30
40
50
60
w2 N=1000
N=2000
Figura 5.17: Rugosidad al cuadrado frente a la temperatura a partir de las simula-
ciones. Recuadro: detalle de la regio´n de bajas temperaturas, mostrando el compor-
tamiento no mono´tono de la rugosidad. Derecha: regio´n correspondiente a la fase
plana, mostrando la perfecta coincidencia de los resultados para los dos taman˜os
del sistema.
raturas muy bajas. Por debajo de una cierta temperatura, T ≈ 0.65, la rugosidad
no crece mono´tonamente con la temperatura, sino que disminuye, de tal modo que
tiene un valor finito distinto de cero cuando T → 0, como se habı´a predicho para
el modelo parabo´lico (aunque en aquel caso el comportamiento de la rugosidad
sı´ era mono´tono creciente con la temperatura). La pequen˜a diferencia entre las dos
curvas mostradas en este re´gimen de temperaturas carece de importancia: su ori-
gen es que las simulaciones corresponden a realizaciones del desorden distintas,
y en estas temperaturas la interfase es especialmente sensible a las caracterı´sticas
del sustrato, como se vio en la figura 5.16. Observando los resultados obtenidos
para otras simulaciones no mostradas, se ha podido descartar catego´ricamente que
esta pequen˜a diferencia dependa del taman˜o del sistema, garantizando que hay una
u´nica fase plana para todas las temperaturas menores que Tc ≈ 9.3. La razo´n de
este descenso de la rugosidad con la temperatura esta´ en la competicio´n de las dos
interacciones presentes en el hamiltoniano: el potencial y la tensio´n superficial. A
temperaturas muy bajas domina el efecto del potencial, haciendo que los hi este´n
muy pegados al sustrato. Al aumentar la temperatura, las fluctuaciones te´rmicas ha-
cen posible que la interfase se despegue un poco del sustrato, haciendo la tensio´n
superficial que la interfase adopte una configuracio´n menos rugosa. Este proceso
continua al crecer la temperatura, hasta llegar a un punto (T ≈ 0.65) en el que
el efecto de las fluctuaciones te´rmicas de arrugar la interfase es ma´s fuerte que el
de la tensio´n superficial de alisarla, por lo que a partir de esa temperatura la ru-
gosidad ya crece de forma mono´tona con la temperatura. La razo´n por la que este
comportamiento ano´malo de la rugosidad no aparecı´a en el modelo parabo´lico es
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Figura 5.18: Funcio´n de correlacio´n de la diferencia de alturas dividida entre las
temperaturas, para la simulacio´n de N = 2000. Las temperaturas de las curvas a
trazos esta´n indicadas en la figura, las correspondientes a las curvas continuas son,
de arriba a abajo: T =9.33, 8.84, 8.41, 7.70, 6.17. Las temperaturas de las curvas
punteadas son T =0.301 (inferior) y T =0.0986 (superior).
que allı´ cada hi esta´ siempre atrapada, a cualquier temperatura, en un u´nico pozo
de potencial, con lo que la posibilidad de escapar del pozo en el que se esta´ a tem-
peraturas pro´ximas a cero para posibilitar el mayor alisamiento de la interfase no
existe en aquel modelo. Donde sı´ se ha observado este comportamiento ano´malo
es en la llamada fase superrugosa del modelo de sine-Gordon con desorden en dos
dimensiones, sin que hasta el momento haya un acuerdo en la explicacio´n de este
feno´meno.
En las figuras 5.18 y 5.19 se muestran las funciones de correlacio´n de la di-
ferencia de alturas para diferentes temperaturas, obtenidas de la simulacio´n con
N = 2000. Para N = 1000 se obtienen resultados equivalentes. Para temperaturas
por encima de TD = 2.13 la fenomenologı´a es muy similar a la del modelo sin
desorden: a temperaturas altas, en la fase rugosa, todas las curvas divididas entre
la temperatura colapsan en una u´nica curva. La primera curva por debajo de este
colapso es la correspondiente a T = 9.33 (T = 9.37 para N = 1000), lo que
nos permite establecer definitivamente la temperatura crı´tica Tc = 9.3. Por deba-
jo de esa temperatura, tenemos las curvas caracterı´sticas de la fase plana, que se
caracterizan por alcanzar un valor asinto´tico en un r finito, siendo el resto de la
curva plana segu´n crece r. Por debajo de TD = 2.13, ocurre lo que habı´amos visto
con el modelo parabo´lico con desorden: la funcio´n de correlacio´n tiende a un valor
constante (como se ve en la gra´fica sin escalar por la temperatura), y por lo tanto
segu´n sigue descendiendo la temperatura la funcio´n escalada aumenta. Sin embar-
go, al igual que en el modelo parabo´lico, esto no es sı´ntoma de que estemos en
una fase nueva que pudiera ser superrugosa; simplemente lo que ocurre es que en
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Figura 5.19: Igual que la figura 5.18, pero mostrando la funcio´n de correlacio´n
de la diferencia de alturas sin dividir entre la temperatura. La lı´nea recta a trazos
corresponde a la funcio´n de correlacio´n del desorden, 2pi2/3.
estas temperaturas tan bajas la fase plana esta´ dominada por el desorden. Que la
fase es plana es evidente viendo que en las temperaturas ma´s bajas sigue habiendo
una longitud de correlacio´n (el r en el que la funcio´n de correlacio´n alcanza su
comportamiento asinto´tico) finita, y para r mayores la funcio´n es completamente
plana. Un detalle interesante, que se muestra en la figura 5.19, es que el valor de
la funcio´n de correlacio´n correspondiente a TD = 2.13, que es la temperatura en
la que se produce el “rebote” de la funcio´n escalada, es muy parecido al valor de
la funcio´n de correlacio´n del sustrato, que para ² = pi vale 2pi2/3. Esto nos ensen˜a
que la interfase pasa a estar dominada por el desorden precisamente cuando sus co-
rrelaciones son comparables a las del sustrato (o su rugosidad comparable a la del
sustrato). A esa temperatura y todas las inferiores, el efecto del sustrato no puede
ser mitigado por la tensio´n superficial, y aparece toda esta fenomenologı´a ano´mala
que hemos descrito.
5.5. Comparacio´n con el modelo de sine-Gordon con desorden en
dos dimensiones
La fenomenologı´a descrita para el modelo de Burkhardt-sine-Gordon no es
so´lo interesante por sı´ misma. Lo es porque coincide, casi punto por punto, con
las caracterı´sticas que definen la fase superrugosa del modelo de sine-Gordon con
desorden en dos dimensiones. Ambos son la versio´n con desorden de un modelo
que tiene una transicio´n plano-rugosa. En ambos se han descrito comportamientos
no mono´tonos de la rugosidad con la temperatura. Al igual que en nuestro mo-
delo, en la fase superrugosa la funcio´n de correlacio´n de la diferencia de alturas
dividida entre la temperatura tiene un valor asinto´tico mayor cuanto ma´s baja la
temperatura. La u´nica diferencia es que en nuestro modelo, en la fase plana la ru-
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gosidad no depende del taman˜o del sistema, mientras que en la fase superrugosa
se describe una dependencia con el logaritmo al cuadrado del taman˜o del sistema,
w2 ∼ (logL)2. Veremos que esa dependencia se puede explicar como un efecto
de taman˜o finito, producto del hecho de que en el sistema en dos dimensiones las
correlaciones entre vecinos son ma´s fuertes (al haber cuatro pro´ximos vecinos en
lugar de dos), y de que al mismo tiempo los sistemas estudiados son de taman˜o
muy inferior a los que nuestro modelo en una dimensio´n nos ha permitido simular.
Todo esto nos lleva a formular la hipo´tesis de que la fase superrugosa no es tal,
sino una fase plana dominada por el desorden, igual que la que hemos encontrado
en nuestro modelo. Sobre las caracterı´sticas de la transicio´n de fase superrugosa no
decimos nada, pues al ser diferentes el tipo de transicio´n de fase que tiene nuestro
modelo sin desorden (transicio´n de fase continua con salto finito en el calor es-
pecı´fico) y el modelo de sine-Gordon sin desorden en dos dimensiones (transicio´n
de fase de Kosterlitz-Thouless, en la que la energı´a libre y todas sus derivadas son
continuas), nuestra analogı´a entre las fases de bajas temperaturas de los dos mode-
los con desorden no se puede extender a la transicio´n de fase que las separa de las
fases de alta temperatura.
Para mostrar detalladamente las caracterı´sticas del modelo de sine-Gordon y
compararlas con las de nuestro modelo, reproduciremos en esta seccio´n resulta-
dos del estudio del modelo de sine-Gordon hecho en la referencia (Sa´nchez et al.
2000). En esa referencia se estudio´ el modelo por medio de la integracio´n nume´ri-
ca de la ecuacio´n de Langevin asociada. Todas las figuras de esta seccio´n esta´n
tomadas de ese artı´culo. Para evitar repeticiones innecesarias, siempre que no se
especifique otra cosa al hablar del modelo de sine-Gordon se entendera´ que es en
dos dimensiones y con desorden. “Nuestro modelo” sera´ el modelo de Burkhardt-
sine-Gordon en una dimensio´n con desorden. Los para´metros de las simulaciones
de ambos modelos, cuando no se diga nada, sera´n J = 1, V0 = 1 y ² = pi. Para
nuestro modelo siempre se tendra´ adema´s que la anchura del pozo cuadrado de po-
tencial es R = 2pi. Al hablar de funciones de correlacio´n siempre se entendera´ que
son las de la diferencia de alturas, y que esta´n divididas entre la temperatura.
En la figura 5.20 se muestra la rugosidad para el modelo de sine-Gordon con
V0 = 5. Como puede verse, hay una regio´n de temperaturas en la que la rugosi-
dad desciende al aumentar la temperatura, tal y como ocurrı´a en nuestro modelo.
Tambie´n hay que observar que la rugosidad tiende a un valor finito cuando la tem-
peratura tiende a cero.
En la figura 5.21 se muestra la funcio´n de correlacio´n del modelo de sine-
Gordon sin desorden. El comportamiento cualitativo es similar al visto en nuestro
modelo (figura 5.13): una fase rugosa a altas temperaturas, en la que todas las
curvas colapsan, y una fase plana por debajo de T = 16, en la que las curvas
muestran una longitud de correlacio´n finita y una regio´n plana para r mayor que
esa longitud de correlacio´n.
5.5 Comparacio´n con el modelo de sine-Gordon con desorden en dos dimensiones 131
0 5 10 15 20
T
0
5
10
15
w
2
V0=5 ran
0 10 20 30
T
0
10
20
w
2
Figura 5.20: Rugosidad al cuadrado del modelo de sine-Gordon con desorden en
dos dimensiones. Los para´metros de la simulacio´n son J = 1, V0 = 5 y ² = pi.
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Figura 5.21: Funcio´n de correlacio´n de la diferencia de alturas dividida entre la
temperatura del modelo de sine-Gordon sin desorden en dos dimensiones, con los
para´metros J = 1 y V0 = 1. La temperatura de cada curva se indica en la figura.
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Figura 5.22: Funcio´n de correlacio´n de la diferencia de alturas dividida entre la
temperatura del modelo de sine-Gordon con desorden en dos dimensiones, con los
para´metros J = 1, V0 = 1 y ² = pi. La temperatura de cada curva se indica en la
figura.
En la figura 5.22 se muestra la funcio´n de correlacio´n de sine-Gordon con de-
sorden. En la fase rugosa la funcio´n es igual que en el caso sin desorden, pero
a temperaturas bajas la funcio´n aumenta, teniendo un valor asinto´tico mayor. No
es posible asegurar que haya una longitud de correlacio´n finita para alguna de las
temperaturas, pero sı´ se observa para temperaturas bajas un comportamiento de la
funcio´n de correlacio´n compatible con el logaritmo al cuadrado de r. El compor-
tamiento de la funcio´n de correlacio´n con r esta´ ligado al de la rugosidad con el
taman˜o del sistema, por lo tanto, para las temperaturas T = 1 y T = 2, sistemas
de distintos taman˜os menores que e3.4 = 30 tendrı´an valores de la rugosidad que
escaları´an con el logaritmo al cuadrado del taman˜o del sistema. Pero vemos en la
figura 5.18 que para esa longitud casi ninguna de las curvas de nuestro modelo ha
alcanzado au´n su valor asinto´tico. Ası´, si nuestras simulaciones se limitasen a ese
taman˜o, la funcio´n de correlacio´n crecerı´a con r en todo el rango, y por lo tanto
la rugosidad hubiese dependido del taman˜o del sistema: hubie´ramos visto una fase
rugosa donde es plana.
Para verlo ma´s claro, hagamos ma´s fuerte el efecto del desorden. En la figura
5.23 se muestran funciones de correlacio´n de sine-Gordon con V0 = 5. Cualitati-
vamente es similar a la figura 5.22, pero hay una diferencia importante: ahora, al
menos para las dos temperaturas ma´s bajas, se puede establecer con bastante segu-
ridad la existencia de una longitud de correlacio´n finita. En la referencia (Sa´nchez
et al. 2000) hay datos tambie´n para simulaciones hechas con V0 = 25; en ellas
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Figura 5.23: Funciones de correlacio´n de la diferencia de alturas dividida entre la
temperatura del modelo de sine-Gordon con desorden en dos dimensiones, con los
para´metros J = 1, ² = pi, V0 = 5. La temperatura de cada curva se indica en la
figura.
la funcio´n de correlacio´n alcanza su valor asinto´tico para valores pequen˜os de r.
Esta longitud de correlacio´n finita llamo´ la atencio´n de los autores de dicha refe-
rencia, pues iba acompan˜ada adema´s de independencia del taman˜o del sistema por
parte de la rugosidad. Estos autores especularon con la posibilidad de una segun-
da transicio´n de fase por debajo de la transicio´n superrugosa, que darı´a lugar en
las temperaturas ma´s bajas a una fase la cual, aunque no se le dio ese nombre, es
evidentemente plana. Aquı´ vamos un paso ma´s alla´: comparando los resultados de
sine-Gordon con los de nuestro modelo, no so´lo decimos que esas temperaturas
pertenecen a una fase plana, sino que toda la fase superrugosa es en realidad una
fase plana dominada por el desorden. Eso explicarı´a el crecimiento de la funcio´n
de correlacio´n a temperaturas bajas: igual que en nuestro modelo, se deberı´a a que
la funcio´n no se anula en T = 0, sino que tiende a una constante, por lo que al
dividirla entre la temperatura crece para temperaturas bajas. El que so´lo se observe
la longitud de correlacio´n finita para las temperaturas ma´s bajas serı´a debido a que
a temperaturas mayores de la fase de bajas temperaturas los sistemas simulados en
dos dimensiones (nunca mayores de L = 128) son ma´s pequen˜os que la longitud
de correlacio´n. Lo mismo sucederı´a, como ya hemos explicado, con nuestro mo-
delo si los taman˜os simulados no fuesen lo suficientemente grandes. El problema
se agrava porque en dos dimensiones, al haber cuatro pro´ximos vecinos en la red
en lugar de dos, las correlaciones son ma´s importantes, por lo que las longitudes
de correlacio´n son mayores y harı´an falta sistemas mayores que e´stas para poder
observar la verdadera naturaleza del modelo.
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Figura 5.24: Funciones de correlacio´n de la diferencia de alturas dividida entre
la temperatura del modelo de sine-Gordon con desorden en dos dimensiones, con
los para´metros J = 1, V0 = 1, ² = 0.2pi (izquierda) y ² = 0.8pi (derecha) La
temperatura de cada curva se indica en la figura.
Finalmente, si se reduce la anchura del sustrato, como en las funciones de co-
rrelacio´n mostradas en la figura 5.24, se ve una analogı´a completa con los resul-
tados de nuestro modelo. Para un sustrato muy estrecho, ² = 0.2pi, el desorden
es demasiado de´bil para llegar a producir efectos apreciables en las temperaturas
simuladas, y las funciones de correlacio´n son a todos los efectos similares al caso
sin desorden. Sin embargo, para un desorden con ² = 0.8pi, la curva obtenida es
ide´ntica a la de nuestro modelo: fase rugosa a altas temperaturas, claramente plana
a bajas y rebote en la funcio´n de correlacio´n, cuyo valor asinto´tico crece a medida
que descendemos la temperatura ma´s alla´ de cierta TD. Lo ma´s interesante, tanto
en estas curvas como en las figuras 5.22 y 5.23, es que el valor de la funcio´n de
correlacio´n en las temperaturas en las que se produce el rebote de la funcio´n con
la temperatura es pro´ximo a 2²2/3, el valor de la funcio´n de correlacio´n del de-
sorden, que al ser descorrelacionado no depende de la dimensio´n. Esto ya ocurrı´a
en nuestro modelo, y refuerza au´n ma´s la idea de que en realidad todo lo que se
esta´ observando en la fase superrugosa corresponde a una fase plana dominada por
el desorden, en la que el limitado taman˜o de las simulaciones y estudios realizados
no ha permitido establecer la verdadera naturaleza del modelo. En la simulacio´n
con ² = 0.2pi mostrada en la figura 5.24 la funcio´n de correlacio´n a la temperatura
ma´s baja simulada es mayor que 2²2/3, con lo que el hecho de que no se observe
un rebote en la funcio´n de correlacio´n es justo lo que cabı´a esperar.
5.6. Conclusiones
En este capı´tulo se ha propuesto un modelo nuevo, al que se ha llamado modelo
de Burkhardt-sine-Gordon por estar formado a partir de los modelos de Burkhardt y
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de sine-Gordon. Se ha caracterizado este modelo en una dimensio´n y sin introducir
desorden, utilizando la pseudo ecuacio´n de Schro¨dinger del modelo, aproximacio-
nes analı´ticas, evaluacio´n nume´rica del operador de transferencia y simulaciones
de Monte Carlo. Se ha determinado que el modelo presenta una transicio´n de fase
termodina´mica continua, con un salto finito en el calor especı´fico, entre una fase
rugosa a altas temperaturas, similar al modelo de Edwards-Wilkinson, y una fase
plana a bajas temperaturas, determina´ndose la temperatura crı´tica de la transicio´n.
En el ca´lculo del operador de transferencia se ha encontrado lo que parecı´a una
segunda transicio´n de fase a temperaturas bajas, pero un ana´lisis de taman˜o finito
mostro´ que no se trataba ma´s que un efecto espu´reo de la discretizacio´n del ope-
rador de transferencia. Una vez ma´s, esto nos muestra lo especialmente cuidadoso
que hay que ser en el ana´lisis y aceptacio´n de resultados nume´ricos, sobre todo
cuando no hay ninguna teorı´a o algu´n otro ca´lculo alternativo que los avale. No
era este el caso aquı´, pues las simulaciones de Monte Carlo no mostraban rastro de
esta posible transicio´n. Debido a las dos interacciones que compiten en el modelo,
la tensio´n superficial y el efecto del potencial, en la fase de bajas temperaturas hay
un re´gimen de temperaturas (entre T ≈ 1.6 y T ≈ 4) en el que hay fenomenologı´a
no trivial, en el que la rugosidad y la funcio´n de correlacio´n de la diferencia de
alturas apenas varı´an con la temperatura. Esto es debido a que la fı´sica del modelo
en este rango de temperaturas esta´ dominada por los escalones que se forman a
temperaturas ma´s bajas, enmascarando el efecto de las fluctuaciones ma´s pequen˜as
que se producen en la interfase descrita por el modelo.
Posteriormente hemos caracterizado por medio de simulaciones de Monte Car-
lo la versio´n con desorden del modelo. El desorden no altera la existencia de la
transicio´n de fase ni su tipo, lo u´nico que hace es disminuir la temperatura a la que
se produce. Se ha caracterizado analı´ticamente un modelo sencillo con un poten-
cial parabo´lico en el que se introduce desorden, para comparar sus caracterı´sticas
con las del modelo de Burkhardt-sine-Gordon. A bajas temperaturas, el desorden
juega un papel primordial, determinando las propiedades de la interfase. La rugo-
sidad no tiene un comportamiento mono´tono con la temperatura, y la funcio´n de
correlacio´n de la diferencia de alturas no se anula en el lı´mite T → 0. E´stas son
caracterı´sticas comunes con la fase superrugosa del modelo de sine-Gordon en dos
dimensiones. A la luz de la fenomenologı´a del modelo de Burkhardt-sine-Gordon
en una dimensio´n con desorden, cuya fase de bajas temperaturas queda claramente
caracterizada como plana, pero dominada por el desorden (al menos en las tem-
peraturas ma´s bajas), se hace un nuevo ana´lisis de las simulaciones del modelo de
sine-Gordon en dos dimensiones presentadas en la referencia (Sa´nchez et al. 2000).
El resultado de este ana´lisis es uno de los resultados ma´s importantes contenidos
en esta memoria: la hipo´tesis de que la fase superrugosa se trata en realidad de
una fase plana dominada por el desorden, y que la dependencia de la rugosidad
con el logaritmo al cuadrado del taman˜o del sistema esta´ causada porque los siste-
mas estudiados son del orden o menores que la longitud de correlacio´n del modelo.
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Se extrae tambie´n una conclusio´n sobre el me´todo empleado para llegar a este
resultado: construir un modelo de dimensionalidad menor para estudiar un proble-
ma que necesitarı´a mayor esfuerzo computacional para su estudio. Este modo de
atacar problemas puede ser u´til, y debe contarse como una herramienta ma´s a la
hora de abordar un problema. El capı´tulo tambie´n sirve como ejemplo del estu-
dio de un modelo no trivial en una dimensio´n que presenta una transicio´n de fase
termodina´mica, y el ana´lisis del efecto del desorden sobre esta transicio´n.
Aplicaciones a la biologı´a
Modelos de la mol·ecula de ADN: desnaturalizaci ·on
t·ermica y din·amica de horquillas
¿Que´ es el ser? ¿Que´ es la esencia? ¿Que´ es la nada? ¿Que´ es la eternidad?
¿Somos alma? ¿Somos materia? ¿Somos so´lo fruto del azar? ¿Es fiable el carbono
14? ¿Es nuestro antepasado el hombre de Orce?
¦ Siniestro Total, ¿Quie´nes somos? ¿De do´nde venimos? ¿Ado´nde vamos? ¦
En el capı´tulo 4 se hizo una primera aproximacio´n muy cruda al estudio de la
desnaturalizacio´n te´rmica del ADN. En la primera parte de este capı´tulo se hara´ un
estudio mucho ma´s detallado y realista de algunos aspectos de esta transicio´n, uti-
lizando para ello el modelo de Dauxois-Peyrard-Bishop (Dauxois 1993; Dauxois
y Peyrard 1995), que es del tipo so´lido-sobre-so´lido en una dimensio´n. En este
sentido, se halla estrechamente relacionado con el modelo de sine-Gordon y los
modelos de mojado que hemos estudiado en esta memoria. Como ya se explico´ an-
teriormente, la desnaturalizacio´n del ADN es la transicio´n mediante la cual la doble
cadena del ADN (que suele denotarse por dsDNA, double stranded DNA en ingle´s)
se separa en dos cadenas individuales. Cuando hablamos del ADN en la forma de
cadenas individuales en lugar de formando la doble cadena, lo llamaremos ssDNA
(single stranded DNA en ingle´s). En la segunda parte del capı´tulo, nos centraremos
en el estudio de las propiedades de cadenas individuales, en especial de secuencias
que pueden formar el tipo de estructuras denominadas horquillas. Desarrollaremos
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un modelo para estudiar este tipo de cadenas de ADN y, comparando las prediccio-
nes del modelo con resultados experimentales, determinaremos que´ interacciones
y aspectos fı´sicos son relevantes en la dina´mica del ssDNA.
6.1. Desnaturalizacio´n te´rmica del ADN: teorı´a de formacio´n de
burbujas y efectos cooperativos
El acceso a la informacio´n gene´tica codificada en el ADN es fundamental para
el desarrollo de procesos biolo´gicos como la replicacio´n y la transcripcio´n. Este
acceso requiere que la estructura, sumamente estable, de la doble he´lice se abra
localmente para exponer fı´sicamente las bases, que en condiciones normales esta´n
aisladas en su interior. A pesar de que en la ce´lula este proceso esta´ controlado
por proteı´nas, el estudio del efecto de las fluctuaciones te´rmicas en la formacio´n
de burbujas de desnaturalizacio´n (regiones en las que la mole´cula de ADN esta´ lo-
calmente abierta) es fundamental para la correcta comprensio´n del feno´meno. Ası´,
estudios recientes han relacionado la propensio´n de una regio´n de la mole´cula de
ADN a abrirse con el que esa regio´n se trate de una parte de la secuencia en la
que se inicien procesos de transcripcio´n (Choi et al. 2004; Kalosakas et al. 2004),
aunque otros estudios relacionan esta correlacio´n con el hecho de tratarse de co´di-
gos gene´ticos de seres muy primitivos (Yeramian 2000a; Yeramian 2000b), con lo
que esta observacio´n tendrı´a importancia en estudios evolutivos del ADN. Efectos
te´rmicos importantes como la estabilidad de diferentes secuencias de ADN o las
propiedades de las burbujas de desnaturalizacio´n se pueden estudiar in vitro y pro-
porcionan informacio´n sobre procesos biolo´gicos en los que interviene la mole´cula.
El proceso de desnaturalizacio´n del dsDNA tiene lugar por medio de una tran-
sicio´n de fase inducida por la entropı´a. La entropı´a ganada al pasar del dsDNA, que
es muy rı´gido, al ssDNA, mucho ma´s flexible, puede ser suficiente para compensar
el coste energe´tico de romper un par de bases, incluso a temperaturas modera-
das. Como la doble cadena se mantiene unida gracias a los enlaces de hidro´geno
entre las bases (dos en el caso de pares de A y T, tres en el caso de G y C), la
heterogeneidad de la secuencia, junto con los efectos entro´picos, dan lugar a un
rango de temperaturas (que incluye las temperaturas con relevancia biolo´gica) en
el que nos encontramos en un re´gimen de pre-desnaturalizacio´n, pudiendo formar-
se burbujas de desnaturalizacio´n de taman˜os considerables. Histo´ricamente, en el
estudio teo´rico de la transicio´n de desnaturalizacio´n se han utilizado modelos ba-
sados en el modelo de Ising (Azbel 1979) en el que los valores 1 o −1 denotan
pares formados o rotos; modelos que pretenden una descripcio´n termodina´mica,
como por ejemplo modelos de pro´ximos vecinos (Santa Lucia Jr. 1998); modelos
de Poland-Scheraga (Poland y Scheraga 1966a; Poland y Scheraga 1966b; Poland
2004; Richard y Guttmann 2004); modelos sencillos de cremallera (Ivanov et al.
2004; Kittel 1969), o modelos que introducen un potencial fenomenolo´gico entre
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las bases para describir los puentes de hidro´geno (Dauxois 1993; Dauxois et al.
1993; Dauxois y Peyrard 1995; Peyrard y Bishop 1989). En particular, el modelo
de Dauxois-Peyrard-Bishop (Dauxois et al. 1993; Dauxois y Peyrard 1995) esta´ de-
mostrando ser capaz de describir adecuadamente la transicio´n de desnaturalizacio´n
pero tambie´n la dependencia de la secuencia de la dina´mica de formacio´n de burbu-
jas en el re´gimen de pre-desnaturalizacio´n. Es este modelo el que compararemos,
a trave´s de simulaciones de Monte Carlo, con experimentos recientes (Montrichok
et al. 2003; Zeng et al. 2003; Zeng et al. 2004) que han dado informacio´n nueva
sobre el re´gimen de pre-desnaturalizacio´n y la formacio´n de burbujas.
6.1.1. Antecedentes experimentales
Los estudios experimentales cla´sicos sobre la desnaturalizacio´n te´rmica del
ADN [por ejemplo, la referencia (Marmur y Doty 1962)] utilizan el hecho de que
la absorcio´n de luz ultravioleta por parte de una muestra que contenga la mole´cula
en disolucio´n es proporcional al nu´mero de bases que esta´n abiertas. De esta for-
ma, se puede monitorizar el proceso total de la desnaturalizacio´n y su dependencia
con la temperatura, pero no se tiene informacio´n alguna sobre que´ proporcio´n de
las bases abiertas es debida a mole´culas completamente desnaturalizadas y cua´l a
burbujas y regiones parcialmente abiertas en mole´culas que au´n no se han separado
completamente en dos cadenas individuales de ssDNA. Sin embargo, recientemen-
te se han publicado unos experimentos (Montrichok et al. 2003; Zeng et al. 2003;
Zeng et al. 2004) en los que se estudia el papel de los estados intermedios en la des-
naturalizacio´n combinando la te´cnica tradicional de la absorcio´n ultravioleta con
un procedimiento novedoso que permite diferenciar mole´culas que se hallan total-
mente desnaturalizadas de las que so´lo se hallan parcialmente abiertas. La piedra
angular de esta te´cnica se basa en la utilizacio´n de mole´culas que tienen partes com-
plementarias en sus secuencias, de forma que cuando una mole´cula se encuentra
totalmente desnaturalizada esas partes de las cadenas individuales de ssDNA pue-
den enlazarse entre sı´ formando el tipo de estructura llamado horquilla de ADN,
del cual se mostro´ un esquema en la figura 1.3 de la pa´gina 8. El procedimiento con-
siste en, tras tener una disolucio´n de la mole´cula de ADN que se quiere estudiar
en equilibrio te´rmico a la temperatura de intere´s, enfriar de forma muy repentina y
abrupta la muestra. De esta forma, las cadenas individuales de ssDNA presentes en
la muestra procedentes de mole´culas de dsDNA completamente desnaturalizadas
no tienen tiempo de recombinarse con cadenas individuales complementarias, y se
cierran sobre sı´ mismas formando horquillas. Las mole´culas de dsDNA que estu-
vieran so´lo parcialmente abiertas vuelven a cerrarse. La medida de la proporcio´n
de horquillas en la muestra resultante nos proporciona p, la proporcio´n de mole´cu-
las que se hallaban completamente desnaturalizadas a la temperatura estudiada. Un
esquema de este procedimiento se puede ver en la mitad superior de la figura 6.1,
y los detalles se encuentran en la referencia (Montrichok et al. 2003), de la cual
se ha tomado la figura. A partir de experimentos de absorcio´n de luz ultravioleta
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Figura 6.1: Arriba: esquema del procedimiento experimental utilizado en las refe-
rencias citadas. Abajo: esquema de los dos tipos de secuencias estudiadas.
se mide f , la fraccio´n de pares de bases abiertos. A partir de estas magnitudes, p
y f , podemos conocer propiedades de los estados intermedios (burbujas) que se
producen en la desnaturalizacio´n. Por ejemplo, la fraccio´n de pares de bases abier-
tos puede escribirse como suma de la contribucio´n de mole´culas completamente
desnaturalizadas y contribucio´n de burbujas de desnaturalizacio´n:
f(T ) = [1− p(T )]〈l〉+ p(T ), (6.1)
donde 〈l〉 es el promedio de la longitud fraccionaria de las burbujas (esto es, la
longitud de la burbuja dividida por la longitud de la mole´cula). A partir de esto
podemos calcular fa´cilmente 〈l〉 (que, por comodidad, llamaremos simplemente l
de aquı´ en adelante) de la siguiente forma:
l =
f − p
1− p . (6.2)
Otro observable interesante es la fraccio´n de bases que se encuentran participando
en estados intermedios, σ. Su valor se obtiene simplemente restando a la fraccio´n
de pares de bases abiertos la fraccio´n correspondiente a mole´culas desnaturaliza-
das, de tal forma que:
σ = f − p. (6.3)
Una idea de la importancia que tiene el papel jugado por los estados intermedios
en el proceso completo de desnaturalizacio´n de una secuencia dada lo obtenemos
calculando el a´rea bajo la curva de σ(T ) y normaliza´ndola dividiendo por la an-
chura de la curva en la altura correspondiente a la mitad de su altura ma´xima. A
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Cuadro 6.1: Secuencias de ADN estudiadas experimentalmente en las referen-
cias citadas, y que nosotros estudiamos utilizando el modelo de Dauxois-Peyrard-
Bishop.
(a) Secuencias con burbuja-en-el-medio:
L60B36 CCGCCAGCGGCGTTATTACATTTAATTCTT
AAGTATTATAAGTAATATGGCCGCTGCGCC
L42B18 CCGCCAGCGGCGTTAATACTT
AAGTATTATGGCCGCTGCGCC
L33B9 CCGCCAGCGGCCTTTACTAAAGGCCGCT GCGCC
(b) Secuencias con burbuja-al-final:
L48AS CATAATACTTTATATTTAATTGGC
GGCGCACGGGACCCGTGCGCCGCC
L36AS CATAATACTTTATATTGCCGCGCACGCGT GCGCGGC
L30AS ATAAAATACTTATTGCCGCACGCGTGC GGC
L24AS ATAATAAAATTGCCCGGTCCGGGC
L19AS 2 ATAATAAAGGCGGTCCGCC
este observable lo llamaremos σav, y el estudio de su comportamiento para distin-
tas secuencias permitira´ determinar bajo que´ condiciones los estados intermedios
son importantes o no en la transicio´n de desnaturalizacio´n.
En los experimentos de las referencias (Zeng et al. 2003; Zeng et al. 2004) se
han utilizado dos tipos de secuencias, mostradas esquema´ticamente en la mitad in-
ferior de la figura 6.1: secuencias ricas en G y C en los extremos y en A y T en
el medio, y secuencias ricas en A y T en un extremo. Como el par formado por
A-T esta´ unido por dos enlaces de hidro´geno, en lugar de tres como el par G-C,
el primer tipo de secuencias tiene mayor facilidad para empezar a abrirse por el
medio (secuencias con burbuja-en-el-medio), y las secuencias ricas en A-T en un
extremo tienden a empezar a abrirse por e´l (secuencias con burbuja-al-final). Las
secuencias utilizadas se muestran en el cuadro 6.1. El primer nu´mero en el nombre
de las secuencias con burbuja-en-el-medio nos dice el nu´mero de bases que tiene
la secuencia, el segundo, el nu´mero de bases que forman la regio´n rica en A y T en
el medio. Se puede comprobar que estas tres secuencias tienen una fraccio´n alta de
bases que pueden autoensamblarse en la propia secuencia para formar horquillas:
44 de 60 en L60B36, 30 de 42 en L40B18 y 24 de 33 en L33B9. En las secuen-
cias con burbuja al final, el nu´mero en su nombre nos indica de nuevo la longitud
en bases de la secuencia. La terminacio´n “AS” nos indica que las secuencias son
asime´tricas: en este caso, la regio´n que puede autoensamblarse para formar la hor-
quilla es la regio´n rica en G y C, que ocupa uno de los lados de la secuencia (en el
otro extremo esta´ la regio´n de enlaces de´biles de A y T).
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6.1.2. El modelo de Dauxois-Peyrard-Bishop
Inicialmente, Peyrard y Bishop (Peyrard y Bishop 1989) propusieron el estudio
de la desnaturalizacio´n del ADN utilizando un modelo de tipo so´lido-sobre-so´lido
para describir la diferencia entre la distancia que separa dos bases de un mismo
par y su distancia de equilibrio. El modelo se definı´a sobre una red unidimensio-
nal y consistı´a en un acoplamiento armo´nico entre pro´ximos vecinos para tener en
cuenta la tensio´n en la cadena, y un potencial de Morse para modelar los enlaces
de hidro´geno dentro de cada par de bases. A pesar de que el modelo tiene una
transicio´n de fase termodina´mica y de que explicaba ciertos aspectos cualitativos
observados en la mole´cula del ADN, presentaba el mismo problema del que hemos
hablado al aplicar el modelo de Chui y Weeks y el de Burkhardt al ADN: la tran-
sicio´n de fase observada experimentalmente es muy abrupta, compatible con una
transicio´n de primer orden, mientras que la que presentaba el modelo de Peyrard
y Bishop es mucho ma´s suave (cualitativamente, comparable a la del modelo de
Burkhardt). Para solucionar este problema, Dauxois, Peyrard y Bishop (Dauxois
et al. 1993; Dauxois y Peyrard 1995) introdujeron un acoplamiento anarmo´nico,
que describe mucho mejor los aspectos colectivos de la transicio´n y tiene en cuenta
de forma ma´s realista la interaccio´n que en ingle´s se llama de stacking (en caste-
llano serı´a interaccio´n de apilado). E´sta es la interaccio´n que se produce entre las
bases al intentar colocarse formando estructuras ordenadas, de forma que empa-
queta´ndose reduzcan su contacto con el medio (una solucio´n acuosa) que rodea a
la mole´cula.
Prescindiendo del te´rmino cine´tico, que al trabajar en equilibrio no nos interesa,
el hamiltoniano del modelo de Dauxois-Peyrard-Bishop es:
H =
N−1∑
i=1
[k
2
(1 + ρe−α(hi+1+hi))(hi+1 − hi)2 +Di(e−aihi − 1)2
]
. (6.4)
Como se puede ver, es un hamiltoniano en una dimensio´n muy parecido a otros que
se han estudiado en esta memoria. Como ya se ha dicho, la variable hi representa
la diferencia entre la distancia que separa las dos bases del par i y su distancia
de equilibrio. El te´rmino Di(e−aihi − 1)2 es el potencial de Morse que modela los
enlaces de hidro´geno entre dos bases. En la figura 6.2 se muestra un ejemplo de este
potencial: para valores negativos el potencial crece exponencialmente, por lo que a
efectos pra´cticos es como tener una barrera de potencial que impide tener valores
demasiado negativos de hi. En cierto modo esta caracterı´stica del potencial sirve
para modelar la repulsio´n entre los armazones de azu´cares y fosfatos de las dos
cadenas. Para valores suficientemente grandes de hi, el potencial pra´cticamente
alcanza su valor asinto´tico y es plano: las dos bases se han separado, el enlace
entre ellas se ha roto y por lo tanto ya no existe interaccio´n entre ellas, a no ser que
vuelvan a acercarse. Las constantes Di (la profundidad del potencial) y ai (que
6.1 Desnaturalizacio´n te´rmica del ADN: teorı´a de formacio´n de burbujas y efectos
cooperativos 145
0 0.5 1 1.5
x
0
0.075
0.15
V(x)
Potencial de Morse: V(x)=0.075(e-6.9x-1)2
Figura 6.2: Ejemplo de potencial de Morse, con los para´metros indicados en la
figura. E´stos son los mismos que usamos en el modelo para los pares de G-C.
determina su anchura) pueden depender del nodo i de la red en funcio´n de que
ese nodo represente un par de A-T (con enlace ma´s de´bil) o de G-C (con enlace
ma´s fuerte). De esta forma, la heterogeneidad de la secuencia queda introducida
en el modelo pra´cticamente de la misma forma que la que se uso´ en el modelo de
Burkhardt (allı´, por sencillez, no se introducı´a heterogeneidad en la anchura del
potencial).
El te´rmino k2 (hi+1 − hi)2 es el acoplamiento armo´nico que hemos visto en
el modelo de sine-Gordon, siendo k la constante de acoplamiento. La parte nove-
dosa del modelo de Dauxois-Peyrard-Bishop es el factor (1 + ρe−α(hi+1+hi)) que
multiplica al acoplamiento y le confiere el cara´cter anarmo´nico. La constante ρ la
podrı´amos llamar constante de anarmonicidad, pues cuando ρ = 0 el acoplamiento
es armo´nico, y cuanto mayor sea ρ ma´s importante es el efecto anarmo´nico. Es-
te efecto consiste en cambiar el valor efectivo de la constante de acoplamiento k:
cuando (hi+1 + hi) ≈ 0 (esto es, las bases i + 1 e i esta´n cerradas, porque recor-
demos que no pueden tener valores negativos demasiado grandes), el modelo es
localmente un hamiltoniano armo´nico con una constante de acoplamiento efectiva
k′ ≈ k + ρ, mientras que cuando (hi+1 + hi) es muy grande (alguna de las bases
i o i + 1 esta´ abierta) la constante de acoplamiento efectiva sigue siendo k ′ ≈ k.
De esta forma, el factor anarmo´nico introduce el efecto entro´pico del que hemos
hablado antes: cuando las bases esta´n cerradas, la constante de acoplamiento efec-
tiva es mayor, lo que reproduce la rigidez de la doble cadena del ADN; cuando las
bases esta´n abiertas, la configuracio´n esta´ formada por dos cadenas individuales de
ssDNA, mucho ma´s flexibles, con lo que la constante de acoplamiento es menor.
La constante α es la que controla la dependencia de este cambio en el acoplamien-
to: cuando α es pequen˜a, el re´gimen de acoplamiento tipo dsDNA se prolonga para
valores mayores de (hi+1 + hi). A pesar de seguir siendo una interaccio´n de cor-
to alcance, el acoplamiento anarmo´nico no-lineal introduce efectos cooperativos
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de largo alcance en la desnaturalizacio´n, llevando a una transicio´n de fase abrupta
como la observada en los experimentos. De hecho, el estudio del modelo llevado
a cabo en (Theodorakopoulos et al. 2000) concluye que la transicio´n de fase del
modelo es de primer orden (o lo parece a todos los efectos) cuando ρ 6= 0.
Los para´metros que hemos utilizado para el modelo no los hemos ajustado ni
decidido nosotros (tal y como hicimos al comparar el modelo de Chui y Weeks
y el modelo de Burkhardt con resultados experimentales), ni tan siquiera hemos
tenido en cuenta el tipo de secuencias que querı´amos estudiar. Hemos utilizado
los para´metros que en la referencia (Campa y Giansanti 1998) se utilizaron para
ajustar propiedades termodina´micas de secuencias muy diferentes a las que noso-
tros estudiamos aquı´. El valor de estos para´metros es: k = 0.025 eV/A˚2, ρ = 2,
y α = 0.35 A˚−1 para el acoplamiento; mientras que para el potencial de Morse
tenemos DGC = 0.075 eV, aGC = 6.9 A˚−1 para un par G-C, y DAT = 0.05 eV,
aAT = 4.2 A˚−1 para un par A-T. El hecho de que DGC > DAT refleja el hecho
de que los pares de G-C esta´n unidos ma´s fuertemente entre sı´ que los pares de
A-T, por tres enlaces de hidro´geno en lugar de dos. En este caso, esta razo´n tres a
dos esta´ reflejada de forma exacta en los para´metros, aunque debe decirse que hay
ma´s factores que afectan al enlace entre las bases y que la energı´a de estos enlaces
que se mide en experimentos no tiene porque´ seguir exactamente esta razo´n. Se
debe ser muy cuidadoso si se intenta relacionar estos para´metros con feno´menos
microsco´picos, ya que hay que tener en cuenta que en realidad representan de for-
ma conjunta toda una serie de procesos que tienen lugar a nivel microsco´pico.
6.1.3. Te´cnica de simulacio´n
Hemos estudiado las mismas secuencias que las referencias (Zeng et al. 2003;
Zeng et al. 2004), mostradas en el cuadro 6.1, utilizando simulaciones de Monte
Carlo del hamiltoniano (6.4) con los para´metros dados en la referencia (Campa
y Giansanti 1998) que acabamos de enumerar. Hemos utilizado el algoritmo de
Metropolis, eligiendo al azar un nodo i y proponiendo para hi un valor nuevo:
h′i = hi +
T
2k
ξ, (6.5)
donde ξ son nu´meros aleatorios que siguen una distribucio´n gaussiana de media
cero y varianza uno. El valor h′i se acepta o rechaza tras calcular la diferencia de
energı´a entre la configuracio´n vieja y la que se propone utilizando la probabilidad
de Metropolis (2.27). En este caso no hemos utilizado el algoritmo de templado
paralelo, pues tal y como se explica en el apartado 2.2.5 e´ste funciona muy mal
cuando hay transiciones de fase de primer orden, como es aquı´ el caso. Aun ası´,
hemos realizado algunas simulaciones de templado paralelo y comprobado que no
producen ningu´n resultado u´til, al no haber intercambio efectivo de re´plicas entre
las fases de alta y baja temperatura.
Un problema del hamiltoniano (6.4) es que, si todos los pares de bases se sepa-
ran lo suficiente como para escapar del pozo del potencial de Morse, no hay nada
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que favorezca el que las dos cadenas vuelvan a unirse, y las variables hi divergen
(Dauxois y Peyrard 1995), impidiendo hacer simulaciones lo suficientemente lar-
gas como para obtener una estadı´stica razonable. Para solucionar este problema,
hemos puesto una cota superior al valor de hi. Cuando se propone un h′i que su-
pera esta cota, se rechaza inmediatamente y durante ese paso de la simulacio´n el
sistema permanece igual que en el paso anterior. La cota utilizada en los resultados
que se muestran es de 50 A˚, pero se han hecho simulaciones con valores de la cota
comprendidos entre 20 y 100 A˚, obteniendo exactamente los mismos resultados.
Siempre que la cota tenga un valor razonable, ni demasiado pequen˜a para no afec-
tar a la fı´sica del problema, ni demasiado grande (con lo que resultarı´a inu´til), su
efecto sobre el resultado de la simulacio´n es mı´nimo. Sin embargo, si no se usa
esta cota es extremadamente difı´cil obtener resultados razonables.
Una primera cuestio´n para obtener las magnitudes que nos interesan y que se
miden en las referencias (Zeng et al. 2003; Zeng et al. 2004) es definir cua´ndo de-
bemos considerar que un par de bases esta´ abierto y cua´ndo cerrado. A diferencia
de los modelos vistos en el capı´tulo 4, en el modelo de Dauxois-Peyrard-Bishop
no hay ninguna forma evidente de decidir el estado del par. Por ello, introducimos
el convenio de considerar que un par esta´ abierto cuando hi > 0.5 A˚. Esta elec-
cio´n puede justificarse a la vista de la figura 6.2: a partir de esta separacio´n entre
las bases el potencial de Morse representa un efecto muy pequen˜o, y si las bases
ya no interaccionan entre ellas es que el enlace entre ellas debe considerarse roto.
De todas formas, hemos utilizado tambie´n valores diferentes y hemos compro-
bado que los resultados no dependen fuertemente de este convenio. Esto se debe
principalmente a que cuando hi esta´ en la zona plana del potencial de Morse, el
coste energe´tico de tomar valores arbitrariamente altos es pra´cticamente nulo. Por
encima de la temperatura crı´tica de la transicio´n de desnaturalizacio´n la interfase
descrita por las variables hi es rugosa y se encuentra deslocalizada, por lo que el
hecho de tomar como convenio cualquier valor que pueda parecer razonable, como
0.5 A˚ o 1 A˚, no importa mucho a la hora de ver si una mole´cula esta´ completamen-
te abierta o cerrada, esto es, de medir p(T ). La fraccio´n de pares de bases abiertos,
f(T ), presenta una dependencia un poco ma´s fuerte, pero de todas formas poco
importante.
Para cada temperatura se han hecho varias simulaciones independientes de ca-
da una de las secuencias, del orden de varios cientos de simulaciones en el peor
de los casos. Consideramos cada una de estas simulaciones como el estudio de
una mole´cula independiente, de forma que promediar al final entre los resultados
de todas las simulaciones es equivalente al proceso de medida que se realiza en
un experimento al tomar datos sobre una muestra que contiene gran cantidad de
mole´culas en disolucio´n.
En cada una de estas simulaciones se ha calculado el perfil promedio 〈hi〉 so-
bre los pasos de Monte Carlo una vez que se ha considerado alcanzado el equilibrio
te´rmico. A partir de este promedio obtenemos la fraccio´n de pares de bases abier-
tos de una mole´cula. Si todos los 〈hi〉 > 0.5 A˚, consideramos que la mole´cula
esta´ completamente desnaturalizada. Finalmente, promediamos las fracciones de
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pares abiertos que hemos obtenido de cada una de las simulaciones para obtener
f(T ). La fraccio´n de mole´culas abiertas p(T ) la obtenemos sumando el nu´mero
de simulaciones que han resultado en una mole´cula completamente abierta y di-
vidiendo entre el nu´mero de simulaciones realizadas. A partir de f(T ) y de p(T )
se calculan l(T ) y σ(T ), utilizando las ecuaciones (6.2) y (6.3), respectivamente.
La funcio´n σ la representaremos a veces en funcio´n de T y otras, para compa-
rar directamente con los resultados experimentales, en funcio´n de T − Tm, donde
Tm denota la temperatura de desnaturalizacio´n. Tradicionalmente, se define como
la temperatura de desnaturalizacio´n la temperatura a la cual la mitad de los pares
de bases esta´n abiertos, esto es, f(Tm) = 0.5 (Marmur y Doty 1962). Nosotros
seguiremos aquı´ ese convenio.
Queda por hablar de las condiciones de contorno utilizadas en las simulacio-
nes. Teniendo en cuenta el proceso fı´sico que se pretende simular, lo ma´s razonable
parece utilizar condiciones de contorno abiertas, esto es, en las que la base 1 y la
base N de la mole´cula no este´n acopladas. Sin embargo, hemos comprobado que
la mole´cula descrita por el modelo de Dauxois-Peyrard-Bishop tiene demasiada
propensio´n a abrirse por los bordes cuando estos se dejan libres. En su dı´a el mo-
delo se propuso para ser estudiado en el lı´mite termodina´mico, o en su defecto
para representar mole´culas largas, nunca secuencias tan cortas como las que nos
interesan aquı´. En el caso de las secuencias con burbuja-al-final, el imponer unas
condiciones de contorno distintas de las abiertas eliminarı´a el efecto que quere-
mos estudiar, por lo que hemos tenido que utilizar estas condiciones. Veremos en
sus resultados esta tendencia demasiado grande a abrirse de la que hablamos. El
ca´lculo de la magnitud σav y su estudio permite estudiar los resultados para estas
mole´culas deshacie´ndonos en cierto modo de este efecto indeseado. Para el caso de
las secuencias con burbuja-en-el-medio, el problema puede ser fa´cilmente evitado
utilizando condiciones perio´dicas de contorno, pues en este caso el feno´meno que
nos interesa (la formacio´n de burbujas) no esta´ en el extremo de la mole´cula. Ası´, a
pesar de que fı´sicamente es menos intuitivo, hemos utilizado condiciones perio´di-
cas para las secuencias con burbuja-en-el-medio.
6.1.4. Resultados
En la figura 6.3 presentamos los resultados de nuestras simulaciones (a la de-
recha) junto con los resultados experimentales de la referencias (Zeng et al. 2003;
Zeng et al. 2004). Vemos que en general el acuerdo es muy bueno, no so´lo desde el
punto de vista cualitativo, sino incluso del cuantitativo. Para la secuencia L60B36
encontramos que tanto en los experimentos como en las simulaciones f ≈ l para
l < 0.6. Ello significa que hasta este punto del proceso de desnaturalizacio´n ape-
nas hay mole´culas completamente abiertas, y las bases que se abren es para formar
burbujas. En l ≈ 0.6 se produce una pequen˜a meseta, resultado de las mole´culas
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Figura 6.3: Curvas de desnaturalizacio´n de las secuencias L60B36, L42B18 y
L33B9. Los cı´rculos rellenos son p, la fraccio´n de mole´culas desnaturalizadas, los
cı´rculos vacı´os son f , la fraccio´n de pares de bases abiertos, y los cuadrados son l,
la longitud fraccionaria promedio de las burbujas. Las figuras de la izquierda son
el resultado experimental (tomado de las referencias citadas en el texto) y las de la
derecha el resultado de nuestras simulaciones.
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Figura 6.4: Figura de la izquierda: σ = f − p en funcio´n de la temperatura para
las secuencias L60B36 (cı´rculos, curva superior), L42B18 (cuadrados, curva del
medio) y L33B9 (rombos, curva inferior). Figura de la derecha: σav, el a´rea bajo
las curvas de σ dividida por su anchura a mitad de altura, en funcio´n de L, la
longitud de la secuencia en pares de bases.
que empiezan a desnaturalizarse por completo alrededor de T ' 65oC. Como se
indicaba en las referencias (Zeng et al. 2003; Zeng et al. 2004), esta meseta se
produce en el valor de la longitud promedio de burbujas l ≈ 0.6 porque precisa-
mente este valor es la razo´n entre la longitud de la zona central de la secuencia
rica en A-T, 36 pares de bases, y la longitud de la mole´cula completa, 60 pares
de bases. Esto significa que la burbuja de la parte central de la mole´cula se va
abriendo de forma continua al aumentar la temperatura, hasta que la regio´n entera
se ha abierto formando una burbuja de taman˜o ≈ 36. A partir de ahı´, al seguir au-
mentando la temperatura ya empiezan a desnaturalizarse mole´culas completas en
una fraccio´n significativa. Para la secuencia L42B18 se observa un comportamien-
to cualitativo similar, aunque ahora en las simulaciones la meseta en l se observa
en l = 18/42 ≈ 0.43, como es de esperar. En el experimento, sin embargo, esta
meseta tambie´n aparece, pero a un valor algo inferior, l ≈ 0.3, sin que se entienda
muy bien porque´. Lo que sı´ es observable en esta secuencia, tanto en la simulacio´n
como en el experimento, es que f 6= l desde temperaturas ma´s bajas que la de la
meseta en l, efecto que es au´n ma´s pronunciado en la secuencia L33B9. Esto nos
muestra que tanto la formacio´n de burbujas como la desnaturalizacio´n completa
de la mole´cula son posibles a temperaturas relativamente bajas. En la secuencia
L33B9 la desnaturalizacio´n completa se produce de forma casi continua, desde las
temperaturas ma´s bajas a las que empieza a haber actividad y sin que las burbujas
apenas tengan importancia en el proceso. Dado que estas tres secuencias son muy
similares y la u´nica diferencia entre ellas es la longitud de la regio´n central rica en
A-T, este distinto comportamiento muestra que la regio´n rica en A-T debe tener
una longitud de en torno 20 pares de bases o ma´s para que estructuras como las
burbujas puedan formarse y mantenerse, tal y como ya fue argumentado cualitati-
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Figura 6.5: Curvas de desnaturalizacio´n de las secuencias L48AS y L19AS 2. Los
sı´mbolos son iguales que en la figura 6.3. Las figuras de la izquierda son el re-
sultado experimental de las referencias citadas en el texto y las de la derecha el
resultado de nuestras simulaciones.
vamente en las referencias (Zeng et al. 2003; Zeng et al. 2004). Para aclarar esto
mejor en la figura 6.4 mostramos σ en funcio´n de la temperatura y σav en funcio´n
de L 1, la longitud de la secuencia. Como ya se ha dicho, σ representa la fraccio´n
de bases que participan en la formacio´n de burbujas a una temperatura dada. La
curva de σ(T ) para las diferentes secuencias nos muestra que, segu´n en la secuen-
cia la regio´n “blanda” es ma´s corta, el papel de las burbujas es cada vez menos
importante. Esto se ve corroborado en la curva de σav frente a L, en la que un ajus-
te lineal muestra que la existencia de estados intermedios desaparecerı´a (σav = 0)
para L ≈ 22, mostrando ası´ el modelo un excelente acuerdo cuantitativo con los
argumentos de las referencias (Zeng et al. 2003; Zeng et al. 2004).
En la figura 6.5 se muestran los resultados para dos de las secuencias con
burbuja-al-final (las dos secuencias para las que se mostraron los resultados en
la referencia (Zeng et al. 2004)). En las simulaciones se ve el problema que tiene
el modelo de abrirse demasiado en los extremos (comprobado tambie´n observando
las curvas de 〈hi〉). En estas curvas el problema se aprecia porque a temperaturas
1Llamamos L a lo que hasta ahora hemos venido llamando N para tener la misma notacio´n que
en las gra´ficas experimentales.
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Figura 6.6: Figura superior derecha: resultados de nuestras simulaciones para
σ = f − p en funcio´n de T − Tm (Tm es la temperatura de desnaturalizacio´n)
para las secuencias L48AS (cı´rculos, curva superior), L36AS (cuadrados, segunda
curva por arriba), L30AS (rombos, tercera curva por arriba), L24AS (tria´ngulos
apuntados hacia arriba, segunda curva por abajo) y L19AS2 (tria´ngulos apuntados
hacia abajo, curva inferior). La figura superior izquierda es el resultado experimen-
tal de las referencias citadas. Figuras inferiores: σav en funcio´n de L. La figura de
la izquierda es el resultado experimental de las referencias citadas, la de la derecha
el de nuestras simulaciones.
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muy bajas la fraccio´n de pares de bases abiertas es ya importante, lo que en una
mole´cula tan corta como L19AS 2 lleva a que la fraccio´n de mole´culas desnaturali-
zadas sea tambie´n importante. A pesar de este problema, se observa que el acuerdo
cualitativo entre simulacio´n y experimento es todavı´a bueno. Incluso detalles como
la meseta en la funcio´n l(T ) para l ≈ 0.8 que se observa en los resultados experi-
mentales de la secuencia L48AS aparecen reflejados en las simulaciones. Para que
el problema con los extremos no tenga tanta importancia en los resultados, en la
figura 6.6 representamos σ(T − Tm) para las distintas secuencias con burbuja-al-
final, y σav frente al taman˜o de la secuencia L para estas mismas mole´culas. En la
curva de σ vemos que de nuevo la importancia de las burbujas decrece al conside-
rar secuencias ma´s cortas, aunque ahora la diferencia no es tan acusada como en
el caso de burbujas-en-el-medio. Tanto en los resultados experimentales como en
las simulaciones se ve que el ajuste lineal a la curva de σav frente a L muestra que
el valor σav = 0 es compatible con L ≈ 1. Esto significa que cuando las burbujas
esta´n en el borde de la mole´cula, son estructuras estables para cualquier taman˜o de
la mole´cula, por corta que e´sta sea, y que una transicio´n puramente entre dos esta-
dos (abierto-cerrado, sin la existencia de estados intermedios) so´lo serı´a posible en
el lı´mite L ≈ 1 (en el que, evidentemente, no puede haber estados intermedios).
6.1.5. Conclusiones
Hemos visto que el modelo de Dauxois-Peyrard-Bishop, sin ningu´n tipo de
ajuste ni eleccio´n de para´metros, reproduce con fidelidad resultados experimenta-
les sobre la desnaturalizacio´n te´rmica de secuencias cortas de ADN y el papel que
juegan en ella los estados intermedios. Esto demuestra que los ingredientes de este
modelo, la interaccio´n entre las bases por medio de los enlaces de hidro´geno y el
papel de la diferencia de entropı´a entre la fase cerrada de la mole´cula (dsDNA) y
la abierta (ssDNA), debida en buena parte a la interaccio´n de apilado en el dsDNA,
son suficientes para explicar no so´lo la desnaturalizacio´n, sino incluso detalles co-
mo la formacio´n de burbujas. Estos resultados suponen un e´xito del modelo, sobre
todo teniendo en cuenta que otros intentos de modelar teo´ricamente los estados in-
termedios en el re´gimen de pre-desnaturalizacio´n lo hacen introduciendo te´rminos
ad hoc para favorecer o penalizar explı´citamente la aparicio´n de burbujas, y lue-
go ajustan el modelo a experimentos para deducir los valores de los para´metros de
estos te´rminos ad hoc. Es ma´s, los resultados aquı´ presentados muestran que el mo-
delo es u´til a la hora de describir secuencias cortas de ADN, y no so´lo secuencias
muy largas.
Entre los aspectos experimentales que el modelo reproduce con e´xito, hay dos
que merecen ser destacados: el hecho de que las burbujas que aparecen en el inte-
rior de las secuencias necesiten un taman˜o mı´nimo de L ≈ 22 pares de bases para
ser estables, y la prediccio´n de que una transicio´n en la que so´lo haya dos estados,
completamente abierto o cerrado (sin la existencia de estados intermedios) es so´lo
posible en el lı´mite de un u´nico par de bases, L = 1.
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6.2. Propiedades estructurales de cadenas individuales de ADN
A pesar de la atencio´n que ha recibido durante las u´ltimas de´cadas el estudio
teo´rico de la estructura y propiedades fı´sicas de la mole´cula de ADN (Azbel 1979;
Dauxois 1993; Dauxois y Peyrard 1995; Ivanov et al. 2004; Kittel 1969; Peyrard y
Bishop 1989; Poland y Scheraga 1966a; Poland y Scheraga 1966b; Poland 2004;
Richard y Guttmann 2004; Santa Lucia Jr. 1998), los estudios realizados en el caso
de cadenas individuales de ADN (ssDNA) han sido escasos, y so´lo recientemente
se han publicado algunos trabajos en este campo (Ansari et al. 2001; Chen et al.
2004; Cuesta-Lo´pez et al. 2005; Kumar et al. 2005; Sain et al. 2004; Sheng et al.
2002; Sheng et al. 2003; Sheng et al. 2004; Tsao et al. 2003). Todos los modelos
citados de la doble cadena de ADN (dsDNA) se limitan a interacciones locales (“a
pro´ximos vecinos”), y no tienen en cuenta las propiedades de las cadenas individua-
les, o, cuando lo hacen, tratan el ssDNA como un polı´mero flexible. Sin embargo,
entender correctamente las propiedades del ssDNA es crucial para la comprensio´n
de procesos biolo´gicos tan importantes como como la replicacio´n o la transcripcio´n
del ADN. Una de las estructuras ma´s importantes que puede formar una cadena de
ssDNA son las horquillas. Las bases complementarias de los extremos que se en-
cuentran enlazadas entre sı´ en una horquilla forman el tallo de la horquilla, y el
resto de las bases que no se encuentran ligadas a otras forman el bucle. En el es-
quema de horquilla mostrado en la figura 1.3 (pa´gina 8) se distinguen claramente
el tallo y el bucle. Adema´s de su papel en el estudio de las propiedades del ssDNA,
las horquillas pueden ser sondas muy sensibles para secuencias cortas de ADN: un
bucle que sea complementario a la secuencia que se desea reconocer puede ligarse
con ella. Las horquillas pueden participar en muchas funciones biolo´gicas, como la
regulacio´n de la expresio´n de los genes (Zazopoulos et al. 1997), la recombinacio´n
del ADN (Froelich-Ammon et al. 1994), y en procesos mutage´nicos (Trinh y Sin-
den 1993). Incluso se ha propuesto la utilizacio´n de horquillas en la lucha contra el
virus del SIDA (Tang et al. 1993).
En esta seccio´n se propondra´ un modelo de ssDNA en el que todas las bases
pueden interaccionar entre ellas, y al mismo tiempo la rigidez de la mole´cula y
su dependencia de la secuencia gene´tica estara´n incluidas en el modelo. Se com-
parara´n simulaciones por ordenador del modelo con los resultados experimentales
de las referencias (Bonnet et al. 1998; Goddard et al. 2000; Wallace et al. 2001)
para determinar cua´les son los efectos que gobiernan la formacio´n de horquillas
observada en estos experimentos.
6.2.1. Antecedentes experimentales
2 En las referencias (Bonnet et al. 1998; Goddard et al. 2000) se estudian las
propiedades esta´ticas y dina´micas de secuencias cortas de ssDNA que tienen la
capacidad de formar horquillas. Las secuencias utilizadas en estos experimentos
2En este apartado se explican los resultados experimentales de las referencias (Bonnet et al. 1998;
Goddard et al. 2000).
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tienen un tallo formado por cinco pares de bases con una secuencia TTGGG−3′ en
un extremo de la mole´cula y su secuencia complementaria 5′−CCCAA en el otro,
tal y como se muestra en la figura 1.3. Se utilizan bucles homoge´neos de distintas
longitudes desde 8 a 30 bases compuestas por poly(A) (polydesoxiadenosinas) o
poly(T) (polydesoxitimidinas) (esto es, todas las bases del bucle son A o todas son
T). Colocando un grupo fluorescente en el extremo 5′ de la mole´cula y un inhibidor
de la fluorescencia en el extremo 3′ se detecta el estado de la horquilla, pues la
fluorescencia so´lo se produce cuando la horquilla esta´ abierta y las dos bases de los
extremos de la mole´cula no esta´n ligadas la una a la otra.
A bajas temperaturas estas secuencias se encuentran casi siempre cerradas for-
mando horquillas, mientras que a temperaturas altas la mole´cula suele encontrarse
abierta y las bases del tallo no esta´n ligadas. En las referencias (Bonnet et al. 1998;
Goddard et al. 2000) se obtienen las curvas de desnaturalizacio´n te´rmica de las
secuencias con bucle de poly(A) y las secuencias con bucle de poly(T) para dis-
tintas longitudes (nu´mero de bases) del bucle, ası´ como los tiempos de cerrado
de la mole´cula en funcio´n de la temperatura para las temperaturas en la regio´n en
la que se produce la desnaturalizacio´n. En el caso de horquillas, entendemos por
desnaturalizacio´n la transicio´n por la que se pasa de tener el tallo cerrado, con sus
respectivos pares de bases enlazados, al estado en el que la mole´cula esta´ abierta
y, aunque puede haber algunos puentes de hidro´geno entre algunas bases, no se
puede decir que el tallo se halle cerrado. En los experimentos mencionados, esto
se controla solamente a trave´s del hecho de que este´n ligadas entre sı´ o no las dos
bases de los extremos de la mole´cula. El tiempo de cerrado mide el tiempo pro-
medio que tarda una secuencia abierta (sin los dos extremos ligados) en cerrarse.
De la misma forma, el tiempo de apertura mide el tiempo que tarda una secuencia
cerrada en abrirse. Finalmente, se introduce una base de citosina (C) como defecto
en distintas posiciones del bucle de poly(A), y se miden los tiempos de cerrado de
las secuencias con este defecto. A partir de los resultados experimentales se pueden
extraer las siguientes propiedades de la formacio´n de horquillas:
Las secuencias con bucles ma´s largos se desnaturalizan a temperaturas ma´s
bajas que las que tienen bucles cortos.
Poly(A) se desnaturaliza a una temperatura ma´s baja que poly(T).
Las curvas de desnaturalizacio´n de secuencias cortas de poly(A) y poly(T)
son muy parecidas, pero se vuelven ma´s y ma´s diferentes a medida que se
estudian bucles ma´s largos. Esto, junto con el hecho de que la temperatura
de desnaturalizacio´n es siempre ma´s baja para poly(A) que para poly(T) (li-
geramente inferior para mole´culas cortas, bastante ma´s baja para las largas)
implica que la dependencia de la la temperatura de desnaturalizacio´n con el
taman˜o del bucle es ma´s acusada para poly(A) que para poly(T).
Las curvas de desnaturalizacio´n de poly(A) y poly(T) para bucles de la mis-
ma longitud son muy parecidas en la zona de altas temperaturas de la curva,
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donde casi todas las mole´culas esta´n abiertas, pero son siempre diferentes
(muy diferentes para bucles largos) cuando la fraccio´n de mole´culas cerra-
das es ma´s de la mitad (la zona de bajas temperaturas de la curva). Esto es un
hecho experimental importante sobre el que no se habı´a llamado la atencio´n
explı´citamente antes y que necesita una interpretacio´n.
Los tiempos de apertura son independientes de la longitud del bucle o de su
composicio´n.
Los tiempos de cerrado crecen con la inversa de la temperatura en la regio´n
de la curva de desnaturalizacio´n donde la fraccio´n de mole´culas cerradas es
ya importante. Fuera de este rango de temperaturas no se dan datos experi-
mentales. En la referencia (Wallace et al. 2001) se estudian este mismo tipo
de secuencias, se muestra la dependencia de los tiempos de cerrado con las
condiciones del solvente, y se encuentran comportamientos que no son de
tipo Arrhenius para algunas de estas condiciones, al contrario de lo obser-
vado (para un u´nico tipo de solvente) en las referencias (Bonnet et al. 1998;
Goddard et al. 2000).
Los tiempos de cerrado son mayores para bucles mayores.
Los tiempos de cerrado para poly(A) son mayores que para bucles de poly(T)
de la misma longitud.
Los bucles de poly(A) con el defecto de C tienen tiempos de cerrado ma´s
cortos que el bucle sin defecto.
Cualquier modelo que intente describir correctamente la dina´mica del ssDNA de-
be reproducir todas las caracterı´sticas anteriores. Lo que es ma´s, semejante modelo
tendrı´a un valor no so´lo descriptivo, sino que arrojarı´a luz sobre los procesos fı´si-
cos y las interacciones que gobiernan el comportamiento del ssDNA, muy mal
entendidas au´n.
Otra magnitud que se muestra en la referencia (Goddard et al. 2000) es la en-
talpı´a de cerrado frente a la longitud del bucle. Sin embargo, para derivar esta
magnitud a partir de los datos experimentales es necesario interpretarlos en fun-
cio´n de una teorı´a en la que la transicio´n de desnaturalizacio´n de las horquillas es
ba´sicamente una transicio´n entre dos estados, el de correctamente cerrado o el de
completamente abierto. Este modelo y las predicciones resultantes no son acepta-
das por otros autores (Ansari et al. 2002), y por lo tanto no incluimos esta entalpı´a
entre los resultados que un modelo teo´rico deba reproducir. Es ma´s, ya vimos en la
seccio´n anterior que estas transiciones entre dos estados no son posibles.
6.2.2. Modelo
Describir el problema por medio de un modelo expresable como una serie de
ecuaciones cerradas a partir de las cuales se pueda extraer informacio´n analı´tica
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parece estar ma´s alla´ del estado de comprensio´n actual de la fenomenologı´a obser-
vada. La principal diferencia entre el modelado de la desnaturalizacio´n del dsDNA
y el de las horquillas de ssDNA es que mientras que en el dsDNA podemos des-
preciar el efecto de bases que forman pares con la base que no les corresponde,
en el ssDNA hay que considerar el proceso completo de ensamblado entre las ba-
ses. Se debe estudiar el proceso mediante el cual cada base encuentra su pareja,
y esto incluye la posibilidad de estados incorrectamente emparejados (mismatches
en ingle´s). Debido a esto, como primer paso para abordar el problema nos hemos
decidido por un modelo computacional. En este punto, una buena idea podrı´a ser
recurrir a un modelo que reprodujese la fuerzas ato´micas en la horquilla y simular-
lo mediante dina´mica molecular. El problema de esto es que las escalas de tiempo
del ensamblaje pueden ser muy largas (cientos de µs, por ejemplo), esto es, mu-
chos o´rdenes de magnitud mayores que las escalas de tiempo tı´picas en la dina´mica
de una macromole´cula. El estudio utilizando este sistema implicarı´a simulaciones
muy largas y recursos computacionales que esta´n ma´s alla´ de nuestra actual capaci-
dad. Es ma´s, au´n teniendo e´xito en simular la dina´mica del ssDNA con este me´todo,
nos darı´a poca informacio´n de lo que sucede en un nivel ma´s mesosco´pico, como
el de las bases que componen la mole´cula.
Todas estas consideraciones nos han llevado a abordar el problema desde un
punto de vista ma´s mesosco´pico, escogiendo como las unidades de nuestro modelo
las bases nitrogenadas que componen la mole´cula de ssDNA. Para acelerar ma´s
las simulaciones, usaremos un modelo de red, en el espı´ritu de los modelos de red
utilizados para estudiar el plegamiento de proteı´nas. Precisamente en el contexto
del plegamiento de proteı´nas, se ha demostrado (Park y Levitt 1995) que modelos
de red y modelos continuos de complejidad comparable tienen la misma precisio´n
describiendo la estructura de una mole´cula. Por esta razo´n hemos decidido modelar
la mole´cula de ssDNA como una cadena de bases en la que cada base ocupa un no-
do de una red cu´bica centrada en las caras (fcc), que puede ser entendida tambie´n
como una red triangular en tres dimensiones. Bases consecutivas en la secuencia
ocupan siempre nodos vecinos en la red, de tal forma que en nuestro modelo se
desprecian los posibles cambios en la longitud de la mole´cula. En una red fcc, cada
nodo tiene 12 pro´ximos vecinos, lo que permite una representacio´n precisa de la
estructura de mole´culas. Es ma´s, en una red fcc todas las bases pueden ser vecinas
de cualquier otra base, a diferencia de lo que ocurre en una red cu´bica simple, en la
que so´lo bases con distinta paridad en el ordenamiento de la secuencia pueden ser
vecinas, restringiendo ası´ enormemente las posibles interacciones. Otra ventaja de
la red fcc es que permite la formacio´n de a´ngulos en la cadena con cuatro posibles
valores: 60, 90, 120 y 180 grados, lo que permite describir la rigidez y resisten-
cia al doblado con un realismo imposible en la red cu´bica simple. Finalmente, la
superioridad de la red fcc en la representacio´n de mole´culas con respecto a otras
posibilidades como la red cu´bica simple se ha demostrado (Covell y Jernigan 1990)
comparando estructuras de mole´culas reales con las que se pueden formar en una
red.
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Te´cnica de simulacio´n
Queremos estudiar la dina´mica de las horquillas de ADN: tiempos de apertura
y cerrado. Para conseguir este objetivo, la primera opcio´n parece ser la realizacio´n
de simulaciones de dina´mica molecular. En caso de tener un modelo no definido
sobre una red, esta posibilidad se considerarı´a seriamente, pero para aprovechar al
ma´ximo las cualidades del modelo de red con simulaciones ra´pidas la mejor op-
cio´n es recurrir a simulaciones de Monte Carlo. Se ha demostrado que el algoritmo
de Metropolis con movimientos locales es equivalente a una solucio´n nume´rica
de la ecuacio´n de Fokker-Planck (Kikuchi et al. 1991), y de este modo su utili-
dad no se limita so´lo al estudio de estados de equilibrio, sino que puede utilizarse
tambie´n para estudios dina´micos. Se ha mostrado tambie´n en problemas de plega-
miento de proteı´nas que la dina´mica de Monte Carlo de modelos de red propor-
ciona secuencias de plegamiento consistentes con las que se obtienen a partir de la
dina´mica molecular de modelos continuos (Rey y Skolnick 1991), siempre y cuan-
do los movimientos utilizados en el algoritmo de Monte Carlo sean locales, esto
es, conlleven solamente el movimiento de partı´culas (bases en nuestro problema) a
posiciones vecinas. Para conseguir esto, en nuestro modelo daremos la posibilidad
de moverse a una sola base en cada paso del algoritmo, y so´lo podra´ hacerlo a un
nodo de la red vecino de su posicio´n.
La propuesta de movimientos en la simulacio´n de Monte Carlo se hace de la
siguiente manera: se escoge una base i aleatoriamente, y se propone su movimiento
a un nodo vecino de tal forma de tal forma de que la distancia a las bases i − 1 e
i+ 1 siga siendo unidad. Si el nodo en cuestio´n esta´ ya ocupado el movimiento se
rechaza automa´ticamente. Esto implica directamente que para bases que este´n en
el ve´rtice de un a´ngulo de la cadena de 60 o´ 120 grados hay una u´nica posibilidad
de movimiento. Para bases en el ve´rtice de un a´ngulo de 90 grados hay dos posi-
bilidades, de las cuales se escoge una al azar. Las bases colocadas en el ve´rtice de
un a´ngulo de 180 grados no pueden moverse, para hacerlo deben esperar a que lo
haga una base vecina y cambie el a´ngulo formado. Si la base i escogida es una base
del extremo de la secuencia, se escoge con igual probabilidad entre los cuatro mo-
vimientos que la topologı´a de la red le permite. En cualquier caso, el movimiento
propuesto se acepta o rechaza utilizando la probabilidad de Metropolis:{
e−β∆E si ∆E > 0,
1 en caso contrario,
(6.6)
donde ∆E = Enueva − Evieja es la diferencia de energı´a entre la configuracio´n
nueva y la vieja, y β = 1/kBT es la inversa de la temperatura multiplicada por
la constante de Boltzmann. Este algoritmo de Monte Carlo (cadena en una red
fcc) ya fue propuesto en las referencias (Gront et al. 2000; Gront et al. 2001) para
un modelo fı´sico algo distinto en el contexto del plegamiento de proteı´nas. Su
principal ventaja consiste en ser un algoritmo local que se puede implementar de
forma muy eficiente utilizando una tabla de los movimientos permitidos en funcio´n
de las posiciones de las bases i− 1 e i+ 1.
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Figura 6.7: Representacio´n esquema´tica de una cadena de ssDNA en el modelo
propuesto. La lı´neas continuas unen bases consecutivas en la secuencia, las lı´neas
de puntos indican enlaces de hidro´geno entre bases complementarias. Las bases
4, 5, 6, 7, 9 y 10 esta´n desparejadas en el sentido que se define en el texto. Las
bases 1, 2, 3, 8, 11 y 12 esta´n emparejadas. Adema´s, la base 2 esta´ cerrada en el
sentido descrito en el texto, al estar emparejada y estarlo tambie´n las bases 1 u 3.
Todas las bases excepto la 2 esta´n sin cerrar.
Una ventaja final de usar simulaciones de Monte Carlo es la posibilidad de
usar la te´cnica de templado paralelo para estudiar las propiedades de equilibrio del
problema, como las curvas de desnaturalizacio´n. Adema´s, esto permitira´ comparar
los resultados de las simulaciones dina´micas (sin usar el templado paralelo, que
no conserva la dina´mica) con los obtenidos utilizando el templado paralelo, que
es mucho ma´s eficiente. De esta forma podremos establecer la validez de nuestras
simulaciones dina´micas.
Modelo fı´sico
Se definira´ el modelo dando una expresio´n de la energı´a de cada configuracio´n
posible, y esta expresio´n contendra´ todas las interacciones y efectos presentes en
el modelo. A partir de esta expresio´n de la energı´a se calculan las probabilidades
de aceptacio´n de los movimientos de Monte Carlo en la ecuacio´n (6.6).
Debemos incluir en el modelo la interaccio´n por medio de enlaces de hidro´geno
entre bases complementarias: A-T y G-C. Una base i no puede formar un enlace
de hidro´geno con las bases en las posiciones i− 1 e i+1, para evitar interacciones
no fı´sicas en la mole´cula entre bases vecinas en la secuencia. Una base forma
un enlace de hidro´geno en cuanto tiene en un nodo vecino de la red una base de
tipo complementario, siendo la energı´a de este enlace HAT o HGC dependiendo
del tipo de par. La u´nica restriccio´n es que una base so´lo puede formar un enlace
de hidro´geno con una u´nica base complementaria. Una vez formado un enlace,
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Figura 6.8: Horquilla correctamente cerrada (izquierda), completamente abierta
(centro) y con emparejamientos incorrectos (derecha) en simulaciones de Monte
Carlo del modelo propuesto. Obse´rvese que en esta u´ltima las tres bases de cada
extremo esta´n emparejadas entre sı´ en el orden opuesto al correcto, y una base del
tallo esta´ emparejada con una del bucle.
este dura mientras las dos bases sigan estando en nodos vecinos, y ninguna puede
formar un enlace de hidro´geno nuevo hasta que no se rompa el que tiene formado.
Para distinguir entre las propiedades fı´sicas del ssDNA y el dsDNA, definimos dos
tipos de bases: emparejadas, que son las que esta´n ligadas a otra base por medio
de un enlace de hidro´geno, y desparejadas, que son las que no tienen ningu´n tipo
de enlace de hidro´geno. Sin embargo, cuando una base i esta´ emparejada pero las
bases i − 1 e i + 1 esta´n desparejadas, estamos en una situacio´n muy alejada de
las propiedades fı´sicas del dsDNA. Por tanto, diremos que una base i esta´ cerrada
cuando esta´ emparejada y al mismo tiempo las bases i−1 e i+1 esta´n emparejadas.
En la figura 6.7 pueden verse ejemplos de lo que queremos decir con emparejada,
desparejada y cerrada. Podemos decir que las bases cerradas tienen propiedades
de dsDNA en lugar de ssDNA, como por ejemplo una rigidez mayor debido a
interacciones ma´s fuertes con las bases vecinas en la secuencia. Ası´ pues, la otra
contribucio´n a la energı´a de la secuencia adema´s de la debida a los enlaces de
hidro´geno estara´ dada por la energı´a de doblado de cada base, que dependera´ del
a´ngulo de la cadena en cuyo ve´rtice este´ la base, de si la base esta´ cerrada o no y del
tipo de base (A, T, G o C). De esta forma, se incluye en el modelo la rigidez de la
mole´cula, su posible dependencia de la secuencia gene´tica y la diferencia entre las
conformaciones de ssDNA y dsDNA. Se puede escribir la energı´a de una mole´cula
compuesta de N bases de la siguiente forma:
E =
1
2
N∑
i=1
aiH(Bi)
+
N−1∑
i=2
[
ai−1aiai+1Ec(θi, Bi)+[1− ai−1aiai+1]Eu(θi, Bi)
]
, (6.7)
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donde ai = 1 si la base i esta´ emparejada y ai = 0 en otro caso, θi es el a´ngulo de
la base i (60, 90, 120 o 180 grados), Bi es el tipo de base (A, T, G o C), H(Bi) es
la energı´a del enlace de hidro´geno que puede formar una base de tipo Bi (H(A) =
H(T ) = HAT y H(G) = H(C) = HGC), Ec(θi, Bi) es la energı´a de una base
cerrada de tipo Bi formando un a´ngulo θi y Eu(θi, Bi) es lo mismo para una base
sin cerrar.
El acoplamiento efectivo entre bases consecutivas dado por el factor ai−1aiai+1
en la ecuacio´n (6.7) hace posible distinguir localmente entre configuraciones de ti-
po ssDNA o dsDNA. De esta forma se tienen en cuenta sus distintas propiedades
fı´sicas, especialmente la interaccio´n de apilado, que es posible que juegue un papel
importante en la rigidez de la mole´cula. La rigidez (y de esta forma la interaccio´n
de apilado) se tiene en cuenta explı´citamente dando distintos valores a las energı´as
correspondientes a distintos a´ngulos.
En la figura 6.8 se muestran tres ejemplos de configuraciones producidas por
las simulaciones del modelo: una correctamente cerrada, otra completamente abier-
ta y otra con emparejamientos incorrectos.
6.2.3. El papel de los emparejamientos incorrectos
En las referencias (Bonnet et al. 1998; Goddard et al. 2000) los autores inter-
pretan sus resultados experimentales u´nicamente sobre la base de la dependencia
de la rigidez con las bases que forman la secuencia, despreciando el papel de los
emparejamientos incorrectos de bases (esto es, los que no son nativos del esta-
do fundamental de la mole´cula). Tal y como lo ven ellos, el cambio de un bucle
de poly(A) por uno de poly(T) no deberı´a afectar a la contribucio´n de los esta-
dos incorrectamente emparejados. Aquı´ se vera´, utilizando un ejemplo, que este no
es el caso en el modelo que se ha propuesto: no es sime´trico bajo el intercambio
poly(A)-poly(T). Creemos que en la naturaleza sucede lo mismo.
En la figura 6.9 se muestran dos configuraciones similares, la de la izquierda
con un bucle de poly(T) y la de la derecha con uno de poly(A). Ambas secuencias
deben ser consideradas como parte de una secuencia como la mostrada en la figura
1.3. En ellas las bases del tallo no esta´n correctamente emparejadas: en el caso de
poly(T), la u´ltima A del tallo esta´ emparejada con una T del bucle; en el caso de
poly(A), es la u´ltima T del tallo la que esta´ emparejada con una A del tallo. Esto
hace que en la secuencia de la izquierda tengamos una A cerrada, mientras que en
la de la derecha tenemos una T cerrada. Si aceptamos que poly(A) y poly(T) tienen
distinta rigidez en el ssDNA, lo que en nuestro caso es equivalente a decir que sus
rigideces en el bucle son distintas, entonces debemos admitir tambie´n que cuando
A y T esta´n en una configuracio´n cerrada, que en cierto sentido es ma´s como el
dsDNA que como el ssDNA, la interaccio´n de apilado debe jugar un papel impor-
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Figura 6.9: Representacio´n esquema´tica de dos secuencias con emparejamientos
incorrectos, una con un bucle de poly(T) y otra con un bucle de poly(A). Las lı´neas
discontinuas uniendo bases representan enlaces de hidro´geno. En el texto se ex-
plica que, a pesar de la aparente simetrı´a entre estas dos configuraciones, no son
equivalentes.
tante y la diferencia entre A y T debe ser au´n mayor que cuando esta´n en el bucle.
Las configuraciones en la figura 6.9 son so´lo ejemplos; se pueden encontrar otros
muchos que muestran esta propiedad general: en la secuencia poly(T) de las refe-
rencias (Bonnet et al. 1998; Goddard et al. 2000), las bases A del tallo se pueden
emparejar incorrectamente con las bases T del bucle. Esto resulta en configuracio-
nes donde las bases A tienen una fuerte interaccio´n de apilado, mientras que las
bases T no tienen suficientes bases con las que emparejarse y no quedan sujetas
a una interaccio´n tan fuerte. De la misma forma, en la secuencia de poly(A) son
so´lo las T del tallo las que pueden quedar en configuraciones cerradas y tener una
interaccio´n fuerte de apilado. La adenina es una purina, que es una base de taman˜o
bastante mayor que la timina, que es una pirimidina. Esto hace que la interaccio´n
de apilado que sufren A y T sean distintas, y este tipo de emparejamientos inco-
rrectos rompe la posible simetrı´a entre las secuencias de poly(A) y poly(T) que
existe cuando no se tiene en cuenta la rigidez del ssDNA. Por lo tanto, los empare-
jamientos incorrectos deben jugar un papel en la dina´mica de la mole´cula y en la
interpretacio´n de resultados experimentales. So´lo un ana´lisis detallado de los datos
experimentales, a ser posible con la ayuda de modelos teo´ricos que no propongan
a priori la dependencia de la rigidez con la secuencia o el papel de los empareja-
mientos incorrectos como las explicaciones u´nicas de la fenomenologı´a observada,
pueden decir si efectos como el papel de los emparejamientos incorrectos son im-
portantes o no.
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Cuadro 6.2: Para´metros de las simulaciones mostradas. Para los enlaces de hidro´ge-
no se ha utilizado HAT = −0.12 y HGC = −0.18. Los valores se dan en eV.
180o 120o 90o 60o
Eu(A) 0.0 0.0 0.01 0.02
Eu(T ) 0.0 0.0 0.01 0.02
Eu(G) 0.0 0.0 0.01 0.02
Eu(C) 0.0 0.0 0.01 0.02
Ec(A) -0.06 1.2 12.0 120.0
Ec(T ) -0.03 1.2 12.0 120.0
Ec(G) -0.09 1.8 18.0 180.0
Ec(C) -0.045 1.8 18.0 180.0
6.2.4. Resultados
Como consecuencia del me´todo experimental utilizado, en las referencias (Bon-
net et al. 1998; Goddard et al. 2000), se considera que una secuencia esta´ desna-
turalizada (abierta) cuando las dos bases de los extremos de la secuencia no esta´n
ligadas entre sı´ por un enlace de hidro´geno. Para comparar mejor las simulaciones
de nuestro modelo con los resultados experimentales, nosotros utilizamos el mis-
mo criterio para definir el estado de una mole´cula (abierta o cerrada), sin tener
en cuenta el estado del resto de bases de la secuencia. En este sentido 3 se definen
tambie´n los tiempos de apertura (el tiempo medio que una secuencia cerrada tarda
en abrirse) y los tiempos de cerrado (el tiempo medio que una secuencia abierta
tarda en cerrarse).
En las referencias (Bonnet et al. 1998; Goddard et al. 2000) se interpreta toda
la fenomenologı´a descrita en el apartado 6.2.1 como un efecto solamente de la de-
pendencia de la rigidez con la secuencia, esto es, del hecho de que sea diferente en
los bucles de poly(A) y poly(T). Para confirmar o rebatir esta interpretacio´n utili-
zando nuestro modelo, hemos realizado simulaciones en las que los para´metros de
las bases A y T son los mismos cuando esta´n cerradas (Ec(A, θ) = Ec(T, θ)), y la
u´nica diferencia es que tienen distinta energı´a cuando esta´n sin cerrar (Eu(A, θ) 6=
Eu(T, θ)). Estas simulaciones (de las que por simplicidad no mostramos los resul-
tados) reprodujeron correctamente el descenso de la temperatura de desnaturaliza-
cio´n cuanto mayor era el taman˜o del bucle, e incluso se observo´ que la temperatura
de desnaturalizacio´n era ma´s baja para poly(A) que para poly(T). Pero a pesar de
que se intentaron varios valores para los distintos para´metros, el intento de repro-
ducir los experimentos (al menos cualitativamente) fue un fracaso: las curvas de
poly(A) tenı´an la misma forma que las curvas de poly(T), simplemente desplaza-
das a temperaturas ma´s bajas. Por ningu´n lado se observo´ la coincidencia entre las
dos curvas que deberı´a existir en la parte de temperaturas ma´s altas de la curva
3No confundir las mole´culas cerradas y abiertas con las bases cerradas y sin cerrar.
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Figura 6.10: Curvas de desnaturalizacio´n de poly(A) y poly(T), obtenidas de las
simulaciones del modelo. Los distintos sı´mbolos corresponden a diferentes longi-
tudes del bucle: ◦ = 8, ¤ = 10, × = 12, 4 = 16, + = 21 y ¦ = 30.
de desnaturalizacio´n. Ası´ pues, la primera conclusio´n que se desprende de nuestro
modelo es que la diferente rigidez de los bucles de poly(A) y poly(T) no es sufi-
ciente para explicar los resultados experimentales. A posteriori, un razonamiento
heurı´stico indica que la distinta rigidez de los bucles no podı´a explicar por sı´ sola
los experimentos: si ası´ fuera, el efecto deberı´a aparecer igualmente tanto en las
temperaturas en las que la fraccio´n de mole´culas abiertas es alta como en las que
es baja. Esto es exactamente lo que se vio en nuestras simulaciones. Por lo tanto,
hace falta introducir un efecto que discrimine entre la situacio´n en que hay muchas
bases emparejadas (temperaturas bajas) y aquella en que no las hay (temperaturas
altas). Como ya vimos en el apartado 6.2.3, este efecto lo introducen los empareja-
mientos incorrectos.
Para estudiar este efecto, se han realizado multitud de simulaciones con dife-
rentes valores de los para´metros, de las que se muestran los resultados obtenidos
con los para´metros recogidos en el cuadro 6.2. Para evitar que la rigidez del bucle
enmascare el efecto que queremos estudiar, los para´metros de todas las bases sin
cerrar son iguales, en particular los de A y T (Eu(A, θ) = Eu(T, θ)). Una base
del bucle nunca puede estar cerrada (en nuestro sentido), ası´ que con esta eleccio´n
conseguimos que los bucles de poly(A) y poly(T) sean equivalentes en lo que a
rigidez se refiere. Estas simulaciones no pretenden ser realistas: la distinta rigi-
dez del bucle puede jugar un papel, como de hecho parecen indicar los resultados
experimentales de la referencia (Mills et al. 1999).
En la figura 6.10 mostramos las diferentes curvas de desnaturalizacio´n obte-
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Figura 6.11: Comparacio´n de las curvas de desnaturalizacio´n de poly(A) y poly(T).
Las longitudes del bucle de las secuencias simuladas esta´s dadas por los sı´mbolos:
◦ = 8 y ¦ = 30.
nidas a partir de simulaciones de Monte Carlo con templado paralelo de nuestro
modelo. En esta ocasio´n se ha utilizado un procedimiento ma´s sencillo para el al-
goritmo de templado paralelo que en otras simulaciones recogidas en esta memoria:
se ha definido desde el principio el conjunto de temperaturas que tendra´n las repli-
cas y se ha intentado un intercambio entre re´plicas tras cada paso de Monte Carlo
(dar, en promedio, una oportunidad a cada base de moverse). Se ha comprobado a
posteriori que el resultado de las simulaciones es consistente y que el intercambio
de re´plicas entre las distintas temperaturas se produce de forma eficiente. La esca-
la artificial de temperaturas en la que se produce la desnaturalizacio´n en nuestras
simulaciones no debe ser tenida en cuenta: ya hemos dicho que estas simulacio-
nes todavı´a no pretenden ser una correcta representacio´n del problema fı´sico, sino
que pretendemos caracterizar de forma cualitativa el efecto de los emparejamien-
tos incorrectos. Variando el valor de los para´metros e incluyendo nuevos efectos
(como el de la distinta rigidez del bucle) se puede variar esta escala: esto queda
para una fase posterior del trabajo. De momento la observacio´n importante es que,
tanto de la figura 6.10 como de la figura 6.11, en la que se muestra una compara-
cio´n directa entre los resultados para poly(A) y poly(T), se desprende que todas las
caracterı´sticas de las curvas de desnaturalizacio´n experimentales enumeradas en la
seccio´n 6.2.1 aparecen tambie´n en nuestras simulaciones. Ası´, un segundo resul-
tado de nuestro modelo es que si hubiese que elegir un u´nico efecto para explicar
los experimentos, la rigidez del bucle o los emparejamientos incorrectos, sin lugar
a duda serı´an los emparejamientos incorrectos los que explicarı´an mejor el modo
en que se forman las horquillas.
Para estudiar la dina´mica del problema y establecer los tiempos caracterı´sticos
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Figura 6.12: Comparacio´n de las curvas de desnaturalizacio´n obtenidas a partir de
simulaciones que utilizan templado paralelo y simulaciones dina´micas que no lo
utilizan. Las longitudes del bucle de las secuencias simuladas esta´s dadas por los
sı´mbolos: ◦ = 8 y ¦ = 30. Recuadro: la misma figura en escala semilogarı´tmica.
del proceso, no se puede utilizar el templado paralelo, por lo que se ha recurrido a
simulaciones dina´micas, mucho ma´s lentas y con posibles problemas a bajas tem-
peraturas. En la figura 6.12 comparamos resultados de simulaciones hechas con y
sin templado paralelo. Las curvas coinciden bien para temperaturas mayores que
T ≈ 350K, lo que significa que para T > 350K se puede confiar en los resultados
de las simulaciones dina´micas. Por debajo de esa temperatura, en las simulaciones
dina´micas se hace muy difı´cil abrir las secuencias que se cierran, y el tiempo de
simulacio´n (en tiempo de CPU, del orden de 200 veces mayor que el empleado en
las simulaciones de templado paralelo) no es suficiente para que la estadı´stica de
las simulaciones compense la ralentizacio´n de la dina´mica. Sin embargo, esto so´lo
excluye las temperaturas ma´s bajas, con lo cual el intervalo de temperaturas en el
que obtenemos resultados dina´micos que no haya que descartar de principio es sufi-
ciente. El fracaso en las temperaturas ma´s bajas de las simulaciones dina´micas nos
permite llamar la atencio´n de nuevo sobre una de las conclusiones recurrentes de
esta memoria: siempre que no haya otra fuente de informacio´n con que comparar-
las (como, en este caso, otras simulaciones utilizando un procedimiento diferente),
los resultados de simulaciones deben considerarse con mucha cautela, pues au´n
siendo correctos (que no es aquı´ el caso en las temperaturas ma´s bajas) pueden
inducir a engan˜o.
Al igual que en los experimentos, los tiempos de apertura encontrados en las
simulaciones son independientes del tipo de bases del bucle o de la longitud dee´ste,
por lo que no tienen especial intere´s y no se muestran. En la figura 6.13 mostramos
el tiempo de cerrado para secuencias con bucles de distinta longitud de poly(A)
y poly(T). Se muestran los tiempos en funcio´n de 1000/T , al igual que en la re-
ferencia (Goddard et al. 2000). La regio´n que debe compararse con los resultados
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Figura 6.13: Tiempos de cerrado en funcio´n de la temperatura para poly(A) (iz-
quierda) y poly(T) (derecha). Los sı´mbolos son los mismos que en la figura 6.10.
de la referencia (Goddard et al. 2000) es la comprendida entre T ≈ 550K, que es
la temperatura en la que aproximadamente la fraccio´n de mole´culas desnaturaliza-
das es 1/2 en nuestras simulaciones, y T ≈ 350, el lı´mite inferior de validez de
nuestras simulaciones. Expresado en la forma 1000/T , eso significa que el rango
del eje horizontal de la figura 6.13 que nos interesa es aproximadamente entre 1.8
y 3. Justo en este rango observamos todas las caracterı´sticas que se encuentran en
los experimentos, enumeradas en el apartado 6.2.1. Para temperaturas mayores en-
contramos que el comportamiento de los tiempos de cerrado se invierte y pasan a
crecer con la temperatura, lo cual esta´ de acuerdo con resultados experimentales
de la referencia (Wallace et al. 2001). El que en el lı´mite de temperaturas altas el
tiempo de cerrado aumente con la temperatura y en el de bajas disminuya se pue-
de entender fa´cilmente. A temperaturas muy altas, las interacciones de la mole´cula
pierden importancia ante el comportamiento puramente entro´pico, por lo que al au-
mentar la temperatura se hace cada vez menos probable que la mole´cula se cierre
simplemente debido a las fluctuaciones aleatorias. A temperaturas muy bajas, por
el contrario, al descender ma´s la temperatura se ralentiza ma´s la dina´mica, por lo
que una mole´cula abierta tarda ma´s en cerrarse.
A partir del resultado de las simulaciones hechas con los para´metros del cuadro
6.2, hemos encontrado que se reproducen cualitativamente todas las caracterı´sticas
experimentales del apartado 6.2.1. A partir de esto podemos afirmar sin lugar a
dudas que los emparejamientos incorrectos y estados intermedios juegan un papel
preponderante en la dina´mica de horquillas, pero esto no es suficiente para asegu-
rar que sean el u´nico efecto a tener en cuenta, como se asegura en la referencia
(Ansari et al. 2001). Nos queda una comprobacio´n por hacer: introducir un defecto
de C en distintas posiciones del bucle de poly(A) y ver si el tiempo de cerrado de
estas secuencias disminuye respecto al de poly(A) puro, tal y como se encuentra en
los experimentos de la referencia (Goddard et al. 2000). Sin embargo, en nuestras
simulaciones hemos encontrado justo el comportamiento contrario: al introducir el
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Figura 6.14: Calor especı´fico para las distintas secuencias de poly(T) simuladas,
obtenidas a partir de las simulaciones con templado paralelo. Los sı´mbolos son los
mismos que en la figura 6.10.
defecto, los tiempos de cerrado aumentan. La explicacio´n es sencilla: el defecto
de C forma enlaces de hidro´geno con las G del tallo, alargando de esa forma la
duracio´n de los estados intermedios formados y haciendo aumentar el tiempo de
cerrado. Por lo tanto, para explicar lo observado en los experimentos es necesario
aceptar que la rigidez del bucle tambie´n juega un papel en la dina´mica. Ma´s con-
cretamente, en la referencia (Goddard et al. 2000) se interpreta que el defecto de
C rompe la interaccio´n de apilado entre las A del bucle, favoreciendo de esa forma
que el bucle se doble y por lo tanto el que la mole´cula se cierre.
A partir de nuestras simulaciones podemos hacer algunas consideraciones ter-
modina´micas del modelo. En la figura 6.14 mostramos el calor especı´fico (sin divi-
dir entre el taman˜o del sistema) para las secuencias de poly(T) que hemos simulado
utilizando templado paralelo. Ahora el calor especı´fico no escala con el taman˜o del
sistema, porque la parte de la secuencia ma´s importante para su fı´sica, el tallo, tie-
ne las mismas bases para todas las secuencias, y con los para´metros del cuadro 6.2
la contribucio´n del bucle es muy pequen˜a (los valores de Eu son pequen˜os com-
parados a los de Ec y con la energı´a de los puentes de hidro´geno). Hay un pico
principal relacionado con la transicio´n de desnaturalizacio´n y un pico secundario a
bajas temperaturas. Este pico secundario lo hemos interpretado como una anomalı´a
Schottky. En este caso, serı´a debido a que en temperaturas muy bajas las mole´culas
adoptan configuraciones que son mı´nimos locales de la energı´a libre (que a tem-
peraturas muy bajas es casi lo mismo que decir mı´nimos locales de la energı´a).
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El movimiento de una base a una configuracio´n de energı´a mayor es muy poco
probable, por lo que la dina´mica se encuentra casi congelada en una configuracio´n
en la que el tallo este´ correctamente cerrado y al bucle le cuesta mucho fluctuar.
A temperaturas mayores, las fluctuaciones te´rmicas son suficientes para descon-
gelar los grados de libertad de las bases del bucle, por lo que se pueden adoptar
configuraciones en que bases del bucle pueden formar a´ngulos de 60 y 90 grados,
penalizadas por los para´metros que estamos utilizando. Eso hace que a esas tem-
peraturas la energı´a aumente ra´pidamente con la temperatura, causando el pico en
el calor especı´fico. Se ha comprobado esta interpretacio´n realizando simulaciones
con valores diferentes de Eu(90o) y Eu(60o), viendo que para valores mayores el
pico se desplaza a temperaturas mayores y que para valores menores se desplaza a
temperaturas menores. Cuando estos para´metros se hacen cero, el pico desaparece.
Otra observacio´n interesante que podemos hacer a partir del calor especı´fico es
que el pico principal, relacionado con el proceso de apertura-cierre de la horquilla,
comienza a una temperatura aproximada de 300 o 350K. Esto significa que para
temperaturas menores el que la horquilla se abra o se cierre es muy improbable,
pues la energı´a involucrada en el proceso es mayor que la energı´a te´rmica dispo-
nible. Esta es la razo´n de que por debajo de esas temperaturas las simulaciones
dina´micas no funcionen bien: los tiempos caracterı´sticos crecen exponencialmen-
te, al decaer la probabilidad de que haya cambios entre estados cerrados y abiertos
o viceversa. Pero esta misma consideracio´n nos ensen˜a tambie´n que ese re´gimen
en el que las simulaciones fallan no nos interesa demasiado: es a temperaturas algo
mayores, a las que se desarrolla la fı´sica del problema, donde la caracterizacio´n del
feno´meno nos da la informacio´n que buscamos.
6.2.5. Conclusiones
Hemos presentado un modelo nuevo para el estudio de la dina´mica de horqui-
llas de ssDNA. El modelo consiste en una cadena lineal de bases que se encuen-
tran en los nodos de una red fcc. Se han realizado simulaciones de Monte Carlo
del modelo, a partir de cuyos resultados es posible cuestionar las dos principales
teorı´as sobre el tipo de procesos fı´sicos que dominan la dina´mica de las horquillas:
la dependencia de la rigidez con la secuencia gene´tica o el efecto de los estados
intermedios y emparejamientos incorrectos. Nuestras simulaciones muestran que
los emparejamientos incorrectos son el efecto ma´s importante, pero au´n ası´ no son
suficientes para explicar todas las observaciones experimentales que hay sobre el
problema. La Naturaleza tiene por costumbre ser ma´s compleja que las simplifi-
caciones que ideamos para describirla, y a partir de las simulaciones de nuestro
modelo parece que la dina´mica de horquillas no es una excepcio´n: hay que tener
en cuenta los dos efectos mencionados para lograr una caracterizacio´n correcta del
problema.
Conclusiones
Conclusiones y cuestiones abiertas
Si no puedes comprender que´ pasa en nuestro mundo esta´s a punto de aceptar
el precio del futuro.
¦ Baro´n Rojo, El precio del futuro. ¦
En esta memoria hemos aplicado la Meca´nica Estadı´stica para estudiar algunos
modelos de intercaras y de procesos biolo´gicos, con el denominador comu´n de ser
sistemas susceptibles de una descripcio´n utilizando hamiltonianos en una dimen-
sio´n.1 Se expondra´ aquı´ un breve resumen de las principales conclusiones que se
desprenden de la investigacio´n recogida en esta memoria. Estas conclusiones ya
aparecen en los capı´tulos correspondientes, por lo que nos centramos aquı´ en reco-
pilarlas y discutir el trabajo que queda abierto en cada problema. El trabajo original
de esta tesis es el que esta´ recogido en los capı´tulos 3, 4, 5 y 6.
En el capı´tulo 3 se introduce el modelo de sine-Gordon para estudiar el creci-
miento de superficies e intercaras. El capı´tulo se consagra al estudio de la versio´n
sin desorden del modelo en una dimensio´n. A pesar de que esta´ rigurosamente de-
mostrado que en una dimensio´n el modelo no tiene transicio´n de fase termodina´mi-
ca, en nuestro estudio se encuentra que para taman˜os finitos hay una transicio´n de
1Excepto en el caso de las horquillas de ADN, que se trata tambie´n de un sistema unidimensional
pero requiere un modelado ma´s complejo.
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fase efectiva, que hemos llamado transicio´n de fase aparente, entre una fase plana
a temperaturas bajas y una rugosa a altas. La temperatura de esta transicio´n de-
pende del taman˜o del sistema, pero incluso para sistemas de taman˜o macrosco´pico
la temperatura a la que se produce sigue siendo claramente distinta de cero. Es-
te resultado sugiere que tal vez serı´a conveniente replantearse lo que se entiende
por transicio´n de fase. La definicio´n habitual (no analiticidad de la energı´a libre
en el lı´mite termodina´mico) utiliza el concepto del lı´mite termodina´mico. Casos
como el estudiado en este capı´tulo muestran que a veces el lı´mite termodina´mico
esta´ “demasiado lejos” de la realidad fı´sica. Y si esto es cierto para sistemas de
taman˜o macrosco´pico, el problema se agrava en el caso de sistemas mesosco´picos
(o incluso nanome´tricos, si pueden aplicarse los me´todos de la Meca´nica Estadı´sti-
ca), tan importantes hoy en dı´a en la fabricacio´n de dispositivos tecnolo´gicos. Por
ello, una de las cuestiones abiertas que plantea esta memoria es la extensio´n del
concepto de transicio´n de fase para incluir los feno´menos observados en sistemas
finitos.
En el capı´tulo 4 se repasan resultados existentes en la literatura sobre dos mo-
delos sencillos formulados en el contexto de la transicio´n de mojado de superficies,
y sobre el efecto del desorden en uno de los dos modelos. A semejanza del mode-
lo en el que ya esta´ estudiado el desorden, hemos introducido y caracterizado el
efecto del desorden en el otro modelo. Despue´s hemos aplicado la versio´n con de-
sorden de ambos modelos para estudiar el efecto de la secuencia gene´tica sobre
la temperatura de desnaturalizacio´n del ADN. La perfecta correspondencia entre
datos experimentales y la prediccio´n de los modelos nos ha llevado a formular la
hipo´tesis de universalidad en el desorden: a la hora de modelar sistemas desorde-
nados, es ma´s importante incorporar de forma realista el desorden al modelo que
extremar el detalle en la introduccio´n del resto de interacciones.
A la hora de incorporar el efecto de la secuencia gene´tica a los modelos estudia-
dos, se ha utilizado la aproximacio´n de que la posicio´n de las bases en la secuencia
esta´ completamente descorrelacionada. Sabemos que esto no es cierto, y el siguien-
te paso que hay que dar en esta lı´nea de investigacio´n es caracterizar teo´ricamente
el efecto de las correlaciones en la secuencia. Dicho en otras palabras: encontrar
la relacio´n entre la temperatura de desnaturalizacio´n del ADN y la informacio´n
contenida en el co´digo gene´tico. Aunque tenemos algunos resultados preliminares
sobre esto, es deseable encontrar una aproximacio´n que diese informacio´n analı´ti-
ca. Otra posibilidad es la utilizacio´n de modelos ma´s realistas de ADN, como el de
Dauxois-Peyrard-Bishop.
En el capı´tulo 5 se recogen los resultados que hemos conseguido en el estudio
del problema de partida de nuestra investigacio´n: la superrugosidad en el modelo
de sine-Gordon. Desde que se planteo´ este problema en el modelo de sine-Gordon
en dos dimensiones hace quince an˜os, todavı´a no se ha logrado su correcta com-
prensio´n. Una de las dificultades podrı´a estar relacionada con que las simulacio-
nes realizadas estaban limitadas por los taman˜os de los sistemas simulados, que
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podrı´an ser demasiado pequen˜os para llegar a mostrar el comportamiento asinto´ti-
co del sistema para taman˜os grandes. Para evitar este problema, hemos propuesto
un nuevo modelo en una dimensio´n, que conjuga propiedades de uno de los mo-
delos del capı´tulo 4, del cual se demuestra analı´ticamente que tiene una transicio´n
de fase termodina´mica, con el acoplamiento y el potencial perio´dico caracterı´sticos
de sine-Gordon. Primero hemos estudiado la versio´n sin desorden de este modelo,
estableciendo la existencia de una transicio´n de fase termodina´mica entre una fase
plana a bajas temperaturas y una rugosa a altas. Adema´s, se ha encontrado que
la competicio´n entre los distintos efectos que configuran el modelo conduce a la
aparicio´n de fenomenologı´a no trivial en la fase plana del modelo, existiendo un
rango de temperaturas en el que las propiedades de la interfase descrita (rugosidad,
correlaciones) dependen muy de´bilmente de la temperatura. La relevancia de este
hallazgo es la posibilidad de disen˜ar sistemas que en un intervalo de intere´s sean
robustos ante la variacio´n de la temperatura.
Tras garantizar que el modelo tiene una transicio´n de fase plano-rugosa, se
procedio´ a estudiar el modelo con desorden. De nuevo se encontro´ una transicio´n
plano-rugosa, aunque el desorden tiene el efecto de disminuir la temperatura crı´ti-
ca. Tambie´n destruye la fenomenologı´a observada en la fase plana sin desorden,
pero en cambio introduce nuevos efectos, de tal forma que se puede hablar de una
fase plana dominada por el desorden. Las caracterı´sticas de esta fase las hemos
comparado punto por punto con las de la fase superrugosa del problema en dos
dimensiones, tomadas a partir de las simulaciones ma´s recientes encontradas en
la literatura. La coincidencia es total, por lo que si no fuese por el hecho de que
en dos dimensiones se aprecia una divergencia de la rugosidad con el logaritmo al
cuadrado del taman˜o del sistema, se podrı´a afirmar sin vacilacio´n que la fase del
modelo en dos dimensiones tambie´n es plana. Sin embargo, varios detalles de las
simulaciones en dos dimensiones, junto con la comparacio´n con las simulaciones
de nuestro modelo cuando nos limitamos a escalas espaciales pequen˜as, sugieren
poderosamente que las simulaciones en dos dimensiones no alcanzan a mostrar el
comportamiento asinto´tico del modelo, o so´lo comienzan a hacerlo en los taman˜os
mayores simulados. De aquı´ se desprende un resultado importante: la hipo´tesis
de que la fase superrugosa del modelo en dos dimensiones es, al igual que la de
nuestro modelo en una dimensio´n, una fase plana dominada por el desorden.
Una pequen˜a aclaracio´n es hacer notar que hemos comparado las fases planas
de nuestro modelo en una dimensio´n y de sine-Gordon en dos. Las transiciones de
fase de las versiones sin desorden de estos dos modelos son de tipos diferentes,
ası´ que nuestra analogı´a, que se ha mostrado u´til para caracterizar la fase rugosa,
no es va´lida para dar informacio´n sobre la naturaleza de la transicio´n superrugosa.
De cara al futuro, esta parte de la memoria tiene una continuacio´n muy clara:
la simulacio´n del modelo de sine-Gordon en dos dimensiones, utilizando para ello
algoritmos especiales y computacio´n en paralelo si es necesario, de modo que se
puedan simular sistemas mayores que los estudiados hasta ahora y de esa forma
podamos convertir nuestra hipo´tesis sobre la fase superrugosa en una afirmacio´n
sin lugar a dudas.
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En el capı´tulo 6 se ha estudiado en primer lugar el efecto de las burbujas de
desnaturalizacio´n sobre la transicio´n de desnaturalizacio´n del ADN. Para ello se
han realizado simulaciones del modelo de Dauxois-Peyrard-Bishop, utilizando las
secuencias gene´ticas de unas mole´culas cortas de ADN que habı´an sido utilizadas
anteriormente para medir experimentalmente este efecto. El resultado de las simu-
laciones se ha comparado favorablemente con el de los experimentos, lo que ha
permitido establecer como base teo´rica de la fenomenologı´a observada las interac-
ciones del modelo de Dauxois-Peyrard-Bishop: los enlaces de hidro´geno entre las
bases, la interaccio´n de apilado entre bases consecutivas de la secuencia, y la di-
ferente rigidez de la doble cadena de ADN y las cadenas individuales. Los efectos
ma´s importantes encontrados, tanto en los experimentos anteriores como en nues-
tras simulaciones, fueron: el hecho de que las burbujas de desnaturalizacio´n que
aparecen en el interior de una secuencia no sean estables para taman˜os menores
de 22 pares de bases, y la observacio´n de que una transicio´n de desnaturalizacio´n
puramente entre dos estados (mole´cula completamente cerrada o completamente
desnaturalizada) so´lo es posible en el lı´mite de secuencias compuestas por un u´ni-
co par de bases. La buena comparacio´n entre este modelo relativamente sencillo y
los datos experimentales es un nuevo apoyo para nuestra hipo´tesis de universalidad
en el desorden.
La continuacio´n natural de este trabajo es aprovechar las caracterı´sticas del
modelo para caracterizar termodina´micamente secuencias de ADN de intere´s. Da-
do que tambie´n hemos observado que el modelo tiene algunos problemas cuando
se utilizan condiciones de contorno abiertas, un asunto pendiente es modificar el
modelo para solucionar ese problema.
Todos los modelos de los que hemos estado hablando se caracterizan por estar
descritos por hamiltonianos en una dimensio´n de tipo llamado so´lido-sobre-so´lido.
Para completar esta memoria hemos discutido un modelo para el estudio de la for-
macio´n de horquillas en cadenas individuales de ADN. Aunque tambie´n se trata de
un sistema unidimensional y en el que el desorden (la secuencia gene´tica en este
caso) juega un papel preponderante, se diferencia del resto de trabajo expuesto en
esta memoria en que en este caso no es posible reducir el problema a un mode-
lo so´lido-sobre-so´lido en una dimensio´n. Para tener en cuenta el hecho de que las
bases tienen que buscarse unas a otras en el espacio y se pueden producir empare-
jamientos incorrectos, hemos propuesto un modelo nuevo, en el que las bases de la
cadena ocupan los nodos de una red fcc (por lo tanto, en tres dimensiones). Sobre el
efecto que dominaba la dina´mica de estas horquillas, se encuentran en la literatura
ba´sicamente dos posturas: una defiende que las cadenas individuales de ADN se
comportan como un polı´mero flexible, y que el comportamiento dina´mico esta´ do-
minado por los estados intermedios que se forman debido a los emparejamientos
incorrectos; la otra postura defiende que el efecto fundamental es la dependencia
de la rigidez de la cadena con la secuencia gene´tica. Realizando simulaciones de
Monte Carlo de nuestro modelo y compara´ndolas con resultados experimentales,
hemos corroborado que el efecto ma´s importante es la existencia de estados inter-
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medios, pero au´n ası´ no se pueden explicar todas las observaciones experimentales
si se desprecia el efecto de la rigidez. Por lo tanto, nuestra conclusio´n es que nin-
guna de las dos posturas estaba totalmente en lo cierto (ni equivocada del todo):
es necesaria la participacio´n de los dos feno´menos para entender correctamente la
dina´mica de las horquillas.
Sin lugar a dudas este es el aspecto de la memoria en el que ma´s trabajo que-
da por hacer, pues los resultados expuestos au´n son provisionales y falta definir el
modelo de tal forma que sea capaz de describir, al menos cualitativamente, toda la
fenomenologı´a observada en los estudios experimentales. El modelo se puede me-
jorar introduciendo en e´l de forma sencilla el efecto del solvente, que experimen-
talmente se ha visto que es crucial en este problema. Adema´s, las simulaciones
pueden mejorarse utilizando te´cnicas especiales de Monte Carlo, como los algo-
ritmos de tiempo continuo, para mejorar en o´rdenes de magnitud la eficiencia a
bajas temperaturas. De hecho, ya disponemos de un co´digo con una versio´n ma´s
rudimentaria del modelo que aprovecha estas te´cnicas, que, sin embargo, son de
difı´cil implementacio´n para el modelo en su estado actual. Un paso en la mejor
comprensio´n del problema puede ser la utilizacio´n de configuraciones artificiales
que ayuden a entender mejor aspectos concretos. Por ejemplo, se pueden introdu-
cir defectos en el bucle de la mole´cula que tengan prohibido formar enlaces de
hidro´geno con otras bases, con objeto de estudiar solamente su efecto sobre la ri-
gidez del bucle.
Finalmente, una observacio´n que ha aparecido varias veces a lo largo de la
memoria y en diferentes contextos es la especial precaucio´n con la que deben ana-
lizarse los resultados nume´ricos. En varias ocasiones hemos obtenido resultados
nume´ricos que, de no tener otros resultados independientes o algu´n resultado teo´ri-
co con el que compararlos, nos hubieran llevado a error. Es necesario pues extremar
la atencio´n a la hora de aceptar resultados procedentes de simulaciones o ca´lculos
nume´ricos que no tengan nada con que ser comparados.
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