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Abstract
Deep Convolution Neural Networks are often re-
ferred to black-box models due to minimal under-
standings of their internal actions. As an effort
to develop more complex explainable deep learn-
ing models, many methods have been proposed
to reveal the internal mechanism of the decision-
making process. In this paper, built on the top
of Score-CAM, we introduce an enhanced visual
explanation in terms of visual sharpness called
SS-CAM, which produces sharper localizations of
object features within an image by smoothing. We
evaluate our method on three well-known datasets:
ILSVRC 2012, Stanford40 and PASCAL VOC
2007 dataset. Our approach outperforms when
evaluated on both fairness and localization tasks.
1. Introduction
Convolutional Neural Networks(CNNs) are rising rapidly
in the past few years and have been applied for numer-
ous problems like image captioning, image classifica-
tion(Sultana et al., 2019), semantic segmentation(Liu et al.,
2018) and many other vision tasks(Ren et al., 2015)(Wang
et al., 2019)(Hu et al., 2015). Despite their domination
in these tasks, these architectures act like black box mod-
els(Buhrmester et al., 2019) and interpreting these models
has been a hindrance. As much as the models evolve intri-
cately, the limitations posed by these ubiquitous machine
intelligence models are profound as they cannot justify and
explain their decision-making process. These models may
crash in unexpected scenarios like finance and healthcare
where failures may lead to grave setbacks. To avoid such
instances, these unreliable models need to be justified with
visual reasoning to explain every decision that they make.
These visual explanations would also help debug the net-
works, identify the single point of mishap and additionally,
provide better insights on how the Neural Network func-
tions.
Among many visual explanation methods, attribute map
has become one of the most intuitive methods by giving
importance weight to each region in the image. There are
usually three ways to generate attribution maps. They are
gradient-based visualization, perturbation-based visualiza-
tion and class activation mapping (CAM)(Zhou et al., 2015).
Gradient-based approaches generate saliency map using
the derivative of the target class score to the input image
through backpropagation(Springenberg et al., 2015). Per-
turbing is also common adopted technical to find the region
of interests in the image, which works by masking some
specific region in the input, the region that causes the largest
drop on target class is regarded as important region. Other
works(Wang et al., 2020b) add regularizers to make these
attribution maps more robust and some packages(Yang et al.,
2019) have been developed.
Our work builds on CAM-based approaches(Zhou et al.,
2015), which obtain attribution maps by a linear combina-
tion of the weights and the activation maps. Recent CAM-
based approaches all generalize the original CAM and do
not limited CNNs with a special global pooling layer. They
can be divided into two branches, one is gradient-based
CAMs(Selvaraju et al., 2017), which represent the linear
weights corresponding to internal activation maps by gra-
dient information, the other is gradient-free CAMs(Wang
et al., 2020a) which capture the importance of each activa-
tion map by the target score in forward propagation. Al-
though Score-CAM(Wang et al., 2020a) has achieve good
performance on both visual comparison and fairness evalua-
tion, its localization result is coarse.
To achieve sharper visual feature localizing, in this paper,
we propose a novel method called SS-CAM, built on top
of Score-CAM(Wang et al., 2020a), for enhancing object
understanding and providing better post-hoc explanations
about the centralized, target object in the image. We eval-
uate our approach on ILSVRC 2012, the Stanford-40 and
PASCAL VOC 2007 datasets. Our contributions can be
summarized as below:
• We introduce a enhanced visual feature localization
method SS-CAM, which smooths the masked inputs
and leads to a visually sharper attribution map.
• We find that taking the maximum score of the N noisy
masked input yields a better localization performance
than taking average.
• We quantitatively evaluate the generated attribution
maps of SS-CAM on recognition tasks and show that
SS-CAM better localizes important features.
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2. Related Work
CAM-based approaches: Class Activation Mapping
(CAM)(Zhou et al., 2015) is a technique of identifying
class-discriminative features in the input image by a lin-
early weighted combination of the activation maps. The
CAM identifies the important regions for a specific class
and highlights those regions in an image.
CAM is denoted by :
LcCAM = ReLU
(∑
k
αckA
k
l−1
)
(1)
where
αck = w
c
l,l+1 [k] (2)
wcl,l+1 [k] refers to the weight of the k-th neuron after the
pooling operation.
The CAM(Zhou et al., 2015) provides a great intuition be-
hind the scenes for an output by taking each activation Akl
that contains different territorial information of an input
X and combining them with the weights of each neuron
after the GAP layer for calculating the importance of each
channel. However, as the original CAM are restricted to
CNNs having the GAP layer, they do not generate feasible
explanations on a wide array of CNNs.
To generalize CAM, Grad-CAM(Selvaraju et al., 2017) uti-
lizes local gradient to represent linear weight, and can be
applied to any CNN-based architecture without re-training
process.
Grad-CAM is denoted by :
LcGrad−CAM = ReLU
(∑
k
αckA
k
l
)
(3)
where
αck = GAP
(
∂Y c
∂Akl
)
(4)
GAP (.) refers to the Global Average Pooling operation.
Grad-CAM++(Chattopadhyay et al., 2017), extended from
Grad-CAM, aims to provide more meaningful explanations
by localizing the entire object in image, instead of bits and
pieces of it, and can better localize multiple objects from
the same class.
As the output layer is a non-linear function, gradient-based
CAMs tend to diminish the backpropagating gradients
which cause gradient saturation thereby making it difficult to
provide concrete explanations. To solve the problems, Score-
CAM(Wang et al., 2020a) is the first gradient-free general-
ization of CAM and bridges the gap between perturbation-
based and CAM-based methods. This method obtains the
weights of each activation map in its forward passing score
on the target class. The final result is a linear combination
of both the weights and the activation maps.
Score-CAM Lc is denoted as follows:
LcScore−CAM = ReLU
(∑
k
αckA
k
l
)
(5)
where
αck = C(A
K) (6)
where c is the class of interest, l is the convolution layer
and C(.) is the Channel-wise Increase of Confidence(CIC)
score for the activation map Akl .
3. Proposed Approach
In this section, we first introduce and formulate our pro-
posed SS-CAM for interpreting CNN-based predictions.
The pipeline of the proposed framework is illustrated in Fig
1. Before diving into the details of our technique, we define
Channel-wise Increase of Confidence(CIC).
Channel-wise Increase of Confidence(CIC) : Given a
model f(X) that takes an image input X , the k-th channel
of an activation map A of a convolutional layer l in f is
given as Akl . For a baseline input Xb the importance of A
k
l
is denoted as
C(Akl ) = f(X ·Hkl )− f(Xb) (7)
where
Hkl = s(U(A
k
l )) (8)
Here, U(.) is the Upsampling operation of the activation
map Akl into the size of the input and s(.) refers to the
normalization function (as explained in Equation (10)) so
that the elements are within the [0,1] range.
3.1. Smoothing
Our work build on the top of Score-CAM(Wang et al.,
2020a), we borrow the idea from SmoothGrad(Smilkov
et al., 2017) and integrate the smooth into the pipeline of
Score-CAM to generate sharper feature localization. In this
paper, we evaluate two ways to smooth.
Taking Averaging We set the number of noised sample
images N to be generated by adding Gaussian noise to each
activation mapAi. For each activation mapAi,N scores are
generated and averaged to a final score, which is considered
as the importance of the activation map Ai.
An activation map A of a convolutional layer ls given as Akl .
This approach can be depicted as :
LcApproach1 = ReLU
(∑
k
αckA
k
l
)
(9)
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Figure 1. Pipeline for the proposed SS-CAM method. The saliency maps produced by the linear combination of weights and activation
maps during upsampling are used to add noise. The maximum score is obtained from these noisy images and utilized as the final score to
provide enhanced feature localizations.
where
αkl =
∑N
1 (C(M))
N
(10)
Here, c is the class of interest, l is the convolutional layer
and C(.) is the maximum Channel-wise score of the activa-
tion mapM which accounts for the maximum noisy score
generated along with the linear combination of Akl with the
weights wkl,l+1. X0 is the input image and A
k
l refers to the
activation map at layer l.
M =
N∑
1
(X0 ∗ (Akl +N(0, σ))) (11)
Figure 2. Smoothing with Approach 1 using ResNet18. As you
can see the entire target object isn’t highlighted by this approach,
due to the both the non-linearity of the ReLU function and the
noise added.
Taking Maximum In our second way, we multiply the
weights with the activations and add them (like Grad-
CAM(Selvaraju et al., 2017)) during upsampling, to factor
the weights into the existing ScoreCAM(Wang et al., 2020a)
method. This activation map is then normalized and the
perturbations added to the normalized input mask yields a
greater visual result in terms of the number of pixel-wise
attributions present within the bounding box of the object
present in the image. Here, N upsampled activation maps
for each activation map Ai are generated by adding noise to
the normalized input mask. The maximum score is found
from the following N scores to get the final score which is
calculated to be the importance of the activation map Ai.
The binary mask over the normalized map would not be
great as our aim is to focus on the spatial region where the
object lies and the binary mask would lose sight of the im-
portant features. Hence, we employ a similar normalization
function as used in ScoreCAM to elevate the features within
the specific region.
The normalization used in the algorithm is given as :
s
(
Akl
)
=
Akl −min(Akl )
max(Akl )−min(Akl )
(12)
The pipeline for the proposed method is shown in Figure 1.
The algorithm is given as 1. The formula for SS-CAM is
shown below :
SS-CAM : An activation map A of a convolutional layer ls
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given as Akl . SS-CAM can be depicted as :
LcSS−CAM = ReLU
(∑
k
αckA
k
l
)
(13)
where
αkl = max (C(M)) (14)
Here, c is the class of interest, l is the convolutional layer
and C(.) is the maximum Channel-wise score of the activa-
tion mapM which accounts for the maximum noisy score
generated along with the linear combination of Akl with the
weights wkl,l+1. X0 is the input image andM
k
l ∗X0 refers
to the normalized input mask.
M =
N∑
1
(X0 ∗ (Mkl +N(0, σ))) (15)
4. Experiments
We conduct our experiments on three datasets: Imagenet
Validation Set (ILSVRC 2012 Validation Set), Stanford40
dataset and PASCAL VOC dataset.
2000 validation images from the ILSVRC(Deng et al.,
2009) are chosen at random to conduct the faithfulness
and localization evaluations. Faithfulness evaluations ex-
periments have been conducted on the Imagenet with a
pre-trained ResNet-18 model while the Localization evalu-
ations have been carried out with two models: ResNet-18
and SqueezeNet1.0.
The test images in Stanford40 and PASCAL VOC 2007 are
used in visual comparison, the result is shown in Fig 4. A
VGG-16 network(Simonyan & Zisserman, 2014) is used
to conduct our visual experiments. Figure 3 displays the
comparison of some of the Stanford-40 test images and some
of the PASCAL VOC 2007 test images with other existing
techniques. As displayed in the figure, SS-CAM provides
a much sharper and robust localization, in terms of Visual
Comparison, of the entire target object. All experiments
have been carried out with N = 10 and σ = 4.
4.1. Faithfulness Evaluations
The faithfulness evaluations are carried out as depicted in
Grad-CAM++(Chattopadhyay et al., 2017) for the purpose
of Object Recognition. Two metrics called Average Drop
and Average Increase In Confidence are introduced.
The Average Drop refers to the maximum positive difference
in the predictions made by the prediction using the input
image and the prediction using the saliency map. It is given
as:
∑N
1
max (0, Y ci −Oci )
Y ci
×100.
Algorithm 1 Smoothed Score-CAM algorithm
Input: Image X0, baseline Image Xb, Model f(X),
class c, layer l
Output: LSS−CAM
Initialize;
// get activation map Al and weights wl,l+1
where layer l is the global average pooling layer
M ← [], Al ← fl(X)
C← number of channels in Al
N← number of noisy samples to generate
for k = 0 to C − 1 do
Mkl ← Upsample(
∑
Akl ∗ wl,l+1[k])
// normalize the activation map
Mkl ← s(Mkl )
// get the normalized input mask
Mkl ←Mkl * X0
Nscores← []
for i ∈ {1, ..., N − 1} do
Ns←∼ N(0, σ)
// add noise to Mkl
Nmap ←Mkl + Ns
// append the score Ns to Nscores
Nscores.append(f c(Nmap))
end for
// take maximum of Nscores as final score
Scmax←max(Nscores)
Mkl ← Scmax ·Mkl
M .append(Mkl )
end for
M ← Batchify(M )
Sc ← f c(M) - f c(Xb)
// To ensure normalization of αck
αck ←
eS
c
k∑
N e
Sck
LcSS−CAM ← ReLU
(∑
k α
c
kA
k
l
)
The Average Increase in Confidence is denoted as:∑N
1
Func (Y ci < O
c
i )
N
× 100 where Func refers to a
boolean function which returns 1 if the condition inside
the brackets is true, else the function returns 0.
Here, Y ci refers to the prediction score on class c using the
input image i and Oci refers to the prediction score on class
c using the saliency map produced over the input image i.
The results are as shown in Table 1. The experiments with
the ILSVRC validation dataset for faithfulness evaluations
have been carried out using a pre-trained ResNet18(18-
layered Residual Network)(He et al., 2015).
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Figure 3. Comparison of Stanford-40 test images(Left-side) and PASCAL VOC test images(Right-side) with Grad-CAM, Grad-CAM++,
Score-CAM and SS-CAM. Stanford-40 Labels are : (Row-wise) Applauding, Blowing (bubbles) and Rowing. PASCAL VOC Labels are :
(Row-wise) Cat, Ship and Bottle.
Figure 4. Comparison of images with GradCAM, GradCAM++,
ScoreCAM and SS-CAM. Imagenet Labels are : (Row-wise) Mag-
netic Compass, Iron, Holster
Table 1. Average Drop(the lower the better) and Average Increase
In Confidence(the higher the better) across 2000 ILSVRC Valida-
tion images with ResNet-18.
Metrics Grad-CAM Grad-CAM++ Score-CAM SS-CAM
Average Drop(%) 29.34 29.62 29.68 27.43
Average Increase(%) 0.65 0.40 0.60 0.65
4.2. Localization evaluations
The results of the localization evaluations using the Energy-
based pointing game is shown in Table 2. Here, the
amount of energy of the saliency map is calculated by
finding out how much of the saliency map falls inside the
bounding box. Specifically, the input is binarized with
the interior of the bounding box marked as 1 and the re-
gion outside the bounding box as 0. Then, this input is
multiplied with the generated saliency map and summed
over to calculate the proportion ratio, which given as -
Table 2. Energy-based pointing game(the higher the better) across
the 2000 ILSVRC Validation images.
Metrics GradCAM GradCAM++ ScoreCAM SS-CAM
ResNet-18
Proportion(%) 54.93 54.79 54.69 57.52
SqueezeNet1.0
Proportion(%) 54.14 53.79 54.29 57.79
Proportion =
∑
Lc(i,j)∈bbox
Lc(i,j)∈bbox + L
c
(i,j)6∈bbox
. A pretrained
ResNet-18(Residual Network with 18-layers)(He et al.,
2015) and a pretrained SqueezeNet1.0(Iandola et al., 2016)
model is used to conduct the Energy-based pointing game
on the 2000 randomly chosen images from the ILSVRC
2012 Validation set.
5. Conclusions
Our proposed method significantly enhances the localization
of the features of the target class in an image, thereby ex-
plaining the images profoundly. In this aspect, our method
fairs well above the existing CAM approaches as evaluated
using the Energy-based Pointing game (Table 2).
As the number of samples N increases, more localized
features are highlighted within the image and better expla-
nations are provided in this regard. This would mean a lot
of noisy images would have been generated so finding the
highest maximum score among the greater range space of
noisy images gives a higher probability of calculating a bet-
ter score. If the parameter σ is played around with, it has
been found that if σ is low, the score generated is close to
the score generated by ScoreCAM and if the parameter is
high, more ”smoothened” out the score value will be and
the saliency map generated is expected to be much more
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generalized across different classes. The map generated
would be quite similar to the map generated by GradCAM,
if σ is high, as the noisy maps would be relatively close
to each other which means that the noise added would be
close to the mean and hence, would result in very little
changes to the normalized activation maps. Hence, we get
GradCAM-like maps when the σ parameter is high.
6. Future Scope
Future scope entails further investigations to extend this
noisy technique to handle different network architectures
(apart from the existing CNNs) and different tasks too. One
area for exploration is to find better metrics for comparing
sensitivity maps involving noisy perturbations. Metrics for
localization need to be explored in more depth like the
Energy-based pointing game used in this paper. Another
aspect could be to generalize our approach for explaining
decisions made by the Neural Networks in other domains
like sound processing and video processing.
7. Acknowledgement
We thank Mr. Haohan Wang from Carnegie Mellon Univer-
sity for providing valuable suggestion during the discussion.
References
Buhrmester, V., Mu¨nch, D., and Arens, M. Analysis of ex-
plainers of black box deep neural networks for computer
vision: A survey. ArXiv, abs/1911.12116, 2019.
Chattopadhyay, A., Sarkar, A., Howlader, P., and Balasub-
ramanian, V. N. Grad-cam++: Generalized gradient-
based visual explanations for deep convolutional net-
works. CoRR, abs/1710.11063, 2017. URL http:
//arxiv.org/abs/1710.11063.
Deng, J., Dong, W., Socher, R., Li, L., Kai Li, and Li Fei-Fei.
Imagenet: A large-scale hierarchical image database. In
2009 IEEE Conference on Computer Vision and Pattern
Recognition, pp. 248–255, 2009.
He, K., Zhang, X., Ren, S., and Sun, J. Deep residual learn-
ing for image recognition. CoRR, abs/1512.03385, 2015.
URL http://arxiv.org/abs/1512.03385.
Hu, G., Yang, Y., Yi, D., Kittler, J., Christmas, W., Li,
S. Z., and Hospedales, T. When face recognition meets
with deep learning: an evaluation of convolutional neural
networks for face recognition. In Proceedings of the IEEE
international conference on computer vision workshops,
pp. 142–150, 2015.
Iandola, F. N., Moskewicz, M. W., Ashraf, K., Han, S.,
Dally, W. J., and Keutzer, K. Squeezenet: Alexnet-level
accuracy with 50x fewer parameters and <1mb model
size. CoRR, abs/1602.07360, 2016. URL http://
arxiv.org/abs/1602.07360.
Liu, X., Deng, Z., and Yang, Y. Recent progress in semantic
image segmentation. CoRR, abs/1809.10198, 2018. URL
http://arxiv.org/abs/1809.10198.
Ren, S., He, K., Girshick, R., and Sun, J. Faster r-cnn:
Towards real-time object detection with region proposal
networks. In Advances in neural information processing
systems, pp. 91–99, 2015.
Selvaraju, R. R., Cogswell, M., Das, A., Vedantam, R.,
Parikh, D., and Batra, D. Grad-cam: Visual explanations
from deep networks via gradient-based localization. In
2017 IEEE International Conference on Computer Vision
(ICCV), pp. 618–626, 2017.
Simonyan, K. and Zisserman, A. Very deep convolutional
networks for large-scale image recognition, 2014.
Smilkov, D., Thorat, N., Kim, B., Vie´gas, F. B., and Wat-
tenberg, M. Smoothgrad: removing noise by adding
noise. CoRR, abs/1706.03825, 2017. URL http:
//arxiv.org/abs/1706.03825.
Springenberg, J. T., Dosovitskiy, A., Brox, T., and Ried-
miller, M. A. Striving for simplicity: The all convolu-
tional net. CoRR, abs/1412.6806, 2015.
Sultana, F., Sufian, A., and Dutta, P. Advancements in image
classification using convolutional neural network. CoRR,
abs/1905.03288, 2019. URL http://arxiv.org/
abs/1905.03288.
Wang, H., Chen, Z., and Zhou, Y. Hybrid coarse-fine
classification for head pose estimation. arXiv preprint
arXiv:1901.06778, 2019.
Wang, H., Wang, Z., Du, M., Yang, F., Zhang, Z., Ding,
S., Mardziel, P., and Hu, X. Score-cam: Score-weighted
visual explanations for convolutional neural networks. In
Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition Workshops, pp. 24–25,
2020a.
Wang, Z., Wang, H., Ramkumar, S., Fredrikson, M.,
Mardziel, P., and Datta, A. Smoothed geometry for robust
attribution. arXiv preprint arXiv:2006.06643, 2020b.
Yang, F., Zhang, Z., Wang, H., Li, Y., and Hu, X. Xdeep:
An interpretation tool for deep neural networks. arXiv
preprint arXiv:1911.01005, 2019.
Zhou, B., Khosla, A., Lapedriza, A`., Oliva, A., and Torralba,
A. Learning deep features for discriminative localization.
CoRR, abs/1512.04150, 2015. URL http://arxiv.
org/abs/1512.04150.
