Abstract. We prove a category equivalence between algebraic supergroups and Harish-Chandra pairs over a commutative ring which is 2-torsion free. The result is applied to re-construct the Chevalley Zsupergroups constructed by Fioresi and Gavarini [8] and by Gavarini [9, 10] . For a wide class of algebraic supergroups we describe their representations by using their super-hyperalgebras.
Introduction
Let k be a non-zero commutative ring over which we work. The word "super" is used as a synonym of "graded by Z 2 = {0, 1}". Ordinary objects, such as Lie/Hopf algebras, which are defined in the tensor category of k-modules, given the trivial symmetry v ⊗w → w⊗v, are generalized by their super-analogues, such as Lie/Hopf superalgebras, which are defined in the tensor category of Z 2 -graded k-modules, given the super-symmetry (2.1). Our main concern are the super-analogues of affine/algebraic groups. By saying affine groups (resp., algebraic groups), we mean, following Jantzen [14] , what are formally called affine group schemes (resp., affine algebraic group schemes), and we will use analogous simpler names for their super analogues.
An algebraic supergroup (over k) is thus a representable group-valued functor G defined on the category of commutative superalgebras over k, such that the commutative Hopf superalgebra O(G) representing G is finitely generated; see [4, Chapter 11] , for example. Associated with such G are a Lie superalgebra, Lie(G), and an algebraic group, G ev . The latter is the (necessarily, representable) group-valued functor obtained from G by restricting the domain to the category of commutative algebras.
Important examples of algebraic supergroups over the complex number field C are Chevalley C-supergroups; they are the algebraic supergroups G over C such that Lie(G) is one of the complex simple Lie superalgebras, which were classified by Kac [15] . Just as Kostant [16] once did in the classical, non-super situation, Fioresi and Gavarini constructed natural Zforms of the Chevalley C-supergroups; see [8, 9, 10] . Those Z-forms, called Chevalley Z-supergroups, are important, and would be useful especially to study Chevalley supergroups in positive characteristic. A motivation of this paper is to make part of Fioresi and Gavarini's construction simpler and more rigorous, and we realize it by using Harish-Chandra pairs, as will be explained below. Their construction is parallel to the classical one; it starts with (1) proving the existence of "Chevalley basis" for each complex simple Lie superalgebra g, and then turns to (2) constructing from the basis a natural Z-form, called a Kostant superalgebra, of U(g). Our construction, which will be given in Section 6, uses results from these (1) and (2) , but dispenses with the following procedures, which include to choose a faithful representation of g on a finite-dimensional complex super-vector space including an appropriate Z-lattice; see Remarks 6.3 and 6.8.
In this and the following paragraphs, let us suppose that k is a field of characteristic = 2. Even in this case, algebraic supergroups have not been studied so long as Lie supergroups. Indeed, the latter has a longer history of study founded by Kostant [17] , Koszul [18] and others in the 1970's. An important result from the study is the equivalence, shown by Kostant, between the category of Lie supergroups and the category of Harish-Chandra pairs; see [4, Section 7.4] , [28] . The corresponding result for algebraic supergroups, that is, the equivalence (1.1)
ASG ≈ HCP between the category ASG of algebraic supergroups and the category HCP of Harish-Chandra pairs, was only recently proved by Carmeli and Fioresi [5] when k = C, and then by the first-named author [20] for an arbitrary field of characteristic = 2; see [20, 12] for applications of the result. As was done for Lie supergroups, Carmeli and Fioresi define a Harish-Chandra pair to be a pair (G, g) of an algebraic group G and a finite-dimensional Lie superalgebra g which satisfy some conditions (see Definition 4.4) , and proved that the equivalence (1.1) is given by G → (G ev , Lie(G)) (see the third paragraph above). In [20] , the definition of Harish-Chandra pairs and the category equivalence are given by purely Hopf algebraic terms, but they will be easily seen to be essentially the same as those in [5] and in this paper; see Remarks 4.5 (1) and 4.27. To prove the category equivalence, the articles [5] and [20] both use the following property of O(G), which was proved in [19] and will be re-produced as Theorem 2.3 below: given G ∈ ASG, the Hopf superalgebra O(G) is split in the sense that there exists a counit-preserving isomorphism
of left O(G ev )-comodule superalgebras, where W is the odd component of the cotangent super-vector space of G at 1, and ∧(W ) is the exterior algebra on it. This basic property played a role in [22] as well; see also [21] . As another application of the property we will prove a representationtheoretic result, Corollary 5.10, which generalizes results which were proved in [2, 3, 24] for some special algebraic supergroups. Throughout in the text of this paper we assume that k is a non-zero commutative ring which is 2-torsion free, or namely, is such that an element a ∈ k must be zero whenever 2a = 0. We chose this assumption because it seems natural, in order to keep the super-symmetry (2.1) non-trivial. Our main result, Theorem 4.22 , proves the category equivalence (1.1) over such k as above. We pose some assumptions to objects in the relevant categories, which are necessarily satisfied if k is a field. Indeed, an algebraic supergroup G in ASG is required to satisfy, in particular, the condition that O(G) is split, while an object (G, g) in HCP is required to satisfy, in particular, the condition that g is admissible (see Definition 3.1), and so, given an odd element v ∈ g 1 , the even component g 0 of g must contain a unique element, 1 2 [v, v] , whose double equals [v, v] ; see Section 4.3 and Definition 4.4 for the precise definitions of ASG and HCP, respectively. A novelty of our proof of the result is to construct a functor G : HCP → ASG, which will be proved an equivalence, as follows; given (G, g) ∈ HCP, we realize the Hopf superalgebra O(G) corresponding to G = G(G, g) as a discrete Hopf super-subalgebra of some complete topological Hopf superalgebra, A, that is simply constructed from the given pair. Indeed, this Hopf algebraic idea was used in [20] , but our construction has been modified as to be applicable when k is a commutative ring. Based on the proved equivalence we will re-construct the Chevalley Z-supergroups, by giving the corresponding Harish-Chandra pairs.
The category equivalence theorem, Theorem 4.22 , is proved in Section 4, while the Chevalley Z-supergroups are re-constructed in Section 6. The contents of the remaining three sections are as follows. Section 2 is devoted to preliminaries on Hopf superalgebras and affine/algebraic supergroups. In Section 3, admissible Lie superalgebras are discussed. Especially, we prove in Corollary 3.6 that the universal envelope U(g) of such a Lie superalgebra g has the property which is dual to the splitting property (1.2); the corollary plays a role in the proof of our main result. In Section 5, we discuss supermodules over an algebraic supergroup G and over the super-hyperalgebra hy(G) of G, when G ev is a split reductive algebraic group. Let T be a split maximal torus of such G ev . Theorem 5.8 shows, roughly speaking, equivalence of G-supermodules with hy(G)-T -supermodules. When k is a field, the theorem gives Corollary 5.10 cited before.
After an earlier version of this paper was submitted, the article [11] by Gavarini was in circulation. Theorem 4.3.14 of [11] essentially proves our category equivalence theorem in the generalized situation that k is an arbitrary commutative ring. A point is to use the additional structure, called 2-operations, on Lie superalgebras g, which generalizes the map v → 1 2 [v, v], g 1 → g 0 given on an admissible Lie superalgebra in our situation. Given a Harish-Chandra pair, Gavarini constructs an affine supergroup in a quite different method from ours, realizing it as a group sheaf in the Zariski topology. In the appendix of this paper we will refine his category equivalence, using our construction and giving detailed arguments on 2-operations, in particular. This would not be meaningless because such detailed arguments are not be given in [11] ; see Remark A.11.
Preliminaries
2.1. We work over a non-zero commutative ring k. Throughout in what follows except in the appendix, we assume that k is 2-torsion free; this means that an element a ∈ k must be zero whenever 2a = 0. It follows that any flat k-module is 2-torsion free.
A k-module is said to be k-finite (resp., k-finite free/projective) if it is finitely generated (resp., finitely generated and free/projective).
The unadorned ⊗ denotes the tensor product over k. We let Hom denote the k-module consisting of k-linear maps. Given a k-module V , we let V * denote the dual k-module Hom(V, k) of V .
2.2.
A supermodule (over k) is precisely a k-module V = V 0 ⊕ V 1 graded by the group Z 2 = {0, 1} of order 2. The degree of a homogeneous element v ∈ V is denoted by |v|. Such an element is said to be even (resp., odd) if |v| = 0 (resp., if |v| = 1). We say that V is purely even (resp., purely odd) if V = V 0 (resp., if V = V 1 ). The supermodules V , W, . . . and the Z 2 -graded (or super-)linear maps naturally form a tensor category SMod; the tensor product is the k-module V ⊗ W graded so that (V ⊗ W ) i = j+k=i V j ⊕ W k , i = 0, 1, and the unit object is k, which is supposed to be purely even. The tensor category is symmetric with respect to the so-called super-symmetry
The dual k-module V * of a supermodule V is a supermodule graded so that (V * ) i = (V i ) * , i = 0, 1.
Ordinary objects, such as Lie algebras or Hopf algebras, defined in the symmetric category of k-modules are generalized by super-objects, such as Lie superalgebras or Hopf superalgebras, defined in SMod. The ordinary objects are regarded as purely even super-objects.
A superalgebra (resp., super-coalgebra) is said to be commutative (resp., cocommutative) if the product (resp., coproduct) is invariant, composed with the super-symmetry.
2.3. Given a Hopf superalgebra A, we denote the coproduct, the counit and the antipode by
respectively. The antipode S preserves the unit and the counit, and satisfies
where m : A ⊗ A → A denotes the product. We let A + denote the augmentation super-ideal Ker ε of A.
Let H, A be Hopf superalgebras. A bilinear map , : H × A → k is called a Hopf pairing [20, Section 2.2], if H i , A j = 0 whenever i = j, and if we have
, where x, y ∈ H, a, b ∈ A. The last conditions imply
Let V be a k-module, and regard it as a purely odd supermodule. The tensor algebra T(V ) on V uniquely turns into a Hopf superalgebra in which every element of V is an odd primitive. The exterior algebra ∧(V ) on V is the quotient Hopf superalgebra of T(V ) by the Hopf super-ideal generated by the even primitives v 2 , where v ∈ V . Note that T(V ) is cocommutative, while ∧(V ) is commutative and cocommutative. Suppose that V is k-finite free. Then ∧(V ) is k-finite free, so that the dual supermodule ∧(V ) * , given the ordinary, dual-algebra and dual-coalgebra structures, is a Hopf superalgebra; see [20, Remark 1] . The canonical pairing , : V ×V * → k uniquely extends to a Hopf pairing , : ∧(V ) × ∧(V * ) → k; it is determined by the property that ∧ m (V ), ∧ n (V * ) = 0 unless m = n, and by the formula
where v i ∈ V, w i ∈ V * , n > 0. Since this Hopf pairing is non-degenerate, it induces the isomorphism ∧(V * ) ≃ −→ ∧(V ) * , a → , a of Hopf superalgebras, through which we will identify as
Let
A be a commutative Hopf superalgebra. Define
, where (A 1 ) denotes the (Hopf super-)ideal of A generated by the odd component A 1 , and A + 0 = A 0 ∩ A + ; see [19, Section 4] . Note that A = A 0 /A 2 1 , and this is the largest purely even quotient Hopf superalgebra of A. We denote the quotient map by
We regard A as a left A-comodule superalgebra, naturally, by A → A ⊗ A, a → a (1) ⊗a (2) . Similarly, A is regarded as a right A-comodule superalgebra. (2) ) is seen to be a counit-preserving isomorphism.
(2) The same condition as above is equivalent to the condition with the sides switched, that is, the condition that there exists a (counit-preserving) isomorphism A A Hopf superalgebra is said to be affine if it is commutative and finitely generated. A split commutative Hopf superalgebra A is affine if and only if A is affine and W A is k-finite (free).
All commutative Hopf superalgebras and all Hopf superalgebra maps form a category. The affine Hopf superalgebras form a full subcategory of the category.
Remark 2.4. Theorem 4.3.5 of [11] proves the same result as the cited Theorem 2.3, for "linearizable" affine Hopf superalgebras over an arbitrary commutative ring k; an affine Hopf superalgebra A which satisfies the additional condition that a 2 = 0 for all a ∈ A 1 is linearizable, if k is a PID and A is k-free, or in particular, if k is a field (and A is arbitrary). But the authors do not think that the proof is correct. The argument proving g ev ∈ G ev (A) at the paragraph preceding the theorem is not clear, and the result seems wrong. (Later, it was made clear in Erratum to [11] that the proof is indeed wrong.) 2.5. The notions of affine groups and of algebraic groups (see [14, Part I, 2.1]) are directly generalized to the super-situation, as follows. A supergroup is a functor from the category of commutative superalgebras to the category of groups. An affine supergroup G is a representable supergroup. By Yoneda's Lemma it is represented by a uniquely determined, commutative Hopf superalgebra, which we denote by O(G). We call G an algebraic supergroup if O(G) is affine.
The category formed by all affine supergroups and all natural transformations of group-valued functors is anti-isomorphic to the category of commutative Hopf superalgebras. The full subcategory of the former category which consists of all algebraic supergroups is anti-isomorphic to the category of affine Hopf superalgebras.
Let G be an affine supergroup, and set
where R is a commutative superalgebra. This affine supergroup is denoted by G ev , so that A = O(G ev ). We will often regard G ev as the affine group corresponding to the commutative Hopf algebra A. One sees that W A is the odd component of the cotangent supermodule A + /(A + ) 2 of G at 1.
2.6. Let G be an affine supergroup.
Given a supermodule W , the left (resp., right) G-supermodule structures on W correspond precisely to the right (resp., left
The corresponding left G-supermodule structure is given by the R-super-linear automorphism of W ⊗ R which is defined by
where R is an arbitrary commutative superalgebra. For simplicity this left (resp., the analogous right) G-supermodule structure is represented as
Actually, this notational convention will be applied only when G is an affine group. Given a Hopf pairing , : H × O(G) → k, where H is a Hopf superalgebra, there is induced the left H-supermodule structure on W defined by (2.7)
Similarly, a right H-supermodule structure is induced from a right G-supermodule structure. Let G be an affine group. Note that a G-supermodule is a supermodule W given a G-module structure such that each component
denote the category of left (resp., right) G-supermodules. This is naturally a tensor category, and is symmetric with respect to the super-symmetry.
3. Admissible Lie superalgebras
Note that (i) implies the equation (iii) restricted to g A Lie algebra is a k-module with a bracket which satisfies (i) and the Jacobi identity, that is, (iv) in the purely even situation; it is, therefore, the same as a purely even Lie superalgebra. It follows that if g is a Lie superalgebra, then g 0 is a Lie algebra. Definition 3.1. A Lie superalgebra g is said to be admissible if (A1) g 0 is k-flat, (A2) g 1 is k-free and (A3) for every v ∈ g 1 , the element [v, v] in g 0 is 2-divisible; this means that there exists an element u ∈ g 0 such that [v, v] = 2u. Note that (A3) is satisfied if g 1 has a k-free basis X such that for every
Remark 3.2. For any 2-divisible element w in a 2-torsion free k-module, the element u such that w = 2u is unique, and it will be denoted by 1 2 w. By (A1) above, this can apply to the even component of any admissible Lie superalgebra, so that we have
3.2. Let g be an admissible Lie superalgebra. The tensor algebra T(g) on g uniquely turns into a cocommutative Hopf superalgebra in which every even (resp., odd) element of g is an even (resp., odd) primitive. The universal envelope U(g) of g is the quotient Hopf superalgebra of T(g) by the Hopf super-ideal generated by the homogeneous primitives
where z and w are homogeneous elements in g, and v ∈ g 1 . We remark that if 2 is invertible in k, then the second elements
may be removed since they are covered by the first. The universal envelope U (g 0 ) of the Lie algebra g 0 is thus defined, as usual, to be the quotient algebra of the tensor algebra T (g 0 ) by the ideal generated by zw − wz − [z, w], where z, w ∈ g 0 ; this is a cocommutative Hopf algebra. The k-flatness assumption (A1) on g 0 ensures the following. Lemma 3.3 (see [13] ). The canonical map g 0 → U (g 0 ) is an injection.
Through the injection above we will suppose g 0 ⊂ U (g 0 ). The inclusion g 0 ⊂ g induces a Hopf superalgebra map U (g 0 ) → U(g), by which we will regard U(g) as a U (g 0 )-ring, and in particular as a left and right U (g 0 )-module. Recall that given an algebra R, an R-ring [1, p.195 ] is an algebra given an algebra map from R.
Proposition 3.4. U(g) is free as a left as well as right U (g 0 )-module. In fact, if X is an arbitrary k-free basis of g 1 given a total order, then the products This is proved in [20, Lemma 11] , in the generalized situation treating dual Harish-Chandra pairs, but over a field of characteristic = 2. Our proof of the proposition will confirm the proof of the cited lemma in our present situation. To use the same notation as in [20] we set
Then the right adjoint action
by g 0 on V gives rise to the right J-module structure on V , which we denote by v ⊳ a, where v ∈ V , a ∈ J. If i : V → U(g) denotes the canonical map, we have
in U(g). Indeed, this follows by induction on the largest length r, when we express a as a sum of elements u 1 . . . u r , where u i ∈ g 0 .
Lemma 3.5. The right J-module structure on V and the super-bracket
We remark that (a) is an equation in g 0 , and the product of the right-hand side is computed in J, which is possible since g 0 ⊂ J. Proof of Proposition 3.4. We will prove only the left J-freeness. The result with the antipode applied shows the right J-freeness.
Let X be a totally ordered basis of V . We confirm the proof of [20, Lemma 11] as follows. First, we introduce the same order as in the proof into all words in the letters from X ∪ { * }, where * stands for any element of J. Second, we see by using (3. 3) that the J-ring U(g) is generated by X, and is defined by the reduction system consisting of
x ∈ X, where we suppose that in (i), x ⊳ a (2) is presented as a k-linear combination of elements in X. Third, we see that the reduction system satisfies the assumptions required by Bergman's Diamond Lemma [1, Proposition 7.1], indeed its opposite-sided version.
To prove the desired result from the Diamond Lemma, it remains to verify the following by using the properties (a)-(d) in Lemma 3.5: the overlap ambiguities which may occur when we reduce the words
The proof of [20, Lemma 11] verifies the resolvability only when x, y and z are distinct, and the same proof works now as well.
As for the remaining cases (omitted in the cited proof), first let xya be a word from (iv) with x = y. This is reduced on the one hand as
and on the other hand as
Let b ∈ J. The last equality holds since S(b (1) )(
] coincide since their doubles do by (a). For the desired resolvability it suffices to see that the two polynomials
are reduced to the same one. For this, suppose
where t ij ∈ k, and x 1 < · · · < x n in X. Note that t ij = t ji since J is cocommutative. Then the first polynomial in (3.4) is reduced as
This last and the second polynomial in (3.4) coincide since by (b), their doubles do. This proves the desired result. Next, let xyz be a word from (v), and suppose
, then u is primitive, and so we have the reduction wu → uw + w ⊳ u given by (i). Then it follows that xyz = xxz is reduced as
The word is alternatively reduced as
These two results coincide, since the element z ⊳ (
, whose double is zero by (d), is zero. The ambiguity for the word xyz is thus resolvable when x = y > z. One proves similarly the resolvability in the remaining cases, x > y = z and x = y = z, using (d) and (c), respectively.
The proposition just proven shows the following. Corollary 3.6. If g is an admissible Lie superalgebra, then there exists a unit-preserving, left U (g 0 )-module super-coalgebra isomorphism
Here, "unit-preserving" means that the isomorphism sends 1 ⊗ 1 to 1. 
This is a supermodule. The Lie superalgebra
Note that A * is the dual superalgebra of the super-coalgebra A. Regard g as a super-submodule of A * through the natural embedding
Proposition 4.2. The super-linear endomorphism id − c A * ,A * on A * ⊗ A * , composed with the product on A * , restricts to a map, [ , ] : g ⊗ g → g, with which g is indeed a Lie superalgebra. This satisfies (A3).
Proof. By Lemma 4.1 it follows that (id
which is seen to satisfy
Therefore, δ is dualized to a map [ , ] such as above, which satisfies (i), (iii) and (iv) required to super-brackets; see Section 3.1. Let v ∈ g 1 . Then it follows from Lemma 4.1 that given a, b as in the lemma, we have 
Proof. One sees that this is the dual of the canonical isomorphism
4.2. Let G be an algebraic group. The Lie algebra Lie(G) of G is naturally embedded into O(G) * , and the embedding gives rise to an algebra map U (Lie(G)) → O(G) * . The associated pairing
is a Hopf pairing. Therefore, given a left G-module (resp., right) structure on a k-module, there is induced a left (resp., right) U (Lie(G))-module structure on the k-module, as was seen in (2.7). The right adjoint action by G on itself is dualized to the right co-adjoint coaction
This induces on
projective. This is necessarily satisfied if k is a field. Under the assumption, the left G-module structure on O(G) + /(O(G) + ) 2 just obtained is transposed to a right G-module structure on Lie(G). The induced right U (Lie(G))-module structure coincides with the right adjoint action ad r (u)(v) = [v, u], u, v ∈ Lie(G), as is seen by using the fact that the pairing above satisfies
Let G be an algebraic group which satisfies (B1), and let g be a Lie superalgebra such that g 0 = Lie(G). Note that g 0 is k-finite projective and so k-flat; it is a right G-module, as was just seen. We assume in addition, (B2) g 1 is k-finite free, and g is admissible, and (B3) O(G) is k-flat. Assuming (B1) we see that (B2) is equivalent to that g 1 is k-finite free, and g satisfies (A3). 
Harish-Chandra pairs is a pair (α, β) of a morphism α : G → G ′ of affine groups and a Lie superalgebra map β = β 0 ⊕ β 1 : g → g ′ , such that (i) the Lie algebra map Lie(α) induced from α coincides with β 0 , and
The Harish-Chandra pairs and their morphisms form a category HCP.
By convention (see (2.6)) the equation (ii) of (2) above should read
where R is a commutative algebra, and γ ∈ G(R).
Remark 4.5.
(1) Suppose that k is a field of characteristic = 2. In this situation the notion of Harish-Chandra pairs was defined by [20, Definition 7] in purely Hopf algebraic terms. It is remarked by [20, Remark 9 (2) ] that if the characteristic char k of k is zero, there is a natural category antiisomorphism between our HCP defined above and the category of the HarishChandra pairs as defined by [20, Definition 7] . But this is indeed the case without the restriction on char k. A key fact is the following: once we are given an algebraic group G, a finite-dimensional right G-module V and
, is a Harish-Chandra pair in the sense of [20] , if and only if the direct sum g := Lie(G)⊕V is a Lie superalgebra (in our sense), with respect to the grading g 0 = Lie(G), g 1 = V , and with respect to the super-bracket which uniquely extends (a) the bracket on Lie(G), (b) the map [ , ] , and (c) the right adjoint Lie(G)-action on V which is induced from the right G-action on V . See [20, Remark 2 (1)], but note that in [20] , the notion of Lie superalgebras is used in a restrictive sense when char k = 3; indeed, to define the notion, the article excludes Condition (ii) from our axioms given in the beginning of Section 3.1. 
Then the common requirement for the induced U (g 0 )-module structure on
4.3. We define AHSA to be the full subcategory of the category of affine Hopf superalgebras which consists of the affine Hopf superalgebras A such that
Note that the affinity and (C1) imply that W A is k-finite free. If k is a field of characteristic = 2, then AHSA is precisely the category of all affine Hopf superalgebras.
We define ASG to be the full subcategory of the category of algebraic supergroups which consists of the algebraic supergroups G such that O(G) is split, and G ev satisfies (B1), (B3). This is anti-isomorphic to AHSA, and is precisely the category of all algebraic supergroups if k is a field of characteristic = 2.
Let G ∈ ASG. Set
Then A ∈ AHSA, and O(G) (= A) satisfies (B1), (B3). By Proposition 4.2, g satisfies (B2). By Lemma 4.3 we have a natural isomorphism Lie(G) ≃ g 0 , through which we will identify the two, and suppose g 0 = Lie(G). Just as was seen in (4.3), the right co-adjoint A-coaction defined by
using the notation (2.5), induces on A + /(A + ) 2 a right A-super-comodule (or left G-supermodule) structure; by (C3), it is transposed to a right Gsupermodule structure on g, which is restricted to g 1 .
Lemma 4.6. Given the restricted right G-module structure on g 1 , the pair (G, g) forms a Harish-Chandra pair, and so (G, g) ∈ HCP.
Proof. The right G-module structure on g 1 induces the right adjoint g 0 -action, as is seen by using (4.4). Since one sees that the map δ given in (4.1) is G-equivariant, so is its dual, [ , ].
We denote this object in HCP by
Proposition 4.7. G → P(G) gives a functor P : ASG → HCP.
Proof. Indeed, the constructions of G and of g are functorial.
4.4. Let (G, g) ∈ HCP. Modifying the construction of A(C, W ) given in [20] , we construct an object A(G, g) in AHSA. To be close to [20] for notation we set
Then W is k-finite free. It is a right C-comodule, or a left G-module, with the right G-module structure on g 1 transposed to W .
Let N = {0, 1, 2, . . . } denote the semigroup of non-negative integers. A supermodule is said to be N-graded, if it is N-graded as a k-module and if the original Z 2 -grading equals the N-grading modulo 2. A Hopf superalgebra is said to be N-graded [20, Definition 1], if it is N-graded as an algebra and coalgebra and if the original Z 2 -grading equals the N-grading modulo 2.
Recall from Section 2.3 that the tensor algebra T(g 1 ) = ∞ n=0 T n (g 1 ) on g 1 is a cocommutative Hopf superalgebra; this is N-graded. Recall that g 0 acts on g 1 by the right adjoint; see (3.2) . This uniquely extends to a right J-module-algebra structure on T(g 1 ), with which is associated the smashproduct algebra [25, p.155 ]
Given the tensor-product coalgebra structure on J ⊗ T(g 1 ), this H is a cocommutative Hopf superalgebra, which is N-graded so that
Since we see that H is the quotient Hopf superalgebra of T(g) divided by the Hopf super-ideal generated by
it follows that U = H/I, where I is the Hopf super-ideal of H generated by the even primitives
where u, v ∈ g 1 . Let T c (W ) denote the tensor coalgebra on W , as given in [20, Section 4.1]; this is a commutative N-graded Hopf superalgebra. In fact, this equals the tensor algebra T(W ) = ∞ n=0 T n (W ) as an N-graded module, and is the graded dual [25, p.231] ) as an algebra and coalgebra. Suppose that T 0 (W ) = k is the trivial right C-comodule, and T n (W ), n > 0, is the n-fold tensor product of the right C-comodule W . Then T c (W ) turns into a right C-comodule coalgebra. The associated smash coproduct C ◮< T c (W ), given the tensor-product algebra structure on C ⊗ T c (W ), is a commutative N-graded Hopf superalgebra. Explicitly, the coproduct is given by
where
In general, given an N-graded supermodule A = ∞ n=0 A(n), we suppose that it is given the linear topology defined by the the descending chains of super-ideals i>n A(n), n = 0, 1, . . . .
The completion A coincide with the direct product ∞ n=0 A(n). This is not N-graded any more, but is still a supermodule. Given another N-graded supermodule B, the tensor product A ⊗ B is naturally an N-graded supermodule. The complete tensor product A ⊗ B coincides with the completion of A⊗B. We regard k as a trivially N-graded supermodule, which is discrete. Suppose that A is an N-graded Hopf superalgebra. The structure maps on A, being N-graded and hence continuous, are completed to
Satisfying the axiom of Hopf superalgebras with ⊗ replaced by ⊗, this A may be called a complete topological Hopf superalgebra. If A is commutative, then A is, too. See [20, Section 2.3] .
Applying the construction above to C ◮< T c (W ), we suppose
in what follows. We let
We regard C as a left J-module by
where , : J × C → k denotes the canonical Hopf pairing; see (4.2). Let Hom J denote the k-module of left J-module maps. We regard Hom J (H, C) as the completion of the N-graded supermodule
altogether amount to a super-linear homeomorphism
Tensoring the canonical pairings J × C → k and
,
. This is a Hopf pairing, as was seen in [20, Proposition 17] .
Lemma 4.8. ξ is determined by
Then the lemma follows since ξ is the completion of the N-graded linear map
given
Remark 4.9. Recall that H(n), A(m) = 0 unless n = m. Therefore, the pairing (4.11) uniquely extends to (4.13)
, : H × A → k so that for each x ∈ H, x, : A → k is continuous. Using this pairing one sees that the value ξ(a) at a ∈ A is given by the same formula as (4.12), with π(a (1) ) ⊗ a (2) understood to be (π ⊗ id) • ∆(a).
We aim to transfer the structures on A to Hom J (H, C) through ξ; see Proposition 4.11 below.
Recall from Section 4.3 that g 0 is a right G-module. Combined with the given right G-module structure on g 1 , it results that g ∈ SMod-G; see (2.8). Moreover, g is a Lie-algebra object in SMod-G, since the super-bracket [ , ] : g ⊗ g → g is G-equivariant, as was proved in Remark 4.5 (2).
We regard A as a right C-super-comodule, or an object in G-SMod, with respect to the right co-adjoint coaction (4.14)
A
Lemma 4.10. We have the following.
(1) The right G-supermodule structure on g uniquely extends to that on H so that H turns into an algebra object in SMod-G. In fact, H turns into a Hopf-algebra object in SMod-G. (2) With the structure above, A turns into a Hopf-algebra object in G-SMod. (3) The resulting structures are dual to each other in the sense that
Proof.
(1) The right G-supermodule structure on g uniquely extends to that on T(g) so that T(g) turns into an algebra object in SMod-G. The extended structure factors to H, since we have [z, w] γ = [z γ , w γ ], where γ ∈ G, z ∈ g and w ∈ g 0 . One sees easily that the resulting structure on H is such as mentioned above.
(2) This is easy to see. (3) Let a ∈ C, and let x = u 1 . . . u r be an element of J with u i ∈ g 0 . One sees by induction on r that (4.15) holds for these x and a, using the fact that G-actions preserve the algebra structure on J and the coalgebra structure on C.
We see from (4.7) that the left G-module structure on A, restricted to
, is precisely what corresponds to the original right C-comodule structure on T c (W ). It follows that (4.15) holds for x ∈ T(g 1 ), a ∈ T c (W ).
The desired equality now follows from the definition (4.11) together with the fact that the G-actions preserve the products on H and on A.
For each n ≥ 0 we have a natural linear isomorphism (see (4.9)) from
which consists of left J ⊗ J-module maps. The direct product ∞ n=0 of the isomorphisms gives the super-linear homeomorphism
which is indeed the completion of the continuous map f ⊗ g → (x ⊗ y → f (x) ⊗ g(y)), where f, g ∈ Hom J (H, C), x, y ∈ H. This homeomorphism will be used in Part 2 below. Proposition 4.11. Suppose that f, g ∈ Hom J (H, C), x, y ∈ H and γ, δ ∈ G(R), where R is an arbitrary commutative algebra.
(1) The product, the identity, the counit ε and the antipode S on A are transferred to Hom J (H, C) through ξ so that
(2) Through ξ and ξ ⊗ ξ, the coproduct on A is translated to
Here, γ ±1 , , γδ, and (γ, δ), denote the functor points in G(R) and in (G × G)(R), respectively.
The formulas are essentially the same as those given in [20, Proposition 18 (2), (3)]. One will see below that the proof here, using Lemma 4.8, is simpler.
(1) Let a ∈ A, and write as π(a) = a. Then one has
To prove the last formula we may suppose f = ξ(a), since we evaluate f , S(f ) on H. By using Lemma 4.8 we see that
The rest is easy to see.
(2) As above we may suppose f = ξ(a), a ∈ A. Then
Recall from (4.6) that I is the Hopf super-ideal of H such that H/I = U. Note that by the k-flatness assumption (B3), the following statement makes sense.
Lemma 4.12. I is G-stable, or in other words, it is C-costable. Therefore, U ∈ SMod-G.
Let ρ : H → C ⊗ H be the left C-comodule structure on H. Let v ∈ g 1 , and suppose ρ(v) = i c i ⊗ v i . By (B3), C ⊗ g 0 is 2-torsion free. Therefore, we can conclude that
by seeing that the doubles of both sides coincide. It follows that
Since this is contained in C ⊗ I, the lemma follows.
Since g is admissible, it follows by Corollary 3.6 that there is a unitpreserving left J-module super-coalgebra isomorphism
We fix this φ for use in what follows.
Corollary 4.13. Hom J (U, C) is a discrete super-subalgebra of Hom J (H, C), and is stable under S. Moreover, the map ∆ given in Proposition 4.11 (2) sends
Proof. Since U is finitely generated as a left J-module by (4.18), we have
for n large enough. This means that Hom J (U, C) is discrete. The rest follows easily from Lemma 4.12.
Given a Harish-Chandra pair (G, g) as above, we define
to be the k-submodule of A such that the homeomorphism ξ given in (4.10) restricts to a linear isomorphism (4.19) η : A(G, g)
In what follows we set A := A(G, g).
Lemma 4.14. We have the following.
(1) A is a discrete super-subalgebra of A, which is stable under S. (2) By using η, the canonical map above is identified with the composite of the canonical map
with the embedding Hom J⊗J (U ⊗ U, C ⊗ C) ⊂ Hom J⊗J (H ⊗ H, C ⊗ C). By using φ, the map (4.20) is identified with the canonical map
which is an isomorphism since ∧(g 1 ) is k-finite free. This proves the desired injectivity. The rest follows from Corollary 4.13. (3) Just as above the canonical map A ⊗ A ⊗ A → A ⊗ A ⊗ A is seen to be an injection. From this we see that ∆| A is coassociative. The rest is easy to see.
The restriction π| A of the projection (4.8) to A is a Hopf superalgebra map, which we denote by
This notation is consistent with (2.5), as will be seen from Lemma 4.16 (2) . We see from Remark 4.9 that the pairing (4.13) induces
and the following lemma holds.
Lemma 4.15. η is given by essentially the same formula as (4.12) so that
Define a map ̺ to be the composite
where the second isomorphism is the one induced from the fixed φ (see (4.18)), and the following ε * denotes Hom(∧(g 1 ), ε).
Lemma 4.16. We have the following.
(1) The map
is a counit-preserving isomorphism of left C-comodule superalgebras. (2) We have natural isomorphisms
of Hopf algebras and of k-modules, respectively.
(1) Compose the isomorphism Hom J (U, C) ≃ Hom(∧(g 1 ), C) in (4.23) with the canonical one Hom(∧(g 1 ), C) ≃ C ⊗ ∧(W ). Through the composite we will identify as Hom J (U, C) = C ⊗ ∧(W ). Since x, a = ε(η(a)(x)), a ∈ A, x ∈ U, one sees that ψ is identified with η, whence it is a bijection. The desired result follows since ̺ is a counit-preserving superalgebra map.
(2) We see from the isomorphism just obtained that the Hopf superalgebra map (4.21) induces A ≃ C, and the pairing (4.22), restricted to
The lemma shows the following.
Proposition 4.17. A(G, g) ∈ AHSA.
We let
denote the object in ASG which corresponds to A(G, g). Proof. This follows since the constructions of A, Hom J (H, C) and Hom J (U, C) are all functorial, and the homeomorphism ξ is natural.
Proposition 4.19. The Harish-Chandra pair P(G(G, g)) associated with G(G, g) is naturally isomorphic to the original (G, g).
To prove this we need a lemma. Set A := A(G, g), again. Then A is an object (indeed, a Hopf-algebra object) in G-SMod, being defined by the same formula as (4.16). Recall from Lemma 4.12 that U ∈ SMod-G. 
Proof. Note that the co-adjoint coaction A → A ⊗ C given in (4.14) is completed to A → A ⊗ C, by which A is a left G-supermodule including A as a G-super-submodule. One sees that the pairing (4.13) satisfies the same formula as (4.15) for a ∈ A. The resulting formula shows (4.25). The rest follows since the pairing (4.13) satisfies the formulas (2.2) required to Hopf pairings. Here we understand that for x, y ∈ H and a ∈ A, x, a (1) y, a (2) represents x ⊗ y, ∆(a) ; this last denotes the pairing on (H ⊗ H) × ( A ⊗ A) which is obtained naturally from the pairing on (H ⊗ H) × (A ⊗ A), just as (4.13) is obtained from (4.11). In addition, the isomorphism W A ≃ g * 1 obtained in (4.24) is indeed Gequivariant. It follows that the Lie superalgebra isomorphism together with A ≃ C give the desired isomorphism of Harish-Chandra pairs. It is natural since the construction of (4.22) is functorial.
Remark 4.21. One sees that the construction above gives an affine (not necessarily algebraic) supergroup, more generally, starting with a pair (G, g) such that (i) G is an affine group with O(G) k-flat, (ii) g is an admissible Lie superalgebra with g 1 k-finite (free), (iii) g is given a right G-supermodule structure such that the superbracket on g is G-equivariant, and (iv) there is given a bilinear map , : Since Proposition 4.19 shows that P • G is naturally isomorphic to the identity functor id, it remains to prove G • P ≃ id.
Lemma 4.23. The natural embedding g ⊂ A * uniquely extends to a superalgebra map U → A * . The associated pairing , : U × A → k is a Hopf pairing.
Proof. The superalgebra map T(g) → A * which extends g ⊂ A * kills the first elements in (3.1), by definition of the super-bracket. For v ∈ g 1 it kills
since A * is 2-torsion free. This proves the first assertion.
As for the second it is easy to see x, 1 = ε(x), x ∈ U. It remains to prove x, ab = x (1) , a x (2) , b , x ∈ U, a, b ∈ A. We may suppose that x is of the form x = u 1 . . . u r , where u i are homogeneous elements in g. Then the equation is proved by induction on the length r.
Recall A ∈ G-SMod, U ∈ SMod-G; see (4.5) or (4.16) as for A, and see Lemma 4.12 as for U. Indeed, A and U are Hopf-algebra objects in the respective categories. Proof. The G-module structure on g is transposed from that on A + /(A + ) 2 . Therefore, the formula holds for every x ∈ g and for any a ∈ A. The desired formula follows by induction, as in the last proof; see also the proof of Lemma 4.10 (3).
Note P(G) = (G, g). We aim to show that the affine Hopf superalgebra A(G, g), which is constructed from this last Harish-Chandra pair as in the previous subsection, is naturally isomorphic to the present A. By using the Hopf pairing above and the notation (2.5), we define
where a ∈ A, x ∈ U. Note that Hom J (U, C) has the Hopf superalgebra structure which is transferred from A(G, g) thorough η (see (4.19)), and which is presented by the formulas given in Proof. Using Lemma 4.24 one computes in the same way as proving Proposition 4.11 (2) so that
where a ∈ A, γ, δ ∈ G, x, y ∈ U. The right-hand side equals (γ, δ), ∆(η ′ (a))(x⊗ y) , by the formula giving the coproduct on Hom J (U, C). Therefore, η ′ preserves the coproduct. It is easy to see that η ′ preserves the remaining structure maps, and is hence a Hopf superalgebra map. Set W := W A . Choose φ such as in (4.18), and define ̺ ′ : A → ∧(W ) as ̺ in (4.23), with η replaced by η ′ . Then as was seen for η in the proof of Lemma 4.16 (1), η ′ is identified with
Since one sees that this ψ ′ satisfies the assumption of Lemma 4.26 below, the lemma proves that ψ ′ and so η ′ are isomorphisms. Proof. Let B := C ⊗ ∧(W ). Set a := (A 1 ) and b := (B 1 ) (= C ⊗ ∧(W ) + ) in A and in B, respectively. Since ψ(a n ) ⊂ b n for every n ≥ 0, there is induced a counit-preserving, left C-comodule N-graded algebra map
One sees that gr B = B = C ⊗ ∧(W ). Since A is split, we have as in [19, Proposition 4.9 (2) ], a canonical isomorphism gr A ≃ C ⊗ ∧(W ), through which we will identify the two. Then gr ψ is a counit-preserving endomorphism of the left C-comodule N-graded algebra C ⊗ ∧(W ). Being a counitpreserving endomorphism of the left C-comodule algebra C, gr ψ(0) is the identity on C. This together with the assumption above imply that gr ψ (1) is the identity on C ⊗ W . It follows that gr ψ is an isomorphism. Since the affinity assumption implies gr A(n) = 0 = gr B(n) for n ≫ 0, one sees that ψ is an isomorphism.
Proof of Theorem 4.22. Since we see that η and η ′ are both natural, it follows that A(G, g) and A are naturally isomorphic. This proves G • P ≃ id, as desired. 
G-supermodules and hy(G)-supermodules
Throughout in this section we suppose that k is an integral domain. Our assumption that k is 2-torsion free is equivalent to that 2 = 0 in k.
5.1. Let G ∈ ASG, and set G := G ev . As before, we let A := O(G), whence A = O(G). We assume that G is infinitesimally flat [14, Part I, 7.4] . This means that (D1) For every n > 0, A/(A + ) n is k-finite projective.
By (C1), it follows that for every n > 0, A/(A + ) n is k-finite projective.
Recall that A * is the dual superalgebra of the super-coalgebra A. We suppose (A/(A + ) n ) * ⊂ A * through the natural embedding, and set
We call this the super-hyperalgebra of G. This is often denoted alternatively by Dist(G), called the super-distribution algebra of G.
It is easy to see that hy(G) is a super-subalgebra of A * . By (D1), each (A/(A + ) n ) * is the dual coalgebra of the algebra A/(A + ) n . One sees that if n < m, then (A/(A + ) n ) * ⊂ (A/(A + ) m ) * is a coalgebra embedding, so that all (A/(A + ) n ) * , n > 0, form an inductive system of coalgebras. Let g := Lie(G). Note that the primitive elements in hy(G) coincide precisely with g. In addition, if k is a field of characteristic zero, then we have hy(G) = U(g).
The Hopf superalgebra quotient O(G) → O(G) gives rise to a Hopf superalgebra embedding of the hyperalgebra hy(G) of G into hy(G). Let
, and choose a counit-preserving isomorphism
Lemma 5.2. There uniquely exists a unit-preserving isomorphism
of left hy(G)-module super-coalgebras such that
where the right-hand side gives the tensor product of the canonical pairings
Proof. We see that ψ * restricts to hy(G) ⊗ ∧(g 1 ) ≃ −→ hy(G), and this isomorphism is such as mentioned above.
We will identify as
through ψ, φ, respectively. Let Q be the quotient field of k, and let G Q denote the base change of G to Q. In addition to (D1), we assume
This assumption ensures the following.
Lemma 5.3. For every r > 0, the superalgebra map
which is associated with the r-fold tensor product of the Hopf pairing (5.1) is injective. 
Let M be a supermodule. Given a left G-supermodule (resp., G-module) structure on M , one defines by the formula (2.7), using the Hopf pairing (5.1) (resp., the first one of (5.2)), a left hy(G)-supermodule (resp., hy(G)-module) structure on M . We see that in the super-situation, this indeed defines a map from
• the set of all left G-supermodule structures on M to
• the set of those locally finite, left hy(G)-supermodule structures on M whose restricted (necessarily, locally finite) hy(G)-module structures arise from left G-module structures.
Note that the left and the right G-supermodule structures (resp., locally finite hy(G)-supermodule structures with the property as above) on M are in one-to-one correspondence, since one can switch the sides through the inverse on G (resp., the antipode on hy(G)). Therefore, we may replace "left" with "right" in the sets above, to prove the following proposition. Indeed, we do so, to make the argument fit in with our results so far obtained.
Proposition 5.4. If M is k-projective, the map above is a bijection.
Proof. Since M is k-projective, the injection given by Lemma 5.3, tensored with M , remains injective. In addition the canonical map (hy(G) ⊗r ) * ⊗M → Hom(hy(G) ⊗r , M ) is injective. Let
denote their composite, which is an injective super-linear map. We will use only µ (1) , µ (2) . Suppose that we are given a structure from the second set; it is a right hy(G)-supermodule structure, in particular. We claim that the super-linear map ρ : M → Hom(hy(G), M ), ρ(m)(x) = mx factorizes into µ (1) and a uniquely determined map,
To show this we use the identification (5.3). Then, ρ decomposes as
where the first map is defined, just as ρ, by ρ 1 (m)(x) = mx, and the second (ρ 2 ) * denotes Hom(id, ρ 2 ) induced by the map ρ 2 : M → Hom(∧(g 1 ), M ) similarly defined. We have the injections
which are defined in the same way as µ (1) . Indeed, ν 2 is identified with µ (1) . The condition regarding the restricted hy(G)-structures means that ρ 1 factorizes into ν 1 and a uniquely determined map,
• ρ ′′ is identified with the desired map ρ ′ , as is seen from the commutative diagram
By using µ (2) , we see that the associativity of the hy(G)-action on M implies that ρ ′ : M → O(G) ⊗ M is coassociative. Similarly, the unitality of the action implies that ρ ′ is counital. Thus, ρ ′ is a left O(G)-supercomodule structure on M . It is the unique such structure that gives rise to the originally given structure, as is easily seen.
5.2. Let G Z be a split reductive algebraic group over Z; see [14, p.153] . By saying a reductive algebraic group we assume that it is connected and smooth. Choose a split maximal torus T Z . The pair (G Z , T Z ) naturally corresponds to a root datum (X, R, X ∨ , R ∨ ). In particular, X equals the character group X(T Z ) of T Z . It is known that O(G Z ) is Z-free, and G Z is infinitesimally flat. Moreover, for any field K, the base change (G Z ) K is a split reductive (in particular, connected) algebraic group over K, and (T Z ) K is its split maximal torus. Conversely, every split reductive algebraic group over K and its split maximal torus are obtained uniquely (up to isomorphism) in this manner.
Recall that k is supposed to be an integral domain. Let
be the base changes to k. Note that O(G) is k-free. In addition, G satisfies (D1) (with A supposed to be O(G)) and (D2). We have the inclusion hy(G) ⊃ hy(T ) of hyperalgebras, which coincides with the base changes of the hyperalgebras hy(G Z ) ⊃ hy(T Z ) over Z. Since k contains no non-trivial idempotent, the character group X(T ) of T remains to be X.
Let M be a left or right hy(G)-module. We say that M is a hy(G)-Tmodule [14, p.171], if the restricted hy(T )-module structure on M arises from some T -module structure on it. This is equivalent to saying that M is a direct sum M = λ∈X M λ of k-submodules M λ , λ ∈ X, so that
where we have supposed that M is a left hy(T )-module. One sees that the T -module structure above is uniquely determined if M is k-torsion free. A hy(G)-T -module is said to be locally finite if it is locally finite as a hy(G)-module.
Let M be a k-module. Given a left G-module structure on M , there arises, as before, a left hy(G)-module structure on M ; it is indeed a locally finite hy(G)-T -module structure, as is easily seen. Thus we have a map from
• the set of all left G-module structures on M to
• the set of all locally finite, left hy(G)-T -module structure on M . The structures in each set above are in one-to-one correspondence with the opposite-sided structures, as before. The following is known. Then it is known (see [16, 27] ) that
It follows that every Z-free, locally finite hy(G Z )-module is necessarily a hy(G Z )-T Z -module. Given a Hopf algebra H over Z, we let H • denote, just when working over a field (see [25, Section 6 .0]), the union of the Z-submodules (H/I) * in H * , where I runs over the ideals of H such that H/I is Z-finite. Since the canonical map (H/I) * ⊗ (H/I) * → (H/I ⊗ H/I) * is an isomorphism, each (H/I) * is a (Z-finite free) coalgebra, whence H • is a coalgebra, and is in fact a Hopf algebra.
Keep G, T as above. Let us consider objects G ∈ ASG such that G ev = G.
Remark 5.7. (1) As will be seen Section 6.2, if k = Z, the Chevalley Zsupergroups of classical type which were constructed by Fioresi and Gavarini [8] and by Gavarini [9] (see also [7] ) are examples of G as above. Therefore, their base changes are, as well.
(2) Suppose that k is a field of characteristic = 2. Recall that every split reductive algebraic group is of the form G as above. Then it follows from Theorem 2.3 that the objects under consideration are precisely all algebraic supergroups G such that G ev is a split reductive algebraic group.
Let G ∈ ASG such that G ev = G. Let M be a left or right hy(G)-supermodule. We say that M is a hy(G)-T -supermodule, if the restricted hy(T )-module structure on M arises from some T -module structure on it; this is equivalent to saying that M is a hy(G)-T -module, regarded as a hy(G)-module by restriction. A hy(G)-Tsupermodule is said to be locally finite if it is so as a hy(G)-supermodule, or equivalently, as a hy(G)-module.
Let M be a supermodule. Given a left G-supermodule structure on M , there arises, as before, a left hy(G)-supermodule structure on M ; it is indeed a locally finite hy(G)-T -supermodule structure, as is easily seen. Thus we have a map from
• the set of all locally finite, left hy(G)-T -supermodule structures on M .
The structures in each set above are in one-to-one correspondence with the opposite-sided structures, as before. Proposition 5.4 and Theorem 5.5 prove the following. 6. Harish-Chandra pairs corresponding to Chevalley supergroups over Z 6.1. Those finite-dimensional simple Lie superalgebras over the complex number field C which are not purely even were classified by Kac [15] . They are divided into classical type and Cartan type. A Chevalley C-supergroup of classical/Cartan type is a connected algebraic supergroup G over C such that Lie(G) is a simple Lie superalgebra of classical/Cartan type. As was mentioned in Remark 5.7 (1), Fioresi and Gavarini [8, 9] constructed natural Z-forms of Chevalley C-supergroups of classical type. Gavarini [10] accomplished the same construction for Cartan type. The resulting Z-forms are called Chevalley Z-supergroups of classical/Cartan type; they are indeed objects in our category ASG defined over Z. Based on our Theorem 4.22, we will re-construct the Chevalley Z-supergroups, by giving the corresponding Harish-Chandra pairs. Indeed, our construction depends on part of Fioresi and Gavarini's, but simplifies the rest; see Remarks 6.3 and 6.8. 6.2. Let g be a finite-dimensional simple Lie superalgebra over C which is of classical type. Then g 0 is a reductive Lie algebra, and g 1 , with respect to the right adjoint g 0 -action, decomposes as the direct sum of weight spaces for a fixed Cartan subalgebra h ⊂ g 0 . Let ∆ 0 (resp., ∆ 1 ) denote the set of the even (resp., odd) roots, that is, the weights with respect to the adjoint h-action on g 0 (resp., on g 1 ).
Let
be a root datum and the corresponding split reductive algebraic Z-group and split maximal torus. Suppose that g 0 ⊃ h coincide with the complexifications of Lie(G Z ) ⊃ Lie(T Z ). Then one has
Recall that hy(G Z ) is called a Kostant form of U (g 0 ). We assume
Fioresi and Gavarini [8] and Gavarini [9] introduced the notion of Chevalley bases, gave an explicit example of such a basis for each g, and constructed from the basis a natural Hopf-superalgebra Z-form, called a Kostant superalgebra, of U(g); the even basis elements coincide with the classical Chevalley basis for g 0 . They do not refer to root data. But, once an explicit Chevalley basis is given as in [8, 9] , one can re-choose the basis so that it includes a Z-free basis of X ∨ , by replacing part of the original basis, H 1 , . . . , H ℓ , with a desired Z-free basis; this replacement is possible, since it effects only on the adjoint action on the basis elements X α , and the new basis elements still act via the roots α. (The method of [8, Remark 3.8] We let G Z = G(G Z , g Z ) denote the algebraic Z-supergroup in ASG which is associated with the Harish-Chandra pair just obtained. Since one sees that the category equivalences in Theorem 4.22 are compatible with base extensions, it follows that G Z is a Z-form of the algebraic C-supergroup associated with the HarishChandra pair (G, g), where G denotes the base change of G Z to C. Recall from Section 6.1 the definition of Chevalley C-supergroups of classical type, and note that every such C-supergroup is associated with some HarishChandra pair of the last form. We have thus constructed a natural Z-form of every Chevalley C-supergroups of classical type. Our method of construction dispenses with these procedures.
(2) The algebraic group (G F G Z ) ev associated with Fioresi and Gavarini's G F G Z is a split reductive algebraic Z-group. As was noted in an earlier version of the present paper, it was not clear for the authors whether the split reductive algebraic Z-groups which correspond to all possible root data (namely, all relevant root data satisfying (6.2)) can be realized as (G F G Z ) ev ; note that by definition, those algebraic Z-groups are realized as our (G Z ) ev = G Z . Later, Gavarini kindly showed to the first-named author that they are indeed realized; essentially the same argument of his proof is contained in Erratum to [10] .
6.3. Let g be a finite-dimensional simple Lie superalgebra over C which is of Cartan type. Then g 0 is a direct sum g r 0 ⋉ g n 0 of a reductive Lie algebra g r 0 with a nilpotent Lie algebra g n 0 . With respect to the right adjoint g r 0 -action, g n 0 and g 1 decompose as direct sums of weight spaces for a fixed Cartan subalgebra h ⊂ g r 0 ; we let ∆ r 0 , ∆ n 0 and ∆ 1 denote the sets of the roots for g r 0 , g n 0 and g 1 , respectively. The nilpotent Lie algebra g n 0 acts on g 1 nilpotently. This time we assume that the root datum and the corresponding algebraic Z-groups given in (6.1) are as follows: g r 0 ⊃ h coincide with the complexifications of Lie(G Z ) ⊃ Lie(T Z ), and ∆ n 0 ⊂ X ⊃ ∆ 1 . Theorem 6.4 (Gavarini) . There exist Z-lattices N Z and V Z of g n 0 and g 1 , respectively, such that
which is (freely) generated by x
Gavarini's construction in [10] is parallel to those in [8, 9] . One sees that among Gavarini's Chevalley basis elements, the elements contained in g n 0 and the odd elements generate the desired Z-lattices N Z and V Z , respectively; the former are precisely the desired elements for (iv). See [10, Section 3.1] for (ii), and see [10, Section 3.3] for (iii), (iv). Note that the Z-algebra H Z given in (iv-1) is indeed a Hopf-algebra Z-form of U (g n 0 ). Recall from [6, IV, Sect. 2, 4.5] there uniquely exists a unipotent algebraic group F over C such that Lie(F ) = g n 0 . The corresponding Hopf algebra O(F ) is the polynomial algebra C[t 1 , . . . , t s ] such that (6.3)
is a Hopf pairing. This induces a Hopf algebra isomorphism
Here and in what follows, given a finitely generated Hopf algebra B over a field or Z, we define 
Proof. It is easy to see that the Hopf algebra isomorphism (6.4) restricts to a Z-algebra map Z[t 1 , . . . , t n ] → H ′ Z . We have the following commutative diagram which contains the isomorphism and the restricted algebra map.
, we see that the outer big square is a pull-back. The lower square is a pull-back, too, as is easily seen. It follows that the upper square is a pull-back, whence Z[t 1 , . . . , t n ] → H ′ Z is an isomorphism. This implies that Z[t 1 , . . . , t n ] is a Hopf-algebra Z-form of O(F ). The rest is now easy to see.
Let F Z denote the algebraic Z-group corresponding to the Z-Hopf algebra
Note from (i) of Theorem 6.4 that N Z is a Lie-algebra Z-form of g n 0 . From the first two equalities above or from Gavarini's original construction one sees that the construction of H Z does not depend on the order of the basis elements.
Let G ⊃ T denote the base changes of G Z ⊃ T Z to C. The right U (g r 0 )-module structure on g n 0 , which arises from the right adjoint action, is indeed a U (g r 0 )-T -module structure. Hence it gives rise to a right G-module structure, by which g n 0 is a Lie-algebra object in the symmetric tensor category Mod-G of right G-modules. The structure uniquely extends to U (g n 0 ) so that U (g n 0 ) turns into a Hopf-algebra object in Mod-G. One sees that the structure just obtained is transposed through (6.3) to O(F ), so that O(F ) is a Hopf-algebra object in the symmetric category G-Mod of left G-modules. Thus, F turns into a right G-equivariant algebraic group. The associated semi-direct product G ⋉ F of algebraic groups has g 0 = g r 0 ⋉ g n 0 as its Lie algebra, as is easily seen. Note that g 1 is a right U (g r 0 )-T -module, and is such a right U (g n 0 )-module that is annihilated by (U (g n 0 ) + ) m for some m. Then it follows that g 1 turns into a right G-module and F -module. Moreover, it is a right G ⋉ F -module, as is seen by using (1) 
What were constructed in the last paragraph are all defined over Z, as is seen from the following Lemma. Lemma 6.6. Keep the notation as above.
(
, by which F Z turns into a right G Z -equivariant algebraic group. Therefore, we have the associated semi-direct product G Z ⋉ F Z of algebraic groups.
Proof. (1) One sees that the right hy(G Z )-module structure on H Z which is given by (iv-3) of Theorem 6.4 is indeed a hy(G Z )-T Z -module structure. Hence it gives rise to a right G Z -module structure on H Z , by which H Z turns into a Hopf-algebra object in Mod-G Z . Since the isomorphism given in Lemma 6.5 is compatible with base extension, it follows that the last structure is transposed to a left G Z -module structure on O(F Z ), so that O(F Z ) is a Hopf-algebra object in G Z -Mod. By construction the corresponding right O(G Z )-comodule structure on O(F Z ) is the restriction of the right O(G)-comodule structure on O(F ). This proves the first assertion. The rest is easy to see.
(2) Just as for H Z , we see from (iii) of the theorem that V Z is a right hy(G Z )-T Z -module, whence it is a right G Z -module. We see from (iv-2) that V Z is a right H Z -module, and it is indeed a right H Z /(H + Z ) m -module for the same m as before. It follows by Lemma 6.5 that V Z is a right F Z -module.
It remains to prove that
This is related with the admissibility defined by Definition 3.1 as follows.
Lemma A.2. Assume that k is 2-torsion free. If g is admissible, then
gives the unique 2-operation on g, and this is indeed the unique map g 1 → g 0 that satisfies (i), (ii) above.
Proof. The left and the right-hand sides of (i)-(iii) coincide since their doubles are seen to coincide. The uniqueness follows, since we see from (i), (ii) that 4v 2 = (2v
If k is 2-torsion free, an admissible Lie superalgebra is thus the same as a Lie superalgebra given a (unique) 2-operation.
Let us return to the situation that k is arbitrary. Suppose that there is given a 2-operation on g. One directly verifies the following. Proposition A.3. Suppose that the odd component g 1 is k-free, and choose a totally ordered basis X arbitrarily. Given a commutative algebra R, define a map ( )
where x 1 < · · · < x n in X, and c i ∈ R. This definition is independent of choice of ordered bases, and the map gives a 2-operation on the R-Lie superalgebra g ⊗ R. For arbitrary elements
In this appendix we let U(g) denote the cocommutative Hopf superalgebra which is defined as in [11, Section 4.3.4] . This is the quotient Hopf superalgebra of the tensor algebra T(g) divided by the super-ideal generated by the homogeneous primitives
where z and w are homogeneous elements in g, and v ∈ g 1 . The only difference from the definition given in Section 3.2 is that the second generators
Suppose that the homogeneous components g 0 and g 1 are both k-free, and choose their totally ordered bases X 0 and X 1 . Then U(g) has the following monomials as a k-free basis,
where a 1 < · · · < a m in X 0 , r i > 0, m ≥ 0, and x 1 < · · · < x n in X 1 , n ≥ 0.
Proof. To prove Proposition 3.4 we used the Diamond Lemma [1, Proposition 7.1] for R-rings. But we use here the Diamond Lemma [1, Theorem 1.2] for k-algebras. We suppose that X 0 ∪ X 1 is the set of generators, and extend the total orders on X i , i = 0, 1, to the set so that a < x whenever a ∈ X 0 , x ∈ X 1 . The reduction system consists of the obvious reductions arising from the super-bracket, and
where the last x 2 is supposed to be presented as a linear combination of elements in X 0 . It is essential to prove that the overlap ambiguities which may occur when we reduce the words • xxa, x ∈ X 1 , a ∈ X 0 , • xyz, x = y ≥ z or x ≥ y = z in X 1 are resolvable. This is easily proved (indeed, more easily than was in the proof of Proposition 3.4), by using Condition (iii) in Definition A.1. For example, the word xxa is reduced on the one hand as
and on the other hand as xxa → x 2 a.
The two results coincide by (iii).
Remark A.5. To use Condition (iii) as above, we cannot treat U(g) as a J = U (g 0 )-ring as in the the proof of Proposition 3.4. Indeed, to reduce the word xxa with a ∈ J in the proof, we are not allowed to present a as (a linear combination of) bc with b ∈ g 0 , c ∈ J, and to reduce as xxa → xxbc → x[x, b]c + xbxc, because by the first step, the lengths of words increase, length(xx * ) < length(xx * * ); see the proof of [20, Lemma 11] .
Corollary A.6 (cf. [11, (4.7) ]). If g 0 is k-finite projective and g 1 is k-free, then the same result as Corollary 3.6 holds, that is, there exists a unitpreserving, left U (g 0 )-module super-coalgebra isomorphism U (g 0 )⊗∧(g 1 )
Proof. Choose a totally ordered basis X of g 1 , and define a left U (g 0 )-module (super-coalgebra) map φ : U (g 0 ) ⊗ ∧(g 1 ) → U(g) by φ(1 ⊗ (x 1 ∧ · · · ∧ x n )) = x 1 . . . x n , where x 1 < · · · < x n in X, n ≥ 0. To prove that this is bijective, it suffices to prove the localization φ m at each maximal ideal m of k is bijective. Note that g m is a k m -Lie superalgebra given a 2-operation by Proposition A. Note that the proof of Proposition 4.2 does not use the assumption that k is 2-torsion free. From the proposition and the proof one sees the following.
Proposition A.7. Let g := Lie(G).
(1) g is naturally a Lie superalgebra.
(2) Given v ∈ g 1 , the square v 2 in O(G) * is contained in g 0 . Moreover, the square map ( ) 2 : g 1 → g 0 gives a 2-operation on g.
We will suppose that Lie(G) is given this specific 2-operation. Let (G, g) be a pair of an affine group G and a Lie superalgebra g given a 2-operation, such that g 1 is k-finite free and is given a right G-module structure. Suppose that this pair satisfies (F1) g 0 = Lie(G), Remark A.8. One sees from Lemma A.2 that if k is 2-torsion free, then our HCP and ASG (see Definition 4.4 and Section 4.3), roughly speaking, coincide with (sHCP) k and (gss-fsgroups) k , respectively. To be precise, ours are more restrictive in that for objects (G, g) ∈ HCP, G ∈ ASG, the commutative Hopf algebras O(G) and O(G ev ) are assumed to be affine and k-flat. We may remove the affinity assumption so long as (B1) and (C3) are assumed. But the assumption seems natural, since if k is a field of characteristic = 2, it ensures that (B1) and (C3) are satisfied, so that our Theorem 4.22 then coincides with the known category equivalence between all algebraic supergroups and the Harish-Chandra pairs; see Remark 4.27.
Note from (4.17) that under the k-flatness assumption above, O(G) ⊗ g 1 is 2-torsion free, and Condition (F5) for v 2 = Recall that the condition is not contained in the axioms for objects in HCP.
A.3. Our category equivalences between (gss-fsgroups) k and (sHCP) k will be presented differently from Gavarini's Φ g , Ψ g ; see Remark A.11. So, we will use different symbols, P ′ , G ′ , to denote them.
Let us construct a functor P ′ : (gss-fsgroups) k → (sHCP) k . Given G ∈ (gss-fsgroups) k , set G := G ev , g := Lie(G). Recall from Proposition A.7 and the following remark that g is a Lie superalgebra given the square map as a 2-operation. As in Lemma 4.3 one has g 0 ≃ Lie(G), through which we will identify the two, and suppose g 0 = Lie(G). Since g is k-finite projective by (E2), (E3), the co-adjoint O(G)-coaction on O(G) + /(O(G) + ) 2 (see (4.5)) is transposed to g, so that g is a right G-supermodule. The restricted right G-module structure on g 1 satisfies (F3), (F4), as was seen in the proof of Lemma 4.6. To conclude (G, g) ∈ (sHCP) k , it remains to prove the following. 
