The aim of requirements analysis for an agent that is to be designed is to identify what characteristic capabilities the agent should have. One of the characteristics usually expected for intelligent agents is the capability of reasoning. This paper shows how a requirements analysis of an agent's reasoning capability can be made. Reasoning processes may involve dynamically introduced or retracted assumptions: 'reasoning by assumption'. It is shown for this type of reasoning how relevant dynamic properties at different levels of abstraction can be identified as requirements that characterise the reasoning capability. A software agent has been built that performs this type of reasoning. The dynamic properties have been expressed using the temporal trace language TTL and can and have been (model) checked automatically for sample traces.
Introduction
Requirements analysis addresses the identification and specification of the functionality expected for the system to be developed, abstracting from the manner in which this functionality is realised in a design and implementation of this system; e.g., (Dardenne, Lamsweerde, and Fickas, 1993; Sommerville and Sawyer, 1997; Kontonya and Sommerville, 1998) . Recently, requirements analysis for concurrent systems and agent systems has been addressed more in particular, for example, in (Dubois, Du Bois, and Zeippen, 1995; Herlea, Jonker, Treur, and Wijngaards, 1999 ). An agentoriented view on requirements analysis can benefit from the more specific assumptions on structures and capabilities expected for agents, compared to software components in general. To obtain these benefits a dedicated agent-oriented requirements analysis process can be performed that takes into account specific agent-related structures and capabilities. For example, for a number of more often occurring agent capabilities, a requirements analysis can be made and documented that is reusable in future agent-oriented software engineering processes. In the process of building agent systems, software engineering principles and techniques, such as scenario and requirements specification, verification, and validation, can be supported by the reusable results of such a requirements analysis.
In this paper the results are presented of a requirements analysis of an agent's reasoning capability. Intelligent agents may be required to have nontrivial reasoning capabilities. Reasoning can take different forms. The more simple forms amount to determining the deductive closure of a logical theory (a knowledge base), given a set of input facts. Requirements for such reasoning processes can be specified in the form of a functional relation between input and output states, abstracting from the time it takes to perform the reasoning; e.g., (Treur, 2002) . Properties of such a functional relation can be related to properties of a knowledge base used to realise the functionality, which provides possibilities for verification and validation of this knowledge; e.g., see (Leemans, Treur, and Willems, 2002) . However, more sophisticated reasoning capabilities can better be considered as involving a process over time; especially for nontrivial reasoning patterns the temporal aspects play an important role in their semantics; cf. (Engelfriet and Treur, 1995; Meyer and Treur, 2001) . Therefore, within an agent-oriented software engineering approach to an agent's reasoning capability, requirements specification has to address dynamic properties of a reasoning process. This paper shows how such a requirements analysis of the dynamics of an agent's reasoning capability can be made. The approach makes use of a semantic formalisation of reasoning processes by traces consisting of sequences of reasoning states over time, following the semantic formalisation introduced in (Engelfriet and Treur, 1995) . Reasoning processes as performed by humans may involve dynamically introduced or retracted assumptions: a pattern used as a case study in this paper, further on called 'reasoning by assumption'. For requirements acquisition, it is to be shown for this type of reasoning which relevant dynamic properties can be identified that characterise the reasoning pattern.
A number of scenarios of practical human reasoning processes considered as 'reasoning by assumption' have been analysed and specified to identify requirements that are characteristic for this reasoning pattern. Required dynamic properties at different levels of abstraction have been identified. Logical relationships have been determined between dynamic properties at one abstraction level and those of a lower abstraction level. These characterising properties have been formalized using the temporal trace language TTL, thus enabling automated support of analysis. As an additional validation of this characterisation, the Wise Persons Puzzle was used to acquire scenarios of further practical human reasoning processes that intuitively fit the pattern of reasoning by assumption. Supported by software tools, the properties were checked against the formalised scenarios of these human traces, and confirmed.
The specified dynamic properties at the lowest abstraction level are in an executable format; they specify reasoning steps. Using a variant of Executable Temporal Logic (Barringer, Fisher, Gabbay, Owens, and Reynolds, 1996) , and a dedicated software environment for simulation that has been developed (Jonker, Treur, and Wijngaards, 2001 ), these executable properties, specialised both for the wise persons domain and for a diagnostic domain, were used to generate simulation traces. Moreover, for these traces the (higher-level) dynamic properties were checked and confirmed, which validates the identified logical relationships between the dynamic properties at different abstraction levels.
Finally, a design of a software agent performing reasoning by assumption, based on the component-based design method DESIRE, was analysed. Using the DESIRE execution environment, for this design, traces were generated both for the wise persons domain and for the diagnostic application domain. For these traces all identified dynamic properties (also the executable ones) were checked, and found confirmed.
In Section 2 the dynamic perspective on reasoning is discussed in some more detail, and focussed on the pattern 'reasoning by assumption'. Section 3 addresses some details of the language used. Section 4 presents a number of requirements in the form of dynamic properties identified for patterns of reasoning by assumption. Section 5 discusses relationships between dynamic properties at different abstraction levels. In Section 6 it is discussed in which respects verification and validation have been performed. In Section 7 the contribution of the research presented in the paper is briefly discussed.
The Dynamics of Reasoning
Analysis of reasoning processes has been addressed from different areas and angles, for example, Cognitive Science, Philosophy and Logic, and AI. For reasoning processes in natural contexts, which are usually not restricted to simple deduction, dynamic aspects play an important role and have to be taken into account, such as dynamic focussing by posing goals for the reasoning, or making (additional) assumptions during the reasoning, thus using a dynamic set of premises within the reasoning process. Also dynamically initiated additional observations or tests to verify assumptions may be part of a reasoning process. Decisions made during the process, for example, on which reasoning goal to pursue, or which assumptions to make, are an inherent part of such a reasoning process. Such reasoning processes or their outcomes cannot be understood, justified or explained without taking into account these dynamic aspects.
The approach to the semantical formalisation of the dynamics of reasoning exploited here is based on the concepts reasoning state, transitions and traces. 
Transition of reasoning states.
A transition of reasoning states or reasoning step is an element < S, S' > of RS x RS. A reasoning transition relation is a set of these transitions, or a relation on RS x RS that can be used to specify the allowed transitions.
Reasoning trace. Reasoning dynamics or reasoning behaviour is the result of successive transitions from one reasoning state to another. A time-indexed sequence of reasoning states is constructed over a given time frame (e.g., the natural numbers). Reasoning traces are sequences of reasoning states such that each pair of successive reasoning states in such a trace forms an allowed transition. A trace formalises one specific line of reasoning. A set of reasoning traces is a declarative description of the semantics of the behaviour of a reasoning process; each reasoning trace can be seen as one of the alternatives for the behaviour. In Section 3 a language is introduced in which it is possible to express dynamic properties of reasoning traces.
The specific reasoning pattern used in this paper to illustrate the approach is 'reasoning by assumption'. This type of reasoning often occurs in practical reasoning; for example, in everyday reasoning, diagnostic reasoning based on causal knowledge, and reasoning based on natural deduction. An example of everyday reasoning by assumption is 'Suppose I do not take my umbrella with me. Then, if it starts raining at 5 pm, I
will get wet, which I don't want. Therefore I' d better take my umbrella with me'. An example of diagnostic reasoning by assumption in the context of a car that won't start is: 'Suppose the battery is empty, then the lights won't work. But if I try, the lights turn out to work. Therefore the battery is not empty.' Examples of reasoning by assumption in natural deduction are as follows. Method of indirect proof: 'If I assume A, then I can derive a contradiction. Therefore I can derive not A.'. Reasoning by cases: 'If I assume A, I can derive C. If I assume B, I can also derive C. Therefore I can derive C from A or B.'.
Notice that in all of these examples, first a reasoning state is entered in which some fact is assumed. Next (possibly after some intermediate steps) a reasoning state is entered where consequences of this assumption have been predicted. Finally, a reasoning state is entered in which an evaluation has taken place; possibly in the next state the assumption is retracted, and conclusions of the whole process are added. It is this pattern that is to be characterised by requirements in Sections 3 and 4.
Dynamic Properties
To specify properties on the dynamics of reasoning, the temporal trace language TTL used in (Herlea et al., 1999; Jonker and Treur, 1998 ) is adopted. This is a language in the family of languages to which also situation calculus (Reiter, 2001 ), event calculus (Kowalski and Sergot, 1986) , and fluent calculus (Hölldobler and Tielscher, 1990) belong.
Ontology. An ontology is a specification (in order-sorted logic) of a vocabulary. For the example reasoning pattern 'reasoning by assumption' the state ontology includes binary relations such as assumed, rejected, observation_result, holds_in_world on sorts INFO_ELEMENT Reasoning trace. To describe dynamics, explicit reference is made to time in a formal manner. A fixed time frame T is assumed which is linearly ordered. Depending on the application, for example, it may be dense (e.g., the real numbers), or discrete (e.g., the set of integers or natural numbers or a finite initial segment of the natural numbers). A trace γ over an ontology Ont and time frame T is a mapping γ : T → STATES(Ont), i.e., a sequence of reasoning states γt (t ∈ T) in STATES(Ont). The set of all traces over ontology Ont is denoted by Γ(Ont), i.e., Γ(Ont) = STATES(Ont)
T . The set Γ(Ont) is also denoted by Γ if no confusion is expected. Please note that in each trace, the current world state is included.
Expressing dynamic properties. States of a trace can be related to state properties via the formally defined satisfaction relation |== between states and formulae. Comparable to the approach in situation calculus, the sorted predicate logic temporal trace language TTL is built on atoms such as state(γ , t) |== p, referring to traces, time and state properties. This expression denotes that state property p is true in the state of trace γ at time point t. Here |== is a predicate symbol in the language (in infix notation), comparable to the Holds-predicate in situation calculus. Temporal formulae are built using the usual logical connectives and quantification (for example, over traces, time and state properties). The set TFOR(Ont) is the set of all temporal formulae that only make use of ontology Ont. We allow additional language elements as abbreviations of formulae of the temporal trace language. The fact that this language is formal allows for precise specification of dynamic properties. Moreover, editors can and actually have been developed to support specification of properties. Specified properties can be checked automatically against example traces to find out whether they hold.
For a given domain, to indicate which world facts can be assumed, two additional predicates are introduced: pa, and domain_implies. The unary predicate pa defines the set of possible assumptions that can be made. The predicate domain_implies can be used, for example, to express that lights_burn with truth value false is implied by battery_empty with truth value true. Such facts are defined, e.g., as follows: pa(battery_empty, pos) pa(battery_empty, neg) domain_implies(battery_empty, pos, lights_burn, neg)
Dynamic Properties as Characterising Requirements
Careful analysis of the informal reasoning patterns discussed in Section 2 led to the identification of dynamic properties that can serve as requirements for the capability of reasoning by assumption. In this section a number of the most relevant of those properties are presented in both an informal and formal way. The dynamic properties identified are at different levels of abstraction.
Global properties address the overall reasoning behaviour of the agent, not the step by step reasoning process of the agent. Some examples of global properties are presented, regarding matters as termination, correct reasoning, and result production.
GP1 The reasoning terminates
∀ γ : Γ ∃ t: T termination(γ, t)
Here termination(γ, t) is defined as ∀ t': T t' ≥ t ⇒ state(γ, t) = state(γ, t').
GP2 Correctness of rejection
Everything that has been rejected does not hold in the world situation. 
GP4 At least one not rejected assumption is produced
If the reasoning has terminated and the world situation is an intended world situation, then there is at least one assumption that has been evaluated and not rejected. Some assumptions on the domain are used:
WP1 Static world
If something holds in the world, it will hold forever.
∀γ:Γ ∀t:T ∀A:INFO_ELEMENT ∀S:SIGN state(γ,t) |== holds_in_world(A,S) ⇒ [ ∀t':T ≥ t:T state(γ,t') |== holds_in_world(A,S) ] ∀γ:Γ ∀t:T ∀A:INFO_ELEMENT ∀S:SIGN state(γ,t) |=/= holds_in_world(A,S) ⇒ [ ∀t':T ≥ t:T state(γ,t') |=/= holds_in_world(A,S) ]

WP2 World consistency
If something holds in the world, then its complement does not hold. At the lowest level of abstraction, dynamic properties can be found that represent specific transitions: reasoning steps. These properties are represented in executable format; they can be used to generate simulation traces. Some examples are:
EP4 Prediction effectiveness
For each assumption that is made all relevant predictions are generated. 
EP5 Observation initiation effectiveness
All predictions made will be observed. 
EP6 Observation result effectiveness
If an observation is made the appropriate observation result will be received. 
EP7 Evaluation effectiveness
If an assumption was made and a related prediction is falsified by an observation result, then the assumption is rejected. An executable specification should be complete in the sense that it requires the software to produce the intended behaviour and not produce non-intended behaviour. For the current example, this part of the specification is expressed using also socalled grounding variants of executable properties. For example, for EP4:
EP4G Prediction effectiveness groundedness
Each prediction is related (via domain knowledge) to an earlier made assumption. This property expresses that predictions made always have to be preceded by a state in which the assumption was made, and the domain knowledge implies the prediction.
Relationships Between Dynamic Properties
In Section 4 on the one hand global properties for a reasoning process as a whole have been identified. On the other hand at the lowest level of abstraction (executable) properties representing separate reasoning steps have been identified. It may be expected that any trace that satisfies the lowest level properties automatically will satisfy the highest level properties (semantic entailment). As a form of verification it has been proven that the lowest level properties indeed imply the highest level properties. To construct a transparent proof a number of intermediate properties have been identified. For example, the logical relationships relevant for global property GP2 can be found in Figure 1 . Examples of intermediate properties are:
IP1 Proper rejection grounding
If an assumption is rejected, then earlier on there was a prediction for it that did not match the corresponding observation result. 
IP2 Prediction-observation discrepancy implies assumption incorrectness
If a prediction does not match the corresponding observation result, then the associated assumption does not hold in the world.
∀γ:Γ ∀t:T ∀A,B:INFO_ELEMENT ∀S1,S2,S3:SIGN state(γ,t) |== prediction_for(B,S2,A,S1) ∧ state(γ,t) |== observation_result(B,S3) ∧ S2 ≠ S3 ⇒ state(γ,t) |=/= holds_in_world(A,S1)
IP3 Observation result correctness
Observation results obtained from the world indeed hold in the world. 
IP4 An incorrect prediction implies an incorrect assumption (1)
If a prediction does not match the facts from the world, then the associated assumption does not hold either.
∀γ:Γ ∀t:T ∀A,B:INFO_ELEMENT ∀S1,S2,S3:SIGN state(γ,t) |== prediction_for(B,S2,A,S1) ∧ state(γ,t) |== holds_in_world(B,S3) ∧ S2 ≠ S3 ⇒ state(γ,t) |=/= holds_in_world(A,S1)
IP5 Observation result grounding
If an observation has been obtained, then earlier on the corresponding fact held in the world. 
IP6 An incorrect prediction implies an incorrect assumption (2)
If a prediction does not hold in the world, then the associated assumption does not hold either.
∀γ:Γ ∀t:T ∀A,B:INFO_ELEMENT ∀S1,S2:SIGN state(γ,t) |== prediction_for(B,S2,A,S1) ∧ state(γ,t) |=/= holds_in_world(B,S2) ⇒ state(γ,t) |=/= holds_in_world(A,S1)
IP7 Prediction correctness
If a prediction is made for an assumption that holds in the world, then the prediction also holds.
∀γ:Γ ∀t:T ∀A,B:INFO_ELEMENT ∀S1,S2:SIGN state(γ,t) |== prediction_for(B,S2,A,S1) ∧ state(γ,t) |== holds_in_world(A,S1) ⇒ state(γ,t) |== holds_in_world(B,S2)
Logical relationships have been the identified between properties at different abstraction levels. An overview of all identified logical relationships relevant for GP2 is depicted as an AND-tree in Figure 1 . Here the grey ovals indicate that the grounding variant of the property is used. For example, the relationship at the highest level expresses that IP1 & IP2 & WP1 => GP2 holds. A sketch of the proof for this implication is as follows. Suppose IP1 holds. This means that, if an assumption is rejected at time t, then at a certain time point in the past (say t') there was a prediction for it that did not match the corresponding observation result. According to IP2, at the very same time point (t') the assumption for which the prediction was made did not hold in the world. Since the world is static (WP1), this assumption still does not hold at time point t. We may thus conclude that, if something is rejected at a certain time point, it does not hold in the world.
Verification and Validation
The properties discussed in Section 4 form the requirements for the agent to be designed. The intermediate properties identified in Section 5 formed the building blocks of a set of relationships connecting global properties to the properties of the lowest level. Before entering the design phase two methods have been used to verify and validate the results of the requirements elicitation and specification phase. First, the dynamic properties have been automatically (model) checked against human reasoning traces for the Wise Persons Puzzle, taken from (Langevelde and Treur, 1992) .
Second, by creating a simulation on the basis of the lowest level properties only, the higher level properties have been (model) checked against the simulation traces. Additionally, through this simulation the requirements engineers and system designers obtain a concrete idea of the intended flow of events over time. Using our model checker, properties (of all levels) can be checked automatically against traces, irrespective of who/what produced those traces: humans, simulators or an implemented (prototype) system. Furthermore, it is possible to compare different sets of traces with each other, e.g., human traces against traces produced by the implemented system. All such checks and comparisons are part of the process of verification and validation of the requirements and the software. Table 1 presents an overview of all possible checks, and comparisons, and an indication of the checks and comparisons performed for the case study of a reasoning capability of an agent, both for the diagnostic domain and the reasoning puzzle. Entries marked 'possible' have not been performed for the case study. The table is symmetric, therefore, only the upper half has been filled in.
Human Traces
Simulation traces
Prototype traces
Low level properties
Higher level properties
Human traces
Possible See S1 Correct, see S2
Correct, see S2
Simulation traces
Possible Correct, see S3
Correct, see S3
Prototype traces
Correct, see S3 Correct, see S3
Low level properties
Future work
Higher level properties Table 1 Overview of the different verification and validation results (symmetric) S1: Comparison of sets of traces gives insight in the different reasoners (human, simulator, prototype). The human traces obtained for the Wise Persons Puzzle were compared to the prototype traces. Before discussing the results it might be important to know that the human was presented with all possible observations before he started his reasoning. In contrast, the software agent had to initiate all observations explicitly during its reasoning. The human is capable of reasoning over the impossibility of non-intended situations, and, in general, the human is more efficient in his reasoning.
S2: Humans sometimes skip a step, therefore EP4 never holds. Otherwise, the properties hold for intended world states. For non-intended world states DK1 does not hold, see footnote.
S3: All properties hold in all intended world situations. For non-intended world situations, property DK1 doesn't hold, and accordingly, all properties depending on DK1 do not hold (e.g., IP7, IP6, IP4, IP2, and GP2).
In the discussions of S1, S2, and S3 some overlap can be observed, which mutually strengthens the outcome of the different validation and verification endeavours.
Discussion
In the literature software engineering aspects of reasoning capabilities of intelligent agents have not been addressed well. Some literature is available on formal semantics of the dynamics of nonmonotonic reasoning processes; for an overview, see (Meyer and Treur, 2001 ). However, these approaches focus on formal foundation and are far from the more practical software engineering aspects of actual agent system development. In this paper it is shown how during an agent development process a requirements analysis can be incorporated. The desired functionality of the agent's reasoning capabilities can be identified (for example, in cooperation with stakeholders), using temporal specifications of scenarios and requirements specified in the form of (required) traces and dynamic properties. This paper shows for the example reasoning pattern 'reasoning by assumption', how relevant dynamic properties can be identified as requirements for the agent's reasoning behaviour, expressed using a temporal language, and verified and validated. Thus a set of requirements is obtained that is reusable in other agent development processes.
The language TTL used allows for precise specification of these dynamic properties, covering both qualitative and quantitative aspects of states and their temporal relations. Moreover, software tools have been developed to (1) support specification of dynamic properties, and (2) automatically model check specified dynamic properties against example traces to find out whether the properties hold for the traces. This provides a useful supporting software environment to evaluate reasoning scenarios both in terms of simulated traces (in the context of prototyping) and empirical traces (in the context of requirements elicitation and validation in co-operation with stakeholders). In the paper it is shown how this software environment can be used to automatically check the dynamic properties during a requirements analysis process. Note that it is not claimed that TTL is the only language appropriate for this. For example, most of the properties encountered could as well have been expressed in a variant of linear time temporal logic. The language is only used as a vehicle; the contribution of the paper is in the method to requirements analysis of an agent's reasoning capability, and the reusable results obtained by that method.
