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Abstract
In this paper, we show that a vector of positively/negatively associated random variables is
larger/smaller than the vector of their independent duplicates with respect to the supermodular
order. In that way, we solve an open problem posed by Hu (Chinese J. Appl. Probab. Statist.
16 (2000) 133) refering to whether negative association implies negative superadditive
dependence, and at the same time to an open problem stated in Mu¨ller and Stoyan
(Comparison Methods for Stochastic Modes and Risks, Wiley, Chichester, 2002) whether
association implies positive supermodular dependence. Therefore, some well-known results
concerning sums and maximum partial sums of positively/negatively associated random
variables are obtained as an immediate consequence. The aforementioned result can be
exploited to give useful probability inequalities. Consequently, as an application we provide an
improvement of the Kolmogorov-type inequality of Matula (Statist. Probab. Lett. 15 (1992)
209) for negatively associated random variables. Moreover, a Rosenthal-type inequality for
associated random variables is presented.
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1. Introduction
A ﬁnite collection of random variables X1; X2;y; Xn is said to be (positively)
associated [9], if
Covð f ðX1; X2;y; XnÞ; gðX1; X2;y; XnÞÞX0;
for every pair of coordinatewise nondecreasing functions f and g such that the above
covariance exists. An inﬁnite collection is associated if every ﬁnite subcollection is
associated. A weaker concept of association is offered by assuming that, for every
pair of disjoint subsets A1; A2 of f1; 2;y; ng;
Covð f ðXi; iAA1Þ; gðXi; iAA2ÞÞX0; ð1Þ
for every pair of coordinatewise nondecreasing functions f ; g of fxi; iAA1g;
fxi; iAA2g; respectively. In this case the sequence X1; X2;y; Xn is called weakly
(positively) associated. Obviously, association implies weak association. Moreover, if
(1) holds true with the inequality sign reversed, the random variables X1; X2;y; Xn
are called negatively associated [1,12].
The purpose of this paper is to investigate possible connections between certain
classes of stochastic orders and positive/negative dependence of random variables. In
particular, we are interested in examining relations among positively/negatively
associated random variables and their independent duplicates with respect to certain
stochastic orderings.
Consider a sequence X1; X2;y; Xn of real-valued r.v.’s and a sequence
X 1 ; X

2 ;y; X

n of independent random variables with Xi ¼st X i for all i ¼ 1;y; n
(‘‘¼st’’ denotes equality in distribution). Shao [25] showed that if X1; X2;y; Xn are
negatively associated, then
Ef
Xn
i¼1
Xi
 !
pEf
Xn
i¼1
X i
 !
;
Eg max
1pkpn
Xk
i¼1
Xi
 !
pEg max
1pkpn
Xk
i¼1
X i
 !
ð2Þ
for any f convex and g increasing convex function such that the above expectations
exist. Under the assumption of positive association, the analogue of (2) (with
reversed inequality sign) was proved by Denuit et al. [7] for positive random
variables, whereas Boutsikas and Vaggelatou [5] extended this result to the case of
real-valued associated random variables.
The question arising here is whether we could ﬁnd a more general family of
functions (including the sum and maximum partial sum) so as to obtain analogues to
the aforementioned results under the assumption of positive/negative association.
The answer is given in Theorem 1 and Corollary 1, where we show that an
appropriate family of functions is the one which consists of the so-called
supermodular (superadditive or L-superadditive) functions. Such a comparison
result among positively/negatively dependent random variables and their indepen-
dent duplicates could be utilized to yield useful probability inequalities and limit
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theorems. As an application we present a Kolmogorov-type inequality (Theorem 2)
which improves Matula [16, Lemma 4] and the generalized Ha`jek–Re´nyi inequalities
for negatively associated random variables of Liu et al. [14]. Finally, we obtain a
Rosenthal-type inequality for weakly associated random variables.
2. Preliminaries-Notation
Let us next focus on certain classes of stochastic orders which will play a crucial
role in the development of our results.
Deﬁnition 1. (a) A random variable X is said to be smaller than a random variable Y
in the convex order, denoted by X%cxY ; if Ef ðXÞpEf ðY Þ for all convex functions f
for which the expectations exist.
(b) A random variable X is smaller than a random variable Y in the increasing
convex order, denoted by X%icxY ; if Ef ðX ÞpEf ðYÞ for all increasing convex
functions f for which the expectations exist.
Remark 1. If X%icxY and EX ¼ EY ; then X%cxY :
Similarly, one may deﬁne the so-called concave and increasing concave orders
denoted by%cv and%icv; respectively. From now on, we shall conﬁne ourselves to the
cx and icx orders since for any real-valued random variables X and Y it holds true that
X%cxY 3 Y%cvX ;
X%icxY 3  Y%icv  X :
For a comprehensive treatment of these orders, including a variety of applications,
we refer to the books of Mu¨ller and Stoyan [21], Shaked and Shanthikumar [23] and
Szekli [27].
Now we turn our attention to a multivariate stochastic order which is based on the
notion of supermodularity. Before presenting the deﬁnition of supermodular order,
we need some additional notation. A function f :Rn-R is called supermodular
(superadditive or L-superadditive) if
f ðx3yÞ þ f ðx4yÞXf ðxÞ þ f ðyÞ; 8x; yARn;
where
x3y :¼ðmaxfx1; y1g;y;maxfxn; yngÞ;
x4y :¼ðminfx1; y1g;y;minfxn; yngÞ:
On the other hand, a function is called submodular (subadditive or L-subadditive) if
the reverse inequality holds true [10]. A function f is supermodular if and only if f
is submodular.
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Note that if f is twice differentiable, then f is supermodular if and only if @
2f ðxÞ
@xi@xj
X0
for all iaj and xARn [15].
Now, we are ready to give the deﬁnition of the supermodular order.
Deﬁnition 2. A random vector X ¼ ðX1; X2;y; XnÞ is said to be smaller than a
random vector Y ¼ ðY1; Y2;y; YnÞ in the supermodular order, denoted by X%smY;
if Ef ðXÞpEf ðYÞ for all supermodular functions f for which the expectations exist.
For various properties and applications concerning the supermodular order, see
[2,3,8,13,17–21,24,27].
3. Main results
Consider a sequence of real-valued random variables X1; X2;y; Xn: Then,
throughout this paper we shall use the notation X 1 ; X

2 ;y; X

n to denote
independent random variables such that Xi ¼st X i for all i ¼ 1;y; n:
Theorem 1. (a) Let X1; X2;y; Xn be a collection of weakly associated r.v.’s. Then
ðX1; X2;y; XnÞksmðX 1 ; X 2 ;y; X n Þ:
(b) Let X1;y; Xn be a collection of negatively associated r.v.’s. Then
ðX1; X2;y; XnÞ%smðX 1 ; X 2 ;y; X n Þ:
Here, we should note that the bivariate case n ¼ 2 was treated by Tchen [28] in an
indirect way.
Note that if f :R-R is an increasing and convex function and j :Rn-R is
monotone and supermodular, then f 3j is supermodular too [6,15,29]. Therefore, we
immediately obtain the following result:
Corollary 1. (a) Let X1; X2;y; Xn be a sequence of weakly associated r.v.’s. Then
jðX1; X2;y; XnÞkicxjðX 1 ; X 2 ;y; X n Þ;
for every j monotone and supermodular.
(b) If X1; X2;y; Xn is a collection of negatively associated r.v.’s, then
jðX1; X2;y; XnÞ%icxjðX 1 ; X 2 ;y; X n Þ;
for every j monotone and supermodular.
The functions with values
Pn
i¼1 xi and max1pkpn
Pk
i¼1 xi are both increasing and
supermodular and hence, Theorem 1 of Shao [25] is an immediate consequence of
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Corollary 1. Note that for the function jðx1; x2;y; xnÞ ¼
Pn
i¼1 xi by Remark 1 one
gets the convex ordering instead of the increasing convex ordering because
EðPni¼1 XiÞ ¼ EðPni¼1 X i Þ:
We point out that a result similar to Theorem 1 holds true for submodular
functions with reversed inequality signs. In addition, the analogue of Corollary 1 for
submodular functions can be stated as follows: if X1; X2;y; Xn are weakly
associated (resp. negatively associated) random variables, then
jðX1; X2;y; XnÞ%icvðresp:kicvÞjðX 1 ; X 2 ;y; X n Þ
for any j monotone and submodular.
Using Theorem 1, one could easily derive various simple but useful inequalities.
Example 1. Consider a collection X1; X2;y; Xn of associated r.v.’s and their order
statistics Xð1Þ; Xð2Þ;y; XðnÞ: By Block et al. [4] the functions f ðx1;y; xnÞ ¼ xð1Þ and
gðx1;y; xnÞ ¼ xðnÞ are supermodular and submodular respectively and hence,
applying Theorem 1 we deduce that
EX ð1ÞpEXð1ÞpEXðnÞpEX ðnÞ:
For a negatively associated sequence X1; X2;y; Xn; we obtain that
EXð1ÞpEX ð1ÞpEX ðnÞpEXðnÞ:
Example 2. It is easy to verify that the variance S2n ¼ 1n1
Pn
i¼1 ðXi  %XÞ2 of a sample
X1; X2;y; Xn is a submodular function. Thus, if X1; X2;y; Xn are associated (resp.
negatively associated) then
EðS2nÞpðresp:XÞEðS2n Þ;
where S2n ¼ 1n1
Pn
i¼1 ðX i  %XÞ2 is the variance of a random sample X 1 ; X 2 ;y; X n
coming from the same population. In other words, an associated (resp. negatively
associated) sample is in a way ‘‘less (resp. more) dispersed’’ than a random sample
from the same population.
Hu [11] deﬁned the notion of negative superadditive dependence (NSD) as follows:
a random vector ðX1; X2;y; XnÞ is said to be NSD if
ðX1; X2;y; XnÞ%smðX 1 ; X 2 ;y; X n Þ:
As a counterpart to negative superadditive dependence, Mu¨ller and Stoyan [21]
introduced the notion of positive supermodular dependence (PSMD). Obviously,
Theorem 1(a) implies that associated random variables are PSMD, in that way
solving the open problem on p. 122 of Mu¨ller and Stoyan [21]. The same problem is
also stated in Kulik and Szekli [13]. Similarly, Theorem 1(b) indicates that negative
association implies NSD which gives the answer to the question posed by Hu [11].
Furthermore, assume that Y1; Y2;y; Yn are independent random variables with
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PF2 (logconcave) densities or mass functions. Hu [11, Theorem 3.1] states that
ðY1;y; YnÞ given
Pn
i¼1 Yi is NSD a.s. This result can also be obtained by Theorem 1
since the joint distribution of ðY1;y; YnÞ given
Pn
i¼1 Yi is negatively associated a.s.
[12]. In addition, Joag-Dev and Proschan [12] proved that some well-known
multivariate distributions such as multinomial, multivariate hypergeometric,
convolution of unlike multinomials, Dirichlet, Dirichlet compound multinomial,
negatively correlated normal, permutation distribution, random sampling without
replacement and joint distribution of ranks are negatively associated and therefore
Theorem 1 implies that they are also NSD.
Next we illustrate how Theorem 1 can be used to obtain useful inequalities for
sequences of associated and negatively associated random variables. In what follows,
for convenience, we shall use the notation Sk for the sum
Pk
i¼1 Xi:
The theorem that follows provides an improvement of the Kolmogorov-type
inequality of Matula [16, Lemma 4] for negatively associated r.v’s.
Theorem 2. Let X1; X2;y be a sequence of mean zero negatively associated random
variables with finite second moments. Then for E40;
P max
1pkpn
jSkjXE
 
p 2E2
Xn
i¼1
EðX 2i Þ;
P max
1pkpn
SkXE
 
p E2
Xn
i¼1
EðX 2i Þ:
Using the Kolmogorov-type inequality for negatively associated random variables
established in Theorem 2 we may also improve the Ha`jek–Re´nyi inequality for
negatively associated random variables [14, Theorems 2.1, 2.2]. In particular, we
have the following:
Corollary 2. (a) Let fXngn be a sequence of negatively associated r.v.’s with finite
second moments. Consider also a nondecreasing sequence fbngn of positive real
numbers. Then, for E40;
P max
kpn
1
bk
Xk
i¼1
ðXi  EXiÞ

XE
 !
p8E2
Xn
i¼1
VarðXiÞ
b2i
:
(b) Let fXngn be a sequence of negatively associated r.v.’s with finite second
moments. Consider a nondecreasing sequence fbngn of positive real numbers. For E40
and for any positive integer mon;
P max
mpkpn
1
bk
Xk
i¼1
ðXi  EXiÞ

XE
 !
p32E2
Xn
i¼mþ1
VarðXiÞ
b2i
þ
Xm
i¼1
VarðXiÞ
b2m
 !
:
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In closing this section, we present a Rosenthal-type inequality for weakly
associated random variables.
Theorem 3. Let X1; X2;y be a sequence of mean zero weakly associated random
variables with EjXkjpoN for every k and for some p42: Let
Mn;p ¼
Xn
k¼1
EjXkjp; Bn ¼
Xn
k¼1
EðX 2k Þ:
Then,
EjSnjpX2pmaxfMn;p; Bp=2n g:
4. Proofs
From now on, wherever expectations appear, these are assumed to exist.
In order to prove Theorem 1, we need the next proposition.
Proposition 1. Let X and Y be two random vectors on Rk with the same marginals. If
Ef ðXÞpEf ðYÞ
for all f twice differentiable increasing supermodular functions, then X%smY:
Proof. Since X and Y have the same marginals, by Mu¨ller and Scarsini [20,
Theorems 3.3, 3.4] it sufﬁces to show that
Ef ðXÞpEf ðYÞ
for every f bounded continuous increasing supermodular function. But, for such
function f there exists a sequence ffngn of twice differentiable increasing
supermodular functions so that limn fn ¼ f a.s. and limn EfnðXÞ ¼ Ef ðXÞ; where X
is a random vector on Rk: In particular, deﬁne
fnðxÞ :¼ ðcn  f ÞðxÞ ¼
Z
Rk
f ðx tÞcnðtÞ dt; xARk;
where cnðtÞ is the density of the multivariate normal distribution Nð0; 1nIkÞ; i.e.,
cnðtÞ ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃ
2p
1
n
r
0
BB@
1
CCA
k
e
n
Pk
i¼1 t
2
i
2 ; t ¼ ðt1;y; tkÞARk:
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It can be easily veriﬁed that fn is twice differentiable and increasing. In addition, it
can be shown that fn is supermodular because f is also supermodular.
Next, we will prove that limn fn ¼ f a.s. By Skorohod’s Theorem, there exist two
random vectors Zn and E0 deﬁned on the same probability space such that
ZnBNð0; 1nIkÞ; E0 follows the multivariate point mass zero distribution and
limn Zn ¼ E0 a.s. Then, we may write fnðxÞ ¼ Eð f ðx ZnÞÞ: We have that
j f ðx ZnÞjpjj f jjNoþN
since f is bounded and furthermore,
lim
n
f ðx ZnÞ ¼ f x lim
n
Zn
 
¼ f ðxÞ a:s:;
since f is continuous and limn Zn ¼ E0 a.s. Thus, by Lebesgue’s bounded
convergence theorem, we obtain that
lim
n
fnðxÞ ¼ lim
n
Eð f ðx ZnÞÞ ¼ E lim
n
f ðx ZnÞ
 
¼ Eð f ðxÞÞ ¼ f ðxÞ a:s:
Finally, for a random vector X; it remains to prove that limn EfnðXÞ ¼ Ef ðXÞ: This
can be also proved using Lebesgue’s bounded convergence theorem. Since limn fn ¼
f a.s., it sufﬁces to show that j fnðXÞjpg; for some measurable function g for which
EjgjoþN: We have that
j fnðXÞjp
Z
Rk
j f ðX tÞjcnðtÞ dtpjj f jjN:
Then take g ¼ jj f jjN and the proof is complete. &
After establishing Proposition 1, it was brought up to our attention that the same
result was obtained independently by Denuit and Mu¨ller [8].
We now proceed with the proof of the main result.
Proof of Theorem 1. (a) By Proposition 1, it sufﬁces to show that
E½hðX 1 ; X 2 ;y; X n ÞpE½hðX1; X2;y; XnÞ ð3Þ
for every h twice differentiable supermodular function. Without loss of generality,
we may assume that X1; X2;y; Xn are independent of X 1 ; X

2 ;y; X

n because this
assumption does not affect the distributions of hðX1; X2;y; XnÞ and
hðX 1 ; X 2 ;y; X n Þ:
First, we will prove that
E½hðX 1 ; X2;y; XnÞpE½hðX1; X2;y; XnÞ: ð4Þ
It is very easy to verify that for a function g it holds true thatZ x1
x0
gðtÞ dt ¼
Z
R
I ½x14tgðtÞ dt 
Z
R
I ½x04tgðtÞ dt; 8x0; x1AR
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(even if x04x1). Using this property, for any xAR; we may write
hðx; X2;y; XnÞ ¼ hðx0; X2;y; XnÞ þ
Z x
x0
@hðx; X2;y; XnÞ
@x
jx¼t dt
¼ hðx0; X2;y; XnÞ þ
Z x
x0
gðt; X2;y; XnÞ dt
¼ hðx0; X2;y; XnÞ þ
Z
R
I ½x4tgðt; X2;y; XnÞ dt

Z
R
I ½x04tgðt; X2;y; XnÞ dt;
where for convenience we have set gðt; X2;y; XnÞ :¼ @hðx;X2;y;XnÞ@x jx¼t: Since the above
relation is valid for all xAR; it follows that
hðX1; X2;y; XnÞ  hðX 1 ; X2;y; XnÞ ¼
Z
R
ðI ½X14t  I ½X 14tÞ
 gðt; X2;y; XnÞ dt
and therefore,
EðLHSÞ ¼
Z
R
EfðI ½X14t  I ½X 14tÞgðt; X2;y; XnÞg dt
¼
Z
R
ðE½I ½X14tgðt; X2;y; XnÞ  E½I ½X 14tgðt; X2;y; XnÞÞ dt
¼
Z
R
ðE½I ½X14tgðt; X2;y; XnÞ  EI ½X 14tE½gðt; X2;y; XnÞÞ dt
¼
Z
R
ðE½I ½X14tgðt; X2;y; XnÞ  EI ½X14tE½gðt; X2;y; XnÞÞ dt
¼
Z
R
CovðI ½X14t; gðt; X2;y; XnÞÞ dtX0;
where the third equality follows from the independence of X 1 and X2;y; Xn and the
fourth one results from the assumption X 1 ¼st X1: Since X1; X2;y; Xn are weakly
associated and I ½x14t; gðt; x2;y; xnÞ are coordinatewise increasing in x1 and
x2;y; xn; respectively, for all t; we deduce that
CovðI ½X14t; gðt; X2;y; XnÞÞX0
for all tAR which proves assertion (4).
Now, in order to prove (3), we shall use induction on n: For n ¼ 2; it is easy to
verify that
E½hðX 1 ; X 2 Þ ¼ E½hðX 1 ; X2ÞpE½hðX1; X2Þ;
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in virtue of (4). Assume that (3) holds true for n ¼ m  1: Furthermore, let FX denote
the c.d.f. of the random variable X : Then, for n ¼ m we have that
E½hðX 1 ; X 2 ;y; X mÞ ¼EfE½hðX 1 ; X 2 ;y; X mÞjX 1 g
¼
Z
R
E½hðX 1 ; X 2 ;y; X mÞjX 1 ¼ x dFX 1 ðxÞ
¼
Z
R
E½hðx; X 2 ;y; X mÞ dFX 1 ðxÞ
p
Z
R
E½hðx; X2;y; XmÞ dFX 
1
ðxÞ;
where the third equality results from the independence of X 1 ;y; X

m and the
inequality follows from the induction hypothesis. Moreover, using the independence
of X 1 and X2;y; Xm; we may writeZ
R
E½hðx; X2;y; XmÞ dFX 
1
ðxÞ ¼
Z
R
E½hðX 1 ; X2;y; XmÞjX 1 ¼ x dFX 1 ðxÞ
¼EfE½hðX 1 ; X2;y; XmÞjX 1 g
¼E½hðX 1 ; X2;y; XmÞ:
Hence,
E½hðX 1 ; X 2 ;y; X mÞpE½hðX 1 ; X2;y; XmÞ
which together with (4) ﬁnally yield (3).
(b) Part (b) is established by a reasoning similar to the one used for (a) with
reversed inequality signs. &
Proof of Theorem 2. Concerning the ﬁrst inequality, we have that
P max
1pkpn
jSkjXE
 
pP max
1pkpn
jSkj2XE2
 
p 1
E2
E max
1pkpn
jSkj2
 
¼ 1
E2
E max
1pkpn
½ðSþk Þ2 þ ðSk Þ2
 
p 1
E2
E max
1pkpn
ðSþk Þ2
 
þ 1
E2
E max
1pkpn
ðSk Þ2
 
¼ 1
E2
E max
1pkpn
Sþk
 2 !
þ 1
E2
E max
1pkpn
Sk
 2 !
: ð5Þ
Let f :Rn-R be a function deﬁned as
fðx1; x2;y; xnÞ ¼ max
1pkpn
ðx1 þ x2 þ?þ xkÞþ:
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One can verify that f is supermodular. In addition, the function f ðxÞ ¼ x2 for x40 is
increasing convex. Thus, f 3f is supermodular and using Theorem 1, we deduce that
E max
1pkpn
Sþk
 2 !
pE max
1pkpn
Sþk
 2 !
; ð6Þ
where Sk ¼
Pk
i¼1 X

i : Furthermore, let g :R
n-R be a function deﬁned as
gðx1; x2;y; xnÞ ¼ max
1pkpn
ðx1 þ x2 þ?þ xkÞ:
Observe that gðx1; x2;y; xnÞ ¼ fðx1;x2;y;xnÞ: Then g is also supermodular
(see Marshall and Olkin [15, D.1, p. 151]). Therefore, applying Theorem 1 once more
we have that
E max
1pkpn
Sk
 2 !
pE max
1pkpn
Sk
 2 !
: ð7Þ
Combining (6) and (7), we get that the RHS of (5) is bounded by
p 1
E2
E max
1pkpn
Sþk
 2 !
þ 1
E2
E max
1pkpn
Sk
 2 !
¼ 1
E2
E max
1pkpn
ðSþk Þ2
 
þ 1
E2
E max
1pkpn
ðSk Þ2
 
p 1
E2
E max
1pkpn
ðSkÞ2
 
þ 1
E2
E max
1pkpn
ðSkÞ2
 
¼ 2
E2
E max
1pkpn
ðSkÞ2
 
p 2
E2
Xn
i¼1
EðX 2i Þ
¼ 2
E2
Xn
i¼1
EðX 2i Þ:
For the second inequality in the statement of Theorem 2, following a procedure
similar to the one described above, we obtain that
P max
1pkpn
SkXe
 
pP max
1pkpn
SþkXE
 
¼P max
1pkpn
ðSþk Þ2XE2
 
p 1
E2
E max
1pkpn
ðSþk Þ2
 
p 1
E2
E max
1pkpn
ðSkÞ2
 
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p 1
E2
Xn
i¼1
EðX 2i Þ
¼ 1
E2
Xn
i¼1
EðX 2i Þ: &
Remark 2. Following the same line of arguments as in the proof of Theorem 2, one
can obtain a series of probability and expectation inequalities for sequences of
negatively associated random variables. For example, the following Rosenthal-type
maximal inequality for negatively associated random variables due to Shao [25] and
Su et al. [26] is a direct consequence:
Corollary 3. Let pX2 and let X1; X2;y be a sequence of mean zero negatively
associated random variables with EjXijpoN for every i: Then there exists a positive
constant Cp depending only on p such that
E max
1pkpn
Xn
i¼1
Xi


p
pCp
Xn
i¼1
EX 2i
 !p=2
þ
Xn
i¼1
EjXijp
8<
:
9=
;:
Proof of Corollary 2. The proof of (a) and (b) is based on a reasoning similar to the
one used in Liu et al. [14, Theorems 2.1, 2.2] except that here we apply the improved
Kolmogorov-type inequality of Theorem 2 instead of Matula [16, Lemma 4]. &
Proof of Theorem 3. Following similar steps as in the proof of Theorem 2, we have
that
EjSnjp ¼EðSþn Þp þ EðSn Þp
XEðSþn Þp þ EðSn Þp ð8Þ
¼ EjSnjp
X2pmax
Xn
k¼1
EjX k jp;
Xn
k¼1
EðX k Þ2
 !p=28<
:
9=
; ð9Þ
¼ 2pmax
Xn
k¼1
EjXkjp;
Xn
k¼1
EðXkÞ2
 !p=28<
:
9=
;
¼ 2pmaxfMn;p; Bp=2n g; ð10Þ
where (8) follows from (a) of Theorem 1, (9) from Rosenthal [22], and (10) from the
fact that Xk and X

k are identically distributed. &
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