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Resumen
Se caracterizan las soluciones invariantes para la ecuación de Chazy
a partir de los operadores generadores del álgebra óptima, la cual fue
obtenida mediante el grupo de simetrías de Lie correspondiente a dicha
ecuación.
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Optimal Algebra and Invariant Solutions for
Chazy’s Equation
Abstract
We characterized the invariant solutions for Chazy’s equation using the
generators of the optimal algebra, which was obtained using Lie group
symmetries for the equation.
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1 Introducción
La aplicación de la teoría de grupos de simetrías de Lie a una ecuación di-
ferencial es una poderosa herramienta para el estudio de la ecuación, desde
que fue introducida en el siglo XIX por Sophus Lie [1] usando una idea
de la teoría de Galois en álgebra. Inicialmente se pretendió, con resultado
fallido, aplicar la teoría para encontrar un método único que permitiera
resolver todas las ecuaciones diferenciales ordinarias. En el siglo XX se
encontró la potencia de esta teoría al aplicarla en ecuaciones en derivadas
parciales y por tanto, la aplicación de la teoría ha sido de gran interés entre
investigadores de diferentes campos de las ciencias como las matemáticas y
la física. La aplicación del método a una ecuación diferencial lleva a cons-
truir, por ejemplo, leyes de conservación utilizando el conocido teorema de
Noether [2] y soluciones invariantes de la ecuación utilizando el enfoque de
Ibragimov [3], lo cual muchas veces presenta ventajas frente a otros méto-
dos. Hoy día, existe una gran diversidad de aplicaciones, por ejemplo en
procesamiento de imagénes, estudio de fluidos, burbujas e interacción de
sistemas, entre otras [4],[5],[6],[7],[8],[9],[10],[11].
De otro lado, en 1963, Rosenhead [12] presentó la ecuación de capa lími-
te de Prandtl para un fluido bidimensional y radial, con velocidad principal
de corriente uniforme dada por
νuyyy = uyuxy − uxuyy, (1)
donde ν es un número real que representa la viscosidad cinemática. Olver
en [13], usando el método clásico de Lie de transformaciones infinitesimales,
consigue la transformación




con g(ω) función real y al menos de clase C(3). Sustituyendo (2) en (1), se
tiene la siguiente ecuación diferencial ordinaria no lineal de tercer orden:
νgωωω +Dggω +A(gω)
2 = 0, (3)
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donde α es un real y D = 1−α es para la forma bidimensional, D = 2−α
para la forma radial, y A = 2− α en ambos casos.
En [14],[15],[16],[17],[18],[19] se presentan soluciones de la ec.(3) para
diversos valores de α usando múltiples métodos. En [13, 20, 21], mediante
el método de simetrías de Lie, se logra una reducción de la ec.(3), para
los casos cuando α = −1 (bidimensional) y α = −4 (forma radial). En
[22],[23],[24],[25], Chazy y Olver muestran que el grupo de simetrías de
Lie de la ec.(3) es una álgebra no soluble de dicha ecuación y consiguen
reducciones. Posteriormente, tanto Nucci e Ibragimov [20], como Mahomed
[26], presentan nuevas reducciones de la ec.(3), usando el método simetrías
de Lie con variables semi-canónicas.
En el presente trabajo se considera la ecuación de Chazy
[22],[23],[24],[25],[27], dada por
yxxx = 2yyxx − 3y2x, (4)
con x 6= 0; la cual es un caso particular de (3) cuando α = −1.
Mahomed [26], usando el grupo de simetrías de Lie y considerando α = −1
(2-dimensional) y α = −4 (radial), encuentra una familia de soluciones
para (4) dada por
y(x) =
k − 6c3x
c1 + c2x+ c3x2
con k = 3
[
−c2 ± (c22 − 4c1c3)
] 1
2 . (5)
Debido al gran número de subgrupos del grupo de simetrías de una ecua-
ción diferencial, por lo general no es fácil caracterizar todas las soluciones
invariantes. Por ello es pertinente usar un método eficaz para clasificar estas
soluciones, lo que conduce a un sistema óptimo de soluciones invariantes.
El propósito del presente trabajo es usar el grupo de simetrías de Lie
de la ec.(4), para construir el álgebra óptima y, mediante esta, caracterizar
las soluciones invariantes para dicha ecuación.
La forma como se utilizan los operadores para el cálculo del grupo de
simetrías de Lie y otras aplicaciones a las ecuaciones diferenciales se pueden
revisar en los textos clásicos [28],[29],[30],[31].
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2 Grupo continuo de simetrías de Lie
En [26], sin detallar el proceso, aparece la forma de los operadores que
generan el grupo de Lie para la ec.(4). En esta sección se muestran los
detalles de dichos cálculos.
Proposition 2.1. El grupo de simetrías de Lie para la ecuación de Chazy









; Π3 = x
2 ∂
∂x
− (2xy + 6) ∂
∂y
. (6)
Prueba. La forma general para los operadores generadores de un grupo de
Lie de un parámetro admitido por (4) es:









donde ε es el parámetro del grupo. El campo vectorial asociado con di-
cho grupo de transformaciones es Γ = X(x, y) ∂∂x + Y (x, y)
∂
∂y , con X,Y
funciones diferenciables en R2. Para encontrar los infinitesimales X(x, y) y
Y (x, y), se aplica el operador de tercera prolongación,










a la ec.(4), obteniendo la siguiente condición de simetría
Y[xxx] − 2yY[xx] − 2yxxY + 6yxY[x] = 0, (8)
donde Y[x], Y[xx], Y[xxx] son los coeficientes en Γ(3) dados por:
Y[x] = Dx[Y ]− (Dx[X])yx = Yx + (Yy −Xx)yx −Xyy2x.
Y[xx] = Dx[Y[x]]− (Dx[X])yxx,
= Yxx + (2Yxy −Xxx)yx + (Yyy − 2Xxy)y2x −Xyyy3x
+(Yy − 2Xx)yxx − 3Xyyxyxx.
Y[xxx] = Dx[Y[xx]]− (Dx[X])yxxx, (9)
= Yxxx + (3Yxxy −Xxxx)yx + 3(Yxyy −Xxxy)y2x
+ (Yyyy − 3Xxyy) y3x −Xyyyy4x + 3 (Yxy −Xxx) yxx
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+3 (Yyy − 3Xxy) yxyxx − 6Xyyy2xyxx − 3Xyy2xx
+ (Yy − 3Xx) yxxx − 4Xyyxyxxx,
siendo Dx el operador de la derivada total: Dx = ∂x + yx∂y + yxx∂yx +
yxxx∂yxx + · · · . Luego de aplicar (9) en (8) se tiene:
Yxxx + (3Yxxy −Xxxx)yx + 3(Yxyy −Xxxy)y2x + (Yyyy − 3Xxyy)y3x
− Xyyyy4x + 3(Yxy −Xxx)yxx + 3(Yyy − 3Xxy)yxyxx − 6Xyyy2xyxx
− 3Xyy2xx + (Yy − 3Xx)yxxx − 4Xyyxyxxx − 2yYxx − 2(2Yxy −Xxx)yyx
− 2(Yyy − 2Xxy)yy2x + 2Xyyyy3x − 2(Yy − 2Xx)yyxx + 6Xyyyxyxx
− 2Y yxx + 6Yxyx + 6(Yy −Xx)y2x − 6Xyy3x = 0. (10)
Sustiyendo yxxx = 2yyxx − 3y2x en (10) obtenemos:
Yxxx + (3Yxxy −Xxxx)yx + 3(Yxyy −Xxxy)y2x + (Yyyy − 3Xxyy)y3x
− Xyyyy4x + 3(Yxy −Xxx)yxx + 3(Yyy − 3Xxy)yxyxx − 6Xyyy2xyxx
− 3Xyy2xx + (Yy − 3Xx)(2yyxx − 3y2x)− 4Xy(2yyxx − 3y2x)yx − 2yYxx
− 2(2Yxy −Xxx)yyx − 2(Yyy − 2Xxy)yy2x + 2Xyyyy3x − 2(Yy − 2Xx)yyxx
+ 6Xyyyxyxx − 2Y yxx + 6Yxyx + 6(Yy −Xx)y2x − 6Xyy3x = 0. (11)
Al agrupar con respecto a 1, yx, y2x, y3x, y4x, yxx, y2xx, yxyxx y y2xyxx en (10)
obtenemos
Yxxx − 2yYxx + [3Yxxy −Xxxx − 2y(2Yxy −Xxx) + 6Yx]yx
+ [3(Yxyy −Xxxy − Yy + 3Xx)− 2y(Yyy − 2Xxy) + 6(Yy −Xx)]y2x
+ (Yyyy − 3Xxyy + 2yXyy + 12Xy − 6Xy)y3x −Xyyyy4x
+ [3(Yxy −Xxx) + 2y(Yy − 3Xx)− 2y(Yy − 2Xx)− 2Y ]yxx − 3Xyy2xx
+ [3(Yyy − 3Xxy + 2yXy)− 8yXy]yxyxx − 6Xyyy2xyxx = 0. (12)
Analizando los coeficientes asociados a 1, yx, y2x, y3x, y4x, yxx, y2xx, yxyxx, y2xyxx
en (12), se obtienen las ecuaciones determinantes:
Xy = Yyy =0, (13a)
3Yy + 3Xx =0, (13b)
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Yxxx − 2yYxx =0, (13c)
3Yxy − 2Y − 2yXx − 3Xxx =0, (13d)
6Yx − 4yYxy + 3Yxxy + 2yXxx −Xxxx =0. (13e)
Al solucionar en (13a) se tiene: X = c1(x) y Y = c2(x)y + c3(x), por lo
tanto de (13b) se sigue que 3c2(x)+3c′1(x) = 0 y por tanto, c2(x) = −c′1(x).
en consecuencia se tiene que
X = c1(x), Y = −c′1(x)y + c3(x). (14)
Sustituyendo (14) en (13d) se tiene −3c′′1(x) + 2yc′1(x)−2c3(x)−2yc′1(x)−
3c′′1(x) = 0, esto es, −3c′′1(x) = c3(x) y por tanto de (14), se obtiene
X = c1(x) ; Y = −c′1(x)y − 3c′′1(x). (15)
Utilizando (15) en (13e), se sigue que
y(−6c′′1(x) + 4c′′1(x) + 2c′′1(x))− 22c′′′1 (x) = 0,
de lo cual −22c′′′1 (x) = 0 y por tanto,c1(x) = c3x2 + c2x+ c1, con c1, c2, c3
constantes. En consecuencia, reescribiendo la expresión (15) se obtiene que
X = c3x
2 + c2x+ c1 y Y = (−2c3x− c2)y−3(2c3), por lo que generadores
infinitesimales son:
X = c3x
2 + c2x+ c1 Y = −c2y − c3(2xy + 6), (16)








2 + c2x+ c1)
∂
∂x


























= c1Π1 + c2Π2 + c3Π3.
Por tanto, el grupo continuo de simetrías es generado por los operadores
que aparecen en el enunciado propuesto.
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3 Cálculo del álgebra óptima y soluciones invariantes
En esta sección se calcula el álgebra óptima [28],[32],[33],[34] a partir del
grupo de simetrías de Lie generado por los operadores (6), que corresponde
a la ecuación (4). Posteriormente se presentarán las soluciones invariantes
co-rrespondientes a los operadores que generan al álgebra óptima. Esto úl-
timo se hará mediante el uso de la condición de curva invariante presentada
en la sección 4.3 de [32], ya que al aplicar el método basado en la reducción
canónica de variables, aparecen cálculos mucho más complejos.
De acuerdo a (6), el espacio vectorial generado por los operadores
Π1,Π2,Π3 es un álgebra de Lie 3-dimensional. A continuación se usará
dicha álgebra para determinar el sistema óptimo, mediante la aplicación
ordenada de la acción de los mapas conmutadores y adjuntos, tal como se
describe en [34]. Para cada Πα,Πβ con i = 1, 2 y α, β = 1, 2, 3. se considera










donde ξiα son los respectivos coeficientes infinitesimales de los operadores
Πα. Así por ejemplo, en la ecuación (6), tenemos que ξ11 = 1, ξ13 = x2, ξ21 = 0
y ξ23 = −(2xy + 6). A continuación se presenta, a manera de ejemplo, el

































De manera análoga, se calculan los conmutadores para el resto de las
simetrías descritas en (6). La Tabla (1) representa los resultados obtenidos.
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Tabla 1: Conmutadores del grupo de simetrías.
[ , ] Π1 Π2 Π3
Π1 0 Π1 2Π2
Π2 −Π1 0 Π3
Π3 −2Π2 −Π3 0
Nótese que el álgebra generada por (6) es un álgebra no soluble [20],
pues observando la Tabla (1) se tiene
〈Π1,Π2〉 = Π1, 〈Π1,Π3〉 = 2Π2, 〈Π2,Π3〉 = Π3.
Por otra parte, usando nuevamente la Tabla (1), se puede calcular el ope-
rador adjunto para (6) que a su vez, permite construir el sistema óptimo






(ad(Π))nG, para simetrías Π y G. (18)
En la Tabla (2) se resume el resultado de aplicar el operador (18) al grupo
de generadores de simetrías (6).
Tabla 2: Representación adjunta del grupo de simetrías.
Adj[ ] Π1 Π2 Π3




Π3 Π1 + 2λΠ2 + λ
2Π3 Π2 + λΠ3 Π3
Para calcular el sistema del álgebra óptima, se inicia con los generadores
de las simetrías (6) y un vector genérico distinto de cero. Sea
G = a1Π1 + a2Π2 + a3Π3. (19)
El objetivo es simplificar tantos coeficientes ai como sea posible, a través
de mapas adjuntos a G, mediante la Tabla (2).
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1. Suponiendo a3 = 1 en (19) tenemos que G = a1Π1 + a2Π2 + Π3. La
simplificación se hace aplicando el operador estratégicamente para
cada Πi (i = 1, 2). Utilizando la Tabla (2) se tiene
G1 = Ad(exp(λ1Π1))G = a1Π1+a2(Π2−λ1Π1)+Π3−2λ1Π2+λ21Π1,
así, organizando se obtiene
G1 = b1Π1 + (a2 − 2λ1)Π2 + Π3, (20)
con b1 = a1 − a2λ1 + λ21. Tomando λ1 = a22 en (20), se elimina Π2,
por tanto G1 = b1Π1 + Π3. Ahora se procede aplicar el adjunto para
Π3, obteniendo







Al simplificar la expresión cuadrática, surgen los siguientes casos:









b1 < 0, en (21) se elimina Π3, luego G2 = b1Π1 + b2Π2, con
2λ2b1 = b2. Finalmente, aplicando el adjunto para Π2 se tiene
que
G3 = Ad(exp(λ3Π2))G2 = b3Π1 + b2Π2 con b3 = e−λ3b1.
Es claro que esta acción no reduce los coeficientes, por
lo tanto un elemento del álgebra óptima es b3Π1 +
b2Π2, con b3 = e−λ3b1 < 0.
(b) Caso b1 = 0. En (21) se elimina Π1 y Π2, entonces G2 = Π3.
Aplicando el adjunto para Π2 se tiene
G3 = Ad(exp(λ5Π2))G2 = e
−λ5Π3.
Esta acción no reduce más los coeficientes y, por ende, otro ele-
mento del álgebra óptima es: Π3.
2. Suponiendo a3 = 0 y a2 = 1 en (19) tenemos que G = a1Π1 + Π2. Al
aplicar Π1 utilizando la Tabla (2) se obtiene
G1 = Ad(exp(λ6Π1))G = (a1 − λ6)Π1 + Π2.
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Así, tomando λ6 = a1 se elimina Π1, luego G1 = Π2. Procedemos a
aplicar el adjunto para Π3, obteniendo
G2 = Ad(exp(λ7Π3))G1 = Π2 + λ7Π3.
Dado que esta acción no reduce coeficientes, tenemos que G2 = Π2 +
b4Π3. Por tanto, un elemento más del álgebra óptima es Π2 + b4Π3.
3. Finalmente, suponiendo a3 = 0, a2 = 0 y a1 = 1 se tiene G = Π1. Al
aplicar el adjunto para Π1, se obtiene
G1 = Ad(exp(λ9Π1))G = Π1.
Esta acción no permite reducir coeficientes y por ende tenemos que
G1 = Π1. Por tanto, tenemos que otro elemento del álgebra óptima
es Π1.
En resumen, se tiene el siguiente sistema óptimo, o álgebra optima, para
las simetrías de (6):
{ b3Π1 + b2Π2, Π2 + b4Π3, Π1, Π3 }, (22)
con b2, b3, b4 εR. con b3 < 0. Este proceso puede ser resumido en el siguiente
resultado.
Proposition 3.1. El álgebra óptima (sistema óptimo) para la ec.(4) es
generada por los siguientes campos vectoriales:
b3Π1 + b2Π2 , Π2 + b4Π3 , Π1 , Π3 , (23)
con b2, b3, b4 ∈ R. con b3 < 0.
A continuación se caracterizan las soluciones invariantes a partir de los
operadores que generan al álgebra óptima.
En primer lugar, el álgebra óptima asociada a una ecuación dife-
rencial, es el menor álgebra que contiene al respectivo grupo de Lie y
que es generada por el máximo número posible de operadores que de-
jan la ecuación diferencial invariante. Por lo anterior, todas las posi-
bles reducciones que dejan a la ecuación diferencial invariante, se pue-
den obtener de los operadores que generan al álgebra óptima. En par-
ticular, todas aquellas reducciones que correspondan a soluciones inva-
riantes de la ecuación diferencial, se pueden obtener de los elementos
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generadores del álgebra óptima. Por lo anterior, el álgebra óptima ca-
racteriza a todas las posibles soluciones invariantes de la ecuación dife-
rencial. En este sentido, a continuación se procederá a caracterizar to-
das las posibles soluciones invariantes de la ec.(4), mediante el sistema
óptimo (22).
Usando elementos del sistema óptimo (22) se reduce la ec.(4) mediante
la condición de curva invariante presentada en la sección 4.3 de [32], que
en este caso se expresa en términos de los infinitesimales por
Q(x, y, yx) = Y − yxX = 0. (24)
Se calcula la solución invariante de la ec.(4) usando el elemento Π1
del grupo óptimo (22), bajo la condición (24). De tal forma se tiene
Q = Y1 − yxX1 = −yx = 0 y así, y(x) = c, con c constante. Pero para que
la solución y(x) = c sea solución invariante de (4), es necesario que c = 0
y así, y(x) = 0.
Se calcula a continuación una familia de las soluciones invariantes de la
ec.(4), usando el elemento b3Π1 + b2Π2 del grupo óptimo (22). Nuevamente
con la condición (24) se tiene Q = Y1,2−yxX1,2 = −b2y−yx(b3 + b2x) = 0,
de donde y(x) =
c∣∣∣1 + b2b3x∣∣∣ , con b2, b3, c constantes, b3 < 0. Para que esta





otra solución invariante es y(x) = 6b2|b2x+b3| .
Al calcular otra solución invariante de la ec.(4) usando el elemento
Π3 del grupo óptimo (22), con la condición de invarianza (24), se obtiene
Q = Y3 − yxX3 = −(2xy + 6) − yxx2 = 0, de donde y(x) = cx2 −
6
x , con c
constante y para que sea solución invariante se requiere que y(x) = c
x2
− 6x ,
con x 6= 0.
Finalmente, la última solución invariante de (4) corresponde al ele-
mento Π2 + b4Π3 del grupo óptimo (22). De la condición (24), se sigue
Q = Y2,3 − yxX2,3 = −y − b4(2xy + 6) − yx(x + b4x2) = 0, cuya solución
para y es y(x) = cx(b4x+1) −
6b4
b4x+1
, con c, b4 constantes. Para que dicha
solución sea solución invariante de la ec.(4) es necesario que c ∈ {0,−6}.
Para c = −6 se obtiene la solución invariante y(x) = −6x , nótese que
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esta solución se obtiene a partir de la familia de soluciones invariantes
correspondientes a Π3. Para c = 0 se obtiene la solución invariante
y(x) = −6b4b4x+1 .
Se resume el proceso anterior en el siguiente resultado.
Proposition 3.2. Las soluciones invariantes no triviales de la ecuación de
Chazy (4), que se obtienen al reducir la ecuación a partir de los elementos













con c, b2, b4 constantes, b3 < 0.
Observación
Las soluciones invariantes no triviales presentadas en la Proposición
3.2, caracterizan a todas las soluciones invariantes no triviales de (4).
Nótese que si se toma b2, b4 = 1 y b3 = −1 se obtienen las soluciones
y(x) = 6|x−1| , y(x) =
c
x2
− 6x y y(x) =
−6
x+1 , las cuales son soluciones inva-
riantes diferentes a las presentadas en [22],[25],[20]. En particular, se puede
comprobar que todas las familias de soluciones invariantes no triviales pre-
sentadas en la Proposición anterior, no se pueden obtener a partir de (5) y
por tanto son diferentes a las soluciones presentadas en [26]. En la Propo-
sición 3.2 aparecen soluciones que hasta el momento no se referencian en
la literatura.
4 Conclusiones
Mediante el grupo de simetrías de Lie de (4), se calculó la respectiva ál-
gebra óptima, presentada en la Proposición 3.1. Mediante los elementos
generadores del álgebra óptima, se pueden caracterizar todas las soluciones
invariantes; como se presenta en la Proposición 3.2, en la cual aparecen
soluciones que hasta el momento no se referencian en la literatura y por
ende, el objetivo propuesto fue logrado. Para futuros trabajos, se podría
retomar el grupo de simetrías de Lie para calcular las leyes de conservación
de (4) y también usar la teoría de grupo de equivalencia [35], para obtener
ordenaciones preliminares para una clasificación completa de (4).
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