Elliptic Sklyanin integrable systems for arbitrary reductive groups by Hurtubise, Jacques & Markman, Eyal
ar
X
iv
:m
at
h/
02
03
03
1v
4 
 [m
ath
.A
G]
  2
7 D
ec
 20
03
c© 2002 International Press
Adv. Theor. Math. Phys. 6 (2002) 873–978
Elliptic Sklyanin integrable
systems for arbitrary reductive
groups
J.C. Hurtubise1
Department of Mathematics and Statistics
McGill University
hurtubis@math.mcgill.ca
E. Markman 2
Department of Mathematics and Statistics
University of Massachusetts at Amherst
markman@math.umass.edu
Abstract
We present the analogue, for an arbitrary complex reductive group
G, of the elliptic integrable systems of Sklyanin. The Sklyanin in-
tegrable systems were originally constructed on symplectic leaves, of
a quadratic Poisson structure, on a loop group of type A. The phase
space, of our integrable systems, is a group-like analogue of the Hitchin
system over an elliptic curve Σ. The phase space is the moduli space of
pairs (P, ϕ), where P is a principal G-bundle on Σ, and ϕ is a meromor-
phic section of the adjoint group bundle. The Poisson structure, on the
moduli space, is related to the Poisson structures on loop groupoids,
constructed by Etingof and Varchenko, using Felder’s elliptic solutions
of the Classical Dynamical Yang-Baxter Equation.
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1 Introduction
We present in this paper the analogue, for an arbitrary complex reductive
group G, of the elliptic integrable systems of Sklyanin. The Sklyanin inte-
grable systems were constructed on symplectic leaves of a quadratic Poisson
structure on a loop group of type A [BD2, Sk, RS].
Let Σ be a complex elliptic curve. We study the moduli spaces MΣ(G, c)
of pairs (P,ϕ), where P is a principal G-bundle over Σ, of topological type
c, and ϕ is a meromorphic section of its adjoint group bundle. MΣ(G, c) are
infinite dimensional ind-varieties. These moduli spaces may be regarded as
algebro-geometric analogues of a meromorphic loop group. The main results
of this paper are:
1. MΣ(G, c) admits an algebraic Poisson structure (Theorem 2.3). The
algebraic Poisson structure coincides with the reduction of the one con-
structed by Etingof and Varchenko on a loop groupoid, using solutions
of the Classical Dynamical Yang-Baxter Equations (Theorem 9.1).
2. The symplectic leaves MΣ(G, c,O) of MΣ(G, c) are finite dimensional
(Section 7.2). Their dimension is calculated in Corollary 4.10. The
data O, parametrizing the symplectic leaves, is a decorated divisor.
It consists of a labeling, of finitely many points of the elliptic curve
Σ, by finite-dimensional irreducible representations of the Langland’s
dual group (i.e., by orbits of the co-character lattice of G, under the
action of the Weyl group).
3. The symplectic leaves MΣ(G, c,O) are algebraically completely inte-
grable hamiltonian systems. The generic Lagrangian leaf is an abelian
variety, which admits a precise modular description in terms of T -
bundles on a branchedW -cover of the elliptic curve Σ (Theorem 6.19).
En route, we prove that all smooth moduli spaces of simple sheaves,
on an algebraic Poisson surface, admit a Poisson structure (Theorem 5.3).
This extends results of 1) S. Mukai and A. Tyurin, who constructed an
anti-symmetric tensor on these moduli spaces [Mu1, Ty], 2) S. Mukai, and
Z. Ran, who proved the Jacobi identity for the Mukai-Tyurin tensor in the
case of locally free sheaves on a symplectic surface [Mu2, R1], and 3) F.
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Bottacin, who proved the Jacobi identity in the case of locally free sheaves on
a Poisson surface [Bo2]. The moduli spaces of sheaves, arising in the theory
of integrable systems, consist of torsion sheaves, with pure one-dimensional
support, on a Poisson surface (typically, a line bundle on a spectral curve).
Sections 3 through 7 provide an algebro-geometric treatment of the Pois-
son geometry and complete integrability of the moduli spaces MΣ(G, c). In
section 8 we construct a Poisson structure on the Hecke correspondences
over an elliptic curve. These are algebro-geometric analogues of orbits in
the loop Grassmannian. In section 9 we relate our constructions to the ellip-
tic solutions of the Classical Dynamical Yang-Baxter equations. In section
10 we discuss the spectral curves arising from particular examples of sym-
plectic leaves in MΣ(G, c). These examples are related to compact orbits of
the loop Grassmannian, which are isomorphic to flag varieties of maximal
parabolic subgroups. A particular case leads to a deformation of the Elliptic
Calogero-Moser system of type A.
We expect most of the results of the paper to go through in the degenerate
case of a nodal or cuspidal rational curve (a singular elliptic curve). The
resulting systems will correspond to trigonometric, or rational, solutions
of the dynamical Yang-Baxter equation. Some aspects of the construction
admit a generalization for curves of genus ≥ 2, but the moduli spaces are
neither symplectic, nor Poisson.
Acknowledgments: We would like to thank Ron Donagi, Pavel Etingof,
Robert Friedman, John Harnad, Jim Humphreys, Ivan Mirkovic, Tony Pan-
tev and Alexander Polishchuk for helpful communications.
1.1 Poisson surfaces and the type A Sklyanin systems
The starting point for our investigation was the relationship, established in
[HM2], between the Poisson geometry of three objects:
1. The type A elliptic Sklyanin systems on the meromorphic loop group.
2. Poisson structures on moduli spacesMΣ(GL(n), c) of pairs (E,ϕ), con-
sisting of a rank n vector bundle E of degree c and a meromorphic,
generically invertible, endomorphism ϕ : E → E. The rank n and
degree c are assumed to be relatively prime.
3. The Poisson geometry of certain moduli spaces of sheaves on a ruled
Poisson surface (S,ψS). The surface S is the compactification of a line
bundle on the elliptic curve. The Poisson structure ψS is C×-invariant.
878 Elliptic Sklyanin integrable systems . . .
The relationship between the first two objects is most direct once we pass to
the projectivization P = PE and the group PGL(n). A Zariski open subset
of MΣ(PGL(n), c¯) consists of pairs with a fixed stable and rigid bundle P .
Trivialize P over a small disc around the origin of Σ and restrict ϕ to the
boundary to obtain a loop in PGL(n). The section ϕ is determined as the
meromorphic continuation of that loop.
The relation between the last two objects is provided by the spectral
dictionary commonly used in the theory of integrable systems [Hi2, H, Sim].
The pair (E,ϕ), with polar divisor D, determines a complete spectral curve
C in the total space of the line bundle OΣ(D) and an eigensheaf F on C.
We regard F as a torsion sheaf on a projective surface; the compactification
S = P[OΣ(D)⊕OΣ] of the total space of OΣ(D). The C×-action on OΣ(D)
extends to S and S has a C×-invariant algebraic Poisson structure, which is
unique up to a scalar factor.
We expressed the Sklyanin Poisson structure on the loop group, in terms
of the deformation theory of the pairs (E,ϕ). In fact, the formula (72), for
the Poisson structure in this paper, is a direct generalization of the formula in
the PGL(n) case of [HM2]. The insight for obtaining this formula came from
the theory of moduli spaces of sheaves. Starting with a Poisson structure ψS
on a projective surface S, Mukai and Tyurin constructed a Poisson structure
on the moduli spaces of sheaves on S [Mu1, Ty]. The formula of [HM2] is a
translation of the Mukai-Tyurin tensor, via the infinitesimal version of the
above dictionary.
We would like to stress the significance of the C×-invariance of the Pois-
son structure ψS on the surface S. Let us first contrast it with the linear
Poisson structure on S, coming from the cotangent bundle via the isomor-
phism OΣ(D) ∼= T
∗
Σ(D). The C
×-invariant Poisson structure ψS induces on
MΣ(GL(n), c) a C×-invariant Poisson structure. In contrast, the linear Pois-
son structure induces on MΣ(GL(n), c) another, linear, Poisson structure,
which corresponds to the generalized Hitchin systems (see [Hi2, H, M1, Bo1]
and Theorem 2.4 below). The C×-invariance, of the Poisson structure in-
duced by ψS on the loop group, is equivalent to its quadratic nature. This
is an analogue of the following simple observation: An algebraic Poisson
structure on a vector space V is C×-invariant, if and only if it has quadratic
coefficients. In other words, the weight 0 subspace in Sym•(V ∗)⊗
2
∧ V
is Sym2(V ∗)⊗
2
∧ V . A C×-invariant algebraic Poisson structure exists on
the surface T ∗Σ(D), with D effective, if and only if the genus of Σ is ≤ 1.
In contrast, a linear Poisson structure exists for curves of arbitrary genus.
Consequently, the Hitchin systems were constructed for a base curve of arbi-
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trary genus, while the Sklyanin systems exist only for a base curve of genus
0 and 1.
1.2 Overview of the relationship with the Dyanamical Yang-
Baxter Equations
The work presented here is a generalization, to arbitrary complex reductive
groups, of the picture presented above in Section 1.1. Half way through the
project, we discovered (thanks to A. Polishchuk) that our work is related to
the Classical Dynamical Yang-Baxter Equations (CDYBE), introduced by
G. Felder [Fe]. Etingof and Varchenko interpreted solutions of the CDYBE,
with spectral parameter, as Poisson structures on a loop groupoid [EV]. We
hope to convince the reader, that the algebro-geometric approach to the
subject provides new insight to the geometry of the CDYBE. To the best
of our knowledge, complete integrability of the Etingof-Varchenko Poisson
structures was not known for a general reductive group. Even the symplectic
leaves foliation was not understood, in the absence of an analogue of the
Dressing Action.
Following is an overview of the relationship with the CDYBE. Let g
be a complex simple Lie algebra. Choose an embedding g ⊂ A as a Lie
sub-algebra of an associative algebra (A could be the universal enveloping
algebra, or gl(V ), for a faithful representation V ). The Classical Yang-
Baxter equation is the following algebraic equation
[r12(z1−z2), r
13(z1−z3)]+[r
12(z1−z2), r
23(z2−z3)]+[r
13(z1−z3), r
23(z2−z3)] = 0,
(1)
for a meromorphic function
r : C −→ g⊗ g.
Above, z is the coordinate on C. The notation r12 means r ⊗ 1 as an
element of A ⊗ A ⊗ A, while rij indicates that r acts on the i-th and j-th
factors. Drinfeld discovered the geometric meaning of the CYBE. Solutions
of (1), satisfying certain additional assumptions, define a natural Poisson-
Lie structure on the loop group of G [Dr1, RS]. Similarly, constant solutions
define Poisson-Lie structures on G. Quantization of the CYBE led to the
theory of Quantum groups.
Belavin and Drinfeld classified solutions of (1), satisfying a non-degeneracy
condition, for all simple Lie algebras [BD2]. There are rational, trigonomet-
ric, and elliptic solutions. Elliptic solutions exist only for type A. These
solutions are related to factorization of the loop group. Such factorizations
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arise from a rigid principal bundle on an algebraic curve [HM2]. On a ratio-
nal curve, every trivial principal bundle is rigid. When the curve is elliptic,
the only example of a rigid principal bundle, is the PGL(N) bundle com-
ing from a stable vector bundle with rank and degree co-prime (see [FM]
Theorem 5.13).
Let t ⊂ g be a Cartan sub-algebra and {xi} a basis of t, regarded as
a set of coordinates on t∗. The Knizhnik-Zamolodchikov-Bernard (KZB)
equations are the differential equations for flat sections of a connection over
the moduli space of punctured elliptic curves. It was discovered by Bernard
in the study of the Wess-Zumino-Witten conformal field theory on a torus
[Ber]. A coefficient in one of the two KZB equations, is a certain meromor-
phic elliptic function
r : t∗ × C −→ (g⊗ g)t.
The function r satisfies the Classical Dynamical Yang-Baxter Equation∑
i
x
(1)
i
∂r23(x, z2 − z3)
∂xi
+
∑
i
x
(2)
i
∂r31(x, z3 − z1)
∂xi
+
∑
i
x
(3)
i
∂r12(x, z1 − z2)
∂xi
+ CYBE = 0, (2)
where the term CYBE indicates the expression on the left hand side of (1).
Moreover, let r be an arbitrary meromorphic function as above, satisfying
r12(x, z) = −r21(x,−z). The KZB equation with coefficient r is consistent,
if and only if r satisfies equation (2) [Fe]. We suppressed the dependence of
r on the modular parameter of the elliptic curve, as it may be fixed in (2).
Etingof and Varchenko found the geometric meaning of the CDYBE.
A solution of (2), satisfying certain additional conditions, corresponds to a
natural Poisson structure on the groupoid
V × LG× V,
where V is an open subset of t∗ and LG is the loop group of G. Natu-
rality means, roughly, compatibility with the group structure of LG. We
will see that a point in V should be considered as a principal G-bundle, of
trivial topological type, on the elliptic curve Σ. More precisely, t∗ should be
considered as a branched cover of the moduli of G-bundles, with the affine
Weyl group as Galois group [Lo]. The subset V is the complement of the
ramification locus. More general versions of the CDYBE are obtained by
replacing t with certain subalgebras. Bundles of arbitrary topological types
arise in this manner. Taking the zero sub-algebra, reduces equation (2) to
the CYBE. (Solutions correspond to a rigid G-bundle).
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A quotient of the groupoid V × LG× V , by the cartesian square of the
affine Weyl group, may be regarded as a set of triples (P1, ϕ, P2), where P1
and P2 are principal G-bundles, and ϕ is a generically invertible (formal or
meromorphic) homomorphism between them. The automorphism group of
a generic semi-stable G-bundle P , of trivial topological type, is isomorphic
to the maximal torus T ⊂ G. Consequently, the product T × T acts on
V × LG× V . The action on ϕ ∈ LG is given by
(t1, t2) · ϕ = t1ϕt
−1
2 .
We consider the subspace
[V × LG× V ](Σ), (3)
where ϕ is meromorphic over the elliptic curve Σ. The quotient of [V ×LG×
V ](Σ) by T × T admits a Poisson structure as well. It is a cover of an open
set in the Hecke correspondence, with the cartesian square of the affine Weyl
group as Galois group. The algebro-geometric construction of the Poisson
structure on the Hecke correspondences is described in section 8.
Our main objective, however, is the generalization of the Sklyanin inte-
grable systems. These are obtained from the groupoid [V × LG× V ](Σ) as
follows. One considers the locus in [V × LG × V ](Σ), where the two prin-
cipal bundles are equal, and takes the quotient by the diagonal of T × T .
The action of the diagonal corresponds to the conjugation action of the
automorphism group of a bundle. The reduced Etingof-Varchenko Poisson
structure is invariant under the action of the affine Weyl group, and de-
scends to the quotient. The quotient by the affine Weyl group is partially
compactified by the algebro-geometric moduli space MΣ(G, 0). This mod-
uli space parametrizes isomorphism classes of pairs (P,ϕ), consisting of a
principal G-bundle P , of trivial topological type, and a meromorphic section
of its adjoint group bundle PG. The Poisson structure extends “across the
walls” to the whole of MΣ(G, 0). The moduli spaces MΣ(G, c), of arbitrary
topological type c, are the main object of study of this paper.
Note: Luen-Chau Li has recently also obtained integrable models associ-
ated with dynamical Poisson groupoids [Li].
2 Statement of the main Theorem 2.2
Let G be a connected reductive group, T a maximal torus, N(T ) its normal-
izer andW := N(T )/T the Weyl group. Choose a non-degenerate symmetric
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invariant bilinear form on the Lie algebra g. The center of G is denoted by
Z and its Lie algebra by z. Let Φ be the set of roots of g. We denote
by G((t)) the formal loop group and by G[[t]] its natural subgroup of non-
singular elements. The group G[[t]] × G[[t]] acts on G((t)) via the left and
right action.
Given a point p ∈ Σ, we denote by Oˆ(p) the formal completion of the
structure sheaf at p and by Kˆ(p) its fraction field. Given a principal G-
bundle P , we denote by P (G) the adjoint group bundle and by P (G(Oˆ(p)))
and P (G(Kˆ(p))) the corresponding realizations of G[[t]] and G((t)). A G[[t]]×
G[[t]] orbit O in G((t)) determines a well-defined P (G(Oˆ(p))) × P (G(Oˆ(p)))
orbit O in P (G(Kˆ(p))).
Definition 2.1. Let P be a principal G-bundle, and ϕ a section of its ad-
joint bundle P (G). The pair (P,ϕ) is said to be infinitesimally simple, if
H0(z(ϕ)) = z, where z(ϕ) ⊂ Pg is the subbundle centralizing ϕ. Equiva-
lently, the center Z of G has finite index in the subgroup Z(ϕ) ⊂ H0(P (G))
centralizing ϕ. We say that the pair (P,ϕ) is simple if Z(ϕ) = Z.
Given the following data:
1. an elliptic curve Σ,
2. a reductive group G,
3. a class c ∈ π1(G),
4. a formal sum O =
∑
p∈Σ
Op of G[[t]] ×G[[t]]-orbits Op in G((t)), all but
finitely many of which are equal to G[[t]],
we denote by
MΣ(G, c,O)
the moduli space of isomorphism classes of simple pairs (P,ϕ), consisting of a
principal G-bundle P , of topological type c, and a meromorphic section ϕ of
P (G) with singularities in O. Two pairs (P1, ϕ1) and (P2, ϕ2) are isomorphic,
if there is an isomorphism f : P1
∼=
→ P2 conjugating ϕ1 to ϕ2. Considering
the case P1 = P2 = P , we see that the class of (P,ϕ) determines ϕ only
up to conjugation by the group of global sections of P (G). The existence of
MΣ(G, c,O) is briefly addressed in remark 2.5.
The quotient G//G, of G by its adjoint action, is naturally isomorphic to
T/W . Consequently, P (G)//P (G) is isomorphic to the trivial T/W bundle.
J.C. Hurtubise and E. Markman 883
Let char : P (G) → (T/W )Σ be the quotient morphism. The data O deter-
mines a variety (T/W )Σ(O) over Σ (see (10)). Over the open subset of Σ,
where Op = G[[t]], the variety (T/W )Σ(O) is the trivial T/W -bundle. If a
meromorphic map s : Σ→ T/W comes from a pair (P,ϕ) with singularities
in O, then s is a holomorphic section of (T/W )Σ(O). Denote by Char(O)
the space (Hilbert scheme) of global sections of (T/W )Σ(O) and let
char : MΣ(G, c,O) −→ Char(O) (4)
be the natural morphism. The main result of this paper is:
Theorem 2.2. The moduli space MΣ(G, c,O) is smooth and its dimension
is calculated in Corollary 4.10. MΣ(G, c,O) admits a natural symplectic
structure. Under mild technical assumptions on the data O, the invariant
polynomial map (4) induces a Lagrangian fibration. The generic Lagrangian
fiber is a smooth compact abelian variety.
The Theorem is a summary of the results in Theorem 4.7, Corollary 4.10,
Theorem 4.13, and Theorem 6.19.
We will construct a Poisson structure on the infinite dimensional moduli
space M(G, c) of simple pairs (P,ϕ), where P is a principal G-bundle over
Σ of topological type c and ϕ is a meromorphic section of P (G). We will
show that M(G, c) is filtered by finite dimensional Poisson subvarieties. The
integrable systems in Theorem 2.2 are the symplectic leaves of these Poisson
subvarieties. There are various ways to bound the divisor in Σ of singular
points of ϕ. Different bounds give rise to different filtrations ofM(G, c). The
filtration we use below will depend on a choice of a faithful representation
ρ : G →֒ GL(V ). We denote by E = P ×ρ V the vector bundle associated
to P . Let D be a divisor on Σ. Denote by M(G, c, ρ,D) the moduli space
of simple pairs (P,ϕ), where P is a principal G-bundle over Σ and ϕ is a
meromorphic section of the adjoint group bundle P (G), which corresponds
to a holomorphic section of End(E)(D).
Theorem 2.3. M(G, c) is endowed with a natural Poisson structure. The
finite dimensional subvarieties M(G, c, ρ,D) are Poisson subvarieties. The
connected components of M(G, c,O) in Theorem 2.2 are symplectic leaves of
M(G, c, ρ,D), where the singularity divisor D := D(O, ρ) is given in (6).
The Theorem is a summary of Theorem 7.3 and Lemma 7.4.
It is instructive to compare Theorem 2.2 to the analogous Theorem 2.4
for the generalized Hitchin system. We will relate the two theorems by a
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degeneration, in a particularly interesting case (see Lemma 10.7). We view
g[[t]]∗ as an ind-variety ∪∞d=1
{
g[t]/(td)
}∗
. Each of the finite dimensional
subvarieties in the filtration is the dual of a Lie-algebra. Let O′ :=
∑
p∈ΣO
′
p
be a formal sum of (finite-dimensional) coadjoint orbits of g[[t]]∗, all but
finitely many of which are the zero orbit. Given a point p and a principal
bundle P , let P (g(Oˆ(p))) denote the formal stalk at p of the adjoint Lie
algebra bundle. P (g(Oˆ(p))) is isomorphic to g[[t]]. Composing the residue
with the invariant bilinear form on g, we get an isomorphism
P (g(Oˆ(p)))
∗ ∼= [Pg⊗ T ∗Σ](∞p) / [Pg⊗ T ∗Σ]
between the dual of the Lie algebra and the space of polar tails of meromor-
phic sections of Pg⊗ T ∗Σ. Denote by
HiggsΣ(G, c,O
′)
the moduli space of stable pairs (P,ϕ), consisting off a principal G-bundle
P and a meromorphic section ϕ of Pg ⊗ T ∗Σ with poles in O′. The data
O′ determines a variety (t/W )(O′). Over the open subset of Σ, where O′p =
0, the variety (t/W )(O′) is the trivial t/W -bundle. One has an invariant
polynomial morphism
h : HiggsΣ(G, c,O
′) → H0(Σ, (t/W )(O′)). (5)
Theorem 2.4. [Bo1, Hi2, M1, M2] Let Σ be a smooth, compact, and con-
nected algebraic curve of arbitrary genus. The moduli space HiggsΣ(G, c,O
′)
admits an algebraic symplectic structure. Under mild technical assumptions
on the orbits O′p in O
′, the morphism (5) is a Lagrangian fibration.
The technical assumption is satisfied, in particular, if each of the orbits O′p
in O′ is regular or closed [M2].
Remark 2.5. The existence of the moduli spaces M(G, c,O), of simple
pairs, follows from that of M(G, c, ρ,D). The existence of a coarse moduli
space M(G, c, ρ,D), as a (non-Hausdorff) complex analytic space, can be
shown, for example, by a variant of the arguments proving Theorem 4.3
in [Ra]. We expect that M(G, c, ρ,D) is an algebraic space, in analogy to
the case of simple sheaves [AK]. The similar moduli spaces of semi-stable
meromorphic Higgs pairs were constructed by Simpson [Sim]. Ramanathan’s
definition of stability and semi-stability for principal bundles [Ra], has a
straightforward analogue for the pairs parametrized by M(G, c, ρ,D). We
expect that the coarse moduli space of semi-stable pairs can be constructed,
as a separated algebraic scheme, by means of Geometric Invariant Theory.
Stable pairs are infinitesimally simple (an analogue of Proposition 3.2 in
[Ra]).
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The group GL(n) embeds in its Lie-algebra. Consequently, a pair (P,ϕ)
in M(G, c, ρ,D) can be considered as a Higgs bundles with poles along D,
when G = GL(n) and ρ is the standard representation. In that case, the
moduli space M(G, c, ρ,D)ss of semi-stable pairs, is a Zariski open subset of
the moduli space of semi-stable Higgs bundles constructed by Nitsure and
Simpson [N, Sim].
The construction of the moduli space of semi-stable pairs, for a general
reductive G, definitely merits further consideration. We do not address it
here, as the study of the Poisson geometry is infinitesimal in nature. The
only exception is the complete integrability of M(G, c,O). However, the
functorial results of [DG] lead to an alternative proof of the existence of a
coarse moduli space M(G, c,O)reg , as an algebraic space. M(G, c,O)reg is
the open subset of M(G, c,O) introduced in Definition 6.6. It is a relative
moduli space of a particular type of T -torsors, on curves on a fixed algebraic
variety X(O) (see Section 3.3). The existence of M(G, c,O)reg follows from
the existence of Hilbert schemes and of relative Picards [AK].
3 Orbits
In Section 3.1 we recall a few basic facts about the orbits of G[[t]] × G[[t]]
in G((t)). In section 3.2 we consider a discrete topological invariant, which
marks connected components ofMΣ(G, c,O), when the group G is not simply
connected. In Section 3.3 we define the variety (T/W )Σ(O). The space
Char(O), of global sections of (T/W )Σ(O)→ Σ, is the target space for the
invariant polynomial map (4). The symplectic geometry of (T/W )Σ(O) is
studied in Section 3.4. Sections 3.3 and 3.4 will not be needed until Section
6.
3.1 Iwahori’s Theorem
Iwahori’s Theorem, for reductive groups over local fields such as C((t)),
asserts the equality:
G((t)) = G[[t]] · T ((t)) ·G[[t]].
Consequently, G[[t]]×G[[t]] orbits in G((t)) are in one-to-one correspondence
with orbits of N(T [[t]])×T [[t]] in T ((t)), where N(T [[t]]) acts by conjugation
and T [[t]] by multiplication. The latter orbits are parametrized by W -orbits
in the lattice Ch(T )∗ of co-characters of the maximal torus T . An element
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ϕ of T ((t)) determines the co-character ord(•, ϕ), which associates to λ ∈
Ch(T ) the order of the formal function λ(ϕ) ∈ C((t)) at t = 0.
Given a faithful representation ρ : G →֒ GL(V ), denote its set of weights
by A(ρ). A(ρ) is a finite W -invariant subset of Ch(T ). Given a W -orbit O
in Ch(T )∗, set
d+(O, ρ) := max{ϕ(w) | w ∈ A(ρ) and ϕ ∈ O}.
Let d−(O, ρ) be the minimum of the above set. If G is a simple group, then
we have the equality d−(O, ρ) = −d+(O, ρ). Define the “polar” divisor of
the singularity data O =
∑
p∈Σ
Op by
D := D(O, ρ) := −
∑
p∈Σ
d−(Op, ρ) · p (6)
If (P,ϕ) is a pair in M(G, c,O) and E is the vector bundle associated to P
via ρ, then ρ(ϕ) is a holomorphic section of End(E)(D).
3.2 A topological invariant
We introduce next a discrete topological invariant of a pair (P,ϕ) inMΣ(G, c,O).
Let Σ0 be the complement in Σ of the support of the singularity data O.
Consider the restriction P (G)|Σ0 of the adjoint bundle to Σ
0. Fix a point
p0 ∈ Σ
0. The identity section of P (G)|Σ0 maps π1(Σ
0, p0) injectively into
π1(p0, P (G)|Σ0 ). The image of π1(Σ
0, p0) is a normal subgroup. This can be
seen by the fact, that P ×G is a principal G-bundle over P (G) and P ×{1}
maps onto the identity section. Consequently, the fundamental group of
P (G)|Σ0 is naturally isomorphic to the product π1(Σ
0, p0) × π1(G). Using
this decomposition, the section ϕ induces a homomorphism
τϕ : π1(Σ
0, p0) −→ π1(G). (7)
The fundamental group π1(G) is isomorphic to a quotient of Ch(T )
∗ by
a W -invariant sublattice
Ch(T )∗ −→ π1(G). (8)
The kernel is the co-character lattice of the simply connected cover of the
semi-simple derived group [G,G]. The kernel is also identified as the co-
weight lattice of [g, g]. The homomorphism τϕ maps a loop around a point
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p, to the image via (8) of a co-character ap in the W -orbit Op. The homo-
morphism τϕ corresponds to a cohomology class in H
1(Σ0, π1(G)), since the
group π1(G) is abelian. If (P1, ϕ1) and (P2, ϕ2) are two pairs inMΣ(G, c,O),
then the difference τϕ1 − τϕ2 ∈ H
1(Σ0, π1(G)) is the restriction of a global
class in H1(Σ, π1(G)).
If G is semisimple, then the class τϕ determines a T˜ -local system over Σ
0,
where T˜ is a maximal torus of the universal cover of G. Partial compactifi-
cations, of the corresponding principal T˜ -bundle, will play an important role
in the study of the fibers of the invariant polynomial map (4) (see section
6.4).
We will need, in addition, the identification of τ as a connecting homo-
morphism. Let Gsc be the universal cover of G. We get the short exact
sequence of groups
0→ π1(G)→ G
sc → G→ 0.
The group G acts on Gsc by conjugation. We denote by P (Gsc) the associ-
ated bundle. It fits in a short exact sequence
0→ π1(G)Σ → P (G
sc)→ P (G)→ 0.
The corresponding sequence, of sheaves of analytic sections, is exact in the
analytic topology. We get a long exact sequence of sheaf cohomologies.
0 −→ H0an(Σ
0, π1(G)) → H
0
an(Σ
0, P (Gsc)) → H0an(Σ
0, P (G))
δan−→ H1an(Σ
0, π1(G)) → H
1
an(Σ
0, P (Gsc)). (9)
The class τϕ is equal to δan(ϕ). When Σ
0 is affine, the connecting homo-
morphism δan is surjective, as the last cohomology set is trivial.
Remark 3.1. The singularity data O should satisfy the following necessary
topological condition, for the moduli space MΣ(G, c,O) not to be empty.
For each singularity point p ∈ Σ, choose a co-character ap in the W -orbit
determined by Op. Then the sum
∑
p∈Σ ap projects to the identity in π1(G).
The image is independent of the choices, due to the W -invariance of the
projection (8). See Remark 8.1 for a proof of a more general condition.
The above topological condition admits a more refined algebraic version.
Compare with condition (23).
3.3 Invariant polynomials
Given a pair (P,ϕ) with singularities in O, we get a meromorphic section of
P (G)//P (G). The latter is isomorphic to the trivial (T/W )-bundle (T/W )Σ
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over Σ. We define below a birational model (T/W )(O) of (T/W )Σ, together
with a morphism
π : (T/W )(O) −→ Σ.
If a meromorphic map s : Σ → T/W comes from a pair (P,ϕ) with singu-
larities in O, then s is a holomorphic section of (T/W )(O).
We construct first a Zariski open subset (T/W )(O) of (T/W )(O). Its
complement has codimension ≥ 2. If a pair (P,ϕ) has singularities in O and
ϕ is strictly-semi-simple and split in the sense below, at each of its singularity
points, then char(P,ϕ) is a section of (T/W )(O). (Call an element of G((t))
strictly-semi-simple and split, if it can be conjugated into T ((t)) via an
element of G[[t]]). We define (T/W )(O) first as an orbifold (a scheme with
quotient singularities). We will show that it is Hausdorff (a separated quasi-
projective variety) by considering the local toric model of its W -cover. The
construction of (T/W )(O), as an orbifold, is local over the curve Σ, so we
may assume that Op = G[[t]] for all p 6= p0. Let A ⊂ Ch(T )∗ be the W -
orbit corresponding to Op0 . Given a ∈ A, define X(a) to be the principal
T -bundle characterized by
X(a)×T λ = OΣ(a(λ) · p0) \ (zero section), for all λ ∈ Ch(T ).
We have a natural trivialization of X(a) over Σ \ {p0}. We define X(O)
to be a scheme with an open cover by the X(a), a ∈ A. Given a, b in A,
we glue X(a) and X(b) by the trivializations (leaving their fibers over p0
disjoint). The Weyl group acts on the disjoint union of the X(a) permuting
the connected components. The W -action descends to X(O). We set
(T/W )(O) := X(O)/W.
The smooth variety X(O) has a local toric model. We replace the base
curve by the affine line Σ := C and assume that Op = G[[t]] for all p 6= 0.
Set T˜ := C× × T . Let A˜ ⊂ Ch(T˜ )∗ be the set of graphs of elements of A.
Given a : C× → T , its graph is
a˜ := (id, a) : C× → [C× × T ].
The vectors in A˜ generate a strongly convex rational polyhedral cone σ in
Ch(T˜ )∗ ⊗Z R. The fan F , consisting of all the faces of σ, corresponds to a
singular affine toric variety X(F ). Our toric variety X(O) is the complement
in X(F ) of all the T˜ -orbits of codimension ≥ 2. In other words, we work with
the fan F , consisting of the faces of σ of dimension zero and 1. Each element
of A˜ generates a one-dimensional face of σ. Then X(O) is the smooth toric
variety X(F ) and
(T/W )(O) ∼= X(F )/W.
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The fiber of (T/W )(O) over 0 is isomorphic to T/Wa, where Wa is the
stabilizer of a co-character a ∈ A.
Let X(O) be the partial toroidal compactification of X(O), given locally
by the toric model X(F ). The values of the invariant polynomial morphism
(4) are global sections of the W -quotient
(T/W )(O) := X(O)/W. (10)
Further information on the structure of (T/W )(O) and (T/W )(O) is
provided in Lemma 6.2.
Example 3.2. LetG = SL(2) and letO correspond to theW -orbit {ka,−ka},
where the co-character a is the generator of Ch(T )∗ and k is a positive inte-
ger. Then Ch(T˜ )∗ is spanned by the graph e of the trivial co-character and
by a. The fan F consists of faces of dimension ≤ 1 of the cone σ generated
by e+ka and e−ka. The dual cone σ∨ is generated by ke∗+a∗ and ke∗−a∗.
The semigroup of lattice points in σ∨ is generated by the three points e∗,
ke∗ + a∗, and ke∗ − a∗. X(F ) is the complement of the isolated singular
point (x,w, z) = (0, 0, 0), in the affine surface
Spec(C[x, xky, xky−1]) ∼= Spec(C[x,w, z]/(x2k = wz).
It maps to A1 = Spec(C[x]). The fiber over 0 is wz = 0, which is the disjoint
union of two C×’s. The fiber over c is the smooth affine conic wz = c2k,
which is isomorphic to C×. W acts on X(F ) by interchanging z and w. The
quotient X(F )/W is the complement of the origin in the surface
Spec(C[x,w + z, wz]/(x2k = wz) ∼= Spec(C[x,w + z]) ∼= A2.
3.4 2-forms
We investigate in this section the symplectic geometry of the variety X(O).
Lemma 3.3 shows that the space of global sections of π : (T/W )(O) →
Σ is the base of a prym integrable system of the type studied in [HM1].
The results of this section will not be used in the rest of the paper. We
include them nevertheless, since they lead to a very short construction of
the integrable systems of the current paper, using the results of [HM1]. The
results of [HM1] require the additional smoothness assumption for the W -
covers in X(O) of sections of (T/W )(O).
Given a character λ ∈ Ch(T ), we get the bundle homomorphism
(λ× I) : T × Σ −→ C× × Σ.
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Let ω be the C×-invariant two-form dtt ∧ dz on the surface C
× × Σ and ωλ
its pullback to X := T ×Σ. We get a W -equivariant linear homomorphism
Ω : Ch(T ) −→ H0(X,
2
∧ T ∗X).
λ 7→ ωλ.
Consequently, we can regard Ω as aW -invariant section of H0(X, (
2
∧ T ∗X)⊗C
t). It is, in fact, a section of the subbundle π∗TΣ ⊗ T
∗
X/Σ ⊗ t, where T
∗
X/Σ is
the relative cotangent bundle.
Lemma 3.3. 1. The t-valued 2-form Ω extends to an algebraic and W -
invariant t-valued 2-form Ω on X(O).
2. The contraction with Ω induces a surjective homomorphism from
2
∧
TX(O) to the trivial t-bundle.
3. The wedge square Ω ∧Ω vanishes as a section of
4
∧ T ∗X ⊗C t⊗ t.
Proof: The lemma is clear in case X(O) = T × Σ. In general, we do have
a birational isomorphism between X(O) and T ×Σ, so the question is local
in the neighborhood of each fiber of X(O) over a singularity point p ∈ Σ.
Given a divisor D :=
∑d
i=1mipi, pi ∈ Σ, the 2-form ω, being C
×-invariant,
extends to a non-degenerate 2-form on the complement of the zero section
in OΣ(D). Consequently, we get a linear homomorphism
Ω : Ch(T ) −→ H0(X(a),
2
∧ T ∗X(a)),
for each a ∈ Ch(T )∗. It is easy to see that contraction with Ω induces
a surjective homomorphism from
2
∧ TX(a) to the trivial t-bundle over X(a).
Moreover, Ω glues to a global t-valued 2-form onX(O), which isW -invariant.
✷
Let s : Σ →֒ (T/W )(O) be a section, C the inverse image of s(Σ) in
X(O), and q : C → s(Σ) the natural morphism. Assume that C is smooth.
W acts on the vector bundle [q∗(T
∗C) ⊗C t] via the diagonal action (via
automorphisms of C on the first factor and via the standard reflection rep-
resentation on t). Denote by Ns(Σ) the normal bundle of s(Σ) in (T/W )(O).
Contraction with Ω induces an injective homomorphism from NC/X(O) into
T ∗C ⊗C t. The homomorphism is not surjective along the ramification points
of q. Nevertheless, Lemma 3.3 implies:
Corollary 3.4. The following three vector bundles are isomorphic:
[q∗(T
∗C)⊗C t]
W ∼= [q∗NC ]
W ∼= Ns(Σ).
J.C. Hurtubise and E. Markman 891
Proof: This was proven, in a slightly more general setting, in Lemma 5.6
in [HM1]. ✷
Note that the global sections of [q∗(T
∗C)⊗C t]
W are the global one-forms
on the generalized prym (47). Hence, the dimension of the generalized prym
is equal to the dimension of (the component in) the space of global sections
of (T/W )(O). It was shown in [HM1] that the union M , of the generalized
pryms parametrized by sections of (T/W )(O), admits a canonical symplectic
structure. Moreover, the generalized pryms are Lagrangian subvarieties of
M .
4 Infinitesimal study of M(G, c,O)
4.1 Infinitesimal deformations
We identify first the infinitesimal deformations of a meromorphic section
ϕ in the adjoint bundle P (G) of a fixed principal bundle P . We further
restrict attention to deformations with singularities is a fixed formal sum
O =
∑
p∈ΣOp. These infinitesimal deformations are determined by the
global sections of a vector bundle ad(P,ϕ) defined below (Lemma 4.2).
Let ∆ϕ ⊂ Pg⊕ Pg be the subbundle
∆ϕ := {(a, b) : a+Adϕ(b) = 0}. (11)
Denote the quotient by
ad(P,ϕ) := [Pg⊕ Pg]/∆ϕ.
We get the short exact sequence
0→ ∆ϕ → [Pg⊕ Pg]
q
−→ ad(P,ϕ) → 0. (12)
Notice that the intersection of ∆ϕ with the sum of the centers P z ⊕ P z is
given by
∆ϕ ∩ [P z⊕ P z] = {(a, b) ∈ P z⊕ P z : a+ b = 0} (13)
and is isomorphic to P z. In particular, the image of P z ⊕ P z in ad(P,ϕ) is
isomorphic to P z. Let ei : Pg →֒ Pg ⊕ Pg, i = 1, 2, be the two inclusions
and denote by
Rϕ, Lϕ : Pg −→ ad(P,ϕ)
the two compositions Rϕ := q ◦ e1 and Lϕ := q ◦ e2. We set
adϕ := Lϕ −Rϕ.
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Example 4.1. If ϕ = I is the identity section of P (G), then ad(P, I) = Pg.
If ϕ is a holomorphic section of P (G), then Rϕ and Lϕ are isomorphisms. If
ϕ is a holomorphic section of the center of P (G), then Rϕ = Lϕ.
The following Lemma explains the geometric significance of ad(P,ϕ) in
terms of a faithful representation ρ and the associated vector bundle E.
Assume that ϕ is a holomorphic section of End(E)(D) and let
Rρ(ϕ), Lρ(ϕ) : End(E) → End(E)(D)
be the homomorphisms given by left and right multiplication by ρ(ϕ).
Lemma 4.2. 1. The image of the composition homomorphism
[Pg⊕ Pg]
(ρ,ρ)
−→ End(E)⊕ End(E)
(Rρ(ϕ),Lρ(ϕ))
−→ End(E)(D)
is isomorphic to ad(P,ϕ). Moreover, under this identification, Rϕ and
Lϕ correspond to Rρ(ϕ) and Lρ(ϕ).
2. The global sections of ad(P,ϕ) are in one-to-one correspondence with
the infinitesimal deformations of ϕ as a section of the sheaf of double
orbits
ρ(P (G)) · ϕ · ρ(P (G)) ⊂ End(E)(D).
Proof: The kernel of the above composition is clearly isomorphic to ∆ϕ. ✷
Corollary 4.3. The infinitesimal deformations of the pair (P,ϕ) inM(G, c,O)
are naturally identified by the first hyper-cohomology of the complex (in de-
grees 0 and 1)
Pg
adϕ
−→ ad(P,ϕ). (14)
Proof: A repetition of the arguments in [Bo1, BR, M1]. ✷
We define next the notion of a family of pairs with singularities in O. Let
X a scheme of finite type over C. Assume given a pair (P,Φ), of a principal
bundle P over Σ×X and a meromorphic section Φ of P(G).
Definition 4.4. We say that Φ has a locally constant singularity type, if
each point (p, x) ∈ Σ×X admits 1) open neighborhoods (analytic, e´tale, or
even formal) U ⊂ Σ of p and V ⊂ X of x, 2) a regular section (trivialization)
η : U ×V → P, 3) a regular section f of P(G) over U ×V , and 4) a rational
morphism ϕ : U → G, satisfying
f · Φ · η = η · (ϕ ◦ πΣ).
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In other words, the trivialization η takes the meromorphic section f · Φ to
a rational morphism from U × V to G, which is the pullback of a rational
morphism from U to G. We say that Φ has singularities in O, if, furthermore,
ϕ has singularities in O.
If Φ has singularities in O, then the quotient sheaf ad(P,Φ) of Pg⊕Pg,
by the relative analogue ∆Φ of (11), is easily seen to be a locally free sheaf
on Σ×X.
Remark 4.5. In a relative setting, the Kodaira-Spencer map can be iden-
tified cohomologically by the homomorphism κ0 defined below in (15). Let
X be a scheme, P a principal G-bundle over X × Σ, and ϕ a meromorphic
section of P (G) with a constant singularity data O. Let πX : X × Σ → X
be the projection. Denote by A(P ) the Atiyah algebra of G-invariant vector
fields on P with symbols in π∗XTX. A(P ) is a sheaf on X ×Σ, which fits in
the short exact sequence of the symbol map σ
0→ Pg −→ A(P )
σ
−→ π∗TX → 0.
Away from its singularities, we regard ϕ as an automorphism of P . Given
a vector field ξ on P , we get the new vector field adϕ(ξ), which takes a local
function f on P to ϕ∗(ξ(f)) − ξϕ∗(f) (and ϕ∗ is pullback by ϕ
−1). This is
simply the infinitesimal version of conjugating by ϕ a one-parameter family
of automorphisms of P . The G action commutes with the P (G)-action.
Hence, away from its singularities, adϕ takes sections of A(P ) to sections of
A(P ). Moreover, its image consists of vertical tangent vectors, i.e., its image
is in Pg. Globally, we get a homomorphism
adϕ : A(P ) −→ ad(P,ϕ),
which restricts to the homomorphism (14) on Pg. We get the following
diagram of complexes on X × Σ.
[0→ π∗XTX]
(0,σ)
←− [Pg→ A(P )]
(id,adϕ)
−→ [Pg
adϕ
−→ ad(P,ϕ)].
The left homomorphism of complexes (0, σ) is a quasi-isomorphism. Hence,
we get on the level of higher direct images a homomorphism
κi : TX ⊗H i(Σ,OΣ) −→ R
i+1
πX,∗[Pg
adϕ
−→ ad(P,ϕ)]. (15)
The relative Kodaira-Spencer map is κ0.
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The universal properties of M(G, c,O) imply, that the Zariski tangent
space at a point (P,ϕ) is given by the first hypercohomology of (14)
T(P,ϕ)M(G, c,O) ∼= H
1(Pg
adϕ
−→ ad(P,ϕ)).
More generally, if the pair (P,ϕ) is infinitesimally simple, then the first
hypercohomology of (14) computes the tangent space of the moduli stack.
4.2 The symplectic structure
The cotangent space at a point (P,ϕ) in M(G, c,O) is given by the first
hypercohomology of the complex
ad(P,ϕ)∗
ad∗ϕ
−→ Pg∗. (16)
(here we used a trivialization of the canonical line bundle of Σ). We have
a natural homomorphism Ψ from the cotangent complex to the tangent
complex:
Pg
adϕ
−→ ad(P,ϕ)
Ψ0 ↑ ↑ Ψ1
ad(P,ϕ)∗
ad∗ϕ
−→ Pg∗.
In degree 1 the homomorphism Ψ1 is the composition of the isomorphism
Pg∗ ∼= Pg with the homomorphism Lϕ from Pg to ad(P,ϕ). It is easier to
define the dual of the homomorphism Ψ0 in degree zero. The negative −Ψ
∗
0
of the dual is the composition of the isomorphism Pg∗ ∼= Pg with the right
multiplication homomorphism Rϕ from Pg to ad(P,ϕ).
We need to check that Ψ is a homomorphism of complexes. It suffices
to check it away from the singular divisor of ϕ. Over this open subset of Σ,
the invariant bilinear form on g induces an isomorphism
ad(P,ϕ)∗ ∼= ad(P,ϕ−1).
The composition, of Ψ0 with the generic isomorphism ad(P,ϕ)
∗ ∼= ad(P,ϕ−1),
is equal to the negative of left multiplication by ϕ. Similarly, ad∗ϕ becomes
−adϕ. The commutativity adϕ ◦Ψ0 = Ψ1 ◦ ad
∗
ϕ follows.
Remark 4.6. If we interchange the roles of left and right multiplication in
the above construction, we get another homomorphism of complexes. The
two homomorphism of complexes are homotopic. The homotopy is given by
the complex homomorphism h, of degree −1, from (16) to (14), which sends
Pg∗ isomorphically to Pg. Indeed, (ψ0, ψ1) − (h ◦ ad
∗
ϕ, adϕ ◦ h) is obtained
from (ψ0, ψ1) by interchanging the roles of Lϕ and Rϕ.
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We get an induced homomorphism
Ψ : T ∗(P,ϕ)M(G, c,O) −→ T(P,ϕ)M(G, c,O)
on the level of first hypercohomology. We will see in Theorem 4.13, that the
moduli space M(G, c,O) is smooth. The above construction can be carried
out in the relative setting of families of pairs. The relative construction gives
rise to a global homomorphism from the cotangent to the tangent bundles:
Ψ : T ∗M(G, c,O) −→ TM(G, c,O). (17)
Theorem 4.7. The homomorphism Ψ, given in (17), is an anti-self-dual
isomorphism. Its inverse defines a non-degenerate closed algebraic 2-form
on M(G, c,O).
Proof: (of Theorem 4.7) Note that −Ψ∗ is the complex homomorphism
obtained from Ψ by interchanging the roles of Rϕ and Lϕ. Consequently, the
complex homomorphisms Ψ and −Ψ∗ are homotopic (Remark 4.6). It follows
that the homomorphism Ψ is anti-self-dual, on the level of first cohomology.
We prove next that Ψ is a quasi-isomorphism. We have the short exact
sequence of complexes
 ad(P,ϕ)∗↓ ad∗ϕ
Pg∗
 −R
∗
ϕ
−→
Lϕ
−→
 Pg↓ adϕ
ad(P,ϕ)
 q0−→
q1
−→
 Pg/Im(R∗ϕ)↓ adϕ
ad(P,ϕ)/Im(Lϕ)

where the first column is (16) and the second is (14). The image of the
homomorphism (Lϕ, adϕ) : [Pg ⊕ Pg] → ad(P,ϕ) is equal to the image
of (Lϕ, Rϕ). The latter is surjective, by definition of ad(P,ϕ). It follows
that the vertical right hand homomorphism adϕ is surjective. It is clearly a
homomorphism between two sheaves with zero-dimensional support and the
two sheaves have the same length. Hence, adϕ is an isomorphism.
The closedness of the 2-form is proven in Section 5. ✷
4.3 The dimension formula
We will need to calculate the degree of ad(P,ϕ). We first observe that the
sequence (12) is self-dual. Denote by κ : Pg→ Pg∗ the isomorphism induced
by the invariant bilinear pairing.
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Lemma 4.8. 1. We have the commutative diagram, whose vertical ho-
momorphisms are isomorphisms:
0 → ∆ϕ → Pg⊕ Pg → ad(P,ϕ) → 0
↓ ∼= ↓
[
0 κ
−κ 0
]
↓
0 → ad(P,ϕ)∗ → [Pg⊕ Pg]∗ → ∆∗ϕ → 0.
2. The following vector bundles are canonically isomorphic:
ad(P,ϕ) ∼= ∆∗ϕ
∼= [Pg∩Adϕ(Pg)]
∗ ∼= [Adϕ−1(Pg)∩Pg]
∗ ∼= ∆∗ϕ−1
∼= ad(P,ϕ−1).
Proof: 1) The kernel K of
0→ K → [Pg⊕ Pg]∗ → ∆∗ϕ → 0
is equal to
K = {(α, β) ∈ Pg∗ ⊕ Pg∗ | β = Ad∗ϕ(α)}.
We see, that
[
0 κ
−κ 0
]
maps ∆ϕ isomorphically onto K. By its defini-
tion, the vector bundle ad(P,ϕ)∗ is equal to K. In particular, ad(P,ϕ) is
isomorphic to ∆∗ϕ.
2) The first isomorphism was proven in part 1. The image of the homo-
morphism
[Adϕ(Pg) ∩ Pg] −→ Pg⊕ Pg
a 7→ (a,−Adϕ−1(a))
is equal to ∆ϕ. The second isomorphism follows. The isomorphism
Adϕ−1 : [Adϕ(Pg) ∩ Pg]
∼=
−→ [Pg ∩Adϕ−1(Pg)]
implies the third isomorphism. ✷
Given a W -invariant set of characters B ⊂ Ch(T ) and a G[[t]] × G[[t]]
orbit O in G((t)), we define the sum∑
α∈B
ord(α,O)
by choosing a representative of O lying in T ((t))∩O. The sum is independent
off the choice because B is W -invariant.
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Lemma 4.9. The degree of ad(P,ϕ) is given by the following formula:
χ(ad(P,ϕ)) =
∑
p∈Σ
∑
α∈Φ
max{0,−ordp(α,Op)},
where Op is the P (G(Oˆ(p)))× P (G(Oˆ(p))) orbit of ϕ.
Proof: It suffices to calculate the degree of [Adϕ−1(Pg) ∩ Pg], which is
isomorphic to ad(P,ϕ)∗ by Lemma 4.8. The calculation of the subsheaf
[Adϕ−1(Pg) ∩ Pg] of Pg is local and we may assume that ϕ is an element
of T ((t)). Then the sheaf [Adϕ(Pg) ∩ Pg] decomposes as a direct sum of
line-bundles
[Adϕ−1(Pg) ∩ Pg] = {a ∈ Pg : Adϕ(a) ∈ Pg} = ⊕α∈Φt
max{0,−ord(α,ϕ)}Pgα.
(18)
✷
We set
γ(Op) :=
∑
α∈Φ
max{0,−ordp(α,Op)}.
The formula for γ(Op) can be simplified once we choose a dominant co-
character representing Op (see Equation (19)). Let Λr be the root lattice,
∆ := {α1, . . . , αr} its basis of simple roots, and ∆
∨ := {α∨1 , . . . , α
∨
r } the basis
of co-roots, where α∨i :=
2αi
(αi,αi)
. Denote by {λ1, . . . , λr} the basis of funda-
mental dominant weights of the weight lattice Λ. Recall that {λ1, . . . , λr}
is the basis dual to ∆∨ with respect to the inner product: (λi, α
∨
j ) = δi,j .
We have the natural inclusions Λr ⊂ Λ, Λr ⊂ Ch(T ), and a homomorphism
Ch(T ) → Λ. The latter homomorphism is injective if G is semi-simple and
surjective if G is simply connected. Let Φ+ be the set of positive roots. Set
δ :=
1
2
∑
α∈Φ+
α.
Then the following relation holds ([Hum1] Section 13.3 Lemma A page 70):
δ =
r∑
i=1
λi.
The fundamental Weyl chamber C(∆) ⊂ Λ ⊗Z R is the cone generated by
the fundamental weights. Given a co-character a ∈ Ch(T )∗, we denote by
a¯ its image in Λ∗r. We say that a is dominant, if a¯ = (b, •) for a dominant
weight b. Every W -orbit in Ch(T )∗ contains a dominant element.
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Choose a co-character a of Op with −a dominant. Then α(a¯) ≤ 0, for
every positive root α. We get that
γ(Op) = −2a¯(δ). (19)
Note that the integer γ(Op) is the dimension of the orbit, parametrized by
Op, in the loop grassmannian G((t))/G[[t]] (see [Lu]).
Corollary 4.10. Let (P,ϕ) be a simple pair. The dimension of the Zariski
tangent space of M(G, c,O) at (P,ϕ) is given by
dim(M(G, c,O)) = 2dim(z) +
∑
p∈Σ
γ(Op).
Smoothness M(G, c,O) is established in Theorem 4.13. Consequently,
the corollary determines the dimension of M(G, c,O). The similarity, be-
tween the dimension of M(G, c,O) and the dimension of products of orbits
in the loop Grassmannian, is explained in Section 8.1. The dimension γ(Op),
of such an orbit, is even if the group G is simply connected. In general, γ(Op)
may not be even (see Equation (20)). Theorem 4.7 implies, that the sum∑
p∈Σ γ(Op) is even. This follows independently from the topological non-
emptiness condition in Remark 3.1
Proof of the Corollary: We follow a straightforward calculation. The
pair (P,ϕ) is infinitesimally simple. It follows that H0 of the complex (14)
is isomorphic to z. The second cohomology of (14) is dual to H0 of the
complex (16). The latter is isomorphic to z∗ (identify ad(P,ϕ)∗ with ∆ϕ via
Lemma 4.8 and use the equality (13)).
The dimension of the Zariski tangent space of M(G, c,O) is equal to the
dimension of H1 of the complex (14). It is given by
dimH1 = dimH0+dimH2−[χ(Pg)−χ(ad(P,ϕ)] = 2dim(z)+χ(ad(P,ϕ)).
✷
Example 4.11. Let G = GL(n), D an effective divisor, E a rank n vec-
tor bundle and ϕ,ψ : E → E(D) two homomorphisms. G[[t]] × G[[t]]
orbits in G((t)) are in one-to-one correspondence with G[[t]]-orbits in the
loop Grassmannian G((t))/G[[t]]. Hence, ϕ and ψ belong to the same orbit
O =
∑
p∈ΣOp, if and only if their co-kernels are isomorphic as OΣ-modules.
Denote by ǫi, i = 1, . . . , n, the weights of the standard representation. The
roots of gln and sln are {ǫi − ǫj}
n
i,j=1, i 6=j, the fundamental weights are
λi =
∑i
j=1 ǫj−
i
n(ǫ1+ · · ·+ ǫn), 1 ≤ i ≤ n−1, and 2δ =
∑n
i=1(n+1−2i) · ǫi.
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Assume that the co-character ordp(•, ϕ) is in the W -orbit of −(bp, •), for
some dominant weight bp =
∑n−1
i=1 βi(p)λi, βi(p) ≥ 0. Then
dimM(GL(n), c,O) = 2+
∑
p∈Σ
(bp, 2δ) = 2+
∑
p∈Σ
n−1∑
i=1
βi(p)[i · (n− i)]. (20)
See equation (91) for a version of this formula in a special case.
Example 4.12. Certain partial flag varieties are realized as orbits in the
loop Grassmannian G((t))/G[[t]]. If Op corresponds to such an orbit, then
the contribution γ(Op), of the point p to the dimension ofM(G, c,O), is equal
to the dimension of the flag variety (see the formula in Corollary 4.10). We
compile here a list of such cases. The geometry of the corresponding moduli
spaces M(G, c,O) is studied in Section 10, for groups G of type A and D.
Let P be a parabolic subgroup of G and suppose that a ∈ Ch(T )∗ satisfies
a(α) ≥ 0 for every root α of P and
a(α) = −1 for every root α of G, which is not a root of P
(it follows that a vanishes on the roots of the Levi factor of P ). Let Op
be an orbit with co-characters in the W -orbit of a. Then γ(Op) is equal to
the dimension of G/P . Examples of such pairs (P, a) can be obtained as
follows. Assume that G is of adjoint type. Then the root lattice coincides
with the character lattice. Choose a basis ∆ of simple roots with dual basis
∆∗ ⊂ Ch(T )∗. Let α ∈ ∆ be a simple root and a := α∗ ∈ ∆∗ its dual. Let
Pα be the maximal parabolic corresponding to α. The set of roots of Pα is
ΦPα := {β ∈ Φ : α
∗(β) ≥ 0}. The set of roots ΦUα , of the unipotent radical
of Pα, is defined using a strict inequality. We get the equality
γ(Op) :=
∑
β∈Φ
max{0,−α∗(β)} =
∑
β∈−ΦUα
α∗(β) (21)
(the sum of the coefficients of α in the roots of the unipotent radical of the
opposite parabolic). Assume that α satisfies the following condition:
α∗(β) ∈ {0, 1,−1}, for every root β. (22)
Then the sum (21) is precisely the dimension of G/Pα.
The co-character α∗ determines the orbit O := G[[t]]α∗G[[t]]/G[[t]] in
the loop grassmannian G((t))/G[[t]]. The subgroup of G((t)), stabilizing the
image of G[[t]] in G((t))/G[[t]], is G[[t]] itself. Hence, the subgroup of G((t)),
stabilizing the image of α∗ in G((t))/G[[t]], is Ad−1α∗ (G[[t]]). Consequently,
the subgroup G[[t]]α∗ of G[[t]], stabilizing the image of α
∗ in G((t))/G[[t]],
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is G[[t]]∩Ad−1α∗ (G[[t]]). We see, that evaluation at t = 0 induces a surjective
homomorphism from G[[t]]α∗ onto Pα. We have a natural morphism from the
orbit O to the flag variety G/Pα. The orbit O is a tG[[t]]/(tG[[t]]∩G[[t]]α∗ )-
bundle over G/Pα. The Lie-algebra of G[[t]]α∗ is given by (18), with ϕ
replaced by α∗. Condition (22) is equivalent to the condition, that the
morphism O→ G/Pα is an isomorphism.
When G is of type An, then all maximal parabolics satisfy condition
(22). The corresponding flag varieties are Grassmannians of subspaces in
the standard representation of SL(n+1). When G is of type Dn, then only
the three roots at the ends of the Dynkin diagram satisfy condition (22). The
corresponding flag varieties of SO(2n) parametrize isotropic subspaces in the
standard 2n-dimensional representation. The subspaces are of dimensions 1
(the quadric in P2n−1) or n (two distinct components). WhenG is of typeBn,
then the only root satisfying condition (22) is the long root at the edge of the
Dynkin diagram. The corresponding flag variety is the (2n− 1)-dimensional
quadric in P2n of isotropic lines in the standard representation of SO(2n+1).
When G is of type Cn, then the only root satisfying condition (22) is the
long root. The corresponding flag variety is the Lagrangian grassmannian of
Sp(2n). When G is of type E6, the two simple roots α1 and α6 give rise to
compact orbits in the loop Grassmannian. When G is E7, then only one root
α7 leads to a compact orbit. For E8, F4, and G2, there isn’t any maximal
parabolic satisfying condition (22) (see the table of highest roots in [Hum1]
page 66 Table 2).
Note, that all partial flag varieties of maximal parabolics, admit realiza-
tions as G[[t]] orbits in G((t1/d))/G[[t]], for d-th roots of t of sufficiently high
order.
A non-emptiness condition: The data O =
∑
p∈ΣOp needs to sat-
isfy a general necessary condition, in order for M(G, c,O) to be non-empty.
Let (P,ϕ) be a pair in M(G, c,O), ρ : G → GL(n) a representation, E the
associated vector bundle and ρ(ϕ) : E → E the associated meromorphic en-
domorphism. Then the zero and polar divisors of det(ρ(ϕ)) must be linearly
equivalent. In terms of the weights A ⊂ Ch(T ) of the representation, the
condition becomes:
∑
p∈Σ
[∑
w∈A
max{0,−ordp(w,Op)}
]
·p ∼
∑
p∈Σ
[∑
w∈A
max{0, ordp(w,Op)}
]
·p.
(23)
(See Remark 3.1 for a topological version of this condition and equation (90)
for a down to earth version of this condition in a special case).
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4.4 Smoothness
We use the T 1-lifting property of Ziv Ran to prove thatM(G, c,O) is smooth
[Kaw, R2].
Theorem 4.13. The moduli space MΣ(G, c,O) is smooth (or empty).
Proof: We follow Kawamata’s proof of the Mukai-Artamkin criterion ([Kaw]
Theorem 3). Let (Art) be the category of Artinian local C algebras with
residue field C. Let (Set) be the category of sets. Fix a simple pair (P,ϕ)
with singularities in O. Consider the following deformation functor D :
(Art) → (Set). D(A) is the set of isomorphism classes of triples (P,Φ, f0),
where P is a principal G-bundle on Σ×Spec(A), Φ is a section of P(G) with
singularities in O (Definition 4.4), and f0 is an isomorphism of (P,Φ)×Spec(A)
Spec(k) with (P,ϕ).
Set An := C[t]/(tn+1) and Bn := An ⊗C A1. Let βn : Bn → An be the
natural homomorphism. Set Σn := Σ × Spec(An). Given (Pn,Φn, f0) ∈
D(An), we denote by (Pn−1,Φn−1, f0) its restriction to Spec(An−1). De-
fine T 1((Pn,Φn)/An) to be the set of isomorphism classes of quadruples
(Yn,Ψn, h0, hn), where (Yn,Ψn, h0) is an object in D(Bn) and hn is an iso-
morphism between (Pn,Φn) and the restriction of (Yn,Ψn) to An. We require
also that h0 is the composition of f0 with the restriction of hn. Then we
have a natural identification
T 1((Pn,Φn)/An) ∼= H
1
(
Σn,
[
Png
adΦn−→ ad(Pn,Φn)
])
.
Denote the complex [Pg → ad(P,ϕ)] by C• and let C
n
• be the complex
[Png
adΦn−→ ad(Pn,Φn)]. We get a short exact sequence of complexes on Σn
0→ C• → C
n
• → C
n−1
• → 0. (24)
Considering the long exact sequence of hyper-cohomologies, we see that the
vector space H2(Σ, C•) is the obstruction space T 2 to lifting an infinitesimal
deformation of (Pn−1,Φn−1) to an infinitesimal deformation of (Pn,Φn).
Theorem 1 in [Kaw] and the universal properties of M(G, c,O) imply,
that smoothness of M(G, c,O) at (P,ϕ) follows from the T 1-lifting property
established in the Lemma 4.14. This completes the proof of Theorem 4.13.
✷
Key to the proof of the T 1-lifting property for simple sheaves, is Mukai’s
observation, that obstruction classes must live in the kernel of the trace map
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[Mu1]. Next, we construct the analogous trace map for our pairs. Let z be the
center of g and (z)Σn be the trivial z-bundle over Σn. Let tr0 : Png→ (z)Σn be
the projection with respect to the orthogonal decomposition, arising from the
invariant bilinear form on g. Using the equality (13), we get a commutative
diagram defining the homomorphism tr1
∆Φn → Png⊕ Png → ad(Pn,Φn)
↓ ↓ ↓ tr1
(z)Σn → (z)Σn ⊕ (z)Σn → (z)Σn ,
where the bottom right arrow is summation. We get the morphism of com-
plexes tr := (tr0, tr1)
tr : Cn• −→
[
(z)Σn
0
−→ (z)Σn
]
.
Denote the complex [(z)Σn
0
−→ (z)Σn ] by Z
n
• . Then H
2(Zn• ) is isomorphic
to H1((z)Σn) and hence to z ⊗ H
1(Σn,OΣn). If (P,ϕ) is simple, then the
morphism tri : Hi(Cn• ) → H
i(Zn• ) is an isomorphism for i = 0, 2. We have
shown that, when n = 0, in the proof of Corollary 4.10. It follows for every
n by Nakayama’s Lemma. We get the isomorphism
tr2 : H2(Cn• ) −→ H
2(Zn• )
∼= z⊗H1(OΣn).
Lemma 4.14. For any positive integer n and any object (Pn,Φn, f0) in
D(An), the restriction homomorphism
r : T 1((Pn,Φn)/An) −→ T
1((Pn−1,Φn−1)/An−1)
is surjective.
Proof: Consider the commutative diagram with exact rows, where the upper
row is a segment of the long exact sequence arising from (24).
H1(Cn• )
r
−→ H1(Cn−1• )
α
−→ H2(C•)
tr1 ↓ ↓ tr1 ↓ tr2
H1(Zn• )
β
−→ H1(Zn−1• )
γ
−→ H2(Z•)
Now, β is surjective, being equal to I ⊗ β′, where I is the identity of z
and β′ : H1(Σn,OΣn) → H
1(Σn−1,OΣn−1) is the natural homomorphism.
Hence, γ = 0. The injectivity of tr2 implies that α = 0. This establishes the
surjectivity of r. ✷
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5 The Jacobi Identity
We complete the proof of Theorem 4.7 in this section. Consider the pairing
θ :
2
∧ T ∗M(G, c,O) → H2(S, ωS) ∼= C
θ(α, β) = 〈ΨG(α), β〉, (25)
where ΨG is given in (17) and 〈•, •〉 is the Serre Duality pairing. The bracket
{f, g} of two local functions on M(G, c,O) is defined by
{f, g} := θ(df, dg).
The statement of Theorem 4.7, that ΨG is a Poisson structure, means that
the structure sheaf ofM(G, c,O) is a Lie algebra with respect to that bracket.
One has to prove the Jacobi identity
{f, {g, h}} + {g, {h, f}} + {h, {f, g}} = 0,
for every three local functions on M(G, c,O). We provide an algebraic proof
of the Jacobi identity in this section. Note that an alternative proof follows
from the relation with the Dynamical Yang-Baxter equation discussed in
section 9.
We reduce the proof of the Jacobi identity to the GL(n) case, by the
choice of the faithful representation ρ : G →֒ GL(n). We would have liked
to argue as follows. The moduli space M(G, c,O) is mapped into a Pois-
son moduli space M(GL(n), ρ(c),D). The Jacobi identity for the Poisson
structure on M(GL(n), ρ(c),D) would be verified by realizing this mod-
uli space as a moduli space of sheaves on a Poisson surface. Moreover,
M(G, c,O) is mapped into a single symplectic leaf M(GL(n), ρ(c), ρ(O)) of
M(GL(n), ρ(c),D). Furthermore, the symplectic form onM(GL(n), ρ(c), ρ(O))
restricts to the 2-form defined on M(G, c,O) via the tensor ΨG in Theorem
4.7.
Essentially, we will carry out the above argument. There are, however,
two major technical difficulties. First, the GL(n) pair (E, ρ(ϕ)), associated
to an infinitesimally simple G-pair (P,ϕ), may no longer be simple. Second,
the Jacobi identity for moduli spaces of sheaves on a Poisson surface was
proven, in general, only for locally free sheaves [Bo2] (see also [R1, Mu2] for
proofs in the case of locally free sheaves on a symplectic surface). However,
the spectral construction associates to a GL(n)-pair a sheaf supported on a
spectral curve in the Poisson surface
S := P[OΣ(D)⊕OΣ].
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Thus, we need to deal with torsion sheaves on S with pure one-dimensional
support. Moreover, the spectral curves arising from a general G could be
all singular and the eigensheaves on the spectral curves need not be line-
bundles. In section 5.2 we prove the Jacobi identity for all smooth moduli
spaces of simple sheaves on any Poisson surface (Theorem 5.3). This is done
by means of a Fourier-Mukai transform, which maps the moduli of simple
sheaves into a moduli space of locally free and simple sheaves.
Let us summarize the various constructions that we apply. We start with
a pair (P,ϕ) in M(G, c,O). We use the representation ρ : G →֒ GL(V ) to
get the GL(V )-pair (P ×ρV, ρ(ϕ)). The spectral dictionary associates to the
GL(V )-pair a sheaf F on the surface S with pure one-dimensional support
[Sim]. We then apply a Fourier-Mukai functor Φ to obtain a locally free
sheaf Φ(F ).
M(G, c,O)
e
−→ M(GL(V ), ρ(c),D) ⊂ Mρ
Φ
−→ X,
(P,ϕ) 7→ (P ×ρ V, ρ(ϕ)) 7→ F 7→ Φ(F ).
(26)
The proof of the Jacobi identity, for a general G, is based on a reduction
to the GL(n) case. This requires a separate proof of the GL(n) case first.
We chose to avoid duplications. In order to extract the proof of Theorem 4.7
in the GL(n) case first, the reader need only read Theorem 5.3 in Section
5.2 and proceed to Lemma 7.4.
5.1 Restriction of Poisson structures
We will first explain the proof of Theorem 4.7, ignoring the two difficulties
mentioned above. The changes required will be addressed in the following
sections starting with 5.2. When G = GL(n) and ρ is the standard repre-
sentation, the moduli space M(G, c, ρ,D) is naturally a Zariski open subset
of a moduli space Mρ of simple sheaves on the Poisson surface S. The sur-
face S has a C×-invariant Poisson structure [HM2]. The first Chern class,
of sheaves in Mρ, is equal to c1 (OS(n)⊗ π
∗OΣ(nD)), where OS(−1) is the
tautological line subbundle, of the pull back of OΣ(D) ⊕ OΣ to the ruled
surface S. This first chern class is represented by the n-th multiple, of the
image in S, of a section of the line bundle OΣ(D). The Euler characteristic
of sheaves in Mρ is the degree c, of the vector bundle E, of a pair (E,ϕ) in
M(GL(n), c, ρ,D). A generic pair (E,ϕ) corresponds to a line bundle F on
the spectral curve of (E,ϕ). The spectral curve belongs to the linear system
of the line bundle OS(n) ⊗ π
∗OΣ(nD). A proof of the Jacobi identity, ap-
plicable for the GL(n) case, was given in [DM, H] under certain regularity
assumptions.
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Let σ∞ ⊂ S be the section at infinity, so that S \ σ∞ is the total space
of OΣ(D). The spectral curves of pairs (E,ϕ) in M(GL(n), c, ρ,D) do not
meet σ∞. We note, that Mρ admits additional components consisting of
sheaves, whose one-dimensional support does meet σ∞. The support of such
sheaves necessarily contain σ∞, as well as some fibers of π : S → Σ. The
determinant line-bundle of such sheaves belongs to the component of Pic(S)
containing the line-bundle OS(n) ⊗ π
∗OΣ(nD), but it need not be equal to
OS(n)⊗ π
∗OΣ(nD).
For a general G, we adopt throughout section 5.1 the ideal assumptions:
1) the representation ρ induces a morphism
e : M(G, c,O) −→ M(GL(n), ρ(c),D) (27)
into a smooth moduli space of simple sheaves. 2) The tensor Ψρ, defined
on M(GL(n), ρ(c),D) in [HM2] (see also (72) below), is a Poison structure.
3) The moduli space M(GL(n), ρ(c), ρ(O)) is a symplectic symplectic leaf of
M(GL(n), ρ(c),D), where ρ(O) is the double orbit in GL(n)((t)) containing
the image of O via ρ. Assumption 3 is proven in Lemma 7.4. Assumption 2
will be dropped in section 5.2 and all three assumptions will be dropped in
section 5.4.
We describe in Lemma 5.1 a restriction operation for Poisson structures.
The essence of the Lemma is that, once a Poisson tensor can be restricted,
then there aren’t any differential obstructions for its restriction to be a Pois-
son structure. This parallels the symplectic case, in which the pull back
of a closed form is automatically closed. Let (X,ΨX) be a smooth Poisson
algebraic variety, e : M → X a morphism from a smooth variety M , and
ΨM ∈ H
0(M,TM ⊗ TM) a section. Let T ∗X|M be the pull back of the
cotangent bundle by e. Denote by Ψ−1X (TM) the subsheaf of T
∗X|M , which
is mapped via ΨX to the image of de : TM → TX|M .
Lemma/Definition 5.1. If all the conditions below are satisfied, then ΨM
is a Poisson structure. We refer to ΨM as the restriction of the Poisson
structure ΨX .
1. The differential de is everywhere injective.
2. The image of de ◦ ΨM : T
∗M → TX|M is contained in the image of
ΨX .
3. The outer square of the following diagram is commutative.
Ψ−1X (TM) → T
∗X|M
ΨX−→ TX|M
e∗ ↓ e∗ ↓ ↑ de
T ∗M = T ∗M
ΨM−→ TM.
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Remark 5.2. 1. Lemma 5.1 can be formulated in terms of the Poisson
variety (X,ΨX) and an embedding e : M →֒ X, without giving the
tensor ΨM . The Poisson structure ΨX can be restricted to M , if and
only if the restriction of ΨX to Ψ
−1
X (TM) factors through e
∗.
2. In the symplectic case, where ΨX is non-degenerate, commutativity
of the outer square means that ΨM is non-degenerate as well and the
2-form Ψ−1X restricts to Ψ
−1
M .
3. Note that the right square in the above diagram does not commute in
general.
Proof of Lemma 5.1: The Lemma is local and even formal, so we may as-
sume, for simplicity of notation, that e is an embedding. The anti-symmetry
of ΨM follows from that of ΨX . Let θX be pairing obtained from the Poisson
structure as in (25). The Jacobi identity on X is known to be equivalent to
the vanishing of the section d˜θX of
3
∧ TX defined by:
d˜θX(α, β, γ) := ΨX(α)θX(β, γ) − 〈[ΨX(α),ΨX(β)], γ〉 + cp(α, β, γ),
for 1-forms α, β, and γ on X (see [Bo2] Proposition 1.1 or the equalities (28)
below). Above, cp(α, β, γ) denotes the terms obtained from the previous two
by cyclic permutations of α, β, and γ. The first term on the right hand side
is Lie derivative of the function by the vector field ΨX(α). The second term
involves the Lie bracket of vector fields on X.
It is easy to check that d˜θM is a tensor (i.e., a section of
3
∧ TM). It
is, in fact, a section of the image of
3
∧ ΨM :
3
∧ T ∗M →
3
∧ TM . It suf-
fices to check the last statement locally for exact 1-forms αi = dfi. Ex-
panding the first term using Lie derivatives, we get ΨM(α1)〈ΨM (α2), α3〉 =
〈[ΨM (α1),ΨM (α2)], α3〉+ 〈ΨM (α2), LΨM (α1)α3〉, and thus
d˜θM (α1, α2, α3) = 〈ΨM (α2), LΨM (α1)α3〉+ cp(1, 2, 3) = by exactness
= 〈ΨM (α2), d〈ΨM (α1), α3〉〉+ cp(1, 2, 3) =
= {f2, {f1, f3}}+ cp(1, 2, 3). (28)
The last term depends only on ΨM (αi), i = 1, 2, 3.
Denote by T (X,M) the subsheaf of TX of vector fields tangent to M .
T (X,M) is a sheaf of Lie sub-algebras. Moreover, the restriction T (X,M)→
TM is a Lie algebra homomorphism. Assumptions 2 and 3 imply that the
restriction of d˜θX to Ψ
−1
X T (X,M) is the pull-back of d˜θM . In other words, if
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the one forms α, β, and γ are sections of the subsheaf Ψ−1X T (X,M) of T
∗X,
then we have the equality(
d˜θX(α, β, γ)
)
|M
= d˜θM (α|M , β|M , γ|M ).
Assumptions 2 and 3 imply that the restriction Ψ−1X (TM) → ΨM (T
∗M) is
surjective. Thus, the image ΨM (α), of every 1-form α on M , can be lifted,
locally, to a 1-form on X in Ψ−1X (TM). Consequently, the vanishing of d˜θX
implies the vanishing of d˜θM . ✷
Let us check the assumptions of Lemma 5.1 in case e is the morphism
(27). We denote by ΨG the tensor on M(G, c,O) provided by (17). The
tensor on M(GL(n), ρ(c), ρ(O)) is denoted by Ψρ.
Given a pair (P,ϕ) in M(G, c,O), with associated pair (E, ρ(ϕ)) in
M(GL(n), ρ(c), ρ(O)), we denote by Pg⊥ the subbundle of End(E) orthog-
onal to Pg with respect to the trace pairing
End(E) = Pg ⊕ Pg⊥.
The sequence (12) fits in a commutative diagram
0 → ∆ϕ → [Pg⊕ Pg]
q
−→ ad(P,ϕ) → 0
↓ ↓ ρ ↓
0 → ∆ρ(ϕ) → [End(E)⊕ End(E)] −→ ad(E, ρ(ϕ)) → 0.
Since Pg and Pg⊥ are Adρ(ϕ)-invariant, the vector bundle ∆ρ(ϕ) decomposes
as a direct sum of ∆ϕ with a subbundle ∆
⊥
ϕ of Pg
⊥ ⊕ Pg⊥. Consequently,
ad(E, ρ(ϕ)) decomposes as a direct sum
ad(E, ρ(ϕ)) = ad(P,ϕ) ⊕ ad(P,ϕ)⊥, where
ad(P,ϕ)⊥ = [Pg⊥ ⊕ Pg⊥]/∆⊥ϕ .
The homomorphisms q, e1 and e2, associated to ρ(ϕ) as in section 3.4, all
preserve the decompositions. It follows from the equalities Lρ(ϕ) = q ◦ e2
and Rρ(ϕ) = q ◦ e1, that both homomorphisms Lρ(ϕ), Rρ(ϕ) : End(E) →
ad(E, ρ(ϕ)) preserve the decompositions. Consequently, the complex (14)
of (E, ρ(ϕ)) decomposes as well. The injectivity assumption 1 follows. Pull
back Ψρ to M(G, c,O) as a homomorphism
e∗(Ψρ) : e
∗T ∗M(GL(n), ρ(c), ρ(O)) −→ e∗TM(GL(n), ρ(c), ρ(O)).
The pulled back Poisson structure e∗(Ψρ) preserves the decomposition e
∗(Ψρ) =
(ΨG,Ψ
⊥
G). Assumptions 2 and 3 follow.
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5.2 A Fourier-Mukai transform
The moduli space M(GL(n), ρ(c),D) is contained, as a Zariski open subset,
in a moduli spaceMρ of simple sheaves on S of pure one-dimensional support.
The moduli spaceM(GL(n), ρ(c),D) has an anti-symmetric tensor Ψρ given
in (72). It was verified in [HM2], that Ψρ coincides with the Mukai-Tyurin
tensor on Mρ. The Mukai-Tyurin tensor is induced by the C×-invariant
Poisson structure ψS on the surface S. One uses push-forward via ψS :
ωS → OS to get the homomorphism:
Ext1(F,F ⊗ ωS)
ψS,∗
−→ Ext1(F,F ). (29)
We will now prove that Ψρ is a Poisson structure. The argument in section
5.1 will imply, that ΨG is the restriction of Ψρ via e, provided we keep the
ideal assumption, that we have the morphism (27) into the smooth moduli
space Mρ.
Next, we extend Bottacin’s proof of the Jacobi identity, to the general
case of all simple sheaves.
Theorem 5.3. Let M be a smooth moduli space of simple sheaves on a
Poisson surface (S,ψS). Then the Mukai-Tyurin tensor ΨM , given in (29),
is a Poisson structure.
Remark 5.4. Note that the smoothness assumption is necessary, as there
are examples of singular moduli spaces of simple sheaves on a Poisson surface
(consider the structure sheaf of the curve in Example 8.6 in [DM]). Over
a symplectic surface, smoothness of any moduli space of simple sheaves
was proven by Mukai [Mu1]. Mukai’s smoothness Theorem extends, over
any Poisson surface (S,ψS), to moduli spaces of simple and locally free
sheaves. If E is a locally free sheaf on S, then Ext2S(E,E)
∗ is isomorphic to
H0(End(E)⊗ ωS). The latter is mapped injectively via ψS to a subspace of
H0(End(E)). If E is simple, thenH0(End(E)) is one-dimensional. If S is not
symplectic, then the image of H0(End(E)⊗ωS) consists of endomorphisms,
which vanish along the zero divisor of ψS . Hence, bothH
0(End(E)⊗ωS) and
Ext2S(E,E) vanish. The vanishing of Ext
2
S(E,E) implies the smoothness of
the moduli space at E [Ar, Mu1].
The rest of section 5.2 is devoted to the proof of Theorem 5.3. The
only simple sheaf with zero-dimensional support is the sky scraper sheaf of
a point. The moduli space M is then isomorphic to the surface S, ΨM is
just ψS , and the Theorem holds trivially.
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We assume from now on that the sheaves parametrized by M have sup-
port of pure dimension ≥ 1. We will construct a morphism
Φ : M −→ X (30)
into a moduli space X of simple and locally free sheaves on S. The tensor
ΨX , given by (29) on the moduli space X, is known to be a Poisson structure
[Bo2]. The morphism Φ will satisfy the assumptions of Lemma 5.1 and ΨM
is the restriction of ΨX .
Assume that all sheaves F , in some Zariski open subset of M , satisfy the
following assumptions:
H i(F ) = 0, for i > 0,
H i(F ⊗ ωS) = 0, for i > 0, and
F is generated by global sections.
 (31)
The assumptions will always hold in some neighborhood of a given sheaf,
after we compose e in (27) with tensorization by a sufficiently ample line
bundle on S.
Let S1 = S2 = S, πi : S1 × S2 → Si the projection on the i-th factor,
i = 1, 2, ∆ ⊂ S1 × S2 the diagonal, and I∆ its ideal sheaf. We denote by
D(S) the bounded derived category of coherent sheaves on S. Let
ΦI∆S2→S1 : D(S2) → D(S1)
be the exact functor defined by the formula
ΦI∆S2→S1(•) := Rπ1∗ (I∆
L
⊗ π∗2(•)).
We denote this functor by Φ for short. The basic properties of such functors
were studied in [Mu3, O, Br].
The assumptions (31) imply that the object Φ(F ) is represented by a
sheaf, denoted by Φ(F ) as well, which is the kernel of the evaluation map
0→ Φ(F )
α
−→ H0(F )⊗OS
ev
−→ F → 0. (32)
This can be seen by replacing I∆ by the quasi-isomorphic complex [OS×S →
O∆]. The transform of F is seen to be the complex [H
0(F ) ⊗ OS → F ],
which is quasi-isomorphic to Φ(F ).
Lemma 5.5. Assume that F is a sheaf on the surface S satisfying the as-
sumptions (31). Then the sheaf Φ(F ) satisfies the following properties:
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1. If F is a sheaf of pure d-dimensional support, d > 0, then Φ(F ) is
locally free.
2. If F is a simple sheaf, so is Φ(F ).
3. If G is a sheaf satisfying Hk(G) = 0, for k > 0, then the homomor-
phism
Φ : ExtiS(F,G) −→ Ext
i
S(Φ(F ),Φ(G))
is injective for i = 0, 1 and surjective for i = 0, 2.
Proof: 1) The sheaf Φ(F ) is clearly torsion free. We have the short exact
sequence defining Q
0→ Φ(F )→ (Φ(F )∗)∗ → Q→ 0.
Φ(F ) is locally free if and only if it is reflexive, i.e., if and only if Q vanishes.
If a point p is in the support of Q, then there is an injective homomorphism
from the sky-scraper sheaf Cp into Q. Local freeness of Φ(F ) would follow,
if we prove that the sheaf Ext1(Cp,Φ(F )) vanishes for every point p in S.
Take HomS(Cp, •) of the short exact sequence (32) and observe that both
of the sheaves HomS(Cp, F ) and Ext1S(Cp,H
0(F )⊗OS) vanish.
2) follows from 3. We sketch the proof of 3. Let Γ be the functor
Φ
I∨∆⊗π
∗
1ωS [2]
S1→S2
. It is known that Γ is the left adjoint of Φ. A straightforward
calculation yields that Γ(Φ(F )) fits in the distinguished triangle
A −→ Γ(Φ(F )) −→ F −→ A[1]
where A = (H1[Φ(F )∗]∗ ⊗OS)[1]. Given any sheaf G, we get the long exact
sequence
· · · → Exti(F,G)→ Exti(ΓΦ(F ), G)→ Exti(A,G)→ Exti+1(F,G)→ · · ·
Left adjointness implies the isomorphism Exti(ΓΦ(F ), G) ∼= Exti(Φ(F ),Φ(G)).
Now Exti(A,G) is isomorphic to H1(Φ(F )∗)⊗H i−1(G). Part 3 follows from
the assumption that Hk(G) = 0, for k 6= 0. ✷
From now on, the notation Φ(F ) will always denote the sheaf associated
to F (rather than an object in D(S)). We let X be the moduli space of
simple locally free sheaves with the rank and Chern classes of Φ(F ), F ∈M .
We denote by
dΦ : Ext1(F,F ) −→ Ext1(Φ(F ),Φ(F )) (33)
the natural homomorphism. It is the differential of the morphism Φ in
(30). The differential dΦ is injective, by part 3 of Lemma 5.5. Let us check
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the assumptions of Lemma 5.1 for the morphism Φ. It remains to prove
assumptions 2 and 3. We will need an explicit description of both dΦ and
its dual d∗Φ. We start with dΦ.
We will adopt the following convention. If η ∈ Ext1(A,B) is an extension
class of two sheaves, then we will denote a representing extension by
0→ B
ιη
−→ Vη
jη
−→ A→ 0.
Let η be a class in Ext1(F,F ). Then Vη satisfies assumptions (31) as well.
We get a commutative diagram with short exact rows and columns
Φ(F ) → Φ(Vη) → Φ(F )
↓ ↓ ↓
H0(F )⊗OS → H
0(Vη)⊗OS → H
0(F )⊗OS
↓ ↓ ↓
F → Vη → F.
(34)
The top row is an extension representing dΦ(η).
Next we identify explicitly the codifferential
d∗Φ : Ext1(Φ(F ),Φ(F ) ⊗ ωS) −→ Ext
1(F,F ⊗ ωS).
Taking Hom(•,H0(F ) ⊗ ωS) of the short exact sequence (32), we get the
long exact sequence
→ Exti(F,H0(F )⊗ ωS) → Ext
i(H0(F )⊗OS ,H
0(F )⊗ ωS)
→ Exti(Φ(F ),H0(F )⊗ ωS) → Ext
i+1(F,H0(F )⊗ ωS) → · · ·
Exti(F,H0(F )⊗ωS) vanishes for i < 2, by assumptions (31). Consequently,
the pull back homomorphism
α∗ : Ext1(H0(F )⊗OS ,H
0(F )⊗ ωS) −→ Ext
1(Φ(F ),H0(F )⊗ ωS) (35)
is injective. We claim that α∗ is surjective as well. Surjectivity follows
from injectivity of Ext2(F,H0(F )⊗ωS)→ Ext
2(H0(F )⊗OS ,H
0(F )⊗ωS).
Injectivity of the latter follows from Serre’s Duality and the fact that F was
assumed to be generated by global sections (Assumption (31)).
Let ǫ be a class in Ext1(Φ(F ),Φ(F )⊗ ωS). The push forward (α⊗ 1)(ǫ)
is the class of an extension V(α⊗1)(ǫ) of Φ(F ) by H
0(F ) ⊗ ω. Since the pull
back (35) is an isomorphism, (α ⊗ 1)(ǫ) = α∗(δ) for some extension class
δ ∈ Ext1(H0(F ) ⊗ OS ,H
0(F ) ⊗ ωs). Denote by e : Vǫ →֒ V(α⊗1)(ǫ) and
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f : V(α⊗1)(ǫ) →֒ Vδ the natural homomorphisms. Both e and f are injective.
We get the commutative diagram with injective vertical homomorphisms:
0 → Φ(F )⊗ ω
ιǫ−→ Vǫ
jǫ
−→ Φ(F ) → 0
α⊗ 1 ↓ f ◦ e ↓ α ↓
0 → H0(F )⊗ ωS
ιδ−→ Vδ
jδ−→ H0(F )⊗OS → 0.
(36)
We obtain the quotient short exact sequence
0→ F ⊗ ωS −→ Vλ(ǫ) −→ F → 0.
representing an extension class λ(ǫ) ∈ Ext1(F,F ⊗ ωS).
Lemma 5.6. d∗Φ(ǫ) = −λ(ǫ).
Proof: Let η be a class in Ext1(F,F ) and ǫ ∈ Ext1(Φ(F ),Φ(F ) ⊗ ωS). We
need to prove the equality
tr(ǫ ◦ dΦ(η)) + tr(λ(ǫ) ◦ η) = 0, (37)
where the left trace is the natural homomorphism
tr : Ext2(Φ(F ),Φ(F ) ⊗ ωS) −→ H
2(ωS) ∼= C,
and the right trace is from Ext2(F,F ⊗ ωS). Compose the diagrams (34)
and (36) to get the commutative diagram of 2-extensions
Φ(F )⊗ ωS
ιǫ−→ Vǫ
Φ(ιη)◦jǫ
−→ Φ(Vη)
Φ(jη)
−→ Φ(F )
α⊗ 1 ↓ f ◦ e ↓ ↓ ↓ α
H0(F )⊗ ωS
ιδ−→ Vδ
H0(ιη)◦jδ
−→ H0(Vη)⊗OS −→ H
0(F )⊗OS
ev ⊗ 1 ↓ ↓ ↓ ↓
F ⊗ ωS −→ Vλ(ǫ) −→ Vη −→ F
with short exact columns. The left hand side of (37) is the sum of the traces
of the top and bottom 2-extensions. This sum is equal to the trace of the
2-extension in the middle row of the diagram. This middle 2-extension is
the cup product of the middle 1-extensions in diagrams (34) and (36). The
middle row of (34) is a trivial extension. Hence, the middle 2-extension class
vanishes. ✷
The following Lemma is key to the proof of Assumptions 2 and 3 of
Lemma 5.1.
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Lemma 5.7. Suppose we are given a commutative diagram
0 → Φ(F )⊗ ωS → Vǫ → Φ(F ) → 0
α⊗ 1 ↓ ↓ ↓ α
0 → H0(F )⊗ ωS → Vγ → H
0(F )⊗OS → 0
ev ⊗ 1 ↓ ↓ ↓ ev
0 → F ⊗ ωS → Vβ → F → 0
with short exact rows and columns. Denote the corresponding row extension
classes by ǫ, γ, and β. Then the following are equivalent.
1. ψS∗(ǫ) = dΦ(ψS∗(β)),
2. ψS∗(ǫ) ∈ Im(dΦ),
3. ψS∗(γ) = 0,
4. (α⊗ ψS)∗(ǫ) = 0.
Proof: (4) ⇐⇒ (3): We have the equality α∗(γ) = (α ⊗ 1)∗(ǫ). Thus, (4)
is equivalent to ψS∗(α
∗(γ)) = 0 as well as to α∗(ψS∗(γ)) = 0. The vanishing
of Ext1(F,H0(F )⊗OS) implies, that the pull back homomorphism
α∗ : Ext1(H0(F )⊗OS ,H
0(F )⊗OS) −→ Ext
1(Φ(F ),H0(F )⊗OS)
is injective. Thus, α∗(ψS∗(γ)) = 0 is equivalent to ψS∗(γ) = 0.
(3) =⇒ (1): The vanishing of ψS∗(γ) implies, that the vector bundle VψS∗(γ)
is trivial (being the trivial extension of two trivial vector bundles). It follows,
that the homomorphism VψS∗(γ) → VψS∗(β) is conjugate to the evaluation
homomorphism. Thus, VψS∗(ǫ) is Φ(VψS∗(β)) and ψS∗(ǫ) = dΦ(ψS∗(β)).
(1) =⇒ (2): Clear.
(2) =⇒ (4): Let ψS∗(ǫ) = dΦ(η), for some η ∈ Ext
1(F,F ). Then VψS∗(ǫ)
is isomorphic to Φ(Vη). Thus, by the explicit construction of Φ, we have
the equality (α ⊗ 1)∗(ψS∗(ǫ)) = α
∗(δ), where δ is the extension class of the
middle row in (34). But δ = 0. ✷
Proof of Assumption 2 of Lemma 5.1: We need to prove that the
image of
Ext1(F,F ⊗ ωS)
ψS∗−→ Ext1(F,F )
dΦ
−→ Ext1(Φ(F ),Φ(F ))
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is contained in the image of
ψS∗ : Ext
1(Φ(F ),Φ(F )⊗ ωS) −→ Ext
1(Φ(F ),Φ(F )).
Start with a class η ∈ Ext1(F,F ⊗ ωS). The extension group Ext
1(H0(F )⊗
OS , F ⊗ ωS) vanishes. Hence, the pullback ev
∗(η) is the trivial extension of
H0(F )⊗OS by F ⊗ ωS
Vev∗(η) = (F ⊗ ωS) ⊕ (H
0(F )⊗OS).
Consequently, we have a commutative diagram with surjective vertical ho-
momorphisms:
H0(F )⊗ ωS → (H
0(F )⊗ ωS) ⊕ H
0(F )⊗OS → H
0(F )⊗OS
ev ⊗ 1 ↓ ↓ ↓ ev
F ⊗ ωS → Vη → F
Complete it to a diagram as in Lemma 5.7 by adding the top row of kernels.
Let ǫ be the extension class of the top row. The implication 3 =⇒ 1 in
Lemma 5.7 implies that ψS∗(ǫ) = dΦ(ψS∗(η)). ✷
Proof of Assumption 3 of Lemma 5.1: We will prove the commu-
tativity of the square for the Poisson structures ΨM on M and −ΨX on
X. Let ǫ be a class in Ext1(Φ(F ),Φ(F ) ⊗ ωS) and η in Ext
1(F,F ). As-
sume that ψS∗(ǫ) = dΦ(η). We need to prove the equality ψS∗d
∗Φ(ǫ) = −η.
Apply the implication 2 =⇒ 1 of Lemma 5.7 to the diagram (36) in the ex-
plicit construction of d∗Φ. We get the equality ψS∗(ǫ) = dΦ(ψS∗(−d
∗Φ(ǫ))).
Assumption 3 follows from the injectivity of dΦ. ✷
This completes the proof of Theorem 5.3.
5.3 Restriction from a first order infinitesimal neighborhood
We will drop the assumption that the GL(V )-pair in diagram (26) is simple.
Consequently, the sheaves F and Φ(F ) need not be simple. The deformations
of non-simple sheaves may be obstructed. Thus, we work only with the
sheaves of infinitesimal deformations of F and Φ(F ) over M(G, c,O). Our
main point is that we can apply, both Lemma 5.1 and the main result of
Bottacin in [Bo2], using only the first order germ along M(G, c,O) of the
moduli space X in diagram (26). This section explains the reformulation of
Bottacin’s Theorem suitable for our purpose.
Let M be a smooth algebraic or complex analytic space. Let E be a
0-cochain, in the complex or e´tale topology of M , of families of locally free
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sheaves over S ×M . Assume that End(E) glues to a global vector bundle
over S ×M . Denote by ExtiπM (E , E) the relative extension sheaf over M .
Let
ΨE : Ext
1
πM
(E , E ⊗ ωS) → Ext
1
πM
(E , E) (38)
be push-forward via the Poisson structure ψS of S.
Theorem 5.8. [Bo2] Let ΨM : T
∗M → TM be an anti-symmetric homo-
morphism. Assume that the Kodaira-Spenser homomorphism
e : TM →֒ Ext1πM (E , E)
is injective. Assume furthermore that e and ΨM satisfy assumptions 2, and
3 of Lemma 5.1, where ΨX : T
∗X|M → TX|M is replaced by (38). Then ΨM
is a Poisson structure.
Proof: We explain how the argument, given in [Bo2], actually proves the
Theorem. Let Ψ−1E (TM) be the subsheaf of Ext
1
πM
(E , E⊗ωS), which is taken
by ΨE to e(TM). Consider the pairing
θE : Ext
1
πM (E , E ⊗ ωS) ⊗ Ext
1
πM (E , E ⊗ ωS) −→ H
2(S, ωS)
α⊗ β 7→ tr(ψS∗(α) ◦ β).
Note that θE is anti-symmetric on Ψ
−1
E (e(TM)), because of the anti-symmetry
of ΨM and the assumptions of Lemma 5.1. Define the C-linear homomor-
phism
d˜θE(α, β, γ) := ΨE(α)θE (β, γ) − 〈[ΨE(α),ΨE (β)], γ〉 + cp(α, β, γ),
for sections α, β, γ in Ψ−1E (TM). The bracket [ΨE(α),ΨE (β)] is the Lie
bracket in TM . The derivation by ΨE(α) is the Lie derivation of the function
θE(β, γ) with respect to the vector field ΨE(α) onM . The argument in [Bo2]
proves that d˜θE vanishes identically. The stability assumption in [Bo2] was
used only to deduce simplicity, which was used to deduce that 1) the universal
endomorphism sheaf End(E) exists and 2) θE is anti-symmetric. We assumed
the existence of End(E) and we need the anti-symmetry only on Ψ−1E (TM),
where it known. Assumptions 2 and 3 of Lemma 5.1 imply that d˜θE factors
through the analogous tensor d˜θM on T
∗M . Hence, the latter vanishes. The
vanishing of d˜θM is equivalent to the Jacobi identity. ✷
5.4 Non-simple sheaves
We can now prove Theorem 4.7 without any additional assumptions. The
simplicity of the pairs (P,ϕ) parametrized byM(G, c,O) implies that, locally
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in the e´tale or complex topology over moduli, we have a universal pair (P, u)
over Σ×M(G, c,O). Moreover, the adjoint bundle Pg is defined globally over
the moduli. Consequently, we get the gl(N)-bundle End(Φ(F)), associated
to Pg via the composition of ρ and the functor Φ. Here we use a relative
version of the constructive description of Φ in (32), under the assumptions
(31), so that Φ involves first tensorization by a sufficiently ample line bundle.
The triple {M, E , e} in Theorem 5.8 is taken to be {M(G, c,O),Φ(F), dΦ◦
e}, where dΦ is given in (33) and the latter e is the infinitesimal version of
(27). The injectivity of the latter e was proven in section 5.1. The injec-
tivity of dΦ, as well as the other assumptions of Theorem 5.8, are proven
by the relative version of the arguments in section 5.2. Relative Fourier-
Mukai transform, for a family of sheaves, are discussed, for example, in
[Mu3, O, Br]. One applies the relative version, to a (local) universal family
of sheaves F over S×M , in order to relate the two moduli spaces. The argu-
ments in section 5.2 are presented for a single sheaf. The relative analogue is
straightforward. One uses the cohomology and base change theorem and the
following fact, about sections of relative extension sheaves, such as the sheaf
Ext1πM (E , E) over M : Given a local section η of Ext
1
πM
(E , E), over an open
subset U ⊂M , we can find an open covering U = ∪i∈IUi and extensions
0→ E → Vη,i → E → 0
over S × Ui representing η (see [Lan]).
6 Complete Integrability
The invariant polynomial morphism (4) maps a pair (P,ϕ) in M(G, c,O)
to a section char(P,ϕ) of (T/W )(O) (see (10)). The quotient morphism
q : X(O)→ (T/W )(O) is W -invariant. Hence, the curve
C := q−1(char(P,ϕ)) (39)
is a W -Galois cover of Σ. We will refer to C as the spectral cover. Sections
6.1, 6.2, and 6.3 deal with simply connected groups. In section 6.1 we cal-
culate the dimension of the space of sections of (T/W )(O). Sections 6.2 and
6.3 describe the fibers of the invariant polynomial morphism (4). In particu-
lar, we prove that the fibers are Lagrangian subvarieties (Theorem 6.12) and
describe each fiber in terms of its spectral curve. In section 6.4 we introduce
the new techniques needed, in order to extend the complete integrability
Theorem 6.12 to the case of non-simply connected groups. In section 6.5 we
prove the complete integrability of M(G, c,O), for any semi-simple group G
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(Theorem 6.19). We sketch the proof for a general reductive group in remark
6.20. In section 6.6 we study the fibers of the invariant polynomial map (4),
in terms of curves on a symplectic surface. The topological invariant (7)
plays a crucial role, starting in section 6.4.
6.1 The variety (T/W )(O) for a simply connected G
Assume that G is simply connected. Let χi be the trace of the representation
ρi of G, corresponding to the fundamental weight λi. The morphism
χ := (χ1, . . . , χr) : T → C
r
factors through an isomorphism χ¯ : T/W → Cr.
A local section of X(O) → Σ around p ∈ Σ has the form ta˜p, where a˜p
is the graph of a co-character ap in the W -orbit Op and t is a section of the
trivial T -bundle over Σ. The order of the pole of χi(ta˜p) at p is
−ord0(χi(ta˜p)) = −min{λ(ap) : λ is a weight of ρi}.
This non-negative integer is independent of the choice of the co-character ap.
Choose the co-character ap, so that −ap is dominant. Then the minimum, on
the right hand side of the equation above, is obtained when λ is the highest
weight λi. We get the equality
−ord0(χi(ta˜p)) = −λi(ap).
We let N be the vector bundle
N := ⊕ri=1OΣ(Si), where
Si :=
∑
p∈Σ
−λi(ap) · p. (40)
The morphism χ admits a relative analogue
χ : X(O) → N.
Being W invariant, χ factors through a morphism
χ¯ : (T/W )(O) → N.
We have the equality
r∑
i=1
deg(Si) =
1
2
∑
p∈Σ
γ(Op),
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where γ(Op) is the contribution of the point p to the dimension ofM(G, c,O)
(see Equation (19)). In particular,
deg(N) =
1
2
∑
p∈S
γ(Op). (41)
Assume that none of the divisors Si vanishes. Since the Si are effective,
the dimension of H0(N) is given by Riemann-Roch h0(N) = deg(N). We
conclude, that the dimension of H0(N) is equal to half the dimension of
M(G, c,O).
Lemma 6.1. Assume that none of the divisors Si vanishes. Then the space
of global sections of (T/W )(O) is either empty, or it is a Zariski open subset
of an affine space, whose dimension is half the dimension of M(G, c,O).
Proof: Follows from equation (41) and Lemma 6.2. ✷
Lemma 6.2. If G is simply connected, then the morphism χ¯ extends to an
isomorphism (T/W )(O) ∼= N . Consequently, the complement of (T/W )(O)
in N has codimension ≥ 2.
Proof: The question is local over the base curve Σ. We will prove the
analogous local toric statement. We let the base curve Σ be C, X(F ) the
affine toric variety defined in section 3.3, and π : X(F ) → Σ the natural
projection. The local model of X(O) is the Zarisky open subset X(F ) ⊂
X(F ). The local analogue of N is the total space of
⊕ri=1OΣ(−λi(a) · p0),
where −a is a dominant co-character in O and p0 ∈ Σ is the origin of C.
Clearly, N is isomorphic to affine r+ 1 space. We have a natural morphism
χ : X(F )→ N . The morphism χ extends to X(F ), because the complement
X(F ) \X(F ) has codimension ≥ 2 in X(F ). We will prove that
χ¯ : X(F )/W → N
is an isomorphism.
The constant function 1 defines a section ei of the i-th summand of N ,
because the divisor Si is effective. We let z be the coordinate on Σ vanishing
at p0. The affine coordinate ring B of N is generated by {z, y1, . . . , yr},
where yi : N → C corresponds to the holomorphic section of N∗ given by
yi := z
λi(−a) · e∗i
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and e∗i is the meromorphic section of N
∗.
Let A be the affine coordinate ring of X(F ). Denote by A(0) its local-
ization, along the (reducible) fiber over p0. Recall, that the subset of X(F )
over Σ \ {p0} is the trivial T -bundle [Σ \ {p0}] × T . Denote by xi ∈ A(0)
theW -invariant function, corresponding to the trace of the i-th fundamental
representation ρi. Then
AW(0)
∼= C[z, z−1]⊗ C[x1, . . . , xr]. (42)
The morphism χ¯ corresponds to the algebra homomorphism χ¯∗ : B → A
given by
χ¯∗yi = z
λi(−a)xi and χ¯
∗z = z.
It suffices to prove that AW is generated by {z, zλ1(−a)x1, . . . , z
λr(−a)xr}.
Let f ∈ AW . Using equation (42), we can write
f :=
∑
n∈Z
∑
I∈Ch(T )+
fn,I · z
n · xI ,
where the coefficients fn,I ∈ C are constants, Ch(T )+ is the integral cone
spanned by the basis {λ1, . . . , λr} of fundamental weights, x
I =
∏r
k=1 x
ik
k ,
and (i1, . . . , ir) are the coordinates of I in the basis of fundamental dominant
weights. The coefficients fn,I are zero, for all but finitely many pairs (n, I).
We need to prove the implication
fn,I 6= 0 =⇒ [n+ I(a) ≥ 0] . (43)
Let df be the minimal value of n+ I(a), for which fn,I 6= 0. Set
If := {I ∈ Ch(T )+ : fdf−I(a),I 6= 0}.
The graph
a˜ : Σ → X(F ),
z 7→ (z, a(z)),
of the co-character a, is a regular section of π : X(F ) → Σ. We will prove
the implication (43) by contradiction. Assuming that df < 0, we will prove
that there exists t ∈ T , such that f(ta˜) has a pole at p0. This will contradict
the assumption that f is a regular function on X(F ).
Every weight w, of the fundamental representation ρi, satisfies the in-
equality w(a) ≥ λi(a), since −a is dominant and λi is the highest weight.
Set
χi,a(t) :=
∑
w(a)=λi(a)
w(t), (44)
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where the sum is over the weights w of the fundamental representation ρi,
which satisfy w(a) = λi(a). The coefficient of z
df in f(ta˜) is∑
I∈If
fI · χ
I
a(t), (45)
where fI := fdf−I(a),I and χ
I
a(t) :=
∏r
j=1 χj,a(t)
ij .
Assume that df < 0. Lemma 6.3 implies, that there exists t ∈ T , for
which the coefficient (45) of zdf does not vanish. Hence, f(ta˜) has a pole at
p0. This completes the proof of Lemma 6.2. ✷
Lemma 6.3. The functions {χ1,a, . . . , χr,a} over T , given in (44), are alge-
braically independent over C.
Proof: Let I ⊂ Ch(T )+ be a finite subset of characters, in the cone
generated by the fundamental weights, c : I→ C× a non-vanishing function,
and set g :=
∑
I∈I cIχ
I
a. We will prove that g is identically zero on T , if and
only if I is the empty set.
Assume I is not empty. Choose a strictly dominant co-character −b, for
which
I(b) 6= I ′(b), for any two distinct elements I, I ′ ∈ I.
Let I ∈ I be the element, for which I(b) is minimal. We will show, that
the composition of g with the morphism b : C× → T is not the constant
zero function. Consider the Laurent expansion of χi,a(b(z)). Since −b is
strictly dominant, the order of the pole of the summand λi(b(z)) of (44)
is strictly higher than the order of the pole of the other summands of (44).
Consequently, the coefficient of zλi(b), in the Laurent expansion of χi,a(b(z)),
is 1. Moreover, zλi(b) is the lowest power of z with a non-zero coefficient.
Thus, the coefficient of zI(b) in g(b(z)) is cI . We conclude, that g is not the
constant zero function. ✷
6.2 Spectral and cameral covers
There are two natural constructions of W -Galois covers, of the base curve
Σ, associated to a pair (P,ϕ) in MΣ(G, c,O). We call them the spectral
and cameral covers (Equation (39) and Definition 6.7). The image of the
invariant polynomial map (4) is most conveniently described in terms of
the spectral covers. On the other hand, the fibers of the map (4) are most
conveniently described in terms of the cameral covers (section 6.3). The
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main result of this section states, that the spectral and cameral covers are
isomorphic (Proposition 6.8). This fact will be used in the proof of the
complete integrability theorems 6.12 and 6.19. Note, that we do not assume
the spectral or cameral covers to be smooth.
We assume, throughout this section, that the derived subgroup G′ of G
is simply connected. The reason for this assumption is explained in Remark
6.11. The analogue of Proposition 6.8, for a general semisimple group, is
treated in Lemma 6.14.
Definition 6.4. A subalgebra z of g is a regular centralizer, if it is the
centralizer of some element of g and the dimension of z is equal to the rank
of g.
Let r be the rank of G. Denote by Greg the Zariski open subset of G of
elements, whose centralizer in G is r-dimensional. The Lie algebra z(x) of an
element x ∈ Greg need not be a regular centralizer in the sense of definition
6.4. Let G0 ⊂ Greg consists of elements x, whose centralizing subalgebra
z(x) is a regular centralizer in the sense of definition 6.4 (i.e., it is also the
centralizer of some regular element y of g).
Lemma 6.5. G0 is a Zariski open subset of G. It contains every regular el-
ement x ∈ Greg, whose semisimple part has a centralizer C(xs) of dimension
≤ r + 2.
Proof: If x ∈ Greg, then z(x) is a commutative subalgebra of rank r. The
set of regular centralizers is a Zariski open subset of the set of r-dimensional
commutative subalgebras of g. Hence G0 is open. If C(xs) has dimension
r+2, then it is an extension of SL(2) or PGL(2) by a torus. The statement
reduces to the case of SL(2) or PGL(2), where it is easy to check that
G0 = Greg. ✷
The complement of the image of G0 has codimension ≥ 2 in T/W (by
Lemma 6.5).
Definition 6.6. Let MΣ(G, c,O)reg be the open subset of MΣ(G, c,O) of
simple pairs (P,ϕ) satisfying:
1. Away from its singularities, ϕ is a section of P (G0).
2. The spectral cover of (P,ϕ) is unramified over the singularity divisor
of O.
3. The fiber of the centralizing subsheaf z(ϕ) is a Cartan subalgebra over
every point in the singularity divisor of O.
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Iwahori’s Theorem implies, that every point p ∈ Σ admits a local sec-
tion of P (G), which satisfies all the local conditions in the definition of
MΣ(G, c,O)reg . (See Section 3.1 for the statement of Iwahori’s Theorem).
Condition 2 implies, that the spectral curve (39) is contained in the Zariski
open subset X(O) of X(O).
A pair (P,ϕ) in MΣ(G, c,O)reg is regular and generically semi-simple.
Thus, z(ϕ) is a subbundle of commutative subalgebras, the generic fiber
being a Cartan. Following [Do1, DG], we define the cameral cover to be the
curve of pairs (p, b), where p is a point of Σ and b is a Borel subalgebra of Pg|p
containing the fiber of z(ϕ) at p. The scheme theoretic definition requires
some notation. Let G/N be the space of regular centralizing Lie algebras.
Denote by G/T the space of pairs (c, b) of a regular centralizer and a Borel
containing it. Let P (G/N ) and P (G/T ) be the relative analogues modeled
after the group scheme P (G). Then z(ϕ) determines a section Σ →֒ P (G/N ).
Definition 6.7. The cameral cover is the pullback of the cover P (G/T ) →
P (G/N ), via the above section.
Proposition 6.8. The spectral and cameral covers are isomorphic.
Proof: Away from the singularities of O, the isomorphism follows from
Lemma 6.10. The isomorphism between the cameral and spectral covers
extends over the singularities of O. This follows from Conditions 2 and 3 of
Definition 6.6. ✷
Consider the following diagram:
t ←− g˜reg −→ G/T
α
←− G˜0 −→ T
↓ ↓ ↓ ↓ ↓ π
t/W ←− greg −→ G/N
δ
←− G0
γ
−→ T/W.
(46)
Above, greg is the Zariski open subset of g of regular elements and g˜reg is
the incidence variety in greg ×G/B. This incidence variety consists of pairs
(x, b) of a regular element x and a Borel b containing it. Let G˜reg be the
analogous incidence variety for the group G and G˜0 the subset of G˜reg over
G0. The top right arrow takes a pair (x,B), of a regular element x ∈ G and a
Borel B containing it, to the image of x under the canonical homomorphism
B → T . The morphism δ sends an element x in G0 to its centralizing Lie
algebra z(x). The morphism α sends a pair (x,B), of an element x ∈ G0 and
a Borel B containing it, to the pair (z(x), b), consisting of the centralizing
Lie algebra of x and the Lie algebra of B. Lemma 6.9 implies, that the
morphism α is well defined.
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Lemma 6.9. Let x be an element of G0. Then a Borel subgroup B contains
x, if and only if the centralizing Lie algebra z(x) is contained in b.
Proof: Denote by Bx the set of Borel subgroups of G containing x. Let
Bz(x) be the set of Borel subgroups of G, whose Lie algebra contains z(x).
The Proposition in section 1.6 of [Hum3] proves that Bx ⊂ Bz(x). Let x = su
be the Jordan decomposition of x, with s semisimple and u unipotent. The
identity component Z0(s), of the centralizer of s, is reductive and x, u, s
are contained in Z0(s) ([Hum3] 1.12). The centralizer z(x) is contained in
the Lie algebra z(s) of Z0(s). There is an element ξ ∈ z(x), with z(ξ) = z(x)
(because x is in G0). Let ξ = σ + ν be the Jordan decomposition of ξ,
with σ semisimple and ν nilpotent. The identity component Z0(σ), of the
centralizing subgroup of σ, is reductive and it contains Z0(s). Let B
′ be a
Borel subgroup of Z0(σ) containing x. Then its Lie algebra b
′ contains z(x)
(by the Proposition in section 1.6 of [Hum3] again). Hence, b′ must be the
unique Borel subalgebra of z(σ) containing ξ. A Borel in Bz(x) intersects
Z0(σ) in a borel subgroup of the latter ([Hum2] Section 22.4). Suppose B is
in Bz(x). Then b ∩ z(σ) is the unique Borel subalgebra of z(σ) containing ξ.
Hence, B ∩ Z0(σ) = B
′ contains x. The containment Bx ⊃ Bz(x) follows. ✷
Lemma 6.10. All the squares in diagram (46) are cartesian.
Proof: The left square is well known to be cartesian. The middle left square
is cartesian by proposition 10.3 in [DG]. We claim that G˜0 is smooth and
connected. The varieties G/N and G/T are smooth and connected ([DG]
propositions 1.3 and 1.5). Denote by C → G/N the group subscheme of
G×G/N , consisting of pairs (x, a), such that a is contained in the centralizer
z(x) of x. Lemma 11.2 in [DG] states, that C is commutative and smooth
over G/N and irreducible as a variety. Denote by C0 the intersection of
C with G0 × G/N . Projection from C0 onto G0 is a projective morphism,
because C0 is the preimage of G0 in the closure of C in G × Gr(r, g). It
follows that C0 → G0 is an isomorphism (by Zariski’s Main Theorem). G˜0
is smooth and connected, being a Zariski open subscheme of the pullback of
C to G/T .
We prove next that the fiber product G0 ×T/W T is smooth. T/W is
smooth because G′ is simply connected. Let (x, τ) be a point in the fiber
product G0 ×T/W T over τ¯ in T/W . The fiber product is smooth at (x, τ),
if and only if the image of the differential of (γ, π) : G0 × T → T/W × T/W
surjects onto the fiber of the normal bundle of the diagonal at (τ¯ , τ¯). This
happens if and only if Im(dxγ) + Im(dτπ) spans the tangent space of T/W
at τ¯ . We show that γ : G0 → T/W is submersive. Let Z0 be the connected
component of the center of G and set G := Z0 × G
′ its product with the
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derived subgroup of G. Choose a maximal torus T ′ in G′. Then T := Z0×T
′
is a maximal torus in G. We get the short exact sequence
0→ K → T → T → 0,
where K is the anti-diagonal embedding of the intersection of Z0 with the
center of G′. W × K acts on Z0 × T
′, and the factor K acts on Z0 and
on T ′ fixed point freely. W acts trivially on Z0. Thus, the stabilizer in
W × K of a point (a, b) in Z0 × T
′ is equal to the stabilizer of b in W .
The stabilizer of b in W is equal to the stabilizer of ab. Consequently, the
morphism T/W → T/W is e´tale. Greg → T/W is submersive, because it
has a section. Hence, the composition Greg → T/W is submersive and it
factors through Greg. Consequently, G0 → T/W is submersive and the fiber
product is smooth.
By the universal property of the fiber product, we have a morphism from
G˜0 to G0 ×T/W T . This morphism is projective because G˜0 → G0 is. It is
clearly of degree 1, thus an isomorphism by Zariski’s Main Theorem. We
conclude that the right square is cartesian.
Next we prove that the middle left square is cartesian. We have seen
that G0 is a Zariski open subset of the group scheme C. Lemma 11.2 in [DG]
implies, that C is smooth over G/N . Hence, the morphism δ : G0 → G/N is
submersive. It follows that the fiber product G/T ×
G/N
G0 is smooth. We
have seen that G˜0 is smooth and connected. The morphism from G˜0 to the
fiber product is one-to-one and onto, by Lemma 6.9. The morphism from
G˜0 to the fiber product is projective, because the morphism G˜0 → G0 is
projective. G˜0 is isomorphic to the fiber product of G0 and G/T by Zariski’s
Main Theorem. ✷
Remark 6.11. If the derived subgroup G′ is not simply connected, then the
right hand square of diagram (46) may fail to be cartesian over some regular
and semisimple elements of G. For example, let G = PGL(n), ξ ∈ C× a
primitive k-th root of unity, where k = n if n is odd, and k = 2n, if n is even.
Let x¯ ∈ SL(n) be diag(1, ξ, ξ2, . . . , ξn−1), if n is odd, diag(ξ, ξ3, . . . , ξ2n−1),
if n is even, and let x ∈ PGL(n) be its image. Then x is regular and
semisimple. Translates of x¯, by elements of the center of SL(n), belong to
theW -orbit of x¯. Hence, the stabilizer of x inW is non-trivial. The diagram
may fail to be cartesian over a locus of codimension 1 (e.g., in the PGL(2)
case).
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6.3 The fibers of the invariant polynomial map
We prove in this section the complete integrability of MΣ(G, c,O)reg (Def-
inition 6.6), for a simply connected group G. An abstract Higgs bundle is
a pair (P, z), consisting of a principal G-bundle and a subbundle z ⊂ Pg
of regular centralizers (see Definition 6.4). Donagi and Gaitsgory developed
an abelianization technique for studying abstract Higgs bundles on a vari-
ety X, in terms of W -automorphic T -bundles on a branched W -cover of
X. Related abelianization techniques were used earlier in the context of the
Hitchin system [Hi2, Do1, Fa, Sco]. A generic pair (P,ϕ), in our moduli
spaces MΣ(G, c,O), determines an abstract Higgs bundle. One simply re-
places ϕ by its centralizing sheaf of Lie subalgebras z(ϕ). We use the results
of [Do1, DG] in order to study the fibers of the characteristic polynomial
map (4).
A pair (P,ϕ) in M(G, c,O)reg is determined by the data consisting of 1)
its spectral curve C ⊂ X(O) and 2) its abstract Higgs pair (P, z(ϕ)). Since
ϕ is generically regular and semisimple, the above statement follows from
Proposition 6.8 and the fact, that a regular and semisimple element x in G
is determined by 1) its image in G//G and 2) the pair T ⊂ B consisting of
the centralizer of x and a Borel containing it. The data (P, z(ϕ)) determines
a principal T -bundle over the cameral cover [DG, Fa, Sco]. One first notes,
that the bundle P has a canonical reduction PB to a Borel subgroup on
the cameral cover. The projection, from the Borel to the Cartan subgroup,
associates to PB a T -bundle. If all co-roots of G are primitive, then this
procedure realizes the fiber of (4) in MΣ(G, c,O)reg as a collection of torsors
of the group
HomW (Ch(T ),Pic
0(C)), (47)
of W -equivariant homomorphisms from the character lattice of T to the
Jacobian of C. If G has non-primitive co-roots, then this procedure is only
an isogeny onto a collection of such torsors. The precise determination of 1)
the kernel of the isogeny and 2) which torsors occur, is a special case of the
main result of [DG]. We will not need the precise description of the torsors.
We are now ready to prove the complete integrability Theorem:
Theorem 6.12. Assume G is simply connected and none of the singularity
divisors Si of O vanishes (see (40)). Every fiber of the characteristic poly-
nomial map (4), over a section of (T/W )(O), intersects M(G, c,O)reg in a
Lagrangian subvariety of the latter.
Proof of Theorem 6.12: The image of M(G, c,O)reg , under the char-
acteristic polynomial map (4), is at most half the dimension of M(G, c,O)
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(Lemma 6.1). Hence, the dimension of the fiber is at least half the dimension
of M(G, c,O). It remains to prove that the fiber is isotropic.
Fix a pair (P,ϕ) in M(G, c,O)reg . The generic regularity of ϕ implies,
that Z(ϕ) is an abelian group subscheme of P (G). We have a natural mor-
phism
H1(Σ, Z(ϕ))0
ι
−→ M(G, c,O)
from the identity component of the abelian groupH1(Σ, Z(ϕ)) intoM(G, c,O).
A class a of H1(Σ, Z(ϕ))0 is a right Z(ϕ)-torsor. It is sent to (a×Z(ϕ)P,ϕa),
where Z(ϕ) acts on a on the right and on P on the left via the P (G)-action.
ϕ is a meromorphic section of Z(ϕ). The adjoint group bundle of a×Z(ϕ) P
has a group subscheme Za isomorphic to Z(ϕ). We define ϕa as the mero-
morhic section corresponding to ϕ, via the isomorphizm between Za and
Z(ϕ).
The image of ι is contained in the fiber of (4) through (P,ϕ). In general,
the image of ι may be a subscheme of the fiber of lower dimension (e.g., an
orbit in the boundary of a compactified Picard group). The global regularity
of Z(ϕ) implies, however, that the image of ι is a connected component of
the locus in M(G, c,O)reg consisting of pairs, whose spectral cover is that of
(P,ϕ) and whose cameral cover is isomorphic to that of (P,ϕ) (see [DG]).
But the cameral cover is isomorphic to the spectral cover by Proposition 6.8.
Hence, the image of ι is the component through (P,ϕ), of the intersection of
the fiber of the characteristic polynomial map (4), with M(G, c,O)reg . The
intersection is a Zariski open subset of the fiber. Hence, the Zariski tangent
space at (P,ϕ) to the image of ι, is equal to the Zariski tangent space to the
fiber.
The tangent space to M(G, c,O) fits into the short exact sequence
0→ H1(ker(adϕ)) −→ T(P,ϕ)M(G, c,O) −→ H
0(coker(adϕ))→ 0.
This is part of the long exact sequence of hypercohomologies, coming from
the short exact sequence of the complexes
0→ [ker(adϕ)→ 0] → [Pg
adϕ
−→ ad(P,ϕ)] → [0→ coker(adϕ)] → 0.
The Zariski tangent space to the image of ι, is equal to the image ofH1(ker(adϕ)).
Consider the short exact sequence
0→ H1(ker(ad∗ϕ)) −→ T
∗
(P,ϕ)M(G, c,O) −→ H
0(coker(ad∗ϕ))→ 0.
It is part of the long exact sequence of hyper-cohomologies, coming from
the cotangent complex (16). The restriction homomorphism, from Pg∗ to
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ker(adϕ)
∗, factors through the cokernel of the differential ad∗ϕ, of the cotan-
gent complex. Serre’s Duality identifies the composition
H1([ad(P,ϕ)∗
ad∗ϕ
−→ Pg∗]) −→ H0(coker(ad∗ϕ)) −→ H
0(ker(adϕ)
∗),
as the codifferential d∗ι. The proof of Theorem 4.7 shows, that ker(ad∗ϕ) is
isomorphic to ker(adϕ). Moreover, the Poisson structure maps the image of
H1(ker(ad∗ϕ)) onto the image of H
1(ker(adϕ)). Hence, the fiber is isotropic.
✷
6.4 Spectral curves and group isogenies
Let ι : G → G¯ be an isogeny of semisimple groups, K its kernel, and c a
class in π1(G¯). We compare the spectral and cameral covers of Σ, associated
to pairs in the moduli space M(G¯, c,O). The spectral curves embed in the
variety X(O), constructed in section 3.3. The spectral curve (39) is the
inverse image of a section of the W -quotient (T¯ /W )(O) of X(O). The main
result of this section is Lemma 6.14. It shows, roughly, that the morphism,
from the cameral cover onto the spectral curve in X(O), factors through an
unramified Galois cover X(O, τ) → X(O), with Galois group K. The cover
X(O, τ) is a partial compactification of the torus bundle, which is determined
by the topological invariant τ in (7) in section 3.2. The observation in
Lemma 6.14 is significant for several reasons: 1) Proposition 6.8, relating
the spectral and cameral covers, extends to the non-simply-connected case,
when we replace the spectral curve in X(O) by the one in X(O, τ). 2) We
will calculate the dimension, of the image of the invariant polynomial map
(4), by studying the normal bundle of sections of X(O, τ)/W (Lemma 6.17).
3) The result will be applied in section 6.6, in order to study the fibers of
the invariant polynomial map (4), in terms of curves on a surface.
For a non-simply connected group, the relationship between the cam-
eral cover and the spectral cover is more subtle. To fix ideas, let us con-
sider a simple example. We work locally, letting Σ = C, and consider
the co-character (z1/2, z−1/2) of PGL(2,C). Assume that we have a mor-
phism ϕ¯ : Σ \ {0} → PGL(2,C), which is conjugate over PGL(2,C[[z]])
to ±diag(z1/2, z−1/2). The spectral two-sheeted cover of Σ lives in a toric
variety X(O), which maps to Σ with fibers C× away from the origin, and a
disjoint union C× ⊔ C× at the origin. The spectral cover is unramified over
the origin.
Let us relate the spectral cover to the spectral and so cameral curve for
an Sl(2,C)-valued section. The construction of the topological invariant (7)
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associates to ϕ¯ a double cover f : D → C, branched at the origin. Choose
one of the two lifts ϕ : D \ {0} → Sl(2,C) of ϕ¯. Denote by f−1(O) the W -
orbit of co-character of Sl(2,C) corresponding to the lift ϕ. We get a variety
X(f−1(O)), whose generic fiber over D is the maximal torus of Sl(2,C).
X(f−1(O)) is a Z/2×Z/2 covering of X(O); one factor corresponding to the
lift ψ of the deck transformation of the covering f : D → C, and the other
to the deck transformation µ(ϕ) = −ϕ of the two-fold covering of Sl(2,C)
over PGL(2,C), which gets reflected in the maximal tori and so in the toric
varieties. The spectral and so cameral cover Cϕ of ϕ is invariant under the
action of τ = ψ ◦ µ.
The centralizers and Borels for a PGL(2,C) section ϕ¯ and those for its
SL(2,C)-valued lift ϕ over D correspond, and so the cameral cover Cϕ¯ for
ϕ¯ is the quotient of Cϕ by the action of τ . The key point is that Cϕ¯ lives
naturally in the quotient X(O, τ) of X(f−1(O)) by τ . There is a sequence
of two-fold covers X(f−1(O))→ X(O, τ)→ X(O) The last two spaces map
to Σ with fibers C× away from the origin, and C× ⊔ C× at the origin; the
map between the two preserves fibers and is given fiberwise by t 7→ t2.
The map X(O, τ) → X(O) takes the cameral cover Cϕ¯ to the spectral
cover, in a generically bijective way. Over the point z = −1 ∈ Σ with
eigenvalues (z1/2, z−1/2) = (i,−i), however, the two points in the fiber of the
cameral cover map to a node of the spectral curve (as i2 = (−i)2). It is thus
better to work with the space X(O, τ), when considering, for example, the
deformation theory of the spectral and cameral covers.
We proceed to treat the general case in several steps. In step I we con-
struct the canonical branched cover (49) of Σ. We then lift a G¯-pair (P, ϕ¯)
to a G-pair (P,ϕ) on the branched cover. In step II we study how the lift
(P,ϕ) varies with respect to two K-actions. In step III we construct the
Galois K-cover of X(O) and prove, that the cameral covers embed in the
K-cover.
Step I: Fix a component of MΣ(G¯, c,O) and let τ : π1(Σ0) → π1(G¯)
be the topological invariant given in (7), where Σ0 is the complement of
the support of O. The subgroup K of G is isomorphic to the quotient
π1(G¯)/π1(G), and we denote by
τ¯ : π1(Σ
0) → K (48)
the composition of τ with the quotient homomorphism. Let
f : Dτ −→ Σ (49)
be the connected branched cover of Σ, compactifying the unramified Galois
cover D0τ → Σ
0, which is determined by the following equality of subgroups
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of π1(Σ
0)
f∗π1(D
0
τ ) = τ
−1(π1(G)).
The Galois group of Dτ is the image of τ¯ in K.
Let (P, ϕ¯) be a pair in MΣ(G¯, c,O). Denote by P (G) the bundle associ-
ated to P via the conjugation action of G¯ on G. The topological invariant
τf∗ϕ¯ : π1(D
0
τ ) → π1(G¯),
of the pulled-back section f∗(ϕ¯), is the composition τ ◦ f∗. By the definition
of f , the image of τf∗ϕ¯ is contained in π1(G). Hence, the image of (f
∗ϕ¯)∗ :
π1(D
0
τ ) → π1(f
∗P (G¯)) is contained in the image of π1(f
∗P (G)), under the
covering map f∗P (G)→ f∗P (G¯). Consequently, there exists a lift
ϕ : Dτ −→ f
∗(P )(G), (50)
of f∗ϕ¯ to a section ϕ of f∗P (G). The lift ϕ is unique up to the action of the
Galois group K, acting on f∗P (G) via translations by global sections.
We will assume, throughout the rest of this section, the following condi-
tion.
Condition 6.13. The homomorphism τ¯ in (48) is surjective.
The general case can be reduced to the case satisfying condition 6.13 as
follows. If τ¯ is not surjective, then it determines an intermediate group G¯′,
the quotient of G by the image of τ¯ . The discussion above shows, that ϕ¯
can be lifted to a meromorphic section ϕ′ of P (G¯′) over Σ. The topological
invariant τ ′ of ϕ′ is a surjective homomorphism onto the kernel of the isogeny
G→ G¯′.
Condition 6.13 implies, that D0τ is the fiber product
D0τ
ϕ
−→ P (G)
↓ ↓
Σ
ϕ¯
−→ P (G¯).
In particular, the lift ϕ is K-equivariant.
Step II: Let us calculate the singularity data of ϕ. The composition of
a co-character a¯ : C× → T¯ , by the branched d-th power covering C× → C×,
is da¯. We define on Dτ the pulled back singularity data
f−1(O)
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as follows. The orbit f−1(Op) consists of the co-characters dp · a¯f(p), where
a¯f(p) ∈ Of(p) and dp is the order of the subgroup of K, stabilizing points in
the fiber of f over p. This subgroup is generated by the image in K of any co-
character a¯p in Op. By construction, f−1(Op) is a W -orbit of co-characters
of T¯ , which come from integral co-characters of the maximal torus T of G.
It is easy to check, that f−1(O) is precisely the singularity data of ϕ.
Denote byX(f−1O) the partial compactification of D0τ×T corresponding
to the singularity data f−1(O). The local toric model of X(f−1O), over a
neighborhood of a ramification point p ∈ Dτ , is related to that of X(O),
over a neighborhood of f(p). Recall, that the toric model of X(O), locally
around f(p) ∈ Σ, was determined by the triple (R ⊕ tR, Ch(C× × T¯ )∗, σ¯),
where σ¯ is a convex rational polyhedral cone in R ⊕ tR, generated by the
graphs of the co-characters in the W -orbit Of(p). The toric variety X(F¯ ),
corresponding to the fan F¯ of faces of σ¯, is singular. The local model X(F¯ )
of X(O) is the complement of orbits in X(F¯ ) of codimension ≥ 2.
Denote by C×e¯ a copy of C
×, with a generator e¯ of its co-character lattice.
Set e := dp ·e¯. The cone f
−1σ¯ in Ch(C×e ×T )
∗⊗Q is the same as σ¯, under the
natural identification Ch(C×e × T )
∗ ⊗ Q = Ch(C×e¯ × T¯ )
∗ ⊗ Q. The lattice,
of the toric model of X(f−1O), is the co-character lattice Ch(C×e × T )
∗.
The local model of the morphism to Dτ is the projection onto the lattice
Ch(C×e )
∗ with the cone spanned by e.
The K-action on Dτ lifts to an action on X(f
−1O). It suffices to extend
the action of the stabilizer Kp of each ramification point p ∈ Dτ . The
local toric model identifies a punctured neighborhood of p with a punctured
neighborhood of 0 in C and identifies Kp with Ze¯/Ze. This identification
embeds Kp in the first factor of the torus C×e × T . The toric model admits
an action of the torus C×e × T , which restricts to Kp × T . Hence, X(f
−1O)
admits a K × T action, which restricts to a K ×K-action.
The quotient of X(f−1O) by the K ×K action is X(O).
The group K admits two commuting actions on the set of meromorphic
sections of f∗(P )(G). The first is the push-forward action, regarding an
element g ∈ K as an automorphism of Dτ
g∗(ϕ) := (g
−1)∗(ϕ).
K embeds as a group of (central) global sections of f∗(P )(G). Multiplication
by these sections provides a second K-action. The K-equivariance of the
morphism (50) translates to an invariance of the section ϕ with respect to
the diagonal action
g∗(g · ϕ) = ϕ. (51)
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Consequently, the spectral cover of ϕ in X(f−1O) is invariant under the
corresponding diagonal action of K on X(f−1O).
Step III: Let X(O, τ) be the quotient of X(f−1O) by the diagonal K-
action
X(O, τ) := X(f−1O)/∆(K). (52)
Denote by
X(O, τ)0 (53)
the complement in X(O, τ) of the intersection of 1) the branch locus of
X(O, τ) → X(O, τ)/W , with 2) the fibers of X(O, τ) over the singularity
divisor of O. Let X(f−1O)0 be the inverse image of X(O, τ)0 in X(f−1O).
We show next, that X(O, τ) is the variety, in which the cameral covers of
pairs in MΣ(G¯, c,O) embed. More canonically, we have a natural K-orbit of
embeddings, with respect to the K-action on X(O, τ).
Lemma 6.14. 1. If G is simply connected, then both X(f−1O)0/W and
X(O, τ)0/W are smooth and the diagram
X(f−1O)0 −→ X(O, τ)0
↓ ↓ q
X(f−1O)0/W
f˜
−→ X(O, τ)0/W
π˜ ↓ ↓ π
Dτ
f
−→ Σ
(54)
is cartesian.
2. Let (P, ϕ¯) be a pair in M(G¯, c,O) with topological invariant τ , satis-
fying conditions 1 and 3 of Definition 6.6. Let C ⊂ X(O, τ) be the
K-quotient of the spectral curve Cϕ ⊂ X(f
−1O) of the pair (f∗P,ϕ).
Assume, that G is simply connected and C is contained in X(O, τ)0.
Then C is isomorphic to the cameral cover of Σ, associated to the pair
(P, ϕ¯). Furthermore, C is the scheme theoretic inverse image, of the
section Cϕ/[W ×K] of π.
3. The morphism X(O, τ)→ X(O) is unramified, provided condition 6.15
below holds.
Proof: 1) The equality (52) yields, that the diagram is commutative and
the lower square is K-equivariant. Let T be the maximal torus of G.
X(O, τ)/W is smooth over Σ \ supp(O), because T/W is smooth. By
definition, X(O, τ)0/W is smooth over supp(O). We conclude, that π :
X(O, τ)0/W → Σ is submersive. Hence, the fiber productDτ×ΣX(O, τ)0/W
is smooth. The natural morphism from X(f−1O)0/W to the fiber product
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is surjective and of degree 1, since f˜ is surjective and the diagram (54) is
K-equivariant. It follows from Zariski’s Main Theorem, that X(f−1O)0/W
is isomorphic to the fiber product.
We consider next the upper square of the diagram. Over every point
of X(O, τ)0/W , one of the two morphisms f˜ or q is submersive. It follows,
that the fiber product of X(f−1O)0/W and X(O, τ)0 over X(O, τ)0/W is
smooth. Using Zariski’s Main Theorem, we conclude, that the upper square
in the diagram is cartesian.
2) Proposition 6.8 implies, that Cϕ is both the spectral and cameral cover
of (f∗P,ϕ). Let Cϕ¯ be the cameral cover of (P, ϕ¯). The centralizer z(ϕ) in
f∗P (g) is the pullback of the centralizer z(ϕ¯). Thus, Cϕ, being the cameral
cover of (f∗P, z(ϕ)), is the fiber product of Dτ with Cϕ¯ over Σ. It follows,
that Cϕ/K is isomorphic to Cϕ¯. The statement, that C is the inverse image
of a section of π, follows from the cartesian nature of diagram (54).
3) It suffices to show, that the diagonal subgroup of K ×K contains the
subgroup of K × K stabilizing x, for every point x ∈ X(f−1O). We use
the local toric model extending the K × T -action on X(f−1O) to a C×× T -
action. Let x be a point in X(f−1O), over a point p ∈ Dτ . Denote by Kp the
stabilizer of p in K. Let x belong to the component of the fiber of X(f−1O)
over p, corresponding to the co-character (e, dp · a¯f(p)). The stabilizer of x
in C×× T is the image of the co-character (e, dp · a¯f(p)). The stabilizer of x,
under the K ×K-action, is the intersection
Kp ×K ∩ (e, dp · a¯f(p))(C
×), (55)
of Kp×K with the image of (e, dp · a¯f(p)) in C
××T . The stabilizer Kp is the
subgroup of K = Ch(T¯ )∗/Ch(T )∗ generated by a¯f(p). The intersection K ∩
dpa¯f(p)(C
×) is the image in K of the rank 1 subgroup Ch(T¯ )∗∩spanQ{a¯f(p)}.
Condition 6.15 implies the equality Kp = K ∩ dpa¯f(p)(C
×). Condition 6.15
implies also, that dp · a¯f(p) is a primitive co-character of T . Consequently,
dp · a¯f(p) maps the group, of dp-roots of unity in C
×, isomorphically onto
K ∩ dpa¯f(p)(C
×). Hence, the intersection (55) is the diagonal embedding of
Kp in K ×K. ✷
Condition 6.15. The non-zero W -orbits Op in Ch(T¯ )∗, of the singularity
data O, consist of primitive (indivisible) co-characters.
6.5 Complete integrability for semisimple groups
We prove in this section the complete integrability of M(G¯, c,O), for a
semisimple group G¯ (Theorem 6.19). Let G be a simply-connected semisim-
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ple group, ι : G→ G¯ an isogeny, and K its kernel. Fix a singularity data O
for G¯ and a topological type τ of pairs in M(G¯, c,O). We adopt condition
6.13 (which does not lead to a loss of generality, due to the remark following
condition 6.13).
In Lemma 6.17 we calculate the dimension of the space of sections of
X(O, τ)/W , where X(O, τ) is given in (52). As expected, the dimension of
the space of sections is half the dimension of M(G¯, c,O). This generalizes
Lemma 6.1 for an arbitrary semisimple group G¯.
Let f : Dτ → Σ be the K-Galois branched cover given in (49). Given a
point q ∈ Σ, we let aq denote a co-character in the W -orbit Oq, such that
−aq is dominant. Given a point p ∈ Dτ , we let dp be the multiplicity of p in
the fiber of f . Set
NO,τ := ⊕
r
i=1ODτ (Si), where
Si :=
∑
p∈Dτ
[dp · λi(−af(p))] · p.
The divisors Si are all K-invariant. Si need not, however, be the pullback of
a divisor on Σ, because λi(af(p)) need not be integral. Nevertheless, we will
show below in (59), that the vector bundle NO,τ is the pullback of a vector
bundle on Σ.
Claim 6.16. 1. Let b : Σ →֒ X(O, τ)0/W be a section, where X(O, τ)0
is given in (53). Denote by Nb(Σ) normal bundle to the section. Then
deg
(
Nb(Σ)
)
=
1
deg(f)
deg (NO,τ ) =
1
2
dimM(G¯, c,O). (56)
2. H1(Σ, Nb(Σ)) vanishes, provided the following inequality holds:
dimH1(Dτ , NO,τ ) < gDτ , (57)
where gDτ is the genus of Dτ .
Let us verify inequality (57) is some cases. Let supp(O) be the set the-
oretic support of the singularity divisor of O. Assume that 1) K has order
2 and 2) λi(aq) does not vanish, for any fundamental weight λi and for any
point q ∈ supp(O). Assumption 1) implies, that the genus of Dτ satisfies
the inequality
2gDτ − 2 ≤ deg(supp(O)). (58)
Moreover, equality holds, if and only if every singularity point q of O cor-
responds to a W -orbit of co-characters of G¯, which do not come from co-
characters of G. We assume, in addition: 3) If equality holds in (58), then
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for at least r − deg(supp(O))2 fundamental weights λi, there exists a point
q ∈ supp(O) (q may depend on λi), such that −λi(aq) >
1
2 . Assumption 2)
implies the inequality
deg(Si) ≥ deg(supp(O)).
In particular, deg(Si) ≥ 2gDτ −2, for 1 ≤ i ≤ r. Assumption 3) implies, that
the latter inequality is strict, for at least r + 1 − gDτ fundamental weights.
Thus, dimH1(Dτ , NO,τ ) < gDτ .
Proof of Claim 6.16: 1) Denote by b˜ : Dτ →֒ X(f
−1O)/W the section
lifting b. The morphism f˜ , given in (54), induces an isomorphism
Nb˜(Dτ )
∼= f˜∗Nb(Σ) (59)
(Use part 1 of lemma 6.14). Lemma 6.2 identifies (T/W )(f−1O) as a Zariski
open subset of the total space of NO,τ . The first equality in (56) follows.
The second equality in (56) follows from the definition of NO,τ and equation
(19).
2) Suppose H1(Σ, Nb(Σ)) does not vanish. Then N
∗
b(Σ) has a line sub-
bundle L of non-negative degree. Using Serre’s Duality, the isomorphism
(59) and the projection formula, we get
h1(Dτ , Nb˜(Dτ )) = h
0(Dτ , N
∗
b˜(Dτ )
⊗ ωDτ ) = h
0(Σ, N∗b(Σ) ⊗ f∗ωDτ )
≥ h0(Σ, L⊗ f∗ωDτ ) ≥ gDτ .
This contradicts the inequality (57). ✷
Lemma 6.17. Assume that the inequality (57) holds. Then the space of sec-
tions of π : X(O, τ)0/W → Σ is either empty, or a smooth quasi-projective
variety, whose dimension is half the dimension of M(G¯, c,O).
Proof: Part 1 of Lemma 6.14 implies, that the space of global sections of
π : X(O, τ)0/W → Σ is a Zariski open subset of the K-invariant locus of
the space of global sections of π˜. The space of global sections of π˜, in turn,
is a Zariski open subset of H0(Dτ , NO,τ ) (Lemma 6.2). In particular, if
non-empty, the space of sections of π : X(O, τ)0/W → Σ is a smooth quasi-
projective variety. The formula, for the dimension of the space of sections
of π, follows from Claim 6.16. ✷
We can now generalize the complete integrability theorem 6.12. A pair
(P, ϕ¯) in MΣ(G¯, c,O), of topological type τ , determines a W -invariant curve
C in X(O, τ), as in Lemma 6.14.
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Definition 6.18. Let MΣ(G¯, c,O, τ)reg be the open subset of MΣ(G¯, c,O),
consisting of simple pairs (P, ϕ¯), with topological type τ , satisfying conditions
1, 3, and the following analogue of condition 2 of Definition 6.6. We replace
condition 2 of Definition 6.6 by the condition, that the curve C is contained
in X(O, τ)0.
Theorem 6.19. Assume that the inequality (57) holds. Every fiber of
the invariant polynomial map (4), over a section of (T/W )(O), intersects
MΣ(G¯, c,O, τ)reg in a Lagrangian subvariety of the latter.
Proof: The section b¯ of (T/W )(O), coming from a pair (P, ϕ¯) of topological
type τ , lifts to a K orbit of sections of X(O, τ)/W . Fix a lift b : Σ →֒
X(O, τ)0/W of b¯. Part 2 of lemma 6.14 implies, that the cameral cover of
(P, ϕ¯), is isomorphic to the inverse image C of b in X(O, τ)0. Hence, the
cameral cover, of pairs (P, ϕ¯) in the fiber over the section b¯, depends only
on b¯. The rest of the proof is identical to that of Theorem 6.12, except that
lemma 6.1 is replaced by lemma 6.17. ✷
Remark 6.20. One can easily extend the proof of the complete integrability
theorem 6.12, for a simply connected G, to the case where G is a product of
a torus with a simply connected group. Similarly, the arguments in the proof
of theorem 6.19, reducing the proof from the semisimple case to the simply
connected case, can be extended to a reduction from the general reductive
group case to the case of a product of a torus with a simply connected group.
6.6 Symplectic surfaces and group isogenies
The fibers of the invariant polynomial map (4) can be described in terms of
spectral curves associated to a choice of a representation ρ. The resulting
spectral curves are branched covers Cρ → Σ of degree equal to the dimension
of the representation. The generic such curve is birational to the quotient,
of the W -Galois cameral cover, by the subgroup of W stabilizing the dom-
inant weight of the representation. The spectral curves naturally embed in
a quasiprojective symplectic surface (61) (a birational model of Σ × C×).
When the group G is SL(n), SO(n), or Sp(2n), a natural choice is the stan-
dard representation. In the SO(n) and Sp(2n) cases, the spectral curves are
invariant with respect to the anti-symplectic involution of Σ × C×, acting
on the C× factor by the inversion t 7→ 1t . The fiber of (4) is then the Prym
variety of this double cover. The analysis is analogous to Hitchin’s discussion
in the case of (Lie algebra-valued) Higgs pairs [Hi2].
Let ι : G→ G¯ be an isogeny of semisimple groups, K its kernel, and c a
class in π1(G¯). A new feature arises, when we study the spectral curves of
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pairs in the moduli space M(G¯, c,O), in terms of a faithful representation of
G. (the singularity data O need not lift to one for G and the representation
of G does not factor through G¯). The main result of this section, Lemma
6.21, clarifies the subtle role of another symplectic surface (64), a Galois
covering of the symplectic surface (61) with Galois group K. The map,
from each spectral curve to the symplectic surface (61), factors through
the symplectic covering (64). The symplectic covering is determined by the
topological invariant (7) of the component of the moduli M(G¯, c,O). When
G is SO(n) or Sp(2n) and G¯ its adjoint group, the surface (64) admits an
anti-symplectic involution as well, but its fixed locus need no longer be the
union of two sections. Rather, the fixed locus is the branched double cover
of Σ defined earlier in (49). We construct the two surfaces in two steps.
In step I we construct the symplectic surface associated to the choice of a
representation. In step II we construct the symplectic covering (64) of the
symplectic surface. We show, that a quotient of the spectral curve of ϕ
maps into this surface. The general method developed in this section will be
applied in Section 10.2 in particular examples.
Step I: Let λ : T → C× be a dominant weight of a faithful representation
of G. The representation restricts as an injective homomorphism from K to
the center of GL(N). Finite subgroups of the latter are cyclic. In particular,
the intersection K ∩ ker λ is trivial and K must be cyclic. The kernel K of
the isogeny ι fits in the exact sequence
0→ K → T → T¯ → 0
of the corresponding maximal tori. Let {e¯, α¯} be a basis of the co-character
lattice of C× × [T/(K + ker λ)]. The set
λ(Op) := {(e¯, λ(a¯p)) : a¯p ∈ Op}. (60)
is the image via
id× λ¯ : C× × T¯ −→ C× × [T/(K + kerλ)],
of the W -orbit of graphs of co-characters in Op. The set λ(Op) determines
a fan id× λ¯(σ¯), which is supported on the id× λ¯ image of σ¯ in spanR{e¯, α¯}.
The toric surface X(id× λ¯(σ¯)) is singular. The local model of
Sλ(O) (61)
is the complement in X(id × λ¯(σ¯)) of the fixed points for the action of
C× × [T/(K + ker λ)]. We have a natural morphism
λ¯ : X(O) −→ Sλ(O), (62)
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extending the morphism id × λ¯ : Σ0 × T¯ → Σ0 × C×, where Σ0 is the
complement of the support of O. The 2-form dz∧ dtt on Σ×C
× determines a
(non-degenerate) holomorphic symplectic structure on the surface Sλ(O) as
well. The 2-form is holomorphic, because the morphism λ¯ in (62) is surjective
and it pulls it back to the contraction i(Ω, λ¯), where Ω is the t-valued 2-form
of Lemma 3.3. The 2-form is non-degenerate, because its pullback i(Ω, λ¯) is
nowhere vanishing (Lemma 3.3).
Step II: We extend in this step the morphism (62) to a commutative
K ×K-equivariant diagram
X(f−1O) → X(O, τ) → X(O)
↓ ↓ ↓ λ¯
Sλ(f
−1O) → Sλ(O, τ) → Sλ(O),
where X(f−1O) and X(O, τ) are the varieties defined in section 6.4. The
surfaces Sλ(f
−1O) and Sλ(O, τ) are defined below.
We have a K×K action on Dτ ×C×. The action on C× is the restriction
of λ to K. Over D0τ , we get a K × T -equivariant morphism
X(f−1O)|
D0τ
= D0τ × T −→ D
0
τ × C
×.
It extends to a regular K×T -equivariant morphism into a surface Sλ(f
−1O)
λ : X(f−1O) −→ Sλ(f
−1O). (63)
The latter surface is a partial compactification of D0τ × C
×. The local
toric model of Sλ(f
−1O), over a point p in Dτ , is determined by the fan
in Ch(C×e × [T/ ker λ])
∗, which is the image of the cone in Ch(C×e × T )
∗
determined by f−1Op. Sλ(O) is the quotient of Sλ(f−1O) by the K × K
action. Let {e¯, α¯} be a basis of the co-character lattice of C×e¯ × [T/K+kerλ].
Recall, that e := dp · e¯, where dp is the order of the stabilizing subgroup of
the ramification point of Dτ over p ∈ Σ. The co-character lattice of T/ ker λ
is generated by α := |K | · α¯. The toric models of Sλ(O) and Sλ(f−1O) are
related as follows. Their fans in spanR{e¯, α¯} are identical; they are deter-
mined by the set of vectors (60). The lattice of Sλ(O) is spanZ{e¯, α¯}. The
lattice of Sλ(f
−1O) is the co-character sublattice spanned by {e, α}.
Let
Sλ(O, τ) (64)
be the quotient of Sλ(f
−1O) by the diagonal action of K. Sλ(O, τ) is a
partial compactification of the quotient of D0τ ×C
× by the diagonal action of
K. The latter quotient is the total space of a C× local system over Σ0. The
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local system is determined by the composition of 1) the topological invariant
(7) with 2) the restriction of the character λ to the center of the universal
cover of G¯. The fiber of Sλ(O, τ), over a point in Σ0, is C×, but fibers over
the support of O have multiplicities. Sλ(O, τ) admits, locally over a point in
Σ, a toric model as well. Again, the fan in spanR{e¯, α¯} is equal to the one in
the definition of Sλ(O) in (61). The sublattice is generated by {e¯+ α¯, e, α}.
The local model, of the morphism to Σ, is the projection (modulo α) to the
lattice spanZ{e¯} with the cone spanned by e¯.
Lemma 6.21. 1. Let (P, ϕ¯) be a pair in M(G¯, c,O). Let λ¯ : C → Sλ(O)
be the restriction of the morphism (62) to the spectral cover C of (P, ϕ¯).
Over the smooth locus of C, the morphism λ¯ factors through a mor-
phism C/Wλ → Sλ(O, τ)
C → C/Wλ → Sλ(O, τ) → Sλ(O).
2. Assume that condition 6.15 holds. The quotient morphism Sλ(O, τ)→
Sλ(O), via the K-action, is an unramified covering. Consequently,
Sλ(O, τ) is symplectic as well.
3. Assume G is SO(n), or Sp(2n), λ is the standard representation, and
G¯ is the adjoint group. The stabilizer Wλ, of λ, has index 2 in the
subgroup W˜λ of W stabilizing the set {λ,−λ}. The order 2 element
η of W˜λ/Wλ acts on Sλ(O, τ) as an anti-symplectic involution. The
fixed locus of η is a curve, which is isomorphic to a dense open subset
(65) of Dτ .
Proof: 1) is clear. 2) The proof is similar to that of part 3 of Lemma 6.14.
3) Let D′τ be the Zariski open subset of Dτ defined by
D′τ := {p ∈ Dτ : λ(dpa¯p) = 0, for some a¯p ∈ Of(p)}. (65)
Clearly, D′τ contains D
0
τ . We claim, that D
′
τ is disjoint from the ramification
locus of f : Dτ → Σ. If p is a ramification point, then K intersects non-
trivially the image in T of the co-character dpa¯p. Since kerλ intersects K
trivially, then dpa¯p can not be in the kernel of λ.
Let p be a point in the complement of D′τ . The involution η takes λ(dpa¯p)
to −λ(dpa¯p). Hence, η takes every component, of the fiber of Sλ(O, τ) over
p, to a different component.
Let x be a point in Sλ(O, τ) over a point p in D′τ . The component, of
the fiber of Sλ(O, τ) containing x, corresponds to a co-character a¯p, which
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comes from T . If λ(a¯p) 6= 0, then η(x) 6= x. If λ(a¯p) = 0, then the component
of x is naturally identified with T/ ker λ. Let κ be the diagonal involution
of Sλ(f
−1O) in K × K. Then κ(p, t) = (κ(p),−t). Represent x as a K-
orbit {(p, t), (κ(p),−t)}. The involution η in W˜λ/Wλ takes this K-orbit
to {(p, 1t ), (κ(p),−
1
t )}. The two orbits are equal precisely when t
2 = 1.
We conclude, that the fixed locus of η is isomorphic to the κ-quotient of
D′τ × {1,−1}, which is isomorphic to D
′
τ . ✷
Assume now, that G is SL(n), SO(n), or Sp(2n), λ is the standard
representation, and G¯ is the adjoint group. When G = SL(n) and G¯ =
PGL(n), then the fiber of (4) is isogenous to the prym variety of π : C/Wλ →
Σ (the kernel of the norm map). When G = SO(n) or Sp(2n), then C/Wλ
is W˜λ/Wλ-invariant. In the SO(2n+1) and Sp(2n) cases, the generic C/Wλ
meets the fixed locus of W˜λ/Wλ transversally along a ramification point of
C/Wλ over its W˜λ/Wλ-quotient. The fiber of (4) is isogenous to the Prym
variety of the involution of C/Wλ (via the element η of W˜λ/Wλ). In the
SO(2n) case, the generic C/Wλ has nodes along the fixed locus of η. W˜λ/Wλ
acts freely on its normalization. The fiber of (4) is isogenous to the Prym
variety of the unramified double cover. See section 10.2.2 for an application
of lemma 6.21 in the SO(2n) case.
7 Infinitesimal study of M(G, c)
We study the Poisson geometry of the infinite dimensional moduli space
M(G, c) in Theorem 2.3. M(G, c) is the inductive limit (union) of the fi-
nite dimensional moduli spaces M(G, c, ρ,D), as D varies over all effective
divisors on Σ. The discussion is slightly complicated by the fact, that the
moduli spaces M(G, c, ρ,D) are singular in general.
7.1 An anti-symmetric tensor
Next, we identify the tangent space to the moduli space M(G, c, ρ,D) in
Theorem 2.3. Given a pair (P,ϕ), we define the vector bundle
ad(P,ϕ, ρ)
as follows: Away from the singularities of ϕ, the bundle ad(P,ϕ, ρ) is the
pullback via ϕ : Σ →֒ P (G) of the vertical tangent bundle of P (G). Along
the divisor of singularities of ϕ, we define ad(P,ϕ, ρ) in terms of the faith-
ful representation: It is the unique extension to a subbundle of End(E),
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where E is the vector bundle associated to P via ρ. (This definition breaks
the symmetry between the poles of ϕ and ϕ−1 as meromorphic sections of
End(E).)
Example 7.1. If G = GL(n) and ρ is the standard representation, then
ad(P,ϕ, ρ) = End(E). If G = SL(n), E a vector bundle with trivial deter-
minant, and ϕ a meromorphic section of End(E) with determinant 1, then
ad(E,ϕ, ρ) is the subsheaf of End(E) of sections satisfying
{f ∈ End(E) : tr(ϕ−1f) = 0}.
If ϕ−1 is a nowhere vanishing holomorphic section of End(E)(D′), then it
defines a line subbundle L of End(E) isomorphic to OΣ(−D
′). ad(E,ϕ, ρ)
is the subbundle L⊥ orthogonal with respect to the trace pairing. It is
isomorphic to the dual of the quotient End(E)/L. Thus, deg(ad(E,ϕ, ρ)) =
deg(L) = −deg(D′).
Let us describe ad(P,ϕ, ρ) in the case where G is one of the classical
groups Sp(2n) or SO(n), P a principal G-bundle, and E the associated
vector bundle via the standard representation. E is endowed with a non-
degenerate bilinear form J : E → E∗ (anti-symmetric or symmetric accord-
ingly). Then P (G) is the subsheaf of End(E) of invertible sections satisfying
J = ϕ∗ ◦ J ◦ ϕ. Given a meromorphic section ϕ of P (G), the subbundle
ad(P,ϕ, ρ) of End(E) corresponds to the subsheaf of sections φ satisfying
φ∗ ◦ J ◦ ϕ+ ϕ∗ ◦ J ◦ φ = 0.
✷
If I is the identity section of P (G), then ad(P, I, ρ) is the adjoint Lie
algebra bundle Pg. We have two natural homomorphisms
Lϕ, Rϕ : Pg −→ ad(P,ϕ, ρ) ⊗OΣ(D)
corresponding to left and right multiplication by the meromorphic section ϕ
of the group bundle P (G). Denote their difference by ad(ϕ)
ad(ϕ) := Lϕ −Rϕ : Pg −→ ad(P,ϕ, ρ) ⊗OΣ(D).
In terms of the associated vector bundle E in the above example, Lϕ and
Rϕ are induced by left and right multiplication in End(E), which map the
subbundle Pg of End(E) into the subbundle ad(P,ϕ, ρ)(D) of End(E)(D).
Standard deformation theory shows, that the tangent space toM(G, c, ρ,D)
at (P,ϕ) is naturally identified with the first hypercohomology of the com-
plex (in degrees 0 and 1)
Pg
adϕ
−→ ad(P,ϕ, ρ) ⊗OΣ(D). (66)
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The proof is a repetition of the arguments in [Bo1, BR, M1]. The cotan-
gent space T ∗(P,ϕ)M(G, c, ρ,D) is given by the first hypercohomology of the
complex (in degrees 0 and 1)
ad(P,ϕ, ρ)∗(−D)
ad∗ϕ
−→ Pg∗ (67)
(here we used a trivialization of the canonical line bundle of Σ). Once again,
we have a natural homomorphism Ψ from the cotangent complex to the
tangent complex. In degree 1 the homomorphism Ψ1 is the composition
of the isomorphism Pg∗ ∼= Pg with the homomorphism Lϕ from Pg to
ad(P,ϕ, ρ)(D). It is easier to define the dual of the homomorphism Ψ0
in degree zero. The negative −Ψ∗0 of the dual is the composition of the
isomorphism Pg∗ ∼= Pg with the right multiplication homomorphism Rϕ
from Pg to ad(P,ϕ, ρ)(D).
We need to check that Ψ is a homomorphism of complexes. It suffices
to check it away from the singular divisor of ϕ. Over this open subset of Σ,
the invariant bilinear form on g induces an isomorphism
ad(P,ϕ, ρ)∗ ∼= ad(P,ϕ−1, ρ). (68)
The composition, of Ψ0 with the generic isomorphism ad(P,ϕ, ρ)
∗(−D) ∼=
ad(P,ϕ−1, ρ)(−D), is equal to the negative of left multiplication by ϕ. Sim-
ilarly, ad∗ϕ becomes −adϕ. The commutativity adg ◦Ψ0 = Ψ1 ◦ ad
∗
g follows.
We get an induced homomorphism from the Zariski cotangent space to
the tangent space on the level of first hypercohomology
Ψ : T ∗(P,ϕ)M(G, c, ρ,D) −→ T(P,ϕ)M(G, c, ρ,D). (69)
If we interchange the roles of left and right multiplication in the above con-
struction, we get another homomorphism of complexes. The two homomor-
phism of complexes are homotopic (see section 4.2).
Remark 7.2. The moduli space M(G, c, ρ,D) is singular in general. (It is
smooth, for G = GL(n), being an open subset of the moduli space of simple
Higgs bundles, which is smooth [N]). Let us determine the dimension of
the Zariski tangent space to M(G, c, ρ,D) at (P,ϕ). Denote the complex
(66) by B•. Assume that D is sufficiently large, so that H
1(ad(P,ϕ, ρ)(D))
vanishes. Then H2(B•) vanishes as well. Denote the center of g by z. If
(P,ϕ) is simple, then H0(B•) = z. The dimension of T(P,ϕ)M(G, c, ρ,D) is
given by H1(B•)
dimT(P,ϕ)M(G, c, ρ,D) = dim(z)− χ(B•)
= dim(z)− χ(Pg) + χ(ad(P,ϕ, ρ)(D))
= dim(z) + χ(ad(P,ϕ, ρ)) + deg(D) · dim(g).
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The Euler characteristic χ(ad(P,ϕ, ρ)) depends on ρ and on the singularity
data O of ϕ. We see that the dimension, of the Zariski tangent space to
M(G, c, ρ,D), does depend on the singularity data O. Hence, we expect the
moduli space M(G, c, ρ,D) to be singular. If, for example, G = SL(n) and
ρ is the standard representation, then each moduli M(SL(n), 0,O) can be
contained in the smooth locus of M(SL(n), 0, ρ,D), for at most one choice
of D (The Euler characteristic is calculated in example 7.1.)
Given two divisors D1 ⊂ D2 on Σ, we have a natural embedding
M(G, c, ρ,D1) −→ M(G, c, ρ,D2).
We get a direct system of moduli spaces M(G, c, ρ,D), with respect to the
partial ordering of effective divisors on Σ. We denote the inductive limit by
M(G, c). Similarly, given a simple pair (P,ϕ) in M(G, c), we get a direct
system of Zarisky tangent spaces
H1(Σ, [Pg
adϕ
−→ ad(P,ϕ, ρ)(D1)]) →֒ H
1(Σ, [Pg
adϕ
−→ ad(P,ϕ, ρ)(D2)])
with injective homomorphisms. Above, the two divisors D1 ⊂ D2 are as-
sumed to contain the divisor D(O, ρ) defined in (6). The cotangent spaces fit
into an inverse system with surjective homomorphisms. Denote by T(P,ϕ)M(G, c)
and T ∗(P,ϕ)M(G, c) the corresponding direct and inverse limits. We get a nat-
ural homomorphism
Ψ∞ : T
∗
(P,ϕ)M(G, c) −→ T(P,ϕ)M(G, c), (70)
which has finite rank. If (P,ϕ) belongs to M(G, c, ρ,D), then Ψ∞ factors
through (69) via the natural projection T ∗(P,ϕ)M(G, c)→ T
∗
(P,ϕ)M(G, c, ρ,D)
and the natural inclusion T(P,ϕ)M(G, c, ρ,D) →֒ T(P,ϕ)M(G, c). We will see
below that the homomorphism factors through the cotangent and tangent
spaces to M(G, c,O) (see Lemma 7.4).
The construction of the sheaf ad(P,ϕ, ρ) does not behave well in fami-
lies (it leads to a sheaf, which is not flat). Nevertheless, the construction
(of the pull-back) of the tangent and cotangent bundles of M(G, c) can be
carried out in the relative setting of finite dimensional families of pairs.
We indicate briefly this relative construction. First, we provide an alterna-
tive construction of T(P,ϕ)M(G, c). Assume that (P,ϕ) is in M(G, c, ρ,D0).
Choose effective divisors D1 and D2, such that Adϕ−1 is a regular section of
End(Pg)(D1) and
Lϕ−1 : ad(P,ϕ, ρ)(D0) −→ Pg(D1),
Lϕ : Pg(D1) −→ ad(P,ϕ, ρ)(D2)
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are regular homomorphisms. Let B•(D) be the complex (66). Let A•(D) be
the complex
Pg
I−Adϕ−1
−→ Pg(D). (71)
We have the complex homomomorphisms
(I, Lϕ−1) : B•(D0) −→ A•(D1)
(I, Lϕ) : A•(D1) −→ B•(D2).
It is easy to see that both complex homomorphisms induce injective homo-
morphisms on the level of first hyper-cohomologies
H1(B•(D0)) ⊂ H
1(A•(D1)) ⊂ H
1(B•(D2)).
Consider the directed system of first hyper-cohomologies of (71), where D
varies over all effective divisors, which contain D1. The above comparison
implies, that there is a natural isomorphism between the direct limits of
H1(A•(D)) and H1(B•(D)).
The complex (71) behaves well in families and the direct limit provides
the relative construction of the pull-back of TM(G, c) to finite dimensional
families of pairs parametrized by M(G, c, ρ,D). Similarly, we get the pull-
back of T ∗M(G, c) and the relative version of the homomorphism (70). Over
the smooth locus of M(G, c, ρ,D), it gives rise to a global homomorphism
from the cotangent to the tangent bundles:
Ψ : T ∗M(G, c, ρ,D) −→ TM(G, c, ρ,D). (72)
Theorem 7.3. Ψ defines a Poisson structure on M(G, c) and on the smooth
locus of M(G, c, ρ,D).
Proof: Ψ is anti-symmetric because ∆0 is homotopic to −(∆
∗
1). This is
proven as in Theorem 4.7. The Jacobi identity follows from the involutivity
of the foliation induced by the image of Ψ (Lemma 7.4) and the Jacobi
identity for the leaves MΣ(G, c,O) (Theorem 4.7). ✷
7.2 The symplectic leaves foliation
In this section we prove that the symplectic leaves of M(G, c, ρ,D) are pre-
cisely the moduli spacesM(G, c,O), whose polar divisorD(O, ρ) is contained
in D. See (6) for the definition of D(O, ρ).
Lemma 7.4. M(G, c,O) is a finite union of symplectic leaves ofM(G, c, ρ,D).
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Proof: It suffices to show that the Zariski tangent space to M(G, c,O) is
equal to the image of the homomorphism Ψ induced by the Poisson structure.
We have the following short exact sequence of (column) complexes:
ad(P,ϕ, ρ)∗(−D)↓ ad∗ϕ
Pg∗
 R
∗
ϕ
−→
Lϕ
−→
 Pg↓ adϕ
ad(P,ϕ, ρ)(D)
 q0−→
q1
−→
Pg/Im(R
∗
ϕ)
↓
ad(P,ϕ,ρ)(D)
Im(Lϕ)

which we denote, for short, by
A• −→ B• −→ C•.
We get the long exact sequence of cohomologies:
0 −→ H0(B•) −→ H0(C•) →
→ T ∗(P,ϕ)M(G, c, ρ,D)
Ψ
−→ T(P,ϕ)M(G, c, ρ,D) −→ H
1(C•) →
→ H2(A•) −→ H2(B•) −→ 0.
(73)
The group H1(C•) is the quotient of ad(P,ϕ, ρ)(D) by the image of the
homomorphism
Lϕ + adϕ : Pg⊕ Pg −→ ad(P,ϕ, ρ)(D).
The image is equal to that of the homomorphism
Lϕ +Rϕ : Pg⊕ Pg −→ ad(P,ϕ, ρ)(D).
The image of the latter homomorphism is precisely ad(P,ϕ). We conclude
that the kernel of H1(B•) → H1(C•) is precisely the Zariski tangent space
to M(G, c,O). The Lemma follows from the exactness of the sequence (73).
✷
8 Poisson Hecke correspondences
Given a Poisson group, Drinfeld constructed compatible Poisson structures
on its homogeneous spaces [Dr2]. We introduce next a Poisson structure on
the moduli spaces Hecke(G, c1, c2,O), which are analogous to G[[t]]-orbits in
the loop Grassmannian G((t))/G[[t]]. The moduli space Hecke(G, c1, c2,O)
parametrizes isomorphism classes of simple triples (P1, P2, ϕ), where Pi is a
principal G bundle of topological type ci and ϕ : P1 → P2 is a meromorphic,
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G-equivariant, isomorphism (a meromorphic section of Isom(P1, P2)). The
singularities of ϕ are assumed to be in O =
∑
p∈ΣOp. We will see that
the locus Hecke(G,P1, P2,O), with a fixed pair of bundles (P1, P2), is a
symplectic leaf. Note that the orbit of the triple (P1, P2, ϕ), under Aut(P1)×
Aut(P2), is contained in a single isomorphism class. The triple is simple, if
the stabilizer of ϕ in Aut(P1) × Aut(P2) is the diagonal embedding of the
center of G. It is infinitesimally simple if the above statement holds on the
level of adjoint Lie algebra bundles.
Remark 8.1. 1. The moduli spaces Hecke(G, c1, c2,O) are related to the
Hecke correspondences in the Geometric Langlands program [BD1].
2. Given a triple (P1, P2, ϕ), the topological type c2 of P2 is determined by
the type c1 of P1 and the singularity data O of ϕ. This leads to a neces-
sary compatibility condition for (c1, c2,O) in order for Hecke(G, c1, c2,O)
to be non-empty. For each singularity point p ∈ Σ, choose a co-
character ap in theW -orbit determined by Op. Then the sum
∑
p∈Σ ap
projects, via (8), to the difference c2 − c1 in π1(G).
Proof of the condition: Let U be the open covering of Σ, consisting
of the complement U0 of the singular points of ϕ, and small disks Up,
one for each singular point. Choose an isomorphism ηp : (P1)|Up →
(P2)|Up between the restrictions of the bundles to Up. The cohomology
class of the 1-cocycle gp,0 := η
−1
p ◦ ϕ in Z
1(U , P1(G)), represents the
isomorphism class of the bundle P2. The connecting homomorphism,
of the long exact cohomology sequence (9), with P = P1, takes this
1-cocycle to the class c2 − c1 in H
2(U , π1(G)). On the other hand,
under the identification of H2(Σ, π1(G)) with π1(G), the connecting
homomorphism takes the cocycle (gp,0) to the image of O under (8).
✷
8.1 Comparison between Hecke(G, c, c,O) and M(G, c,O)
We first relate the moduli space Hecke(G, c1, c2,O) to products of orbits in
the loop Grassmannian. Then we relate the moduli spaces Hecke(G, c, c,O)
and M(G, c,O). Combining the two relations, we will get a conceptual
explanation of the formula for the dimension of M(G, c,O) in Corollary
4.10.
Consider the locus Hecke(G, c1, P2,O) in Hecke(G, c1, c2,O), with a fixed
bundle P2.
Claim 8.2. Hecke(G, c1, P2,O) is isomorphic to a Zariski open subset in the
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Aut(P2)-quotient of the product of the G[[t]]-orbits in G((t))/G[[t]], parametrized
by the data O.
Proof: The bundle P2 determines a bundle B of loop grassmannians over
Σ. Using the notation of section 2, the fiber of B over p ∈ Σ is the quotient
P2(G(Kˆ(p)))/P2(G(Oˆ(p))). A triple (P1, P2, ϕ) determines a section σ of B
as follows. Choose a local isomorphism η : P2 → P1. Then ϕ ◦ η is a local
meromorphic section of P2(G). A different η yields the same section σ of
B. Note that B has a natural section, corresponding to the image of P2(G),
and σ coincides with this section away from the singularities of ϕ. Suppose
(P ′1, P2, ϕ
′) is another triple, whose section σ′ is equal to σ. Then there is a
global isomorphism f : P1 → P
′
1 such that ϕ
′ ◦ f = ϕ (the equality σ = σ′
implies that f exists locally, but its uniqueness implies that it is global).
Conversely, given a section σ, we can lift it to a triple (P1, P2, ϕ) as fol-
lows. For every point p, with Op 6= G[[t]], choose an analytic (or formal)
neighborhood Up of p. For a sufficiently small Up, we can lift σ to a meromor-
phic section of P (G), which is holomorphic on the punctured neighborhood
Up \ {p}. Over the complement in Σ, of the singularity divisor S of O, we
choose the section 1 of P (G). The open subsets Up and Uq are assumed to
be disjoint, for any two distinct points p and q in S. We get a Cˇeck cocycle
representing a class in H1(Σ, P (G)), i.e., an isomorphism class of a principal
G-bundle P1. It comes with a natural identification ϕ with P2 over Σ \ S.
By construction, the triple (P1, P2, ϕ) has singularities in O. For σ in an
open subset, the triple would be simple. The claim follows. ✷
For a semi-stable and regular bundle P2, the dimension of Aut(P2) is
equal to the dimension of the moduli of deformations of P2. If G is semi-
simple, it follows from the above claim, that the expected dimension of
Hecke(G, c1, c2,O) is equal to the sum of the dimensions of the G[[t]]-orbits
in G((t))/G[[t]] parametrized by the data O. The dimension of each such
orbit is given by formula (19) (see [Lu]). If G is reductive with a positive
dimensional center, then the action of Aut(P2), on each orbit in the loop
grassmannian, factors through the quotient Aut(P2)/Z by the center of G.
Hence, the expected dimension of Hecke(G, c1, c2,O) is larger (see Theorem
8.3).
When G = PGL(n) and c1 = c2 = c is a generator of π1(G), then
M(G, c,O) admits a rational symplectic morphism onto an open symplectic
subset of Hecke(G, c, c,O), because if P1 and P2 are stable, then they are
isomorphic (compare with Lemma 10.3). For example, if the data O is non-
singular at every point (and we allow infinitesimally simple, but non-simple
objects), then Hecke(G, c, c,O) is a single point, while M(G, c,O) is the
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commutative group of global automorphisms of the unique stable PGL(n)
bundle of topological type c (see Example 10.1).
In general, we have two rational morphisms
Hecke(G, c, c,O)
π1←− M(G, c,O)
π2−→ U(G, c),
where U(G, c) is the moduli space of semi-stable G-bundles of topological
type c, endowed with the trivial Poisson structure. The image of π1 consists
of triples (P1, P2, ϕ), with isomorphic P1 and P2. The fiber of π1 through
a simple (P,ϕ) is isomorphic to the quotient of Aut(P ) · ϕ · Aut(P ) by the
conjugation action of Aut(P ). Note, that the dimensions of H0(Pg) and
H1(Pg) are equal. Hence, if G is semi-simple, then the expected dimensions
of M(G, c,O) and Hecke(G, c, c,O) are equal. This explains the equality be-
tween the dimension of M(G, c,O) (Corollary 4.10), for semi-simple G, and
the sum of dimensions of orbits in the loop Grassmannian. If G is reductive
with a positive dimensional center, we will see that the deformations of the
pair (P1, P2), arising from triples in Hecke(G, c, c,O), are restricted. This
restriction is the algebraic analogue, on the level of rational equivalence, of
the topological condition in Remark 8.1. This restriction leads to a difference
between the dimensions of the two moduli spaces.
8.2 A Poisson structure on Hecke(G, c1, c2,O)
The infinitesimal study of Hecke(G, c1, c2,O) is similar to that ofM(G, c,O).
We will see that it is in fact simpler, since the infinitesimal deformations of
the triples can be given by the first cohomology of a vector bundle (rather
than a complex). Let ∆ϕ ⊂ P1g ⊕ P2g be the subbundle corresponding to
the subsheaf
{(a, b) : Adϕ(a) + b = 0}.
Define ad(P1, P2, ϕ) to be the quotient in the short exact sequence
0→ ∆ϕ
e
→ P1g⊕ P2g
q
→ ad(P1, P2, ϕ)→ 0. (74)
Set d := q
P1g⊕ P2g
d
−→ ad(P1, P2, ϕ). (75)
Lemmas 4.2 and 4.8 hold in the more general setting, with ad(P1, P2, ϕ)
replacing ad(P,ϕ) and d replacing adϕ. The first order infinitesimal defor-
mations of a triple are parametrized by the first hyper-cohomology of the
complex (75). The Zariski cotangent space, at a simple triple, is the first
hyper-cohomology of the dual complex
ad(P1, P2, ϕ)
∗ d
∗
−→ [P1g⊕ P2g]
∗. (76)
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Polishchuk defined a Poisson structure on Hecke(G, c1, c2,O) in theGL(n)
case [Po]. He then generalized his construction for moduli spaces of pairs
(P, s), where P is a principal bundle, with a reductive structure group, and
s is a section of a vector bundle associated to P via a suitable representa-
tion (Theorem 6.1 in [Po]). We get a moduli of triples, once we choose the
structure group of P to be G ×G. However, Polishchuk’s condition on the
representation of G ×G requires to replace a simple group G by some cen-
tral extension. Here we use a slightly different generalization of Polishchuk’s
construction to exhibit a natural Poisson structure on Hecke(G, c1, c2,O), for
arbitrary reductive G. Consider the homomorphism ψ = (ψ0, ψ1) from (76)
to (75), which is zero in degree 1, and in degree 0 is given by the composition
ad(P1, P2, ϕ)
∗ d
∗
−→ [P1g⊕ P2g]
∗ (κ,−κ)
−1
−→ P1g⊕ P2g.
Lemma 4.8 implies the equality
d ◦ (κ,−κ)−1 ◦ d∗ = 0.
Consequently, ψ is indeed a complex homomorphism. The degree 1 sheaf in
(76) is isomorphic to the degree 0 sheaf in (75). A choice of an isomorphism
h : [P1g⊕ P2g]
∗ → P1g⊕ P2g, gives rise to a homotopic complex homomor-
phism ψ+(h◦d)+ (d◦h) = (ψ0+h◦d
∗, d◦h). Hence, we could have chosen
ψ0 to vanish instead. Denote by
Ψ : T ∗(P1,P2,ϕ)Hecke → T(P1,P2,ϕ)Hecke (77)
the homomorphism induced by ψ on the level of first hyper-cohomologies.
Ψ is anti-self dual, because ψ∗ is homotopic to −ψ via the homotopy h =
(κ,−κ)−1 (κ as in Lemma 4.8). Indeed, ψ0 = h◦(d
∗) and, since h is self-dual,
ψ∗0 = d ◦ h. Thus, ψ + ψ
∗ = h ◦ d∗ + d ◦ h and ψ∗ is homotopic to −ψ.
Note, that d is surjective, and its kernel is (id,−id)(∆ϕ). Consequently,
(75) is quasi-isomorphic to ∆ϕ and (76) is quasi-isomorphic to the complex
ad(P1, P2, ϕ)[−1] (with a single sheaf ad(P1, P2, ϕ) in degree 1). Identify the
first hyper-cohomology of (75) with H1(∆ϕ) and the first hyper-cohomology
of (76) withH0(ad(P1, P2, ϕ)). Then the homomorphism Ψ is the connecting
homomorphism of the long exact sequence
0 → H0(∆ϕ) → H
0(P1g⊕ P2g) → T
∗
(P1,P2,ϕ)
Hecke
Ψ
−→
T(P1,P2,ϕ)Hecke
df
−→ H1(P1g⊕ P2g) → H
1(ad(P1, P2, ϕ)) → 0,
arising from the short exact sequence (74). If the triple (P1, P2, ϕ) is in-
finitesimally simple, then H0(∆ϕ) is isomorphic to z and H
1(ad(P1, P2, ϕ))
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to z∗ (by Serre’s Duality). The homomorphism df above sends an infinites-
imal deformation of the triple (P1, P2, ϕ) to the infinitesimal deformation
of the pair (P1, P2). It follow that the symplectic leaves foliation of Ψ is
induced by fixing the isomorphism class of the pair (P1, P2). Moreover, the
deformations of the pair (P1, P2), arising from triples in Hecke(G, c1, c2,O),
are constrained to a subspace, whose codimension is equal to the dimension
of z∗.
Theorem 8.3. 1. The moduli space HeckeΣ(G, c1, c2,O) is either empty,
or smooth of dimension
dim(z) +
∑
p∈Σ
γ(Op),
where γ(Op) is given in (19).
2. HeckeΣ(G, c1, c2,O) admits a natural Poisson structure Ψ. Its symplec-
tic leaves are the connected components of the loci HeckeΣ(G,P1, P2,O),
in which the isomorphism class of the pair (P1, P2) is fixed.
Proof: 1) Let (P1, P2, ϕ) be a simple triple. Simplicity of the triple implies,
that H0 of the tangent complex (75) is isomorphic to z. H2 vanishes, because
the complex is quasi-isomorphic to ∆ϕ. The Euler characteristic of ∆ϕ is
calculated, up to a change of sign, in Lemma 4.9. The dimension of the
Zariski tangent space is given by h1(∆ϕ), which is equal to h
0(∆ϕ)−χ(∆ϕ).
The proof of smoothness of HeckeΣ(G, c1, c2,O) is analogous to the proof of
Theorem 4.13.
2) It remains to prove the Jacobi identity for the Poisson bracket. The
Jacobi identity can be expressed, in terms of the homomorphism (77), by
the vanishing
Ψ(ω1) · 〈Ψ(ω2), ω3〉 − 〈[Ψ(ω1),Ψ(ω2)], ω3〉+ cp(1, 2, 3) = 0, (78)
where ωi are local one-forms on HeckeΣ(G, c1, c2,O), [·, ·] is the Lie bracket
of vector fields, and cp(1, 2, 3) indicates terms obtained by cyclic permuta-
tions of 1, 2 and 3 from the first two terms. The proof is identical to that of
Theorem 6.1 in [Po]. One uses the set-up of [Bo1, Bo2]. A lengthy cohomo-
logical calculation reduces the equality (78) to the vanishing of the tri-linear
tensor
〈x, [y, z]〉, x, y, z ∈ ∆ϕ, (79)
where the Lie-bracket is the restriction of the one on P1g ⊕ P2g and the
pairing 〈•, •〉 on P1g⊕P2g is (κ, κ). The vanishing (79) follows immediately
from the definition of ∆ϕ. ✷
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9 The Classical Dynamical Yang-Baxter equations
We show that the Poisson bracket of Etingof and Varchenko [EV], defined
from the dynamical r-matrices, corresponds to the one on the moduli space
of pairsMΣ(G, c), which was defined in Theorem 2.3 above. The comparison
is proven first for simply connected groups (Theorem 9.1). We then consider
extensions to complex reductive groups. We write our elliptic curve as
Σ := C/(Z + τZ) = C×/(qZ),
where q = e2πiτ . We will use a description of principal G-bundles on Σ
in terms of flat connections (see, e.g., Atiyah and Bott [AB]); alternately,
this amounts to a description of the bundle in terms of automorphy factors.
Indeed, the pull back of a G-bundle P to C× is trivial. P can be described
as a quotient of C× × G, by a diagonal action of Z. The generators of Z2
act on G via an element of G, the automorphy factor. It can be normal-
ized, up to a discrete choice. This language is suitable for the comparison,
because the factor V , in the Poisson groupoid (3), parametrizes an open set
of the principal bundles together with a choice of a factor of automorphy.
A meromorphic section ϕ, of the adjoint group bundle P (G), pulls back to
a G-valued function on C×, hence an element of the loop group. This will
enable us to describe an open subset in the moduli space MΣ(G, c), as a
symplectic (or rather Poisson) reduction of the groupoid (3) of Etingof and
Varchenko.
9.1 Some elliptic functions
The elliptic Jacobi theta-function θ1(z), for the curve Σ with modulus τ ,
satisfies the relations
θ1(z + 1) = −θ1(z), θ1(z + τ) = θ1(z)e
−2πize−πi(τ+1).
It has a single zero on each fundamental domain, at the translates of the
origin. If we set, following Etingof and Varchenko [EV],
σw(z) =
θ1(w − z)θ
′
1(0)
θ1(z)θ1(w)
,
we have the periodicity relations
σw(z + 1) = σw(z), σw(z + τ) = σw(z)e
2πiw.
This function has a single pole on each fundamental domain, with residue 1,
at the translates of the origin, and a single zero at the translates of the point
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w. If Lw is the line bundle corresponding to the divisor w − 0, w ∈ C, σw
represents a section of Lw in the trivialisation associated to the automorphy
factors 1, e2πiw.
Let us cover the elliptic curve by an open disk U+ around the origin and
by U− = Σ−{0}. If the bundle L−w is non trivial, thenH
1(Σ, L−w) = 0, and
so its sections L−w(U+ ∩U−), over the punctured neighbourhood (U+ ∩U−)
of the origin, split as
L−w(U+ ∩ U−) = L−w(U+)⊕ L−w(U−). (80)
Let f represent a section of L−w(U+ ∩ U−), in the trivialisation associated
to the automorphy factors 1, e−2πiw. We have, for z′ ∈ U+,∮
σw(z − z
′)f(z)dz =
{
f(z′) if f ∈ L−w(U+),
0 if f ∈ L−w(U−),
where the contour is around the boundary of U+. For example, if f ∈
L−w(U−), then σw(z − z
′)f(z) represents a section of the trivial bundle,
which is holomorphic on the complement of U+, and thus has residue 0 at
z′. In short, σw(z − z
′) is the integral kernel of the projection to L−w(U+).
If one now considers in turn the function
ρ(z) =
θ′1(z)
θ1(z)
,
we find that it satisfies the periodicity relations
ρ(z + 1) = ρ(z), ρ(z + τ) = ρ(z) − 2πi.
In addition, it is an odd function. The function ρ plays the same role as σw,
but for the trivial bundle. One can split the space of functions O(U+ ∩U−)
as
O(U+ ∩ U−) = O(U+) ⊕ Cρ(z) ⊕ O˜(U−). (81)
O(U+) and O(U−) represent the spaces of holomorphic functions on U+ and
U− respectively. We exclude the constants in O(U−) by setting O˜(U−) to be
the subspace of functions in O(U−) satisfying∫ 1+ǫ
ǫ
fdz = 0.
Let P+, P0, and P− denote the three projections onto the factors of (81).
One finds: ∮
ρ(z − z′)f(z)dz =

f(z′) if f ∈ O(U+),
0 if f(z) = ρ(z),
0 if f ∈ O˜(U−).
Consequently, ρ(z − z′) is the integral kernel of the projection P+.
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9.2 G-bundles for a semi-simple simply connected group
Now let us move to a complex reductive Lie algebra g, with Cartan subal-
gebra t, corresponding to a simply connected group G and Cartan subgroup
T . Let xi, i = 1, .., r be an orthonormal basis of t, and let eα be a basis of
the α-th root space such that eα and e−α are dual to each other under the
Killing form. Let Φ denote the set of roots.
Given λ ∈ t, we can consider the bundle Pλ with automorphy factors 1,
exp(2πiλ). It is a G-bundle, with a reduction of its structure group to T .
Any W -orbit results in an isomorphic G-bundle. This construction exhibits
t as a branched cover of the moduli space BunΣ(G) of S-equivalence classes
of semi-stable G-bundles.
t −→ BunΣ(G). (82)
The Galois group is the affine Weyl group, an extension of the Weyl group by
the tensor product Ch(T )∗⊗ZH1(Σ,Z) of the co-character lattice of T with
the period lattice of the elliptic curve. We consider Ch(T )∗ ⊗Z H1(Σ,Z) as
a full lattice in the complex Lie algebra t. The quotient of t by this lattice is
the group Ch(T )∗⊗ZΣ, which is a cartesian product of r copies of the elliptic
curve. The branched covering map (82) is the composition of the covering
map t → Ch(T )∗ ⊗Z Σ and the quotient of Ch(T )
∗ ⊗Z Σ by the classical
Weyl group W . The ramification locus of (82) consists of the translates by
Ch(T )∗ ⊗Z H1(Σ,Z) of all the walls in t. The complement of the branch
locus in BunΣ(G), consists of the regular and semi-simple bundles [FM].
The automorphism group of these bundles is isomorphic to the Cartan.
We will assume that λ does not belong to the branch locus. The adjoint
Lie algebra bundle Pλ(g) splits into a trivial summand Pλ(t) and a sum of
non-trivial line bundles L<α,λ>, corresponding to the α-th root space. The
splittings (80) and (81), of the space of sections of a line bundle over U+∩U−,
extend to an analogous splitting for ad(Pλ).
Pλ(g)(U+) ⊕ [t⊗ spanC{ρ(z)}] ⊕
˜Pλ(g)(U−). (83)
If we set
r(λ, z) = ρ(z)
r∑
i=1
xi ⊗ xi +
∑
α∈∆
σ−<α,λ>(z)eα ⊗ e−α,
then r(λ, z− z′) is the kernel of the projection operator P+ onto Pλ(g)(U+).
This function is precisely the r-matrix of Felder; see [EV], formula (4.7). It
is an elliptic solution of the CDYBE (2).
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Let P− and P0 denote the projections to the corresponding summands
of the splitting (83). Set
Rλ := (P+ − P0 − P−)/2 = P+ − I/2. (84)
We think of Rλ as an endomorphism of the loop algebra Lg, which is de-
termined by a G-bundle Pλ together with a choice of an automophic factor
(and hence a trivialization on U+). We will denote Rλ by R, when it does
not lead to any ambiguity. We note that Rλ is skew adjoint, with respect to
the pairing defined using the Killing form and integration around the origin.
9.2.1 The Sklyanin Poisson structure and its reduction
Let V be the complement in t∗, of the ramification locus of (82), where we
identify t with t∗ via the Killing form. The bundles parametrized by V are
non-special, in the sense that none of the L<α,λ>, in the decomposition of
the adjoint bundle, is a trivial line-bundle. The operators Rλ, given in (84),
are used by Etingof and Varchenko [EV] to define a Poisson structure on
V ×LG× V . Let f and g be functions on LG. Given elements a and b of t,
we denote by a1 and b1 the corresponding linear function on the first factor
V , while a2 and b2 are the linear functions on the second factor V . The
Poisson structure on V × LG × V is defined at (v1, ϕ, v2) by the following
relations.
{ai, bj} = 0 i, j = 1, 2,
{a1, f} = X
R
a (f),
{a2, f} = X
L
a (f),
{f, g} = < Rv1(Df),Dg > − < Rv2(D
′f),D′g > . (85)
Here XLa ,X
R
a denote the left and right-invariant vector fields on LG corre-
sponding to a. We denote by Df the left differential in Lg of f , and D′f
the right differential: in terms of the Maurer-Cartan forms θ = dϕ ·ϕ−1 and
θ′ = ϕ−1dϕ, thought of as maps TLG→ Lg, we have
Df = (θ−1)∗(df),
D′f = (θ′
−1
)∗(df).
In matricial terms,
< Df, ϕ˙ϕ−1 > = < df, ϕ˙ > = < D′f, ϕ−1ϕ˙ >,
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so that we get the identifications
Df = Lϕdf and D
′f = Rϕdf.
At an element ϕ of LG,
Df = Adϕ(D
′f).
There are left and right actions of T on V × LG× V , given by
Lt(v1, g, v2) = (v1, tg, v2), Rt(v1, g, v2) = (v1, gt
−1, v2),
with moment maps
(v1, g, v2) 7→ v1, (v1, g, v2) 7→ −v2
respectively. The reduction by the conjugation action of T is then the space
∆(V )× LG/ ≃,
where ∆(V ) ⊂ V × V is the diagonal, and ≃ is the equivalence relation
(v, g, v) ≃ (v, tgt−1, v), t ∈ T .
9.2.2 Relation to the algebro-geometric structure
As the bundles parametrised by V all have T as their global group of auto-
morphisms, our reduced phase space can be identified as a Galois covering
of an open set of the space of isomorphism classes
M = {(P,ϕ)|P an T − bundle over Σ, ϕ ∈ Γ(U+ ∩ U−, P (G))} / ∼ .
The Galois group is again the affine Weyl group W˜ .
Now choose a faithful representation ρ of G and an effective divisor D
on Σ. A Zariski open subset MD, of the moduli space M(G, c, ρ,D) from
section 7.1, embeds in M. MD is the subset of M of simple pairs (P,ϕ),
where ϕ is meromorphic with poles only at D. It fibers over V/W˜ , and we
take the fiber product
M˜D =MD ×V/W˜ V (86)
The tangent space of MD is given by the first hyper-cohomology of the
complex (66). Its cotangent bundle is given in terms of the complex (67).
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The algebro-geometric Poisson structure Ψ is given by (72). We have a
diagram
ad(P,ϕ, ρ)∗(−D)
−adϕ
−→ Pg
−Lϕ ↓ ↓ Lϕ
Pg
adϕ
−→ ad(P,ϕ, ρ)(D).
The top and left homomorphisms are defined in terms of the generic isomor-
phism (68). For bundles of degree zero, the tangent space fits into an exact
sequence
H0(Σ, ad(P,ϕ, ρ)(D))/adϕ(H
0(Σ, Pg)) → TMD → H
1(Σ, Pg).
The cotangent space, dually, fits into
H0(Σ, Pg) → T ∗MD → [ker : H
1(Σ, ad(P,ϕ, ρ)∗(−D))→ H1(Σ, Pg)].
(87)
H0(Σ, Pg) is isomorphic to h and H1(Σ, Pg) to h∗. Let us represent the
hypercohomology on the level of cocycles. To do this we use our covering
U+, U−, and assume for simplicity that the support of the divisor D does
not intersect U+. A cocycle representing an element of the cotangent space
is given by
(a±, b+, b−), (88)
where a± is a section of ad(P,ϕ, ρ)(−D) over U+ ∩ U−, b+, b− are sections
of Pg over U+, U− respectively, with −adϕ(a±) = b+ − b− on the overlap.
Similarly, represent an element of the tangent space by a cocycle
(α±, β+, β−),
where α± is a section of Pg over U+∩U−, β+, β− are sections of ad(P,ϕ, ρ)(D)
over U+, U− respectively, with adϕ(α±) = β+−β− on the overlap. The pair-
ing on the level of cocycles is given by
(α±, β+, β−), (a±, b+, b−) =< α±, (b+ + b−) > + < a±, (β+ + β−) > .
(This formula is more or less forced by the constraint that the pairing must
give zero on coboundaries). Now let (a±, b+, b−) represent the differen-
tial df of a function on MD at the point (P,ϕ). Apply the projections
to Lϕ(a±), Rϕ(a±) to get
Lϕ(a±) = µ+ + µ0 + µ−,
Rϕ(a±) = ν+ + ν0 + ν−.
Recall that the differential adϕ of the tangent complex was defined as Lϕ −
Rϕ. The differential of the cotangent complex can be interpreted as Rϕ−Lϕ.
Hence,
Rϕ(a±)− Lϕ(a±) = b+ − b−.
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From the exactness of (87), one has µ0 = ν0, and
b+ = −µ+ + ν+ + b, b− = µ− − ν− + b,
where b is a constant, global section of Pg, lying in P (t).
We need to determine the form of these different cocycles, for the dif-
ferentials of the various functions considered in the definition (85) of the
Poisson bracket on our phase space. One is fairly straightforward: with re-
spect to the fibration ofMD over V , the differentials of functions lifted from
V are of the form (0, b, b).
One also has an inclusion M˜D → V ×LG/ ≃, given as a subset of pairs
(T, ϕ) with T = (T1, T2) representing the automorphy factors of the bundle
P , ϕ a meromorphic function C → G, holomorphic on U+, with poles only
at D and AdTi(ϕ(z)) = ϕ(z+wi) for the periods wi of the curve. We assume
for simplicity that D does not intersect U+ On the level of tangent spaces,
the inclusion is given by
(α±, β+, β−) 7→ (α±, β+),
with adϕ(α±) = β+ − β−. Dually, one has
(a±, b) 7→ (a±, b+ + b, b− + b),
with −adϕ(a±) = b+−b−. The elements b+, b− are determined by comparing
the pairing on bigger space V × LG/ ≃:
2 < β±, b > +2 < a±, α+ >
and that on the smaller space MD:
< β±, b+ + b− + 2b > + < a±, α+ + α− >
= < β±, b+ + b− + 2b > + < a±, 2α+ − adϕ(β±) >
= 2 < β±, b > +2 < a±, α+ > + < β±, b+ + b− + adϕ(a±) >
= 2 < β±, b > +2 < a±, α+ > + < β±, 2b− >,
whence b− pairs to zero with any cocycle in t · ρ(z), forcing the equali-
ties b− = P−(adϕ(a±)) and b+ = −P+(adϕ(a±)). In summary, the dif-
ferential a function on LG/ ≃ is represented by a cocycle a±, such that
adϕ(a±) is a coboundary. Mapping to the forms onMD, the cocycle lifts to
(a±,−P+(adϕ(a±)), P−(adϕ(a±))), giving
b+ = −µ+ + ν+, b− = µ− − ν−.
Choosing another function g on MD, one can represent the differential
dg as
dg ≃ (c±, d+, d−)
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with
Lϕ(c±) = ξ+ + ξ0 + ξ−,
Rϕ(c±) = ζ+ + ζ0 + ζ−,
ξ0 = ζ0
giving
d+ = −ξ+ + ζ+ + d, d− = ξ− − ζ− + d.
We now want to compute the Poisson brackets of f and g. The Poisson
tensor Ψ acts by −Lϕ on 1-cocycles, and by Lϕ on 0-cocycles. We modify the
cocycle Ψ(c±, d+, d−) = (−ξ+−ξ0−ξ−, Lϕ(−ξ++ζ++d), Lϕ(ξ−−ζ−+d) by
the coboundary (ξ++ξ−, adϕ(ξ+), adϕ(−ξ−)), so that the new representative
cocycle is
Ψ(dg) ≃ (−ξ0,−Rϕ(ξ+) + Lϕ(ζ+) + Lϕ(d), Rϕ(ξ−)− Lϕ(ζ−) + Lϕ(d))
The algebro-geometric Poisson bracket (72) is given by
−2{f, g} = < df,Ψ(dg) >
= < a±, Rϕ(−ξ+ + ξ−) + Lϕ(ζ+ − ζ−) + 2Lϕ(d) > − < ξ0, b+ + b− >
= < Lϕ(a±),−ξ+ + ξ− > + < Rϕ(a±), ζ+ − ζ− + 2d > − < ξ0, b+ + b− >
= < µ+ + µ0 + µ−,−ξ+ + ξ− > + < ν+ + ν0 + ν−, ζ+ − ζ− + 2d >
− < ξ0,−µ+ + ν+ + µ− − ν− + 2b >
= < µ+ + µ0 + µ−,−ξ+ + ξ− > + < ν+ + ν0 + ν−, ζ+ − ζ− > +
< µ+ + µ0 + µ−, ξ0 > − < ν+ + ν0 + ν−, ζ0 > + < µ0, 2d > − < ξ0, 2b >
= < µ+ + µ0 + µ−,−ξ+ + ξ0 + ξ− > + < ν+ + ν0 + ν−, ζ+ − ζ0 − ζ− >
+ < µ0, 2d > − < ξ0, 2b >
where we use the fact that the +-summand in our decomposition is isotropic,
the −, 0-summands are orthogonal and isotropic, and the fact that global
sections are orthogonal to the +,− summands.
Now suppose that f, g are lifted from LG/ ≃; we have then that the
terms b, d vanish, and Lϕ(a±) = Df , Rϕ(a±) = D
′f , while ξ+ = P+(Dg),
etc., giving for the Poisson bracket:
{f, g} =< Df,R(Dg) > − < D′f,R(D′g) >,
where we recall that R = (P+ − P0 − P−)/2.
Next, let us consider the case when one of the functions, f , is lifted from
LG/ ≃, while the other, g, is lifted from V , and so is represented by a cocycle
(0, d, d), d ∈ t. We then get
{f, g} =< Df, d >
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This is minus the derivative of f along the left invariant vector field corre-
sponding to d; one could take the right derivative also, as the quotienting
out by the adjoint action means that the two are equivalent. Finally, when
both functions are lifted from V , the formulae above show that their bracket
is zero. We have thus shown that our algebro-geometric structure satis-
fies the defining relations (85) of the Sklyanin bracket. We note, that the
algebro-geometric structure is defined on the whole moduli space M(G, c).
This moduli space includes pairs (P,ϕ), where the G-bundle P belongs to
the ramification locus of (82), in particular those which are not reducible to
the torus. Summarising, we have
Theorem 9.1. The Sklyanin Poisson structure (85) and the algebro-geometric
structure (72) coincide. The Sklyanin bracket is thus invariant under the
affine Weyl group, and it extends across the walls on the quotient.
9.3 Arbitrary connected reductive G
We would like to consider briefly how these results extend to the case of
arbitrary reductive groups. A first remark is that they extend unchanged to
the case of G a product of a simply connected reductive group and a torus.
Secondly, we can take an arbitrary connected reductive group G¯ and fit it
into an exact sequence
1→ K → G→ G¯→ 1,
with G a product G0 × T of a simply connected reductive group and a
torus, and K central, finite. For example, one can have G¯ = Gl(N,C), G =
Sl(N,C)×C∗, Z = Z/N . Corresponding to this sequence, we have an exact
sequence of (non-abelian) cohomology
→ H1(Σ,K) = K2 → H1(Σ,G)→ H1(Σ, G¯)→ H2(Σ,K) = K →, (89)
where K,G, G¯ are the sheaves of holomorphic maps into K,G, G¯ and the
exactness of the sequence is as a sequence of pointed sets. What we see
is that there is an obstruction, essentially a first Chern class, to lifting a
G¯ bundle to a G bundle. Also, since it is a Chern class, the obstruction
vanishes when one lifts to an N -fold cover Σˆ→ Σ by another elliptic curve,
for some suitably chosen N (We will choose the cover to be cyclic, of the
form C/(NZ+ τZ)→ C/(Z+ τZ).
Following [FM, BFM, AB], the generic G¯-bundle can be described in
terms of automorphy factors which are almost commuting pairs in G, that
is, their commutators are central. Let ga, gb be the group elements of G
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corresponding to the standard generators a, b of the fundamental group of
the curve; by Corollary (4.2) of [BFM], they can be chosen generically so
that gb lies in the torus T of G, ga lies in the normaliser N(T ); furthermore,
as the bundle lifted to the covering curve Σˆ reduces to G, one can suppose
that (ga)
N lies in the Abelian factor T , so that on the covering curve one
has a reduction to the torus.
These bundles on the covering curve are invariant under deck transfor-
mations. Over Σˆ, the element a represents the deck transformation for the
cover, and ga its action on the associated bundle. The pull-back of the G¯
bundle to Σˆ lifts to G, and reduces to a T¯ bundle PT¯ . The invariance under
deck transformation gets translated into an invariance
Adga(PT¯ ) = ρ
∗(PT¯ )
where ρ : Σˆ → Σˆ is the deck transformation, and on the lift to a T -bundle
PT , referring to (89),
Adga(PT ) = ρ
∗(PT )⊗ PZ
where PZ is some root of unity in the Jacobian corresponding to an element
of H1(Σˆ,Z).
We can then compare the algebro-geometric definitions of Poison struc-
tures for the G¯-bundles on Σ and G-bundles on Σˆ, seeing in essence that
one is the restriction of the other to the fixed point set of the action above.
Similar considerations hold for the Sklyanin bracket. Indeed, on the level of
infinitesimal deformations, we then have for a G¯-bundle P¯ that H1(Σ, P¯g) =
tga . Under the identification of the loop algebra with sections of Pg on the
overlap U+ ∩ U−, we have a splitting of the loop algebra into
Pg(U+)⊕ t
ga(ρ(z)) ⊕ P˜g(U−).
Etingof and Schiffman [ES] consider precisely the Lie-Poisson groupoids
on such fixed point sets, and it is clear that their solutions to the CDYBE
correspond to the splitting above.
In any case, the equivalence of the algebro-geometric form with the
Sklyanin one provides an alternate proof of the Jacobi identity of the former,
first, for the simply connected case, and, then, by restriction to a fixed point
set, in the general case.
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10 Systems related to partial flag varieties
A particularly interesting list, among moduli spaces of type M(G, c,O), was
introduced in Example 4.12. These moduli spaces are related to products of
flag varieties of maximal parabolic subgroups of a simple group G. We study
in this section the abelian varieties, that occur as fibers of the characteristic
polynomial map, and their spectral curves. We are particularly interested in
such examples of minimal dimension. So, we consider pairs (P,ϕ), where the
meromorphic section ϕ has singularities only at two points p1 and p2 in the
elliptic curve Σ. We choose Op1 and Op2 to beW -orbits of the co-characters
a and −a, where a is dual to a particular choice of a simple root.
According to the list in Example 4.12, the group G must be either a clas-
sical group, or exceptional of type E6 or E7, in order for it to have a maximal
parabolic of the type we are interested. These are the maximal parabolic
subgroups, whose partial flag variety embeds as an orbit of the loop grass-
mannian. The type A examples are discussed in section 10.1. A deformation
of the Elliptic Calogero-Moser system arises. The three examples of type Dn
are discussed in section 10.2.
10.1 Type A examples
Section 10.1.1 exhibits moduli spaces of type M(PGL(n), c,O), which are
birational to [Z/nZ×Z/nZ]-quotients of products of Grassmannians. Their
spectral curves are described in Section 10.1.2. Certain symplectic leaves
of the generalized Hitchin system admit deformations to symplectic leaves
M(G, c,O) of the generalized Sklyanin systems. We discuss such examples in
Section 10.1.2. In particular, Lemma 10.7 exhibits a deformation of the type
An Calogero-Moser system via a one-parameter family of Sklyanin systems.
10.1.1 Products of Grassmannians
When the group G is PGL(n), certain moduli spaces M(PGL(n), c,O)
are birational to [Z/nZ × Z/nZ]-quotients of products of grassmannians
(Lemma 10.3). We choose c to be a generator of π1(PGL(n)) and de-
note by P the unique stable bundle. Consequently, a Zariski open sub-
set of M(PGL(n), c,O) is the Aut(P )-quotient, of the set of meromor-
phic sections of P (G) with singularities in O. Of particular interest is the
case G(k, n) × G(n − k, n), corresponding to partial flag varieties associ-
ated to two opposite maximal parabolic subgroups. The Zariski open subset
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of G(k, n) × G(n − k, n), of transversal pairs, is naturally isomorphic to
the twisted cotangent bundle of G(k, n). The twisted cotangent bundle of
G(k, n) is isomorphic to a semi-simple coadjoint orbit O′ss of sln (as in The-
orem 2.4, we reserve the notation O′ for coadjoint orbits). The orbit O′ss
is the coadjoint orbit of idempotents of rank k, translated by a multiple
of the identity endomorphism to annihilate the trace. Let O′ :=
∑
p∈ΣO
′
p
such that O′p = 0 if p 6= p0 and O
′
p0 = O
′
ss. Connected components of the
Hitchin system HiggsΣ(PGL(n), c,O
′) are birational to a [Z/nZ × Z/nZ]-
quotient of the orbit O′ss. Lemma 10.3 implies that, for a suitable O,
the moduli M(PGL(n), c,O) is birational to HiggsΣ(PGL(n), c,O
′). The
data O depends on a point on the elliptic curve (in addition to the origin),
while the data O′ does not. We get a deformation of M(PGL(n), c,O)
which is supported, birationally, on a fixed space. The Hitchin system
HiggsΣ(PGL(n), c,O
′) is the limit. We will carry out the limit calculation
in a special case (Lemma 10.7). The general case is similar.
Example 10.1. The group Aut(P ), of global automorphisms of a stable
rigid PGL(n)-bundle P , is isomorphic to Z/nZ × Z/nZ. More canonically,
we have an isomorphism
Aut(P ) −→ Hom[π1(Σ), π1(PGL(n))]
ϕ 7→ τϕ,
sending a global holomorphic section of P (PGL(n)), to its topological in-
variant τϕ given in (7). This isomorphism is the connecting homomorphism
of the long exact sequence (9) in cohomology. The stable PGL(n)-bundle
P of type c admits a lift to a stable vector bundle E of degree d, where
d ≡ c(mod n). The associated bundle P (SL(n)) in (9) is precisely the bun-
dle Aut1(E), of automorphisms of E with determinant 1. Since E is simple,
only the identity automorphism of P lifts to a global section of P (SL(n)).
The injectivity of the connecting homomorphism follows. Surjectivity fol-
lows, since the homomorphism H1(Σ, π1(PGL(n))) → H
1(Σ, P (SL(n))) in
(9) is the constant map; tensorization of the stable vector bundle E, by a
line bundle of order n, is isomorphic to E.
We introduce next the moduli spaces, which are related to products of
Grassmannians.
Example 10.2. If G = PGL(n) and the simple root α in Example 4.12
is ǫk − ǫk+1, then G/Pα is the grassmannian G(k, n). The orbit Oα∗ is
represented by the cocharacter diag(t, . . . , t, 1, . . . , 1) of GL(n), with simple
zeros at the first k diagonal entries. The orbit O−α∗ is represented by the
cocharacter diag(1, . . . , 1, t, . . . , t), with simple zeros at the last n−k entries.
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Let c ∈ π1(PGL(n)) ∼= (Z/nZ) be an additive generator. Fix a topologi-
cal type τ : π1(Σ
0)→ π1(PGL(n)) as in (7). We have a Zariski open subset
M0τ in M(G, c,O), consisting of pairs (P,ϕ), of topological type τ , where P
is the rigid stable bundle. Fix two points p+, p− in Σ and let O =
∑
p∈ΣOp,
with Op = PGL[[t]] if p 6∈ {p+, p−}, Op+ = Oα∗ and Op− = O−α∗ . Formula
(21) implies, that the dimension of M(G, c,O) is 2k(n− k). Choose a lift E
of the stable PGL(n)-bundle P to a stable vector bundle. Let
ev : M0τ → [G(k,Ep+)×G(n− k,Ep−)]/Aut(P )
be the morphism sending the meromorphic section ϕ of P (G) to its pair of
kernels in the fibers over p+ and p−. The pair of kernels is well defined only
up to the diagonal action of Aut(P ). Note that M0τ admits an e´tale sym-
plectic morphism onto a Zariski open subset of Hecke(G, c, c,O) (Section 8.1
and Theorem 8.3). The image of ev is isomorphic to a Zariski open subset of
Hecke(G, c, c,O) (see Claim 8.2 for the relationship between Hecke(G, c, c,O)
and the product of Grassmannians).
More generally, let S ⊂ Σ be a finite subset and O =
∑
p∈ΣOp, such
that Op = PGL(n)[[t]], if p 6∈ S, and Op = Oα∗
k(p)
for some simple root
αk(p) = ǫk(p) − ǫk(p)+1. Assume that∑
p∈S
k(p) ≡ 0 (mod n).
(Compare with Remark 3.1). Let
ev : M0τ →
∏
p∈S
G(k(p), Ep)
 /Aut(P )
be the morphism sending the meromorphic section ϕ of P (G) to its kernels
in the fibers over S.
Lemma 10.3. The morphism ev is injective and dominant.
Proof: Fix a stable PGL(n)-bundle P of topological type c. The group
Aut(P ), of global sections of P (G), is isomorphic to Hom[π1(Σ), π1(PGL(n))]
(see Example 10.1). Let q : M˜0 →M0 be the Aut(P )-Galois cover obtained
by taking the global sections of P (G) representing isomorphism classes in
M0. We get the commutative diagram:
M˜0
e˜v
−→
∏
p∈S G(k(p), Ep)
q ↓ ↓
M0
ev
−→
[∏
p∈S G(k(p), Ep)
]
/Aut(P ).
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The morphism e˜v is [Aut(P )×Aut(P )]-equivariant. A pair (f, g) ∈ [Aut(P )×
Aut(P )] takes ϕ to f ◦ ϕ ◦ g−1. The action on the product of Grassman-
nian factors through the projection (f, g) 7→ f . We will see, that the group
Aut(P ) × Aut(P ) acts transitively on the set of connected components of
M˜0, by changing the topological type τ . Note, that each topological type is
invariant under the diagonal action of Aut(P ) (via conjugation).
The injectivity of e˜v, on the component determined by a fixed topo-
logical type τ , is straightforward. If ϕ and η are two sections of in M0τ and
e˜v(ϕ) = e˜v(η), then η◦ϕ−1 is a holomorphic section of P (PGL(n)) of trivial
topological type. Hence, η ◦ϕ−1 = id. The fact, that η ◦ϕ−1 is holomorphic,
can be seen more easily, once we lift η and ϕ to meromorphic automorphisms
η˜ and ϕ˜ of the pull back f∗P (SL(n)) over the branched covering f : Dτ → Σ
determined by the topological invariant (see section 6.4). Then η˜ and ϕ˜ are
meromorphic automorphisms of the pull back f∗E of a stable vector bundle
E. Moreover, η˜∗ and ϕ˜∗ have the same image subsheaf in f∗E(S). Thus,
η˜ ◦ ϕ˜−1 is a holomorphic automorphism of f∗E.
Given a point x := (Kp)p∈S in
∏
p∈S G(k(p), Ep), we denote by Elm(x)
the subsheaf of E(S) of meromorphic sections of E with poles along (Kp)p∈S .
Applying Lemma 10.4 dn-times, we get that Elm(x) is stable for a generic
point x. Elm(x) is a vector bundle of rank n and determinant line bundle
det(E)(
∑
p∈S k(p) ·p). Thus, if Elm(x) is stable, then it must be isomorphic
to E ⊗ R, for every n-th root R of OΣ
(∑
p∈S k(p) · p
)
(see [At]). The
composition E ⊗ R ∼= Elm(x) →֒ E(S) represents an element ϕ in M˜0.
Composing with an element of Aut(P ), we can translate ϕ to an element
of M˜0 with the topological invariant τ chosen. We conclude that e˜v is
dominant. ✷
Lemma 10.4. Let E be a rank n semi-stable vector bundle over an elliptic
curve Σ and p a point in Σ. Assume that E is not isomorphic to the tensor
product of a stable vector bundle with a trivial vector bundle of rank > 1.
The space P(E|p), of lines in the fiber, parametrizes subsheaves E
′ of E(p),
containing E, with quotient E′/E of length 1. A Zariski dense open subset
of P(E|p) parametrizes semistable subsheaves E
′. Moreover, the generic such
E′ is not isomorphic to the tensor product of a stable vector bundle with a
trivial vector bundle of rank > 1.
Proof: Let ℓ be a line in the fiber of E over p. Denote by E(ℓ) the subsheaf
of E(p) of sections with poles along ℓ. We prove first that E(ℓ) is semi-stable,
for a generic ℓ. Assume that F is a subbundle of E, of rank r < n, such
that Fp contains ℓ and F (ℓ) destabilizes E(ℓ). We may assume that ℓ is not
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contained in the fibers of any sub-bundle of E with slope equal to the slope
of E (here we use the assumption on E). We have the inequalities
deg(F )
r
<
deg(E)
n
and
deg(F ) + 1
r
>
deg(E) + 1
n
.
Combining both inequalities, we get
degHom(F,E) < n− r.
Semi-stability of E implies that Hom(E,F ) = 0. Hence, dimHom(F,E) =
degHom(F,E) < n − r. Now, the dimension of the family H1(End(F )),
of infinitesimal deformations of F , is equal to dimH0(End(F )). The latter
space is contained in Hom(F,E). The dimension of the family B of sub-
sheaves of E, which are deformations of F , is dimHom(F,E)−dimEnd(F )+
dimH1(End(F )) = dimHom(F,E). We conclude that the dimension of B is
< n− r. Hence, the family of lines ℓ, in the fibers of the deformations of F ,
has dimension < n− 1. Consequently, E(ℓ) is semi-stable, for a generic ℓ.
Suppose E(ℓ) is isomorphic to the direct sum of k copies of the stable
bundle V . Then
dimHom(V ∗, E∗) = degHom(V ∗, E∗) = rank(V ).
Thus, the image of H0(Hom(V ∗, E∗))⊗C V
∗ in E∗ is equal to the image of
E(ℓ)∗. It follows that every embedding V ∗ →֒ E∗ maps the fiber V ∗p into the
hyperplane in E∗ annihilating ℓ. Hence, if there is a line ℓ in Ep, for which
E(ℓ) is isomorphic to V ⊕k, then ℓ is unique. Since detE(ℓ) is det(E)(p),
then there are only finitely many such V . ✷
10.1.2 Symplectic leaves of minimal dimension deforming the Calogero-
Moser system
We study in this section the spectral curves of the PGL(n) systems of Section
10.1.1. We work with GL(n) systems corresponding to a lift. We lift the
singularity data O for PGL(n) to a singularity data O of GL(n). This means
that a co-character of Op, for each point p ∈ Σ, maps to a co-character of Op.
Note that the lift may introduce new singularities. If Op is a new singularity,
then its co-character has image in the center of GL(n). The PGL(n)-systems
are obtained from the GL(n)-systems by symplectic reduction: One fixes the
determinant line bundle of the stable bundle and takes the quotient by the
C×-action.
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Example 10.5. Let G = GL(n) and assume that the divisor D in Example
4.11 is reduced and ϕ satisfies:
E(D)(−p) ⊂ ϕ(E) ⊂ E(D),
in a neighborhood of every point p ∈ Σ. Denote by rp the rank of ϕp :
Ep → E(D)p. In terms of the weights of the standard representation, the
assumption on ϕ translates to
ordp(ǫi,Op) ∈ {−1, 0, 1}.
Moreover, if p ∈ D, then the multiplicity of 1 in {ordp(ǫi,Op)}ni=1 is rp and
of 0 is n− rp. If p 6∈ D, then the multiplicity of 0 is rp and of −1 is n − rp.
Condition (23) asserts that∑
p∈D
rp · p ∼
∑
p∈Σ\D
(n− rp) · p. (90)
If p is a point in D, then ordp(•,Op) is represented by −(λrp , •), where
λi =
∑i
j=1 ǫi. If p ∈ Σ \D and rp < n, then ordp(•,Op) is represented by
−(λn−rp , •). Formula (20) becomes
dimM(GL(n), c,O) = 2 +
∑
p∈Σ
rp(n− rp). (91)
(Compare with Lemma 10.3).
Let us analyze the singularities of the spectral curve C of ϕ in the total
space of the line bundle OΣ(D). Denote the zero section by σ0. Since ϕ is
generically invertible, the scheme-theoretic intersection C ∩ σ0 is the divisor∑
p∈Σ(n− rp) ·σ0(p) on σ0. It follows that the multiplicity of the point σ(p),
as a point on the curve C, is at most n−rp. We claim that the multiplicity is
precisely n−rp. Indeed, if s is a local section of OΣ(D) with a simple zero at
p, then the germ C+s, of the spectral curve of ϕ+sI, is the translation of C
by s. Since the rank of ϕ+ sI at p is rp, C+ s intersects σ0 with multiplicity
at least (n− rp). Hence, C intersects s with multiplicity ≥ (n− rp).
We consider next the spectral curves of Example 10.2 in the special case,
where the flag variety is Pn−1. In Example 10.6 we describe the spectral
curves. In Lemma 10.7 we show that the Calogero-Moser system is a limit
of this integrable system.
Example 10.6. Let G = GL(n). Consider the case where Op = GL[[t]] for
all p 6∈ {p0, p1, p2}, the polar divisor is D = p0, and the ranks ri at pi are
966 Elliptic Sklyanin integrable systems . . .
r0 = n, r1 = 1, and r2 = n − 1. If n = 2, we assume further that p1 6= p2.
Then
dimM(G, c,O) = 2n.
Since n · p0 and (n − 1)p1 + p2 are rationally equivalent, then either {p0}
and {p1, p2} are disjoint, or p0 = p2 and (p1 − p2) has order n − 1. We get
a one-parameter family of symplectic leaves M(G, c,O), depending on the
choice of p1 (and we do not allow p1 − p0 to be of order n because that
implies p1 = p2). We claim that M(G, c,O) is non-empty, and the generic
spectral curve has geometric genus n. Indeed, consider the n-th root of
the section of O(np0) coming from the non-zero section of the line bundle
O(np0 − (n − 1)p1 − p2) (which is the trivial line-bundle). The n-th root
is a spectral curve C embedded in O(p0). Then C has a cyclic (smooth)
ramification point over p2 and a singularity over p1 of type y
n = zn−1. The
normalization C of C is obtained by a single blow-up. C is a cyclic n-
sheeted cover π : C → Σ branched over p1 and p2. Hence, the genus of C
is n. Given a line bundle L over C, we get the Higgs bundle (E,ϕ), which
is stable because C is reduced and irreducible. In particular, M(G, c,O) is
non-empty. More generally, consider any spectral curve C with characteristic
polynomial yn + a1y
n−1 + · · · + an, whose i-th coefficient ai ∈ H
0(O(ip0)),
1 ≤ i < n, comes from a section of O(ip0 − (i − 1)p1) and an comes from a
non-zero section of O(np0 − (n − 1)p1 − p2). Note that each ai is a section
of a line-bundle with a one-dimensional space of global sections. A Zariski
dense open subset of this linear system consists of reduced and irreducible
spectral curves. If a1 6= 0, such a curve has one smooth branch over p2 and a
singularity over p2 of multiplicity n−1 at the zero point in the fiber of O(p0).
A line-bundle L, over the blow-up of C at that singularity, corresponds to a
Higgs pair (E,ϕ) in M(G, c,O).
The elliptic Calogero-Moser system for GL(n) is the one obtained from
HiggsΣ(GL(n), c,O
′), whereO′ is the coadjoint orbit of diag(1, 1, · · · , 1, 1−n)
[Do2, DW, Kr, TV1, TV2]. (Strictly speaking, one should consider the
PGL(n) Hitchin system obtained from the GL(n) system by fixing the de-
terminant line-bundle and taking the quotient by the C×-action).
Lemma 10.7. The Elliptic Calogero-Moser system HiggsΣ(GL(n), c,O
′)
can be obtained as the limit of M(G, c,O) in Example 10.6 when p0 = p1 =
p2.
A related deformation of the Elliptic Calogero-Moser system was consid-
ered in [Au, BMMM].
Proof: We follow a geometric procedure for taking the “derivative” of a
group-type integrable system to obtain a Lie-algebra-type integrable system.
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We can take the derivative in a geometric sense, as follows: both the Hitchin
system and this group valued one for GL(n) have their Poisson geometry
encoded in their associated families of spectral curves and sheaves supported
over these curves, via the Poisson surface in which the curves embed. In
both cases under consideration here, the Hitchin case, (t = 0), and the
group valued case, (t 6= 0), the surface is the same, that is the ruled surface
X := P[OΣ(p0)⊕OΣ] over Σ. The Poisson structure ψt will vary, along with
the symplectic leaf one is considering; the latter is given geometrically, as
we have seen, by fixing the intersection of the spectral curves with the zero
divisor of the Poisson structure. These two points of intersection will be
labelled by p˜1(t) and p˜2(t).
For t 6= 0, we choose a Poisson structure ψt with a degeneracy locus
consisting of two sections σ0(t) and σ∞ of the P1 bundle X → Σ. The two
points p˜1(t) and p˜2(t) lie on the section σ0(t) over the two points p1(t) and
p2(t). When t = 0, the degeneracy locus 2σ∞ + fp0 of the Poisson structure
ψ0 consists of the section σ∞ with multiplicity 2 and the fiber fp0 of X over
p0. The degeneration ψt is chosen so that the limits of the two points p˜1(t)
and p˜2(t) are two distinct points p˜1(0) and p˜2(0) on the fiber fp0 .
We can construct such a degeneration as follows. Denote by x∞ the
point of intersection of the fiber fp0 with the section σ∞. Let x0 ∈ fp0 be
base point of the linear system |OX(fp0 + σ∞)|. Let p˜1 : T →֒ X be the
embedding of a smooth curve into X. Assume that T intersects the fiber fpo
transversally and does not pass through the points x0 and x∞. The linear
system |
2
∧ TX(−σ∞)| is one-dimensional and the universal curve
U ⊂ |
2
∧ TX(−σ∞)| ×X
is isomorphic to the blow-up β : U → X of X at x0. We denote the proper
transform of T in U by T as well. Let π1 : U → |
2
∧ TX(−σ∞)| be the natural
projection and π2 : U → Σ the composition π ◦ β. Set p1 := π2 ◦ p˜1. Let
µ : Σ → Σ be multiplication by −(n − 1), regarding p0 as the origin, and
define
p2 = µ ◦ p1.
Given t ∈ T \ [T ∩ (σ∞ ∪ fp0)], the fiber of U over π1 ◦ p˜1(t) ∈ |
2
∧ TX(−σ∞)|
is a section σ0(t) : Σ→ X. Set p˜2(t) := σ0(t)(p2). We get a morphism
p˜2 : T → U,
since U is projective and T is smooth. By construction, we have π1 ◦ p˜2 =
π1 ◦ p˜1. We can identify the image p˜2(T ) in U explicitly. There is a natu-
ral isomorphism η : µ∗(OΣ(p0))
∼=
→ OΣ(µ
−1(p0)). Composing the inclusion
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OΣ(p0) →֒ OΣ(µ
−1(p0)) with η
−1 we get a lift of µ to a morphism of the
total spaces of line-bundles:
µ˜ : OΣ(p0)→ OΣ(p0).
The composition of a constant section s : Σ → OΣ(p0) with µ˜ is (s ◦ µ).
Hence, the morphism p˜2 is the restriction of µ˜ to T . The fiber of OΣ(p0)
over p0 is naturally identified with the tangent line Tp0Σ and the morphism
µ˜ restricts to the fiber as the differential dp0µ. The latter is multiplication
by (1 − n). Hence, if p˜1(t0) is a point of T ∩ fp0 , then p˜2(t0) = (1 − n) · t0.
Consequently, the following limit calculation for triples holds
lim
t→t0
(σ0(t), p˜1(t), p˜2(t)) = (σ∞ + fˆp0 , p˜1(t0), (1− n)p˜1(t0)).
For every t, the spectral curves intersect the degeneracy locus of the Pois-
son structure at p˜1(t) with multiplicity n− 1 and at p˜2(t) with multiplicity
1. When t = t0, we get the spectral curves of the Calogero-Moser system
[Do2, Kr]. ✷
10.2 Type D examples
We use the technique of section 6.6 to study the fibers of the characteristic
polynomial map (4). We study the three examples of symplectic leaves
M(PO(2n), c,O), whose dimension is equal to the dimension of a product
of partial flag varieties (see Example 4.12). Our aim is to describe their
spectral curves.
Let ǫ1, . . . , ǫn;−ǫ1, . . . ,−ǫn be the weights of the standard 2n-dimensional
representation of SO(2n). Denote by e1, . . . , en the basis of co-characters of
SO(2n) dual to ǫ1, . . . , ǫn. The basis ∆ of simple roots of so(2n) consists of
α1 = ǫ1 − ǫ2, . . . , αn−1 = ǫn−1 − ǫn, and αn = ǫn−1 + ǫn. Hence, the first
element α∗1, in the basis of co-characters of PO(2n) dual to ∆, is e1 and the
last two elements are
α∗n−1 =
[
1
2
n∑
i=1
ei
]
− en and α
∗
n =
1
2
n∑
i=1
ei.
The flag variety of the maximal parabolic subgroup corresponding to α∗1 is
the quadric in P2n−1 of isotropic lines. The flag varieties corresponding to
α∗n−1 and α
∗
n are the two components of the maximal isotropic Grassman-
nian. Each component has dimension n(n−1)2 . Note that α
∗
n−1 and α
∗
n are
not co-characters of SO(2n).
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We will use the following notation. The dominant weight λ of the stan-
dard representation of SO(2n) is ǫ1. Let Wλ be the stabilizer of λ in the
Weyl group and W˜λ the stabilizer of the set {λ,−λ}. The quotient W˜λ/Wλ
has order 2.
10.2.1 The quadric in P2n−1
We describe the spectral curves for the (4n − 4)-dimensional moduli space
M(SO(2n), c,O), where Op = G[[t]], for p 6∈ {p1, p2}, and Opi , i = 1, 2,
correspond to the co-character α∗1.
We use the set-up of section 6.6, with G = G¯ = SO(2n) and λ is the
dominant weight of the standard 2n-dimensional representation. Set S :=
Σ × P1. Let σ0, σ∞, σ1 and σ−1 be the sections of S corresponding to the
points 0, 1, −1, ∞ of P1. The surface Sλ(O), given in (61), is contained in
the blow-up of S along the points on σ0 and σ∞ over p1 and p2. Sλ(O) is
the complement of the proper transform of the two fibers of S over p1 and
p2. Let ι be the element of order 2 in W˜λ/Wλ. The involution ι acts on S
interchanging the two sections {σ0, σ∞} and fixing σ1 and σ−1. Denote by
σ0,∞, σ¯1 and σ¯−1 the three sections of S/ι.
Let C be the spectral curve inX(O) of a generic pair inM(SO(2n), c,O).
The generic fiber of (4) is the prym of (the resolution C/Wλ of) a curve Cλ
in S with the following properties: 1) Cλ is ι-invariant, 2) Cλ has nodes
along σ1 and σ−1, and 3) Cλ meets the sections σ0 and σ∞ over p1 and p2.
We identify first the family of quotient curves Cλ/ι. Consider the linear
system |nσ0,∞ + fp1 + fp2 |, where fp is the fiber over p ∈ Σ. A curve
Γ in this linear system satisfies Γ · Γ = 4n and ωS/ι restricts to Γ with
degree −4. Thus, ωΓ has degree 4n − 4 and the arithmetic genus of Γ is
2n− 1. Set p˜i = σ0,∞(pi). We have a subvariety B, of the linear subsystem
|OS/ι(nσ0,∞+ fp1 + fp2)(−p˜1 − p˜2)|, consisting of curves passing through p˜1
and p˜2 and intersecting σ¯1 and σ¯−1 tangentially. The three divisors Γ∩σ0,∞,
Γ∩ σ¯1 and Γ∩ σ¯−1 are linearly equivalent on Γ. Hence, their norms in Σ are
linearly equivalent. We conclude that B consists of 16 components B(x1,x−1),
each consisting of curves intersecting σ¯1 tangentially at σ¯1(x1), where x1 is
a point on Σ satisfying the linear equivalence 2x1 ∼ p1 + p2. Similarly, the
curves intersect σ¯−1 tangentially at σ¯−1(x−1), where 2x−1 ∼ p1 + p2. Let
Cλ be the inverse image in S of a curve Γ ⊂ S/ι in the subsystem B(x1,x−1).
If Γ is smooth at σ¯1(x1) and σ¯−1(x−1), then Cλ has a node over each of the
two points. Its resolution C/Wλ is an unramified double cover C/Wλ → Γ.
Prym(C/Wλ,Γ) has dimension 2n− 2.
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We show next, that only the four diagonal components of B contain spec-
tral curves of pairs inM(SO(2n), c,O). These are the components B(x1,x−1),
where x1 = x−1. We will use the set-up of section 6.4, with the isogeny
Spin(2n) → SO(2n). The fundamental group of SO(2n) is Z/2Z. We
have the topological invariant τ : Σ0 → π1(SO(2n)), given in (7), of a pair
in M(SO(2n), c,O). The co-character α∗1 maps to the non-trivial class in
π1(SO(2n)). Hence, the homomorphism τ is surjective. The topological in-
variant τ determines a double cover f : Dτ → Σ branched over p1 and p2.
The pushforward of the structure sheaf decomposes f∗ODτ = OΣ⊕OΣ(−p0),
for a unique point p0. The fiber over p0 satisfies the linear equivalence
f−1(p0) ∼ p¯1+ p¯2, where p¯1 and p¯2 are the two ramification points of f . Re-
call, that a pair (P, ϕ¯) in M(SO(2n), c,O) lifts to a pair (f∗P,ϕ) over Dτ ,
where ϕ is a meromorphic section of (f∗P )(Spin(2n)). The singularity data
(f−1O)p¯i , at each of the ramification points, consists of co-characters in the
W -orbit of 2e1. Let s
+ and s− be the traces of the two half spin represen-
tations of Spin(2n). We get the rational functions s+(ϕ) and s−(ϕ) on Dτ .
The highest weights of the two half spin representations are 12(ǫ1 + · · ·+ ǫn)
and 12(ǫ1 + · · ·+ ǫn−1 − ǫn). We conclude, that both s
+(ϕ) and s−(ϕ) have
simple poles at p¯1 and p¯2. Their difference s
+(ϕ) − s−(ϕ) has simple ze-
roes along the fiber f−1(x1) and polar divisor p¯1 + p¯2. We get the linear
equivalence on Dτ
f−1(x1) ∼ p¯1 + p¯2.
Considering the sum s+(ϕ) + s−(ϕ), we get the linear equivalence
f−1(x−1) ∼ p¯1 + p¯2.
We conclude that both x1 and x−1 must be equal to p0.
10.2.2 The two components of the maximal isotropic Grassman-
nian
Let us describe the spectral curves for the (n2−n)-dimensional moduli space
M(PO(2n), c,O), where Op = PO(2n)[[t]], for p 6∈ {p1, p2}, and Opi , i =
1, 2, correspond to the co-character α∗n. (The case, where both singularities
correspond to α∗n−1, is analogous).
The co-character α∗n of PO(2n) does not come from SO(2n). In section
6.6 we developed a general technique, which enables us to study the quotients
C/Wλ, of the cameral covers of pairs in M(PO(2n), c,O), where λ is the
dominant weight of the standard 2n-dimensional representation of SO(2n).
We follow the technique of section 6.6, with G = SO(2n) and G¯ = PO(2n).
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The center K of SO(2n) has order 2. The Galois K-cover f : Dτ → Σ in
(49) is a double cover branched over p1 and p2.
Recall, that λ determines three surfaces, which are denoted in Section 6.6
by Sλ(O), Sλ(O, τ), and Sλ(f−1O) (see (61), (64), and (63)). The first two
are symplectic surfaces (Lemma 6.21). We will describe the generic spectral
curve Cλ in Sλ(O, τ) and its double cover C˜λ in Sλ(f−1O). Denote by D0τ
the complement of the two ramification points. The surface Sλ(f
−1O) is a
partial compactification of D0τ ×C
×. The group K ×K × (W˜λ/Wλ) acts on
Sλ(f
−1O), extending the natural action on D0τ × C
×. The first factor of K
is the Galois group of Dτ → Σ. The second factor of K acts on C× via the
restriction of the character λ. The involution of the group W˜λ/Wλ acts on
the C× factor as the inversion t 7→ 1t . The symplectic surface Sλ(O, τ) is the
quotient of Sλ(f
−1O) by the diagonal K-action and Sλ(O) is the quotient
by the K ×K-action.
Let us obtain first an explicit description of the surface Sλ(f
−1O). The
W -orbit of α∗n consists of co-characters
1
2
∑n
i=1±ei, such that the number
of negative coefficients is even. The character λ takes this orbit, of rational
co-characters of SO(2n), to the set {α¯,−α¯}, where α¯ = 12α is half the
generator α of the co-character lattice of T/ ker λ. The local toric model of
Sλ(f
−1O), over a neighborhood of a ramification point in Dτ , is described as
follows. The lattice is spanZ{e, α}. Let σ¯ be the rational cone generated by
{e¯+ α¯, e¯− α¯}, where e¯ = 12e (see (60)). The local model is the complement,
of the singular point, in the toric surface determined by the rational cone σ¯.
The local model, of the morphism to Dτ , is the projection (modulo α) to
the toric curve with cone spanned by e in spanZ{e}. Note, that the cone σ¯ is
generated also by {e+α, e−α}. It is easy to see, that the surface Sλ(f
−1O)
is obtained from Dτ × P1 as follows. Let p˜1 and p˜2 be the two ramification
points of Dτ . Let Y be the blow-up of Dτ ×P1 at the points in Dτ ×{0,∞}
over p˜1 and p˜2. Denote the four exceptional divisors by E1,0, E1,∞, E2,0, and
E2,∞. The surface Sλ(f
−1O) is a Zariski open subset of Y ; the complement
of the proper transforms of Dτ × {0,∞} and {p˜1, p˜2} × P1.
The surface Sλ(O, τ) is the quotient of Sλ(f−1O) under the diagonal
action ofK. Observe, that the fixed locus in Y , under the diagonal involution
of K, consists of the four exceptional divisors.
H1,1(Y,Z) is generated by the four exceptional divisors, the class φ of
a fiber over Dτ , and the class z of the total transform of Dτ × {0}. The
intersection pairing is determined by φ · z = 1, φ · φ = 0, z · z = 0, each
exceptional divisor has self-intersection −1, and each exceptional divisor has
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zero intersection with φ and z. The canonical class of Y is cohomologous to
2φ− 2z + E,
where E is the sum of the four exceptional divisors.
Recall, that a PO(2n)-pair (P, ϕ¯) over Σ lifts to a pair (f∗P,ϕ) over Dτ ,
where ϕ is a meromorphic section of f∗P (SO(2n)). Let Cϕ be the spectral
cover of (f∗P,ϕ) inX(f−1O) (see section 6.4). The (compact) spectral curve
C˜λ of (f
∗P,ϕ) embeds in Sλ(f
−1O) as a 2n-sheeted cover of Dτ . The curve
C˜λ is a birational image of the quotient Cϕ/Wλ, acquiring additional nodes,
which will be discussed below. The morphism (63) is K × K equivariant.
Hence, C˜λ is invariant with respect to the diagonal action of K.
The cohomology class γ of C˜λ in Y is determined by the intersection
data
γ · φ = 2n
γ · z = 2n (92)
γ ·Ei,j = n. (93)
The first equation indicates, that C˜λ is a 2n-sheeted branched cover of Dτ .
Equation (92) indicates, that the image of C˜λ in Dτ ×P1 intersects the zero
section with multiplicity n over each of the two ramification points p˜1 and p˜2
(and the same holds for the infinity section). This follows from the fact, that
the singularity type f−1(Opi), of ϕ at p˜i, is the W -orbit of the co-character
2α∗n of SO(2n). Equation (93) expresses the fact, that the proper transforms
of the zero and infinity sections are disjoint from C˜λ. We get the equality
γ = 2nφ+ 2nz − nE.
The curve C˜λ belongs, in fact, to the linear system π
∗ODτ (np˜1 + np˜2) ⊗
OY (2nz − nE), where π : Y → Dτ is the natural morphism. Consequently,
γ · γ = 4n2 and the intersection of the canonical class of Y with γ is 4n. We
get, that the arithmetic genus of C˜λ is 2(n
2 + n) + 1.
We discuss next the additional nodes acquired via the map Cϕ/Wλ → C˜λ.
Let T be the maximal torus of SO(n) and x ∈ T an element, whose weights
ǫi(x) = xi satisfy: x1 = −1, {x2, . . . , xn} are distinct, and x
2
i 6= 1, for i ≥ 2.
The Weyl group orbit of x consists of “signed” permutations w(x)i = x
±1
w(i),
with an even number of inversions. Consequently, the W˜λ-orbit of x consists
of two distinct Wλ-orbits (the two orbits are distinguished by the parity of
the number of inversions in the set {x2, . . . , xn}). We conclude, that the
generic quotient Cϕ/Wλ has two distinct points over each of the intersection
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points, of C˜λ, with the transform of Dτ ×{−1}. A similar discussion, of the
case λ(x) = 1, leads to the following conclusion. The curve C˜λ, of a generic
cameral cover, meets the fixed locus of W˜λ/Wλ in Sλ(f
−1O), along nodes
of C˜λ. Hence, C˜λ has
1
2(γ · z) = n nodes along each of these two W˜λ/Wλ-
invariant sections. The generic Cϕ/Wλ has geometric genus 2n
2 + 1.
The diagonal K-action acts on Cϕ/Wλ with 4n fixed points over the
four exceptional divisors in Y . These are ramification points of the quotient
q : Cϕ/Wλ → C/Wλ. Hence, Cϕ/[Wλ ×K] has geometric genus n
2 − n+ 1.
The curve Cϕ/[Wλ×K] maps to the spectral curve Cλ in Sλ(O, τ) with n
nodes. Lemma 6.21 implies, that the fixed locus in Sλ(O, τ), of the W˜λ/Wλ-
action, is precisely the K-quotient of [D0τ × {1,−1}]. We conclude, that
W˜λ/Wλ acts on the generic curve Cϕ/[Wλ × K] without fixed points. The
prym variety of the W˜λ/Wλ action has dimension
n2−n
2 . This is precisely
half the dimension of the moduli space M(PO(2n), c,O).
References
[AB] M. F. Atiyah and R. Bott: The Yang-Mills equations over Riemann
surfaces. Philos. Trans. Roy. Soc. London Ser. A 308 (1983), no.
1505, 523-615.
[AK] A. Altman and S. Kleiman: Compactifying the Picard Scheme,
Adv. in Math. 35, 50-112 (1980)
[Ar] I. V. Artamkin: On deformations of sheaves, Math. USSR Izvestiya
Vol. 32(1989), No. 3 663-668
[At] M. F. Atiyah: Vector bundles over an elliptic curve, Proc. Lond.
Math. Soc 7 (1957), 414–452.
[Au] M. Audin: Lectures on gauge theory and integrable systems. in
Gauge theory and symplectic geometry (Montreal, PQ, 1995), 1-
48, NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., 488, Kluwer
Acad. Publ., Dordrecht, 1997.
[BD1] A. Beilinson, V. G. Drinfeld: Quantization of Hitchin’s integrable
system and Hecke eigenshieves Preprint.
[BD2] A. A. Belavin and V. G. Drinfeld: Solutions of the classical Yang-
Baxter equations for simple Lie algebras. Funct. Anal. and its appl.,
16 (1982), 159-180
974 Elliptic Sklyanin integrable systems . . .
[BFM] A. Borel, R. Friedman, J. W. Morgan: Almost commuting elements
in compact Lie groups. math.GR/9907007
[Ber] D. Bernard: On the Wess-Zumino-Witten models on the torus.
Nucl. Phys. B303, 77-93 (1988)
[BR] I. Biswas and S. Ramanan: An infinitesimal study of the moduli of
Hitchin pairs. J. London Math. Soc. (2) 49 (1994), no. 2, 219–231.
[Bo1] F. Bottacin: Symplectic geometry on moduli spaces of stable pairs,
Ann. Sci. Ecole Norm. Sup. (4) 28 (1995), no. 4, 391-433.
[Bo2] F. Bottacin: Poisson structures on moduli spaces of sheaves over
Poisson surfaces, Invent. Math. 121 (1995), no. 2, 421-436.
[BMMM] H. W. Braden, A.Marshakov, A.Mironov, A.Morozov: The
Ruijsenaars-Schneider Model in the Context of Seiberg-Witten The-
ory, Nucl.Phys. B558 (1999) 371-390
[Br] T. Bridgeland: Equivalences of triangulated categories and Fourier-
Mukai transforms. Bull. London Math. Soc. 31 (1999), no. 1, 25–34.
[Do1] R. Donagi: Spectral covers, in: Current topics in complex algebraic
geometry (Berkeley, CA 1992/93), Math. Sci. Res. Inst. Publ. 28
(1995), 65-86.
[Do2] R. Donagi: Seiberg-Witten integrable systems. Algebraic
geometry—Santa Cruz 1995, 3–43, Proc. Sympos. Pure Math., 62,
Part 2, Amer. Math. Soc., Providence, RI, 1997. (alg-geom eprint
no. 9705008)
[DG] R. Donagi and D. Gaitsgory: The gerbe of Higgs bundles, Trans-
form. Groups 7 (2002), no. 2, 109–153.
[DM] R. Donagi and E. Markman: Spectral curves, algebraically com-
pletely integrable Hamiltonian systems, and moduli of bundles,
Springer Lecture Notes in Math. Vol 1620, pages 1-119 (1996).
[Dr1] V. G. Drinfeld: Quantum groups, Proc. Int. Congr. Math. Berkeley,
1986, 1, pp. 798-820.
[Dr2] V. G. Drinfeld: On Poisson homogeneous spaces of Poisson Lie-
groups, Theoret. and Math. Phys. 95 (1993), no. 2, 524-525
[DW] R. Donagi and E. Witten: Supersymmetric Yang-Mills theory and
integrable systems, Nucl.Phys B460 (1996), 299. HepTh, 9510101.
J.C. Hurtubise and E. Markman 975
[ES] P. Etingof and O. Schiffmann: Twisted traces of intertwiners
for Kac-Moody algebras and classical dynamical R-matrices cor-
responding to generalized Belavin-Drinfeld triples. Math. Research
Letters 6, 593-612 (1999)
[EV] P. Etingof and A. Varchenko: Geometry and classification of solu-
tions of the classical Dynamical Yang-Baxter Equation, Commun.
Math. Phys. 192, 77-120 (1998)
[Fa] G. Faltings: Stable G-bundles and projective connections, J. Alg.
Geom. 2(1993), 507-568.
[Fe] G. Felder: Conformal field theory and integrable systems associ-
ated to elliptic curves, Proceedings of the International Congress of
Mathematicians, Vol. 1, 2 (Zu¨rich, 1994), 1247–1255, Birkha¨user,
Basel, 1995.
[FM] R. Friedman and J. W. Morgan: Holomorphic principal bundles
over elliptic curves, math.AG/9811130
[Hi1] N. J. Hitchin: The self-duality equations on a Riemann surface,
Proc. Lond. Math. Soc. 55 (1987) 59-126.
[Hi2] N. J. Hitchin: Stable bundles and integrable systems. Duke Math.
J. 54, No 1 91-114 (1987)
[H] J. Hurtubise: Integrable systems and algebraic surfaces, Duke Math.
J. 83 (1996), no. 1, 19–50.
[HM1] J. Hurtubise and E. Markman: Rank 2 integrable systems of Prym
varieties, Adv. Theo. Math. Phys.,2 (1998), 633-695.
[HM2] J. Hurtubise and E. Markman: Surfaces and the Sklyanin bracket.
Comm. Math. Phys. 230 (2002), no. 3, 485–502.
[Hum1] J. E. Humphreys: Introduction to Lie algebras and representation
theory, Springer-Verlag (1972).
[Hum2] J. E. Humphreys: Linear Algebraic Groups, Springer-Verlag GTM
21 (1991).
[Hum3] J. E. Humphreys: Conjugacy classes in semisimple algebraic
groups. Mathematical Surveys and Monographs, 43. AMS 1995.
[Kap] M. Kapranov: Hypergeometric functions on reductive groups, Inte-
grable systems and algebraic geometry (Kobe/Kyoto, 1997), 236–
281, World Sci. Publishing, River Edge, NJ, 1998.
976 Elliptic Sklyanin integrable systems . . .
[Kaw] Y. Kawamata Unobstructed deformations - a remark on a paper of
Z. Ran. J. Alg. Geom. 1 (1992) 183-190. Erratum on “Unobstructed
deformations”, J. Alg. Geom. 6 (1997) 803-804
[Kr] I. M. Krichever: Elliptic solutions of the K-P equation and inte-
grable systems of particles. Funct. Anal. 14, (1980), p. 45-54
[Lan] H. Lange: Universal families of Extensions. J. of Alg. 83, 101-112
(1983)
[Li] L. Li: Letter, October 2001.
[Lo] E. Looijenga: Root systems and elliptic curves, Inv. Math.
38(1976),17-32 and Invariant Theory for generalized root systems,
Inv. Math. 61(1980),1-32
[Lu] G. Lusztig: Singularities, character formulas, and a q-analog of
weight multiplicities analyse et topologie sur les espaces singuliers,
Aste´risque 101-102, 1982, pp. 208-229.
[M1] E. Markman: Spectral curves and integrable systems, Compositio
Math. 93 (1994), 255-290.
[M2] E. Markman: Integrable Systems, Algebraic Geometry and Seiberg-
Witten Theory. In ”Integrability: the Seiberg-Witten and
Whitham equations”, eds H.W. Braden and I.M. Krichever, 23-41.
Amsterdam: Gordon and Breach Science Publishers. 1999
[Mu1] S. Mukai: Symplectic structure of the moduli space of sheaves on
an abelian or K3 surface, Invent. math. 77,101-116 (1984)
[Mu2] S. Mukai: Moduli of vector bundles on K3 surfaces and symplectic
manifolds. (Japanese) Sugaku Expositions 1 (1988), no. 2, 139–174.
Sugaku 39 (1987), no. 3, 216–235.
[Mu3] S. Mukai: Duality between D(X) and D(Xˆ) with its application to
Picard sheaves. Nagoya Math. J. 81 (1981), 153–175.
[N] N. Nitsure: Moduli space of semistable pairs on a curve. Proc. Lon-
don Math. Soc. (3) 62 (1991) 275-300
[O] D. O. Orlov: Equivalences of derived categories and K3 surfaces,
Algebraic geometry, 7. J. Math. Sci. (New York) 84 (1997), no. 5,
1361-1381.
[Po] A. Polishchuk: Poisson structures and birational morphisms asso-
ciated with bundles on elliptic curves, Internat. Math. Res. Notices
(1998), no. 13, 683–703.
J.C. Hurtubise and E. Markman 977
[R1] Z. Ran: On the local geometry of moduli spaces of locally free
sheaves. Moduli of vector bundles (Sanda, 1994; Kyoto, 1994),
213–219, Lecture Notes in Pure and Appl. Math., 179, Dekker,
New York, 1996.
[R2] Z. Ran: Deformations of manifolds with torsion or negative canon-
ical bundle. J. Alg. Geom. 1 (1992), no. 2, 279–291.
[Ra] A. Ramanathan, Stable Principal Bundles on a Compact Riemann
Surface, Math. Ann. 213, 129–152 (1975).
[RS] A. G. Reiman and M.A. Semenov-Tian-Shansky: Integrable Sys-
tems II, chap.2, in “Dynamical Systems VII”, Encyclopaedia of
Mathematical Sciences, vol 16., V.I. Arnold and S.P.Novikov, eds.,
Springer-Verlag, Berlin, 1994.
[Sco] R. Scognamillo: An elementary approach to the abelianization of
the Hitchin system for arbitrary reductive groups.
[Sim] C. Simpson: Moduli of representations of the fundamental group
of a smooth projective variety. I and II. Inst. Hautes E´tudes Sci.
Publ. Math. No. 79 (1994), 47–129 and Inst. Hautes E´tudes Sci.
Publ. Math. No. 80 (1994), 5–79.
[Sk] E. K. Sklyanin: On the complete integrability of the Landau-
Lifschitz equation, LOMI preprint E-3-79, (1979).
[TV1] A. Treibich, J.-L. Verdier: Solitons elliptiques. The Grothendieck
Festschrift, Vol. III, 437-480, Birkhauser Boston, 1990.
[TV2] A. Treibich, J.-L. Verdier: Varietes de Kritchever des solitons el-
liptiques de KP. Proceedings of the Indo-French Conference on Ge-
ometry (Bombay, 1989), 187-232, 1993.
[Ty] A. Tyurin: Symplectic structures on the varieties of moduli of vector
bundles on algebraic surfaces with pg > 0. Math. USSR Izvestiya
Vol. 33(1989), No. 1
