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Fig. 1. Our method leverages semantically-meaningful dense correspondences between images, thus achieving a more accurate object-to-object color
transfer than other methods (left). Moreover, our method can be successfully extended to multiple references (right). Input images: Bill Damon (Source) and
PicsWalls.com (Reference).
We propose a new algorithm for color transfer between images that have
perceptually similar semantic structures. We aim to achieve a more accurate
color transfer that leverages semantically-meaningful dense correspondence
between images. To accomplish this, our algorithm uses neural represen-
tations for matching. Additionally, the color transfer should be spatially
variant and globally coherent. Therefore, our algorithm optimizes a local
linear model for color transfer satisfying both local and global constraints.
Our proposed approach jointly optimizes matching and color transfer, adopt-
ing a coarse-to-fine strategy. The proposed method can be successfully
extended from “one-to-one” to “one-to-many” color transfer. The latter fur-
ther addresses the problem of mismatching elements of the input image.
We validate our proposed method by testing it on a large variety of image
content.
CCS Concepts: • Computing methodologies → Image manipulation;
Computational photography;
Additional Key Words and Phrases: color, transfer, deep matching
1 INTRODUCTION
Color transfer is a long-standing problem that seeks to transfer
the color style of a reference image onto a source image. By using
different references, one can alter the color style without changing
∗This work was done when Mingming He and Dongdong Chen were interns at MSR
Asia.
†indicates corresponding author.
the original image content in order to emulate different illumination,
weather conditions, scene materials, or even artistic color effects.
To achieve more accurate transfer, semantically meaningful cor-
respondences are necessary to be established between input images.
Due to large variations in appearance, matching methods based on
hand-crafted features (e.g., intensity, Gabor wavelet, SIFT, or SSIM)
may fail. Therefore, some methods require additional segmenta-
tion [Dale et al. 2009; Luan et al. 2017], or user specifications [An
and Pellacini 2008] but these regional correspondences are not quite
effective in their pixel-level accuracy. Recently, Liao et al. [2017]
leverage multi-level features of the deep neural network for dense
correspondence and then conduct local color transfer during post-
processing. This method is robust in finding high-level semantic
correspondences between different objects, but may misalign some
fine-scale image structures because low-level neural representations
are still influenced by the color discrepancies. Thus, in their color
transfer results, artifacts such as ghosting and a halo may appear,
e.g., the halo around the pillar in Fig. 1.
To refine correspondences and reduce these color transfer arti-
facts, we propose a novel progressive framework, which allows for
the dense semantic correspondences estimation in the deep feature
domain and local color transfer in the image domain tomutually con-
tribute each other. This is implemented progressively by leveraging
multi-level deep features extracted from a pre-trained VGG19 [Si-
monyan and Zisserman 2014]. At each level, the nearest-neighbor
field (NNF [Barnes et al. 2010]) built on deep features is used to
guide the local color transfer in the image domain. The local color
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transfer considers a linear transform at every pixel, enforcing both
local smoothness and non-local constraints to avoid inconsistencies.
Then the transferred result, whose appearance becomes much closer
to the reference, helps the NNF to be refined at the next level. From
coarse to fine, dense correspondences between features ranging
from high-level semantics to low-level details can be built as the
differences between two input images are gradually reduced. There-
fore, for the image pairs which share similar semantic content but
demonstrate significant differences in appearance, our approach is
able to achieve natural and consistent color transfer effects, which
is challenging for the existing solutions.
In addition to single reference color transfer, our approach can
be easily extended to handle multiple references in a similar man-
ner, which provide even richer reference content to help achieve
stronger semantic matching. Our algorithm generalizes one-to-one
NNF search to one-to-many, and enforces piecewise smoothness by
placing it into a Markov Random Field (MRF) optimization frame-
work.
In brief, our major technical contributions are:
(1) We present a novel progressive color transfer framework,
which jointly optimizes dense semantic correspondences
in the deep feature domain and the local color transfer in
the image domain.
(2) We present a new local color transfer model, which is based
on a pixel-granular linear function, avoiding local structural
distortions and preserving global coherence by enforcing
both local and global constraints.
(3) We extend our one-to-one color transfer to one-to-many,
which further improves result quality and robustness through
effectively avoiding content mismatching.
We show how our local color transfer technique can be effectively
applied to a variety of real scenarios, such as makeup transfer and
time-lapse from images. Our technique can also be used to transfer
colors to a gray image, known as the colorization problem.
2 RELATED WORK
Color transfer can be applied to either grayscale or color source
images. Transferring colors to a grayscale image, known as col-
orization, is a well-studied problem. Early approaches to address
this issue rely on user scribbles and extend them via optimization
across similar regions [Levin et al. 2004]. Recently, learning-based
algorithms have been used for automatic image colorization [Iizuka
et al. 2016; Zhang et al. 2016], but these methods have to learn image
statistics from large extensive datasets. Given one reference image
instead of user input, some automatic methods transfer the chromi-
nance between pixels containing similar statistics [Arbelot et al.
2017; Welsh et al. 2002]. He et al. [2018] integrate reference images
into a learning-based method to achieve automatic examplar-based
colorization but it is also limited to only transfer the chrominance.
Our method is applicable to colorization using reference images of
the same class, but our focus is on both luminance and chrominance
transfer between a color image pair.
2.1 Single-reference Color Transfer
Traditional methods. Global color transfer algorithms apply a
spatially-invariant color transformation to an image based on global
information matching, such as global color moves (e.g., sepia) and
tone curves (e.g., high or low contrast). The seminal work by Rein-
hard et al. [2001] matches the mean and standard deviation be-
tween the input and the reference in the lαβ color space. Pitie et al.
[2005] transfer the full 3D color histogram using a series of 1D his-
tograms. Freedman and Kisilev [2010] compute the transfer for each
histogram bin with the mean and variance of pixel values in the bin,
which strikes a compromise between mean-variance based methods
and histogram based methods. These methods only consider global
color statistics, ignoring the spatial layout.
Local color transfer algorithms based on spatial color mappings
aremore expressive and can handle a broad class of applications [Bae
et al. 2006; Laffont et al. 2014; Shih et al. 2014, 2013; Sunkavalli et al.
2010]. Having local correspondences is necessary for correct lo-
cal transfers. Some methods identify regional correspondence and
transfer color distributions between corresponding regions. They
either require the user input to guide sparse correspondence [An
and Pellacini 2010; Welsh et al. 2002] or rely on automatic image
segmentation or clustering algorithms to estimate regional corre-
spondence [Arbelot et al. 2017; Hristova et al. 2015; Tai et al. 2005;
Yoo et al. 2013]. Such matches are not yet precise enough, causing
some pixels to be transferred to inaccurate colors.
To exploit pixel-level dense correspondences for more spatially
complicated color transfer, some analogy-based methods [Hertz-
mann et al. 2001; Laffont et al. 2014; Shih et al. 2013]) rely on an
additional image which has similar colors to the source and similar
structure to the reference. With this bridging image, building dense
correspondences between two inputs gets easier and a locally linear
color model is then estimated and applied. However, such a bridging
image is not easy to obtain in practice.
Without the bridging image, it is difficult to directly build dense
correspondences between two inputs which are vastly different in
color appearance. Shen et al. [2016] propagate sparse correspon-
dence with model fitting and optimization to build dense matching
only inside foremost regions. HaCohen et al. [2011] introduce a
coarse-to-fine scheme in which NNF computation is interleaved
with fitting a global parametric color model to gradually narrow
down the color gap for matching. We are inspired by this progres-
sive idea, but our method is essentially different from theirs in both
dense correspondence estimation and color transfer model fitting.
One one side, dependence on the input image pairs is high in their
method, for example, two photos of the same scene, because of the
use of low-level features (e.g., image patch). Thanks to the integra-
tion of deep features, our method supports input pairs with vast
differences in scene and appearance. One the other side, their color
mapping, although locally refined, is a single global transformation
model and thus cannot fit complicated spatial color variation. In
contrast, ours is a pixel-level local color transfer model.
Deep network-based methods. Traditional color transfer meth-
ods by matching low-level features are unable to reflect higher-level
semantic relationships. Recently, deep neural networks have pro-
vided a good representation to establish semantically-meaningful
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Fig. 2. Matching results from the NNF search using features from different layers individually (r eluL_1, L = 5, . . . , 1 in VGG19). We show two transfer pairs
with sources of different colors (all from [Shih et al. 2013]): the first blue-to-dark image pair has more distinct colors (upper row) and the second blue-to-blue
image pair has similar colors (lower row). It is clear that NNFs based at the coarsest level (e.g., r elu5_1) ignore color difference and achieve similar results.
However, low-level features (e.g., r elu5_1) are sensitive to color appearance and fail to match objects with semantic similarity but different colors. Input
images: Shih et al. [2013].
correspondence between visually different image pairs, which can
be used in style transfer [Chen et al. 2017b, 2018b; Gatys et al.
2015]. The work of “deep photo style transfer” [Luan et al. 2017]
extends the global neural style transfer [Gatys et al. 2015] to photo-
realistic transfer by enforcing local color affine constraints in the
loss function. Their regional correspondence relies on semantic seg-
mentation [Chen et al. 2018a] of the image pairs. Luan et al. [2017]
attempt to improve the photorealism of the stylized images via a
post-processing step based on the Matting Laplacian of Levin et al.
[2008]. Mechrez et al. [2017] propose an approach based on the
Screened Poisson Equation (SPE) to accelerate the post-processing
step.
To estimate the semantically dense correspondences between
two images, Liao et al. [2017] present “deep image analogy” to take
advantage of multi-scale deep features. We use the same feature
representation but our work has three key differences applicable
for color transfer. First, our approach jointly optimizes the dense
semantic correspondences and the local color transfer, while Liao
et al. [2017] achieve color transfer via a two-stage approach, starting
with building dense correspondence and then post-processing to
change the color. Second, to transfer color, our approach optimizes
the linear transform model satisfying local and global coherence
constraints while theirs directly applies the NNF to replace the
low-frequency source color with the corresponding reference color.
Third, our approach can be easily extended to one-to-many color
transfer, which effectively avoids content-mismatching in one-to-one
transfer [Liao et al. 2017].
2.2 Multi-reference Color Transfer
Choosing a proper reference for color transfer is crucial when using
a single reference. To ease the burden of reference selection, some
methods adopt multiple references, which can be searched and
clustered with similar color styles from the Internet by providing
a text query [Bonneel et al. 2016; Liu et al. 2014], or ranked and
selected according to semantics and style [Lee et al. 2016]. These
methods finally apply the global color transfer after getting multiple
references. To achieve more precise local transfer, Khan et al. [2017]
allow the user to manually give some correspondence guidance
between input and multiple references, and then use the locally
linear embedding (LLE) method [Roweis and Saul 2000] to propagate
the guidance.
Deep networks have recently been introduced to the task of color
transfer among multiple images as well. Yan et al. [2016] learn a
highly non-linear color mapping function for automatic photo ad-
justment by taking the bundled features as the input layer of a deep
neural network. Isola et al. [2017] train generative networks on a
dataset of paired images for image appearance transfer, including
colors. Zhu et al. [2017] loosen the constraints to unpaired images.
These methods take several hours to train a single color style. The
network-generated results are low resolution and often suffer from
checkboard artifacts caused by deconvolution layers [Odena et al.
2016]. Instead, our method only uses features from pre-trained net-
works for matching. We can support the high-quality transfer of
various color styles without training.
3 METHOD
Our goal is to apply precise local color transfer based on the es-
tablished dense semantic correspondences between the source and
reference images. In our scenario, the two input images share some
semantically-related content, but may vary dramatically in appear-
ance or structure. Building dense semantic correspondences be-
tween them is known to be a challenging problem. The hand-crafted
features fail to reflect semantic information, so we resort to the deep
features from an image classification Convolutional Neural Network
(CNN) VGG19, which encodes the image gradually from low-level
details to high-level semantics. We observe high-level deep features
(e.g., relu5_1 layer in VGG19) generally tend to be invariant to color
differences, while low-level features (e.g., relu1_1 layer in VGG19)
are more sensitive, as demonstrated in Fig. 2. As their image col-
ors get more similar, their features, especially at lower levels, get
easier to match. This inspires our coarse-to-fine approach (Sec. 3.1)
to alternately optimize the NNFs between deep features (Sec. 3.2)
and perform local color transfer (Sec. 3.3). Thus, the two steps are
mutually beneficial.
3.1 Overview
Given a source image S and a reference image R, our algorithm
progressively estimates dense correspondence between them and
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(c) Local color transfer
Fig. 3. System pipeline with two steps illustrated below. We perform NNF
computation in the feature domain (in blue) and apply local color transfer
in the image domain (in green). As shown in (a), the original input images
are the source image S and the reference image R (in the red frames). At
each level, the bidirectional NNFs ϕLS→R and ϕ
R
S→L are computed between
features from S˜L+1 and R , and are used to reconstruct GL as shown in
(b). Then in (c), the color transform coefficients a˜L and b˜L are optimized
between GL and the downscaled source image SL , and then upscaled to
the full resolution before being applied to S . The color transferred result
S˜L serves as the input for the matching of the next level L − 1. The above
process repeats from L = 5 to L = 1.
applies accurate local color transfer on S , to generate output S ′
preserving both the structure from S and the color style from R.
Our system pipeline is shown in Fig. 3. At each level L, there are
two steps: NNF computation in the feature domain (Section 3.2) and
local color transfer in the image domain (Section 3.3). First, wematch
the reference R to the intermediate source S˜L+1 using the reluL_1
layer in VGG19 to get bidirectional NNFs in the feature domain and
use the NNFs to reconstruct a color guidanceGL . Next, we estimate
the local color transfer function between the downscaled version
of source SL and GL , upscale the transformation, and apply it to S
to get S˜L . The two steps alternate and mutually assist one another:
the NNFs help obtain a more accurate local color transfer, while the
color transferred result S˜L serving as the source also helps refine
the matching in the next level L− 1, since S˜L has much more similar
colors to the reference than the original source S . Both intermediate
results (NNFs and S˜L) serve as the bridge between both matching
and color transfer which occur in different domains. Following this
strategy, both steps are gradually refined.
3.2 Nearest-Neighbor Field Computation
Given the intermediate source S˜L+1 and the reference R at level
L(L = 5, . . . , 1), our NNF search step builds the bidirectional corre-
spondences between them. Here, S˜L+1 is the color transferred result
(with the same resolution to the source S) from the coarser level
L + 1 when L < 5. At the coarsest level L = 5, S˜L+1 is initialized as
S .
In view of the difficulty of building correct correspondences be-
tween S˜L+1 and R (potentially with large appearance variations),
we perform NNF search in the deep feature domain. Since the CNN
will almost always keep the spatial relationship of input images,
the NNFs computed in the feature domain can be used in the image
domain. To do so, we first feed the S˜L+1 and R into the VGG19
network [Simonyan and Zisserman 2014] pre-trained on the Im-
ageNet database [Russakovsky et al. 2015] for object recognition.
We then extract their feature maps in reluL_1 layer, labeled as FLS ,
FLR respectively for S˜
L+1, R. Each feature map is a 3D tensor with
width ×heiдht × channel , and its spatial resolution is 1/4L−1 of the
input.
The mapping function ϕLS→R from F
L
S to F
L
R is computed by min-
imizing the following energy function:
ϕLS→R (p) = argmin
q
∑
x ∈N (p),y∈N (q)
∥FLS (x) − FLR (y)∥2 (1)
where N (p) is the patch around p. We set the patch size to 3 × 3 at
each level. For each patch around position p in the source feature
FLS , we find its nearest-neighbor patch around q = ϕ
L
S→R (p) in the
reference feature FLR . F (x) in Equation (1) is a vector representing all
channels of feature map F at position x . We use normalized features
F
L(x) = F L (x )|F L (x ) | in our patch similarity metric, because the use of
normalized features can achieve stronger invariance [Li and Wand
2016].
The reverse mapping function ϕLR→S from F
L
R to F
L
S is computed
in the same way as Equation (1) by exchanging S and R. Both map-
pings ϕLS→R and ϕ
L
R→S can be efficiently optimized with the Patch-
Match algorithm [Barnes et al. 2009], which also implicitly achieves
smoothness through aggregation of overlapping patches.
The bidirectional correspondences allow us to use Bidirectional
Similarity (BDS) voting [Simakov et al. 2008] to respectively recon-
struct the guidance imageGL and the feature map FLG .G
L serves as
the guidance for color transfer in the next step, while FLG is used to
measure matching errors:
eL(p) = ∥FLS (p) − FLG (p)∥2 (2)
in Equation (5). The BDS voting is performed to average the pixel
colors and features from all overlapping nearest-neighbor patches
in the reference RL 1 and FLR through the forward NNF ϕ
L
S→R and
the backward NNF ϕLR→S . The forward NNF enforces coherence
(i.e., each patch in the source can be found in the reference), while
1RL is the same resolution as F LR , downscaled from the reference R
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Source Reference w = 0 w = 2 w = 4 w = 8
Fig. 4. Final color transfer results by BDS voting with various completeness weights w . Compared to the result by average voting (w = 0), more reference
colors are used as w increases. Input images: Anonymous/pxhere.com.
the backward NNF enforces completeness (i.e., each patch in the
reference can be found in the source). By enforcing both coherence
and completeness, BDS voting can encourage more reference colors
in GL than average voting with solely forward NNF. Fig. 4 shows a
set of final results with various completeness weights (using 2 as
the default).
We show the NNFs ϕLR→S , and guidance imageG
L(L = 5, . . . , 1)
gradually refined from the coarse layer to the fine layer in Fig. 6.
3.3 Local Color Transfer
Given the guidance imageGL at the level L, we propose a new local
color transfer algorithm, which changes the colors of the source S
to better match those of GL . Then, we get the color transfer result
S˜L . Since S and GL have different resolutions at the coarse levels
(L > 1), it is impossible to build in-place correspondence between S
andGL . Instead, we downscale S to SL to match the resolution ofGL ,
estimate the color transfer function from SL to GL , and upscale the
function parameters with an edge-preserving filter before applying
it to the full-resolution S to get S˜L . S˜L is the intermediate transferred
result used for the NNF search at the next level.
Inspired by Reinhard et al. [2001] which constructs a color transfer
function by matching the global means and variances of pixel colors,
we model the local color matching as a linear function of each
channel in CIELAB color space for every pixel p in SL , denoted as:
T Lp (SL(p)) = aL(p)SL(p) + bL(p). (3)
(If we consider bL(p) only with aL(p) being set to zero, only the
means are consistent.)
We aim to estimate linear coefficients aL(p) and bL(p) for each
pixel p, making the transferred result T Lp (SL(p)) visually similar to
the guidance GL(p). We formulate the problem of estimating T L
by minimizing the following objective function consisting of three
terms:
E(T L) =
∑
p
Ed (p) + λl
∑
p
El (p) + λnl
∑
p
Enl (p), (4)
where λl and λnl are trade-off weights (by default, λl = 0.125 and
λnl = 2.0).
The first data term Ed makes the color transfer result similar to
the guidance GL :
Ed (p) = ω(L)(1 − eL(p))∥T Lp (SL(p)) −GL(p)∥2, (5)
where eL is the normalized matching error in Equation (2), used
as the weight to give high confidence to well-matched points.ω(L) =
Source S˜1 without non-local constraint (λnl = 0.0)
Reference S˜1 with non-local constraint (λnl = 2.0)
Fig. 5. Comparison with and without non-local constraint corresponding
to λnl = 0.0 and λnl = 2.0 respectively. Input images: Luan et al. [2017].
4L−1 is the normalization factor tomake this term resolution-independent
at different levels.
The second smoothness term El , which is defined in the same
manner as the smooth term inWLS-based filter [Farbman et al. 2008],
encourages locally adjacent pixels to have similar linear transforms
while preserving edges in the source SL :
El (p) =
∑
q∈N4(p)
ωl (p,q)(∥aLp − aLq ∥2 + ∥bLp − bLq ∥2), (6)
whereN4(p) is the 4-connected neighborhood atp. As for the smooth-
ness weights, we define them in the same way as in [Lischinski et al.
2006]:
ωl (p,q) = (∥ℓ(p) − ℓ(q)∥α + ϵ)−1 (7)
where ℓ is the luminance channel of SL and the exponent α = 1.2
and the small constant ϵ = 0.0001.
The last smoothness term Enl enforces the non-local constraint to
penalize global inconsistency. It is based on the assumption that pix-
els with identical colors in the source should get similar transferred
colors in the result. The constraint has been successfully applied
in matting [Chen et al. 2013], intrinsic image decomposition [Zhao
et al. 2012] and colorization [Endo et al. 2016]. We consider the
similarity of both color and semantics to compute the non-local
term. We first apply K-means to cluster all the pixels into k groups
according to their feature distance at the coarsest (most semantic)
layer relu5_1 (we set k = 10). Inside each cluster, we find the K
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nearest neighbors in the color space for each pixel p of SL , labeled as
K(p) (we set K = 8). The non-local smoothness term is then defined
as:
Enl (p) =
∑
q∈K (p)
ωnl (p,q)∥T Lp (SL(p)) − T Lq (SL(q))∥2, (8)
where ωnl (p,q) = exp(1−SSD(S
L (p)−SL (q)))
K is determined by the
color similarity between p and its non-local neighbor q in the
CIELAB color space. With the non-local constraints, artifacts are
reduced and color transfer is thus more globally consistent as shown
in Fig. 5.
The closed-form solution of Equation (4) is very costly due to the
irregular sparse matrix structure. Instead, our alternative solution
first estimates a good initial guess and then performs a few conjugate
gradient iterations, which achieves much faster convergence for
T L .
We initialize T L by applying the global color transformation
method [Reinhard et al. 2001] on every local patch. Specifically,
taking a patch N (p) centered at pixel p in SL and inGL , we estimate
the initialized T L by matching the mean µ and standard deviation
σ of the patch pair in each color channel separately:
aL(p) = σGL (N (p))/(σSL (N (p)) + ϵ)
bL(p) = µGL (N (p)) − aL(p)µSL (N (p)),
(9)
where ϵ is used to avoid dividing zero (ϵ = 0.002 for color range
[0, 1]). We set the patch size to be 3 for all layers.
The above parameters aL(p) and bL(p) are estimated in a low
resolution. We also apply the WLS-based operator with the smooth-
ness term matching that in Equation (6) to upsample them to the
full-resolution, which is guided by source image S , obtaining aL↑ and
bL↑ . The smoothness weight is set to 0.024 by default.
Next, we get
S˜L(p) = aL↑ (p)S(p) + bL↑ (p), ∀p ∈ S˜L . (10)
The result S˜L (in Fig. 6) is then used for the NNF search at the
next level L− 1 to update the correspondences. Once the finest layer
L = 1 is reached, S˜1 is our final output.
The pseudo code of our implementation is listed in Algorithm 1.
3.4 Extension to Multi-reference Color Transfer
Our algorithm is extendable to multi-reference color transfer. This
avoids the difficulty of having to choose a single proper reference
image that is suitable for all portions of the source image. The one-
to-one matching (described in Section 3.2) can be extended to the
one-to-many matching as follows. Given multiple references Ri (i =
1, . . . ,n), we compute the bidirectional NNFs between S˜L+1 and
every reference Ri at each level L, then reconstruct each guidance
imageGLi (shown in Fig. 7) using obtained NNFs. Next, we combine
these guidance images into a singleGL , which requires the selection
of the best one from n candidates GLi , (i = 1, . . . ,n) at each pixel p.
The selection criteria include: (1) how well the reference is matched
to the source; (2) how similar the resulting pixel color is compared to
the majority of guidance colors; (3) how consistently the indices are
ALGORITHM 1: Single-reference Color Transfer Algorithm
Input :Source image S and reference image R .
Initialization:
S˜6 = S .
for L = 5 to 1 do
NNF search (Section 3.2):
F LS , F
L
R ← feed S˜L+1, R to VGG19 and get features.
ϕLS→R ← map F LR to F LS by Equation (1).
ϕLR→S ← map F LS to F LR .
GL ← reconstruct SL with RL by BDS voting.
Local color transfer (Section 3.3):
aL, bL ← optimize local linear transform from SL to GL by
minimizing Equation (4).
aL↑ , b
L
↑ ← upscale and aL, bL with WLS-based filter guided by S .
S˜L ← transfer the color of S by Equation (10).
end
Output :Color transferred result S˜1.
selected between the pixel and its neighborhoods. Based on these
criteria, we compute the index selection map IL by minimizing the
following objective function:
E(IL) =
∑
p
Ee (p) + βc
∑
p
Ec (p) + βl
∑
p
El (p), (11)
where we set the trade-off weights βc = 0.2 and βl = 0.08.
As in Equation (2), eLi be the feature error map of i-th NNFs. The
first term penalizes the feature dissimilarity between S and Ri for
each pixel at the layer reluL_1:
Ee (p) = ωe (L)eLi (p) (12)
where ωe (L) = 4L−5 is the normalization factor for different levels.
The second term measures the difference between each guidance
color and the guidance “majority” color at every pixel. To compute
the majority color, we first build a per-pixel color histogram of
guidance colors with n bins of each channel (we set n = 8), and take
the mean of the colors that fall in the densest bin.
Ec (p) = ωc (L)∥GLi (p) −majority(GLi (p))∥2 (13)
where ωc (L) = ωe (L) is the normalization factor.
The third term measures the local smoothness, which encourages
neighboring features in the combination result to be consistent:
El (p) = ωl (L)
∑
q∈N4(p)
∥FLGi (p) − F
L
G j (p)∥2 + ∥F
L
Gi (q) − F
L
G j (q)∥2,
(14)
where i = IL(p) and j = IL(q) and where ωl (L) = 2L−5 is the
normalization factor.
Equation (11) formulates a Markov Random Field (MRF) prob-
lem over the 2D spatial domain, which can be efficiently solved
by using multi-label graph cut [Kolmogorov and Zabin 2004]. To
obtain a good initialization for the optimization, IL(p) is initialized
by minimizing only the data terms (Ee (p) and Ec (p)). After solving
IL , we obtain a single guidance image GL by simply merging all
results from multiple references, i.e.,GL(p) = GL
I L (p)(p). Then,GL is
used for the following step of local color transfer described in Sec-
tion 3.3. The right image of Fig. 7 shows the optimal reference index
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Source / Reference L = 5 L = 4 L = 3 L = 2 L = 1
ϕLS→R
GL
S˜L
close-up
Fig. 6. The NNF ϕLS→R , reconstructed results G
L and color transfer results S˜L are gradually refined from high to low level. It can be observed that
correspondence between semantically similar objects are built at the coarsest level and refined progressively, for example, both the black car and gray car
mapped to the red car, the yellow trees mapped to the red trees, and the house mapped to the white house. As the level goes down, the color appearance of
the matched objects gets closer.
𝐺𝐿
𝐺1
𝐿
𝐺2
𝐿
𝐺𝑛
𝐿
𝑅1
𝑅2
𝑅𝑛
𝐼𝐿
…
Source
Fig. 7. In a multiple-reference scenario, the image GL used to guide color
transfer is merged from multiple guidances GLi .i = 1, . . . , n reconstructed
with bidirectional NNFs.
map IL and the merged guidanceGL . Compared to single-reference
matching, it can effectively solve the content-mismatch problem in
situations where it is difficult to find a suitable single source.
4 EVALUATION AND RESULTS
4.1 Performance
Our core algorithm was developed in CUDA. All of our experi-
ments were conducted on a PC with an Intel E5 2.5GHz CPU and an
NVIDIA Tesla K40c GPU. The runtime is approximately 60 seconds
for single-reference color transfer with an approximate resolution
of 700 × 500. There are two bottlenecks in the processing: the deep
PatchMatch (∼40 seconds), which needs to compute patch simi-
larities on hundreds of feature channels, and the optimization of
local color transform (approximately 10–20 seconds), which requires
solving large sparse equations. For multi-reference color transfer,
the total runtime involves the time of deep PatchMatch which is
proportional to the number of references, the optimization of local
color transform (same as single-reference) and the solution of MRF
(∼5 seconds).
4.2 Evaluation
We analyze and evaluate the different components of our algorithm
through three studies.
Joint optimization. To verify that correspondence estimation
and local color transfer benefit from our interleaved joint optimiza-
tion process, we conduct an ablation where both steps are separated
as two individual steps. In the first step, the NNF computation is
conducted down to the finest level using the way described in Sec-
tion 3.2 or the more advanced method [Liao et al. 2017]. Addition-
ally, in the second step, our color transform method (Section 3.3)
is applied based on the obtained correspondences. To reduce the
influence brought by color, we test it on grayscale image pairs as
well as color image pairs, and their results are respectively shown
in the 1st and 2nd rows of each example in Fig. 8. Besides our NNF
search method in Section 3.2, we also use the approach by Liao
et al. [2017] to compute the dense correspondence shown in the
3rd row in Fig. 8. Compared to the joint optimization (last column
in Fig. 8), we find that in our method, without local color transfer
as the bridge to connect the correspondence estimations of two
consecutive levels, the semantic matching of the higher level barely
influences the matching of the lower levels. Thus, the final corre-
spondences are dominated by low-level features (e.g., luminance
and chrominance for color images, or luminance for gray images)
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Source Reference L = 5 L = 3 L = 1 Result
(a)
(b)
(c)
(d)
(a)
(b)
(c)
(d)
(a)
(b)
(c)
(d)
Fig. 8. Comparisons of results by separate methods and our joint method. Every example includes four rows with each showing the intermediate NNFs
computed by one method and the final color transfer result using our local color transfer. (a) represents the NNF estimation of the color image pair, (b) shows
NNF on the grayscale image pair, (c) represents NNF by Liao et al. [2017] and (d) shows NNF by our joint optimization. Input images: Luan et al. [2017].
and the subsequent color transfer results are semantically incor-
rect. Liao et al. [2017] build a connection between two consecutive
levels by partially blending higher-level reconstructed features for
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Source Reference Luminance features Color features SIFT Deep features
Fig. 9. Comparisons between results by estimating correspondence with different features. Input images: Anonymous/tajawal.ae and Anony-
mous/winduprocketapps.com.
Source Reference Global [Reinhard et al. 2001] Local Our color transfer
Fig. 10. Comparisons between results by different color transfer methods applied to transfer the color of the aligned reference to the source. Input images:
Anonymous/diy.com and Luan et al. [2017].
lower-level NNF computation, so their result can preserve the se-
mantic correspondence. However, as the unchanged lower-level
features are blended with the reconstructed features, the neural rep-
resentations are still influenced by the color discrepancy and may
misalign at fine-scale image structures. This method is suitable for
style transfer but may result in distortion artifacts for color transfer,
for example, the mottled roof in the 1st example and the unclear
building boundaries in the 3rd example. In contrast, our method
can preserve the fine image details and the semantic relationship
because of the joint optimization.
Deep features for correspondences. In recent works, deep fea-
tures have been verified to be robust enough to match semantically
similar objects despite large appearance differences [Li and Wand
2016; Liao et al. 2017]. We designed a study to validate their im-
portance in our progressive method. We replace deep features with
low-level features (luminance, color and SIFT). For the image pair
with very similar appearance like the first row in Fig. 9, color features
are sufficient to build correspondence. However, for the pair with
the larger differences, only deep features can match semantically
similar objects, such as the houses in Fig. 9.
Local color transfer. To verify the robustness of our local color
transfer method for consistent and faithful color effects, we first
evaluate the effectiveness of our optimization in the progressive al-
gorithm, and then apply our local color transfer as a post-processing
step to compare with other color transfer approaches.
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Source Reference (a)/(d) (b)/(e) (c)/(f)
Fig. 11. Comparisons between results by different color transfer methods from the aligned reference to the source. (a) represents the aligned reference
by Gatys et al. [2015] with a segmentation mask, (b)–(e) are the results refined by Luan et al. [2017], Mechrez et al. [2017], Liao et al. [2017] and our local color
transfer method respectively, and (f) is the result of our joint optimization approach. Input images: Luan et al. [2017].
We run an ablation of the color transform by replacing it with
the global color transform [Reinhard et al. 2001], and the local color
transform adopted from [Reinhard et al. 2001] which is also the
initialization of our optimization, as shown in Fig. 10. The global
color transform can only adjust the global tone but fails to reflect
spatially varying effects. When the global method is used to match
the means and variances of local patches, spatial color features are
preserved but globally inconsistent artifacts appear (like the hair
in the 2nd row and the ground in the 3rd row). Our color transfer
enforces both local and global consistency and effectively avoids
such artifacts as ghosting, halos, and inconsistencies.
Next we show how effective our local color transfer is when
combined to the region-to-region correspondences obtained by the
neural style transfer [Gatys et al. 2015] with a segmentation mask
during the post-processing stage. The intermediate results with this
correspondence method are shown as (a) of each example in Fig. 11.
Beside ours, there are several methods proposed to transfer colors
based on these intermediate results. Luan et al. [2017] constrain the
color transformation to be a locally affine in color space, shown
as (b). Mechrez et al. [2017] use the Screened Poisson Equation
to improve photorealism, shown as (c). Liao et al. [2017] replace
only the low-frequency color bands of the source with those of
the aligned reference, shown as (d). Compared to the above, our
method is better at preserving fine details and image boundaries
as (e) in the 1st example, and is more faithful to the reference with
similar chrominance and contrast and does not introduce any new
colors as do Mechrez et al. [2017] (2nd example). However, serving
as a post-processing step, our color transfer algorithm still can not
repair large correspondence errors (e.g., the black windows in the
2nd example and the red trees in 3rd example). That also shows the
necessity of our joint optimization scheme.
4.3 Single-Reference Color Transfer
To validate our approach on color transfer, we first discuss visual
comparisons with previous works in traditional and deep color
transfer, and then report the statistics of our conducted perceptual
study.
In Fig. 12, we compare our method with the traditional global
color transfer methods. Reinhard et al. [2001] and Pitie et al. [2005]
only match the global color statistics between the source image and
the reference image for color transfer, thus limiting their ability to
conduct more sophisticated color transformations. For example, in
the 2nd result, the house is rendered in black matching the color of
the sky. In contrast, our transfer is local and capable of handling
semantic object-to-object color transfer.
Progressive Color Transfer with Dense Semantic Correspondences • 11
Source Reference Reinhard et al. [2001] Pitie et al. [2005] Ours
Fig. 12. Comparison with global color transfer methods [Reinhard et al. 2001] and [Pitie et al. 2005]. The test images are from Luan et al. [2017]. Input
images: Luan et al. [2017].
Source Reference HaCohen et al. [2011] Ours Source Reference Arbelot et al. Ours
[2017] Ours
Fig. 13. Comparison with traditional local color transfer methods. The test images are from HaCohen et al. [2011] (left) and Arbelot et al. [2017] (right). Input
images: HaCohen et al. [2011] and Arbelot et al. [2017].
Next, we compare our method with the traditional color transfer
methods based on local correspondence [Arbelot et al. 2017; Ha-
Cohen et al. 2011] in Fig. 13. The NRDC method [HaCohen et al.
2011] is based on a small number of reliable matches to estimate
the global color mapping function, so it achieves a more spatially
varying result. NRDC are suitable for the image pair of the common
scenes (e.g., the left half in Fig. 13). In such scenes, our method
builds much denser correspondence and applies local instead of
global transformation, so our color transfer produces more accurate
results with fewer artifacts than NRDC in local regions, like the
children who are absent in the reference in the 2nd example and
the bag in the 3rd example. Moreover, NRDC fails to match two
different scenes, for example, there was no matching found in all
the image pairs on the right half in Fig. 13. Arbelot et al. [2017]
develop edge-aware descriptors to match similar textual content
from different scenes but their local color transfer between similar
regions is not faithful to the reference (e.g., the sky color in the
3rd example) and the proposed descriptors are unable to detect
higher-level semantic information.
We compare our method with the analogy-based local color trans-
fer methods [Laffont et al. 2014; Shih et al. 2013] in Fig. 14. These two
algorithms depend on an additional pair of examples (e.g., Reference
1 and Reference 2) which are aligned but have different color styles
for the transfer. In contrast, ours learns the color directly from the
reference image (e.g., Reference 2). Therefore, our results look more
faithful to the reference colors than theirs. Moreover, our method
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Source Reference 1 Reference 2 Shih et al. [2013] Laffont et al. [2014] Ours
Fig. 14. Comparison to the analogy-based local color transfer methods on the data from Laffont et al. [2014]. Shih et al. [2013] and Laffont et al. [2014] take
both Reference 1 and Reference 2 as references while ours only takes Reference 2. Input images: Laffont et al. [2014].
is more flexible in practice since it does not require an additional
aligned pair for the transfer.
In Fig. 15, we compare with three recent color transfer methods
based on CNN features [Liao et al. 2017; Luan et al. 2017; Mechrez
et al. 2017]. The methods of Luan et al. [2017] and Mechrez et al.
[2017] match the global statistics of deep features (i.e., Gram Matrix)
and guarantee region-to-region transfer via segmentation masks.
One type of noticeable artifact in the results of Luan et al. [2017] is
posterization, which is visible in the bicycle in the 6th row and the
cloud in the 9th row of Fig. 15. Mechrez et al. [2017] post-process the
stylized image based on the Screened Poisson Equation to constrain
the gradients to those of the original source image. They make the
stylized results more photorealistic but may generate unnatural
colors (e.g., the yellow sky in the 4th and 9th rows). Independent of
segmentation masks, Liao et al. [2017] find dense correspondence
between two images using deep features, yielding the results that
are more similar to ours. However, unlike their approach which
separates correspondence estimation and color transfer, our method
performs joint optimization, which can align two images better for
the color transfer and generate results with fewer ghosting artifacts.
This is clearly shown from the buildings in the 2nd and 3rd rows.
Moreover, their color transfer only replaces low-frequency color
bands; while our local color transfer considers all-frequency color
bands. Thus, ours can generate results more faithful to the reference.
For example, in the 8th row, the original green color can be observed
in the result while ours is better at preserving the contrast and the
chrominance of the reference.
Moreover, our method is effective in transferring effects like
makeup or photographer styles from one portrait to another. Com-
pared to the methods specifically focusing on portraits and very
specific kinds of effects, ours can generate comparable results as
shown in Fig. 16, but without requiring extra inputs of the pair
before and after makeup (Tong et al. [2007]), face landmarks (Shih
et al. [2014] and Tong et al. [2007]) or matting (Shih et al. [2014]).
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Source Reference Luan et al. [2017] Mechrez et al. [2017] Liao et al. [2017] Ours
Fig. 15. Comparison to recent color transfer methods based on deep features. Input images: [Luan et al. 2017].
Perceptual Study. We conduct a perceptual study to evaluate
our color transfer work in terms of photorealism and faithfulness to
reference style. We compared the following techniques: Pitie et al.
[2005], Luan et al. [2017], Liao et al. [2017] and ours in the study. We
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Source Reference Shih et al. [2014] Ours Source Reference Tong et al. [2007] Ours
Fig. 16. Comparison of portrait style transfer (left) and cosmetic transfer (right). Input images: Shih et al. [2014] and Tong et al. [2007].
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Fig. 17. Perceptual study results. (a) and (b) demonstrate the average scores
(as data bars) and the standard deviations (as error bars) of the four meth-
ods: Pitie et al. [2005], Luan et al. [2017], Liao et al. [2017] and ours in
photorealism and faithfulness. (c) and (d) show the average scores given by
each participant in the two aspects. (e) and (f) illustrates the percentage and
the times of each method voted as the best in total and in every example
based on photorealism and faithfulness.
present the results of the four methods to participants in a random
order and ask them to score images in a 1-to-4 scale from “definitely
not photorealistic” to “definitely photorealistic” for question 1, from
“definitely not faithful to the reference” to “definitely faithful to
Table 1. Runtime of different color transfer methods.
Method Pitie et al. [2005] Liao et al. [2017] Luan et al. [2017] Ours
Runtime (sec) 7 300 600 60
the reference” for question 2, and select the best one considering
both criteria for question 3. The metric “photorealism” is defined
as no ghosting, no halo, and no unnatural colors, while the metric
“faithfulness” is defined to measure the similarity in chrominance,
luminance and contrast between semantically corresponding re-
gions in the reference and the result. We use 30 different scenes for
each of the four methods and collect the responses from 30 partic-
ipants. The examples are randomly selected from the test images
of HaCohen et al. [2011]; Laffont et al. [2014]; Luan et al. [2017].
Fig. 17(a)(b) demonstrate the average scores and standard de-
viations of each method. For photorealism and faithfulness, ours
and Liao et al. [2017] are ranked 1st (3.09± 0.90 and 3.08± 0.91) and
2nd (2.59± 0.97 and 2.54± 0.93) respectively, followed by Pitie et al.
[2005] (2.45±1.09 and 2.27±1.01) and Luan et al. [2017] (1.93±0.97
and 2.28 ± 1.05). The method by Luan et al. [2017] performs worst
in photorealism, since it often produces posterization (cartoon-like)
effects and introduces unnatural colors; while Pitie et al. [2005] per-
form the worst in faithfulness to style, since global transfer limits
the spatial variety of styles. Fig. 17(c)(d) show the average scores
given by every participant. Ours is consistently better than others
in both photorealism and faithfulness among all participants. We
further conduct repeated-measures ANOVAs on the collected data,
and it shows the differences between the four methods from these
two aspects are all significant (p < 0.005). We also use simple con-
trasts to compare each method against our method among all 900
scores in both photorealism and faithfulness (30 participants by 30
scenes). For photorealism, participants prefer ours over Pitie et al.
[2005] (56.22% better, 14.89% equal), Luan et al. [2017] (75.89% better,
10.78% equal) and Liao et al. [2017] (56.22% better, 19.00% equal). For
faithfulness, participants prefer ours over Pitie et al. [2005] (62.11%
better, 14.11% equal), Luan et al. [2017] (67.11% better, 9.11% equal)
and Liao et al. [2017] (58.33% better, 19.00% equal).
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Source References Result (single reference) Result (two references) Result (five references)
Fig. 18. Comparison of our method with single and multiple references. Please note that each result is generated respectively using the references in the same
border color as it. Input source images: and Anonymous/Flickr.com.
Since color transfer quality depends on both photorealism and
style fidelity, we examine the subject’s preferred result considering
both criteria. The pie chart on Fig. 17(e) shows the percentage of
each method selected as the best. Our algorithm is the top overall
selection over the other three methods at 48.11% of the time. Fig. 17
(f) gives the detailed numbers of how many times each method is
selected as the best in each scene. It shows that more users prefer
ours over Pitie et al. [2005] (23 vs. 7), Luan et al. [2017] (25 vs. 5),
and Liao et al. [2017] (22 vs. 5 with 3 equal). Moreover, our method
is more efficient than the other two deep network-based methods.
The runtime of the four competing algorithms is shown in Table 1.
4.4 Multi-Reference Color Transfer
In all single-reference color transfer methods, reference selection is
crucial to achieving satisfactory results. Our method fails to transfer
correct colors and yields an unnatural appearance in the regions
where no proper color guidance can be found in the reference. This
problem can be addressed by introducing multiple references. For
example, in the bottom row of Fig. 18, the sky color is incorrect
because the single reference does not contain the sky, but it is
correct with multiple references, some of which contains the sky.
Our multi-reference approach allows the user to provide keywords
for controlling the color transfer, for example, “restaurant night”
in the first row of 19. “Restaurant” describes the content in the
source images, and “night” defines the desired style. To automatically
obtain multiple references for the transfer, these keywords are used
to retrieve images through a search engine (e.g., Google Images).
We collect the top 50 search results as candidates. Naturally, these
images may have a wide variety of color styles as well as outliers.
To select a set of images with consistent colors, for each candidate
image, we compute its normalized histogram in the HSV color space
and select themost representative onewith aminimumL2 histogram
distance to all others. Then we choose the closest subset of 5 images
to the representative one as the references for transfer.
Compared with Autostyle [Liu et al. 2014] which uses a global
method to transfer vignetting, color, and local contrast from a col-
lection of images searched by a particular keyword for one specific
style (e.g., “night”, “beach”, “sunset”), our approach performs a lo-
cal transfer based on semantic correspondence and thus requires
more keywords in order to describe both content and style (e.g.,
“restaurant night”, “building beach”, “building river sunset”). How-
ever, it allows us to produce a more precise color transfer than
Autostyle [Liu et al. 2014]. Cycle-GAN [Zhu et al. 2017] also al-
lows the transfer of a specific style (e.g., “winter Yosemite”) to a
given source without selecting the reference by leveraging network
training on large datasets. Compared to theirs, our method is more
flexible when testing different styles without retraining. Our results
have fewer checkerboard artifacts, as shown on the bottom two
rows of Fig. 19.
4.5 Colorization
We can also use our method for colorization of gray-scale images.
We simply provide color references in the desired style in order to
colorize our input gray-scale image. Fig. 20 shows some colorization
results.
5 CONCLUDING REMARKS
In this paper, we demonstrate a new algorithm for locally transfer-
ring colors across semantically-related images. It not only handles
single-reference transfer, but can also be adapted to multi-reference
transfer, which avoids the often difficult task of finding a proper
reference. We adapt a joint optimization of NNF search and local
color transfer across CNN layers in a hierarchical manner. We have
shown that our approach is widely applicable to a variety of transfer
scenarios in real-world images.
However our method still has limitations. It may mismatch some
regions which exist in the source but not in the reference, and thus
cause incorrect color transfer, such as the background on the left
example of Fig. 21. This often happens in the single-reference trans-
fer and can be reduced by introducing more references. The VGG
network we relied on is not trained to distinguish different instances
with the same semantic labels, so it may cause color mixing between
different instances, such as the man’s shirt on the right example
of Fig. 21, which is transfered with mixed blue and white colors
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Source Liu et al. [2014] (“night”) Refs (“restaurant night”) Ours
Source Liu et al. [2014] (“beach”) Refs (“building beach”) Ours
Source Liu et al. [2014] (“sunset”) Refs (“building river sunset”) Ours
Source Zhu et al. [2017] (“winter Yosemite”) Refs (“Yosemite winter”) Ours
Source Zhu et al. [2017] (“summer Yosemite”) Refs (“Yosemite summer”) Our
Fig. 19. Comparison with multiple color transfer methods on their source images and our own references automatically retrieved from the Internet based on
the keywords. Input images: Liu et al. [2014] (top three) and Zhu et al. [2017] (bottom two).
from two persons in the reference. A possible improvement would
be to train a network on a dataset with instance labels. Moreover,
directly applying our image color transfer method to video may
cause some flickering artifacts [Chen et al. 2017a]. Addressing this
would require temporal constraints, and will be considered for fu-
ture work. Our color transfer is suitable for semantically similar
images. However, it may lead to some unnatural color effects for
image pairs without a semantic relationship, such as the yellow
water in the 3rd failure example. For future work, we would like
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Source Reference Result Source Reference Result
Fig. 20. Colorization results. Input source images: M. Sternberg and Urszula Kozak.
Source Reference Result
Fig. 21. Some examples of failure cases.
to explore methods that would allow this example to automatically
degenerate to a good color transfer result.
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