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ABSTRACT 
This paper presents a learning method which automatically designs fuzzy logic 
controllers (FLCs) by means of  a genetic algorithm (GA). A" messy coding scheme is 
proposed which allows a compact and flexible representation f the fuzzy rules in the 
genotype. It reduces the complexity and size of the rule base, through which the GA is 
able to solve the design task even for FLCs with a large number of input variables. A 
dynamically weighted objective function is proposed for control problems with multiple 
conflicting oals, which prevents the GA from premature convergence on FLCs that are 
specialized exclusively in the easier subtasks. In order to achieve a robust control 
behavior for a broad spectrum of control states, a second GA coeL'oh~es a set of training 
situations to evaluate the performance of the FLCs. We employed the method to train 
an FLC which implements a behar'ior of a mobile robot. The robot obtains the task of 
reaching an aiming point and avoiding collisions with obstacles on its way. It perceives 
its environment by means of ultrasonic sensors, which provide the measured istances 
to objects as input to the FLC. The knowledge base of the FLC is learnt in a simulation 
based on a simplified model of the sensors and the environment. The adapted control 
behavior is tested afterwards in real world experiments with the mobile robot. © 1997 
Elsevier Science Inc. 
1. INTRODUCTION 
Soft comput ing is concerned with the design of  adaptive, intell igent, and 
robust systems, which imitate the human mind in its abil ity to deal with 
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imprecise, incomplete knowledge and partial truth. In order to achieve this 
objective, soft computing applies a combination of fuzzy logic (FL), neural 
networks (NNs), probabilistic reasoning (PR), and genetic algorithms (GAs) 
in a spirit of partnership. Soft computing proposes that the integration of 
different methods, adequate for their specific domain of problems, results 
in more powerful hybrid systems with higher machine intelligence than 
using a single method exclusively. In the same way in which a wide range 
of colors emerges from mixing the basic colors red, blue, and yellow, the 
full spectrum of possibilities to create new methodologies is spawned by 
using a combination of the four complementary methods FL, NN, PR, and 
GA. 
Thirty years ago Lotfi Zadeh founded the principles of fuzzy logic in his 
seminal paper on fuzzy sets [32]. Fuzzy systems are able to represent and 
to process imprecise, uncertain knowledge. They use a mode of approxi- 
mate reasoning, which allows them to make decisions based on vague and 
incomplete information in a way similar to human beings. A fuzzy system 
offers the advantage of describing its knowledge by means of linguistic 
concepts without requiring the complexity and precision of mathematical 
or logical models. Fuzzy control (FC) provides a flexible tool to model the 
relationship between input information and control output. For some years 
FLCs have been used for a variety of complex control problems [6, 26], 
including the control of mobile robots [3, 27, 28, 31]. They are distin- 
guished by their robustness with respect o noise and variations of system 
parameters. 
GAs are optimization methods guided by the principles of natural 
evolution, which they simulate in a computer environment [14, 16]. They 
imitate the underlying enetic processes of evolution such as selection, 
recombination, and mutation in order to solve difficult theoretical and 
practical problems. A GA processes a population of candidate solutions 
from one generation to the next. Each individual is represented by a 
genetic string of parameters called a chromosome. In the course of time, 
the evolution process generates more and more suitable solutions to the 
optimization problem. In contrast to mathematical methods uch as gradi- 
ent search, GAs require only a scalar fitness function for the optimization. 
Regarded from a biological viewpoint, GAs adapt a system to its environ- 
ment by optimizing its structure and parameters with respect o some 
objectives. 
The combination of NNs and FL in neurofuzzy systems erves as an 
example for soft computing techniques. The fuzzy inference process is 
imitated by a neural network through which the fuzzy system is able to 
learn its knowledge base, e.g., from a reference data set. 
Recently numerous papers have explored the integration of GAs with 
fuzzy systems in so-called genetic fuzzy systems (FGSs) [1, 11, 10]. The 
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majority of publications are concerned with the design of FLCs by learning 
or tuning the knowledge base [13, 17, 20, 22, 21, 29]. 
Designing a controller for a mobile robot by hand may become a 
difficult task, because its environment changes with time and the informa- 
tion perceived by its sensors is often imprecise and incomplete. These 
problems limit the utility of traditional model-based reasoning approaches 
for the design of intelligent robots. Evolutionary computation provides an 
alternative design method that adapts the robot behavior without requiring 
a precisely specified model of the world [2, 4, 7, 12, 19, 24, 25]. 
This paper describes our approach to evolving FLCs for a mobile robot 
application. We introduce a messy GA which is suitable for learning the 
fuzzy knowledge base according to a desired control behavior specified by 
a scalar objective function. We apply our evolutionary design method for 
FLCs to adapt two mobile robot behaviors: avoiding collisions with obsta- 
cles and reaching an aiming point. 
Section 3 presents the messy coding scheme and the genetic operators 
employed by the GA in order to design the knowledge base of an FLC. 
Section 3 introduces the learning method used to adapt the behavior of the 
autonomous agent. This section also proposes coevolution of training 
situations to improve the robustness of the adapted FLC. For control 
problems with conflicting goals a dynamic evaluation of fitness is sug- 
gested. Section 4 describes ome of the experiments carried out with a 
mobile robot in real world environments. Finally we summarize the results 
and benefits of our approach. 
2. A MESSY GENETIC ALGORITHM FOR THE DESIGN OF A 
FUZZY KNOWLEDGE BASE 
There are mainly two different approaches to designing an FLC using a 
GA. The first method optimizes the parameters of an already existent 
FLC. It is primarily useful for adapting the fuzzy system if the dynamics or 
the external conditions of the process vary over the course of time. In 
order to maintain optimal performance, the GA tunes parameters of the 
knowledge base, such as scaling factors or the shapes of membership 
functions. These parameters are encoded in the genotypes, which are 
optimized by the GA with respect o a given reference data set or to some 
directly observable performance criteria. This method, called knowledge 
base tuning, has the drawback that a human designer has to formulate a 
suitable rule base in advance. 
The second approach, called knowledge base design, generates the 
entire rule base without using prior knowledge. The GAs for the automatic 
design of FLCs suggested by numerous researchers employ different 
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coding schemes and are distinguished by the way in which they evaluate 
the control behavior [10, 11]. In contrast o the first method, which tunes 
an existing fuzzy system, the second method is concerned with the auto- 
matic derivation of the rule base. The learning process searches for the 
correct set of fuzzy rules, which is much more difficult, because the GA 
has to design the FLC starting from scratch. 
Aside from these two approaches, there exist also hybrid methods, in 
which the GA learns the fuzzy rules as well as their parametrized member- 
ship functions. 
In a straightforward coding scheme for FLCs, every individual rule is 
represented by a single gene, which encodes the label of the fuzzy term 
taken by the output variable. The complete chromosome is built of the 
aligned labels of the output terms, which correspond to all possible 
combinations of antecedents. Improved coding schemes, based on a more 
flexible genetic representation, enable the GA to evolve both the composi- 
tion and the size of the rule base [9, 23]. The GA does not merely optimize 
simple bit strings, but directly operates over the space of fuzzy rules. 
According to the building block hypothesis, the way in which the coding 
scheme represents a candidate solution has a significant influence on the 
effectiveness of the GA. Therefore, the coding of the knowledge base in 
the genetic string plays an essential role in designing a methodology for 
GFSs. Most of the earlier approaches for the design of FLCs using GAs 
employ a position dependent and fixed length coding scheme, which 
represents the complete rule base in a genetic string. The complexity of 
such a rule base grows rapidly with increasing number of input variables. 
The efficiency and the robustness of the FLC is lost, with the consequence 
that the optimization task becomes less feasible for the GA. 
2.1. Messy Coding Scheme 
In imitation of messy GAs (mGAs) [15], we propose a new compact 
coding scheme for a fuzzy rule base. The coding does not depend on the 
position of genes within the chromosome and allows a flexible, efficient 
representation of fuzzy rules of different structural complexity in the 
genetic string. In comparison with a conventional coding scheme it offers 
the advantage of redundancy-free, compact coding of the fuzzy rule base. 
Therefore, the GA is able to form chromosomes in a very flexible manner 
in order to represent the relationship among the input and output of the 
controller. Because of the reduced complexity of the fuzzy rule base, the 
fuzzy controller emains comprehensible and effective, helping the GA to 
solve the optimization task even for more complex control problems. 
Chromosomes are composed of a variable number of genes arranged in 
an arbitrary order. The meaning of a gene is part of its coding, and 
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therefore independent of its position inside the string. The coding scheme 
is able to encode each conceivable combination of fuzzy variables and 
fuzzy terms into the chromosome. Therefore, the GA is not subjected to 
any constraints with regard to the structure and the formulation of fuzzy 
rules. In order to maintain the readability of the adapted knowledge base, 
fuzzy rules are based on linguistic variables and terms previously defined 
by a human expert. 
In order to encode the fuzzy rules in a messy genetic string, the input 
and output variables and their corresponding fuzzy terms are numbered by 
labels. Fuzzy clauses constitute the basic element of the proposed coding 
scheme. The gene corresponding to a fuzzy clause consists of a pair of 
labels, in which the first label represents the variable and the second 
defines the associated fuzzy term. Instead of using a binary representation, 
all labels are coded by integer values. 
As an example, Figure 1 shows the messy coding of clauses for a simple 
FLC with two input variables, namely X 1 with terms negative, zero, 
positive and X 2 with terms small, medium, large, as well as a single output 
variable Y with five terms very left, left, zero, right, very right. The first 
integer specifies the meaning of a gene by defining the variable of the 
fuzzy clause. The second number determines the value of a gene by 
associating a fuzzy term with the variable. For example, the gene (1, 3) 
represents the fuzzy clause X 1 is positive, since X1 is the first variable and 
positive is its third fuzzy term. 
Complete fuzzy rules of variable length are built by the combination of 
several fuzzy clauses in an arbitrary order. The coding of a fuzzy rule is a 
sequence of genes, each one representing a fuzzy clause. Figure 2 shows 
some examples of possible gene combinations resulting in three fuzzy rules 
with different structures of antecedents. The sequence of genes (3, 5) (1, 3) 
(2, 1) in example A is the genetic representation f the fuzzy rule 
i f  X 1 is positive and X 2 is small then Y is very right 
X 1 = { negative, zero, positive } 
X 2 = { small, medium, large } 
Y = { very left, left, zero, right, very right } 
X 1 is positive 
([],[]) 
X2is small 
([],[]) 
Y is very right 
Figure 1. Messy coding of fuzzy clauses. 
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A (N,N) (N,I-3]) (N,N)] 
if XliS positive and X 2 is small then Y is very right 
B (N,N) (N,N) 
if X 1 is negative then Y is left 
c ) 
if Xl is  positive or X! is zero then Y is very left 
Figure 2. Messy coding of fuzzy rules. 
Notice that the individual genes of a fuzzy rule can be arranged in any 
order, since their meaning is independent of their position in the se- 
quence. The sequence (2, 1) (3,5) (1,3), for example, is another valid 
coding of the same fuzzy rule above. A change in order of the genes within 
the chromosome can be advantageous, ince it enables a messy GA to 
form tight and efficient building blocks according to the schema theorem 
[14]. 
The drawbacks that result from a messy coding scheme are the twin 
problems of under- and overspecification f the genetic string. In our case, 
underspecification is a desired feature of the coding scheme, because it 
enables the formation of compact fuzzy rules, in which the antecedent 
includes only a subset of all input variables. The complexity of the rule 
base is reduced because large regions of input space can be covered by a 
single rule if it contains only a few fuzzy terms in its antecedent. Fuzzy 
clauses are simply omitted in the antecedent of the fuzzy rule if the gene 
sequence contains no pair that corresponds to their variable. In example B 
of Figure 2 the chromosome (1, 1) (3, 2) includes no gene for variable X 2, 
which results in the general fuzzy rule: 
i f  X 1 is negative then Y is left 
In a conventional fixed coding scheme there is one rule for every 
possible combination of antecedents. Instead of the single rule above, the 
genotype therefore contains three fuzzy rules with identical conclusions in 
order to encode the same relationship among X 1 and Y. An appropriate 
clause is generated randomly and added to the chromosome in case the 
fuzzy term related to the output variable is missing. 
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In case of a large number of input variables, the use of general rules 
helps to reduce the size of the rule base. Nevertheless it is necessary to 
allow exception rules to overrule the general case. Suppose that the rule 
i f  Y1 is negative then Y is right 
applies in general, but not for the case of X 2 is small, for which a 
different control action Y is left is favorable. This exception is formulated 
by the rule (1, 1) (2, 1) (3,2). Unfortunately, the general rule becomes 
active too whenever the antecedent of the more specific rule matches the 
input state. In order to allow specific rules to overrule more general ones 
with a short antecedent, the rule base is organized in a hierarchical 
prioritized structure [30]. The usual inference scheme is modified in such a 
way that it inhibits a general rule from firing in case a more specific rule is 
already active. 
Overspecification occurs whenever a chromosome contains more than 
one different fuzzy clause for the same variable. It is resolved either by 
means of a dominance scheme, in which only the leftmost clause is 
expressed, or by using a fuzzy or operator in order to associate multiple 
fuzzy terms with the same variable. In example C of Figure 2 the two fuzzy 
clauses corresponding to the conflicting pairs (1, 3) and (1, 2) for variable 
X 1 appear both in the rule: 
i f  X 1 is positive or X 1 is zero then Y is very left 
In the case of multiple conflicting pairs for the same output variable a 
dominance scheme gives preference to the leftmost fuzzy clause. 
In the same way in which a fuzzy rule is composed of multiple fuzzy 
clauses, the complete rule base is constructed from an unordered set of 
fuzzy rules. As depicted in Figure 3, the joined gene sequences of individ- 
ual rules form the entire chromosome of a fuzzy rule base. The order of 
fuzzy rules inside the rule base does not matter, with the result that 
renumbering of gene sequences i not necessary. Our coding scheme does 
not implicitly guarantee that the knowledge base always contains a suitable 
rule for every possible input state. Therefore, an appropriate rule is 
generated automatically, whenever the fuzzy controller encounters an 
input state to which none of its rules apply. In addition, the gene corre- 
sponding to the new rule is added to the chromosome of the individual 
undergoing evaluation. 
) , , - - .  
Figure 3. Messy coding of fuzzy rule base. 
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The coding scheme enables the GA to evolve fuzzy rule bases of 
different size and complexity because the number of rules and their 
structural composition are variable, and therefore part of the optimization 
process. 
2.2. Genetic Operators 
Aside from a different coding scheme, mGAs employ a modified 
crossover operator in order to recombine two genetic parent strings in a 
new offspring. The conventional crossover is replaced by the two operators 
cut and splice. As described in the previous section, the genetic string of 
an individual includes two levels of representation, the lower one for fuzzy 
rules and the upper one for rule bases. As a consequence, cut and splice 
operations are applied twice during the recombination of parent chromo- 
somes. On the lower level the cut and splice operators create new fuzzy 
rules when they combine fuzzy clauses inherited from parent rules. On the 
upper level recombination merges two set of fuzzy rules into a new rule 
base. As a consequence, the terms parent and chromosome have two 
different meanings in the following, depending on the level of representa- 
tion. In the context of the lower level they refer to a set of integer pairs 
representing a single fuzzy rule (Figure 2), whereas on the upper level they 
refer to a set of fuzzy rules representing an entire rule base (Figure 3). 
First of all, we describe the recombination of individual fuzzy rules. 
Actually, only a small portion of fuzzy rules undergo this type of recombi- 
nation; the majority are passed to the offspring just as they are. Before 
recombination the first parent rule is matched up with a set of candidate 
rules originating from the partner chromosome. This mating procedure 
guarantees that the two fuzzy rules to be merged together esemble ach 
other to a certain extent [18]. Otherwise the cut and splice operations will 
too often combine rules which have no fuzzy clauses in common. Without 
matching, recombination basically generates new random rules and be- 
comes similar to pure mutation. 
The cut operation depicted in Figure 4 splits each of the parent rules 
into two segments. Notice, that, in contrast o the conventional crossover, 
the positions of cuts on the two parents are chosen independently. The cut 
operation results in four segments originating from the two parents, which 
serve as building blocks for the following splice operation. 
The splice operator andomly selects two out of these four segments to 
form a single offspring; the remaining two segments are lost. Finally, the 
splice operator concatenates the two selected segments in a randomly 
chosen order. Figure 5 shows five examples out of a total of twelve possible 
descendants resulting from different splice operations. The offspring may 
be formed in the way employed by the usual crossover operator (1-4), by 
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cut 
1 '| 3 3 
2 ' ~ 4 1 
' 2 
Figure 4. Cut operation for chromosomes representing fuzzy rules. 
the two anterior (1-2) or posterior (3-4) segments, or by segments with 
reverse order originating from both parents (3-2) or even the same parent 
(4-2). The last case (4-2) is identical to that of the inversion operator 
employed by conventional GAs. 
In addition to the recombination of fuzzy rules described above, cut and 
splice operations are applied on the upper level of the chromosomal 
representation for rule bases at the same time. In that case, recombination 
merges several fuzzy rules into the rule base of a single offspring as 
depicted in Figure 6. If two parents have already adapted suitable control 
rules for some region of input space, their offspring benefits if it inherits 
the already properly adapted portions of its parent rule bases. This 
complies with the basic idea of recombination to further exploit the 
chromosomes of those candidate solutions that belong to promising re- 
gions of search space. 
splice 
~-~l '~  ,~ '1~ 1-4 
1-2 
I(m, 3-4 
~ ~ ~ ~  4-2 
Figure 5. Possible recombinations of parent rules resulting from different splice 
operations. 
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cut I 
I 
I I 
I 
I 
I 
splice ~,  
[rule FllruleE I [~ iN~N 
rule base completion 
Figure 6. Cut, splice, and rule base completion operators for chromosomes repre- 
senting rule bases. 
A cut and splice operation normally results in an offspring that only 
contains part of its parent rules. Therefore, a rule base completion 
guarantees that an offspring does not lack essential parent rules after the 
recombination. The offspring chromosome is completed with those rules of 
the first parent that were lost during cut and splice and are not covered by 
rules inherited from the other parent. In the example shown in Figure 6 
the offspring is in need of rule A of the first parent chromosome. The rule 
base completion procedure will add the missing rule A to the offspring 
chromosome if the region of input space covered by rule A is not included 
in any of the antecedent parts of the remaining rules B-F.  
The mutation operator is similar to the one used in conventional GAs 
based on a bit string representation. In our coding scheme, mutation is 
applied at three different levels. On the clause level mutation affects the 
integers which represent the fuzzy terms. Instead of randomly choosing an 
arbitrary new term for a fuzzy clause, a mutation only alters a gene to one 
of the neighboring fuzzy terms (Figure 7, A). On the level of rules, 
mutation sometimes removes (Figure 7, B) an input clause or adds (Figure 
7, C) a randomly generated new one. On the rule base level there is a 
small probability that a mutation creates a new random rule, which is 
added to the offspring rule base. 
The procedure to initialize the population also differs from a conven- 
tional GA. The evaluation of an individual starts with an empty rule base. 
A new fuzzy rule is automatically generated whenever the robot encoun- 
ters a situation in which none of the fuzzy rules match the current input. 
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A 
B **  S o 
S ~ 
Figure 7. Mutation of clauses (A) and rules (B, C). 
Between two and four input variables are randomly chosen to be included 
in the antecedent part of the new rule. The linguistic terms that corre- 
spond best of all with the current input state are attributed to the selected 
variables. The consequence part containing the output variable is gener- 
ated by means of a randomly chosen output term. In addition to the 
generation of the rule itself, the corresponding enes are added to the 
chromosome of the individual undergoing evaluation. This rule generation 
procedure is also applied in later generations, whenever the fuzzy con- 
troller encounters an input state to which none of its rules apply. 
3. LEARNING THE BEHAVIOR OF AN AUTONOMOUS AGENT 
An autonomous agent is a behavior-based system [8] that is situated in a 
dynamic environment which it perceives, e.g. by means of sensors. There- 
fore, its knowledge about the state of the environment is incomplete and 
often unreliable. In response to this input information it reacts with an 
appropriate control action, which enables it to change its state in the 
environment. This mapping from perceptive input to a control action 
realizes a specific behavior of the agent. FLCs are suitable for implement- 
ing such a behavior, because their method of approximate r asoning allows 
them to find a suitable control action even if their knowledge about the 
environment is imprecise and incomplete. 
By means of a reward signal provided by the environment, he agent is 
able to detect which actions would result in favorable states. The agent 
adapts its behavior in order to maximize the reward payoffs in the future. 
Evolutionary methods proved themselves as qualified for learning the 
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behavior of autonomous agents [2, 12, 25]. The previous work of Bonarini 
[5], Braunstingl et al. [2], and Leitch [23] demonstrated that GAs are 
suitable for learning adequate fuzzy rules in order to control a mobile 
robot. 
Figure 8 depicts an example of this perception-action cycle for our 
mobile robot, which perceives its environment by means of sonar sensors 
and reacts by adjusting the speed of its left and right stepping motors. We 
applied our method to evolve an FLC which implements two behaviors of 
the mobile robot. The given task is to reach a specified aiming point while 
avoiding collisions with obstacles on the way. Beom et al. [3] presented a
method which builds a fuzzy rule base for the same task by means of 
reinforcement learning. In our case, a GA learns the FLCs in simulated 
environments. After the learning period the FLCs are tested on the robot 
in real world situations. 
In the simulations as well as in the experiments, the only inputs to the 
controller are the robot's position and five current distances to objects, 
measured by ultrasonic sensors on the real autonomous vehicle. Prior 
distance information is not available to the controller, so that it possesses 
no memory about previous states of its environment. Therefore, the 
controller is hardly able to perform maneuvers that require more detailed 
perceptual information on the environment, such as turning in a narrow 
dead end. For the future, we plan to take previous sensor data into 
account in order to distinguish among different perceptual situations uch 
as walls, corners, and dead ends [28]. 
The simulation employs a simplified model of the real sensors, based on 
idealistic assumptions about the reflection characteristics of ultrasonic 
environment action 
~,~ perception 
Figure 8. Interaction of the autonomous agent with its environment. 
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signals. The FLCs adapted on the simulated model are afterwards tested 
on the mobile robot in order to verify if they are robust enough to deal 
with real world situations as well. 
If the two behaviors come into conflict, the decision process has to 
resolve which of the control outputs to apply in the actual context. Saffiotti 
et al. [27] add a context restriction to each rule, which defines the 
importance of a goal and mission (of the agent or the environmental 
context) for a behavior. The overall behavior of the agent emerges from 
this context-dependent blending of basic behaviors. Bonarini et al. [5] devel- 
oped S-ELF (Symbol Evolutionary Learning of Fuzzy Rules), which learns 
the fuzzy rules constituting the basic behaviors as well as their context of 
activation. 
In our case, we employed a much simpler conflict resolution mechanism. 
Every rule is given a priority, which defines its importance with respect o 
the overall task. The inference mechanism ignores rules of low priority 
when rules with a higher priority are active. The chromosome representing 
a fuzzy rule is extended by an integer, which determines its priority. 
Learning the coordination of the two behaviors is relatively easy for our 
kind of task, since obstacle avoidance always has to be preferred to 
reaching the aiming point. Although this mechanism proved to be satisfac- 
tory in the case of only two conflicting oals, we are aware of its limitations 
in the general case. In the case of more complex behaviors that have to 
consider multiple goals, our method would no longer be able to learn all of 
the basic behaviors as well as their coordination at the same time. For the 
future, we plan to split up the rule base into separate modules for each of 
the behaviors, which are adapted separately. A high level module decides 
which of the basic behaviors to activate in the actual environmental 
context [4]. 
To evaluate the performance of the FLCs, the GA requires a scalar 
objective function in order to select the best individuals for reproduction 
of offspring. In what follows, two proposals for evaluation of FLCs are 
presented, which result in an improved, more robust control behavior. 
3.1. Coevolution of Training Situations 
First of all, the usually constant set of training situations is replaced by a 
variable set of test cases, which adapts itself evolutionarily to the perfor- 
mance of the current population of FLCs [23]. This adaptation is achieved 
by a second, simultaneous GA, so that the learning is based on the 
competition of two evolutionary processes. Therefore, it is guaranteed that 
those FLCs emerge which demonstrate the desired behavior for a broad 
spectrum of situations and environments. The FLCs are adapted to the 
actual given task, instead of merely learning their training situations by 
460 Frank Hoffmann and Gerd Pfister 
heart. The second advantage is that the degree of difficulty of the training 
situations adjusts itself to the competence of the controllers. Therefore, 
controllers are more often evaluated in those situations in which they 
demonstrated poor performance in the past. A fairly high mutation rate of 
the GA for the training set prevents the environments from bearing too 
much resemblance to each other. 
In the case of the mobile robot, the performance of each FLC is 
evaluated in 30 simulated two-dimensional environments, which include 
corridors and detached obstacles. A second GA continuously updates this 
set of training situations by replacing 20% of the environments in every 
generation. The environments to be removed from the training set are 
randomly selected with equal probability independent of their fitness 
values. A ranking selection scheme ensures that the more difficult parent 
environments obtain a higher chance for reproduction of new training 
situations. 
The new environments differ from their parents in parameters such as 
the width and the geometry of corridors as well as the position of the 
obstacles, the start, and the aiming point. A training situation achieves a 
high fitness value if a high percentage of FLCs fails in aiming point 
attainment or collision avoidance in this environment. 
Sometimes the GA comes up with unsolvable training situations, such as 
a starting point directly in front of an obstacle. These kinds of environ- 
ments, on which all of the controllers inevitably fail, are excluded from 
reproduction, since they punish all the controllers in the same way, 
whether they manage to avoid obstacles or not. In general terms, a 
learning system is only able to improve if the training examples provided 
are not too simple to present a problem and not too difficult to admit a 
solution. 
Figure 9 compares the average fitness of the population sampled over 
eight runs of the GA when employing a static set of training situations on 
the one hand and a population of coevolved training cases on the other 
hand. In order to analyze the robustness of the controllers, we also tested 
their performance with respect to a fixed test suite of environments not 
presented uring the evolution. 
The highest average fitness was achieved for the static training set (d), 
on which the controllers were fully adapted during evolution. However, in 
return, they show very poor performance on the unknown test set (c). 
Their fitness on the test suite even decreases after about 25 generations, 
because they specialize more and more in the geometries of the training 
set in which they are evaluated. Compared with these overadapted con- 
trollers, the population trained with coevolution demonstrates much better 
performance on the same test set (a). It performs even better on the test 
suite than on the training situations (b) themselves. The lower average 
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Figure 9. Average fitness of the population: test set with coevolution (a), training 
set with coevolution (b), test set with static training set (c), static training set (d). 
fitness can be easily understood as due to a bias in the evaluation process 
if one bears in mind that as a result of the selection, the easier training 
situations are replaced gradually by more difficult environments. Easy 
missions, such as an aiming point located close to the starting point, die 
out very rapidly during the first few generations, leaving the controllers 
with the more complicated tasks. 
3.2. Dynamic Fitness Evaluation in Case of Conflicting Objectives 
Our second proposition is concerned with control problems, which 
include multiple competing tasks. For these cases the fitness function has 
to be designed carefully in order to take all objectives into account. The 
GA tends to converge prematurely to FLCs that are exclusively specialized 
in individual easy subtasks. If, for example, a static objective function is 
used in case of the mobile robot, the FLCs mainly succeed in collision 
avoidance, but carry out the task of aiming point attainment, which is 
demanded as well, inadequately. In order to support the GA in learning 
FLCs capable of multiple subtasks, we suggest a dynamic objective func- 
tion, in which an FLC achieves a high fitness value for a specific subtask if 
it is not yet mastered by the population. Therefore, a large incentive for 
the FLC is created to learn all of the demanded subtasks. 
Each FLC C k of the current population is tested in simulations on the 
mobile robot in 30 different environments E i. Its performance is after- 
wards evaluated with respect o the two tasks of aiming point attainment 
and collision avoidance. A single run of the robot stops either if a collision 
with an obstacle occurs, a maximum number Nma x of control steps is 
exceeded, or the aiming point is reached. For each of the three cases the 
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FLC receives a different amount of reinforcement: 
Rd(Ck, E i) oc 
'max t dstart(t) , 
1 - min t dtarget(t)/dtarget(O), 
1, 
collision, 
no collision, 
goal point reached. 
(1) 
If a collision occurs, the FLC receives only a small reward R c proportional 
to the maximum distance dstar t the robot has traveled from the starting 
point. It is essential to consider the euclidean distance to the start point 
instead of just taking the absolute path length into account, because that 
would favor a robot that avoids collision by merely describing a circle. 
If a collision is avoided, but the aiming point has not been reached, the 
FLC is given an additional reward R d, depending on how close the robot 
approached the aiming point. In Equation (1) dtarget(0) is the initial 
distance from the robot to the aiming point, whi le  dtarget(t) is the distance 
at time t. Notice that for this case the FLC receives the sum Rc + R d of 
both rewards. The robot is considered to be successful in aiming point 
attainment if its distance to the aiming point falls below a minimal radius 
rmi n. In this case, the FLC receives all of the three rewards R~, R d, and R t. 
These raw reinforcement values are dynamically scaled according to the 
performance the whole population demonstrates on the individual sub- 
tasks. For this purpose the reinforcements Rc(C k, Ei), Rd(C i, Ei), and 
Rt(C ~, E i) are divided by the sum of reinforcements achieved by the other 
FLCs on each individual contribution. The resulting fitness value F(C k) of 
an FLC C k is 
Rx(Ck, E i) 
F(Ck) = E E EnRx(Cn, Ei ) . (2) i x~(c,t,d} 
The selection of parents is based on their fitness ranking within the 
population, because the absolute fitness values often display a dispropor- 
tionate distribution. 
Figure 10 compares the performance of two GAs in the course of 30 
generations: one in which a static fitness function is employed, and the 
other using the dynamically weighted fitness evaluation. The percentages 
of aiming points reached (lower curves) and of collisions avoided (upper 
curves) are shown, with each criterion averaged over all FLCs of the 
current population. All results are based on an average over 10 runs for 
each of the two GAs. While both GAs achieve nearly the same perfor- 
mance on collision avoidance, the FLCs of the GA that uses a static fitness 
function demonstrate only minor improvements in reaching the aiming 
point. 
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Figure 10. Performance of two GAs employing a static (---) or a dynamic (--)  
fitness function. The two lower curves depict the average number of aiming points 
reached, the two upper curves the average number of collisions avoided. 
In the first generations of the GA, which employs a dynamic fitness 
function, most of the FLCs are specialized in collision avoidance. Only a 
few FLCs manage to reach the aiming point in at least one or two 
environments. These FLCs achieve a relatively high fitness value, because 
they have to share their reinforcements R t with only a few competitors. 
Therefore, they are given preference in the selection compared with other 
FLCs, even if they collide more often with obstacles in the remaining 
environments han an average FLC. By means of selection and recombina- 
tion, the number of FLCs that have learned to carry out both tasks 
simultaneously increases during the course of evolution. 
The fitness values F(E  i) of the coevolved environments E i are calcu- 
lated from the inverse sum of reinforcements which the controllers achieved 
on them: 
F(E i )  = 1 + E,,S_,x~{c,,,a}R~(C,,, Ei)" (3) 
4. EXPERIMENTS WITH THE MOBILE ROBOT 
The FLCs evolved by the GA proved their usefulness with respect to 
both tasks in simulated as well as experimental runs of the mobile robot. 
Figure 11 shows two photos taken during an experiment, in which the 
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(a) (b) 
Figure 11. Mobile robot during experiment. 
robot is avoiding an obstacle. In conflicting situations, such as an aiming 
point located inside an obstacle, collision avoidance is given a higher 
priority than aiming point attainment, as one expects. The FLC, for 
example, is able to detect whether a corridor provides enough space to 
turn the robot, which is remarkable in view of its lacking memory of 
previous sensor information. Figure 12 shows results of real world experi- 
ments in two corridors, in which the mobile robot starts with its heading in 
the opposite direction to the aiming point. For reasons of clarity, both 
I0(] 
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Figure 12. Paths of the mobile robot in a narrow (left) and a broad (right) corridor. 
In each case, the robot starts at the point (0, 0), oriented to the right. The goal is 
located to the left at the point ( -  100, 0). Both figures only depict the path to the 
end of the turning maneuver. 
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figures only depict the path of the robot to the end of the turning 
maneuver. In both cases the robot starts at the point (0, 0), oriented to the 
right, with the goal located to its left at the point ( -100,  0). 
In the left experiment the corridor is too narrow for a safe turn. First, 
the FLC tries several times to turn the robot within the corridor. In each 
case, it interrupts the turning maneuver in time to prevent a collision. 
After leaving the corridor, the FLC manages to turn the robot in the free 
area. In the right part of Figure 12 the corridor is wide enough, with the 
result that the FLC is now able to complete the turning maneuver within 
the corridor. It first tries to turn round right, but stops the maneuver at the 
critical moment when the robot comes too close to the lower wall. Now the 
robot has enough space to complete the turning maneuver to the left. 
Neither figure depicts the path of the robot after its turn, but in both 
experiments the robot finally reached the aiming point. 
Furthermore, the adapted FLCs proved robust enough to demonstrate a 
meaningful control behavior when using the real imprecise and unreliable 
sensor data, although they were trained in the evolution by means of a very 
simplified model of sonar distance measurements. In runs that were 
carried out in identical environments, only small differences between real 
world experiments and simulations were observed. 
Figure 13 shows the results of two runs, in which the behavior of the 
mobile robot is compared between simulation (left) and reality (right). The 
size of the robot is too small in the right figures because the algorithm that 
generates the plot from the data obtained in the experiment employs 
dimensions of the robot that are actually smaller than in reality. The upper 
and lower situations differ slightly in the location of the aiming point, 
which is located 50 cm further down in the two lower figures. Nevertheless 
this minor difference causes a significant change in the path of the robot. 
In the first case, it makes way for the obstacle in front of it to the left, and 
in the other case it moves to the right, directly towards the aiming point. 
However, the robot displays the same reactions in the simulation as in the 
experiment. 
In order to investigate the FLCs' capability for generalization, they were 
tested in environments that were not presented uring the learning pro- 
cess in the GA. It turned out that they manage the given tasks in 
previously unseen environments, as long as their degree of difficulty is not 
significantly higher than those of the training situations. The FLCs are 
successful in environments with a geometry that is similar to those pre- 
sented during evolution, while they fail in situations that differ substan- 
tially. For example, the controller was often unable to turn the robot inside 
a dead end, which has to be mainly ascribed to the controller's limited 
perception of the situation. Future work has to show if a controller that 
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Figure 13. Comparison between the robot's behavior in a simulated environment 
(left) and the real world experiment (right). 
has access to better perceptual information is able to perform more 
complex maneuvers. 
5. CONCLUSIONS 
We have suggested a messy coding scheme for the evolutionary design of 
FLCs, which allows a compact and flexible genetic representation of the 
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fuzzy rule base. Because of the reduced complexity of the fuzzy rule base, 
the fuzzy controller emains tractable and effective, which enables the GA 
to solve the optimization task even for more complex control problems. 
This paper made two proposals on the evaluation of controllers by the 
GA in order to achieve an improved, more robust control behavior. We 
suggested a variable set of training situations, which is adapted to the skills 
of the current population of controllers by means of a second GA. This 
mechanism supports the evolution of those controllers that are able to 
manage the task for a broad spectrum of different control situations. 
We introduced a dynamical evaluation function, which prevents the GA 
from premature convergence on controllers that only learned the obstacle 
avoidance behavior and neglected to reach the aiming point. 
We applied our method successfully in order to design an FLC which 
implements the behavior of a mobile robot. Our experimental results show 
that FLCs which were adapted in a simulation can be transferred success- 
fully to the physical world. 
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