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PREFACE 
The present dissertation entitled "Commutativity of rings" 
containing the results obtained by various researchers on 
certain commutativity conditions for associative rings has been 
prepared under the inspiring guidance of Dr. Asma Ali, 
Lecturer Department of Mathematics, Aligarh Muslim University, 
Aligarh. 
The study of the conditions which turn a ring 
commutative started about hundred years ago. The famous 
classical theorem, namely a finite division ring must be 
commutative was established as earlier as 1905 by 
Wedderburn. But it was only after the development of structure 
theory of rings in the course of forties and fifties of the 
present century that significant contributions were made by 
many mathematicians in this direction. Since then the subject 
has been attracting a wide circle of Algebraists. To mention a 
few, Amitsur, Brauer, Kaplansky, Jacobson, Faith, Baer, McCoy, 
Herstein, Rowen, Nakayama, Ligh, Yaqub, Tominaga, Luh, BeU, 
Richoux emd Chacran etc. 
The object of the present dissertation is to collect and 
arrange some of the research work done in this branch of 
Algebra during last few years. 
This exposition consists of four chapters. Chapter 1 
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con ta ins pre l iminary not ions , basic definitions and some 
fundamental results which are used to develop the theory in 
the subsequent chapters. 
Chapter 2 open with a result due to Gupta [44] which 
s t a t e s t h a t a division r ing sat isfying xy^x = yx^y is 
commutative. Awtar [22] and Quadri [92] generalized the above 
result independently and finally established that a semi-prime 
ring with the property that xy^x-yx^y or xy^x+yx^y is central, 
m u s t be commutat ive. Fur ther Hirano and Tominaga [62] 
extended the result by investigating the polynomial identities 
[{xyr, [{xyr, (yx)^]] = 0 and [(xy)° ,^ (xy)-o(yx)'^] = 0. 
In section 2.3 some ring theoretic analogues of a group 
theoretic result are obtained. The group theoretic result to 
which we refer s t a t e s t h a t a g roup G is necessa r i ly 
commutative if there exist three consecutive positive integers k 
= n, n+1, n+2; for which (xy)^ = x^ y^ for aU x, yeG. 
In section 2.4 the concept of (n, k)-ring has been dualized 
by Ashraf [16] as follows : A ring R is called an (n, k)*-ring 
if it sat isf ies the ident i t ies (xy)™ = y^x^ for all m with 
n < m < n + k - l , where n is fixed positive integer. In the end of 
section commutativity of (n, k)*-ring is discussed for k = 1 and 
some of their generalizations are obtained. 
Chapter 3 has been devoted to study commutativity of 
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associative rings satisfying the identity (xy)*^  = x^ y*^ . 
Section 3.2, begins with a result of Johnsen, Outcalt £ind 
Yaqub which states a ring with unity 1 satisfying the identity 
(xy)2 = x^y^, is commutative. The study in this direction was 
initiated by Herstein in 1961 who established tha t a ring 
satisfying (xy)"^  = x'^ y'^  need not be commutative it is nearly 
commutative in the sense that all commutators turn out to be 
nilpotent. Further Ligh and Richoux [80] proved that a ring 
with unity 1 satisfying (xy)^ = x^y^ for k = n, n+1, n+2, where 
n is a positive integer is commutative. 
Section 3.3 contains some theorems due to Bell [29]. 
Section 3.4. deals^some commutativity theorems due to 
Ashraf, Quadri and Asma. The au thors infact s tudied the 
following conditions: 
(i) For all X, y in a ring R, [x, xPy-x'^y^x^] = 0, where 
p>l , m>l , n> l , q>l are fixed integers. 
(ii) For all x, y in a ring R, [x, yxP-x™y"x^] = 0, where 
p> l , m>l , n> l , q>l are fixed integers. 
(iii) For all x, y in a ring R, there exists integer n=n(y)>l 
such t ha t [x, xy-x^y^x'^] = 0, where m, q are fixed 
positive integers. 
(iv) For all x, y in a ring R, there exists integer n=n(y)>l 
s u c h t ha t [x, yx-x'^y^xi] = o, where m, q are fixed 
positive integers. 
(v) For all x, y in a ring R, there exists integer n=n(y)>l 
such that [x, xy"-x°^y^ x^] = 0, where m, q are fixed 
positive integers. 
(vi) For all x, y in a ring R, there exists integer n=n(y)>l 
such tha t [x, y^x-x^y^^x*^] = 0, where m, q are fixed 
positive integers. 
C h a p t e r 4 dea ls w i t h ^ s t u d y of some commuta t iv i ty 
results which £ire generalizations of the classical theorem of 
Wedderburn that every finite division ring is commutative. 
Section 4.2 opens with a result of Jacobson [64] which 
states that a ring in which every element x satisfies x"(''>=x; 
n = n(x)>l an integer must be commutative. Jacobson's result 
was further generalized by Herstein [47] by considering the 
rings in which x"-x is central for every ring element x. The 
study is further extended by proving that if for each element 
x of ring R there exists a polynomial p(x)eX'^Z[X] depending 
on X for which x-p(x)eZ(R), then R commutative. 
Later Bell, Quadri and Khan [35] extended the above 
r e s u l t o b t a i n i n g t h a t a r ing R wi th un i ty 1 sa t is fying 
[xy-p(xy), x] = 0, for all x, yeR, p(x)eX22[X] is commutative. 
In an attempt to generalize a well-known theorem due to 
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Bell [28], Quadri and Khan [34] proved that a ring R with 
unity 1 is commutative if it satisfies the polynomial identity 
[xy-y'^x"', x] = 0 where m > l , n > l are posi t ive in tegers . 
Further it was established by BeU et al. [34] that the above 
result remains true if the value of the exponent appearing in 
the given identity is no Isirger fixed but depends on y. 
Sect ion 4.3 deals with the r e su l t of Nish inaka [88] 
which improved the above result. In fact he investigated the 
conditions (i) For each x, y in a ring R, [x, x°^y-x"f(y)] = 0 
for some f{K)eX'^2L[X] and (ii) for each x, y in R [x, x™y-
f(y)x"] = 0 for some f(x)6X^2[X] where m and n are non 
negative integers. 
At end, a lengthy bibliography of the literature related to 
the subject matter of the dissertation is given. 
In each Chap t e r su i t ab l e examples are provided at 
proper places to illustrate that the restrictions imposed on 
the hypotheses of the various results were not superfluous. 
The definitions, examples and reyults in the text have 
been specified with double decimal number ing . The first 
figure indicates the chapter, the second denotes section and 
the third mentions the number of definition, or example or 
lemma, or theorem as the case may be in a pa r t i cu la r 
chapte r . For example. Theorem 2.3.4 refers to the fourth 
Theorem appearing in section 3 of chapter 2. 
vii 
Chapter 1 
PRELIMINARIES 
1.1 Introduction 
This c h a p t e r i n c l u d e s some bas i c de f in i t i ons , 
fundamenta l not ions and important terminology and well-
known resul ts which we shall need for the development of 
the subject matter of the present dissertation. The knowledge 
of the elementary algebric systems as those of groups, rings, 
fields and homomorphisms, etc. has been preassumed. The 
material for the present chapter has been collected mostly 
from the following literature : Herstein [55], Jacobson [65], 
Kurosh [78], Lambek [79], McCoy [84] and Rowen [95]. 
T h r o u g h o u t , R r e p r e s e n t s an assoc ia t ive r ing un t i l 
s tated, otherwise and for any pair of elements a, b in R, 
[a,b) = ab-ba. The symbols N, C and Z(R) denote the set of 
nilpotent elements, the set of commutators and the centre of 
R respectively. 
1.2 
In this section we collect some important terminology in 
ring theory. 
Definition 1.2.1 (Zero-Divisor) : An element x of a ring 
R is said to be a zero-divisor if there exists a non zero 
1 
element y of R such that xy = 0 or a non zero element z 
of R such that zx = 0. 
Definition 1.2.2 (Nilpotent Element): An element x of 
a ring R is said to be nilpotent if there exists a positive 
integer n>l such that x'^  = 0. 
Remark 1 .2 .1 : It is trivial tha t zero of a r ing R is 
nilpotent. Moreover, every nilpotent element is necessarily a 
zero-divisor. For if x ?i 0 and n is the smal les t positive 
integer such that x" = 0, then n T^  1 and x(x"'^) = 0, with 
x«-i ^ 0. 
Definition 1.2.3 (Idempotent Element): An element x of 
a ring R is said to be idempotent if x^ = x. 
Remark 1.2.2: It is trivial that zero of a ring R is an 
idempotent. Moreover, if R contains unity 1, then 1 is also 
idempoten t . However, the re may exist m a n y idempoten t 
elements in R other than 0 and 1. 
Definition 1.2.4 (Characteristic of a Ring) : If there 
ex is t s a posi t ive in teger n s u c h t h a t nx = 0 for every 
element x of a ring R, the smallest such positive integer is 
called the character is t ic of R. If no such positive integer 
exists, R is said to have characteristic zero. 
Definition 1.2.5 (n-torsion free Ring) : A ring R is 
said to be n-torsion-free, where n( 9^  0 ) is an integer, if 
whenever nx = 0, with xeR, then x = 0. 
Definition 1.2.6 (Direct Sum and Subdirect Sum of 
Rings): Let S-, ieU be a family of rings indexed by the set 
U and let us denote by S the set of aU functions defined on 
the set U such that for each ieU, the value of the function 
at i is an element of S-. If addition and multiplication in S 
are defined as : (a+b)i = a(i)+b(i); (ab)i = a(i)b(i) for a, beS 
respectively, then S is a ring which is called the compelte 
direct sum of the rings S-, ieU. The set of all functions in 
S which take on the va lues zero a t all b u t a t a finite 
number of elements i of U is a subring of S which is called 
discrete direct sum of the rings Sj, ieU. However, if U is a 
finite set, the complete (discrete) direct sum of rings Sj, ieU, 
as a defined above is called direct sum of the rings S-, ieU. 
Let T be a subring of the direct sum S of Sj and for 
each ieU let 9- be the homomorphism of S onto Sj defined 
as aG. = a(i) for aeS . If TG^  = Sj for every ieU, T is said to 
be a subdirect sum of the rings Sj, ieU. 
Definition 1.2.7 (Ideal) : Let A be a non empty subset 
of a ring R with the property that A is a subgroup of the 
additive group of R. Then 
(i) A is a r igh t idea l in R, if A is c losed u n d e r 
multiplication on the right by element of R. 
(ii) A is a left idea l in R, if A is c losed u n d e r 
multiplication on the left by element of R. 
(iii) A is an ideal if it is both right as well as a left ideal 
in R, i.e. 
For each aeA, reR, ra and areA. 
Remark. 1.2.3 : (i) Every right (left) ideal in R is a 
subring but not conversely. 
(ii) The concepts of right (left) ideal and ideal concide in a 
commutative ring. 
(iii) The intersection of any set of ideals (right or left) in a 
ring R is an ideal (respectively right or left) in R. 
(iv) A non empty set A of a ring R is a right ideal iff for 
all a, beA and reR, a-beA and areA. The corresponding 
results can also be formulated for left ideals and ideals. 
Definition 1.2.8 (Finitely Generated Ideal) : Let S be 
any subset of a ring R. Then an ideal (right or left) A of R 
is said to be generated by S if 
(i) S c A. 
(ii) For any (right or left) ideal B o f R , S c B = > A e B . 
We usually denote such an ideal by the symbol <S>. 
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If S is a finite set, then an ideal A generated by S is 
said to be finitely generated. In particular, if A is generated 
by the single element aeR, then A is said to be principal 
ideal and denoted by (a) or <a>. 
Remarks 1.2.4: (i) <S> is the intersection of all those 
ideals of R which contains S. consequently <S> is unique. 
(ii) For an arbitrary ring R, 
(a)={na+sa+at+Is-atj|neZ and s, a, t-, s^eR}. 
(iii) By aR we mean the set (atlteR). It can be readily seen 
tha t aR itself is a right ideal in R and contained in the 
principal ideal (a)j. of R. 
(iv) If R has unity, then (a)j. = aR 
(a) = RaR. 
(v) In the r ing Z of i n t e g e r s a n d the r ing F[x\ of 
polynomials over a field F, every ideal is a principal ideal. 
(vi) For any two ideals A and B of R, 
A+B = <AuB>. 
Definition 1.2.9 (Commutator Ideal) : The commutator 
idea l C of a r ing R is t h e idea l g e n e r a t e d by all 
commutators lx,y], with x, y in R. 
Def in i t ion 1 .2 .10 (Ni lpotent Ideal ): A r ight (left, 
twosided) ideal 1 of a ring R is nilpotent if there exists a 
positive integer n such that A" = (0). 
Definition 1.2.11 (Nil Ideal) : A right (left, two sided) 
ideal I of a ring R is nil if each of its elements is nilpotent. 
Remark 1.2.5: Every nilpotent ideal is nil but converse 
need not be true in general. 
Example 1.2.1: Let p be a fixed prime and for each 
positive integer i, R- be the ideal in I/(p '^^ ^) consisting of all 
nilpotent elements of I/(p '^^ ^). Now consider the discrete direct 
sum T of the ring Ri(i=l,2,....). Then T is a nil ideal of T 
itself. 
Definition 1.2.12. (Prime Ideal) : An ideal P in a ring 
R is said to be prime if for any two ideals A and B in R, 
whenever AB e P, then A e P or B c P. 
Remark 1.2.6: If R is a commutat ive ring, then an 
ideal P of R is a prime ideal if and only if for any a, beR, 
abeP impUes that aeP or beP. 
Definition 1.2.13 (Semi-prime Ideal) : An ideal P in a 
ring R is said to be semi prime ideal if for any ideal A in 
R, whenever A^ c P, then A c P. 
Definition 1.2.14 (Maximal Ideal) : An ideal M of a 
ring R is called maximal ideal if M 9^  R and there exists no 
ideal A in R such that M e A c R. 
Remarks 1.2.7: (i) If M ;«i R is a maximal ideal of R, 
then for any ideal A of R, M c A e R holds only when 
either A = M or A = R. 
(ii) Every maximal ideal in a commutat ive ring is a 
prime ideal. 
Definition 1.2.15 (Prime Radical): The radical (3(A) of 
an ideal A in a ring R is the intersection of all the prime 
ideals in R which contains A. 
Remark 1.2.8: If reP(A), then there exists a positive 
integer n such taht r^eA. 
Definition 1.2.16 (Module): An additive abelian group M 
is said to be an R-module if there is a mapping |.i:MxR->M 
such that 
(i) ^(m, (a+b)) = ^i(m,a) + u(m,b) 
(ii) |.i((mj+m2), a) = n(m,a) + |.i(m2,a) 
(iii) |.i((m,a), b) = ^(m, ab) 
for all meM and a, beR. 
Definition 1.2.17 (Irreducible R-module) : An R-module 
M is said to be an irreducible R-module if MR ^ {0} and the 
only s u b m o d u l e s of M are trivial ones , namely the zero 
submodule and M itself. 
Definition 1.2.18 (Faithful R-module) : An R-module M 
is said to be faithful if for any reR, Mr = (0); forces r = 0. 
Definit ion 1.2.19 (Jacobson Radical): The Jacobson 
radical J(R) of a ring R is the intersection of all maximal 
left (right) ideals of R. 
Remarks 1.2.9: (i) J(R) is a two sided ideal of R. 
(ii) J(R) is t he se t of all t h o s e e l e m e n t s of R which 
annihilates all the irreducible R-modules, Thus, 
J(R) = {reR|rs = 0}, for every irreducible R-modules). 
DeHnition 1.2.20 (Prime Radical): The intersection of 
all prime ideals of a ring R is called the prime radical of R. 
Definition 1.2.21 (Subdirectly Irreducible Ring): A ring 
R is said to be subdirect ly i r reducible if it h a s no non 
trivial representation as a subdirect sum of any rings. 
Definition 1.2.22 (Centre of ring) : The centre Z (R) of 
a r ing R is t h e se t of all t h o s e e l e m e n t s of R which 
commute with every element of R. 
Definition 1.2.23 (Centralizer) : If R is a division ring 
and AcR. Then centralizer C^{R) of A in R is defined as 
C^(R) = {xeR|xa = ax, Va e A}. 
Definition 1.2.24 (Lie and Jordan Structure): Given an 
associative ring R we can induce on R, using its operations, 
two new structures as follows : 
(i) For any x, y e R, the Lie product [x,y] = xy - yx. 
(ii) For any x, y e R, the Jordan product x.y = xy + yx. 
DeHnition 1.2.25 (Lie Subring): A subset A of R is a 
Lie subring of R if A is an additive subgroup such that for 
any a, beA, [a,b] must be in A. 
Similarly we can define a Jordan subring of R. 
Definition 1.2.26 (Lie Ideal) : Let A be a Lie subring 
of R, The additive subgroup U c A is said to be a Lie ideal 
of A, if whenever ueU and aeA, then [u,a]eU. 
We can similarly define the concept of Jordan ideal of a 
Jordan subring of R. 
Definit ion 1.2.27 (Derivation): An additive mapping 
d:R->R is said to be derivation if d(xy) = d(x)y + xd(y), for 
all x, yeR. 
Remark 1.210: Let d be a derivation of a prime ring R 
and a be an element of R, if ad(x) = 0, for all xeR, then 
either a = 0 or d is zero derivation. 
Definition 1.2.28 (Inner Derivation) : A derivation d 
defined on a ring R is said to be an inner derivation if 
there exists aeR such that d(x) = [a, x] holds for all x in R. 
Definition 1.2.29 (Division Ring) : A ring containing 
more than one element is said to be a division ring if for 
every non zero element aeR and arbitrary element beR, the 
equation ax = b and ya = b have unique solutions. 
Remark 1.2.11: A commutative division ring is called a 
field. 
Definition 1.2.30 (Boolean Ring) : A ring R is called a 
Boolean ring if all of its elements are idempotent. 
Remark 1.2.12: (i) Every Boolean ring has characteristic 2. 
{ii] Every Boolean ring is necessarily commutative. 
Definition 1.2.31 (Prime Ring) : A ring R is said to be 
a prime ring iff zero ideal is a prime ideal in R. 
Remark 1.2.13: A ring R is a prime ring iff either of 
the following conditions hold : 
(i) If A and B are ideals in R such tha t AB = (0), 
then A =(0) or B=(0). 
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(ii) If a, beR such that aRb = 0, then a = 0 or b = 0. 
Definition 1.2.32 (Semi-prime Ring) : A ring R is said 
to be a semi-pr ime ring if it h a s no non zero ni lpotent 
ideal. 
Definition 1.2.33 (Simple Ring): A ring R is said to be 
simple if R ?t 0 and R has no ideal other than (0) and R. 
Definition 1.2.34 (Semi-simple Ring): A ring R is said 
to be a semi-simple ring if its Jacobson radical is zero. 
Definition 1.2.35 (Periodic Ring): A ring R is said to 
be periodic if for each x in R, there exist distinct positive 
integers n, m for which x" = x™. 
Definition 1.2.36 (Primitive Ring): A ring R is said to 
be a primitive ring if it has a faithful irreducible module. 
Definition 1.2.37 (Local Ring): A ring R is said to be 
a local ring if it has unique maximal ideal. 
Definit ion 1.2.38 (Primary Ring) : Let R be a ring 
with unity 1 and J(R) be its Jacobson radical. Then R is 
called a primary ring if R/J(R) is simple ring (not necessarily 
artinian). 
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1.3 Some Well-Known Results on Rings : 
Theorem 1.3.1 (Wedderburn [103]): A finite dvision ring 
is a field. 
Theorem 1.3.2 (Jacobson [64]): Let R be a ring in 
w h i c h for every x e R , t h e r e ex i s t s a n in t ege r n ( x ) > l , 
depending on x such that x'^ W = x. Then R is commutative. 
Theorem 1.3.3 (Kaplansky [67]): Let R be a ring with 
cen t re Z(R) and a positive integer n = n(x)>l s u c h tha t 
x"WgZ(R| for every xeR. If in addition R is semisimple, then 
it is also commutative. 
Theorem 1.3.4 (Faith [42]): Let D be a division ring 
and A ?i D, a subring of D. Suppose that for every xeD, 
x»(x)eA, where n(x)>l depends on x. Then D is commutative. 
Theorem 1.3.5 (Herstein [49]): If in a ring R for every 
p£dr of elements x and y we can find an integer n = n(x,y)>l 
which depends on x and y so that x*^ (^ 'y)—x commutes with y, 
then R is commutative. 
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Chapter 2 
COMMUTATIVITY OF CERTAIN 
SPECIAL TYPES OF RINGS 
2.1 Introduction 
This chapter deals with the commutativity of some 
special types of rings like division rings, prime rings, semi-
prime rings and primary rings satisfying certain polynomial 
identities. Most of the rsults of this chapter are due to 
Abujabal, Awtar, Bell, Hirano, Tominaga, Kezlan and Quadri 
among others. 
Section 2.2 opens with a result due to Gupta [44] 
which states that a division ring satisfying xy^x = yx^y is 
commutative. Awtar [22] and Quadri [92] generalized the 
above result independently and finally established that a 
semi-prime ring with the property tha t xy^x-yx^y or 
xy^x+yx^y is central, must be commutative. Further Hirano 
and Tominaga [62] extended the result by investigating the 
polynomial identities [(xy)™, [(xy)*", (yx)^]] = 0 and [(xy)™, 
(xyl'^ olyx)"] = 0. 
In section 2.3 some ring theoretic analogues of a group 
theoretic result are obtained. The group theoretic result to 
which we refer s ta tes tha t a group G is necessari ly 
commutative if there exist three consecutive positive integers 
k = n, n+1, n+2; for which (xy)^ = x^y^, for all x, yeG. 
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Following Bell [29], a ring R is called (n, k)—ring for a 
given positive integer n if it satisfies the identity (xy)™ = x"y°^ 
for all integers m with n < m < n + k - l . Luh [81] proved that 
a primary (n, 3)—ring is commutative. This result was later 
extended by Vishnu Gupta [44]. 
The c o n c e p t of (n, k)—ring h a s been d u a l i z e d by 
Ashraf[16] as follows : A ring R is called an (n, k)*—ring if 
it sa t i s f i es the iden t i t i e s (xy)°* = y'^x"^, for all m with 
n < m < n + k - l , where n is fixed positive integer. In section 
2.4 commutativity of semi-prime (n, k)*—ring is discussed for 
k=l and some of their generalizations are included. 
2.2 
In a paper [44], Gupta proved the following : 
T h e o r e m 2 . 2 . 1 : A d iv is ion r ing D sa t i s fy ing t h e 
po lynomia l i den t i ty xy^x = yx^y, for all x, y in D is 
commutative. 
Later Awtar [22] generalized the above result. 
T h e o r e m 2 . 2 . 2 : If R is a s e m i - p r i m e r ing with 
xy^x-yx^y e Z(R) for all x, y in R, then R is commutative. 
In order to prove the theorem, we first consider a prime 
ring. 
Lemma 2.2.1: Let R be a prime ring with xy^x-yx^y in 
Z(R) for every x and y in R. Then R is commutative. 
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Proof: We claim tha t in the ring R of above lemma, 
Z(R) ^ (0). Suppose on contrary tha t Z(R) = (0). Then we 
have 
xy2x = yx^y, for every x and y in R (2.2.1) 
Replacing y by y+y^, we obtain 
2xy3x = y 2 x V y x V (2-2.2) 
Since y^x^y = y.yx^y = y.xy^x, we get 
2xy3x = yx(y2x+xy2) (2.2.3) 
If the characteristic is 2, then (2.2.3) becomes yx{j'^x+xy^)=0. 
With X = x+y this gives 
y2(y2x+xy2) = 0. (2.2.4) 
Then with x = rx we get 
y2(y2rx+rxy2) = 0 (2.2.5) 
Since y^y^r = y^ry^ from (2.2.4), (2.2.5) becomes y^[r(y2x+xy^)] 
= 0. We write this as y2R(y2x+xy2) = 0. Since R is prime, 
either y^ = 0 or y^x+xy^ = 0, i.e. y2€Z(R) = (0). Thus in 
either case y^ = 0 for every y in R. 
If the characteristic is not 2, we replace y by y+y"^  in 
(2.2.1), to get 2xy^x = y^x^y+yx^y^ or 2y2x2y^ = y^xy^x+xy^xy^ 
(apply ing (2.2.1) to e a c h t e rm) . We wri te t h i s a s 
y2jj2y2_y2jjy2x = xy^xy^-y^x^y^ or y^x(xy^-y^x) = (xy^-y^x)xy^. 
We replace x by x+y to obtain 
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y3(xy2_y2x) = (xy2-y2x)y^, for every x and y in R. (2.2.6) 
Let I 2 be the inner derivation by y'^, i.e. x->xy2-y^x, 
and I 3 be the inner derivation by y^. Then (2.2.6) becomes 
Iy3ly2(x) = 0. Thus the product of these derivations is again 
a derivation (the trivial one). Then by [89, Theorem 1], We 
can conclude that either y^ or y^ is in Z(R), i.e. =0. If y^=0, 
then (2.2.2) becomes '. y^x^y+yx^y'' - 0, Now we set x •= x+y 
to get 2y2xy^ = 0 or y^xy^ = 0 or y^Ry^ = 0. Hence y^ = 0. 
Thus if Z(R) = 0, then y^ = 0 for every y in R. Then 
0 = (x+y)2x = xyx, or xRx = 0. Thus x = 0, R = 0, a 
contradiction. Therefore Z(R) ^ (0). 
Take "k ^ 0 in Z(R) and subs t i tu t ing x = x+>. in 
xy2x-yx2yeZ(R), we get ?c(xy -^2y:Qr+y2x) in Z(R). Since R is prime, 
so we have 
xy2-2yxy+y2x e Z(R) (2.2.7) 
Now, if Xa is in Z(R), then ;\,ab-b>.a = 0 = \ ( ab-ba) . Also 
R.>.(ab-ba) = 0 = X.R(ab-ba). Since \ ^ 0, we have ab-ba = 0, 
i.e. a is in Z(R). 
Replace x by xy in (2.2.7) to get (xy2-2yxy+y2x) in Z(R). 
Then y is in Z(R) unless xy2-2yxy+y2x = 0. So if y is not in 
Z(R), xy2-2yxy+y2x = 0 for every x in R. 
Again if y is in Z(R), then xy2-2yxy+y2x = 0. Therefore 
xy^+y^x = 2yxy, for every x and y in R. (2.2.8) 
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Suppose that the characteristic of R is not 2. Then by 
[56, sublemma] R is commutative. 
If the characteristic of R is 2, then (2.2.8) yields that 
xy^+y^x = 0 or y is in Z(R) for every y in R. Then 
(x+y)2 = x2+y^+xy+yx is in Z(R) or xy+yx is in Z(R). Substitute 
X = xy to get (xy+yx)y6Z(R). Then y is in Z(R) provided 
xy+yx = 0, which means that y is in Z(R). Hence Z(R) = R 
and R is commutative. 
Proof of Theorem 2.2.2: Let R be a semi-prime ring in 
which xy2x-yx^y6Z(R) for every x, y in R. Since R is semi-
prime it is isomorphic to a subdirect sum of prime rings R^ 
each of vvhich, as a homomorphic image of R, satisfies the 
hypothesis placed on R. By Lemma 2 .2 .1 , each prime ring 
R^ is commutatve. Hence R is commutative. 
In 1978, Quadri [92] extended the resul t of Awtar as 
follows : 
Theorem 2 .2 .3 : Let R be a semi-prime ring in which 
either xy^x-yx^yeZfR) or xy2x+3rx2y6Z(R), for every x, y in R. 
Then R is commutative. 
The following example justifies the fact t ha t Theorem 
2.2.3 does not hold for arbitrary rings. 
E x a m p l e 2 . 2 . 1 : Let R= 
fO a h^ 
0 0 c 
0 0 0 
a , b , c e Z , r ing of 
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integers}. Then R is noncommutat ive ring in which xy^x-
yx2yeZ(R) or xy2x+yx2yeZ(R), for all x, yeR. 
Hirano and Tominaga 162] further extended the result 
considering the polynomial identities [xy)°^, [(xy)™, (yx)"]]=0 
and [(xy)'^,(xy)'°o(yx)"] = 0. 
Theorem 2.2.4: Let m, n be fixed positive integers. If R 
is a semi-pr ime ring satisfying ei ther of the polynomial 
identity [(xy)'^, [(xy)-. (yx)"]] = 0 or [(xy)'^, (xy)-o(yx)"]=0, for 
all X, y in R, then R is commutative. 
To prove t h e above t h e o r e m following l e m m a s a re 
required. 
Lemma 2 .2 .2: Let R be a ring satisfying [a,[a,b]] = 0 
for all a, b in R. Then 2[a,bl2 = [a, [a.b^]]. 
Proof : Notice that 2[a,b]2 = {b[a,[a,b]]+[a,b]2} + {(a,[a,b]]b 
+ [a,b]2} = [a,b[a,b]] + [a,[a,b]b] = [a.fa.b^]]. Hence lemma is 
proved. 
Lemma 2.2.3: Let m, n be fixed positive integers. If R 
is a prime ring satisfying either of the ployomial identity 
[(xy)^,[[xy)^,(yx)«]] = 0 or [(xy)'^, (xyl^'ofyx)^] = 0, then R 
contains no nonzero zero-divisors. 
Proof: It suffices to show that R is a reduced ring. Let a 
be an element of R such that a^ = 0. Assume that R satisfies 
the polynomial identity [(x.y)"^, [(x,y)°^,(yx)'^l] = 0 . Obviously, 
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(ax)2°^(xa)^ = [(ax)"^, [(ax)°^, (xa)"]] = 0 for all xeR. Hence 
(ax)2m+n+i = |(ax)2'^'^a + (ax)2°^ (xa)'^ }x = [{a(xa+x))2'° {(xa+x)xf ] x = 0. 
Then by [56, L e m m a l . l ] we see t h a t aR=0, a n d 
therefore a=0. Similarly, we can prove the case t ha t R 
satisfies the polynomial identity [(xy)"^, (xyj^ ^olyx)* ]^ = 0. 
Lemma 2.2 .4: Let m, n be fixed positive integers. If R 
is a division ring satisfying either of the polynomial identity 
[(xy)"^, [(xy)°^, (yx)"]] = 0 or [(xy)°^, (xy)°^o(yx)^] = 0, then R is 
commutative. 
Proof: First we shall show that [(xy)^"^, (yx)^]-0. Since 
[(xy)™, (xy)™o(yx)''] = [(xy)2™,(yx)^], we may r e s t r i c t our 
attention to the case that R is not of characteristic 2 and 
satisfies the polynomial identity [(xy)"", [(xy)™,(yx)"]] = 0. Then 
we can easily see that 
l(xy)2'°, l(xy)2'«, (yx)-]] = 2(xy)'-[(xy)2'^, [(xy)'^,(yx)«]] = 0. 
Hence by Lemma 2.2.2, 2[{xyf°', (yx)^]^ = [{xyf"^, [(xyf"^, 
(yx)2xi]j = [(xyx.y)™, [(xyx.y)'^, (y.xyx)*^]] = 0 whence it follows 
[(xy)^'", (yx)'^ ] = 0. 
Let a be an arbitrary nonzero element of R and let S 
be the division subring of R generated by {b"^a"b | b€R\{0}}. 
Since c"^Sc=S for every nonzero ceR. By Cartan-Brauer-Hua 
theorem [64, corollary] we see t h a t e i ther S=R or S is 
contained in the centre Z(R). Since [a^ ™, b'^a^b] = [(b.b-^)^"^, 
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(b '^a .b)" = 0 for every nonze ro beR , S=R impl ies t h a t 
a2™6Z(R). On the otherhand, if S c Z then it is trivially true 
tha t a'^eZ(R). Hence we have shown that x'^'^°-eZ{R.) for all 
xeR. Now, the commutativity of R is immidiate by a theorem 
of Kaplansky [64, Theorem X.2.2]. 
Proof of Theorem 2 .2 .4 : Assume tha t R is a prime 
ring. Then by Lemma 2.2 .3 , R contains no nonzero zero-
divisors. Thus , by using Posner 's theorem [95], R can be 
e m b e d d e d in a d iv is ion r ing R* sa t i s fy ing the s a m e 
polynomial identi ty. Since R* is commuta t ive by Lemma 
2,2.4, the commutativity of R has been proved. 
In 1982 Kezlan [69] in order to generalize Theorem 2.2.2 
and Theorem 2.2.3 established the following: 
T h e o r e m 2 . 2 . 5 : Let f be a po lynomia l in n non 
commuting indeterminates Xp X2, ,>\^ with relatively prime 
integer coefficients. Then the foUoudng are equivalent: 
(i) Every ring satisfying the polynomial identity f = 0 
has nil commutator ideal. 
(ii) Every s e m i - p r i m e r ing sa t i s fy ing f = 0 is 
commutative. 
(iii) For every prime p the ring of 2 x 2 matrices over 
2Zp fails to satisfy f = 0. 
Proof: The r e s u l t s proved in [26] and [71] yield (i) 
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equivalent to (iii), and obviously (ii) implies (iii). We shall 
now show that (i) implies (ii). Let (i) hold and R be a semi-
prime ring satisfying f = 0 . Since R can not have a non zero 
nil right ideal by [58, Proposition 57], the commutator ideal 
of R, a ni l ideal by a s s u m p t i o n m u s t be (0) and R is 
commutative. 
2.3 
In 1978 Bell [29] introduced the concept of (n, k)-rings. 
A ring R will be called an (n, k)—ring if it sat isf is the 
identity (xy)™ = x™y™ for all integers m with n < m < n + k - l . 
Hers te in [52], Harmanci [46] and Ligh and Richoux [80] 
studied (n, 1), (n, 2) £uid (n, 3)—rings respectively. Bell [29] 
also studied the commutativity of (n, k)-rings. 
Herstein [52] proved that for n > l , any (n, l)-ring must 
have nil commutator ideal. Later Luh [81] proved for primary 
rings, a partial analogue of a group theoretic result that a 
group G is commutative if G satisfies (xy)^ = x '^y^, for three 
consecutive integers k = n, n+1, n+2. 
Theorem 2.3 .1: Let R be a primary ring satisfying the 
identity (xy)^ = x^y^ for k = n, n+1, n+2 where n > 0. Then R 
is commutative. 
Later Vishnu Gupta [44] generalized the above theorem 
as follows : 
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Theorem 2.3.2 : Let R be a semi-prime ring with unity 
1, satisfying the following : 
(I) For e a c h x, yeR , t h e r e ex i s t s a pos i t ive in t ege r 
n = n(x,y)>l such tha t (xy)^-x^y^ e Z(R); for k = n, n+1 , 
n+2. 
Then R is commutative. 
To develop the proof of the above theorem following 
lemmas are needed. 
Lemma 2.3.1: Let R be a semi-simple ring satisfying (I). 
Then R is commutative. 
Proof: F i r s t we a s s u m e t h a t R is a d iv i s ion r ing 
satisfying (I). Let [(xy)''-x''y^, z] = 0, for £ill zeR. Replacing z 
by yx, we get respectively, 
|xk-iyk-i^ yx] = 0 (2.3.1) 
and 
[(xy)>^-xV, yx] = 0 (2.3.2) 
Let k = n, n + 1 , n+2. Then from (2.3.1) and (2.3.2), we 
obtain, 
[(xy)^, yx] = 0 (2.3.3) 
and 
[(xy)"-"!, yx] = 0, for all x, y in R. (2.3.4) 
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Hence xy^x = yx^y for all x, y in R and R is commutative 
by [43, Theorem 2.5]. 
Next we assume that R is a primitive ring satisfying (I). 
If R is not a division ring, then D^, the ring 2x2 matrices 
over some division ring, D will be a homomorphic image of 
subr ing of R and satisfies (I). But th is is impossible as 
ro n 
x= 
(0 0' 
and y = 
- fail to satisfy (I). Hence R must be 0^ 0^  
a division ring and therefore is commutative. 
Finally, if R is semisimple ring satisfying (I), then R is 
a subdirect sum of primitive rings R^, each of which as a 
h o m o m o r p h i c image of R, sa t i s f i e s (I). T h u s R is 
commutative. 
Lemma 2.3.2: Let R be a prime ring and x ^^^  0, y be 
elements of R. If x and xy are in Z(R), then y is in Z(R). 
Proof: Let x and xy be in Z(R). Then xyz = zxy = xzy, 
for all zeR. From this we have xR(yz-zy) = 0. Since R is a 
prime ring x =)t 0 we get zy = yz for all zeR. Thus y is in 
Z(R). 
Lemma 2 . 3 . 3 : Let R be a s e m i - p r i m e r ing of 
characteristic 2 satisfying. 
(II) For each x, yeR, xy+yx e Z 
Then R is commutative. 
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Proof: Let us assume that R is a prime ring satisfying 
(II). Replacing x by xy in (II), we find R is a commutative 
ring by Lemma 2 .3 .1 . If R is a semi-prime ring satisfying 
(II), then it is isomorphic to a subdirect sum of prime rings 
R^, each of which as a homomorphic image of R, satisfies 
(II). Thus R is commutative. 
Letnxna 2.3.4 : Let R be a semi-prime ring satisfying 
(III) For each x, yeR, yx2+x2y+yx2y+2yxy = xy2+y^x+xy2x+2xyx. 
Then R is commutative. 
Proof: It suffices to a s s u m e tha t R is a prime ring. 
Replacing x by x+y in (III) and cancelling using (III), we get 
(yV)[x,yl = [x,y](y+y2) (2.3.5) 
Replace x by xy and also x by yx in (2.3.5). Adding the 
result we obtain 
(y+y2)[x, y2] = [x, y2](y+y2) (2.3.6) 
Adding (2.3.5) and (2.3.6), we have 
(y+y^)[x. y+y2] = [x, y+y^Ky+y^) (2.3.7) 
for all X, yeR. 
If t h e c h a r a c t e r i s t i c of R is no t 2, t h e n by [56, 
sublemma] we have 
(y+y2)eZ(R) for all yeR. (2.3.8) 
24 
Replacing y by (x+y) in (2.3.8), we get 
xy+yx€Z(R), for aU x, yeR. (2.3.9) 
Again replacing x by xy in (2.3.9) and using lemma 2.3.2, 
we obtain yeZ(R) provided xy+yx = 0 for every x. Let xy+yx 
= 0 for every x. Then replacing x by y we have 2y^ = 0, i.e. 
y2 = 0. Us ing (2 .3 .8) , yeZ(R) for all y e R . Hence R is 
commutative. 
If characteristic of R is 2, then by (2.3.7), we have 
y2+y'^eZ(R), for all yeR (2.3.10) 
Replacing y by y^ in (2.3.10), we have 
y'^+y8eZ(R) for all yeR (2.3.11) 
Adding (2.3.10) and (2.3.11), we obtain 
y2+y8eZ(R) for all yeR (2.3.12) 
Again replacing y by y^ in (2.3.10), we get 
(y2+y8)y4g2 for aU yeR (2.3.13) 
By Lemma 2.3.2, y'^eZ unless y2+y8=o. If y^eZ, then by 
(2.3.10), y^eZ. If y2+y^ = 0 , then it can be seen tha t y2 = 0 
for all yeJ(R). Hence in either case y2eZ(J(R)) for all y6j(R). 
Let xeJ(R). Replacing y by x+y, we get xy+yxeZ(J(R)). J(R) is 
commutative by Lemma 2.3.3. 
Since R=R/J(R) is semisimple, it suffices to assume that 
R is a division ring, using a similar arguments as given in 
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the proof of Lemma 2 .3 .1 . By the a rgument of the above 
paragraph, we have a26Z(R) (centre of R/J) unless a^^-a^ = 0 . 
If a^+a^ = 0, then a^ = leZ(R). In either case a^€Z(R) for 
all a e R . R is commutative by Lemma 2 .3 .1 . Now J(R) is 
commuta t ive and xy-yx eJ(R) for all x, y e R. By [55, 
L e m m a 1.5] xy-yxeZ(R) for all x, y e R a n d R is 
commutative, again by [55, Lemma 1.5]. 
Proof of T h e o r e m 2 . 3 . 2 : Let x, y e J (R) . Then 
((l+x)(l+y))^-(l+x)^(l+y)^eZ(R), where k = m, m+1, m+2. Since 
(1+x) a n d (1+y) are inver t ible , we u s e the a r g u m e n t of 
Lemma 2.3.1 to obtgiin 
(l+x)(l+y)2(l+x) = (l+y)(l+x)2(l+y). 
T h u s J(R) sa t i s f i e s (III). By Lemma 2 . 3 . 4 , J(R) is 
commutative, R/J(R) is semisimple and satisfies (I), hence is 
commutative by Lemma 2.3 .1 . Now R is commutative as in 
the proof of Lemma 2.3.4. 
Further the author [45] proved the following: 
T h e o r e m 2 . 3 . 3 : Let R be a s e m i s i m p l e r ing (not 
necessari ly with unity) satisfying (xy)2-x2y2gZ(R) for all x, 
yeR. Then R must be commutative. 
To complete the proof of the above Theorem we needs 
the following lemma. 
Lemma 2.3 .5: Let R be a prime ring (not necessarily 
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with unity) satisfying (xyj^-x^y^eZlR) for all x, yeR. Then R 
is commutative. 
Proof: First we will show that Z(R) * 0. On contrary 
suppose that Z(R) = 0. Then for all x, yeR 
(xy)2 = x V . (2.3.14) 
Now replacing x by x+y in (2.3.14), we get 
y(xy-yx)y = 0. (2.3.15) 
If y(xy-yx) then y(xy-yx) is a nonzero nilpotent element of 
index 2. By (2.3.14) we have (y(xy-yx)r)^ = (y(xy-yx))^r^ = 0 
for all reR. Hence y(xy-yx)R is a right ideal in which the 
square of every element is zero. By using [55, Lemma 1.1] R 
h a s a n o n z e r o n i l p o t e n t idea l wh ich c o n t r a d i c t s t he 
hypothesis of the theorem. Hence 
y(xy-yx) = 0. (2.3.16) 
Now replacing x by r in (2.3.16) we obtain 
y(ry-yr) = 0. (2.3.17) 
Again replacing x by rx in (2.3.16) we get 
y(rxy-yrx) = 0. (2.3.18) 
Using (2.3.17) we have 
yr(xy-yx) = 0, for all x, y and r in R. (2.3.19) 
Since R is a prime ring, we find y = 0 or xy = yx for all 
27 
xeR. In either case y = 0 which is a contradiction. Hence 
Z{R) ^ 0. 
Let 0 ^ reZfR). Suppose for all x, yeR 
(xy)2-xVeZ(R). (2.3.20) 
Replacing x by x+r in (2.3.20), we get 
r(yx-xy)yeZ(R). (2.3.21) 
Since R is a prime and 0 ?t reZ(R), so by Lemma 2.3.5 we 
have 
(yx-xy)yeZ(R). (2.3.22) 
Replacing x by xy in (2.3.22), we get 
(yx-xy)y2eZ(R). (2.3.23) 
Since R is prime and using (2.3.22) and (2.3.23), we get 
yeZ(R) by lemma 2.3.2 unless (yx-xy)y = 0. If (yx-xy)y = 0, 
then we can use the argument given in (2.3.16) onward to 
prove that yeZ(R) for all yeR. In either case yeZ(R). Hence 
R is commutative. 
Proof of Theorem 2.3 .3: Let R be a semi-prime ring. 
Then it is isomorphic to the subdirect sum of prime rings 
K^ each of which is a homomorphic image of R and satisfies 
the identity of the hypothesis. Thus by Lemma 2.3.5, each 
R^ is commutative. Hence R is commutative. 
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2.4 
In his Ph.D. thesis [16] Ashraf defined an (n, k)*—rings 
as du£il to Bell's (n, k)—rings. 
D e f i n i t i o n 2 . 4 . 1 (n, k)*—ring: Let n > l be a fixed 
positive integer. A ring R is called an (n, k)*—ring if it 
satisfies the identity (xy)™ = y™x™ for all integers m, with 
n < m < n+k-1 . 
Lemma 2.4.1: Let R be a ring in which given a, b e R 
there exist integers m = m(a,b) > 1 and n = n(a, b) > 1 
such that a'^b'^ = b"a™. Then commutator ideal of R is nil. 
Lemma 2.4.2: If [[x,y], x] = 0, then [x^,y] = kx^-i[x, y] 
for all positive integers k > 1. 
Lemma 2.4 .3: Let R be a ring and 0 T^: A be a right 
ideal of R. Suppose tha t given aeA, a" = 0, for a fixed 
integer n. Then R has a nonzero nilpotent ideal. 
Theorem 2 .4 .1 : Let n > 1 be a fixed positive integer 
and R be an (n, l)*-semi-prime ring. Then R has no nonzero 
nilpotent elements. 
Proof: Let a be an e lement of R such t h a t a^ = 0. 
using the hypothesis there exists an integer n > 1 such that 
(ay)" = 0 for all y in R. By Lemma 2.4.3, we see that aR=(0) 
which forces that a=0, since R is semi-prime. 
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Theorem 2 .4 .2: Let n > 1 be a fixed positive integer 
and R be (n, 1)*-semi-prime ring. Then R is commutative. 
Proof: For n = 1, t h e r e s u l t is t r iv ia l . We may 
therefore, assume that n>l . Let x, y be any pair of elements 
of R. Then x"'*'V = x(yx)" = (xy)'^ x = y^x"''^ This implies that 
[x "^^ ,^ y°] = 0 and by Lemma 2.4.1, combining with Theorem 
2.4,2, R is commutative. 
Abujabal et. al [6] generalized the above result further. 
Theorem 2 .4 .3: Let R be a semi-prime ring in which 
for each x in R, there exists a positive integer n <= n(x)>l 
such that [(xyl'^-y^x", x] = 0 and [(yx)"-x^y", x] = 0 for all 
yeR. Then R is commutative. 
To develop the proof of the above theorem following 
lemmas are required. 
Lemma 2.4.4 : Let R be a semi-prime ring. If for each 
X in R, there exists a positive integer n = n(x)>l such that 
[(xyj'^-y^x^, x] = 0, for all y in R, then R has no nonzero 
nilpotent elements. 
Proof : Let aeR such that a^ = 0. Then by hopothesis, 
t h e r e e x i s t s a pos i t ive in teger n = n (a )> l s u c h t h a t 
l(ay)'^-y' 'a", a] = 0 for all y in R. This imp l i e s t h a t 
(ay)"a = a(ay)^ = a^yfay)^-^ = 0 hence (ay)*^ ""! = 0 for all yeR. 
Now, if aR •*• (0), then the above shows tha t aR is a 
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nonzero nil right ideal satisfying the identity t""^ ^ = 0, for all 
t e a R . So, by Lemma 2.4.3, R has a nonzero mlpotent ideal. 
This is a contradiction, since R is a semi-prime ring. Thus 
aR = (0) and hence Ra=(0) . This implies that a = 0 because 
R is a semi-prime ring. 
Lexnxna 2.4.5: If R is a prime ring in which for each x 
in R, there exists a positive integer n - n(x)>l such tha t 
[(xy)"-y"x", x] = 0, for all y in R, t hen R h a s no zero-
divisor, that is, R is a domain. 
Proof: By Lemma 2.4.4, R h a s no nonzero ni lpotent 
e l e m e n t s . So by [58, Lemma 1.1.1], R h a s no nonzero 
divisor, since it is a prime ring with no nonzero nilpotent 
elements. 
Lemma 2.4.6: Let R be a prime ring in which, for each 
x in R, there exist a positive integer n = n(x)>l such that 
[(xy)"-y"x", x] = 0 and [(yx)"-x"y", x] = 0 for all y in R. 
Then R is commutative. 
Proof. Let x and y be any two nonzero elements of R. 
By the hypothesis, there exists a positive integer n = n(x)>l 
such that [(xy)'^-y"x'\ x] = 0 and [(yx)"-x"y", x] = 0. Thus 
x(xyY''- xy'^x"- = (xyj^x-y^x"'^^ 
and x{(xy)"-(yx)"} = xy"x" - y^^ x^+i (2.4.1) 
Also, we have x(yx)"-x*^'*'^y" = (yx)**x - x^y^x and hence 
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{(xyP-lyxj'^jx = x^ ' -V-x^y^x (2.4.2) 
On by multiplying 2.4,1 by x from the right (2.4.2) by x 
from the left, we obtain xy'^x^''^ _ ynxn+2 = x»+2yn .^n+iyHx 
for all y in R and so x[y", x"''^]=[y", x""'^]x for all y in R. 
This implies that [[y", x""^^], x] = 0 and hence 
[[y^, x^^^i], x"-" ]^ = 0 for all y in R. (2.4.3) 
Now we consider the following two cases: 
Case I : If Char R = p;^0, for a prime p, then from (2.4.3) 
and Lemma 2.4.2 we get [y»\ (x* "^"!)?] = p(x^*i)P-My", x"^ i ]=0 . 
Hence R is commutative by [59]. 
Case II : If Char R = 0, then R is torsion-free by [80, 
Lemma 4] and hence R is commutative by [68, Lemma]. 
Proof of Theorem 2.4.3: If x is an element in R, then 
t he re ex i s t s a posi t ive in teger n = n(x)>l sa t isfying the 
identities [(xy)"-y"x", x] = 0 and [(yxj'^-x^y", x] = 0 for all 
yeR. Since R is semi-prime ring satisfying [(xy)"-y"x", x] = 
0, for all y in R and [(yx)"-x"y^ x] = 0, for all yeR, R is 
isomorphic to a subdirect sum of prime rings R^  (iel, I is 
index set), each of which as a homomorphic image of R 
satisfies the hypothesis placed on R. Hence R is commutative 
by Lemma 2,4.6. 
Theorem 2.4.4: Let k > 2 be a fixed positive integer and 
let R be a semi-prime ring R such that for each x and y in 
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R, there exists a positive integer x = n(x, y, xy, yx) > 1 
such that {(xy)°-y^^x"}eZ(R), and {(x^y)'^-y''x^} eZ{R). Then R 
is commutative. 
Before proving the above theorem we first prove the 
following lemma. 
Lemma 2.4.7: Let R be a domain in which for each x, 
y in R, there exists a positive integer n=n(x,y, xy, yx)>l 
such tha t for a fixed positive integer k > 2 , either x''^ '^ '^ ^ e 
Z(R) or (xy)*^  = y'^ x'^ . Then R is commutative. 
Proof: Let x, y and z be elements of R. Then there exist 
positive integers n = n(x, z, xz, zx) > 1 and m = m(y, z, yz, zy) >1 
such that 
x(k-i)n ^ 2(R) or (xz)" = z"x" (2.4.4) 
and 
either ylk-i)"" e Z(R) or (yz)*^ = z'^y'^ (2.4.5) 
Now we consider the following cases : 
Case r : If x(^-i>°«5 Z(R) a n d y(i^-i)^0Z(R), t h e n from 
(2.4.4) and (2.4.5), we get 
(xz)*^  = z*^x", for all zeR (2.4.6) 
and 
(yz)™ = z°^ y™, for all zeR (2.4.7) 
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Let t be a positive integer. Then a simple induction show 
that 
(x^z)" = z" x^, for aU zeR (2.4.8) 
and 
(y^z)^ = z'^y^'^, for all zeR (2.4.9) 
On multiplying (2.4.8) by x* from the right, we get z^ x*""^ ^ = 
(x*z)"x* = (x^z)(x^z) (x*z)....(x^z)xt = x (^zx*)(zx*) (zx )^ = x\zxY 
Thus, 
giixtn+t = xt(zx')'^ (2.4.10) 
By using (2.4.9) along with (2.4.6) and (2.4.7), we have 
(xyx)i^n = ((xyx)^)*^ = (((xy)x)^)°^ = (x'^ (xy)^)°^ = ((xy)")"^ (x^)"^ = 
Hence, (xyx)™" = x»"°y'^ x'"°, for all x, y in R. (2.4.11) 
Also, using (2.4.9) and (2.4.10) along with (2.4.6) and 
(2.4.7), we get, 
(xyx)°^" = ((xyx)*")" = ((x(yx))°^)'^  = ((yx)'°x'^)" = x'^(yx)"™ 
= x^^-i (x(yx)*^) = x^^-i(xy)"™x = x°™-i((xy)")™x 
= x"™-i (y^x^)'^x = x^^-i(x^)°^(y^)°^x 
Therefore, 
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(xyxp° = x2«°^ -i y"™x, for aU x, y in R. (2.4.12) 
Combining (2.4.11) and (2.4.12), we obtain 
-.tmiYnmjjnin = ^2111)1-1 y i i m ^ | 2 4 \^\ 
Clearly, nm > 1, for n>l and m>l. Hence (2.4.13) implies 
that 
xnm(x"™-iy"™x-y'^x'^) = 0 (2.4.13)* 
Since R is a domain (2.3.13)*, implies that x^'^-^y"'^ = 
y i u n ^ n i i i 
T h u s ( x ^ - l y « ^ - yomxnm- l jx = Q ( 2 . 4 . 1 4 ) 
Again R is domain, (2.4.14) gives x'^-V"™-y'™x*^'^ = 0 that 
is [x*^-\ y*^] = 0. Therefore R is commutative by [59]. 
Case II: Either x^ -^^ '"^  e Z(R) or y(i^ -i)°^ e Z(R), then 
y(k-i)m x(k-i)n = x(^-i)" yi^-^)"". Again, R is commutative by [59\. 
Proof of Theorem 2.4.4 : Using the argument as in 
the proof of Theorem 2.4.3, we may assume that R is a 
prime ring. By Lemma 2.4,5, R is domain. Let x and y be 
elements in R. Then there exists positive integer n = n(x, y, 
xy, yx) > 1 such that {(xy)"-y*^x"} e Z(R), and 
((xky)n _ yn^kni g ^(R), for k>2. So, there exists elements 
r = r(x, y, xy, yx), r' = r'(x, y, xy, yx) and r" = r"(x, y, xy, yx). 
in the centre Z(R) such that 
(xy)" = y^x" + r, r = r (X, y, xy, yx) e Z(R) (2.4.15) 
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(Xky)n = ynxkn ^ f^ f = ^.^x, y , xy , yx) € Z(R),k>2 (2 .4 .16) 
If k=2. Then by using (2.4.15), we get 
(x2y)« = (x(xy))« = (xy)"x« + r, v^=r^(x, y, xy, yx) e Z(R) (2.4.17) 
Now, let k > 3 . Then k - l > 2 . Let FJ = r2(x, y, xy, yx)eZ(R). 
By using (2.4.16), we get 
(xky)« = (xi^-i(xy))" = (xy)" y^ -^^ )*^  + r^ (2.4.17)* 
From (2.4.17) and (2.4.17)*, we have for all k>2, 
(xky)n = (xy)« xi^-i)n + f^r" = r" (x, y, xy, yx) e Z(R), (2.4.18) 
where r" = r^ or T^ 
Now from (2.4.18) and (2.4.15), we obtain (x^y)" = (xy)" x^-"+r" 
= (y"x" + r)x(^'^)" + r" = y^x^ + rx(^-i)" + r". 
Thus, (x^y)" = ynx^^ + rx(*^-i)" + r" (2.4.19) 
Comparing (2.4.16) and (2.4.19), we obtain rx'^-i''" + r" = r', 
a n d h e n c e rx '^ '^ '" e Z(R). T h u s for r = r(x, y, xy, yx), 
{(xy)"-y''x"} 6 Z(R), we have 
rx(k-i)n2 = zrx^^-^K for all zeR (2.4.20) 
If r ^ O , then (2.4.20) implies tha t x(^-^)"z = zx l^-^)" for 
all z e R, hence R has no nonzero divisor. So either r = 0 or 
x<^-i'" 6 Z(R). This shows that for n = n(x, y, xy, yx) > 1, either-
(xy)" = y"x" or x(^-i)" e Z(R) (2.4.21) 
So, by Lemma 2.4.7, R is commutative. 
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CHAPTER 3 
SOME COMMUTATIVITY 
CONDITIONS FOR RINGS 
3.1 Introduction 
This chapter has been devoted to study commutativity of 
associative rings satisfying the identity (xy)*^  = x^y". 
Section 3.2 opens with a result of Johnsen, Outcalt and 
Yaqub which s t a t e s a r ing with un i ty 1 sat isfying the 
ident i ty (xy)^ = x^y^ is commuta t ive . The s t u d y in th i s 
direction was initiated by Herstein in 1961 who established 
that a ring satisfying (xy)" = x"y" need not be commutative, 
it is nearly commutative in sense that aU commutators turn 
out to be nilpotent. Further Ligh a i d Richoux [80] proved 
that a ring with unity 1 satisfying (xy)^ = x^y^ for k = n, 
n+1, n+2 where n is a positive integer is commutative. 
Section 3.3 contains some theorems due to Bell [29|. 
Theorem 3.3.1 of this section improves Theorem 3.2.4 due to 
Harmanci and also provides a much simpler proof of it. 
Section 3.4 deals with some commutativity theorems due 
to Ashraf, Quadri and Asma. The authors infact studied the 
following conditions: 
(i) For all x, y in a r ing R, [x, xPy-x^y^x^] = 0, where 
p> l , m>l , n> l , q>l are fixed integers, 
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(ii) For all x, y in a ring R, [x, yxP-x'^y'^xi] = 0, where 
P>1, ni>l, n> l , q>l are fixed integers. 
(iii) For all x, y in a ring R, there exists integer n=n(y)>l 
s u c h t ha t [x, xy-x^y^x'i] = 0, where m, q are fixed 
positive integers. 
(iv) For all x, y in a ring R, there exists integer n=n(y)>l 
s u c h t ha t [x, yx-x°^y"x«i] = 0, where m, q are fixed 
positive integers. 
(v) For all x, y in a ring R, there exists integer n=n(y)>l 
such tha t [x, xy"-x°^y^ x^] = 0, where m, q are fixed 
positive integers. 
(vi) For all x, y in a ring R, there exists integer n=n(y)>l 
such tha t [x, y^x-x^y'^^x'i] = 0, where m, q are fixed 
positive integers. 
3.2 
As remarked in section 2.3 of the previous chapter, that 
any group G with the property (xy)^ = x^y^ for all x, y in G, 
is necessarily commutative. This naturally gives rise to the 
question whether the ring-theoretic analogue of this group-
theoretic result is valid? This question does not appear to 
have been fully considered in any of the s t a n d a r d texts . 
However J o h n s e n , Outcal t and Yaqub [66] were the first 
workers to obtain the ring-theoretic analogue of this simple 
group-theoretic result who proved the following : 
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Theorem 3.2.1 : Let R be any nonassociative ring with 
unity 1 satisfying (xy)^ = x^y^ for all x, y in R. Then R is 
commutative. 
The following example d e m o n s t r a t e t h a t t h e above 
t h e o r e m does no t hold if (xy)^ = x^y^ is r e p l a c e d by 
(xy)" = x"y^ for any positive integer n > 2. 
Example 3.2.1: Let k>3 be fixed. Let p be £iny arbitrary 
but fixed prime such that (case 1) p divides k if k is odd, 
and (Case 2) p divides k / 2 if k is even. This is possible 
since k>2. Let R be a subring of 3 x 3 matrices over GF(p) 
defined by 
R=^ 
'a b c' 
0 a d 
0^ 0 a^  
a,b,c.d e GF(p) 
It is readily verified that (xy)^ = x^y^ for all x, y in R. 
But R is not commutat ive. The equation "(xy)^ = x^y^" in 
Theorem 3.2.1 can not be replaced by "(xy)^ = x^y^" for any 
k>3. 
The s t u d y in th i s d i rec t ion was infact in i t i a t ed by 
Herstein in 1961 who established that while the rings with 
the condition (xy)** = x'^y", for positive integer n> l may not 
be c o m m u t a t i v e . Never t h e l ess s u c h r i ngs a re nea r ly 
commutative in the sense that all commutators turn out to 
be nilpotent. 
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Theorem 3.2.2 : Let R be a ring. If for a fixed positive 
integer n > l , (xy)" = x"y" for each x, y in R. Then every 
c o m m u t a t o r in R is n i l p o t e n t . Moreover, t he n i l p o t e n t 
elements of R form an ideal. 
Ligh and Richoux [80] extended the result proving that 
a ring R with unity 1 satisfying (xy)^ = x^y^, for k = n, n+1, 
n+2 must be commutative. 
Theorem 3.2.3 : If R is a ring vwth unity 1 satisfying 
the identity (xy)^ = x^ y^*', for k = n, n+1, n+2, where n is a 
positive integer, then R is commutative. 
Proof: Let x, y be in R. From x '^^ ^y '^^ ^ = x^y'^xy, it 
follows that 
x^ (xy*^  - y"x)y = 0 (3.2.1) 
for al l X, y in R. Now s u b s t i t u t i n g (x+1) for x a n d 
simplifying we get 
(x+1)" (xy'^-ynx) y = 0. (3.2.2) 
Multiplying (3.2.2) on the left by x""^ and expemding (x+1)*^ 
by the binomial theorem and using the identity (3.2.1), we 
obtain 
xn-l jxyn_ynx)y = Q (3.2.3) 
for all X, y in R. 
Cont inue the above process , i.e. replacing x by (x+1) 
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and multiplying (3.2.3)*on the left by x""^ we find 
x(xy« - y'^xly = 0 (3.2.4) 
for all X, y in R. 
Again substi tute (x+1) for x and use (3.2.4) to get 
(xyn _ y n x ) y = Q ( 3 . 2 . 5 ) 
for all X, y in R. \ 
Now from the identity x'^ '^ y^*^ '^ ^ = x'^ '^ ^y'^ '^ ^xy, we have 
Xn+l^ Xy'^ +l _ yn+lx)y = Q (3.2.6) 
for all X, y in R. 
Employing the same technique used to get (3.2.5) from 
(3.2.1), one obtains 
(xy»+i - y"^ix)y = 0 (3.2.7) 
for all x, y in R. 
Multiplying both sides of (3.2.5) on the left by y, we 
have 
y x y n + l = y n + l x y ( 3 . 2 . 8 ) 
for all X, y in R. 
From (3.2.7) and (3.2.8) we have 
(xy - yx)y"+i = 0 (3.2.9) 
for all X, y in R. 
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Now applying the same technique used to get (3.2.5) 
from (3.2.1), and substituting (y+1) for y; we have 
(xy - yx )y = 0 (3.2.10) 
for all X, y in R. 
Finally replace y by (y+1) and use (3.2.10), to obtain 
xy-yx = 0 for all x, y in R. Hence R is commutative. 
Harmanci [46] continued the study and established the 
following : 
Theorem 3.2.4: Let R be a ring with unity 1 satisfying 
the identities (xy)"^  = x'^ y", (xy) n+l = j^n+lyn+l for each x. yeR, 
n>l a fixed integer. If the chEiracteristic of R does not divide 
n(n!)^, then R is commutative. 
The existance of unity 1 in the hypothesis of the above 
Theorem 3.2.4 is not superflous. 
Example 3.2.2 : Let 
R = 
It is easy to check that R has no unity and (xy)^ = x'^ y'^  for 
all X, yeR and a positive integer k > l . But R is not 
commutative. 
fa 
.0 
b^ 
o> 
a,b 
' 
integers 
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Example 3.2.3: Let 
R=^  
0^ 
.0 
'] 
o) 
0^ 
J 
°1 
1> 
5 
'I 
.0 
r^  
0. » 
ri 
.1 
lY 
ij. 
be a subring of 2 x 2 matrices over ZI2, the ring of integers 
mod 2. In R, (xy)^ = x ^ ^ for all x, y in R and all k>l . But 
R has characteristic 2 and it is not commutative, 
Harmanci [46] further proved : 
Theorem 3.2.6 : If R is a ring with unity 1, satisfying 
the identities [x*^ ,y] = (x,y"], [x""^Sy] = [x,y""^i], for all x, yeR 
where n>l is a fixed integer, then R is commutative. 
Proof 3 . 2 . 6 : Replace x by 1+x in [x* ,^y] = [x,y"] to 
obtain [(l+x)°,y] = [1+x, y"] = [x.y'^ l = [x'^ , y]. 
On the other hand, [(l+x)",y] = n[x,y] + 2 
n - l 
the last two results we get n[x,y] + X 
[x^,y]+ [x",y], combining 
[x^y] = 0 (3,2.13) 
for all X, y in R. 
Again r e p l a c e x by 1+x in [x'^'^^.y] = [x,y""^^] to get 
[(l+x)'^*i,y] = [l+x,y-^i] = [x°^i,yl and [ ( l + x r ^ y ] = (n+1) [x,y] 
k=2 
n+1 
k [x^,y] + [x^'^^.y]. From these identities, it follows 
(n+1) [x,y] + S 
>2 
n+1 
, J J 
[xJ".y]=0, (3.2.14) 
for all X, y in R. 
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Subtracting, (3.2.14) from (3.2.13); we find 
0 = 
n-l 
E 
k=2 
n 
_k_ 
k 
X • 
n 
-E 
.i=2 
'n+r 
j . 
x\y = [x2p(x)-x, y] 
where p(t) is a polynomial with integer coefficients. Hence for 
al l X, y 6 R, t h e r e is a po lynomia l p(t) wi th i n t ege r 
coefficients, which may depend on x and y, such that x2p(x)-
x,y = d. Hence by Herstein theorem, R is commutative. 
3.3 
In section 2.3, we have introduced the concept of (n,k)-
rings and given some results concerning to (n,k)-prime and 
semi-pr ime r ings . In th is sect ion. B e l l [29] proved the 
following: 
Therorem 3 .3 .1: Let n be any positive integer. If R is 
any (n,2)-ring for which R"^  is n- tors ion-free , t hen R is 
commutative. 
Proof: Following Ligh and Richoux, we note that x"^V"*^ 
= (xy)"^ "^ ^ = (xylx^y'^ = x^y'^xy; hence 
x[x^, y]y" = 0 and x'^ fx, y'^ly = 0 (3.3.1) 
for all X, y e R. 
Replacing y by y+1 in the first equation of (3.3.1) and right, 
multiplying by y" '^ we see that x[x* ,^ y]y*^ "^  = 0, a similar 
a rgumen t applied to the second equat ion of (3.3.1) gives 
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x""^[x,y°]y = 0. Repetition of this girgument, together with an 
in terchange of x and y in the computat ions involving the 
second equation of (3.3.1), eventually gives 
xlx^,yl = lx^y]x = 0, for all x, yeR (3.3.2) 
It follows at once that x"€Z(R) for all invertible element x; 
and since u nilpotent implies 1+u is invertible, we have 
l+nu+veZ(R), for all nilpotent element u (3.3.3) 
^n^ 
where v = 
v2y 
fn\ 
u^+ 
Kh 
u^+.. Now (3.3.3) implies that for 
u wi th u^ = 0, nu6Z(R) a n d h e n c e ueZ(R) . P roceed ing 
inductively on the assumpt ion tha t uJ=0 with j<k implies 
U6Z(R), we c o n s i d e r u wi th u^=0 a n d no te t h a t t he 
corresponding v satisfies v^"^=0, so that (3.3.3) again forces 
nueZ(R) and hence ueZ(R). Thus, all nilpotent elements are 
central. 
Now R is an ( m , l ) - r i n g for a t l ea s t one m > l , so 
Herstein's result guarantees that commutators are nilpotent, 
hence cen t r a l . It is well-known, and easily provable by 
induction, that for rings with central commutators, [x™,y] = 
mx'^"^[x,y] for all integers m>l and all x, yeR. Applying this 
in the case m = n and recalling (3.3.2), we get 0 = x[x",y] 
= nx«[x,y]; 
We now use the absence of n-torsion to get x^^[x,yl = 0 
for all X, yeR. Finally, replacing x by x+1 and proceeding as 
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at the beginning of the proof, we get [x,y] = 0 for all x, 
yeR. 
Theorem 3 . 3 . 3 : Let m a n d n be relat ively pr ime 
positive integers. Then any ring R which is both an (n,2)-
ring and an (m,2)-ring is commutative. 
Proof: The proof above needs only trivial modification. 
Let p and q be integers such that l==pm+qn. At each stage 
of the inductive argument involving nilpotent elements, the n 
and m versions of (3.3.3) show that nu and mueZ(R), thus 
u = pmu+qnueZ(R). Similarly, at the end of the proof we get 
nx"Ix,y] = mx™[x,y] = 0 and hence mx'^ [xS y] = nx*[x,y] = 0, 
where t is the larger of m a n d n; t h u s , invoking the 
relative-primeness of m and n shows x*lx,y]=0 and hence [x, 
y] = 0 for all x, yeR. 
It was shown in [26] t h a t for n > l , if R is a r ing 
generated by its n-th powers and if the map x—>x" is an 
additive endomorphism, then R is commutative. It is natural 
to inquire whether a similar result holds if the nth-power 
map is an endomorphism of the multiplicative semigroup-i.e. 
if R is an (n, l)-r ing. Luh's example of a noncommutat ive 
(3.2)-ring shows that this is not the case, for it is a (4,1)-
ring generated by its fourth powers; however, for (n,2)-rings, 
a result of this kind does hold. 
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Theorem 3 .3 .3 : Let n be any positive integer. Then 
any (n,2)-Ring which is generated as a ring by either its n^-
powers or its n(n+l)-powers is commutative. 
Proof: Consider first the case of R generated by its n^-
powers. Replacing y by y"^  in (3.3.2), we get x"(x"y"-y"x") = 
^jjnyii.yiixnjxn = Q) thus for arbitrary nth-powers a and b we 
have a^b = aba = ba^. It follows at once that a"b = ba", so 
that n^-powers commute and R is commutative. 
Now, suppose R is generated by its n(n+l)-powers. By 
applying (3.3.2), we get 
{xn+i^  y] = xlx"", yl+Ix.ylx"^*! = [x, yjx* ;^ 
replacing x by x*^  and again using (3.3.2) gives [x'^ (""^ >^,y] = 0, 
so" that R is commutative. 
Theorem 3.3.4: Let R be a ring with unity 1 satisfying 
any one of the following conditions : 
(A) R is radical over its centre and R"^  is torsion-free; 
(B) For a fixed integer n > l , R"^  is n-torsion-free; and for 
each xeR, there exists an integer k = k(x) such tha t 
x"^eZ(R); 
(C) For each xeR, there exists a pair p , q of relatively 
prime integers for which XP6Z(R) and xi6Z(R). 
Then R is commutative. 
47 
Theorem 3.3.5 : Let R be a ring with unity 1 and n>l 
a fixed positive integer. If R"^  is n-torsion-free and R satisfies 
the identity x"y-30£*^ = xy*^  - y'^x, for all x, y in R, then R 
is commutative. 
Proof: As is our previous proofs, we show by induction 
that nilpotent elements are central . Note first tha t if u is 
nilpotent and y is arbitrary, 
[u, y-] = [U-, y] (3.3.6) 
and 
[1+u, y"] = (1+nu + 
^n^ 
v2; 
u2+ +u", y). (3.3.7) 
Thus, if u^ = 0, u commutes with nth-powers by (3.3.6) 
and (3.3.7) then shows that [nu,y]=0 and hence [u,y] = 0. 
Now suppose tha t if uJ = 0 with j<k, then u is central ; 
consider u with u^=0. Then u^, u^,....,u'^ are all central, so 
(3.3.6) shows u commutes with nth-powers, and (3.3.7) yields 
the result that nueZ(R) hence ueZ(R). 
Since we know tha t C c Z(R), we shall routinely use 
equation (3.3,4) without explicit mention. In particular, the 
following propert ies of R, and hence of any homomorphic 
image of R as in [26]: 
n[x",y] (x«("-i)-x«-i) = 0 for all x, yeR; (3.3.8) 
xqeZ(R) for all xeR where q = n(2^-2) (3.3.9) 
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Represent R as a subdi rec t s u m of a family (R^) of 
subdirectly irreducible rings which are homomorphic image of 
R. Clearly, each R^^^  h a s 1, sa t isf ies given ident i ty , h a s 
central commutator ideal, and satisfied (3.3.8) and (3.3.9); 
however, we can not assume that R^ is n-torsion-free. It is 
our imediate aim to show that each R^ satisfies the identity 
[x™-x, y"^] = 0, where m = q(n- l )+l , q being as in (3.3.9) 
above. 
Let S be the hear t of R^, i.e. the in tersect ion of all 
non-zero ideeils; and note that if d is a central zero-divisor, 
then Sd = 0, since the annihilator of d is a two-sided ideal 
and m u s t therefore contain S. Now let a be an arbi t rary 
zero-divisor in R^. (There is no distinction between left and 
r ight zero divisors s ince c o m m u t a t o r s a re cen t ra l ) . For 
arbi t rary yeR, we get from (3.3.8) the resul t tha t n[a*^,y] 
(a"f""''-a""^)=0. Multiplying this by appropr ia te powers of 
a(»-M^ and subtracting, we see that 
n[a^ y] a"-if = 0 (3.3.10) 
where f=l-a(^-^)^q. Let T = {x6R^lxyf=0, for all y e R J ; note 
that T is a two-sided ideal and that in view of (3.3.10) and 
the centrality of C, n[a^,y]a^-i6T foi all yeR^. If T is non-
trivial , t h e n ScT; and s ince S ann ih i l a t e s cen t ra l zero-
divisors, for each nonzero s e S we get 0 = sf = s -s(a'J)'"'^^ 
= s-a contradiction. Thus T = {0} and n[a'^, y]a'^"^=0, for all 
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satisfying both the identi t ies [x'^.y] = [x,y™] and [x",y] = 
[x,y"], then R is commutative. 
Proof: By Theorem 3.3 .5 , the ni lpotent e lements are 
cen t ra l u n d e r the p re sen t hypothes i s . The a r g u m e n t for 
subdirectly irreducible rings can then be carried out for both 
m and n, yielding integers j , k>l such that R satisfies the 
identities [xJ-x, y™ ]^ - 0 and [x^-x, y**^ ] - 0. Letting p(x) = 
(xJ-x)P - (xJ-x), we see that 0 = [p(x), y'^^] = m^y°^^-'^[p{x),y] 
and 0=[p(x), y"^] = n^y^^-i [p(x),y] for all x, yeR. The relative 
pr imness of m and n yields yMp(x), y] = 0 for all x, yeR, 
where t = max {m^-l, n^- l}; and it follows as u sua l that 
p(x) is central. Since p(x) has form x-x^q{x) with q having 
integer coefficients, the theorem of [48] shows tha t R is 
commutative. 
Later in 1980, Abu-Khuzam [8] proved tha t a n(n- l ) -
torsion-free ring with unity 1 satisfying (xy)*^  = x^ y*^  must be 
commutative. 
Theorem 3.3.7: Let R be an associative ring with unity 
1. Let n>l be a fixed positive integer. If R is n(n-l)-torsion 
free sa t i s fy ing t h e i den t i t y (xy)^'' = x"y", t h e n R is 
commutative. 
In preparat ion for the proof of the theorem, following 
lemma is essential. 
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Lemma 3 . 3 . 1 . Let x, yeR. S u p p o s e t h a t for some 
integer k, x^y = 0 = (x+l)^y. Then necessarily y=0. 
Proof of Theorem 3 .3 .7 : Let N, U denote the set of 
nilpotents of R and units in R, respectively. Let xeR, and u 
a un i t in R. By hypothes is , (uxu"^)" =u'^x"u'" and hence 
ux^u'^ = u'^x'^u'" which implies 
[u"-i, x*^ ] = 0, for all xeR, ueR. (3.3.13) 
Let aeN. Then there exists a minimal positive integer p such 
that 
[a^, x*^ ] = 0, for all integers k>p, p minimal (p>l) (3.3.14) 
Suppose p> l . Since aP'^+leU, (3.3.13) implies 
[(aP-i + l)«-i, x'^ ] = 0 (3.3.15) 
Combining (3.3.14) and (3.3.15), we get (n-l)[aP•^'x"] = 0 
and hence [aP'^, x**] = 0, since R is (n-l)-torsion-free. But 
this contradicts the minimality of p in (3.3.14). This shows 
that p = 1 and hence by (3.3.14) 
[a, x'^ ] = 0, for all xeR, aeN. (3.3.16) 
Let S be the subring of R generated by all nth-powers. Then 
by (3.3.16). 
nilpotent elements of S are central in S. (3.3.17) 
From (3.3.16), the commutator ideal of S is nil, and hence 
(3.3.17), we get 
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[x,y]6Z(S) [=centre of S], for aU x, yeS . (3.3.18) 
For all X, yeS , [xy]"x = x(yx)" and hence x*^ y*^ x = xy"x", so 
that x[x'^-^, y"] =0. Now using (3.3.18) and Lemma 2.4.2 we 
obtain (n-ljx** [x,y^] = 0. Since R is (n-l)-torsion -free, we 
have x"^  [x,y'^]=0, for all x, y e S , and hence by Lemma 
3 . 3 . 1 , [x.y*"] = 0. Now by (3.3.18) and Lemma 2.4.2 and 
Lemma 3.3.1 and the absence of n-torsion we obtain [x,y] = 
0 for all X, yeS, and hence 
[x^y^] = 0 for all x, yeR. (3.3.19) 
Therefore R is c o m m u t a t i v e by [30, Theorem 2] . This 
completes the proof. 
Abu-Khuzam [9] further generalized the above result by 
establishing that a n(n-l)-torsion-free ring R with unity 1 
satisfying condition (xy)"-x"y" = (yx)" - y'^x"eZ(R), for aU x, y 
in R must be commutative. 
3.4 
In 1986 Searcoid and MacHale [97] proved that the ring 
in w h i c h all p r o d u c t s of t h e p a i r s of e l e m e n t s a re 
idempotent must be commutative. This genersdizes the result 
tha t a Boolean ring is necessaritly commuative. Trivially, a 
Boolean ring R satisfies the foUowing identities : 
(i) xy = (xy)2, for all x, y in R. 
(ii) yx = (yx)2, for all x, y in R. 
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There exist enough rings with each of the identities (i) 
and (ii) which are Boolean. As an example, consider a ring 
R with trivial product, namely xy = 0, for all x, y in R. In 
view of implication of commutativity, it is evident that a ring 
satisfying identities (i) and (ii) also satisfies the conditions: 
(I) xy = xy^x, for all x, y in R, 
(II) xy - yx^y, for all x, y in R, 
respectively. It is easy to establish that £Uiy ring satisfying 
e i t h e r of t h e c o n d i t i o n s (I) a n d (II) t u r n s o u t to be 
commutative. 
Zongxuan Wei [104] proved that a semi-prime ring R is 
necessarily commutative if it satisfies either of the conditions 
x2y2 _ xy2x 6 Z(R) or x2y2-yx2y6Z(R) for all x, yeR. 
Ashraf, Q u a d r i a n d Asma [21] e s t a b l i s h e d a more 
general result that a ring with unity 1 satisfying either of 
the conditions [xy-xy"x, x] = 0 or [yx-xy"x, x] = 0 must be 
commutative. 
Theorem 3.4.1: Let R be a ring with unity 1 satisfying 
either of the conditions : [xy-xyx*^, x] = 0 or [yx-xy'^x, x] = 0 
for all X, y in R, where n>l is a fixed positive integer. Then 
R is commutative. 
The authors [20] continued the study and investigate the 
following conditions: 
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(Pj) For all X, y in R, [x, 0f=^T^^^^^, where p>l , 
m>l , n> l , q >1 are fixed integers. 
(Pj*) For all X, y in R, [x, yxP-x'^y'^x^]=0, where p> l , 
m>l , n> l , q>l are fixed integers. 
(Pg) For all X, y in R, there exists integer n=n(y)>l 
such that [x, xy-x°^y"x^]=0, where m, q are fixed 
positive integers. 
(P2*) For all X, y in R, there exists integer n=n(y)>l 
such t ha t [x, yx-x™y"x^] = 0, where m, q are 
fixed positive integers. 
(P3) For all X, y in R, there exists integer n=n(y)>l 
such tha t [x, xy^-x^y"^ x'l] = 0 where m, q are 
fixed positive integers. 
(P3*) For all X, y in R, there exists integer n = n(y)>l 
such that [x, y"x - x™y" x^]=0, where m, q are 
fixed positive integers. 
Theorem 3.4.1 can be further generalized as follows : 
Theorem 3.4 .2: If R is a ring with unity 1 satisfying 
either of the conditions (PJ or (PJ*, then R is commutative. 
To develop the proof of above theorem we begin to 
establish. 
Lemma 3.4.1 : Let R be a ring with unity 1 satisfying 
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(Pj). Then CcZ(R). 
Proof: Using property (P^), we have 
xP [x,y] = x°^ [x.y'^Jxi (3.4.1) 
Thus, for any positive integer s, we use repeately (3.4.1) to 
get, 
x»P [x,y] - x '^- l^P x'^[x,y"lx'i 
x2™ x(«-2)P[x,y^^]x2q 
xsm [x, y»^]x'^. 
If a e N , t h e n for any xeR , we get x^P[x,a] = 0 for 
sufficiently large s. By Lemma 3.3.1 th is yields [x,a]=0, 
which forces tha t NcZ(R). Now if we choose x - e^2"^^2i' 
y = e^2> ^^ ^^^ ^^^t *^ ° ^^^8 of 2 X 2 matrices over GF(p), 
for a prime p satisfies (PJ which is a polynomial identity 
with coprime integral coefficients. Hence by Theorem 2.2.5, C 
is a nil ideal. Buit NcZ(R) which yields CcZ(R). 
Proof of Theorem 3.4.2 : Assume tha t R satisfies (PJ 
which in view of Lemma 3.4.1 is equivalent to 
xP[x,y] = x'^^q [x,y'^l. (3.4.2") 
Replace x by 2x in this to get 
56 
yeR . It follows that 
[a,y-^] = [a«^y] = [(a-)«, y] = n[a",yl a'^ ('^ -i) = 0. 
(3.3.11) 
for all yeR^ and all zero-divisors aeR^^. 
Suppose now that there exists some beR^ which does 
not commute with n^-powers. Then b is not, a zero-divisor, 
and there exists reR^ for which (b,r"] ^ 0. For arbi t rary 
zeZ(R), replacing x by zx in the given identity yields (z"-z) 
[x,y"]=0 for all x,yeR; in particular (b'^^ - b j^fb.r^ "^ ] = 0, so 
t h a t b " i - b i , and hence also b^^^'^l'^^-b is a zero-divisor. 
Thus, if m = q(n- l )+l , it follows from (3.3.11) tha t [x'^-x, 
y"^]=0 for all x, yeR. 
It is now clear that our original ring R also satisfies the 
identity. 
(x°^  - X, y"^] = 0. (3.3.12) 
Moreover, since R* is n-torsion-free, [w, y" ] = 0 = n^y" "^  
[w,y] for all yeR implies y^ "Mw,yl=0 for all yeR; employing 
the divice of replacing y by y+1 as in our earher proofs, we 
get the resu l t tha t W6Z(R). From (3.3.12) it follows tha t 
x™-xeZ(R) for all xeR; by a well-known theorem of Herstein 
[47], this forces R to be commutative. 
T h e o r e m 3 . 3 . 6 : Let m a n d n be re la t ive ly p r ime 
in t ege r s g rea te r t h a n 1. If R is any r ing with un i ty 1 
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2m+q+i x^+q jx,y'^] = 2P"'i xP[x,y] (3.4.3) 
wi th t h e he lp of (3 .4 .2) , t he r e l a t i o n (3.4.3) gives 
(2xn+q-i _ 2P-'i)xP[x,y] = 0. Putt ing r = 2'^"'^-i - 2P*I in the 
above identity, we obtain 
xPr [x, y] = 0. (3.4.4) 
By Lemma 3 . 3 . 1 , t h i s forces r[x,y]=0. Now s ince 
commuta tors are central , lemma 3.3.1 yields tha t [x'^ .y] = 
rx'''^[x,y]=0 for all x, y in R, which in turn gives that 
x'^eZ(R), for all x in R. (3.4.5) 
Further replace y by y" in 3.4.2 and use Lemma 2.4.2 
to get 
xP [x, y"]= [x, y"^] x"^ -"^  
= [x, (y")''] x™+q 
= n y'^ l"-!) [x, y*^ ] x'^"'i, by Lemma 3.3.1 
ny"(^^-^xP[x, y] by (3.4.2) 
= y(n-l)2 ny^- l xP [x, y] 
= y(n-i)2jjyn-i jx, y]xP, by Lemma 3.4.1. 
= y('^ -i)2 [x, y"] xP. by lemma 3.3.1 
Thus, again by lemma 3.4.1, 
[x, y^] = y(«-i)2 [x, y«]xP, (3.4.6) 
and we get (l-y("-i)2) [x,y"] XP = 0. Thus in view of Lemma 
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3.4.1 forces that (l-y<"'^'2)[x,y"] = 0. Multiplying with x"'^^ on 
the r ight a n d u s ing (3.4.2) toge ther wi th the fact t h a t 
CcZ(R), we obtain (l-y^^"" '^^ ) xP[x,y] = 0. Again application of 
Lemma 3.3.1 yields that (l-y('^-i)2 [x,y] = 0. Using (3.4.6) and 
arguing on the lines as in the proof of Theorem 3.4 .1 , we 
get (l-y''^''"^)^)lx,y] = 0, which implies that [x, y-yrW-i)^^!] = o. 
Hence R is commutative by [49]. 
Example 3.4.1 : consider the countable infinite number 
of cyclic groups and let their generators be denoted by b(0), 
b( l ) , ,b(i), b(-i) The direct sum G of these 
cyclic groups will be an abelian group. Let u(i)G—^G be a 
mapping defined by 
[O, if j = 0 mod V 
b(j)"(i)=^, . , , \ . [b(j-l), otherwise 
Then for each i = 1, 2, u(i) is an endomorphism of G. 
Denote by R the ring of endomorphisms of G which is 
genera ted by the endomorph ism u ( l ) , u(2), u(3) , . . . . Now 
choose the generators b(l) -t- b(2) ^ b(3) * 0. 
Then b(3) (u(l) u(2)) = b(3) u(l) u(2) 
= b(2) u(2) 
= b(l) 
^ 0, 
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and b(3) (u(2) u(l)) = (b(3) u(2)) u(l) 
= b(2) u(l) 
= 0. 
Thus, u(l) u(2) It u(2) u(l) for u(l), u(2) in R and hence 
R is non-commutative. Also it has been demonstrated in 124] 
that R is a nil semi-prime ring. 
A close look at the above ring shows that when indices 
p and n are no longer 'global' but depend on the elements 
X and y in R. Theorem 3.4.2 does not hold even for some 
restricted classes of rings, like semi-prime rings. However, for 
localized n = n(y) depending on the element yeR, we can 
prove the following : 
Theorem 3.4.3: Let R be a ring with unity 1 satisfying 
the property (P2)A(P3)- Then R is commutative. 
Theorem 3.4.4: Let R be a ring with unity 1 satisfying 
the property (P2)*A(P3)*- Then R is commutative. 
Proof of Theorem 3.4.3 : Using (Pg), we get 
x[x, y] = x^ [x, y-^Jx^ n = n(y)>l. (3.4.7) 
We show t h a t CcZ(R). Let aeN a n d xeR. If R sat isf ies 
(3.4.7), there exists n^ = n(a)>l such that 
x [x, a] = x"* [x, a^i] x^. (3.4.8) 
Now choose nj = n(a"i)>I such that 
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X [x, a^i] = x'" [x, ((a'^ i)'"2)] x^. (3.4.9) 
Multiplying (3.4.9) by x™ on left, by x^ on right, we obtain 
xx'" [x, a"i]xq = x2°^ [x, ((a"i)"2)] x^q 
with the help of (3.4.8), this reduces to 
x2 [x, a] = x2°^ [ X, a^i"2] x^% (3.4.10) 
Also there exists n^ = (n(a'^i)'^2) > i satisfying 
x[x, ((a^i)'^2)] = x"^  [x, (((a^i)'^2)n3)] x^. (3.4.11) 
Proceeding thus for any positive integer t, we have 
x*[x,a] = x*"^  [ X, a"i"2 ntj ^tq and aeN. 
Hence for sufficiently large t, x* [x,a] =0. Now replacing 
X by x+1 and applying Lemma 3.4.1 this yields [x,a] = 0 for 
aeN and xeR. Hence NcZ(R). Further replacing x by x+1 in 
(3.4.7), we obtain 
(x+1) [X, y] = [x+ir [x, y^ l^ (x+l)^. 
Now multiplying this by x™ on the left and x^ on the right, 
we get 
x^ (x+l)[x,y]xq = (x+l)'°x'^ [x,y"] xq(x+l)q. 
Again using (3.4.7), this yields 
(A) x°^(x+l)[x,y]xq = (x+l)'" x[x, y](x+l)q for aU x, y in R. 
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This is a polynomial identity and x = e^g + ^21' ^ " ^12 ^^ ^^  
to satisfy (A) in (GF(p))2, p a p r ime . Hence, in view of 
Theorem 2 .4 .5 , C is nil and the fact tha t NcZ(R) forces 
CcZ(R). 
Now rest of the proof r u n s on the same lines as in 
case of Theorem 3.4.4, Hence we omit detail £ind conclude 
that R is commutative. 
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CHAPTER 4 
CERTAIN GENERALIZATIONS OF 
WEDDERBURN THEOREM 
4.1 Introduction 
This chapter deals with the study of some commutativity 
resul ts which are generalizations of a classical theorem of 
W e d d e r b u r n [103] t h a t every f ini te d iv i s ion r ing is 
commutative. 
Section 4.2 begins with a result of Jacobson [64] which 
states that a ring in which every element x satisfies x"^ '^ ' = x, 
n = n(x)>l an integer m u s t be commuta t ive . J a c o b s o n ' s 
result was further generalized by Herstein [47] by considering 
the rings in which x"-x is central for every ring element x. 
The result under reference is namely: If R is a ring with 
centre Z(R) and if x"-xeZ(R) for all x in R, n>l an integer, 
then R is commutative. 
The s tudy is further extended by proving t ha t if for 
e a c h e l emen t x of a r ing R t h e r e ex i s t s a po lynomia l 
p(x) e X^2[X] depending on x for which x-p(x)eZ(R), then R 
is commutative. 
Later, Bell, Quadri and Khan [35] extended the above 
r e s u l t ob ta in ing t h a t a r ing R with un i ty 1 sat isfying 
[xy-p(xy), x] = 0, for aU x, y e R, p{x)eX'^2Z.[X] is commutative. 
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In an attempt to generalize a well-known theorem due to 
Bell [28], Quadri and Khan [34] proved that a ring R with 
u n i t y 1 is c o m m u t a t i v e if it s a t i s f i e s t h e po lynomia l 
ident i ty [xy-y™x™, x] = 0, where m > l , n > l are posit ive 
integers. Further, it was established by Bell et al. [34] that 
the above result remains true, if the value of the exponent 
a p p e a r i n g in the given iden t i ty is no la rger fixed b u t 
depends on y. 
Section 4.3. deals with a result of Nishinaka [88] which 
improved the above r e s u l t . Infact he i n v e s t i g a t e d the 
conditions : (i) For each x, y in a ring R, [x, x™y-x"f(y)] = 0 
for some f{x)ex^Z.[X] and (ii) for each x, y in R [x, x™y-
f(y)x"] = 0 for some f(x)eX^Z[X] where m and n are non-
negat ive in t ege r s . Also inc luded are two r e s u l t s due to 
Abujabal [3] that a ring R with unity 1 is commutative if it 
satisfies either of the propert ies : (i) for each x, y in R, 
there exists a polynomial f(x)eX^2Z[X] such that [yx™-x"f(y), x] 
= 0 or (ii) for each x, y e R, there exists a polynomial 
f{x)eX2Z[X] such that [yx°^-f(y)x^, x] = 0. 
4.2 
In 1945, J a c o b s o n [64] proved tha t a r ing in which 
every element x satisfies x'^ W = x, n(x) an integer >1 mus t 
be commutative. This result generalizes the classical theorem 
of W e d d e r b u r n [103] t h a t every f ini te d iv is ion r ing is 
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c o m m u t a t i v e a n d a lso t h a t every Boolean r ing is 
commutat ive. Jacobson 's resul t was further generalized by 
Hers te in [47] by consider ing the r ings in which x'^-x is 
central for every ring element x. The result under reference 
is namely : If R is a ring with centre Z(R) and if x"-xeZ(R) 
for all X in R, n an integer grea ter t h a n 1, t h e n R is 
commutative. 
He c o n t i n u e d t h e s e i n v e s t i g a t i o n s a n d p roved t h e 
following : 
Theorem 4.2.1 [48, Theorem 19]: If for each element x 
of a ring R there exists a polynomial pfxjeX^ZIX], depending 
on X for which x-p(x)eZ(R), then R is commutative. 
Later, Putcha and Yaqub [91] obtained that if for each 
X, y in a ring R there exists a polynomial p(x)6X22Z[X] for 
which xy-p(xy)6Z(R), then R^ c Z(R). 
The ring property in the above result can be extended 
as follows : 
(P) For each x, y in a r ing R, e i the r t h e r e ex i s t s 
p(x)eX22[X] for which [xy-p(xy), x] = 0 or the re ex is t s 
q(x)eX2Z[X] for which [xy-q(xy), y] = 0. 
In 1 9 8 7 , Bell, Q u a d r i a n d Khan [35] p roved the 
following: 
Theorem 4 .2 .2 : Let p(x)eX'^Z.[X] and R be a semi-
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p r i m e r ing sa t i s fy ing t h e p r o p e r t y (P). Then R is 
commutative. 
Proof: Since R is a subdirect product of prime rings, we 
may assume that R is prime. 
We show first tha t R h a s no nonzero zero-divisor, it 
being sufficient to show tha t R has no nonzero nilpotent 
elements. Suppose, that R contains an element t with t^  = 0 
^ t. Applying (P) to the element tx and yt, where x and y 
are arbitrary elements of R, we see that 
txtxyt = 0 or txytyt = 0; (4.2.1) 
hence, 
txtxytyt = 0, for all x, y e R. (4.2.2) 
Replacing y by (y+z), we get 
txtxytzt + txtxztyt = 0, for all x, y, z e R (4.2.3) 
Recalling (4.2.1), suppose that x, y are such that txtxyt = 0. 
Then (4.2.3) gives txtxRtyt = 0, so that 
txtx = 0 or tyt = 0 (4.2.4) 
On the other hand, by replacing x by x+z in (4.2.2) we see 
that the second possibility in (4.2.1) yields 
txt = 0 or ytyt = 0 (4.2.5) 
Since one of (4.2.4), (4.2.5) must hold for each choice of x 
and y, taking x = y shows that (tx)^ = 0 for all xeR, so 
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that tR is a nil right ideal of bounded index. But a result 
of Levitzki [53, Lemma 1.1] rules this out, hence R has no 
nonzero nilpotent elements. 
Note t ha t in a ring with no zero-divisors, [w, xy] = 
[w, x] = 0;tx implies [w, y] = 0. Thus, since [xy-p(xy), xy] = 0 
for all x, yeR and all p(x) e X^ZfX], we conclude that 
for each x, y e R, there exists 
q(x) e X2Z[X] such that [xy - q(xy), y] = 0 (4.2.6) 
For fixed yeR, consider the subring Ry. From (4.2.6), it 
follows tha t for each weRy, there exists q{x)eX'^7Z.[X] such 
tha t [w-q(w), y^] = 0; and by a theorem of Chacran [38, 
Theorem 1] we see that y^6Z(Ry). Thus y^xy = xyy^ for all 
X, y e R; and cancel l ing y shows tha t y2eZ(R). We are 
finished, since it is well-known that a prime ring with the 
square of every element central must be commutative. 
Since there exist noncommutative rings R with R2eZ(R), 
property (P) or even the strong version in which R satisfies 
a n i d e n t i t y of form [xy-p(xy), x] =0 does no t imply 
commutativi ty in aribi trary r ings. However, for rings with 
unity 1, this strong version does indeed yield commutativity. 
Theorem 4.2.3 : Let p(x)eX2Z[X], and let R be any ring 
with unity 1 which satisfies the identity 
(*) [xy - p(xy), X] = 0. 
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Then R is commutative. 
To prove the above theorem, we need the following 
lemmas. 
Lemma 4 . 2 . 1 : (a) If R h a s u n i t y 1 a n d y is an 
element of R such that x[x, y] = 0 for aR xeR, then [x, y] = 
0 for all xeR. 
(b) If R is a ring such that each element has a power 
lying in Z(R), there is no distinction between left and right 
zero divisors. Thus, if D denotes the set of zero-divisors, 
DReD and RDcD. 
(c) If R is any r ing a n d zeZ(R), t h e n t h e s e t 
I(z) = {xeR|xz = x} is a two-sided ideal. 
(d) If R is a subdirectly irreducible ring with heart H, 
every central zero-divisor of R annihilates H. 
L e m m a 4 . 2 . 2 : Let R be any r ing sa t i s fy ing the 
hypothesis of Theorem 4.2.3, and let n>2 denote the degree 
of p(x). Let Zj, Zg, z^ be arbitrary elements of Z(R). Then 
^1 Z2----^ 'n S(Zi-Zj)lx. y] = 0 for all x, yeR. 
Proof: Writing p(X) as a^X'^+....+aJi'^, we have 
[xy,x] - a2[(xy)2,x]- -aj(xy)«^ x] = 0 for all x, yeR. 
Replacing y in t u r n by z^y, Z2y .z^ ^y and writing the 
results in matrix form, we see that 
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AW = 0, (4.2.7) 
where A is the n x n matr ix with i - j entry equal to z.', 
a n d W is the c o l u m n m a t r i x wi th e n t r i e s [xy,x| , 
-a2[(xy)2,x], -a^J(xy)",x]. Multiplying (4.2.7) by adj A, we get 
(det A) W = 0; in part icular , (det A)[xy, x] = 0 for all x, 
yeR , and hence by Lemma 4.2.1 (a), (det A) [x, y] = 0 for 
all X, yeR. Since factoring z^  out of the i-th row of A yields 
a Vandermonde matr ix, it is immediate tha t det A = ±z^ 
Proof of theorem 4 .2 .3 : By Theorem 4.2.2 and the 
structure theory of the prime radical or by [26, Theorem 1], 
we see that the commutator ideal C is nil, and the set N of 
nilopotent elements is an ideal. Lettin^^ ueN and substituting 
1+u and (l+u)"V for x and y in (*), we get [p(y)-y, 1+u] = 
lp(y)~y. u] = 0 for all yeR. It follows that N is commutative 
and hence N^cZ; thus if ueN and xeR, (*) yields [xu, x] = 
0 = x[u, x]. By Lemma 4.2.1 (a), we conclude that NcZ(R), 
in particular, CcZ(R). 
Taking Zj = i-1 in Lemma 4.2.2, we obtain a nonzero 
integer k such that k[x, y] = 0 for all x, yeR; and since 
CeZ(R), we then get [x^,y] = kx^^-^fx.y] = 0 for all x, yeR -
i.e. 
x*^  e Z(R) for all xeR. (4.2.8) 
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It i s , of course , sufficient to prove our theorem for 
subdirec t ly i r reducible ring R; and hence forth we shal l 
assume that R is subdirectly irreducible with heart H. Since 
[wJ, y] = jv.^'^ [w, y] for all weR, (*) takes the form 
p'(xy) [xy, X] = [xy, x] (4.2.9) 
where p'(x) is the formal derivative of p(x). It follows that 
{p'{x))^ [xy, x] = [xy, x] for all x, yeR (4.2.10) 
where k is the same as in (4.2.8). 
Noting Lemma 4.2.1 (b) and 4.2.1(c) and taking D to be 
the set of zero-divisors of R, we consider yeD and xeR. 
Since {p'(xy))^eZ{R), (4.2.10) yields [xy, x] e I((p'(xy))^) = T. 
S u p p o s e t h a t T?t{0}. Then HcT; a n d for every nonze ro 
element w of H, we have (p'(xy))^w = w. However, (p'(xy))^ is 
a central zero-divisor by (4.2.8) and Lemma 4.2.1 (b), hence 
by L e m m a 4.2 .1(d) m u s t a n n i h i l a t e H. T h u s T = {0}; 
consequently for fixed yeD, we have [xy, x] = 0 =x[y, x] for 
all xeR. Lemma 4.2.1 (a) now yields DcZ(R). 
Suppose R is noncommutative and [x, y] ^ 0, and note 
that x«?D. In Lemma 4.2.2 take z^  = x^i for i = 1, 2,... ,n, 
t h e r e b y o b t a i n i n g x ^ ^ (xifi-x^J)6D, whe re s = —^—-. 
Cancelling an appropr ia te power of x gives a polynomial 
q(x)eX2Z[X] s u c h t h a t x-q(x)eDcZ(R). Thus , R sa t is f ies 
criterion H and must therefore be commutative. 
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T h e o r e m 4 . 2 . 4 : Let R be a r ing wi th u n i t y 1 
sa t i s fy ing the po lynomia l i den t i t y [xy-p(xy),x] = 0 where 
p(t)et2Z[t]. Then R is commutative. 
Fur the r Bell, Quadr i and Ashraf [34] es tabl ished the 
followings : 
T h e o r e m 4 . 2 . 5 : Let R be a ring with un i ty 1 and 
suppose tha t for each x, yeR, there exists p(t)etZ[t] such 
that [xy,x] = [xy,x] p(xy). Then R is commutative. 
The following lemmas are essentially proved in [32]. 
Lemma 4 .2 .3 : Let R be a ring with the property that 
for each x, yeR, there exists p(t)6t2[t] such tha t [x,y] = 
[x,y]p(xy). Then R is commutative. 
Lemma 4.2.4 : Let R be a subdirectly irreducible zero-
commutat ive ring with the property tha t for each x, yeR 
there exists p(X,Y)eZ[X,Y] with constant term 0, such that 
[x,}'] = [x,yl p{x,y). If all commutators are central, then D is 
a commutative ideal; moreover if each p(X,Y) can be chosen 
so that all its monomials have X as a factor, then DcZ(R). 
P r o o f of T h e o r e m 4 . 2 . 5 : If R is a d iv is ion r ing 
satisfying the hypothesis of Theorem 4.2.5 , then for each 
x,y7tO we have p(t)6tZ[t] for uiiich [xx"^y, x] = [xx"V, x] p(xx'V) 
tha t is, [y,x] = [y,x] p(y). Thus, R is commutative by [32, 
Theorem 1]. Since the matrices. 
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1 
0 
0 
0 and y = 
0 
0 
1 
0 X = 
do not satisfy our hypothesis, we conclude that if R is 
primitive, it must be a division ring; consequently, if R is an 
arbitrary ring satisfying our hypothesis and J(R) is its 
Jacobson radical, then R/J(R) is commutative and CcJ(R). 
Next we show that J(R)cZ(R), and hence CeZ(R), let 
yeJfR) and xeR, and choose p(t)6tZ[t] such that [xy,x] = 
[xy,x] p(xy), Since p(xy)eJ(R), we thus have [xy,x] =0 and 
hence x[y,xl = 0. Substituting x+1 for x in this equation and 
subtracting the two versions, gives [x,y] = 0 for all xeR . 
The next step is to show that R is zero-commutative. 
Suppose that x, yeR and xy = 0 and take p(t)etZ[t] with 
[(x+l)y, x+1] = ((x+l)y, x+1] p((x+l)y), or alternatively [y,x]= 
[y,x]p(x). But the right side of this equation is 0, so [y,x]=0 
and hence yx = 0. 
We now complete the proof by considering R to be 
subdirectly irreducible. For arbitrary x, yeR, choose p(t), 
q(t)6tZ[t] such that [xy,x] = [xy,x] p(xy) and [(x+l)y, x+l] = 
[(x+l)y, x+1] q((x+l)y). Rewriting these conditions as x[y,x] = 
x[y,x] p(xy) and (x+l)[y,x] = [y,x]q(xy+y) and then subtracting 
the two, we get [y,x] = [y,x] ((x+l)q(xy+y) - xp(xy); and since 
R is zero-commutative with CcZ(R), Lemma 4.4,4 yields the 
result that D is a central ideal. 
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Suppose that there exists a nonzero commutator [x,y]. 
Choosing p( t )e t2[ t ] such t ha t [xy,x] = [xy,x]p(xy), we get 
x([y,x] - [y,x]p(xy)) = 0. Since x0Z(R), x is not in D; therefore 
we conclude that lx,y]p(xy). Commutativity of R follows by 
Lemma 4.2.3. 
Theorem 4 .2 .6 : Let R be a ring with uni ty 1 such 
that for each x, yeR there exist p(t), q(t)et^Z(t] for which 
[xy-p(yx),x] = 0 and [xy-q(yx), y] = 0. 
Then R is commutative. 
Proof: We begin by considering R to be semi-prime ring 
R (not necessari ly with 1), Choose x, yeR and p(t)et^Z[t] 
such tha t [wx-q(xw), x] = 0. Since xw = p(xy), it follows 
t h a t [xy-q(p(xw), x] = 0; therefore R is commuta t ive by 
Theorem 4.2.2. 
Now we proceed to the case of arbi trary ring R with 
unity 1. The observation of the previous paragraph, combined 
with a s t andard prime radical argument , yields the result 
t h a t N is a n idea l a n d CeN. We s h o w t h a t N is 
commutative, and then that NcZ(R). Accordingly, let y^ = 0 and 
ueN. Choose p(t)et2Z[t] such that [(l+u)y(l+u)-i-p(y), 1+u] = 0, 
Since p(y) = 0, we get 0 = [(l+u)y(l+u)-^ u] = [(l+u)y (1+u)-^ u] 
= (1-u) [y,u](l+u)"^ Hence p[y,u] = 0. Proceeding in the 
natural way with an induction on the index of nilpotence of 
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y, we conclude that N is infact commutative; and since N is 
an ideal, we have N^cZfR). Now consider arbitrary xeR and 
ueN, and choose q(t)6t2Z[t] such that lxu-q(ux),x] = 0. Since 
q(ux)eN2, this yields [xu, x] = 0 = x[u,x]; and replacing x by 
x+1 and sub t r ac t i ng , we get [u,x] = 0, so t h a t NcZ(R). 
Consequently CcZ(R). 
To complete t h e proof, let x, y e R a n d choose 
p(t)et2Z[t] such tha t [xy-p(yx), x] = 0; and since CcZ(R), 
conclude that [xy-p(xy), x] = 0. Thus [xy, x] = [p(xy), x] = 
[xy, x]p'(xy), where p'(t) is the formal derivative of p(t); and R 
is therefore commutative by Theorem 4.2.5. 
4.3 
In an at tempt to generalize a well-known theorem due 
to Bell [28], Quadri and Khan [94] proved tha t a ring R 
with uni ty 1 is commutative if it satisfies the polynomial 
[xy-y"x", x] = 0, where m > l , n > l are positive in tegers . 
Fu r the r , it was es tab l i shed by Bell et al. [34] tha t the 
above resul t remains true, if the value of the exponent m 
a p p e a r i n g in the given iden t i ty is no longer fixed b u t 
depends on y. Nishinaka [88] improved the above resu l t 
and establ ished the following : 
T h e o r e m 4 . 3 . 1 : Let R be a r ing wi th u n i t y 1 
satisfying the following conditions : 
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(i) Given x, yeR, [x, x°^y - x'^ fly)] = 0 for some f(X)eX22Z[X]. 
(ii) Given x, yeR, [x, x'^y-ffylx^] = 0 for some f(X)eX2 Z[X]. 
where m and n are nonnegative integers. 
Then R is commutative. 
In order to develop the proof of the above theorem first 
we consider the following types of rings : 
(I) 
^GF(p) GF(p)^ 
,0 GF(p), p a prime. 
(I)i 
f GF(p) GF(p)^ 
0 
p a prmie 
(I)r 
fO GF(p)^ 
0 GF(p), , p a prime. 
(II) M,(K) = 
(a P 
0 o(a) 
a, peK 
•, where K is a finite 
field with a non-trivial automorphism a. 
(III) A noncommutative division ring. 
(IV) S = <1> + T, T a noncommutative radical subring of S. 
(V) S = <1> + T, T a noncommuta t ive subr ing of S such 
that T[T, T] = [T, T]T = 0. 
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(VI) A noncommutative ring with no nonzero zero-divisor. 
Lemma 4 . 3 . 1 : Let p be a r i ng -p rope r ty which is 
inherited by factorsubrings. If no rings of type (I), (II), (III), 
(IV) or (V) satisfy P, t hen every ring with un i ty 1 and 
satisfying P is commutative. 
Lemma 4.3.2 : Suppose that R satisfies the condition (i). 
(1) If X is a un i t of R, then for each yeR there exis ts 
h(x)eX2Z[X} such that [x, y-h(y)] = 0. 
(2) If R is a division ring, then R is commutative. 
(3) If R = <1> + T, T a rad ica l s u b r i n g of R, t h e n R is 
commutative. 
Proof: (1) Choose f(X)eX2Z[X] such that [x'^ x'^^y-x'" f(y)l 
= 0. Then 0 = [x, x-'^y-x-'^^y) = x-'^Ix,y]-x-" [x,f(y)], namely 
x"[x,y] = x'^[x,f(y)], Next, choose g(X)eX22Z[X] such that [x, 
x™f(y)-x«g(f(y))] = 0. Then h(X) = g(f(X))eX2Z[X] and x'^fx, f(y)] 
= x"[x,h(y)]. Combining these equations, we get x"[x,y] = x"[x, 
h(y)], and so [x, y-h(y)] = 0. 
(2) For each x, yeR, there exists i[x)eX'^2Z.[X] such that 
[x, y-f(y)] = 0, by (1). Hence R is commuta t ive by [49, 
Theorem 3]. 
(3) Let s, t e T . S ince 1-s is a u n i t , t h e r e ex i s t s 
f(x)6X2ZIX] such that |x, t-f(t) = - [1-s , t-f(t)] = 0, by (1). 
Hence T is commutative again by [49, Theorem 3]. 
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Proof of Theorem 4.3.1 : In view of Lemma 4.3.2 (2) 
and (3), no rings of type (III) or (IV) satisfy (ii). 
In M2(GF(p)), p a pr ime, we see t ha t [e^^, e'," e^2 -
e;',f(ei2)l = ^12 5^  0 for every f(x)eX2Z[X]. Thus, no rings of 
type (I) satisfy (i). 
Next, consider the ring M^(K), a ring of type (II). Let 
' a 0^ 
X = (a(a) ^ a) , y = e^r^. Then [x, x^y-x"f(y)] = 
x°^[x,y] = a"' (a-a(a)) y ^ 0 for every f(x)eX2Z[X]. 
F ina l ly , c o n s i d e r S = <1> + T, w h e r e T is a non-
commuta t ive subr ing of S s u c h tha t T[T,T] = [T,T]T = 0. 
Suppose, to the contrary, that S satisfies (i), and choose s, t 
eT such that [s, t] * 0. Then there exists f(x)eX22[X] such 
that [s, t] = (s+1)™ [s,t](s+l)*^ [s, f(t)] = 0, a contradiction. 
We have thus seen that no rings of type (I), (II), (IV) or 
(V) satisfy (i). Hence R is commutative, by Lemma 4.3.1 . 
The proof of theorem r u n s on the paral lel l ines if R 
satisfies condition (ii). 
Recently, Abujabal [3] investigated the commutativity of a 
ring R satisfying the following properties: 
(Pj) Given x, y in R, [yx'^-x'^f(y), x] = 0, for some 
f(X)6X2Z[X]. 
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(P2) Given x, y in R, [yx°^ - flyjx'^, x]' '= 'K5';''fdr some 
f(X)eX22[X]. 
Theorem 4 .3 .2 : Let R be a ring with uni ty 1. If R 
satisfies the property (PJ, then R is commutative. 
Now we begin to establish. 
Lemma 4 . 3 . 3 : Suppose t ha t R is a r ing with un i ty 
satisfies the property (PJ. 
(a) If X is a un i t of R, then for each yeR, there exists 
h(X)eX22[X] such that [y-h(y), x] = 0. 
(b) If R is a division ring, then R is commutative. 
(c) If R = <1>+T, T a rad ica l s u b r i n g of R, t h e n R is 
commutative. 
Proof: (a) Choose f(x)6X2Z(X) such that [yx-'^-x'^fly), x'^] 
= 0. Then 0 = [yx'^-x'^f(y), x] = (y.xjx-^^ - x-^[f(y),x]. Thus 
x"[y,x] = [f(y), x]x" . Next, choose gfXIeX^ZfX] s u c h tha t 
[f(y)x°^-x"g(f(y)),x] = 0. Then h(X) = g(f(X))eX2Z[X] and 
[f(y),x]x°^ = x"[h(y),x]. Therefore, x^[y,x] = x*^[h(y),x], and so 
x"[y-h(y), x]=0. Replace x by 1+x in the last identity gives 
(1+x)^ [y-h(y), x] = 0. By Lemma 3.3.1 [y-h(y), x] = 0. 
(b) For each x, yeR, there exists f{X)eX^2Z.[X] such that 
[y-f(y)> x] = 0, by (a). So R is commutat ive by Theorem 
4.2 .1 . 
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(c) Let s, t eT. Since 1-s is a un i t e lement , there 
exists f(X)6X2Z[X] such that [t-f(t), s]= -[t-f(t), 1-s] = 0, by 
(a). Hence T is commutative by Theorem 4.2.1 . 
Proof of Theorem 4.3 .2 : In view of Lemma 4.3.3 (b) 
and (c), no rings of type (III) or (VI) satisfy (PJ. 
In (G(F))2, p a prime, we see that [Cise™-e2jf(e^2)' ^22) " 
ei2 '^  0 for every f(X)eX22[X]. Therefore, no rings of type (I) 
satisfy (P^). 
Next the ring Mjj(K), where K is a finite field with a 
n o n - t r i v i a l a u t o m o r p h i s m a, a r ing of type (II). Let 
fa 0^ 
X = (a(a) ^ a), y = 621- Then [yx°^-x«f(y), x] = 
.0 0(a)j 
[y,x]x'^ = y(a-a(a))a'° ^ 0 for every f(X)6X22[X}. 
F ina l ly , we c o n s i d e r S = <l>+T, whe re T is a n o n -
commuta t ive subr ing of S such tha t T[T,T] = [T,T]T = 0. 
Suppose to the contrary that S satisfies (Pj). Choose s, teT 
such that [s, t] ;t 0. Then there exists f(X)6X22[X] such that 
[s, t] = [s, t](l+s)™ = (1+s)" [s, f(t)] = 0, a conradiction. 
Therefore, we have seen tha t no rings of type (I), (II) 
(rv) or (V) satisfy (P^). Hence R is commutative by Theorem 
4.3 .1 . 
Similarly we can prove the following : 
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Lemma 4.3.4 : Suppose that R is a ring with unity 1 
satisfies the property (P2). 
(a) If X is a unit of R, then for each yeR, there exists 
h(X)6X2Z[X] such that [y-h(y), x] = 0. 
(b) If R is a division ring, then R is commutative. 
(c) If R = <1>+T, T a radical subring of R, then R is 
commutative. 
Theorem 4.3.3 : Let R be a ring with unity 1. If R 
satisfies the property (P2), then R is commutative. 
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