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Finite-Amplitude Standing Waves in Rigid-Walled Tubes 
ALAN B. COm?ENS AND JAMES V. SANDERS 
Naval Postgraduate School, Monterey, California 93940 
A perturbation expansion is formulated for the one-dimensional, nonlinear, acoustic-wave quation with 
dissipative term describing the viscous and thermal energy losses encountered in a rigid-walled, closed tube 
with large length-to-diameter ratio. The resulting set of iterative, linear equations is solved for a finite- 
amplitude standing wave. Solutions lead to a steady-state distribution of harmonics of the fundamental, the 
amplitude and phase of each term being strong functions of frequency and the absorptive process. Necessary 
features of the approach include characterizing all absorptive processes by a bulk absorption coefficient and 
requiring a boundary-layer depth much less than the tube diameter. The solution, while strictly limited to 
the preshock r•gime, can be used to predict certain features of the onset of shock. Intense longitudinal stand- 
ing waves were generated within a rigid-walled tube of 6-ft length and 2•-in. diam. The tube contained air, 
at ambient pressure and temperature, which was excited into vibration by a piston at one end. A micro- 
phone at the rigid end of the tube was used to observe the pressure as a function of time. For input fre- 
quencies around either the fundamental or the first overtone of the tube, the amplitudes of the second and 
third harmonics of the finite-amplitude wave were in excellent agreement with the predictions of the theory. 
Waveforms reconstructed from the predicted amplitudes and phase angles of the solution compared very well 
with the observed microphone output. An extension of the theory to the shock r6gime provided qualitative 
agreement with observations of the frequency dependence of both the intensity needed to produce shock 
and the phase of the onset of shock. 















Lagrangian coordinate measured from P 
piston 
instantaneous acceleration of piston 
(peak) acceleration amplitude of piston 
oo(do•'p)/(d•p) at o= o0; parameter of non- 
linearity 
phase velocity in the tube 
(dp/do)• at o=o0 (see Eq. 2) 
system constants (see Eqs. 55 and 56) 
rms microphone-voltage output for the 
nth harmonic of the driving frequency VA 
k--ia VM 
mTr/L 
Lagrangian coordinate of rigid end of 
tube 
denotes normal mode of tube most 
strongly excited by input frequency '•=c•/cv 
peak Mach number of lst-order solution 
acoustic pressure, equilibrium pressure 
jth frequency component of the nth- 
order perturbation pressure 
&- V•/Ao 
S•= V•/P 
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(infinitesimal) pressure amplitude at the 
rigid end of the tube 
amplitude of p•5 




particle velocity of the nth-order pertur- 
bation solution 
jth frequency component of u• 
peak amplitude of voltage output of 
accelerometer 
peak amplitude of voltage output of 
microphone 
infinitesimal-amplitude attenuation con- 
stant 
ratio of specific heats 
dissipation parameter (see Eq. 12) 
value of • for (angular) frequency wj 
coefficient of bulk viscosity 
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phase parameter (see Eq. 30) 
particle displacement 
instantaneous density, equilibrium 
density 
forcing term (see Eq. 9) 
(angular) driving frequency 





• •, for frequency w• 
•: operator for body forces (see Eq. 4) 
•L 2--- D'Alambertian in Lagrangian coordi- 
0•'--co-207 nates (one spatial dimension) 
( ) graphical average 
a( 
INTRODUCTION 
HE study of periodic, finite-amplitude effects in 
rigid-walled, closed cavities has generally been 
restricted to investigations of repeated shock waves. A 
popular and rather convenient approach has been based 
on application of the Rankine-Hugoniot relations 
across the shockfront and the assumption that linearized 
acoustic relations can be applied elsewhere? 3 The 
theoretical predictions of this approach for closed cavi- 
ties have been of necessity approximate; absorptive 
processes have not been accounted for satisfactorily, 
and, in particular, this approach provides no information 
of nonlinear effects in the preshock r•gime. Recently, 
Weiss 4 has applied finite-difference methods to the non- 
linear, inviscid acoustic equations that show the growth 
of nonlinearities culminating in the appearance of a 
shockfront; but the absence of dissipation precludes the 
formation of any steady-state standing-wave pattern. 
An elaborate theoretical investigation by Chester •--- 
based on the nonlinear acoustic equations and consider- 
ing boundary-layer effects introduced by the presence 
of walls--has succeeded in predicting asymmetries in 
the finite-amplitude standing waves, which had been 
observed but not previously satisfactorily explained. 
However, his solutions are otherwise not amenable to 
detailed experimental comparison. 
The purpose of this paper is to develop an extension 
of the Keck-Beyer ø perturbation approach, which will 
take into account boundary-layer losses. Results pro- 
vide information concerning the amplitudes and phases 
of the Fourier components of the distorted waveform 
and demonstrate that the type of absorptive process 
active in the system has considerable ffect on the re- 
suiting waveform. The theory is applied to the problem 
of finite-amplitude (but preshock) standing waves in a 
tube that has rigid walls and is excited at one end by a 
piston and is terminated at the other with a rigid cap. 
It is assumed that the viscosity of the fluid at the tube 
walls and the thermal conductivity of the wall material 
are the dominant absorptive mechanisms rather than 
• E. Lettau, Deut. Kraftfahrtforsch. 39, 1-17 (1939). 
•' R. Betchoy, Phys. Fluids 1, 205-212 (1958). 
a R. A. Saenger and G. E. Hudson, J. Acoust. Soc. Am. 32, 
961-970 (1960). 
4 N. O. Weiss, Proc. Cambridge Phil. Soc. 60, 129-135 (1964). 
5 W. Chester, "Resonant Oscillations in Closed Tubes," Calif. 
Inst. Technol. Grad. Aeron. Labs. (unpublished). 
6 W. Keck and R. T. Beyer, Phys. Fluids 3, 346-352 (1960). 
the mainstream energy loss intrinsic to the fluid. 
Normal-incidence boundary-layer losses at the ends of 
the tube are also ignored. 
A detailed experimental study of intense standing 
waves in an air-filled, rigid-walled tube was carried out 
to verify the soundness of the theory. Particular atten- 
tion was paid to the predictions of the amplitudes and 
phases of the harmonics of the distorted waveform. 
Certain features concerning the onset of shock were also 
investigated experimentally. 
One of the authors (A.C.) is responsible chiefly for 
the theoretical development, and the other (J.S.) is 
responsible chiefly for the experimental investigation. 
I. THEORETICAL DEVELOPMENT 
A. General 
The equation of state of a fluid for reversible acoustic 
processes can be represented by the barotropic 
expression 
p'-- (A /po) (p-- po)-•- (B/ 2po2) (p-- po) •', (1) 
where p is the acoustic pressure, p the instantaneous 
density at a point in the fluid, p0 the equilibrium den- 
sity, and B/A the parameter of nonlinearity. If the 
fluid is an ideal gas, then B/A =•,--1, where •, is the 
ratio of specific heats, and Eq. 1 is a truncated Taylor's 
expansion of the adiabatic equation of state (P+Po)/ 
p0 = (p/po) '•. The coefficient A can be expressed as 
A = poco z, (2) 
where co is the infinitesimal-amplitude free-field phase 
velocity in the limit of vanishing irreversible processes. 
The continuity equation for one-dimensional wave 
propagation in the x direction is written in Lagrangian 
coordinates as 
p (1-t-a,,•) = po, (3) 
• being the particle displacement from the initial posi- 
tion at a. 
The force equation is written in a slightly generalized 
forlYl: 
poa,u= --a•p+•LU, (4) 
where u=at• is the particle velocity and the operator 
•:• generates those body forces in Lagrangian form that, 
in addition to the dominant force arising from the 
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gradient of the pressure field, are active in the system of 
interest. For example, if •:L were the transformation 
into Lagrangian coordinates of the Eulerian operator 
•E=(,m+4,//3)07, then Eq. 4 would be the one- 
dimensional Navier-Stokes equation extended to in- 
clude bulk viscosity. 
Combination of Eqs. 1-4 yields the expression 
o ?tj-coZO +od) 
x D - ( + 
or, for a perfect gas, 
(Sb) 
If interest is restricted to acoustic processes for which 
0•<<1, Eq. 5 can be approximated by 
DnaX+ (p0c0•)-•n0t• • B0• (0•) •, (6a) 
which becomes, upon differentiation with respect to 
time, 
(Dn•+• n) u • •0 •0, (0 • )•, (6b) 
with 
•]L•= 0 •2_ co-20,2. 
(7) 
Equations 5 and 6 have been the bases of a number of 
theoretical investigations utilizing successive approxi- 
mations or perturbation expansions to describe finite- 
amplitude effects for traveling waves in fluids (with or 
without viscous dissipation). 6-•'• If dissipative processes 
are included, it is usually assumed, explicitly or tacitly, 
that they are weak. Under this assumption, and for 
small Mach number, the derivatives (0a), and (0x), can 
be interchanged where they occur in the term •u 
appropriate for the system of interest, and likewise for 
the pair (0,)a and (0,)•. Effectively, this establishes an 
upper limit on the magnitude of •u, since the ignored 
corrections in this term are taken to be of lower order 
than the nonlinear term on the right-hand side of 
Eq. 6. (It can be seen that this limit can be represented 
by the condition a/k<<l.) Since the form of •u appears 
the same in both Lagrangian and Eulerian coordinates 
in this approximation, the subscript E or L is sup- 
pressed in what follows. 
Substitution of the perturbation series •=Y'.• •, 
where the nth term is assumed to be of order n-1 in 
the Mach number, into Eq. 6b and collection of terms 
of equal order results in the set of equations 
(8) 
7 R. D. Fay, J. Acoust. Soc. Am. 3, 222-241 (1931). 
8 A. L. Thuras, R. T. Jenkins, and H. T. O'Neil, J. Acoust. Soc. 
Am. 6, 173-180 (1935). 
9 E. Fubini-Ghiron, Alta Frequenze 4, 530-581 (1935). 
•0 F. E. Fox and W. A. Wallace, J. Acoust. Soc. Am. 26, 994- 
1006 (1954). 
n L. E. Hargrove, J. Acoust. Soc. Am. 32, 511-512 (L) (1960). 
•' D. T. Blackstock, J. Acoust. Soc. Am. 39, 411-413 (L) (1966). 
with 
Z; (0d,) (0d-3, n> 
i=• (9) 
=0, n=l. 
The quantity • can be recognized as 0•t2(•) of the 
Keck-Beyer development? This expansion provides a 
set of equations, each of which consists of the linearized, 
dissipative wave equation for one-dimensional propa- 
gation of acoustic waves in the given system, modified 
by a forcing term q•s. Examination of Eqs. 8 and 9 for 
repetitive motion reveals that each •s, and therefore 
each us, is composed of terms that depend on the sum 
and difference frequencies generated by products of 
solutions of lower order. If the operator • is an explicit 
function of frequency, the appropriate form must be 
applied to each of the terms in us of different frequency. 
Labeling the various frequencies by an index j, we write 
us= Y'..i us• so that Eq. 8 becomes 
(10) 
where the sum over j is understood to encompass just 
those frequencies appearing in each 
Thus, to predict the finite-amplitude effects for one- 
dimensional wave propagation in a fluid system, under 
the assumptions of small Mach number and weak ab- 
sorption, it is necessary only to obtain the linearized, 
absorptive wave equation for the system in either 
Eulerian or Lagrangian form (taking care that the 
D'Alembertian is expressed in terms of co according to 
Eqs. 2 and 7), substitute the resulting expression for 
•u into Eq. 10, and solve for the frequency components. 
It should be remembered throughout the discussion 
that the term order is used not only to describe the rela- 
tive magnitude of absorptive effects, as in "... of order 
a/k. ß ß ," but also to indicate the successive perturbation 
solutions to Eq. 10 that involve successive powers of 
the Mach number. 
B. Application to Rigid-Walled Tubes 
Weston la has presented a linear wave equation valid 
for the propagation of monofrequency sound waves in 
fluids confined to ducts of such dimensions that wave- 
fronts are essentially uniform and planar across the 
cross-sectional rea of the tube except in a small bound- 
ary layer immediately adjacent to the wall. Within this 
boundary layer occur viscous and heat-conduction 
losses that are assumed to dominate the mainstream dis- 
sipation intrinsic to the fluid. Even though the major 
absorptive losses are confined to this sheath surrounding 
the column of fluid, the fact that the wavefronts have 
phase and amplitude virtually independent of a radial 
coordinate--except within the boundary layer-- 
suggests that the acoustic signal will be attenuated as 
•3 D. E. Weston, Proc. Phys. Soc. (London) B66, 695-709 
(1953). 
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if, instead of a boundary layer, there were an additional 
absorptive process throughout the cavity generating 
the same energy loss per unit axial length as occurs 
within the boundary layer. 
Weston's equation can be written in Eulerian form as 
where 
[2•u+ • (i -- 1)O Ju= 0, 
•= (a/s) (2w)-I[•i+ (y- 1) (•'/y)t] 
(11) 
(12) 
and S is the (uniform) cross-sectional area, G the 
perimeter of area S> w the (angular) frequency of the 
propagating waveform, v the kinematic shear viscosity 
of the fluid, f the thermometric conductivity of the 
walls, and i-(--1)«. The real part of u represents the 
mainstream particle velocity in the tube. 
For Eq. 11 to be valid, there must be a dimensional 
restriction on the duct that can be written as 
where l is the boundary-layer thickness given approxi- 
mately by 5(•/co)« (Ref. 13). Since there must be a 
radial component of particle velocity to "distribute" 
the effect of the forces active in the boundary layer 
across the entire cross section, the particle motion is 
not truly one dimensional. However, Eqs. 3 and 4 can 
be applied if the quantities p, u, and • are replaced by 
their values averaged over S. Then, since the main- 
stream values of the acoustic variables differ from the 
values averaged over S by terms of order l/Sl, we can 
assume that the flow is one dimensional and thereby 
apply Eq. 10 to the mainstream velocity. 
A differential equation with real coefficients is re- 
quired for identification of •u. Recognizing that the 
derivation of Eq. 11 has assumed the presence of a 
monofrequency signal, we can replace this equation with 
[3?u + 0 0. (13) 
Thus, Eq. 10 must be solved with 
(14) 
where/5i represents the value of/5 for a frequency coi. 
Lagrangian coordinates have been introduced in ac- 
cordance with the discussion following Eq. 7. 
C. Solutions 
For a tube of uniform cross section and of length L, 
excited at the end a=0 by a piston driven with constant 
acceleration amplitude A0 at an (angular) frequency w, 
and terminated at a= L by a rigid cap, the appropriate 
boundary conditions can be written as 
un (O,t)= (Ao/w) sin(wt-O•), (15) 
un(L,t)-un•(O,t)-un•(L,t)=O, n> 1, (16) 
where the phase angle 0• is specified later. 
1. First Order 
From Eqs. 10 and 14, the first-order solution u• is 
the expression for a damped standing wave satisfying 
the equation 
(1--&)Oa•'u•--co-•Of'un+ (&/co)Oa•'O,un=O. (17) 
This solution can be seen to be un= Re(un), where 
un= (A o/ico)ei('øt-ø•)[e ik (z,-,o_ e--ik (I--a)]/(eikL__ e--ikL). 
08) 
The complex propagation constant k has the usual 
definition k=k--ia, and straightforward calculation 
yields 
k=w/c--' (w/Co)(lq-«/5•), (19) 
where terms of higher order in/5• have been ignored. 
The first of these relations yields an approximate ex- 
pression for the phase velocity, c-' c0(1--«&), which can 
be inferred directly from the first two terms of Eq. 17, 
if it is recalled that the third term cannot contribute 
first-order correction to the phase velocity. This first- 
order dispersion affects the response of the system sig- 
nificantly, as is seen in what follows. The solution can 
be written as 
un= Un{[cosha(L--a) sink(L--a)• coscot 
+[sinha(L--a) cosk(L--a)] sincot}, (20) 
where 
Un= (Ao/w) (sinh2aLq-sin•'kL) -•, (21) 
and 0• has now been defined by 
tan0•= -- tankL/tanhaL. (22) 
Finite-amplitude effects assume greatest importance in 
the vicinity of a frequency for which a normal mode of 
the system is strongly excited, so Eqs. 21 and 22 are 
written in terms of a resonance frequency cot, maximiz- 
ing the amplitude of the pressure Pn (associated with 
un) at the rigid end of the cavity (for constant accelera- 
tion amplitude of the piston)' 
wr/c'-m•r/L--a2L/m•r, m=l, 2, ...; (23) 
This is the resonance frequency as usually defined for 
the infinitesimal-amplitude case, but it is not neces- 
sarily the frequency for which finite-amplitude effects 
are maximized. The integer m represents that normal 
mode most strongly excited by the input frequency. 
For aL<<l and /xw<<c/L, Un and 0• can be approxi- 
mated by 
0• '- tan-•( -- 2Aw//5•w•), (24) 
Un-' (2Ao/m,r&co•) cos0•. 
The angle 0• (which was introduced in Eq. 15, de- 
fined in Eq. 21, and simplified in Eq. 24), describes the 
difference in phase between the piston acceleration at 
a=0 and the pressure at a= L. To see this, notice that 
differentiation of Eq. 18 with respect to time yields 
0 ,u n (0,t) = A 0e i(• t-ø•), (25a) 
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and that manipulation of Eqs. 18, 21, and 22 provides 
an expression for the (first-order) complex acoustic 
pressure at a= L-- 
pn(L,t)= (po)/ik)Une i•t-' pocoUlle i(•t-•), (25b) 
where the approximation is valid for 
2. Higher Order 
Higher-order solutions must have wavelengths such 
that mXy= 2L/j, as can be seen from Eq. 16, and each 
term u,• must have zeros at a=0 and a=L. It is con- 
venient, therefore, to express the first-order solution as 
a Fourier expansion in a over the interval O_<a_<L. 
Terms of order a/k can be dropped in calculating the 
4,, so that Eq. 20 becomes 
un/Sn=[• A• sinjK(L--a)J coswt, (26a) 
where 
K=mr/L, (26b) 
and the amplitude coefficients are approximated by 
At'- '- (m--j)q-m/Xw/wr 
1 I sin (IrmAtofO)r). (mq-j)q-,n/XO)/O)r (27) 
It is clear from Eq. 27 that the only significant coeffi- 
cient in Eq. 26 is Am-' 1, as long as /xO)<<O)r, so that 
Eq. 26a can be simplified to 
u11/U11•' sinK(L--a) cosO)t. (28) 
Within this approximation, valid in the neighborhood 
of resonance, the higher-order solutions can be ob- 
tained easily by iteration. We first define quantities 
Q• and 0• as 
Q•= «[ (cos0•)//•,• (29) 
tan0•= (•-•-2/xO)/O)•)/&, n=l, 2, 3, .... (30) 
[Notice that Un is equivalent o (4Ao/mIrO)•)Ql.] Since 
products of Q's and sums of O's accumulate, it is con- 
venient to express the results with the help of the 
symbolism 
(a,b)g=QaQ• cos(gO)tq-oaq-o•), (31) 
which shortens the expression for finite-amplitude par- 
ticle velocity presented in Eq. 34. The characters a and 
b represent both factors Q• and Q, and also phase angles 
0• and 0,. The sign of the phase angle is represented by 
the sign of the character so that, for example, 
(a, b, -b)g=Q•Q• • cos(gO)t+o•). (32) 
It is also convenient to introduce the peak Mach 
number of the first-order solution' 
M = Sll/½0. (33) 
With the utilization of Eqs. 29-33, the solution through 
fifth order of Eq. 10, with • given by Eq. 14 and Ull 
approximated by Eq. 28, is 
2u/U11--' sinK(L--a){ 2 cosO)t-- (M•)•'(1,2)1+ (M•)•[(1,2,2,3)1 
«(1, 2, --2, 3)•+ (1,1,2,2)1+«(1, 1, 2,--2)• .... } 
+sin2K (L--a){ (M•) (2) •.-- (M•)a[ (2,2,3)•.+ (1,2,2)•.•+ ß ß ß } 
+sin3K (L-- a){ (M•)•' (2,3) a -- (M•)•[ - (2,3,3,4)a+• (2,2,3,4) a+ (2,2,3,3)a+• (1,2,2,3)a•+ ß ß ß } 
+sin4K(L--a){ (M•)a[ (2,3,4) •+ 1 (2,2,4) •] .... } 
q-sin5r(L--a){ (M•)•[- (2,3,4,5) •-• (2,2,4,5) •-t-« (2,2,3,5) • .... }+--- (34) 
in the neighborhood of resonance. 
Terms of the form 
a/k. This is equivalent o making the substitutions 
U ---'> p/•00CO, Ull • Pll/•O0½0, (36) 
sinpK(L--a) cosqwt, p•q, (35) sin --> cos, cos--> sin 
appear in the generating functions •, but have been 
neglected in the above solution since each such term is 
of order a/k, with respect o the associated "harmonic" 
(p-q) terms. It is not clear that this would be the case 
were the system to be excited at a frequency not in the 
neighborhood of resonance, since then the full Fourier 
expansion given by Eq. 26 would have to be used. 
The acoustic pressure associated with u can be ob- 
tained by applying Eq. 4 and ignoring terms of order 
in Eq. 34. 
Examination of the factors Q• given in Eq. 29, along 
with the information from Eq. 12 that • is inversely 
proportional to the square root of the frequency, reveals 
that each Q• is maximized at some frequency lying 
above the resonance value O)r. Further, the higher the 
subscript n, the higher the maximizing frequency. As a 
result, if the acceleration amplitude of the piston is kept 
constant, higher overtones have their strongest ampli- 
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tudes at successively higher frequencies. This effect 
arises from two causes: (1) The first-order correction 
in phase velocity introduces the term (an--a•) into 
Eqs. 29 and 30; and (2) the explicit frequency depend- 
ence of an precludes the special case an--a•=0, which 
would cause all Q's to peak and all phase angles to ap- 
proach zero, at resonance. It is important to notice, 
however, that if o• is increased above o•r to a value o•+ 
given by 
o•+-- o•r (lq- «•1) (37a) 
--which can be re-expressed as 
O•+/O•r--' Co/C, (37b) 
where c is the phase velocity in the pipe for the input 
frequency--then each Qn has passed through its peak 
and decreased to 1/V2 of its maximum value 
Qn &+) = ( 1/VJ) (2•n) -1, 
and all phase angles have become 
(38) 
0he+) = -- •r/4. (39) 
Thus, (1) the harmonics generated by nonlinear effects 
must have successively narrower peaking, resulting 
from the accumulation of products of Q's, and (2) the 
frequency region of most favorable finite-amplitude x- 
citation lies between o• and o•+=o•(co/c), slightly above 
the resonance frequency for infinitesimal-amplitude 
standing waves. The first-order complications in the 
behaviors of Q and 0 leading to (2) are absent for stand- 
ing waves in a system governed by the Navier-Stokes 
equation, since for this case corrections to the phase 
velocity are of second order. As suggested in the dis- 
cussion following Eq. 19, it is now clear that the specific 
nature of the operator • is of major importance in ob- 
taining the detailed behavior of finite-amplitude stand- 
ing waves. 
The frequency dependence of the Q's given in Eq. 29 
introduces a mathematical difficulty: Amplitudes of the 
(nq-1)th-order terms tend to behave as 
'• n n(Mfi) n j.II.• Q•=n (n !)• II cos0j, (40) 
which can become unbounded for increasing n. Because 
of this divergence, which results from the dependence 
$,•=$l/ni, the perturbation expansion approach would 
appear to fail. (The failure would not occur, for 
example, if $n_>$1, since then the left-hand side of 
Eq. 40 would be bounded by n(Mfi/2$l) n, and all series 
would converge for Mfi<2$0. The theory can easily 
be modified to remedy the situation, however, if it is 
recalled that those absorptiye processes intrinsic to the 
fluid have been neglected in the analysis up to this 
point. If the viscous terms that are present in the 
Navier-Stokes equation are retained and the resultant 
intrinsic losses assumed to be additive to the wall losses, 
then • must be redefined as 
(14'a) 
FIG. 1. Loci of axis crossings (with positive slope) of the first 
five harmonics as functions of frequency for the calculated pressure 
waveform at the rigid end of the tube. Only those loci in the region 
of greatest constructive interference are shown. Experimental 
values (©) of the phase of the shock threshold as a function of 
frequency are also shown. 
where e is given by 
e= (P0½02) --1 (•B+ 4*//3). (14'b) 
The mathematical analysis proceeds as before, and the 
resulting finite-amplitude waveform is still described by 
Eq. 34, with the Q's and O's redefined as 
«[-cos0n/ (29') 
tanon= (30') 
With these changes, it is clear that the frequency de- 
pendence of the Q's and O's are significantly modified. 
The amplitudes of the (nq- !)th-order terms now behave 
as 
n(Mfi) '• fi Qj= nMfi (n !)-1, (40') 
j=l 
which tends to zero with increasing n. The modifica- 
tions introduced by Eq. 14'a are important in the per- 
turbation expansion for those harmonics whose indices 
satisfy the inequality n•>•/•l/O•e. For an input frequency 
on the order of 10" Hz and an air-filled cavity with 
diameter on the order of ! in., the intrinsic losses can 
be seen to be insignificant until n is of magnitude 10 a. 
Thus, for all practical purposes in such a system, the 
theory developed on the basis of Eq. !4 is adequate, as 
long as attention is restricted to frequencies below about 
the thousandth overtone. 
Some predictions concerning the process of shock 
formation can be made on the basis of the finite- 
amplitude solution presented in Eq. 34. The values of 
o•t for which shocks can be initiated in the pressure 
waveform should be found where there is greatest con- 
structive interference of the harmonics in the preshock 
r•gime. These values, while being functions of fre- 
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Fro. 2. Diagram of appa- 
ratus and instrumentation. 
quency, should be rather insensitive to amplitude for 
weak shocks, since the relative phases of the individual 
terms are not themselves functions of amplitude. Re- 
writing Eq. 34 with the substitutions of Eq. 36 yields 
the pressure waveform at the rigid end a=L. The 
fundamental component behaves as 
Pll (L,t) = Pll sino•t, (41) 
and analysis of the O's reveals that the harmonics inter- 
fere constructively for values of o•t in Eq. 41 lying within 
about --•r/4 at o•=o•, and q-•r/4 at o•=o•+. This be- 
havior is illustrated in Fig. 1 for the leading terms of the 
first five harmonics. The axis crossings with positive 
slopes of the individual pressure harmonics are dis- 
played since the sine has maximum slope when its mag- 
nitude is zero. Immediately before (in time) this region 
of o•t, the higher harmonics are tending to combine with 
negative amplitudes; just after this region, the higher 
harmonics are combining with positive amplitudes. For 
values of o•t lying outside this region, the interference is 
progressively more destructive, so that the resulting 
waveform should approach more closely the shape of 
the fundamental. Formation of a pressure discontinuity 
would be expected in the region of constructive inter- 
ference where the resultant slope is maximized, which 
should be for those values of o•t for which the axis cros- 
sings of the harmonics are tending to align, as shown in 
the Figure. Thus, on the basis of this preshock behavior, 
the onset of shock in the observed (a= L) pressure wave- 
form should appear to move with respect o the funda- 
mental, shifting with increasing o• from the fourth 
quadrant in time (the region of negative acoustic pres- 
sure) through o•t=0 into the first quadrant (positive 
pressure), but remaining within about one-eighth period 
of the axis crossing for o•r <o• <o•+. 
II. EXPERIMENTAL 
A. Predicted Pressure 
Before discussing the experimental procedures, it is 
convenient to recast the results of the preceding theo- 
retical development in terms of the experimentally de- 
terminable parameters, such as the pressure at the 
rigid end of the tube, the acceleration of the piston, etc. 
1. Infinitesimal Amplitudes 
When the amplitude of the piston is such that finite- 
amplitude effects are negligible, the pressure at the 
rigid end of the tube can be found from Eqs. 25b and 
21 to be 
pll(L,t) = (p0c0A 0/o•) (sinh2aLq-sin2kL)-« sino•t. (42) 
If the acceleration of the piston, given in Eq. 25a, is 
rewritten as 
A (0,t) =A 0 sin(wt+90ø--01), (43) 
it is seen that the acceleration of the piston leads the 
first-order pressure at the rigid end of the tube by 
90ø--01. When the attenuation is small, as for the 
system employed in this experiment, Eq. 42 can be 
simplified to give the first-order pressure amplitude 
Pll•' (pocoAo/o•)E(aL)2-l-sin•kL3-«, (44) 
and Eq. 22 becomes 
tan01-' -- tankL/aL. (45) 
At the frequency of infinitesimal-amplitude resonance, 
these equations take on the simple forms 
P 11 •' p0A o/arn,r (46) 
and 
01---' 0. (47) 
2. Small-but-Finite Amplitudes 
When finite-amplitude effects are taken into con- 
sideration, the pressure is modified by the presence of 
higher harmonics. The leading terms of Eq. 34, in con- 
junction with Eqs. 36, yield 
P (L,t)-' Pll sin•0t+P•.,sin(2•0t+0•) 
q-Paa sin(3wtq-O•.q-Oa)q- . . . , (48) 
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where the pressure amplitudes of the first two overtones 
are given by 
and (49) 
P33/P11 s---' «(•/ooco=)=Q=Qs. 
The Q, and 0, are given in Eqs. 29 and 30 as func- 
tions of the parameter •,. This parameter can be ex- 
pressed as a function of a. (Equation 12 gives a,=al/ni, 
and Eq. 19 leads to •,= 2aco/wni. This latter expression 
is an excellent approximation for the small attenuation 
observed in this experiment.) With this substitution, 
the phase angles become 
tanO=-' 0.414-- (V2,:Xw/ozco) 
and (50) 
tan0s-' 0.732- (vJzXw/aco), 
and the Q factors become 
Q2 '- (V2w/4aco) cos02, 
and (51) 
Qs-' (¾gw/4aco) cows. 
It should be kept in mind that Eqs. 49-51 are restricted 
to experimental conditions where the attenuation is 
small and the frequency is close to that of resonance. 
$. Experimental Considerations 
Equations 42-51 indicate the nature of the measure- 
ments necessary to carry out a comparison with the 
theory. For air, the values of •, o0, and co are known 
once the ambient pressure and temperature are known. 
The values of a and wr have to be found for the particu- 
lar experimental apparatus being used. While Pll could 
be determined from measured values of A 0, infinitisimal- 
amplitude theory is well verified, and instead Pll is 
measured directly. The known values of Pll, a, Wr, /•, 
00, and co then allow predictions of P22, Psa, 02, and Os, 
which are compared with the experimentally measured 
values. Good agreement between predicted and meas- 
ured values would confirm the validity of the theory 
since these predictions are extremely sensitive to the 
assumed form of • used in Eq. 10. 
B. Apparatus and Instrumentation 
Figure 2 shows a diagram of the apparatus and in- 
strumentation. Air at ambient temperature and pres- 
sure is contained within a steel tube 6-ft long, with a 
21-in. i.d., and a wall thickness of i I in. (Ref. 14). One 
end of the tube is rigidly capped and the other fitted 
with a piston. This piston was made slightly undersize 
and an airtight fit obtained by using an O-ring seal and 
14 The necessity of using a tube with very thick walls was indi- 
cated by an observation made during the course of some prelimi- 
nary experiments carried out with an aluminum tube with i-in. 
wall thickness. An accelerometer znounted on the end cap of this 
tube showed that the "rigid" end was actually vibrating with a 
significant amplitude. Switching to the thick-walled tube reduced 
the output of this accelerometer to an undetectably small level. 
stopcock grease. Although the inside wall of the tube 
was somewhat rough, no effort was made to improve 
the finish, except to machine a smooth seat for the 
piston. 
It is important that the motion of the piston be as 
free of harmonic distortion as possible. One potential 
source of trouble is the force that the distorted standing 
wave exerts on the piston. To minimize this effect, the 
piston was made as heavy as possible (5 lb). To drive 
such a massive piston at the amplitudes necessary to 
produce appreciable finite-amplitude effects, a some- 
what unconventional acoustic driver is required. Pre- 
vious work on intense standing waves has been carried 
out using mechanical drivers. TM Although capable of 
large displacement amplitudes, mechanical drivers are 
necessarily limited to driving frequencies below 100 Hz 
and it is impractical to vary the amplitude in a con- 
tinuous manner. However, for the production of intense 
standing waves, the need is not for large displacement 
amplitudes per se but for large acceleration amplitudes 
(see Eq. 46). The recent availability of small, perma- 
nent-magnet vibration generators with large force 
ratings and small moving mass provides a new type of 
acoustic driver capable of producing the large accelera- 
tion amplitudes needed for standing-wave work. The 
frequency and the amplitude can be varied simply by 
adjusting the oscillator output, and the frequency range 
extends far beyond 100 Hz. (The small vibration gen- 
erator used is good up to 10 kHz.) In the experimental 
system, the signal from a low-distortion audio-oscillator 
is sent through a 125-W power amplifier to a MB model 
EA1500 vibration exciter. With the 5-lb piston, this 
system is capable of producing a sound-pressure l vel 
(SPL) of almost 160 dB at 100 Hz. •5 
The motion of the piston was monitored by means of 
an accelerometer (mounted within the piston) and the 
acceleration was measured wkh a VTVM and observed 
on an oscilloscope. The piston was very carefully 
aligned before each set of measurements, so that the 
second- and third-harmonic distortions of the accelera- 
tion waveform, as measured by a wave analyzer, were 
less than 0.5% of the fundamental. The effect of this 
piston distortion on the pressure at the rigid end of the 
tube is further reduced by the transfer characteristics 
of the tube. From Eq. 46 and the frequency dependence 
of the attenuation constant (a •w•), it can be seen that 
the effect of the piston distortion on the acoustic signal 
is reduced by the factm m•, where m is the mode 
number. This means that the second-harmonic distor- 
tion produced in the microphone output by the non- 
115 With the 125-W power amplifier used, the EA1500 has a force 
rating of 35 lb, so that the 5-lb piston (the largest that the exciter 
can handle without external support) can be driven with an ac- 
celeration amplitude of 7 g. If the tube is driven in its fundamental 
mode at 100 Hz, use of the appropriate a= 10-•'m -1 in Eq. 46 pre- 
dicts an SPL of 160 dB. If the tube were shortened so that the 
fundamental would come at a higher frequency, the maximum 
acceleration would remain the same and the only factor affecting 
the SPL would be the increased a. At 10 kHz, a would be greater 
by a factor of 10 and the SPL would be down 20 dB. 
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uniform motion of the piston was always less than 0.2% 
and the third-harmonic distortion less than 0.1%. 
A -}-in. condenser microphone was mounted in the 
rigid end of the tube so that its diaphragm was flush 
with the end of the tube. The small diameter was 
chosen to minimize the disturbance of the rigid bound- 
ary condition. The frequency response of the micro- 
phone was flat within 4-0.5 dB from 80 Hz to 20 kHz. 
Since the fundamental of the tube is around 100 Hz, 
this microphone is capable of faithfully reproducing the 
pressure waveform up to the 200th harmonic. The dis- 
torted pressure waveform was studied for finite- 
amplitude distortion by analyzing the microphone out- 
put simultaneously for first-, second-, and third- 
harmonic content. The noise level in the system was 
such that, for the small-but-finite amplitudes used, the 
accurate analysis of harmonics higher than the third 
was not possible. The analyzers used had a 7-Hz full 
bandwidth and were each operated in the AFC mode. 
To determine the driving frequency to within 0.03 Hz, 
the output of the third-harmonic analyzer was counted 
for 10 sec. 
C. Preliminary Measurements 
The two parameters that depend on the particular 
apparatus being used, a and Wr, can both be determined 
from measurements made at small amplitudes. 
1. Calibration Procedures 
The experimental determination of a and Pn re- 
quires that the absolute calibrations of both the accel- 
erometer and the microphone be known. The acceler- 
ometer sensitivity is defined as SA= VA/Ao, where VA 
is the amplitude of the accelerometer ouput voltage16; 
the microphone sensitivity is defined as SM= VM/P, 
where Vu and P are the peak amplitudes of the micro- 
phone output voltage and the pressure, respectively. 
The calibration of the accelerometer was accom- 
plished by direct measurement of the displacement 
amplitude of the piston face for a range of accelerometer 
output voltages. Displacement amplitudes up to 0.076 
cm were measured with a reproducibility of 4-0.0003 
cm, using a traveling microscope and a stroboscopic 
light. At 100 Hz, fifteen determinations of the accel- 
erometer sensitivity resulted in SA= (6.574-0.03) X 10 -4 
V/(m/sec2). 
The microphone was calibrated using a B rtiel & 
Kja•r model 4220 pistonphone that produces a known 
acoustic pressure level of 124.04-0.2 dB at a frequency 
of 250 Hz. The sensitivity was found to be S•= --76.0 
4-0.2 dB re V/t•bar= (1.584-0.04)X 10 -a V/(Nt/m2). 
, 
•0 The accelerometer sensitivity used in this paper is expressed 
with both the output voltage and the acceleration measured as 
peak values. This differs from the method usually employed in 
environmental testing procedures where the sensitivity is reported 
in rms volts per peak acceleration. 
2. Determination of the Attenuation Constant 
An accurate determination of a, the small-amplitude 
attenuation constant measured at the driving fre- 
quency, is possible from measurements of the micro- 
phone and accelerometer output voltages. When the 
piston is driven at the resonance frequency of the tube 
and the amplitude of its motion is small enough so that 
the finite-amplitude effects can be neglected, Vu is 
given by Eq. 46 to be 
VM = (po/otmTr)(SM/Xx) VA. (52) 
A plot of V• vs VA, at w=wr, should result in a straight 
line of slope (po/amr)(SM/Sx). From this slope, a can 
be calculated once the value of SM/SA is known. In 
Sec. II-C-1, it was shown that this ratio is known to 
within 4%. The precision of this technique is due 
mainly to the ability to find and hold the resonance fre- 
quency and to fit a straight line to the data. Repeated 
determinations of a at the frequency of the fundamental 
resulted in values that were within 2% of each other27 
Attenuation constants were determined experi- 
mentally at the frequency of the fundamental mode of 
the tube and for several frequencies corresponding to 
some of the higher modes. These results are shown in 
Fig. 3, where a comparison is made with the well-known 
Rayleigh-Kirchhoff theory for attenuation in tubes. 
This theory predicts that a= (const) f•/(tube radius). 
If a plot is made of loga vs log(fir'), where f' is a 
reference frequency, a straight line results with a slope 
« and a y intercept equal to the attenuation at the refer- 
ence frequency. For air at 20øC, in a tube with a 2-}-in. 
diam, for a reference frequency equal to the funda- 
mental frequency of the tube (94.0 Hz), the attenuation 
is calculated to be a=0.935X 10-2m -1. It is seen from 
Fig. 3 that the experimental results have the proper 
slope but that their magnitudes are about 20% too 
large. Other authors •8 have checked the validity of the 
Rayleigh-Kirchhoff ormula for air and have also found 
the attenuation to be higher than predicted by amounts 
ranging from 5% to 20%. 
The finite-amplitude measurements were made with 
w always within a couple of hertz of one of the resonance 
frequencies, so that a could be considered to be a con- 
stant over each narrow band of frequency. The values 
of a used in the following calculations were taken from 
Fig. 3 by using the straight line of slope -} that best fits 
the experimentally determined attenuation constants. 
For the fundamental mode, a= 1.12X 10 -2m -1. 
•7 The attenuation constant was also determined by measuring 
the frequency difference, /xf•, between the half-power points on 
the resonance curve. It can be shown from Eq. 44 that a=•r/Xfi/co. 
This method has the advantage that it is not necessary to know 
the calibrations of the microphone and accelerometer. Unfor- 
tunately, /xf• is so small (around 1 Hz) that even with a 10-sec 
count a could not be found to better than 10%. 
•8 ?. Mariens, J. Acoust. Soc. Am. 29, 442-445 (1957). 
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3. Determination of the Resonance Frequency .o5 
The resonance frequency was determined by finding .04 
the frequency at which Pll is a maximum for a fixed A0. 
During these measurements, i  is important that A0 be •' .03 
set low enough so that finite-amplitude effects are 
negligible, since wr is defined on the basis of the first- 
order solution. Repeated measurements made at various .oz 
times indicated that the value of o•r varied by as much 
as 0.3 Hz. It is of interest that a 0.1-Hz change in 
would result from a 0.6 C ø change in the ambient air 
temperature. The temperature change needed to pro- 
duce the observed resonance shift is not inconsistant 
.009 
with the expected variation i  room temperature. .oo8 
To arrive at a value of o• characteristic of the condi- 
tions actually prevailing at the time that the finite- 
amplitude data were collected, the experimental pro- 
cedure was designed so that, as an integral part of each 
run, P•i was recorded as a function of frequency for a 
constant, low value of A 0. These data Were then plotted 
and the maximum of the resulting curve taken to be 
o•. Even with these precautions, it was found that the 
values of c0r obtained on consecutive runs were fre- 
quently apart by as much as 0.1 Hz. It would be useful 
if the value of o• could be determined more accurately, 
for this uncertainty is shown to be of the same order as 
the disagreement between theory and experiment. How- 
ever, with the apparatus available, this variation could 
not be reduced further and was reluctantly accepted. where 
D. Measurement and Analysis Procedure for the and 
Small-but-Finite-Amplitude Data 
The measurement procedure consisted of fixing the 
driving frequency at the half-power point below one of 
the tube resonances and measuring the voltage output 
of each of the first three harmonics of the pressure as a 
function of increasing piston acceleration. During the 
course of each data run, these measurements were re- 
peated at 12 different frequencies; the frequency was 
increased a little each time until the frequency of the 
half-power point above resonance was reached. To 
check the internal consistency, the run was immediately 
repeated by starting above resonance and working 
down. 
The question, "How best to analyze these data?" where 
now arises. Merely to compare the calculated P•j's to 
the measured values would be bootless because of the and 
experimental uncertainties involved. A graphical com- 
parison is preferable. A glance at Eqs. 49 shows that it 
is impossible to write the pressure so that the micro- 
phone sensitivity does not enter. Therefore, it is neces- 
sary to rewrite these equations in terms of the rms out- 
put voltage of the nth harmonic 
(Because of their small values, the contribution of all 
other terms of the same frequency have been neglected.) 
With this substitution, Eqs. 49 become 
(ea/el 2) (SM/x/•) = «(•/pocoa)Q2, (53) 
(es/el s) (3•/V2) 2 «(•/0oco2)22Qs. (54) 
2 3 
f/f' 
Fro. 3. Small-amplitude attenuation constants measured for 
several resonances of the tube. The fundamental frequency of the 
tube is f'=94.0 Hz. The experimental data have been compared 
to a straight line of slope «. 
It is seen from Eqs. 50 and 51 that Q2 has a peak value 
of V2o•/4aCo when A• > 0. The graphical analysis can be 
simplified, if Eq. 53 is rearranged, by dividing by 
«(•/poCo2)(VJo•/4aco) to give 
C2 
•= cos0•, (55a) 
« . 
cosO,{ 1+ E0.414- (•zxo•/aco)-]•-L 
(55b) 
(55c) 
The constants of the system, including those that are 
evaluated from first-order theory, are grouped together 
in C2, so that cos02 is a sensitive indication of the finite- 
amplitude effects. If cos02 is plotted versus A f, the re- 
suiting curve, called the response curve for second- 
harmonic generation, would have a peak value of unity 
when the frequency is slightly above resonance. 
A similar curve can be defined for the third-harmonic 
generation with 
es/el s 
= cosO2cosOs, (56a) 
= . 
cos0s= { 1 + •0.732-- (VjAo•/aco)-]2}-L 
(56b) 
(56c) 
The response curve for third-harmonic generation is 
produced by plotting cos02 cos0s vs Af. This curve has 
a peak value slightly less than unity at a frequency a 
little higher than that of the second-harmonic response 
curve. 
To compare the experimental results to the theo- 
retically predicted response curves, the measured values 
of e2were plotted as a function of el •and a straight line 
fitted to the data. The slope of this line, (e2el•), was 
divided by C2 All quantities in C2 are either known or 
The Journal of the Acoustical Society of America 525 
COPPENS AND SANDERS 
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½) (•) (c) 
Fro. 4. Microphone output waveforms observed at resonance ofthe first harmonic of the tube. (a) 146 dB. (b) 151 dB. (c) 154 dB. 
determined in preliminary experiments. Finally, 
{e2/e•2)/C2 was plotted vs A f, and the results compared 
to the theoretically determined response curve. There 
are three critical points of comparison: (1) The value 
of the maximum is sensitive to the form of C2 and the 
values of the constants that appear there; (2) the fre- 
quency at which the maximum occurs is a check of the 
term [-(V2Aw/aCo)--0.414-] and is particularly sensitive 
to the value of V2Aw/aco; and (3) the shape of the re- 
sponse curve is a check on the form of cos0•. 
A similar procedure was adopted for the third har- 
monic. This time, {e3/e•3)/C3 was plotted as a function 
of Af. 
III. DISCUSSION OF RESULTS 
A. Sound-Pressure Level and Mach Number 
To characterize the strength of the finite-amplitude 
standing waves, a sound-pressure level was defined as 
SPL-20 log•0(P•/0.0002 ubar); i.e., the SPL based on 
the pressure of the fundamental measured at the rigid 
end of the tube. Although this definition seems to be 
appropriate for the small-but-finite-amplitude waves 
discussed in this paper, it is doubtful whether it would 
retain its usefulness for very intense standing waves that 
contain shocks. 
The waveform distortion associated with finite- 
amplitude standing waves and its correlation with the 
SPL is illustrated by means of the microphone-output 
waveforms presented in Fig. 4. These waveforms were 
obtained by increasing the piston acceleration while the 
frequency was held fixed at wr. As the acceleration is 
increased, distortion first appears as a steepening of the 
compressional phase of the waveform. At 146 dB, the 
second-harmonic distortion has become 15% of the 
fundamental and the resulting waveform is shown in 
Fig. 4(a). The waveform corresponding to 151 dB (with 
22% second harmonic) is shown in Fig. 4(b). (Notice 
that the further steepening of the curve has been en- 
hanced by the growth of a secondary minimum in the 
latter part of the negative portion of the cycle.) 
Figure 4(c) shows the waveform obtained when the 
-(•.8 • I -0.4 
o o,l,•o c• 
,o.8 • o ' 
ß o,• X -• 
.0.4 n--2 -0.4 n--$ • o 
'0.2 0.2 
0 +0.4 +0.8 -0.8 -0.4 0 +0.4 +0.8 
Af, (Hz) Af, (Hz) 
(b) 
FIC,. 5. Response curves for (a) the 
second- (n=2) and (b) the third- 
(n=3) harmonic distortion with the 
tube driven near its fundamental. 
:Theory (Eqs. 55 and 56). ¸: 
Experimental data. 
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Fro. 6. Response curves for (a) the 
second- (n=2) and (b) the third- 
(n=3) harmonic distortion with the 
tube driven near its first overtone. 
•: Theory (Eqs. 55 and 56). ¸: 
Experimental data. 
0.2 •' 0.2 
-0.8 -0.4 0 +0.4 +0.8 -0.8 -0.4 0 +0.4 





SPL is increased to 154 dB. In the region of the second- 
ary minimum, a discontinuity in the slope is evident, 
along with a sudden rise in the pressure that is chal- 
acteristic of a shock wave. 
For a frequency different from that of resonance, the 
distortion follows the same sequence with increasing 
SPL. The piston acceleration ecessary to produce the 
shock varies with frequency. It was observed that 
shocks are easier to obtain when the frequency was 
between wr and w+. No quantitative data were taken on 
this point because of the difficulty of defining what is 
meant by the "first appearance" of the shock. The posi- 
tion of the shock on the waveform varies with fre- 
quency, moving to later times as the frequency is in- 
creased. At all frequencies where the maximum ob- 
tainable piston acceleration was sufficient to produce 
shock, the shock develops out of the secondary mini- 
mum in a manner very similar to the example shown. 
The migration of the shock observed experimentally 
is in the same direction as that predicted in Sec. I-C-2, 
by using the small-but-finite-amplitude theory. In an 
effort to assess the advisability of using this theory to 
predict behavior in the shock r•gime, it was decided to 
determine the accuracy of this shock-position predic- 
tion. Using a dual-beam oscilloscope, measurements 
were made of the phase angle between the secondary 
minimum and the piston acceleration as a function of 
frequency. The secondary minimum and the shock both 
change position as the acceleration is increased; but 
this change is small, and the position recorded was that 
of the secondary minimum when it first appeared. The 
results are plotted in Fig. 1. Although the agreement is 
not precise, it is surprisingly good considering that the 
theory has been pushed beyond the expected range of 
validity. 
Because of the important r61e played in the theory by 
M, the peak Mach number of the first-order solution, it 
is of interest to calculate the Mach numbers for the ex- 
perimental sound levels. From Eqs. 33 and 36, we have 
M=Pll/poco s, so that for air at normal conditions 20 
log10M= SPL--197. Therefore, at a SPL of 150 dB the 
Mach number is 4.5X 10 -2, and the assumption that the 
Mach number is small is certainly a valid one. 
The remaining results reported in this paper were all 
obtained at 150 dB or below. 
B. Response Curves 
Figure 5 compares the experimental and theoretical 
response curves for the second- [-Fig. 5(a)• and third- 
harmonic [-Fig. 5(b)• distortion when the tube was 
driven near the frequency of its fundamental mode. No 
normalization has been used in presenting these experi- 
mental results. 
The random error in the horizontal position of the 
points is due to the uncertainty in measuring the driving 
frequency. Since the third harmc•nic was counted for 10 
sec, this variation is about 4-0.03 Hz. The random error 
in the vertical position of the points is due to the fitting 
of a straight line to the initial data, and is seen to be 
small since the slopes plot on a smooth curve. The 
entire curve could be shifted horizontally 4-0.1 Hz 
owing to the uncertainty in determining Wr. The error 
in Cs and Ca is mainly due to the uncertainty in a and 
SM and can be estimated to be about 50-/0. Such an error 
would move all points vertically, with points near the 
top moving more than those lower down. 
The agreement in amplitude and shape is very satis- 
factory, and the position of the maxima agree with the 
theory to within the uncertainty in determining the 
resonance frequency. 
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TIME 
(a) zxo.,/o.,, = 0.000. 
',\ 
• //• o 
TIME 
(b) •/•: --0.081. 
// • q 
// 
Fro. 7. Reconstructed waveform for the tube 
driven (a) at the fundamental resonance frequency 
(Aw/cor=0.00), (b) slightly bdow the fundamental 
resonance frequency (Aw/cor=--0.081), and (c) 
slightly above the fundamental resonance frequency 
(/xco/co•= 4-0.068). The data are taken from the ob- 
served waveform shown in each lower right-hand 
corner. a: Piston acceleration. p: Pressure at rigid 
end.- : Computer calculation.---: Funda- 
mental. SPL= 150 dB. 
(c) /xco/co•= +0.068. 
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Figure 6 shows the results obtained when the tube 
was driven near the frequency of its second mode. Once 
again, the agreement is quite satisfactory, although the 
position of the maximum of the second-harmonic 
[Fig. 6(a)• response curve is off by an amount larger 
than would be expected from the error in cot. Experi- 
ments are presently being conducted to obtain a more 
accurate value for cot in order to see if this anomoly is 
real. 
C. Waveform Reconstruction 
The harmonic analysis has shown that the experi- 
mentally measured amplitudes of the second and third 
harmonics are in substantial agreement with the theo- 
retical predictions. Turning to the question of the phase 
angles, it is seen from Eqs. 50 that the phase angles 
should depend only on the frequency away from reso- 
nance. To obtain a check on the validity of the phase- 
angle predictions, photographs were taken of the 
microphone output and compared to waveforms re- 
constructed from the measured first harmonic and the 
theoretically predicted higher harmonics and phase 
angles. This reconstruction was performed on a 
CDC-1604 computer and used all terms up to fifth 
order. By photographing the accelerometer output 
simultaneously with the microphone output and using 
the theoretical expression for the phase between the 
acceleration and the fundamental (Eq. 45), it was pos- 
sible to determine the relative phase between the ex- 
perimental and reconstructed waveforms. Three fre- 
quencies were used: the fundamental resonance fre- 
quency of the tube, one frequency above resonance, and 
one below, both approximately at the half-power points. 
At all frequencies, the acceleration of the piston was 
adjusted to give SPL- 150 dB. 
The comparison made at resonance is shown in 
Fig. 7 (a). In the lower right-hand corner is a tracing of 
the waveform of the accelerometer and microphone 
outputs, as observed on a dual-beam oscilloscope; the 
data were taken from the tracing. The sensitivity 
of the oscilloscope was used to scale the vertical 
dimension and the accelerometer trace to determine the 
phase. The theoretical curve was calculated by using 
only the measured frequency and first-harmonic ampli- 
tude. No normalization was used. The first harmonic is 
shown alone to emphasize the nature of the finite- 
amplitude distortion. It is seen that the theory qualita- 
tively predicts the correct waveform with the proper 
steepening and phase. The quantitative agreement in 
the amplitudes is acceptable considering the degree of 
distortion evident in the photograph. 
Figure 7(b) shows the same comparison for the fre- 
quency below resonance. Theory and experiment are in 
agreement, showing a rounding off of the crest of the 
waveform and a sharpening of the trough. 
Figure 7(c) is for the frequency above that of reso- 
nance. Theory and experiment agree once more, this 
time showing a sharpening of the crest and a rounding 
off of the trough. 
IV. CONCLUSIONS 
Application of perturbation techniques has led to the 
expression of a finite-amplitude standing wave as a 
Fourier series in its (frequency) harmonics. The ampli- 
tudes and phases of the individual harmonics are sensi- 
tive functions of both the difference between the input 
frequency co and the infinitesimal-amplitude resonance 
frequency co• and also the particular absorptive mecha- 
nism operative in the system. 
Experimental investigation has shown that the theory 
accurately predicts the amplitudes of the first few har- 
monics and the dependence of each amplitude on the 
driving frequency, the infinitesimal-amplitude reso- 
nance frequency, and the absorption coefficients of the 
cavity. This agreement is good for SPL's up to within a 
few decibels of those necessary for shock formation. 
Combining these amplitude predictions with the pre- 
dicted phase angles results in distorted waveforms that 
compare favorably with the experimental observations. 
Somewhat surprisingly, this small- but finite-ampli- 
tude theory can be used to predict certain aspects of the 
waveform that exist when shocks are present. The pre- 
diction of the position of the shock on the waveform, 
and the frequency dependence of this position, agrees 
far better with observations than might be expected 
from the limitations of the theory. In addition, the ob- 
servation that the piston accelerations necessary for 
shock excitation are lowest in the range co•<co<co+ 
offers qualitative confirmation of the theoretical result 
that finite-amplitude effects are maximized above the 
infinitesimal-amplitude resonance frequency cot. The 
appearance of a waveform asymmetry that is frequency- 
dependent and the migration of the shock position are 
consistent with similar results obtained by Chester a in 
his elaborate theoretical analysis, which is valid for 
both preshock and shock r•gimes. This asymmetry and 
shock migration do not otherwise appear to have been 
noticed, and the present work provides some physical 
insight into the nature of the mechanism. 
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