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ABSTRACT





A long-term bond that is sold before its maturity has an uncertain excess return
over the certain return from a shorter-term riskfree bond maturing at the time of
sale. There is strong evidence that this excess return is predictable and that the
predicted excess return, or risk premium, is time varying. Cochrane and Piazzesi
(2005) use five forward rates to predict excess returns on one to five-year matu-
rity bonds. I extend and improve their approach in multiple aspects. Firstly, the
data set for the US market is expanded in two dimensions: cross-section and time
series. In the cross-section dimension, one- to twenty five-year maturity bonds
are incorporated. In the time series dimension, the data is extended to Decem-
ber 2012. Including more recent data elucidates a structural break in the model
in-line with the shifts in Federal Reserve strategies for monetary policy. Addi-
tionally, I apply a parsimonious variant of their model to nine global fixed income
markets: Canada, the United Kingdom, Germany, Norway, Sweden, Switzerland,
iv
Japan, Australia, and New Zealand. Furthermore, I investigate the out-of-sample
predictability of bond excess return in all ten markets, and I propose a superior
specification to forecast risk premium for US market. My findings indicate that
a variant of Cochrane and Piazzesi (2005) model has a reasonable in-sample and
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The relation between interest rates of different maturities, the term structure of interest
rate, has long been recognized as a potential source of information about the future path
of economy and macroeconomic developments. It extends an understanding of mar-
ket expectations and their progression in response to changes in economic conditions.
It provides feedback to central bank policy decisions and communications. It is po-
tentially an early warning indicator of improvement or depreciation in macroeconomic
conditions. Hence, the term structure of interest rates can be an invaluable source of
information for policy-makers as well as financial practitioners. Policy-makers use the
nominal short-term rate as a primary policy instrument and adjust the rate to achieve
their economic stabilization goals. However, what matter for aggregate demand are
long-term yields. For example, U.S. households decide on whether to buy or rent a
house based on long-term mortgage rates. For a given state of economy, a model of
the yield curve helps to understand how movements at the short end translate into
long-term yields. Hence, policy-makers carefully monitor the term structure of inter-
est rate to derive market-based expectations of future monetary policy and to evaluate
the efficiency of their communications strategy. For practitioners, accurate interest rate
forecasts can be the key to a thriving trading strategy. In general, understanding the
2
dynamic transformation of the yield curve is important for many tasks, including pric-
ing financial assets and their derivatives, managing financial risk, allocating portfolios,
structuring fiscal debt, conducting monetary policy, and valuing capital goods.
Yields of maturities longer than one period are risk-adjusted average of expected
future short rates. Hence, modeling and forecasting the term structure requires mod-
elling and forecasting risk as perceived by the market and modeling and forecasting
future monetary policy short rates. In other words, understanding the term structure
requires decompositions of the long rate into expected short rates and a term premium.
Separating both is important for policy-makers because influencing the expected path
of the policy rate plays an important role in monetary policy and at the same time es-
timating term premium can give policy-makers an indication of market participants’
assessments of the perceived risks. Additionally, policy-makers can design some mea-
sures to reduce the compensation for risk (such as quantitative easing). However, these
decompositions are complicated and subject to considerable uncertainty.
Several studies have empirically examined the predictive ability of various term
structure factors such as the yield spread, forward rates, and real interest for future
excess bond returns. It is intuitive to hypothesize that forward rates contain applicable
predictive information because they represent the expectation of the future value of
bonds. Cochrane and Piazzesi, 2005 study U.S. government bonds in an in-sample
3
forecasting exercise and reveal that a single tent-shaped linear combination of forward
rates predicts excess returns on one- to five-year maturity bonds. The focus of this
thesis is on predictive ability of forward rates and to provide an empirical and economic
insight into time-varying bond risk premia.
Contributions
I contribute to the existing literature in multiple dimensions. First, I conduct a detailed
analysis on Cochrane and Piazzesi (CP henceforth) model utilizing multiple data sets.
This facilitates testing for the stability of their results across various data sources.
Additionally, a rolling window and subsample analysis show that the predictive ability
of forward rates is not consistent over time which can be an indication of structural
breaks in the data. The presence of structural break is further confirmed by a series
of significance tests in a state space setup. Furthermore, I analyze if the tent shape of
CP’s factor loadings obtained by regressing bond excess returns on forward rates are
consistent over time.
Second, I extend the data set for US market in two dimensions: cross-section
and time series. I study the forecastability of excess return on one- to twenty five-year
maturity bonds from February 1985 to December 2012. Additionally, I evaluate the
explanatory power of the extended CP in an out-of-sample regression analysis after
controlling for structural break of 2007. Furthermore, I propose an alternative fore-
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casting specification for US market. This modified specification performs significantly
better than CP particularly in the out-of-sample study.
Third and foremost, I analyze in-sample and out-of-sample predictive ability of
the forward rates in nine international markets: Canada, the United Kingdom, Ger-
many, Norway, Sweden, Switzerland, Japan, Australia, and New Zealand. I introduce
a parsimonious version of CP’s model for international markets. I discover that the
prediction of risk premia in international markets requires less information compared
to the US market, i.e., utilizing only three forward rates as predictor achieves a plau-
sible explanatory power. A panel analysis further reveals that there exists a systematic
global factor that drives risk premia in all ten markets, a reverse tent-shaped linear
combination of forward rates.
The remainder of this thesis is structured as follows. The first chapter reviews the
literature. In Chapter 2 data sets are briefly described and analogies are drawn. Chapter
3 extends CP. Chapter 4 examines the out-of-sample forecasting power in US market.
The predictive ability of the forward curve for international risk premia in-sample and
out-of-sample is analyzed in Chapter 5, and Chapter 6 concludes.
5
Chapter 1
State of the Art
Until recently, most of the analysis of the yield curve had been undertaken as-
suming that the theory of expectation hypothesis holds. This theory highly simplifies
the economics interpretation of yield curve dynamics. For instance, the expectation
hypothesis implies that forward rates are unbiased predictors of future interest rates.
According to this theory, the slope of the yield curve formulates market expectations
of the average future path of short-term interest rates, i.e., the long yields are the av-
erage of future expected short yields. In its pure version, or strong form, the EH
(Expectation Hypothesis) implies that bond yields are fully determined by the ex-
pected path of the short-term interest rate and a convexity component with zero term
premium. However, in postwar U.S. data, the upward sloping yield curve contradicts
the pure EH, because without term premia this would have to imply that short-term
interest rates are expected to trend upwards most of the time. Therefore, the relevant
form of the EH is the extended version. The extended version of the EH, or weak
form, allows for a maturity-specific and time-invariant term premium. It implies that
the long term rate is determined by market’s expectation of short-term rate over the
holding period of long-term bond plus a constant risk premium. This hypothesis al-
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lows a constant risk premium but assumes that the risk premium is not predictable by
the time-variation of the yield curve.
Although the logic underlying the EH, that expectations of future short inter-
est rates shape the term structure of longer interest rates, is intuitive, appealing, and
a common assumption in macroeconomic modelling, there is abundant evidence that
the expectation hypothesis of term structure of interest rates does not hold empiri-
cally and the current view is that it does not properly describe the dynamics of term
structure of interest rates. Although government bonds in large and stable economies
are generally considered default-free, their real cash flows are exposed to other risks
and investors tend to demand a compensation for holding long-term bonds instead
of series of shorter-term bonds. Hence, the term premia exist, perhaps due to risk
aversion. The bond risk premia compensate investors for higher risk and drive a gap
between short rates, the monetary policy instruments controlled by central bank, and
longer maturity rates. Furthermore, it is widely recognized that the bond term premia
are time-varying and predictable to a certain extent. The economic reasons behind
the movement of these risk premia are of special interest for policy-makers seeking
to influence long-term market interest rates through a short-term key interest rate.
This chapter reviews the literature on bond risk premia predictability and es-
timation. Section 2 introduces the definitions. Section 3.1 reviews the literature on
regression-based approach where the section is further organized based on analyzed
factors. Section 3.2 reviews the literature on model-based approach. The survey sum-
7
marizes the literature generated over the past 30 years. Given the amount of research
developed on this topic, it is not practical to review every reference in detail so I have
concentrated on recognized seminal work.
1.1 Definitions and Technical Methods
1.1.1 Basic Treasury Yield Curve Concepts and Stylized Facts
This section introduces the basic bond pricing terminology, notations, and presents
the most prominent stylized facts of the term structure of interest rates. Treasury
bonds play an important role in many investors’ portfolios so an understanding of
the risk and return dynamics for this asset class is of central economic importance.
According to the Securities Industry and Financial Markets Association, the size of
the U.S. Treasury bond market in Q1,2016 was almost 36% of the entire U.S. bond
market which includes corporate debt, mortgage and municipal bonds, money market
instruments, agency and asset-backed securities.
Furthermore, the excess returns of long-term government bonds are subject
only to interest rate risk. There is no default risk or cash flow uncertainty, and al-
most all foreign exchange risk can be hedged. The simplicity of government bonds
facilitates the establishment of useful forecasting instruments and interpretation of
empirical findings. Hence, the most basic building block of fixed income analysis
is a default-risk-free zero coupon bond. These bonds pay a terminal payoff, usually
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normalized to 1 unit, without risk of default and without paying any intermediate
coupons. Respectively, U.S. treasury zero coupon bonds are the analyzed asset class
in this article.
At any point in time, bonds of different maturities will have different yields.
A yield curve is a function that maps maturities into yields at a given point in time.
Yield curves evolve dynamically, hence they a cross-sectional as well as a temporal
dimension. Understanding how yields tend to behave across different maturities and
over time is invaluable. In a sense this might seem very simple exercise of modeling
and forecasting a time series but in another sense it is a rather more complex and
interesting exercise. We need to model a series of curves. The most relevant yield
curve stylized fact for this paper is that the average of yield curves at each point in
time increases with maturity. This implies that premia exist.
Multivariate models are required for sets of bond yields. An obvious choice is
a vector autoregression model. However, the first problem in term structure modeling
is how to summarize the price information at any point in time for the large number
of nominal bonds that are traded. Unrestricted vector autoregressions suffer from
inefficient parametrization or waste of degrees of freedom. In fact, since only a small
number of sources of systematic risk appear to underlie the pricing of bond, yields
in most developed countries are well described by a low-dimensional factor model.
The first three principal components of bond yields explain well over 95 percent of
their variation. The three bond yield factors effectively are standard empirical yield
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curve level, slope and curvature measures, i.e., the 10-year yield, the 10Y-6M spread,
and a 6M+10Y-2*5Y butterfly spread, respectively. This is important, because it
implies that the different factors likely have different and specific macroeconomic
determinants. For example, inflation is acknowledged to be related to the yield curve
level, and the stage of the business cycle is relevant for the slope.
1.1.2 Bond Pricing Basics and Notation







The log forward rate at time t for loans between time t + τ − n and t + τ (or
forward rate for a contact t+ τ − n month ahead with n length) can be written as:
f
(τ)
t (n) = p
(τ−n)
t − p(τ)t (1.2)
Buying this bond at time t and reselling it at that time t + n generates a log






Excess log returns is defined as log holding period return in excess of risk free






t+1 − γ(1)t (1.4)
It has been documented that premia on treasury bonds vary with the shape
of the term structure, e.g., slope of the yield curve. Term premia can vary either
because of variations in expected excess returns or variations in conditional variances
of yields. The focus in this paper, as in almost all of the literature on term premia, is
on variations in term premia associated with expected excess returns.
Holding the bond until maturity (n = τ) generates a return which is known at

















Asset prices are the expected values of their future payoffs discounted at the
risk-free rate(short rate), where the expectation is computed using the risk-neutral










where E∗ denotes expectation under Q∗. If there exists a risk neutral probability
measure Q∗, a system of asset prices is arbitrage free (no risk free return). Monetary
policy and bond prices are connected via two channels. Firstly, central banks use the
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nominal short-term rate as a primary policy instrument. Secondly, the absence of ar-
bitrage opportunities implies that bond yields reflect risk neutral expectations about
future short rates. Hence, both institutional features (short rate as a policy instru-
ment) and economic restrictions (no arbitrage) impose a fundamental link between
monetary policy and the entire term structure of interest rates.
The no-arbitrage concept implies, among other things, that securities with the
same risk characteristics (same payoff in all states of the world) should have the same
price. The assumption of no arbitrage ensures that, after accounting for risk, the dy-
namic evolution of yields over time is consistent with the cross-sectional shape of the
yield curve at any point in time. The no-arbitrage and hence this consistency condi-
tion is likely to hold, given the existence of deep and well-organized bond markets.
1.1.3 Expectations Hypothesis and Bond Return Predictability
The basic theory of the term structure of interest rates is the expectations hypothesis.
The EH is originally proposed by Fisher (1896, 1930), and further modified and
popularized by Keynes (1930), Lutz (1940) and Hicks (1953). Melino (1988), Shiller
(1990) and Campbell and Shiller (1991) provided comprehensive surveys covering
early work on EH. The extended version of EH suggests that the long-term interest
rate is determined by the current short-term rate and the market expectation of the
short-term rate over the maturity of the long-term rate, plus a constant risk premium.
Given its assumption of constant term premia, the expectations hypothesis attributes
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all changes in the yield curve to changes in expected short rates. The case where
the risk premium is zero is termed the “pure EH”. That is, the long bond yield is
the average of the expected value of future short-term rates. The pure EH can be
formulized in two different forms:
1. LEH (Local Expectation hypothesis): The LEH states that the pricing relation
(1.6) holds under the data-generating measure Q (market expectation). Bond
yields are thus given by
γ
(τ)




Under LEH the data-generating measure Q and the risk-neutral measure Q*
coincide. Even though this implies that expected excess returns on long bonds
are zero, the LEH is not exactly the same as the EH.
2. EH: The more prominent Expectation Hypothesis states that bond yields γ(τ)t







According to the pure EH, the expected return from holding a long bond until
maturity is the same as the expected return from rolling over a series of short bonds
with a total maturity equal to that of the long bond. Though the expectations hypoth-
13
esis provides a simple and intuitively appealing interpretation of the yield curve, it
ignores interest rate risk.
The EH has been tested and rejected using a wide variety of interest rate series,
over a variety of sample periods, alternative monetary policy regimes, etc., for more
than 20 years. For example, Cox et al. (1981) argued that the EH is not consistent
with no-arbitrage. They distinguish various forms of the expectations hypothesis of
the term structure of interest rates and they prove that, with one exception, these are
not consistent with general equilibrium except in the trivial case in which interest
rates are nonrandom. Fama (1984) examined expected returns on U.S. Treasury bills
and U.S. Government bond portfolios for different maturities. Fama documented the
non-monotonicity of expected bill returns. The expected returns on bills tend to peak
at eight or nine months and never increase monotonically out to twelve months. This
non-monotonicity of expected bill returns is inconsistent with the pure expectations
hypothesis.
The Expectation Hypothesis also implies that the expected excess returns on
bonds should not be forecastable. In other words, the expectations theory of the
term structure hypothesizes that variables in the information set at time t should have
no predictive power for excess bond returns. The standard empirical approach to
studying the predictability of bond excess returns consists of estimating a predictive




t+n = a+ b Zt + et+n (1.9)
Where rxt+n is excess holding period return as defined in (4) and Zt is a vector of
predictors. Conventional tests often reject the null hypothesis that the parameter vec-
tor b is zero. Some suggest that over-rejections may arise if r is stationary and the
variables Z are highly persistent, making inference highly distorted in finite samples.
For this reason, researchers often use finite sample corrections or bootstrap proce-
dures to conduct inference. However, often the robust inference still rejects the null
hypothesis and hence points to predictability of excess holding period return.
1.1.4 Measuring the Term Premium
As established in the previous sections, the failure of the expectation hypothesis is
largely documented in many studies. Except for when it is calculated until maturity,
the nominal return on a long bond is uncertain, and investors may require compensa-
tion for this uncertainty. The “term premium” refers to such compensation and any
other sources of deviation from the expectations hypothesis. Hence, understanding
the risk premium on long-term bonds is of clear practical importance. For example,
central banks around the world use the yield curve to help assess market expectations
about future interest rates and inflation as well as to evaluate the overall position of
monetary policy, but such information can be obscured by time-varying risk premi-
ums. At the same time, understanding the long-term bonds movements is crucial
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for spending and investment decisions in the economy. Therefore term premia are
relevant in many branches of macroeconomics and finance.
The compensation demanded for holding long bonds (risk premia) can depend
on both the amount of risk and the price of that risk, either of which can change
over time due to variable fundamentals and other factors. For example, the amount
of systematic risk could vary with change in perceptions of uncertainty about infla-
tion, real activity and monetary policy. In addition, the compensation could vary with
the business cycle (Fama and French, 1989), as investors might be more risk-averse
in recessions than in booms. Besides these fundamentals-based mechanisms, there
may be other factors influencing term premia, such as liquidity and preferred investor
habitats. One example is the “flight to quality” effect in some major government se-
curities markets at times of extreme volatility. For instance, news on geopolitical
risk events might lead to a particularly strong demand for relatively safe assets, tem-
porarily pushing down bond yields. Special demand for government securities from
large institutions such as pension funds and foreign central banks might also influ-
ence the level of yields. Behavioral mechanisms, such as over- or under reaction in
the bond market to certain news events, have also been considered as a source of term
premium variation.
There are several distinct definitions of the term premium although the under-
lying intuition is the same. Three commonly used definitions are: (1) the forward rate
minus the expected future spot rate; (2) the expected return on holding a multi-period
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zero coupon bond for one period minus the one-period yield (short rate); and (3)
the yield on a zero coupon bond minus the average of expected short rates from the
present to the maturity of the bond. The term premia defined in (1), (2) and (3) can
be called the “forward term premium”, the “return term premium”, and the “yield
term premium” respectively. These term premia tend to move in the same direction.





















Measuring the term premium can be done as follows:
1. Survey-based measure: One can take survey forecasts of financial market
participants (for example, Blue Chip Financial Forecasts (BCFF)) as a
“model-free” proxy for market expectations for future short-term interest rate
and plug those forecasts into the definition of the forward premium above. The
forward premium in this case is the futures rate minus the expectation of the
federal funds rate implied by the survey. Unlike the in-sample regression-based
premia, this measure is calculated in real time. Estimates of term premia
utilizing this approach appear to have reasonable properties. Unfortunately
though, there is inconsistency in the survey-implied premium probably partly
due to the fact these surveys of interest rate forecasts over long horizons are
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conducted very infrequently and may suffer from substantial measurement
errors, including errors associated with interpolation and the dating of the survey
(since respondents report only very rough average estimates of future rates).
2. VAR-based measure: Because long-term survey data are available so
infrequently and because survey responses are sometimes not very good
measures of financial markets’ true expectations as embodied in market prices,
it may make sense to use a macroeconomic forecasting model such as a vector
autoregression (VAR) to forecast short-term interest rates instead. Plugging
these VAR-based forecasts into the definition of the term premium then provides
an alternative and more timely measure. However, unfortunately there is also
inconsistency in VAR-based premium measures. For example, Cochrane (2007)
considers two different specifications of a VAR and shows that the resulting
term premium estimates are vastly different, even though both measures are
derived from a VAR and thus might be expected to be similar.
3. Empirical approaches (regression-based): A variation of equation (9)
rx
(τ)
t+n = a + b Zt + et+n can be used to empirically estimate expected excess
return and hence risk premia with different sets of predictors Z. Early pioneers
in this kind of approaches include Fama and Bliss (1987) and Campbell and
Shiller (1991) who show that the difference between forward rates and spot rates
or the term spread forecast bond excess returns. The predictor Z can be financial
factors (e.g., forward rates), macroeconomic variables, and etc.
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4. Model-based approaches: The term spread—the observed difference between
the yield on a long-term and a short-term bond—reflects a combination of
underlying factors. Its largest component is investors’ expectations about
future short-term interest rates. The remaining difference in yield compensates
investors for the risks associated with holding long-term rather than short-term
investments. This is the term premium component. Neither component is
directly observable, so we measure term premia using a statistical model and
attribute the balance of the term spread to the expectations component. The
relationship between the term spread and its components is given as:
term spread=expectations component+term premium component. (1.10)
Accordingly, movement in yield curves can be decomposed into two parts; one
that reflects changes in expectations of future short-term rates, and another
associated with changes in their required compensation for risk (term premium).
In recent years, a class of dynamic term structure models, called “no-arbitrage
term structure models”, has been increasingly used to decompose the yield
curve and extract expectations and term premia from the yield curve, especially
at longer maturities. No-arbitrage condition constrains the way bond yields of
various maturities can move relative to one another, simplifying the formulation
of the dynamics of the entire yield curve. Risk premia in term structure
models reflect the market prices of risk for the factors driving interest rates.
Early generations of no-arbitrage models did not perform well empirically,
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as the assumed functional forms were too simple. For example, the notable
Vasicek model assumed the presence of a single risk factor that followed
an autoregressive process and a constant market price of risk. In fact, this
implied a version of the expectations hypothesis (with constant term premia) by
construction. Later research introduced multiple risk factors and specified the
market price of risk more flexibly as a function of the risk factors (e.g., Dai and
Singleton, 2000 and Duffee, 2002). In the finance literature, there are two basic
approaches to modeling time-varying term premiums: time-varying quantities
of risk or time-varying prices of risk (which translate a unit of factor volatility
into a term premium). The large literature on stochastic volatility takes the
former approach, allowing the variability of yield factors to change over time. In
contrast, the canonical Gaussian affine no-arbitrage finance representation (e.g.,
Ang and Piazzesi (2003)) takes the latter approach, specifying time-varying
prices of risk. Some recent literature takes an intermediate approach. For
instance, in a structural dynamic stochastic general equilibrium (DSGE)
model, Rudebusch and Swanson (2011) show that technology-type shocks
can endogenously generate time-varying prices of risk – namely, conditional
heteroscedasticity in the stochastic discount factor – without relying on
conditional heteroscedasticity in the driving shocks. In this article, my focus is
on reviewing no-arbitrage affine models.
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In reality, however, there are daunting limitations in our ability to measure the
term premium, any estimate of the term premium depends crucially on the markets’
expectations of the future path of short-term interest rates, and these expectations
are very difficult to measure especially for long horizons. Our uncertainty regarding
the markets’ expectations of inflation and short-term interest rates in the far-distant
future is reflected in our uncertainty regarding the current level of the term premium.
1.2 No-Arbitrage Dynamic Term Structure Models
A dynamic term structure model characterizes the comovement of short term and
long term bond yields over time. Term structure models are essentially structured as
state space systems with time series dynamics as well as cross-section restrictions(no-
arbitrage). The assumption of no-arbitrage guarantees the existence of a risk-neutral
measure. Term structure modeling evaluates the price of zero-coupon bonds at time
t for each maturity τ . Based on pricing relation (6) P (τ)t = E∗t exp − t+τt rudu
any term structure modeling involves two factors:
(i) the change of measure from data generating Q to risk-neutral Q∗
(ii) identifying the dynamics of the short rate r under risk neutral measure.
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1.2.1 Factor Models of Yield Curve
Factor models indicate that short rate r is a function of relevant state vector x, rt =
R(xt), and x is a Markov process under risk-neutral measure Q∗. Factor models
generally assume that there are low dimensional risk factors driving the interest rates.
The simplest case is a single factor model. In this case, a single state variable is
equal to the risk-free rate, xt = rt. In continuous time, a Markov process x solves
the stochastic differential equation ( SDT)
dxt = μ
∗





where z∗ is Brownian motion which generates uncertainty, μ∗x is the drift of x, and σ∗x
is its volatility, all under Q∗ measure. In a continuous-time setting, the volatility of
the state variable is equal under both risk-neutral and data-generating measure, i.e.,
σ∗x = σx. This implies that the pricing relation (1.6) can be written as a functional
form, P (τ)t = F (xt, τ). The price dynamics under Q∗:
dF (xt, τ)
F (xt, τ)
= μ∗F (xt, τ) dt+ σ
∗
F (xt, τ) dz
∗
t (1.12)
Expected returns, μ∗F (xt, τ), are always equal to the risk-free rate under the risk-
neutral measure Q∗, or μ∗F (xt, τ) = R(x).1
1 For more details,see Duffie (2001).
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1.2.2 Affine Term Structure Models - ATSMs
The affine model is a special type of no-arbitrage, term-structure model. The simpli-
fying assumption is that zero-coupon bond yields and their risk-neutral dynamics are
linear (affine) functions of an underlying state vector. This simplifying assumption
offers great tractability. The focus in this article is the affine class of models.
Continuous-Time Setting
Affine term structure models make assumptions on functional form of the dy-
namics of the short rate r as well as on the process of state vector x under the risk-
neutral measure. The assumptions are:
(i) Short rate, rt = R(xt), is affine, i.e., rt = δ0 + δxt
(ii) the state vector, x, is an affine diffusion under risk neutral measure:
∗ process x solves : dxt = μ∗x (xt) dt+ σ∗x (xt) dz∗t
∗ the drift μ∗x(x) is affine, i.e., μ∗x (x) = k∗(x∗ − x)
∗ the variance matrix σ∗x (x) σ∗x (x)T is affine, i.e., σ∗x (x) = Σ∗S∗ (x) ,
where S∗ (x) is a N × N diagonal matrix with ith diagonal element




1i x, and where s∗0i ∈ R, x∗, s∗T1i ∈ RN , and Σ∗, k∗ ∈ RN×N
are constants.
These assumptions lead to a tractable pricing formulas, i.e., bond pricesF (xt, τ)
are exponential-affine in x. Consequently, yields are affine in x. However, one
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must note that these assumptions could also lead to counterfactual data-generating
processes for yields if risk premia are restricted to be constant or time-varying but
strictly positive. Hence, the assumption on risk premia has to be more flexible.2
To summarize, an apparent methodology for modeling bond prices and extract-
ing the risk premium and expectations components would be to start with a process
x under risk-neutral measureQ∗, use Ito’s lemma to derive price dynamics underQ∗,
and then link Q∗ to the data-generating measure Q. The change of measure captures




where z is Brownian motion under data generating measure and element i of the n-
vector Λx,t = σξ (xt) represents the market price of risk associated with zt,i. For any
random variable ωt, E∗t (ωt+1) = Et ξt+1ωt+1 / ξt. Process z∗ can be written as
dz∗ = dz + Λx,tdt. Then the physical dynamics of x is given by:
dxt = k
∗(x∗ − x)dt− Λx,tΣS (xt) + σx (xt) dzt (1.14)
Macro-Finance Models
A macro-finance model incorporates macroeconomic and financial factors to
study the term structure of interest rates. To capture dynamics of macroeconomic
variables, we usually need to incorporate higher-order autoregressive lags. Discrete
2 For more details,see Duffee (2002).
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time models are often employed in the macro-finance literature as these models make
it easy to incorporate higher-order lags.
Discrete-Time Setting
The standard discrete time affine Gaussian term structure framework is as fol-
lows: The relation between the short rate and the state vector:
rt = δ0 + δxt (1.15)
The state vector dynamics
xt = μ+ φxt−1 + εt (1.16)
Bond prices satisfy the law of one price P (τ)t = Et Mx,t+1P
(τ−1)
t+1 . Mx,t+1 is
the pricing kernel (stochastic discount factor):




Cochrane (2011) emphasized the importance of understanding the source of variation
in the discount rate, Mx,t+1, and incorporating it in the models. He argued that this
variation is much larger than anticipated.
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1.3 Empirical Approaches
There is extensive evidence of predictability in excess returns on a range of assets,
but it is especially strong for longer maturity bonds, perhaps because their pricing is
not complicated by uncertain cash flows. There is an extensive literature on the pre-
dictability of stock returns. In contrast, fewer studies ventured to explain the factors
behind sovereign bond risk premia. This article reviews the studies that investigate
predictors of bond risk premia through empirical approaches as well as model-based
approaches specifically, affine no-arbitrage models.
In this section I review the studies that examined the variation in term premia
and documented significant in-sample predictability of treasury bond excess returns
by employing an array of regression-based approaches described in previous section.
The predictors, the factors found to have predictive power, are financial variables
(e.g., forward rates and etc.), macroeconomic variables, and a combination of both.
1.3.1 Term Premia Predictability: Financial Factors
There is an accounting relation between expected excess returns and forward rates.
Consequently, returns to long-term bonds less returns to short term bonds (the excess
returns) can be predicted with yield spreads. However, the same accounting relation
that makes spreads powerful instruments also makes them, in a sense, ambiguous.
Variations in expected excess returns can be detected with spreads regardless of the
reasons for the variation, hence this evidence says nothing about the underlying de-
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terminants of term premia. That being said, in this section, I review the literature that
primarily exploits forward rates to predict excess bond return.
An early contribution is Fama and Bliss (1987). They use a variation of equa-




t+n = a+ b f
(τ)
t (n)− γ(n)t + et+n (1.18)
where f (τ)t is the τ - period forward rate and γ
(n)
t is the n- period spot rate1. They re-
gressed each excess return against the same maturity forward spread. The regression
estimates the expected value of the term premium to be observed at t+1, conditional
on the forward-spot spread observed at t. They used the data from U.S. government
bond file from CRSP for the period of January 1964 to December 1985. With their
regression they inferred that 1-year expected excess return for U.S. treasury vary
through time. Moreover, at least during 1964-1985 this variation seems to be related
to the business cycle. Furthermore, they found that the spread between the n- year
forward rate and the one-year yield predicts the one-year excess return of the n- year
bond, with R2 about 18 percent.
Campbell and Shiller (1991) focused on the temporal behavior of shape of
term structure, specifically the slope. They exploited the treasury yield spreads since
the yield spreads are proportional to the slope of the term structure between periodm
1 They focus on the case in which n = 1
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and n. They found similar results as Fama and Bliss (1987) forecasting yield changes
with yield spreads. They used continuously compounded yields on risk-free pure (no
coupon) discount bonds. These yields were calculated by McCulloch (1990) from
raw data on U.S. Treasury bill, note and bond prices, measured over the period of
January 1952 to February 1987 at the end of each month.
Cochrane and Piazzesi (2005) find further evidence on predictability using a
tent-shaped linear combination of five forward rates (hereinafter referred to as the
CP factor), which succeed at in-sample predicting the one-year excess return of the
one- to five-year maturity bonds with an R2 higher than 44% in most cases. These
findings imply that conditional expectations of excess returns on U.S. government
bonds across maturities can be expressed in terms of forward rates observed at time
t. They introduce this “single return factor” that appears to be countercyclical and
cannot be entirely explained by the level, slope, and curvature of the yield curve.
They find that excess returns can be predicted by a linear combination of spot and
forward rates in the regression
rx
(τ)
t+n = a+ b Zt + et+n, τ = 1, ..., 5 (1.19)




t , ..., f
(5)
t .They use monthly observations of annual returns,
for 1964 to 2003 . They compute annual returns directly from Fama-Bliss data (avail-
able from CRSP) of one through five-year zero coupon bond prices.
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Wager (2012) extended Cochrane & Piazzesi by extending the data set up to
June 2009. This includes the bursting of the US housing bubble and the sub prime
mortgage crisis. By extending the time series up to June 2009, predictability mea-
sured in R2 drops to 25%, which is a huge decrease compared to the R2 of 44%
reported in Cochrane and Piazzesi (2005). Also, they performed a rolling window
and subsample analysis that shows that the predictability is not persistent over time.
Most of the full sample predictability is lost when excluding the high inflation period
of the 1970s and early 1980s. They uncovered that the predictability of bond returns
is improved by the Great Inflation period and the R2 of the full sample are overesti-
mated. Hence, the CP return predictability is not stable throughout history and there
is a strong indication of structural breaks in the data.
Cieslak and Povala (2015) decomposed treasury yields into long-horizon in-



















Then they decompose the one-period nominal rate γ(1)t into a short-term real rate rt



























where ζCPIt is discounted moving average of past core CPI inflation, and where πi
is realized inflation data. υi is a discounting factor ranges between 0.974 and 0.995
in the literature. They set υi = 0.987 1. They also considered several other proxies2
and they argued that their findings are robust with respect to different measures of
long-run inflation expectations. They defined "cycle" as a residual of a regression of





t − b(τ)0 − b(τ)ζ ζCPIt (1.23)
They ran the following regression:
rxt+1 = a0 + a1c
(1)
t + a2ct + et+n (1.24)





and k is the number of maturities utilized in construction
of rxt+1. Then, similar to Cochrane and Piazzesi (2005), they constructed a single
forecasting factor with only two cycles:
cf t = a0 + a1c
(1)
t + a2ct (1.25)
1 They calibrated ζCPIt to surveys and realized inflation data and achieved υi = 0.987. They also
examined the sensitivity of their results to the choice of υi.
2 Other proxies they considered: 1. Long-run inflation expectations from surveys; 2. Short-run
inflation expectations from surveys; 3. Realized inflation measures; 4. Measures based on the three-
month T-bill rate
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t . They demonstrated that the predictive power of their fore-
casting factor, cf t, is superior to yield-only predictors and predicts expected excess
return with an R2 of 53%.
1.3.2 Term Premia Predictability: Macroeconomic Factors
For a long time, the factors found to have predictive power were often financial vari-
ables such as forward rates, term premium, dividend price ratio, and measures of
stock market variability and liquidity. Yet theory suggests that predictive power for
excess bond returns should come from macroeconomic variables. In this section, I
review the literature on predictability of term premia by macroeconomic factors em-
ploying empirical approaches.
Fama & French (1989) study corporate bond return in contrast with the major-
ity of papers reviewed here. Nevertheless, it is valuable to understanding the evolu-
tion of empirical approaches to briefly review their study. They argue that expected
excess returns on corporate bonds and stocks move together. More generally, they
concluded that variation in expected returns is largely common across securities and
is negatively related to long and short-term variation in business conditions. They
noted that economic conditions create a rich mix of variation in expected returns.
Expected return on bonds contains a term premium that has an obvious business-
cycle pattern. Their findings lend support to the idea of employing macroeconomic
variables as predictive factors.
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Cooper and Priestley (2007) provided further support that bond market risk
premia are affected by business conditions. They show that output gap, a produc-
tion based macroeconomic variable and a top business cycle indicator, has explana-
tory power for US excess bond returns. This evidence lends support against models
where yields or forward rates derive all the predictability. Similar to Cochrane and
Piazzesi (2005), they used the Fama and Bliss data from CRSP to calculate annual
excess bond returns at a monthly frequency over the sample June 1952 to December
2003. Output is measured from the monthly total industrial production index pub-
lished by the Federal Reserve. To show that output gap, a direct macroeconomic




t+1 = a+ b1CP
⊥
t + b2GAPt + et+1 (1.26)
where CP⊥ is the orthogonalized CP; orthogonalize by regressing CP on gap. They
used CP⊥ as opposed to CP since GAP and CP are relatively highly correlated.
They find that b2 is significant and robust. Hence, gap is capturing risk that is inde-
pendent of the financial market based variable CP.
Wright and Zhou (2009) used realized jump mean as a proxy for the unspanned
risk factor and argued that time-variation in the distribution of jump risk has predic-
tive power for the excess bond returns. They used high-frequency bond price data
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and employed the bi-power variation technique (see Wright and Zhou, 20091) to de-
tect jumps under the assumption that jumps are rare and large, and that bond price
follows a jump-diffusion process. Then, they estimated jump intensity, jump mean
and jump volatility as follows:
Jump Intensity (JIt) =
Number of Realized Jump Days
Number of Total Trading Days
Jump Mean(JMt) = Mean of Realized Jumps
Jump Volatility (JVt) = Standard Deviation of Realized Jumps
They augmented a regression of excess bond returns on the term structure of forward





















where f is the forward rate as described before. IV 1t and RV 1t are options-implied





t denote h-month moving average jump measures. They find that the
coefficient on the jump mean(JMt) is both economically and statistically significant.
The predictability of bond risk premia can be increased substantially by inclusion of
the jump mean, i.e., the R2 of the augmented regression increases from around 30
percent to 60 percent. They also show that augmenting the jump mean can improve
1 For more details, also see Barndorff-Nielsen and Shephard (2004, 2006)
33
out-of-sample prediction by reducing the root mean square prediction error by up to
40 percent. They claim that no other variable offers any out-of-sample improvement
over the forward rates alone.
Earlier studies have concentrated on the relation between a few preferred macro-
economic variables and expected excess bond returns. The evidence fails to establish
a direct relation between expected excess bond returns, bond risk premia, and the
macro economy as a whole. Ludvigson and Ng (2010) used the factor augmented re-
gression scheme to analyze the relation between bond excess returns and the macro
economy. They used a panel of 131 monthly macroeconomic time series for the pe-
riod of 1964:1-2007:12. The bond return data are taken from the Fama-Bliss dataset
available from the Center for Research in Securities Prices (CRSP) and contain ob-
servations on one- through five-year zero-coupon U.S. treasury bond prices. They
estimated two sets of factors from a panel of 131 monthly macroeconomic time se-
ries: static and dynamic, noted as f and g respectively. Eight static factors were
estimated by the method of asymptotic principal components. Technically, they use
the first eight principal components of the panel as static factors where the first fac-
tor, real activity, loads substantially on output and employment data. Then they used
Gibb sampling (see Ludvigson and Ng, 2010) to estimate dynamic factors from the
131 series reorganized into 8 blocks. They employed the predictive regression
rx
(τ)
t+1 = α Ĥt + β CPt + et+1 (1.28)
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where H is a subset of static or dynamic macroeconomic factors. Regardless of how
the factors are estimated (static or dynamic), macroeconomic factors are found to
have statistically significant predictive power for excess bond returns, i.e., α is sig-
nificant. Macroeconomic factors, especially the real activity factor, has strong pre-
dictive power for excess bond returns even when financial predictors are included
in the regression. Similar to previous studies, they argued that excess bond returns
are countercyclical, i.e., term premia are higher in recessions and investors are com-
pensated for risks associated with economic downturns. Furthermore, they acknowl-
edged that these strong business cycle variations in expected excess bond returns are
unspanned with the yield curve1, which is in line with the findings in Duffee (2011)
and Joslin et.al. (2011).
In recent financial economics literature, a proxy for variance risk premium, the
implied and expected volatilities spread, has been considered as an predictor of the
representative agent’s risk aversion. Variance risk premium is a result of the macro-
economic uncertainty risk. Zhou (2010) employed an empirical proxy of variance
risk premium to analyze the predictability in short-run asset returns. He documented
that the difference between model-free option-implied variance and the conditional
expectation of model-free realized variance, as an empirical proxy for variance risk
premium, has a substantial predictive power for short-run equity returns, bond re-
turns, and credit spreads. Therefore, he concluded that risk premia across major
1 These business cycle variations have an effect on excess bond returns or bond risk premia but do
not span the cross-section of yields.
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financial markets covary in the short-run. He technically adopted the lagged Fama








t−1 (n)− γ(n)t−1 + eτt+n (1.29)
where n = 1, 2, 3, 4, 5month return horizon and maturity τ = 2, 3, 4, 5, 6month. The
regression results suggest that the variance premium variable indeed contributes to
the short-run bond return predictability, independent of that provided by the forward
spread. Zhou observed that the return predictability is the strongest around one-to-
four month horizons across these markets, and then declines in longer forecasting
horizon.
Incomplete Bond Market and Unspanned Stochastic Volatility
Unspanned factors in macro-finance term structure models are a recent finding
in finance literature. Duffee (2011) formally introduced unspanned hidden factors1.
Independently around the same time, Joslin et.al. (2011) applied these unspanned
factors to observed macroeconomic variables, i.e., the inflation rate and industrial
production growth.
The idea is that if the bond market is complete, then expected excess bond
returns should be spanned by the term structure of yields and there should exist no
macroeconomic or financial variable that can improve the population forecastability
1 These factors are state variables that have an effect on bond risk premia but do not span the cross-
section of yields.
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of excess bond returns once we control for the term structure of bond yields. In
other words, in a regression of excess bond returns on term structure variables and
any other predictors, the inclusion of enough term structure control variables should




t+n = a+ b1PCt + b2(more yieldst) + b3(Macro V ariablest) + et+n (1.30)
where PC is a vector of the three first principal components of bond yields.
On the other hand, bond markets are incomplete if there are sources of risk
that affect fixed income derivatives that cannot be hedged with bonds. If markets are
incomplete, then the predictors besides term structure of yields may be significant
in predicting excess returns as long as they are correlated with the unspanned state
variable that does not drive innovations in bond yields but affects the conditional
mean of bond yields.
1.4 Model-Based Approaches
1.4.1 Introduction
The affine models broaden our understanding of risk premia over time. They connect
current yields or forward rates to long-term expectations of future interest rates and
risk premia. In a way, affine models enable us to decompose long-term bond yields
into the expectation of short rate and risk premium. Comparing to the simple re-
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gression and VAR frame work, the affine term structure model includes no-arbitrage
assumptions or cross equation restrictions that improve the stability and plausibility
of the estimation.
Term structure models are categorized in two groups; structural and reduced-
form. Structural models establishes the structural relationship between the term pre-
mium and the macroeconomy, i.e., different format of dynamic stochastic general
equilibrium model. The advantage of using a structural DSGE model to exploit the
relationship between the term premium and the economy is its intuitiveness and clar-
ity of concept. However, there are a number of limitations such as theoretical uncer-
tainties and computational intractabilities. These models bring consequential com-
putational challenges due to lack of closed from solutions. Therefore, the estima-
tion of a model with actual data is challenging and the risk premium obtained from
these models is not satisfactory. These limitations prevent the structural-modeling
approach from being useful for studying the term premium. This paper does not
survey fully-structural DSGE models.
Due to the considerable limitations in applying the structural model, researchers
tend to employ a less-structural approach in modeling the term premium. Completely
reduced form no-arbitrage asset pricing models utilize yields or latent factors as a
state vector, e.g., models in Duffie and Kan (1996) and Dai and Singleton (2000).
Many reduced form no-arbitrage term structure models have used latent variables to
explain term structure movements. Employing latent variables as factors is more ro-
38
bust to model misspecification; however, the latent factors are harder to interpret.
Particularly, these models provide a close fit to observed interest rates using a small
number of variables, but they lack intuition and economic interpretation. In a sense,
these models can hardly provide guidance to policy-makers.
To address the lack of economic intuition in fully-reduced form models, re-
cent research has concentrated more on macro-finance models of the term structure.
In macro-finance models some structure is imposed between macroeconomic vari-
ables and risk premiums outside of the framework of a fully structural DSGE model.
This literature attempts to link the term structure of interest rates to the macroecon-
omy fundamentals, such as inflation and monetary policy. It does not necessarily aim
to generate more precise term structure models. The approaches employed in the
macro-finance literature generally can be grouped into vector autoregression macro-
finance models and New Keynesian macro-finance models. Vector autoregression
macro-finance models only impose some statistical dynamics. These models are re-
ferred to as reduced form macro-finance models. New Keynesian macro finance is
a separate branch of the macro-finance literature that links DSGE models and com-
pletely reduced form no-arbitrage models by employing more economic structure
into the later. These models are referred to as structural macro-finance models. This
survey focuses on seminal studies on completely reduced form and VAR macro fi-
nance models.
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Overall, expected yield and risk premium depend on chosen risk factors (state
variables) and the identification of the relation between the factors and the yields.
Moreover, regardless of the choice of factors whether statistical or macroeconomic,
the estimation of affine models depends on the specification of risk adjustment, i.e.,
market price of risk. To attribute the appropriate risk adjustment is a challenging
task. Hence, risk premium estimates in the literature depend on preferred model and
structure that is imposed over risk factors. As a result, the findings in the literature
are varied.
1.4.2 Literature
As highlighted in the introduction, generally a parametric model for bond-yield dy-
namics involves identifying factors, state vector x, and a functional form assumption
for Λt, the market price of risk. The literature on bond pricing focused on closed-
form solutions started with the single-factor models of Vasicek (1977) and Cox et
al. (1985) with continuous-time Gaussian and square-root diffusions respectively.
The risk-free rate in these early models was the only state variable in the economy
so that all bond yields were perfectly correlated. These earlier factor models with
one factor could not capture the time varying nature of risk premia. Litterman and
Scheinkman (1991) find that three factors can explain the majority of Treasury bond
price movements.
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Duffie and Kan (1996) pioneered the affine term structure models with the
framework introduced in the earlier section and provided a more complete charac-
terization of term structure. Their models lead to exponential-affine bond prices
F (xt, τ) = exp [A (τ)− b (τ) xt] . Employing Ito’s lemma, the instantaneous ex-
pected excess return to holding the bond in their set up is
erxτt = −B(τ) ΣS (xt)Λx,t (1.31)
where ΣS (xt) = σx (xt) , and S (xt) is a N × N diagonal matrix (as previously
defined in the section 1.2.2) with ith diagonal element si (xt) = (s0i + sT1ixt) , and
Σ ∈ RN×N is constant.
Dai and Singleton (2000) assumed the following form for Λx,t :
Λx,t = λ1St; λ1 is n-vector (1.32)
This assumption imply that market price of risk, Λt, as well as the instantaneous vari-
ance of the log state price deflator, ΛtΛt, are also affine in xt. Their model is prac-
tically a multifactor version of Vasicek (1977) and Cox, Ingersoll, and Ross (1985;
hereafter CIR). Their model is a CIR-style model in the sense that risk premiums are
proportional to factor volatilities so their movements are constrained.
Duffee (2002) denoted models such as Dai and Singleton with affine ΛtΛt as
"completely" affine. He argued that the completely affine structure introduces some
limitations on Λt which are inconsistent with empirical evidence. In Dai and Single-
ton’s set up, compensation for risk is a multiple of the variance of the risk. Hence, an
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important limitation is that variation in the price of risk cannot vary independently
from interest rate volatility and is completely determined by the variation in St. Also,
variations in expected excess returns to bonds as defined in equation (1.26) are driven
entirely by the volatility of yields and it is only through time-varying volatilities that
risk premiums can vary. This result is not consistent with empirical evidence. To
overcome the lack of empirical consistency of completely affine models, he intro-
duced a subclass of affine models named essentially affine. He developed a term
structure model with flexible risk premia that allows for departures from the expec-
tations hypothesis. He employed the following functional form for Λx,t :
Λx,t = λ1St + λ2xtS
−
t (1.33)






2 , if inf s0i + sT1ixt > 0
0, otherwise
(1.34)
In this set up, ΛtΛt is not affine. In essentially affine setup, the variation in prices
of risk are independent. This flexibility is demanded to fit the empirical behavior of
expected excess returns. He estimated this model with relatively long samples of US
Treasury term structure data, and noted that this model can reproduce the stylized
facts, and forecasts interest rates better than other affine models in-sample.
All the models reviewed so far only incorporated yield or latent factors. Ang
and Piazzesi (2003) are pioneers in the empirical no-arbitrage macro-finance litera-
ture. They extended the state space in Gaussian term structure models with macro-
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economic variables. Their introduction of macroeconomic variables into affine mod-
els as additional state factors led to the rise of macro-finance research. Their model
is a special case of discrete-time versions of the affine class presented by Duffie and
Kan (1996). Their model is, technically, an affine model that is reduced to a Gaussian
VAR with no-arbitrage restriction. Hence, dynamics for state variables is
xt = μ+ φxt−1 + εt (1.35)
where xt includes three latent factors in addition to two macro variables (inflation and
real economic activity). That is, the affine model reduces to a VAR. It also includes
an affine function for short rate
rt = δ0 + δxt (1.36)
Price of risk assumes the functional form:
Λx,t = λ0 + λ1xt (1.37)
and this leads to time-varying risk premia that depend on both observable macro
variables and unobservable factors. They assumed no-arbitrage to guarantee the ex-
istence of risk-neutral measure. Having both statistical and macro factors affecting
bond yields makes the estimation complicated. To make estimation tractable, they re-
stricted the interaction between macro and statistical (latent) factors by excluding the
feedback effects from macro factors into statistical factors. This implies that changes
in short and long interest rates do not effect macro factors. They showed that inclu-
sion of macro factors enhances the predictive power of affine models.
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Bernanke, Reinhart, and Sack (2004) constructed another affine model with
only macroeconomic state factors, excluding latent (statistical) factors.
Kim and Orphanides (2005) argued that a small sample leads to lack of ro-
bustness in parameter estimates. They highlighted that no-arbitrage term structure
models such as Duffee’s (2002) with a flexible market price of risk encounter a se-
rious small-sample problem. Since interest rates are highly persistent, data samples
may be too short to provide enough information to estimate the physical (real-world)
dynamics of the interest rate process. In other words, even though the risk-neutral
parameters can be estimated easily, more information is needed to estimate the data-
generating parameters. Kim and Orphanides proposed using survey data on interest
rate forecasts as additional information if a longer sample is not available or in case
of structural breaks in any longer sample. They augmented a three-factor Gaussian
affine term structure model as described in Duffee (2002) with Blue Chip Finan-
cial Forecasts of interest rates and estimated term premia. They demonstrated that
augmenting information from survey forecasts increases the accuracy of the term
premium estimates significantly.
Cochrane and Piazzesi (2008) adopted a four-factor version of the Ang and
Piazzesi (2003) model. Their model’s state vector, xt, includes three yields factors
(level, slope, and curvature) that they constructed with the first three principal com-
ponents of yields. Additionally, the fourth factor in their model is an enhanced ver-
sion of the single return forecasting, CP , factor from Cochrane and Piazzesi (2005).
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They estimated CP with an extended dataset including maturities up to 15 years.
They used their model to decompose the yield curve into expected interest rate and
risk premium components. They concluded that risk premia are earned as compen-
sation for exposure to level risk. In other words, only exposure to level risk is priced.
As we see later in this paper, this conclusion is questioned by Joslin, Le, and Single-
ton (2011).
Joslin, Le, and Singleton (2011) showed that macro-finance models with short
rate rt = δ0+ δxt where xt is the state-vector that embodies all risks in the economy
is theoretically equivalent to the following set up when xt is normalized to the first n
principal components of yields denoted by cp
rt = δ0 + δcpt (1.38)
and a macro-spanning restriction:
mt = a0 + a1cpt (1.39)
where mt is the macroeconomics vector. Hence the macro-spanning restriction is
what differentiates the macro-finance models from yields-only models. This restric-
tion implies is that the macro factors that determine bond prices are fully spanned by
the current yield curve.
Joslin, Priebsch, and Singleton (2011) argued that the macro-spanning restric-
tion is too restraining and often contradicts the empirical evidence on how macro-
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economic shocks affect term premiums. They designed a canonical affine framework













where mt = (GRO, INF ), and where GRO is a measure of current real economic
conditions specifically three month moving average of the Chicago Fed National
Activity Index (CFNAI), and INF is the expected inflation over the coming year
from Blue Chip Financial surveys of professional forecasters. Additionally, they








where Σpp is the upper n × n block of Σx. They defined a bond-market-specific
pricing kernel as the projection of general pricing kernelMx,t+11 on to (cpt, xt) :




where the state vector, xt, and (cpt,mt) span the same risks. The market price of risk
Λcp,t takes the functional form
1 In general,Mx,t+1 is the stochastic discount factorMx,t+1 = exp(−rt − Λx,tεt+1 − 12Λx,tΛx,t)
such that asset prices satisfy P (τ)t = Et Mx,t+1P
(τ−1)
t+1 . Joslin et al. introduced a bond-market-





μcp − μ∗cp (1.43)
where μp is the drift of cpt under data-generating measure (obtained from (38)) and
μ∗p is the drift of cpt under risk-neutral (obtained from (39)). Their framework implies
thatmt is unspanned by cpt and hencemt = a0+a1cpt+OMt. They further showed
that the projection errorOMt =mt−Proj [mt | cpt] has substantial predictive power
for excess returns, over and above cpt. Furthermore, they analyzed the first three
principle components of yields and concluded that the exposure to the first two com-
ponents (level and slope) risks are priced, instead of just level risk as presumed by
Cochrane and Piazzesi(2008).
Independently, Duffee (2011) concluded similar results as Joslin, Priebsch, and
Singleton (2011). He introduced the "hidden factors" as the factors which are deter-
minants of investors’ expectation of future yields, yet do not affect current yields.
These factors are unspanned factors in a sense that they are state variables that have
an effect on bond risk premia but do not span the cross-section of yields.
As documented earlier, to extract the risk premium and expectations compo-
nents in affine models, a change of measure from risk-neutral to data-generating is
necessary. Yet, some researchers including Kim and Orphanides (2012) elaborated
the complications facing in the estimation of physical (real-world) parameters due
the high persistence in risk factors and a large number of parameters to be estimated
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specially in small samples. Until recently, the change of measure has required a spec-
ification of pricing kernel.
With recent development, however, one can attempt to uncover the physical ex-
pectations using only the information about risk neutral dynamics by employing the
Recovery Theorem of Ross (2015). The Recovery Theorem is a significant break-
through in asset pricing. As opposed to the conventional way of extracting physical
expectations through specifying the market price of risk, the Recovery Theorem en-
ables us to compute real expectations from discounted risk neutral probabilities. The
Recovery Theorem is applicable in short samples where alternative methods require
either the use of additional data such as surveys or bias corrections. The Recovery
Theorem is built on two-period optimization problem in discrete time and discrete
state space environment for a representative agent. It can be formulated as follows:
pij = pr (xt+1 = j|xt = i) (1.44)
where pij are elements of P that is the one-step ahead n× n transition matrix corre-
spond to the prices of single period Arrow-Debreu securities and xt is state space.
The representative agent maximization problem is
max
{c0i,c1j}
U (c0i) + δ
m
j=1
U (c1j) fij (1.45)
where fij are elements of F that is the one-step ahead n × n real-world transition
matrix, and where δ is the market’s average discount rate
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subject to budget constraint c0i +
m
j=1
c1jpij = w (1.46)








and with the additional assumption that the kernel is transition independent, mean-
ing that it only depends on the marginal rate of substitution between the future and








This form of the kernel is the central equation for Ross’s Recovery Theorem. He
converts this equation into an eigenvalue problem to find physical probabilities, F ,
from the matrix of Arrow-Debreu prices P .
Aydin and Yildirim (2015) decomposed bond yields into the expectation and
risk premium components using the Ross (2015) Recovery Theorem. In a sense,
they linked affine models and the Ross’s Recovery theorem. They estimated risk
factors and parameters in a traditional affine risk-neutral set up. However, they did
not explicitly specify the market price of risk and found physical dynamics and the
expectations component using the Recovery Theorem. Ultimately, they constructed
risk premium as the difference between the observed yields and the average expecta-
tions of the short term interest rates. This way, they estimated expectation and risk
premium without specifying the market price of risk.
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1.5 Remarks
Over the past decade, there has been an abundance of term premium estimates as a
result of recent regression based studies and innovative developments in no-arbitrage
term structure modelling. Many studies have indicated that estimated premia vary
substantially over time, and some estimates suggest a significant business cycle com-
ponent. These results strongly indicate that to assess changes in interest rates’ ex-
pectations and their ramification for the economy, it is crucial for policy-makers and
practitioners to properly gauge the time-varying term premia. Many estimates, how-
ever, appear to be sensitive to small-sample biases, and their reliability and apparent
exaggerated variability is questionable. Rudebusch et al. (2007) showed that term
premium estimates can differ by more than four percentage points depending on the
model used in the decomposition. Additionally, Thornton & Valente (2012) eval-
uated the economic value of empirical models based on long-term forward interest
rates and showed that the information content of forward rates does not generate
systematic economic value to investors. Furthermore, they argued that not only do
these models not surpass the no-predictability benchmark, but their performance also
declines over time. These apparent limitations in the estimated term premia diminish





In this chapter, I research analogies and disparities in various zero-coupon bond
data sets by comparing performance of original CP model utilizing alternative data
sources. A rolling window and subsample analysis show that the predictive ability
of forward rates is not consistent among different data sets and over time, which can
be an indication of structural breaks in the data. The presence of structural break is
further confirmed by a series of significance tests in a state space setup. Furthermore,
I examine whether the tent shape of CP’s factor loadings obtained by regressing bond
excess returns on forward rates are robust with various data sources and consistent
over time. I conclude that original CP specificatin is not robust.
2.1 Data Description and Sources
In practice, yield curves, discount curves and forward curves are not observed. Alter-
natively, they must be estimated from observed prices of traded bonds with different
time to maturity. Additionally, treasury bonds with maturities longer than a year
are not issued on a regular basis, and only irregularly spaced maturities are avail-
able. Also, zero coupon bonds with only few maturities are traded at any given point
in time and zero coupon discount government bonds of long maturity do not exist.
However, existing government bonds may be regarded as portfolios of zero coupon
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bonds. To estimate a term structure for regularly spaced maturities of treasury zero
coupon bonds, one must use some method of interpolation and estimate zero-coupon
bond yields, by various curve fitting methods, from market prices of coupon bond
yields.
I focus on data sets constructed by two curve-fitting methods: Unsmoothed
Fama-Bliss and Svensson. Fama and Bliss (1987) constructed yields from estimated
forward rates at the observed maturities instead of from an estimated discount func-
tion. Their method sequentially constructs the forward rates necessary to price suc-
cessively longer-maturity bonds. Those constructed forward rates are called “Un-
smoothed Fama-Bliss” forward rates, and they are transformed to unsmoothed Fama-
Bliss yields using the assumption that instantaneous forward rates are step functions
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I study data obtained from three different sources. First, I gather Fama-Bliss
data (CRSP henceforth) on one- to five-year maturity zero-coupon treasury yields
available from The Center for Research in Security Prices. Fama-Bliss data is not
smoothed across maturities and available from January 1964 to December 2014. Sec-
ond, to incorporate longer maturities, I collect Bliss data (BLS henceforth) on one- to
twenty five-year maturity zero-coupon treasury yields directly from professor Bliss.
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This dataset is constructed with a similar algorithm as Fama-Bliss data from CRSP
and it is similarly unsmoothed across maturities. The dataset goes back to Janu-
ary 1964 to December 2012; however, the data for longer maturity bonds (above
twenty-year) are only available from February 1985. Lastly, I obtain Gürkaynak,
Sack, and Wright data (GSW henceforth) on one- to twenty five-year zero-coupon
treasury yields from The Federal Reserve Board. This dataset is smoothed across
maturities utilizing Svensson’s function. For longer maturity bonds, this dataset is
available from November 1985 to July 2015 although it goes back to June 1961 for
shorter maturities. All three data sources are monthly yields on the last day of each
month.
2.2 Preliminary Data Exploration
Table 2.1 presents summary statistics for three data sets: BLS, CRSP, and GSW from
January 1964 to December 2012. Even though the underlying methodology for
CRSP and BLS data is unsmoothed Fama-Bliss method, I document that there are
discrepancies between these two data sets. While on average γ(1)t and f
(2)
t are nearly
the same in BLS and CRSP data, the gap between forward rates grows with maturity.
In other words, on average f (3)t −f (5)t differ by about 1-2% in BLS and CRSP. Figure
2.1 illustrate these findings graphically. Analyzing the times series of BLS and CRSP
reveals that gap between these two data sets widen between 1982-1990.
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Mean 0.50 0.90 1.22 1.33 5.69 6.11 6.44 6.70 6.77
Std Dev 1.78 3.27 4.56 5.63 3.12 3.04 2.85 2.76 2.60
B. BLS
Mean 0.51 0.93 1.28 1.22 5.69 6.12 6.48 6.77 6.66
Std Dev 1.82 3.34 4.67 5.64 3.14 3.06 2.93 2.97 2.46
C. GSW
Mean 0.52 0.89 1.17 1.41 5.70 6.14 6.44 6.66 6.85
Std Dev 1.76 3.20 4.45 5.58 3.15 3.02 2.85 2.70 2.57
Notes: Reports descriptive statistics for three alternative data sets: CRSP, BLS, and GSW.
2.3 Robustness and Structural Break
Cochrane and Piazzesi (2005) demonstrate that one-to five year forward rates con-
tain predictive information necessary to forecast excess returns of one- to five-year
maturity bonds with R2 up to 0.44. Most significantly, they argue that a single linear
combination of five forward rates predicts excess return of all one- to five-year matu-
rity bonds. They run two regression models: an unrestricted regression to investigate
the predictive ability of the forward rates as well as a restricted regression model2 to
examine the single forecasting factor hypothesis. They report that the unrestricted
regressions R2 are nearly the same as the R2 from the restricted model and it is in-
dicative that almost no predictive information is lost by a single factor restriction. I
















































continue the data exploration by estimating CP model with three data sets over four
sample periods.
2.3.1 Subsample Analysis
In this section I investigate if forward rates predictive ability as well as the single
factor restriction hypothesis is robust with respect to alternative data sources, sub-
sample, and extended sample. I investigate R2 from unrestricted and restricted re-
gressions with three different data sources (CRSP, BLS, and GSW) in four different
time periods; CP period (January 1964-December 2002), full sample period (January
1964-December 2012), great moderation period before financial crisis of 2007 which
is the subsample modeling period in this article (February 1985-December 2006),
and the period of February 1985-December 2012 which is the full sample period for
my extended analysis when longer maturity bond data is available.
I document that BLS predictive ability is lower than CRSP in all scenarios.
Additionally, including more recent data leads to a drop in predictive ability across
all data sets. This is not surprising as economic events of 2007 evoked a significant
structural break. Furthermore, the analysis indicates that including data from great
inflation period (1965 to 1982) leads to higher forecasting power. This subsample
analysis also illustrate that the predictability is not persistent over time. Regressions
results are sensitive to the choice of spline method and sub-period. Table 2.2 gathers
R2 of these regressions.
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Table 2.2: R2 of CP’s original model with three data sets
rx(2) rx(3) rx(4) rx(5) rx(2) rx(3) rx(4) rx(5)
i. January 1964-December 2002 ii. January 1964- December 2012
A.CRSP
Unrestricted 0.37 0.40 0.43 0.42 0.23 0.24 0.27 0.26
Restricted 0.37 0.40 0.44 0.43 0.22 0.24 0.28 0.26
B.BLS
Unrestricted 0.28 0.29 0.32 0.26 0.20 0.21 0.24 0.19
Restricted 0.28 0.30 0.33 0.26 0.19 0.21 0.24 0.19
C. GSW
Unrestricted 0.21 0.23 0.25 0.27 0.13 0.14 0.16 0.18
Restricted 0.21 0.24 0.26 0.27 0.12 0.15 0.17 0.18
iii. February 1985-December 2006 iv. February 1985-December 2012
A.CRSP
Unrestricted 0.30 0.30 0.33 0.32 0.17 0.14 0.17 0.17
Restricted 0.30 0.30 0.34 0.32 0.15 0.15 0.19 0.17
B.BLS
Unrestricted 0.24 0.27 0.29 0.27 0.11 0.11 0.13 0.11
Restricted 0.23 0.28 0.30 0.27 0.10 0.12 0.14 0.11
C. GSW
Unrestricted 0.30 0.30 0.32 0.33 0.15 0.13 0.13 0.15
Restricted 0.29 0.31 0.33 0.34 0.14 0.14 0.15 0.16










t+1. They are evaluated in four time
periods with three data sets: CRSP, BLS, and GSW.
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2.3.2 Graphical Analysis of the Regression Coefficients
Cochrane and Piazzesi (2005), furthermore, discover a beautiful tent-shaped pattern
of coefficients. In this section, I investigate if the pattern of coefficients in the original
CP model is robust with respect to different data sources, subsample, and extended
sample as described in the previous section. Figure 2.2 illustrates that the coefficient
patterns is highly sensitive to the smoothness of the spline and sub-periods. In partic-
ular, tent-shaped pattern in the original CP model is not robust to the choice of spline
and over time. In other words, the tent shape only roughly recovers with CRSP and
BLS data through different sub-periods. The coefficient patterns in GSW illustrate
considerable variation.
2.3.3 Rolling Analysis
CRSP data does not extend to the higher maturities and GSW data is smoothed,
implying that some forecasting signals may have been eliminated. Consequently, to
fulfill the objectives of this article, I utilize unsmoothed BLS data from February
1985 to December 2012. In the previous section, subsample analysis illustrate that
the predictability of the original CP model is not persistent over sub-periods. In this
section, I adopt a fifteen-year rolling window regression framework to investigate the
consistency of extended CP model over time.
The small-sample is always a concern in regressions with overlapping data and




















































































Figure 2.3: Time series of rolling regression R2
Notes: Shows the time series ofR2 in a rolling window regression of average (across twenty five maturities)









deliberation. Nonetheless, the rolling window regressions indicate that the predictive
ability of forward rates is not consistent over time which can be an indication of
structural breaks in the data. Figure 2.3 plots the time series of R2 resulted from
rolling window regressions. R2 varies greatly across time which is indicative of lack
of robustness over time. Specifically, there is a significant drop in predictive ability
during financial crisis of 2007 and the ensuing great recession. In the next section, I
show that this is indicative of a significant structural break in the CP model around
2007.
Additionally, I investigate whether the tent-shaped pattern of coefficients is
still apparent in a rolling analysis. I examine the pattern of coefficient estimates
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in 156 rolling windows. Figure 2.4 illustrate the pattern of coefficient estimates
in 3 representative rolling windows; February 1985-January 2000, January 1992-
December 2006, and January 1998- December 2012. My analysis indicates that the
pattern of coefficients in extended original CP are very sensitive to time period and
the tent shape does not fully recover in rolling windows. However, I illustrate in


















leads to a robust tent-shaped coefficient estimates pattern across rolling windows.
2.3.4 Structural Break
Undoubtedly, the US bond history reflects different regimes with specific structure in
bond return forecasting. For instance, 1965 to 1982 marks the high inflation and high
volatility period, whereas, a decline in macroeconomic volatility staring mid 1980
to 2007 led to the Great Moderation period. Finally, the bursting of the US housing
market bubble and the subprime crisis of 2007 induced unanticipated variation in
bond returns.
As noted in the previous section, the rolling regression analysis results seem-
ingly signal the presence of structural breaks. In this section, I statistically investigate
the changes in the extended CP regression coefficients over time. Intuitively, one can
hypothesize that there are structural breaks in line with the shifts in US Federal Re-
serve goals and tactics for monetary policy. I test this hypothesis in a state space
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framework in this section and I confirm a substantial structural break at the begin-
ning of 2007.
I employed a state space analysis in order to detect significant unanticipated
changes in the regression coefficient over time. In other words, I conduct structural
break analysis based on a series of significance tests in a state space setup:
1. baseline models (extended CP model): rx(τ)t+1 = a + b
(τ)
t Zt + e
(τ)
t+1 where















To verify whether the coefficients are disrupted at some point in time (t = t0),
the null H0 : γ = 0 is tested over time. The test statistics for various null hypothesis
are computed from a single run of the Kalman filter smoother with the algorithem
designed by de Jong and Penzer (1998). Table 2.3 summarizes the data points that are
associated with statistically significant one-time changes in the state transition matrix
across 24 regression equations and five regressors. This analysis signals multiple
structural breaks in the coefficient estimates over the sample period. However, two
of the most prominent breaks occurred at the end of 2006 and early 1986. To increase
the forecasting accuracy a treatment of the structural break is preferred.
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Table 2.3: Structural break calendar
Date Z-Value Pr > |z| Frequency
8/31/2006 7.91 <.0001 10
9/29/2006 7.84 <.0001 20
10/31/2006 7.74 <.0001 31
11/30/2006 7.69 <.0001 35
12/29/2006 7.55 <.0001 24
1/31/2007 7.42 <.0001 10
12/31/1999 6.80 <.0001 3
1/31/2000 6.73 <.0001 3
11/30/1999 6.65 <.0001 2
6/30/1986 -7.13 <.0001 3
1/31/1986 -7.86 <.0001 72
2/28/1986 -7.90 <.0001 80
12/31/1985 -8.04 <.0001 9
4/30/1986 -8.04 <.0001 87
3/31/1986 -8.10 <.0001 86
11/29/1985 -8.52 <.0001 5
Notes: Frequency column summarizes number of instances that nullH0 : γ = 0 is rejected in each point in time
























(τ) + ηt. Z-Value
represents the diagnostic statistics that was proposed by de Jong and Penzer (1998).
2.4 Remarks
This chapter investigates similarities and disparities in three alternative zero-coupon
bond data sets: CRSP, BLS, and GSW. The underlying methodology for CRSP and
Bliss data sets is unsmoothed Fama-Bliss method. However, this chapter documents
that there are some discrepancies between these two data sets. My analysis further
implies that the predictive ability of forward rates and the tent-shaped pattern ob-
tained in the original CP model is not robust to the choice of data sets and over time.
However, the loading estimates as well as the pattern of coefficients demon-
strate more similarities between BLS data sets and CRSP compared to GSW. Load-
ing estimates utilizing GSW show high dispersion. CRSP data does not extend to the
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higher maturities and GSW data is smoothed, implying that some forecasting signals
may have been eliminated. Consequently, to fulfill the objectives of this dissertation,
I utilize unsmoothed BLS data from February 1985 to December 2012
The presence of structural break is confirmed by a series of significance tests
in a state space setup. As an attempt to minimize the possibility of a large structural
break while maximizing the sample size, I conduct the US market analysis in two
periods: the subsample of February 1985 to December 2006 as well as the full sample
of February 1985 to December 2012.
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Figure 2.4: Pattern of coefficient estimates













t+1 using end of the month BLS data in three rolling
windows: Februray 1985 - January 2000, January 1992 - December 2006, and January 1998 - December 2012.
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Chapter 3
USMarket : Extensions and Improvements
Cochrane and Piazzesi (2005) employ CRSP data from 1964 to 2003 and find
that a single tent-shaped linear combination of forward rates predicts excess returns
on one- to five-year maturity bonds. In this chapter, I utilize BLS data and extend
their analysis for US market in two dimensions: cross-section and time series. I
employ CP’s regression model and study the forecastability of excess return on one-
to twenty five-year maturity bonds from February 1985 to December 2012. I conduct
a detailed analysis on the extended CP model. Additionally, I examine whether the
tent-shaped pattern of factor loadings in CP’s original regression is apparent also in
the extended model. Last and foremost, I research alternative predictor vectors and
propose a non-unique predictor vector which includes forward rates from the short
as well as long end of the curve. My results imply that there is significant predictive
information in long-maturity forward rates particularly for out-of-sample forecast.
3.1 Notation and Methodology
I adopt Cochrane and Piazzesi (2005) notations. A zero-coupon bond that matures τ







The log forward rate at time t for loans between time t+ τ −n and t+ τ (or forward
rate for a contact t+ τ − n month ahead with n length) can be written as:
f
(τ)
t (n) = p
(τ−n)
t − p(τ)t (3.2)






t+n − p(τ)t (3.3)
Excess log returns is defined as log holding period return in excess of risk free return





t+1 − γ(1)t (3.4)
The standard empirical approach to studying the predictability of bond excess returns




τ + b(τ) Zt + e
(τ)
t+1 (3.5)





t , ..., f
(5)
t . They utilize monthly observations of annual returns, for
1964 to 2003. They compute annual returns directly from Fama-Bliss data (available
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from CRSP) of one- to five-year zero coupon bond prices. I extend their model by
including excess log returns on one- to twenty five-year maturity zero coupon bonds.







sample analysis. This modified vector decreases measure of multicollinearity (VIF)
to acceptable level and slightly outperforms CP’s original model. My analysis indi-
cate that, in general, multiple subsets of forward rates predict excess returns on one-
to twenty five-year maturity bonds in-sample and out-of-sample.
3.2 Restricted Model
In conjunction with the bond excess return forecastability, Cochrane and Piazzesi
(2005) discover a systematic risk factor and demonstrate that a single linear combi-
nation of forward rates forecasts time-variation in the expected return of all one- to
five-year maturity bonds. They describe expected excess returns of all maturities in








t + ....+ α5f
(5)
t ) + e
(τ)
t+n (3.6)










t + .... + +α5f
(5)
t + et+1 or
rxt+1 = a ft + et+1




They demonstrate that R2 of the restricted and unrestricted models are almost
the same. They hypothesize that the similarity between the explanatory power of







t ) is a good proxy for the predictive information contained
in the forward curve. In this chapter, I extend their hypothesis in time and term
structure. In later chapters, I apply similar frameworks to an out-of-sample exercise
and extend the same to international markets.
3.3 Extension
In this section, I extend CP’s framework to include more recent data as well as longer
maturity bonds. To incorporate the findings from the last section and to address the
structural break, I conduct the study in two periods: subsample of February 1985 to
December 2006 as well as the full sample of February 1985 to December 2012. In
order to correct for autocorrelation and heteroscedasticity resulting from overlapping
data, the Newey-West correction to the standard error with 18 lags is used throughout
this dissertation.
My analysis indicates that the predictor vector in the original unrestricted CP




t , ..., f
(5)
t , achieves a plausible in-sample predictability for
excess returns. In other words, unrestricted CP model predicts excess returns on one-
to twenty five-year maturity bonds with average R2 of 0.37 in the subsample. The
model’s explanatory power as measured with the R2 statistic drops to 0.24 in the full
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sample. For shorter maturity bonds, e.g., one-to-five-year, however, the restricted
model does not perform as well as the unrestricted model.
Furthermore, including all five neighboring forwards rates in the regression is
susceptible to a very high VIF, an indicator of multicollinearity. Lastly, I display in
the next chapter that the original CP exhibits almost no out-of sample explanatory
power. Table 3.1 summarizes R2 of these regressions for subsample before 2007
as well as for the full sample of February 1985 to December 2012. These results
motivate further investigation of the predictor vector: should one consider the entire
forward curve as predictor or is there a different combination of forward rates that
summarizes useful predictive information in the forward curve more effectively?





t , ..., f
(25)
t results in supposedly desirable R2 of 0.72 . However,
with highly persistent dependent variables, R2 can increase greatly with additional
predictors despite their lack of true explanatory power. Additionally, the pattern of
coefficient estimates imply the presence of extreme multicollinearity as they are a
combination of strong positive and negative numbers. The tent-shaped pattern re-
ported by CP does not recover and the loadings plotted in Figure 3.1 display an inex-
plicable zigzag form. In the next section, I explore in-sample explanatory power of














































































































































































































































































































































Figure 3.1: Extended CP’s model oefficient patterns

















represents maturities 1- to 25-year.
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3.4 Model Selection and Uncertainty




t , ..., f
(5)
t
predicts excess returns on one- to twenty five-year maturity bonds in the full sample
with average R2 of 0.24 and with average R2 of 0.37 in subsample. However, a
single return-forecasting factor does not predict excess return of short-term bonds
(predominantly, one-to-five-year) as strongly as longer maturities in both the full
sample and the subsample. In other words, the restricted model in the extended CP




t , ..., f
(5)
t does not perform well for shorter
maturities. The discrepancy between forecasting power of restricted and unrestricted
models is more pronounced in the full sample.
In lieu of abandoning the single forecasting factor hypothesis, I investigate per-
formance of models with alternative predictor vectors. I examine more than 50 dif-
ferent subsets of instruments including principal components of the yield curve. Se-
lecting a few forward rates as predictors out of twenty five available rates, inevitably,
introduces an omitted variable bias. One way to address this issue is by examining
all possible combinations. However, this is computationally demanding and not ef-
ficient. Furthermore, the scope of this article is not to formulate the best predictor
vector but rather is to assess the predictability of bond excess returns and to explore
CP’s single forecasting factor hypothesis in the extended universe.
I construct more than 50 predictive vectors with 3 to 8 instruments. I select
subsets of forward rates mostly from the traditional curve, which consists of the one-
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year bill, the two-, three-, five-, seven- and 10-year notes and the 20-year bonds. The
10-year note is particularly interesting. It is an economic indicator with an inclina-
tion to signal investor confidence. It is also an important benchmark for many other
important rates, such as mortgage rates. Table 3.2 summarizes the widely dispersed
R2 obtained from more than 50 regressions. On average models predict excess re-
turns across maturities withR2 around 0.40 in subsample and 0.26 in the full sample.
In the majority of the models, however, there are discrepancies between forecasting
power of the restricted and unrestricted model in shorter maturities. Figure 3.2 il-
lustrate this gap for three representative models in the subsample as well as the full
sample. Similar pattern is shared amongst all models. My analysis suggests that
the magnitude of discrepancies depends on the choice of predictor vector. In other
words, one single return-forecasting factor does not seem to be able to describe time-
variation in the expected return of all bonds. That said, this study does not deny the
fact that the forward curve contains systematic components which forecast expected
bond returns across different maturities. The results from more 50 models with dif-
ferent subset of instruments imply the potential existence of at least two systematic
risk factors, two linear combination of forward rates, that represent time-variation in
the expected return of all bonds: one predicts excess returns on one- to five-year ma-
turity bonds and the other predicts excess returns on longer maturity bonds. I test this










































































































































































































































































































































































































































































































































































































































































































































































3.4.1 Statistical Models and Empirical Results
The first three principal components of yields (commonly labeled level, slope, and
curvature) account for majority of the total variation in observed yields. This moti-
vates to investigate the predictability of future excess bond returns in terms of the
principle components (PCs) of zero coupon bond yields. Moreover, utilizing PCs
bypasses the innate high degree of multicollinearity specifically apparent when em-
ploying neighboring forward rates. A projection of risk premia into the principal
components of yield, however, indicates that first three principal components most
likely do not fully span all the information of CP return-forecasting factor.
Level, slope and curvature predicts excess returns on one- to twenty five-year
maturity bonds on average with R2 of 0.17 in the full sample and 0.18 in the subsam-
ple, well below the degree of predictability documented by Cochrane and Piazzesi.
Including the next two principle components in the predictor vector leads to R2 close
to the original CP model; with average R2 of 0.23 in the full sample and 0.34 in the
subsample. Nevertheless, utilizing the first five principle component as predictor vec-
tor does not lead to a better performance of the single factor model for shorter bonds
specifically in the full sample3. These results are summarized in Tables 3.3 and 3.4.
In addition to principal components of yield and as an attempt to address omit-
ted variable bias, I examine explanatory power of more than 50 different subsets of 3
to 8 rates. Tables 3.5, 3.6, and 3.7 summarizeR2 of these regressions for three model
3 Additionally, I display in the next chapter that the first five principle components of yields have





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































clusters: (i) models with 3-4 regressors, (ii) models with 5 regressors, and (iii) mod-
els with 6 or more instruments respectively. A conclusive choice among these subsets
seems speculative in the absence of a formal economic model. Nevertheless, one can







that predicts excess returns on one-to twenty five-year maturity bonds with average
R2 0.38 in the subsample and 0.27 in the full sample. That is, a parsimonious model






t can achieve a higher in-sample forecasting power than
the original CP model. Table 3.8 summarizes R2 from restricted and unrestricted







This suggests that a predictive vector that contains economically significant 10-




t ) encapsulate more
robust predictive information. Additionally, this parsimonious model recovers CP
tent-shaped pattern of coefficients in the subsample as well as the full sample analy-
sis. Furthermore, using only three instruments substantially reduces VIF, a multi-
collinearity measure. On the other hand, I demonstrate in the next chapter that this
parsimonious model displays almost no out-of-sample forecasting power.
A predictor vector including more instruments can carry out higher R2 for
some subsets of instruments. For instance, a predictor vector with five instruments










t predicts excess returns on one-to twenty
five-year maturity bonds with average R2 0.49 in the subsample and 0.35 in the full















































































































































































































































































































































Table 3.6: Average R2 over models with three or four regressors
A. February 1985-December 2006 B. February 1985-December 2012






















































































































































t 0.33 0.32 0.26 0.24
Notes: Reports summary of average R2 over term structure (τ = 2, ..., 25) with alternative subsets of
instruments with three or four regressors in the subsample February 1985– December 2006 and the full sample













t achieves average R2 0.52 in the subsample and
0.42 in the full sample.
However, these outcomes does not carry across all subsets and the mean R2
of all these models should maintain a more robust result. On average, over all in-
vestigated subset of instruments, the information content of forward curve predicts
excess returns on one-to twenty five-year maturity bonds with average R2 0.40 in the

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3.4.2 Graphical Analysis of the Regression Coefficients
Is the tent-shaped pattern of coefficient estimates robust to the subset of instruments
and the number of regressors? My results indicate that the pattern of coefficients is
not consistent with respect to the choice of instruments, size of the predictor vector,
and sub-periods. For instance, even though the tent-shape roughly recovers for the




t , ..., f
(5)
t in subsample of February 1985
to December 2006, this rough tent-shape is not robust in other sub-periods as shown
in Figure 2.4 in the previous chapter. Additionally, original CP parameter estimate
patterns shows a zigzag pattern in the full sample.







subsample and the full sample. Furthermore, I examine the pattern of coefficient
estimates for this model in 156 rolling windows (15-year window size). Figure 3.3
illustrate the pattern of coefficient estimates for 3 rolling windows: February 1985-
January 2000, January 1992-December 2006, and January 1998- December 2012.








In general, some models recover a rough tent-shape both in the subsample and
the full sample. However, the outcome of evaluating more than 50 models indicates
that the pattern of parameter estimates is not fully persistent with the choice of instru-
ments. Figure 3.4 demonstrate the pattern of coefficient estimates for four representa-



































The predictive regression employed in this dissertation holds numerous char-
acteristics that are undermining the accuracy of test statistics, i.e., serially correlated
error terms, highly persistent predictive variables, overlapping data, and violation of
strict exogeneity. Bauer and Hamilton (2016) further demonstrate the small-sample
implications of these characteristics. CP employ a bootstrapping procedure that gen-
erates data under expectation hypothesis in order to address similar topics.
Bauer and Hamilton, however, argue that the current procedures do not prop-
erly address these concerns. They propose a novel bootstrapping technique that gen-
erates data under hypothesis that first three principle component of the yield curve
predicts bond risk premia. Using their procedure, they display that small-sample dis-
tortions results in unreliable statistical tests in CP model.
3.5 Two-Factor Model
I have presented in the earlier sections that a single return-forecasting factor does
not predict excess return of shorter maturity bonds (one-to-five-year) as strongly as
longer maturities in both the full sample and the subsample. In other words, the
restricted model does not perform well for shorter maturities. In this section, I briefly
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examine two-factor hypothesis with ten subset of instruments in the subsample and
the full sample. Admittedly however, this analysis is incomplete in many aspects and
the idea unfolds some potential for future research.
3.5.1 Methodology
Following the single factor analysis introduced by Cochrane and Piazzesi (2005), I
adopt comparable structure to estimate two factor hypothesis. I partition the term-
structure in two sections: (i) short-term defined by excess returns on one- to five-year
maturity bonds, and (ii) long-term defined by excess returns on six- to twenty five-
year maturity bonds. I describe expected excess returns of short and long maturities




τ (a Zt) + e
(τ)




τ (a Zt) + e
(τ)
t+1 where τ = 6− 25 (3.8)
I estimate these restricted regressions in two steps:




t+1 for short slop (τ = 2, ..., 5)




t+1 for long slop (τ = 6, ..., 25)
2. rx(τ)t+1 = bτ (a Zt)1I1 + bτ (a Zt)2I2 + e
(τ)
t+1 with I1 =
1 if, τ = 2,...,5
0, otherwise and
I2 =
1 if, τ = 6,...,25
0, otherwise
I demonstrate that considering a two-factor model results in comparable ex-
planatory power between restricted and unrestricted models.
87
3.5.2 Empirical Results
Cochrane and Piazzesi (2005) hypothesize that the similarity between the explanatory
power of restricted and unrestricted models indicates that the common risk factor is
a good proxy for the predictive information contained in the forward curve. I extend
their hypothesis in time and term structure. I demonstrate that two risk factor explain
the variation in the entire term structure of excess return more effectively.
I examined the two factor hypothesis with ten subset of instruments. Table
3.8 summarizes the average R2 of these regressions. On average explanatory power
of restricted and unrestricted model are almost the same for all maturities. In other
words, a two factor model seems to be a better proxy for predictive information con-
tained in the forward curve: one risk factor explains shorter slope while the second
factor summarizes useful information to predict excess returns on longer maturity
bonds.
In order to analyze two factor hypothesis more in detail, table 3.9 compares
explanatory power of restricted models for forecasting excess returns on one- to five-
year maturity bonds with one risk factor versus two with three representative models:




t , ..., f
(5)



















t . Panel A reports estimated results in the











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Extending CP, I find further evidence that US forward curve contains useful infor-
mation to predict time-varying bond risk premia in-sample across term structure




t , ..., f
(5)
t )
has a plausible in-sample explanatory power for excess returns on 1-to 25-year matu-







outperforms CP original model while reducing the measure of multicollinearity (VIF)
to acceptable level, and it leads to a more attractive pattern of coefficient estimates.
My analysis indicates that multiple subsets of forward rates can summarize
predictive information content of the curve and predict excess returns on one- to
twenty five-year maturity bonds. A predictor vector including more instruments can
carry out higher adjusted R2 for some subset of instruments. My investigation of
more than 50 subset of instruments implies that the information content of forward
curve predicts in-sample excess returns on one-to twenty five-year maturity bonds
with average R2 0.40 in subsample and 0.27 in the full sample.
Model selection in this chapter might be discretionary and subject to omit-
ted variable bias. Nevertheless, my analysis indicates that the forward curve con-
tains systematic components which forecasts expected bond returns across different
maturities. CP find that a single factor predicts excess returns on one- to five-year
maturity bonds. The evidence from more 50 models with different subsets of in-
struments in this chapter, however, implies the potential existence of at least two
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systematic risk factors, two linear combination of forward rates, that represent time-
variation in the expected return of all bonds: one predicts excess returns on short-term
bonds (τ = 2, ..., 5) and the other predicts excess returns on longer maturity bonds
(τ = 6, ..., 25).
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Figure 3.3: Pattern of coefficient estimates for a model with three regressors



















t+1 using end of the month BLS data in three rolling windows:


























































































































































































































































































Out-of-Sample Predictions of Bond Excess
Returns
In-sample predictive ability of a model is not indicative of its out-of-sample
forecasting power. In this chapter, I evaluate the predictive performance of CP and
the extended CP models in an out-of-sample regression analysis for US market. Ad-
ditionally, I evaluate the out-of-sample performance of single forecasting factor hy-
pothesis. Comparable to in-sample study, out-of-sample analysis is conducted in two
periods: subsample of February 1985 to December 2006 as well as the full sample:
February 1985 to December 2012. Furthermore, I propose an alternative forecasting
specification for US market consisting of six forwards that span short and long term
rates. This modified model performs significantly better than CP particularly in the
out-of-sample study.
4.1 Empirical Framework
Two forecasting schemes can be employed: (i) recursive scheme that expands the
training sets window and utilizes all the available data points prior to the test pe-
riod,(ii) rolling scheme that establishes a constant window size for the training.
Following Campbell and Thompson (2008), I employ rolling scheme.
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I generate one-month-ahead forecasts for the regression models defined in the
previous chapter. I utilize 10 years of available data, 120 data points, for estimation
and retain the remaining data for out-of-sample forecasting. Each model is estimated
in rolling regressions, i.e., it is initially estimated using the first 10 years and the
parameter estimated is used to construct one-month-ahead forecasts. Afterwards, the
process is iterated by dropping the first data point, adding an additional data point
at the end of the new training set, and re-estimating the model. At each stage, I
construct one month-ahead forecast.
4.1.1 Unrestricted and Restricted Model Estimation
For unrestricted regressions, as described above, a rolling regression analysis is im-
plemented for each equation rx(τ)t+1 = a+ b Zt + e
(τ)
t+1 where τ = 2, ..., 25 represents
bond maturity.
Akin to in-sample single factor analysis, out-of-sample restricted regression is
estimated in multi-steps:




t+1 is generated through
rolling regression estimation of rxt+1 = a ft + et+1.
2. parameter bτ is estimated through rolling regression of rx(τ)t+1 = bτrxt + e
(τ)
t+1 for
τ = 2, ..., 25.
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3. estimated parameter bτ from step 2 and one-month-ahead forecasts for rxt+1
from step 1 are employed to generate one-month-ahead forecasts for excess
returns rx(τ)t+1 for τ = 2, ..., 25.
4.1.2 Evaluation
To evaluate the out-of-sample performance of the models, I construct out-of-sample










where rx(τ)t+1 is one-month-ahead forecast constructed as described earlier in this
chapter, and rx(τ)t+1 is the historical average excess return calculated through pe-
riod t, i.e., the historical average of excess return in the training set. A positive
R2os implies that the regression model achieves a lower average mean squared pre-
diction error than the historical average return. In other words, predictive regressions
with positiveR2os attain better out-of-sample forecasts compared to historical average
benchmark.
4.2 Model Selection and Empirical results




t , ..., f
(5)
t , has nearly no
out-of sample forecasting power relative to the historical average benchmark fore-
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cast, measured by R2os. Unrestricted R2os is negative in the full sample as well as
subsample across all maturities except for unrestricted rx(2) and rx(3) in the sub-
sample with R2os 15% and 6% respectively. Additionally, I assess the out-of-sample
performance of CP’s single factor hypothesis through a restricted model. There is
no out-of sample forecasting power in restricted model, i.e., R2os is negative for all
maturities. However, allowing for potential two forecasting factors as defined in the
previous chapter leads to R2os of 12% for rx(2) in the subsample.







display no out-of-sample forecasting power in the full sample and generate inconse-
quential positive average R2os of 5% for excess returns on one-to three-year bonds in
subsample. Moreover, the evidence of out-of sample predictability in first five prin-
cipal component of yields is also tenuous with positive average R2os of 7% solely
for excess returns on one-to five-year bonds in subsample and negative R2os else-

















t , ..., PC
(5)
t . These models
demonstrate no out-of-sample predictive power apart from what is reported in this
table.
Akin to in-sample analysis, out-of-sample forecasting model with the entire




t , ..., f
(25)
t results in seemingly de-
sirable average R2os about 42% in the subsample and the full sample. However, as
identified in the previous chapter, this appealing R2os is potentially overstated due to
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Table 4.1: Out-of-sample R2os for three models
rx(2) rx(3) rx(4) rx(5)
Unrestricted : February 1985-December 2006
Model with f1− f5: Original CP 0.15 0.06 -0.07 -0.21
Model with first three Principal Component 0.07 0.07 0.03 -0.04
Model with first five Principal Component 0.07 0.08 0.09 0.05

























































t+1. Historical average is preferred to these models for
out-of-sample forecasting of excess returns on the majority of maturities.
an overparameterized model in the presence of highly persistent dependent variables.
Nonetheless, these results can be indicative that the information content of the for-
ward curve has power to forecast excess return in a true out-of-sample setup. Is there,
however, a more efficient way to summarize the useful predictive information in the
forward curve, and would that be robust over time? As an attempt to investigate these
points, I follow the in-sample model selection process and extend the out-of-sample
analysis to all subsets of instruments explored in the previous chapter.
Table 4.2 summarizes out-of-sample performance for 52 models. The results
on average signal the superiority of historical average benchmark. In other words,
average R2os (averaged over the entire term-structure and over all examined models)
is negative in subsample as well as full sample. However, taking a different approach
in evaluating the results reveals compelling propositions. I break down the results
into 3 clusters based on the number of regressors in the models: (i) 18 models with
3 or 4 regressors, (ii) 19 models with 5 regressors, and (iii) 15 models with 6-8 re-














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 4.3: Average out-of-sample R2os over short maturities over three model clusters
A. February 1985-December 2006 B. February 1985-December 2012
Instruments Unrestricted Restricted Unrestricted Restricted
3 and 4 Instruments 0.08 -0.08 -0.18 -0.18
5 Instruments 0.19 0.08 -0.09 -0.04
6 or more Instruments 0.28 0.17 0.01 0.01
Notes: Reports average out-of-sample R2os over term structure (τ = 2, ..., 5) over three model clusters (i)18
models with 3 or 4 regressors, (ii) 19 models with 5 regressors, and (iii) 15 models with 6-8 regressors. Panel A
represents subsample: February 1985– December 2006. Panel B represents full sample: February 1985–
December 2012.
all maturities as well as exclusively across excess returns on one- to five-year matu-
rity bonds. On average, in terms of overall out-of-sample forecasting power across
all maturities, only models with 6 regressors or more merely surpass the historical
average benchmark by R2os 12% in the subsample and 5% in the full sample.
On the other hand, models perform substantially better forecasting excess re-
turns on one- to five-year maturity bonds. Table 4.3 summarizes R2os for forecasting
excess returns on one- to five-year maturity bonds for three model clusters. Over-
all, models forecasting excess returns on one- to five-year maturity bonds with R2os
18% in the subsample. In particular, all unrestricted models researched herein with
6 or more regressors transcend the historical average benchmark and forecast excess
returns on one- to five-year maturity bonds on average with R2os 28% in the subsam-
ple. However, only 89% of the models with 5 regressors and 67% of models with
3 or 4 instruments surpass the historical average benchmark and forecast excess re-
turns on one- to five-year maturity bonds in the subsample with averageR2os 19% and
8% respectively. Tables 4.4, 4.5, and 4.6 collect R2os for forecasting excess returns on





































































































































































































































































































































































































































































































































































































































































ble 4.7 exclusively demonstrates models that on average generate positive R2os across
all maturities in the subsample.
Restricted models, representing the single factor hypothesis, forfeit consider-
able out-of-sample forecasting power on average. This further motivates to inves-
tigate the existence of a second risk factor as hypothesized in the previous chapter.
Additionally, on average, only models with 6 or more regressors are preferred to his-
torical average benchmark in the full sample analysis, i.e., the averageR2os is negative
in the other two clusters in the full sample. The lack of out-of sample forecastability
in the full sample, however, is not unexpected considering the significant structural
break in the full sample.
4.2.1 Individual Models Predictive Ability
I construct more than 50 predictive models with 3 to 8 instruments. R2os obtained from
these models are highly dispersed. Additionally, the spread between restricted and
unrestrictedR2os is varying between and within models. They do not always signal po-
tential existence of a second forecasting factor and they are not persistent in different
time periods. Figure 4.1 illustrates these observations in the subsample as well as the

























t . In other words,
the out-of-sample forecasting power and the pattern of prediction seem to be ex-



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t forecasts excess returns on one- to five year matu-













achieves averageR2os only 4% forecasting excess returns on one- to five year maturity
bonds. The individual model outcome does not carry across all subsets and the mean
R2os of all these models summarized in the previous section should maintain a more
robust result. Nevertheless, it is insightful to analyze individual model performances.







that predicts excess returns on one-to five-year maturity bonds with average R2os 18%
in subsample. Table 4.8 summarizes R2os for this model. A predictor vector with four








t predicts excess returns on one-to
five-year maturity bonds with averageR2os of 26% in subsample. This model predicts
excess returns on one-to twenty five-year maturity bonds with average R2os of 13% in







without losing any meaningful forecasting power on average. However, a model








t signals the potential existence of a second forecast-
ing factor. Both of these models either have no or very tenuous forecasting power in
the full sample.
A predictive model including more instruments can generate higher R2os for
some subsets of instruments. For instance, adding a fifth instrument, f (15)t , and em-










t predicts excess returns on
































































































































































































































































































































































































































































































































































































































































This model predicts excess returns on one-to twenty five-year maturity bonds with
average R2os of 23% in the subsample. For the full sample analysis, historical av-
erage benchmark forecast is superior with this model for predicting excess returns
on nearly all bonds except for rx(2) and rx(3). Unrestricted regressions can forecast
rx(2) and rx(3) in the full sample with R2os of 10% and 8% respectively. Finally, this
model also signals the potential existence of a second forecasting factor.
Finally, models with six instruments generally perform better particularly in













returns on one-to five-year maturity bonds with average R2os of 39% in subsample
and 14% in the full sample. This model predicts excess returns on one-to twenty
five-year maturity bonds with average R2os of 25% in the subsample and 15% in the
full sample. Table 4.9 summarizes R2os for this model.
4.2.2 Robustness and Rolling Window Size
The forecasting performance of the rolling scheme is sensitive to the choice of the
window size. In this analysis the window size is set to 10-years (120 monthly data
point). To investigate whether the results are robust with respect to window size,
I investigate out-of-sample forecasting power with a rolling regression with win-
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t , and expan-









































































































































































































































































































































































































sample. This analysis confirms the sensitivity of the out-of-sample results to rolling
regression window size. The magnitude of the sensitivity, however, depends on the
choice of instruments as well as sub-periods. Figure 4.2 graphically illustrates the
out-of-sample R2os dynamics for excess returns on one- to twenty five-year maturity
bonds measured with two window sizes: 15-year or 180 data points and 10-year or
120 data point.
4.3 Remarks
This chapter employs a rolling regression scheme to investigate out-of-sample fore-
castability of time-varying bond risk premia in the US market. I construct 52 predic-
tive models with 3 to 8 instruments (forward rates). On average across the entire term
structure, only models with 6 regressors or more merely surpass the historical aver-
age benchmark in the subsample and the full sample. The evidence of forecastability
is, however, greater for excess returns on one- to five-year maturity bonds.
I discover that the out-of-sample forecasting power and the pattern of predic-
tion seem to be exceedingly sensitive to the choice of instruments and there is an
embedded omitted variable bias in choosing a specific portion of the forward curve
as predictor vector. Nevertheless, I illustrate that one can construct a model with 6












t which predicts excess re-
turns on one-to twenty five-year maturity bonds with average out-of-sample R2os of


























































































































































































































In this chapter, I investigate in-sample and out-of-sample predictability of bond
risk premia in nine international markets: Canada (CA), the United Kingdom (UK),
Germany (DE), Norway (NO), Sweden (SE), Switzerland (CH), Japan (JP), Australia
(AU), and New Zealand (NZ). I introduce a parsimonious version of CP’s model for
international markets. I discover that the prediction of risk premia in the majority of
analyzed international markets requires less information compared to the US market
,i.e., utilizing only three forward rates as predictor achieves a plausible predictive
power in-sample and out-of-sample in the majority of markets researched herein. A
panel analysis further reveals that there exists a systematic global factor that drives
risk premia in all ten markets which is a reverse tent-shape linear combination of
forward rates.
5.1 Data
I obtain the dataset originally assembled by Jonathan H. Wright (2011) for nine in-
ternational markets. Table 5.1 lists the available data. All series include one- to
fifteen-year zero coupon government bonds except for New Zealand which only in-
cludes maturities one- to ten-year. All the curves are smoothed. I employ similar
framework as in the US market to identify structural breaks in the international mar-
115
kets. The breaks are country-specific. For example, for Germany there is a significant
structural break around reunification of 1990, for Japan asset bubble of 1986 to 1991
marks a significant break, and for Australia there is a structural break around the
great recession of 1990. As an attempt to minimize the possibility of a large struc-
tural break while maximizing the sample size, I conduct the study in two periods:
subsample of January 1990 to May 2009 as well as the full sample.
5.2 Notation and Methodology : Country-Specific Analysis
5.2.1 In-Sample
I follow the US market analysis for notations and methodology. I extend CP unre-
stricted and restricted regression models to nine international markets individually.
These individual regressions are designed to address two questions: (i) Is the degree
of predictability documented in the US regression analysis broadly achieved in these
nine international markets? (ii) Is there a single country-specific common predic-
tor factor underlying the expected excess returns on bonds of all maturities in each
country?
Additionally, I reduce the number of predictors for international markets in-
sample analysis to a parsimonious set of three forward rates. In other words, first 3


















































































































































information to predict future excess returns on one- to fifteen-year maturity bonds
in all eight international markets and on one- to ten-year maturity bonds in New
Zealand. Furthermore, I extend the same out-of-sample methodology and evaluation
process employed in the US market to investigate the out-of-sample predictability of
bond excess returns in these nine international markets individually.
Analogous to US market, I study the predictability of bond excess returns on
one- to fifteen-year maturity bonds in eight international markets and on one- to ten-
year maturity bonds in New Zealand by estimating predictive regressions of the form
rx
(τ)
i,t+1 = ai + biZi,t + e
(τ)
i,t+1 individually in each market, i, where Zi,t is a vector
of country-specific predictor. Furthermore, I examine the single-factor hypothesis in
nine international markets by estimating the two steps restricted regressions in each
market:
1. rxi,t+1 = aifi,t + ei,t+1




I generate one-month-ahead forecasts for the regression models described above. I
utilize fifty percent of available data in each market for estimation and retain the
remaining data for out-of-sample forecasting. Each model is estimated in rolling
regressions, i.e., it is initially estimated using the first fifty percent of available data
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in each market and the parameter estimated is used to construct one-period-ahead
forecasts. Afterwards, I drop the first data point, add an additional data point at
the end of the sample, and re-estimate the model. A one month-ahead forecast is
generated at each step. To evaluate the out-of-sample performance of the models, I
then construct R2os as described in section 4.1.
5.3 Notation and Methodology : Panel Analysis
Bonds are traded internationally and bond risk premia across markets are likely to
be highly correlated. As such, there is likely a global common factor driving inter-
national bond risk premia. I created a panel data by combining country - specific
time series to investigate if there is a more robust system to analyze bond risk pre-
mia. The data range differs across markets. I conduct a balanced panel analysis by
constructing the panel data from January 1999 to May 2009.
Similar to the results documented by CP for the US market, restricted panel
models demonstrate almost the same forecasting power as the unrestricted models.
However, restricted panel analysis addresses a more compelling proposal: the ex-
istence of a single global risk factor. Following CP, I design the restricted panel















where we have observations on markets (i) across time (t) and where Zt is a vector
of predictors. After adopting an appropriate specification and treatment for uit+1
based on poolability or presence of fixed or random effect, this restricted regression






it+1 = a Zit + uit+1 or rxit+1 = a Zit + uit+1
2. rx(τ)it+1 = bτFit + u
(τ)
it+1 where Fit = a Zit
5.3.1 Poolability, Fixed Effect, and Random Effect
Panel regression : rx(τ)it+1 = bτ (a Zit) + u
(τ)
it+1 is categorized and estimated based on
the structure of the error term, u(τ)it+1. The specification for the one-way fixed-effects
model is uit = γi + εit where γis are nonrandom parameters to be estimated. The
fixed effect specification test is the conventional F test for null hypothesis of no fixed-
effects (γi = 0)
The specification for the one-way random-effects model is uit = vi+εit where
vis are random. Hausman test is used to test for random-effect.
Pooling is only admissible if there are no fixed effects or random effects present
in the data. The null hypothesis of poolability test assumes homogeneous slope coef-






it+1. F test for poolability




The conventional R2 measure is inappropriate when GLS is used. To evaluate the
model performance, R2 as defined by Theil (1961) is used: R2 = 1− u V −1u
y V −1y
5.4 Model Selection and Empirical Results :
Country-Specific
I study predictability of excess returns on one- to fifteen-year maturity bonds in
Canada, the United Kingdom, Germany, Norway, Sweden, Switzerland, Japan, and
Australia. I also investigate the predictability of excess returns on one- to ten-year
maturity bonds in New Zealand. Additionally, CP’s single factor hypothesis is ex-
plored in each individual country. Data series in each country differ in length. While
I have data available for all countries up to May 2009, the starting point of each se-
ries differs. Norway, Sweden, and New Zealand carry the shortest data series starting
from January 1999, 1993, and 1991 respectively. I conduct the study in-sample and
out-of-sample in two periods: the full sample for each individual country and the sub-
sample of January 1990 to May 2009 for all countries except for Norway, Sweden,
and New Zealand.
5.4.1 In-Sample
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t predicts excess returns on one- to fifteen-year maturity
bonds in Canada, the United Kingdom, Germany, Norway, Sweden, Switzerland,
Japan, and Australia with average R2 ranging between 0.33-0.62 in the full sample
and 0.29-0.67 in subsample. The original CP model predicts excess returns on one- to
ten-year maturity bonds in New Zealand with averageR2 about 0.37. Preeminent dif-
ference in model performance between the subsample and the full sample is observed
for Germany, Japan, and Australia. This is not surprising as potentially Germany’s
reunification of 1990, Japan’s asset bubble of 1986-1991, and Australia’s great reces-
sion of 1990 created more significant structural break. UK generates roughly robust
results in both samples while Canada and Switzerland underperform in the subsam-
ple.
Additionally, I assess the performance of CP’s single factor hypothesis through





t , ..., f
(5)
t , performs well for short and long maturities, however, restricted
and unrestrictedR2 diverge in shorter maturities. This divergence is market-dependent,
i.e., the magnitude of the gap between restricted and unrestricted forecasting power
differs within markets. Comparable to the US market analysis, this can motivate an
investigation into two-factor hypothesis in international markets. Furthermore, in-
sample R2 is diminishing in maturity roughly in all international markets. In other
words, excess return on shorter maturity bonds are more predictable in international
122
market and relative performance of the model deteriorates over maturity. Figure 5.1
illustrates these findings in the full sample4.




t , ..., f
(5)
t
achieves credible R2 in all countries, the country-specific regression coefficients are
not interpretable and do not recover the tent-shape reported by CP in the US market.
In particular, country-specific loadings either show strong W shape or exceedingly
fluctuating zigzag pattern which imply extreme multicollinearity. Figure 5.2 plots
the coefficient patterns for CP original model in the full sample. This motivates to
further investigate the predictor vector Zt and probe more efficient parametrization.
I construct fourteen alternative predictive vectors with 3 to 7 instruments. Ta-
ble 5.2 summarizes average R2 across these regressions. The predictive power is not
entirely robust with respect to the choice of instruments and my analysis indicates
that the optimal choice of instruments is, to some degree, market-dependent. Nev-
ertheless, a model with only 3 rates such as first 3 principal components of yield
in general achieves notable R2 in all markets. I observe that employing more than
3 regressors does not add significant predictive value. For instance, in the major-














results in a similar predictive power as in the original CP model with five-instrument
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t . Table 5.3 collects average R2 for four
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t results in an in-
teresting pattern of coefficient estimates, a reversed tent shape. Figure 5.3 plots the






t in the full sample. This pat-
tern of reversed tent shape roughly recovers with some alternative models with three
instruments in some markets. However, in general the pattern of coefficient esti-
mates is not robust with respect to the number of instruments, choice of instruments,
market, and sub-period. Figure 5.4 illustrates the inconsistency of the pattern of co-
efficient estimates with respect to the choice of instruments in the UK market in the
full sample5. Furthermore, employing a larger subset of instruments generally leads
to inexplicable zigzag patterns of coefficients estimates.
Finally, investigating the pattern in the predictability power of excess returns
with more than a dozen alternative subsets of instrument reveals roughly the same
results as in original CP: that R2 is diminishing in maturities and restricted and unre-
stricted R2 diverge in shorter maturities.
5 All nine markets share this inconsistency. Additionally, pattern of coefficient estimate may differ











































































































































































































































































































































































































































































































































































































































































































































































































































































































































I generate one-month-ahead forecasts for all the country-specific regression models
described earlier. I utilize fifty percent6 of available data in each market for estima-
tion and retain the remaining data for out-of-sample forecasting. I extend the out-
of-sample analysis to all fourteen models introduced in the previous section. Each
model is estimated in rolling regressions, i.e., it is initially estimated using the first
fifty percent of available data in each market and the parameter estimated is used
to construct one-period-ahead forecasts. Afterwards, I drop the first data point, add
an additional data point at the end of the sample, and re-estimate the model. A one
month-ahead forecast is generated at each step. To evaluate the out-of-sample perfor-
mance of the models, I then construct the out-of-sample R2os as described in Chapter
4.
Out of sample analysis for international markets is challenging because of the
small sample size particularly for some countries. For instance, there is only ten
years of data available for Norway. With rolling regressions, the data series is further
abbreviated hence the results need to be evaluated with caution.
The predictor vector in the original unrestricted CPmodel,Zt = f
(1)
t , ..., f
(5)
t ,
beats the historical average benchmark in some market while it is inferior to histori-
6 To investigate the effect of rolling regression window size on predictive ability, I employ seventy
five percent of available data in each market for estimation and retain the remaining twenty five percent
of data for out-of-sample forecasting. I extend the analysis of window size sensitivity to three models:
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t . Not reported.
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cal average benchmark in others. Particularly, historical average benchmark performs
better than CP model for Sweden, and the UK in the full sample and for Canada in
the full sample as well as the subsample. However, CP model achieves remarkable
average R2os 0.36 in subsample in the UK market.
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(5)
t predicts excess returns with av-
erage out-of-sample R2os ranging between 0.12 to 0.64 in the full sample and 0.22
to 0.64 in the subsample. Furthermore, similar to in-sample analysis, excess return
on shorter maturity bonds are more predictable in majority of markets and the rel-
ative performance of the model deteriorates over maturity. In other words, in some
markets, CP model is preferred to historical average for forecasting excess return
on shorter maturities, while historical average benchmark performs better for fore-
casting excess return on longer maturity bonds. Finally, out-of-sample restricted
model performance show quite a high dispersion amongst majority of markets. Fig-
ure 5.5 illustrates this finding across all nine markets in the full sample for model
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t .
Essentially, I extend the out-of-sample analysis to all fourteen models ana-
lyzed in previous section for in-sample analysis. On average, out-of-sample predic-
tion power is greater in the subsample compared to the full sample. Additionally,
comparable to in-sample analysis, I observe that the predictive power is not robust

















































































Table 5.4 summarizes average R2os, averaged over the entire term structure and
all the analyzed predictive models. On average across all fourteen models and across
the entire term structure, there is no out of sample forecasting power for Sweden. Fur-
thermore, historical average is a superior benchmark in UK, Switzerland, and Canada
on average in the full sample. However, analyzing models individually highlights that
one can construct a subset of instruments that beats historical average benchmark in
each market individually.







stead of the original CP improves the out-of-sample forecasting power in most mar-
kets except UK and Switzerland. Including economically significant rates, f (10)t and
f
(15)
t (the 15-year gilt yield is a key economic indicator particularly for the UK),
improves the out-of-sample forecasting power significantly for UK and Canada. In










t predicts excess returns on one- to
fifteen-year maturity bonds in the United Kingdom with average R2os of 0.51 in the
subsample and 0.24 in the full sample. For Canada, this model generates average
R
2
os of 0.19 in subsample and 0.18 in the full sample. Table 5.5 collects average
R
2
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Following the US market analysis, I furthermore assess the average out-of-


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































turity bonds. Out-of-sample models perform substantially better forecasting excess
returns on short-term bonds. Table 5.6 summarizes average R2os, averaged over one-
to five-year maturity bond and over all analyzed predictive models. Alternatively,
Table 5.7 collects average R2os (average over one- to five-year maturity bond) for
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5.5 Empirical Results : Panel
I investigate if there is a single global risk factor driving the expected excess returns







t with a balanced panel data and investigate the single global
factor hypothesis in-sample as well as out-of-sample. Unrestricted panel models






t predict excess returns on one- to ten-year
maturity bonds globally over ten major markets with average R2 of 0.37 in-sample
and 0.42 out-of-sample.
To test the single global factor hypothesis, however, I run restricted panel re-
gressions. My analysis indicates that a systematic risk factor, a single reversed tent-
shaped linear combination of three forward rates, predicts excess returns on one- to
ten-year maturity bonds globally with average R2 of 0.42 in-sample and 0.37 out-









































































































































































































































































































































































































































































































































































































































































































































Table 5.8: R2 of the panel regressions
rx(2) rx(3) rx(4) rx(5) rx(6) rx(7) rx(8) rx(9) rx(10)
A. In-Sample
Unrestricted 0.40 0.42 0.40 0.39 0.37 0.35 0.34 0.32 0.32
Restricted 0.37 0.46 0.47 0.47 0.45 0.43 0.41 0.38 0.38
B. Out-of-Sample
Unrestricted 0.49 0.50 0.46 0.45 0.42 0.39 0.38 0.35 0.36
Restricted 0.32 0.36 0.39 0.40 0.39 0.39 0.38 0.35 0.38





























it ) + u
(τ)
it+1.
Figure 5.6: Pattern of coefficient estimates for panel model




















and beyond the average predictive power obtained in country-specific out-of sample
analysis. Table 5.8 collects in-sample and out-of-sample panel R2.











Panel regression estimation depends on the structure of the error term, uit = vi +
εit. In particular, when vi is constant across i, then the regression is reduced to a
pooling regression. If the effects vi are nonrandom then the model is referred to as
fixed-effects model and it is referred to a random-effects model otherwise. In the
balanced panel analysis at hand, the unrestricted models reject random-effects at the
5% significance. They also reject the null of no fixed-effects. Consequently, I adopt a
fixed-effects model for unrestricted balance panel regressions. Likewise, the first step
of restricted regression rejects random-effects at 5% significance. However, it can not
reject random-effects for the second step. Hence the first step of restricted regression
is modeled as fixed-effects while the second step is modeled as random-effects.
5.6 Remarks
This chapter investigates in-sample and out-of-sample predictability of bond risk
premia in nine international markets. In particular, the objective of this chapter is to
probe the successive questions: (i) is the degree of predictability documented in the
US market broadly achieved in these nine international markets in-sample and out-
of-sample?, (ii) is there a single country-specific common predictor factor underlying
the expected excess returns on bonds of all maturities in each country?, and (iii) is
there a single global risk factor driving the expected excess returns on bonds of all
maturities in all markets.
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t achieves notable in-sample R2 in all markets and employing more
than 3 regressors for in-sample analysis does not add significant predictive value.






t performs well in out-
of-sample analysis for majority of markets. However, for the UK and Canada, out-
of-sample predictive power improves significantly by including economically sig-
nificant rate, f (10)t and f
(15)










t . This observation
implies that in-sample and out-of-sample prediction of risk premia in the majority of
international markets (all markets except the UK and Canada) requires less informa-
tion than the US market.
The restricted model performs well for short and long maturities, but restricted
and unrestricted R2 diverge in shorter maturities. Comparable to the US market
analysis, this can motivate an investigation into two-factor hypothesis in interna-
tional markets. I also document excess return on shorter maturity bonds are more
predictable in international market and relative performance of the model deterio-
rates over maturity.
Finally, to test the single global factor hypothesis, I run restricted panel re-
gressions. My analysis indicates that a systematic risk factor, a single reversed tent-







excess returns on one- to ten-year maturity bonds globally with averageR2 of 0.42 in
sample and 0.37 out-of-sample. The out-of-sample forecasting power of the global
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factor model is above and beyond the average predictive power obtained in country-




This thesis provides further evidence in favor of bond risk premia in-sample
predictability in the US and nine international markets and extensively investigates
out-of-sample predictability. Overall, this thesis progresses in three dimensions.
Firstly, I find further evidence that US forward curve contains useful information
to predict time-varying bond risk premia in-sample across the entire term structure
(τ = 2, ..., 25). Additionally, and contrary to the results documented by Cochrane
and Piazzesi, more than 50 models with different subsets of instruments imply the
potential existence of at least two systematic risk factors, two linear combination
of forward rates, that represent time-variation in the expected return of all bonds
(τ = 2, ..., 25); one predicts excess returns on short-term bonds and the other pre-
dicts excess returns on longer maturity bonds.
Secondly, the analysis of bond risk premia predictability in nine international
markets indicate that a parsimonious model with only 3 rates achieves notable in-
sample predictive power in all markets. Additionally, and comparable to the US mar-
ket analysis, I document the evidence for existence of at least two country-specific
risk factors in international markets. Finally, a panel regression analysis leads to a
more robust and streamlined predictive model.
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Thirdly, I find strong evidence of short-term (τ = 2, ..., 5) bond risk premia out-
of-sample predictability in nine international markets independent of sub-periods.
However for the US market, this thesis records plausible short-term out-of-sample
predictability only prior to recent financial crisis (February 1985 to December 2006).
I find less evidence of short-term predictability using models with single factor hy-
pothesis in all ten markets. This is consistent with the hypothesized existence of
at least two risk factors. For long-term out-of-sample predictability in nine interna-
tional markets, information content of forward curve is still superior to the historical
average benchmark in sub-period of January 1990 to May 2009. However, historical
average is preferred for four out of nine markets when the information before Janu-
ary 1990 is included. Finally, for long-term out-of-sample predictability in the US
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