Abstract-It is known that the Alamouti code is the only complex orthogonal design (COD) which achieves capacity and that too for the case of two transmit and one receive antenna only. Damen et al. proposed a design for two transmit antennas, which achieves capacity for any number of receive antennas, calling the resulting space-time block code (STBC) when used with a signal set an information-lossless STBC. In this paper, using crossed-product central simple algebras, we construct STBCs for arbitrary number of transmit antennas over an a priori specified signal set. Alamouti code and quasi-orthogonal designs are the simplest special cases of our constructions. We obtain a condition under which these STBCs from crossed-product algebras are information-lossless. We give some classes of crossed-product algebras, from which the STBCs obtained are information-lossless and also of full rank. We present some simulation results for two, three, and four transmit antennas to show that our STBCs perform better than some of the best known STBCs and also that these STBCs are approximately 1 dB away from the capacity of the channel with quadrature amplitude modulation (QAM) symbols as input.
any two distinct codewords in , known as rank or diversity of the STBC [4] , [5] . If the rank of an STBC is equal to , then we call the STBC a full-rank STBC. Another important criteria for an STBC is its coding gain defined as where are the nonzero eigenvalues of ( denotes the Hermitian of a matrix). The following definition enables one to describe STBCs for transmit antennas with a signal set and a matrix which avoids exhaustive listing of codewords of an STBC (similar to a generator matrix for a linear error control code over a finite field).
Definition I: A ratelinear design over a field is an matrix with all its entries -linear combinations of variables and their complex conjugates, which are allowed to take values from the field . If we restrict the variables to take values from a finite subset of , then we get an STBC over that finite subset , for transmit antennas.
For example, the Alamouti code [6] is a rate-, design over . Similarly, the real orthogonal design is a rate-, design over the real field [7] , [51] . Designs over other subfields of have been studied in [8] [9] [10] [11] [12] [13] . Thus, a design and a signal set jointly constitute an STBC. In this paper, we always consider the case . Tarokh et al. in [7] , [51] studied orthogonal designs (OD) over real and complex fields. These orthogonal designs have the property that the columns of the design are orthogonal to each other and using this fact the decoding complexity has been reduced from exponential increase to a linear increase with respect to the size of the signal set. This decoding has been termed as single-symbol decoding in [14] as the decoding of the complete matrix codewords is broken into independent decoding of the variables in the design and STBCs admitting such decoding have been studied in [15] . In [16] , ODs were constructed using Clifford algebras and an upper bound on the rate of the designs constructed is also given. Orthogonal designs were also dealt with in [17] using amicable designs. In [18] , STBCs called quasi-orthogonal designs (QOD), with simple maximum-likelihood (ML) decoding were proposed with a transmit diversity equal to only half the number of transmit antennas. In [19] [20] [21] , these STBCs are made fully diverse by appropriately choosing the signal sets from which the entries come from. Note that the designs in [14] [15] [16] [17] [18] [19] [20] [21] are all designs over and .
In [22] , Damen et al. constructed diagonal algebraic STBCs (DAST) which have the rate of one symbol per channel use, and full rank if the signal sets chosen are finite subsets of integer 0018 -9448/$20.00 © 2006 IEEE lattice, i.e., all quadrature amplitude modulation (QAM) constellations. The DAST makes use of rotated constellations [23] . In [24] , the concept of DAST was extended to a more general system called threaded algebraic space-time codes (TAST). The concept of layering is used to achieve the rates up to symbols per channel use, where is the number of transmit antennas. In [25] , STBCs over QAM signal sets, for an arbitrary number of transmit antennas are constructed using Galois theory and are claimed to maximize the mutual information. In the rest of this section, we give a brief description of the system model we use and define equivalent channel of an STBC and information-lossless STBC.
Let and be the number of transmit and receive antennas, respectively. Let be the transmitted vector for one time instant and be the received vector. If is the channel matrix whose entries are independent and identically distributed (i.i.d.) with zero-mean, unit-variance, complex Gaussian, then we have (1) where is the additive noise vector whose entries are i.i.d. with zero-mean unit-variance, complex Gaussian. We assume that the vector has entries with unit variance i.e.,
. The term is the signal-to-noise ratio (SNR) at each receive antenna. The channel matrix is assumed to be known at the receiver but not at the transmitter. Then, the resulting channel capacity is given by [1] , [2] (2) where is the covariance matrix of the vector and is the identity matrix. The capacity-achieving is a zero-mean complex Gaussian vector with covariance matrix say . Under the assumption that the distribution of is rotationally invariant, the optimizing covariance matrix is . Thus,
The preceding expression gives channel capacity when we transmit independent vectors at every time instant, i.e., there is no coding in time. However, if we use an STBC, we transmit vectors in time instants which need not be independent of each other. So, if the transmitted matrix over time instants is , then we have (4) where are the received and additive noise matrices. Let the STBC used in the above equation be of rate symbols per channel use. Then, we have independent variables describing the matrix . Let us denote them by and let . Suppose that we can rewrite (4) as (5) where and are the matrices and , respectively, arranged in a single column, by serializing the columns. Notice that this can be done for any linear design. The size of the matrix is . Then, the capacity of this new channel , known as equivalent channel is given by (3) with replaced with , respectively (except for in the term ). So, by introducing coding, the maximum mutual information between the actual information vector and the received matrix (or ) is given by (6) where denotes the maximum mutual information when the STBC is introduced. Clearly, this can at most be equal to .
Definition 2:
If the maximum mutual information when an STBC is used for transmit and receive antennas, is equal to the capacity of the channel for transmit and transmit antennas given by , then is called an information-lossless STBC [26] . We call the design used to describe as a capacity achieving design.
Although an STBC might be an information-lossless STBC, it may still be far from achieving the channel capacity. When we say an STBC is information-lossless, we only mean that there is no loss in the mutual information due to the structure of the design used to describe the STBC. Note that a trivial code (e.g., V-BLAST [3] ), that is, there is no dependency between the entries of the codeword matrices, is an information-lossless code. But, it is known that V-BLAST does not achieve capacity with simple ML decoding. Thus, "information-losslessness" is a necessary condition of an STBC to achieve capacity, but not a sufficient condition.
In [27] , it is shown that the Alamouti code is the only rate-, design which achieves capacity, among all the orthogonal designs and that too only for one receive antenna. In the same paper, a class of codes, namely, linear dispersion (LD) codes were introduced and these STBCs were constructed by optimizing for the mutual information and the designs they construct achieve 90% of the channel capacity. In [26] , a rate-, design based on number theory was proposed which achieves capacity for two transmit and arbitrary number of receive antennas. In [8] [9] [10] [11] [12] [13] , full-rank, arbitrary-rate STBCs were constructed for an arbitrary number of transmit antennas, over any finite subsets of any subfields of , using commutative and noncommutative (cyclic) division algebras and have given a class of information-lossless STBCs. In [28] , STBCs over QAM signal sets are constructed using cyclic division algebras for two, three, and four transmit antennas.
In this paper, we obtain designs using crossed-product algebras (defined in Section II) including division algebras and give a sufficient condition for the STBCs obtained using them to be information-lossless. We give some classes of crossed-product algebras, from which the STBCs obtained are information-lossless and also of full rank. The STBCs constructed in this paper include the STBCs constructed in [11] , [12] , [28] as special cases. The STBCs obtained in [24] which uses the concept of layering are identical to the STBCs from cyclic crossed-product TABLE I  COMPARISON OF VARIOUS KNOWN STBCS (ONLY SQUARE) algebras in this paper. However, the other classes of STBCs constructed in this paper, like STBCs from noncyclic crossedproduct algebras, are not captured by the constructions given in [24] . We present some simulation results for two, three, and four transmit antennas to show that our STBCs perform better than some of the best known codes and also that these STBCs are very close to the capacity of the channel with QAM symbols as the input. Table I summarizes the important aspects of several well-known STBCs along with that of the codes of this paper.
The remaining material of this paper is organized as follows: In Section II, we give a brief introduction to crossed-product central simple algebras. The main principle and construction of the STBCs from such algebras are given in Section III. Also, it is shown that the well-known Alamouti code and quasi-orthogonal designs can be obtained from crossed-product algebras, which in general need not be of full-rank. In Section IV, we give a sufficient condition for our STBCs to be information-lossless and show that under certain conditions, the STBCs from cyclic algebras satisfy this sufficient condition, i.e., these STBCs are information-lossless. In Section V, we restrict ourselves to those crossed-product algebras which are division algebras. We give some classes of division algebras using which construction of full-rank STBCs is illustrated with examples. In the same section, we show that the STBCs arising from these division algebras are information-lossless. Decoding of the codes obtained in this paper is discussed in Section VI. Finally, in the same section, we present simulation results to show that our codes perform better than the best known codes and approach the capacity of the channel with QAM input.
II. CROSSED-PRODUCT ALGEBRAS
In this section, we give a brief introduction to crossed-product algebras. Let be a field. Then, an associative -algebra is called a central simple algebra if the center of is and is a simple algebra, i.e., does not have nontrivial two-sided ideals. Simple examples of central simple algebras are fields and matrix algebras over fields. Henceforth will denote a central simple algebra. It is well known that the dimension of over its center is always a perfect square, say [30] , [31] . The square root of is called the degree of . The algebra is a division algebra if every element of is invertible in . It is known that all division algebras are central simple algebras. By a subfield of , we mean . Let be a maximal subfield of , i.e., and is not contained in any other subfield of . Also, let be such that the centralizer of in is itself. Then, is called a strictly maximal subfield and it is well known that , the degree of the algebra . When is a division algebra, then every maximal subfield is its own centralizer in and thus, for every maximal subfield . We will always consider central simple algebras which have at least one strictly maximal subfield as a subfield of the complex field . In addition, let the extension be a Galois extension and let be the Galois group ( is the identity map and the identity element of ) of . Then, from [30] [Noether-Skolem theorem], there exists a set such that and
We can always normalize the set such that . It can be seen easily that the are linearly independent over . Since is a basis of over and called a Noether-Skolem basis. Thus, can be seen as a right -space of dimension over , i.e.,
In the above form of , addition and equality are componentwise. From (7) and ii) . It can be seen with simple computations that this algebra is a simple algebra with center and hence an -central simple algebra. And that this algebra is a crossed-product algebra is obvious from its construction.
In the next section, we construct some more crossed-product algebras and construct STBCs from these crossed-product algebras. But we shall first see a class of central simple algebras of which the set of Hamiltonians is a special case.
Example 2: Let be a subfield of the complex field. Consider a four-dimensional -space with basis . With as the multiplicative identity and multiplication of any two basis elements defined as follows, it is easy to check that the space also forms a ring where are any two nonzero elements of . Thus, is an -algebra and is called a generalized Quaternion algebra. It is easy to check that the center of this algebra is . Now let us see whether has any strictly maximal subfields. Clearly, if there exists one then it should be of degree over , as is of degree over . So, it is sufficient to consider the degree-extensions of contained in . 
III. STBCS FROM CROSSED-PRODUCT ALGEBRAS
In the previous section, we have seen that if an algebra has a strictly maximal subfield which is Galois over the center , Fig. 1 . Embedding of a crossed-product algebra into the set of n 2 n matrices over K.
then we can view as a right -space, i.e., the action of scalar multiplication is given by right multiplication. In this section, we use this property and construct rate-, full-rank STBCs.
Consider the map given by , where for all . Since, the scalar multiplication is via right and the action of gives left multiplication, these actions commute. That is,
. This means, that is a -linear transform of . Clearly, is a ring homomorphism from to i.e., and (this is, because ). Since is a simple algebra, i.e., and are the only ideals of is injective. That is,
. If is a division algebra, then, since is invertible, say its inverse is , its image is also invertible (since ). Thus, the image of is also a division algebra . Now, since is a right -space, we can view the elements of as matrices over , with respect to a basis. We have seen in the previous section that the set forms a basis for the algebra over its maximal subfield . With respect to this basis, we shall find the matrix representation of . For this, let . To find the matrix representation of , it is sufficient to find the action of on each of the basis elements. Thus, is where Recall that . From the above equation, if the rows and columns of the matrix of , denoted by , are indexed with the elements of , then the th entry of is , i.e., the matrix is given as in (9) at the bottom of the page, where . This implies, is an embedding of the algebra into , the set of matrices over , as illustrated in Fig. 1 . Thus, we have the following theorem:
Theorem 1: With , and as above and in addition if is a division algebra, then the set of matrices of the form as in (9) have the property that the difference of any two such matrices is invertible.
Proof: The proof of Theorem 1 follows from the fact that the set of matrices of the form as in (9) is isomorphic to the algebra .
From the preceding theorem it is clear that if is a subfield of and if we restrict to some finite subset of , we will get a finite set of matrices and the STBC defined by this set of matrices will be a rate-STBC and it will be of full-rank if is a division algebra. We normalize these matrices with a scaling factor such that the expected power transmitted by every transmit antenna is unity per channel use. In the above case, the normalizing factor will be (under the assumption that have unit variance).
Example 3:
Consider the set of Hamiltonians of Example 1. We have seen that is a division algebra with as its center and as a maximal subfield and hence a crossed-product algebra. With as one of the possible bases, the cocycle with respect to this basis is and . And the matrix representation of the map , where , is
The STBC defined with the above matrix is nothing but the well known Alamouti code.
Example 4 (Example 2 Continued):
Recall that the crossedproduct algebra is a division algebra under certain conditions on and . Let . Then, satisfy the condition that . Thus, the crossed-product algebra is a division algebra with as its center and , as a maximal subfield. The Galois group of is . The set , forms a Noether-Skolem basis of seen as a -space. With this basis, we have and . With this , the matrix representation of over is
The field can be seen as an -dimensional -vector space. Let be a basis of over . Then, in (9), if we replace each of 's with the corresponding -linear combination of 's, say , we get a rate-STBC for transmit antennas, over any finite subset of . And since is the fixed field of , we have as in (10) shown at the bottom of the page, where and is a scaling factor to normalize the average total power of a codeword to . It is equal to under the assumption that preserves the modulus of . Throughout the paper, we assume that for all unless specified explicitly. From now on, we use this matrix for instead of the one in (9) . For instance, in Example 3, if we replace each of with the corresponding linear combination over , i.e.,
, we have a rate-, full-rank STBC over any finite subset of whose codewords are of the form Now, since the crossed-product algebra is a central simple algebra for any and , we get rate-STBCs for an arbitrary number of transmit antennas and over any a priori specified signal set as follows: If is the signal set over which we want the STBC to be and is the number of transmit antennas, then take and let be an th-degree Galois extension of , with Galois group . Let be a map from to satisfying the cocycle condition, for example, for all . Then, we have a crossed-product algebra using which we can construct rate-STBCs. However, it is well known that not every crossed-product algebra is a division algebra. For instance, consider a generalized Quaternion algebra given in Example 2. If the equation has nonzero solutions for , we have seen that it is a not a division algebra. Thus, the rate-STBC constructed using the crossed-product algebra need not be of full rank. However, by choosing the variables in the matrix given in (10) such that the element comes from a subalgebra of , which is a division algebra, we can make our STBC a full-rank STBC. But in this process, we might lose some of the rate. The following example illustrates one such method, from which we get rate-, full-rank STBCs.
Example 5: Let be the signal set of interest and be the number of transmit antennas. Then, taking and , such that is an th-degree Galois extension, we construct the crossed-product algebra , where is a cocycle. Thus, we get an STBC with codewords as in (10 
In the preceding example, though the crossed-product algebra is not a division algebra, we obtained a full-rank STBC by appropriately assigning the values to the variables of the design such that the resultant algebra (which is a subalgebra of the crossed-product algebra ) of the matrices is a division algebra. Another way of obtaining full-rank STBCs from crossed-product algebras is by choosing the signal sets appropriately. The next example which gives us the well-known quasi-orthogonal design [20] , illustrates this method of obtaining full-rank STBCs. In Section V, we construct crossed-product algebras which are division algebras and hence the resulting STBCs are full-rank STBCs. . It is easy to check that this satisfies the cocycle condition. All other properties like form a Noether-Skolem basis can be checked easily. Now, with this , the STBC we obtain will have codewords of the form where This STBC is not a full-rank STBC. Now, suppose for . Then, (complex conjugate of ) and . Thus, we have a STBC with codewords of the form where now come from arbitrary finite subset of the complex field. This is none other than the quasi-orthogonal design of the form given in [20] , where and are Alamouti codes. By changing the cocycle map accordingly, we can get the other quasi-orthogonal designs as well. A simple computation tells that the rank of this STBC is . However, if we restrict and to come from two algebraically independent signal sets, then the resulting STBC will be a full-rank STBC (in [19] , the two signal sets are such that one is a rotated version of the other, which is a special case of selecting two algebraically independent signal sets).
From the preceding example, it is clear that by sacrificing the division property of a division algebra, we can obtain quasiorthogonal designs. In the rest of this section, we describe what a cyclic algebra is and construct STBCs from cyclic algebras. The cyclic algebras are important as they constitute building blocks for other crossed-product algebras constructed in this paper.
An -central simple algebra is called a cyclic algebra, if has a strictly maximal subfield which is a cyclic extension of the center . Clearly, a cyclic algebra is a crossed-product algebra. Let be a generator of the Galois group . If is a Noether-Skolem basis for the algebra over the field , then we have which implies
. Also, if if where . Since the cocycle now can be described by just one element and similarly can be described by , we denote the crossed-product algebra with . Thus, with , we have where and . It is easy to see that the algebras in Examples 1 and 2 are cyclic algebras. Since the group multiplication is the same as addition of the exponents of , we can replace with , and use only if necessary. Using the preceding expressions, (10) reduces to (we use the notation for to make the notation simple) the matrix given in (11) at the bottom of the following page.The scaling factor before the matrix is to normalize the power transmitted by each transmit antenna per channel use to unity, under the assumptions that for all .
Example 7: Let and let be a QAM signal set. Then . a) Clearly, the polynomial is irreducible in . Thus, is a cyclic extension of . The generator of the Galois group is given by . Now, let be any transcendental element over . Then, it is known that the crossed-product algebra is a cyclic division algebra [11] , [12] . Thus, we have the STBC given by (12) However, viewing as a vector space over , with the basis , we have an STBC over any finite subset of with codewords given by where for and the scaling factor is to ensure that the average power transmitted by each antenna per channel use is one. c) It is to check that the polynomial is irreducible in and hence, is a cyclic extension of , of degree . Proceeding as above, we have an STBC with codewords of the form
IV. MUTUAL INFORMATION
In this section, we give a condition under which our designs from crossed-product algebras achieve capacity, i.e., the STBCs from the crossed-product algebras are information-lossless. We will first obtain the equivalent channel matrix for our STBCs ( and ). Let be a codeword matrix of the form given in (10 
Then, (5) becomes (16) Thus, the equivalent channel for our STBCs is . Note that from the structure of each of 's, the th row of contains the vector as its nonzero vector, where . And this nonzero vector starts at column , where . The following theorem characterizes the informationlosslessness of the STBCs from crossed-product algebras with as a strictly maximal subfield and a basis of over the center given as .
Theorem 2:
The design , as in (10) Proof: Follows directly from Theorem 2.
Theorem 2 gives a condition on the basis of a Galois extension for which the STBC arising from the crossed-product algebra is information-lossless. Also, it assumes that the basis elements have the property that for all . Let us now derive a sufficient condition on the basis when they do not satisfy
. Let be such a basis of over . Now, every entry of (9) (17) and hence, the STBC is not information-lossless.
Thus, if a basis does not satisfy the property that , for all and , then the STBC obtained using such a basis will be information-lossless if there exists a basis satisfying all the assumptions and conditions given in Theorem 1 and such that covariance matrix is mapped to itself under the new basis. The following lemma is towards proving that the STBCs obtained in this paper are information-lossless. 
Theorem 3:
Let and be a cyclic extension of with as the Galois group. Let be the crossed-product algebra with . Then, the STBCs constructed using the cyclic algebra as in Section III are information-lossless.
Proof: Follows from Lemma 1 and Theorem 2.
From the above theorem, STBCs in the examples of Section III, namely Examples 7a), b) 8, 9, and 10, are information-lossless with the assumption that . However, if and , the loss in information increases as and increase. Fig. 2 gives the capacity of the designs from cyclic algebras for various values of and . It can be seen that the loss in the mutual information is much less compared to the loss in information of the complex orthogonal design (COD), namely, the Alamouti code. Fig. 3 gives the capacity of the designs from cyclic algebras for various values of .
V. FULL-RANK STBCS FROM CROSSED-PRODUCT DIVISION ALGEBRAS
We have seen in Section II that not all crossed-product algebras are division algebras. In this section, we identify some classes of crossed-product algebras which are division algebras and hence the STBCs from these algebras are of full rank. We will first see when a cyclic algebra is a cyclic division algebra as cyclic division algebras constitute building blocks of other division algebras constructed in this paper. We will only give a brief introduction and for more details on them the reader can refer to [11] , [12] .
A. Cyclic Division Algebras
Let be a field and an extension of , such that . Also, let the extension be a cyclic extension, i.e., the Galois group of the extension be a cyclic group generated by a single element, say . Let be a transcendental element over . Then, we have the following algebra:
where is some symbol which satisfies the relations for all and
The above algebra has as its center and has no nontrivial two-sided ideals. Then, we have the following theorem.
Theorem 4 ([11]
, [12] , [31] ): With and as above, the algebra is a cyclic division algebra.
From Theorem 4, we have a cyclic division algebra, whenever we have a cyclic extension and a transcendental element over . In Section III, we have already given an example of STBC from cyclic division algebra. In this section, we give some more examples of constructing STBCs using the above theorem. For details on how one obtains a cyclic extension of appropriately, reader can refer to [11] , [12] .
Example 8:
Let and , where is transcendental over . Then, is cyclic extension of of degree . The generator of the Galois group is given by . Now, let be any transcendental element over . Then, is a cyclic division algebra. Thus, we have the STBC with the codewords given by where
. From the STBC construction in this example, it is clear that we have two degrees of freedom, i.e., both and can be chosen arbitrarily but for the requirement that should not be algebraic over , while for the STBC in Example 7, we could choose only arbitrarily. This implies that the best coding gain possible for the STBC of Example 7 is less than the best possible with this example. Indeed, by computer search, we found that the best coding gain possible for the STBC in this example is at least while the best coding gain possible for the STBC in Example 7 is only . Thus, this example shows that the dependence of the signal set and have little effect on the constructions when is infinite, while the effect of the signal set and is considerable when is finite.
Example 9:
Let and suppose, we want to be a QAM signal constellation. Then and the polynomial is irreducible in . This is because, if it is reducible, then it should have a linear factor, which implies that this polynomial has a root in , which is not true. Thus, is a cyclic extension of and is a generator of the Galois group. Now, let be any transcendental element over . Then, is a cyclic division algebra. Thus, we have the STBC with codewords of the form (obtained in a similar way as in the previous example) given in (19) at the bottom of the page, where for .
Example 10: Let and be the signal set. Then, with and , we have cyclic and is a generator of the Galois group. Thus, we have a full-rank STBC for 4 antennas as follows:
where and for .
1) STBCs From Brauer's Division Algebras:
We give a construction of another class of cyclic division algebras due to Brauer [33] , [41] . Let and be any two positive integers having same set of prime factors and such that divides . Let be a field containing and such that is irreducible in . Let , where 's are independent transcendental elements over . Let be an automorphism of , fixing every element of and be the fixed field of . Since the order of is , the extension is cyclic with Galois group . Consider the following algebra:
where is some symbol satisfying and . Then, we have the following theorem due to Brauer.
Theorem 5 ([33]
, [41] ): With the notation as above, the algebra is a cyclic division algebra of index , with center .
Type-I STBCs From Brauer Division Algebras:
Let be the signal set over which we want the STBC. Then, let . Assume, in addition, that is irreducible in . Then, , the fixed field of will contain . With and , we get an STBC with codewords as in (9), with . Since contains , we can restrict the coefficients of the polynomials to come from and in particular only, to obtain an STBC over . The STBC obtained this way is full rank. And the symbol rate of this STBC depends on the degree of the polynomials . If the degree is restricted to , then the rate will be symbols per channel use. We call the STBCs constructed this way type-I STBCs from Brauer division algebras. The following theorem, namely Lindemann-Weierstrass theorem, suggests a method to find algebraically independent transcendental numbers.
Theorem 6 ([40]):
If are algebraic numbers that are linearly independent over , then the exponentials are algebraically independent over the field of algebraic numbers.
We illustrate this construction with an example.
Example 11:
Let and be a QAM signal set. Then, let . It is easy to see that is irreducible in . Let (say ), be three independent transcendental elements over and . Then,
is a cyclic division algebra of index . Thus, we have an STBC with codewords as follows:
where is a polynomial in with coefficients from . If we allow the degree of these polynomials to be , then we have a symbol rate of . However, if we allow the degree of the polynomials to be any positive integer , then the symbol rate will be . If in the above example, it is not possible to obtain an STBC over a QAM signal set, from Brauer division algebras. This is because, our will be and the polynomial is not irreducible in , which is a necessary condition for constructing a Brauer division algebra. However, if the signal set is a -PSK signal set, we can obtain an STBC for two transmit antennas.
Type-II STBCs From Brauer Division Algebras: Till now, we have constructed STBCs using Brauer division algebra viewing the field as an extension of . However, if we view as an extension of (which we have been doing till the last subsection), we get a different STBC. Let . Since, is cyclic, there exists an element , such that . Let us define Clearly, maps to and hence . Thus, . Now, expanding each entry in (9) as , we get an STBC with codewords of the form as in (11) . STBCs obtained this way will be called type-II STBCs from Brauer division algebras.
Example 12 (Example 11 Continued): Expanding each as
, and considering only degree-zero polynomials in , we get an STBC with codewords as follows:
where .
It is shown at the end of this section that the type-I STBCs from Brauer division algebras are not information-lossless if and might be information-lossless if , while the type-II STBCs are information-lossless under certain conditions.
2) Coding Gain of STBCs From Cyclic Division Algebras:
We conclude this subsection, giving a closed-form expression for coding gains of STBCs constructed in this subsection. Let be a cyclic extension and let denote the algebraic norm from to , of an element in .
Theorem 7: Let be the rate-STBC constructed from the cyclic division algebra . Let the codewords of be as in (11 
B. STBCs From Tensor-Product Division Algebras
In the last few subsections, we have seen how to construct cyclic division algebras and STBCs from them. In this subsection, we construct division algebras from some known division algebras and construct STBCs from them. One of such constructions is given by tensor product (see Appendix for definition and properties of tensor products) of two division algebras as in the following theorem.
Theorem 8 ([30]):
Let and be two division algebras with the same center . If is relatively prime to then is a division algebra with as the center.
So, given any two division algebras, and with the same center and relatively prime indices, the tensor product of them is also a division algebra with the same center. Hence, the index of is . If both and are cyclic division algebras, then the resulting tensor product division algebra is also a cyclic division algebra. The following example illustrates the construction of STBCs from such a tensor product division algebra obtained from two cyclic division algebras.
Example 13: Suppose, we want an STBC over a QAM signal set for six transmit antennas. Then, let . Let and . Let be a transcendental element over . Obviously, is a transcendental element over and also. Then, from Theorem 4, the crossed-product algebras and are division algebras where and , the Galois groups of and , are given by and It is easy to see that is a maximal subfield of and that the Galois group of is Note that is a cyclic group with as a generator. Also, the set forms a Noether-Skolem basis of over . Thus,
The cocycle is given in Table II . Substituting the above in (9), we get an STBC with codewords of the form where and .
The above example shows how to construct STBCs from the tensor product division algebra of two cyclic division algebras (note that it is not necessary that we use cyclic division algebras only) with relatively prime indices. This can be extended to tensor product of any number of division algebras with relatively prime indices using the following corollary.
Corollary 2:
Let be -division algebras with the index of as , where , are distinct primes and are positive integers. Then, the algebra is an -division algebra.
Using the above method of constructing division algebras, we cannot construct division algebras from known division algebras of not relatively prime degrees. For instance, we cannot construct division algebras of degree from two division algebras of degree . The following theorem helps us in such cases, where we construct a division algebra which is isomorphic to the tensor product of two cyclic division algebras with some constraints. However, we do not use the language of tensor product in constructing the division algebra.
Theorem 9: Let
, and be algebraically independent elements over a field containing th and th primitive roots of unity, where and are positive integers. Let and . Clearly, is a Galois extension of , with the Galois group as , where and acts as identity on the other three variables, and where similarly, and acts as identity on the other three variables. Consider the associative algebra where and are two symbols commuting with each other and satisfying and for all . Then, is a division algebra. Proof: To prove that is a division algebra, it is sufficient to show that every nonzero element in is invertible. Let (we use as the subscript of instead of to make the notations simpler). And let be the left regular representation of over , i. Notice that are rational functions of polynomials of the two variables and . However, we can assume are polynomials in and instead of rational functions in them, as we can take the least common multiple (LCM) of all and factor it out. Let denote the determinant of . Since and are algebraically independent of each other, it is sufficient to show that is not a zero polynomial to show that is invertible. For this let us assume that there exists some for which . If there does not exist any for which , then we can factor out from and since is invertible, it is sufficient to prove that is invertible. Thus, we have
In the above expression, can become a zero matrix when is set to zero. This can happen only if divides for all . If has as a factor for all and , then it is sufficient to prove that is invertible. So, without loss of generality, we can assume that there exists a which does not have as a factor. Let be the smallest integer such that does not divide for some . Then has the property that there exists some such that does not divide
. Also notice that all are again polynomials only and not rational functions. And to prove is invertible it is enough to prove that is invertible. So we can assume that there exists a such that does not divide . Now, since is a cyclic division algebra with center , we have . Thus, we have
This implies is not a zero polynomial because and are independent transcendental elements over .
If is the signal set of interest, then we take . Obtaining four algebraically independent transcendental elements over is not a difficult task as according to Lindemann-Weierstrass theorem [41] , we have that for any two algebraic numbers and linearly independent of each other over , the numbers and are algebraically independent transcendental numbers. Thus, we can take and for and , respectively. We could use instead but we will see that having all of them on the unit circle will give us information-lossless STBCs.
In Theorem 9, is a cyclic Galois extension of , if and are relatively prime to each other. We give an example to show how to obtain STBC from the division algebra of Theorem 9.
Example 14: Let be the signal set of interest, say a QAM signal set. Let , i.e., we want STBC for four transmit antennas. Then, we take , where and are two transcendental elements independent over . Then is a Galois extension of with the Galois group , where and . Then, from Theorem 9, the algebra is a division algebra, where are independent transcendental elements over . And and Substituting for in (10), we have an STBC with codewords of the form (20) where and . Thus, we have an STBC over a QAM signal set for four transmit antennas.
Corollary 3: Let
, be transcendental elements over a field containing the th primitive roots of unity, where are positive integers. Assume in addition that are independent of each other. Let and . Clearly, is a Galois extension of , with the Galois group as . Let be commuting indeterminates (one can assume them to be transcendental elements over , independent of each other). Also, let be symbols commuting with each other and satisfying and for all . Then, the algebra is a division algebra. Proof: Follows from Theorem 9.
Thus, given an Abelian group , we have constructed a division algebra which is a crossed product of a field and the group with respect to some cocycle . Such constructions are called generic constructions of Abelian crossed-product algebras.
Example 15: Let be the -PSK signal set, and , i.e., we want STBC for six transmit antennas. Then, let , where and are two transcendental elements independent over . Then is a Galois extension of with Galois group where and . Let be two independent transcendental elements over . Then, from Theorem 9 is a division algebra, where and are symbols satisfying and Proceeding in a similar manner as in Example 14, we get an STBC with codewords as in (21) 
C. Rates Beyond Symbols Per Channel Use
Till now, we have constructed rate-, full-rank STBCs using division algebras. Recall that the division algebras we used are the ones with center a transcendental field over . Consider the case of the STBCs from cyclic division algebras. The division algebras we considered are of the form where is a cyclic extension of , with a transcendental element over . Recall that is a field extension of such that it contains the signal set . Now the codeword matrices with this division algebra will be of the form (11) with coming from , since the center is . And an element of will be of the form , where and are polynomials in . So, each entry in (11) is of the form . But since, two different pairs of can give rise to the same , we assume that the entries of (11) are of the form only. Thus, if come from the signal set , then our codeword matrices are of the form (11) , with , where the subscript can range from to any positive integer. With this, our STBC constructed from the division algebra can have arbitrary rate. For instance, the STBC constructed in Example 7, will have the codewords of the form as follows:
In a similar way, STBCs constructed from other division algebras, as in Section V-B, can have arbitrary rate. But note that in the case of noncyclic division algebras, each entry of the codeword matrix is a polynomial in more than one transcendental element. Though, we have arbitrary-rate STBCs, for the purpose of clarity, we concentrate only on the rate-STBCs constructed till the previous subsection.
D. Mutual Information
In this subsection, we show that, under certain conditions, our designs arising from the division algebras we have discussed so far achieve capacity, i.e., the STBCs from these division algebras are information-lossless.
1) Mutual Information of STBCs From Brauer Division Algebras:
We show that the type-I STBCs from Brauer division algebras are not information-lossless. Recall from Subsection V-A1, that in Brauer division algebras, i.e., takes to . Thus, the left-hand side (LHS) of (17) is where we assume . Since the 's are independent transcendental elements over , the above expression will not be equal to zero and hence the type-I STBCs from Brauer division algebras are not information-lossless.
The type-II STBCs from Brauer division algebras are information-lossless if . This condition that can be met, by choosing arbitrarily and then choosing such that lies on unit circle. Fig. 4 shows the capacities of both the type-I and type-II STBCs (25) constructed from Brauer division algebras. It can be seen from the figure that the loss in information in type-I STBCs is less than the loss due to the Alamouti code.
2) Mutual Information of STBCs From Tensor-Product Division Algebras:
In the following theorem, we show that the STBCs constructed in Subsection V-B are information-lossless.
Theorem 10: Let be as in Theorem 9 with for all . Then, the STBC arising from the division algebra is information-lossless.
Proof: It is sufficient to prove (23) (see the top of the page) for . Since, each of 's act as identity on if , and , the LHS of (23) can be written as in (24) (also at the top of the page). Since for all , (24) can be written as
Expanding the above sum with respect to each variable, we obtain (25) (at the top of the page). Since , one of the sums in (25) becomes zero and hence the entire sum becomes zero.
From the above theorem, it follows that the designs of Examples 14, 15, and 16 achieve capacity.
Theorem 11:
Let be number of crossed-product division algebras. Let each of the STBCs arising from these division algebras be information-lossless. Then the STBC arising from the division algebra is also information-lossless if for all , where is a cocycle for the division algebra .
Proof: Theorem 11 can be proved in a similar manner as Theorem 10.
VI. DECODING AND SIMULATION RESULTS
Maximum-likelihood (ML) decoding of our STBCs in general involves exhaustive search which increases exponentially with the number of transmit antennas. In [36] , a sphere decoder was proposed, which uses an efficient algorithm to find the closest lattice point to a given point [35] . This algorithm uses the fact that the column rank of the generator matrix of the lattice is at least the number of dimensions in the lattice. Damen et al. in [37] have shown that a sphere decoder can be applied for multiple-antenna systems if perfect channel state information (CSI) is known at the receiver. If is the transmitted vector from antennas, we have (26) where is the received vector ( receive antennas), is the channel matrix, and is the additive white Gaussian noise (AWGN). Then, the lattice representation of the system model is given by (27) where Since, the channel matrix is of full rank almost surely, the equivalent channel matrix, , is also of full rank. Hence, the sphere decoder can be applied whenever is from a constellation which is a subset of a lattice. Hence sphere detector achieves ML performance with a significantly reduced complexity which is roughly cubic in at high SNRs [38] . Though phase-shift keying (PSK) constellations are not a subset of any lattice, we can still use the sphere decoder, known as complex sphere decoder, as shown by Hochwald and Ten Brink in [34] . The algorithm for the case of a PSK constellation searches through the phase angles of the constellation points instead of the lattice-point coordinates and since the phase angles of the constellation points are integer multiples of (for -PSK), the search is over a finite set. The complexity of complex sphere decoder is less than the complexity of the sphere decoder for lattice constellations. This is because we search for points in the case of complex sphere decoder, while we search for points in the case of lattice sphere decoder. In our case, the equivalent channel model is Since, the rank of the matrix is and the matrix is invertible, the rank of the matrix is also the . Now, since the rate of our STBCs is , we can use the sphere decoder efficiently if , which implies that the number of receive antennas is at least the number of transmit antennas. However, if the number of receive antennas is less than the number of transmit antennas, we can use the generalized sphere decoder proposed in [39] , which involves more computational complexity. However, we can still use the sphere decoder if we decrease the rate of our STBC. If the number of receive antennas is , then the rate of our STBC has to be for efficient use of sphere decoder.
A. Simulation Results
In this subsection, we present simulation results for two, three, and four transmit antennas with two, three, and four receive antennas, respectively, over -QAM and -QAM signal sets. Fig. 5 shows the plots for two transmit and two receive antennas. We used the STBC of Example 7, with . This value of is chosen arbitrarily. It can be seen from the figure that with our code, we gain by about 3 dB over the uncoded case at bit error rate (BER) and by about 0.75 dB, at BER, over the STBC of [26] (named as ), which is known to be one of the best codes. By choosing to maximize the coding gain, we can further improve the performance of our STBC. Fig. 6 shows the plots for three transmit and three receive antennas. The STBC we used is from Example 9. We gain by about 4 dB over the uncoded case at BER. Fig. 7 shows the plots for four transmit and four receive antennas. We used the following STBC (obtained with and ):
where and for and (chosen arbitrarily). We gain by about 5 dB, at BER, over the uncoded case and by about 0.8 dB, at BER, over the STBC of [25] , which is claimed to maximize the mutual information. Fig. 8 shows the performance of the STBCs obtained using the division algebras of Section V-B. The division algebra construction-1 curve is for the STBC of Example 14, with and . These values are chosen arbitrarily. The division algebra construction-2 curve is for the same STBC with and
. The values of and are chosen arbitrarily, while the values of and are chosen to be close to the value of in STBC used in Fig. 7 . We can see that the STBC, where the parameters and are chosen arbitrarily, performs better than the STBC of [25] by about 0.25 dB, but is poorer than the STBC constructed from cyclic division algebra by about 0.5 dB. However, the STBC, for which the are chosen arbitrarily and are chosen close to , performs better than the STBC of [25] by about 0.9 dB, and better than theFrom these simulation results and [34] , it can be seen that at BER our code for two transmit and two receive antennas is approximately 3 dB away from the capacity of the channel with -QAM symbols as input and less than 0.5 dB away from the capacity of the channel with -QAM symbols as the input. On the other hand, at BER, our three transmit and four transmit codes are about less than 0.5 dB away from the capacity of the channel with QAM symbols as input. STBC from cyclic division algebra by about 0.1 dB. We could perform even better by choosing a better , and .
In Fig. 9 , we also plot to the block error probabilities of our codes for two transmit and four antennas and compare them with outage probability. It can be seen that the gap between the block error rates of our codes and outage probability is decreasing with increasing size of the input QAM constellation.
VII. DISCUSSION
The contributions of this paper may be summarized as follows: Using crossed-product algebras, we have constructed arbitrary rate STBCs over a priori specified arbitrary finite subsets of the complex field . In particular, when the crossed-product algebras are division algebras, we get full-rank STBCs. Also, we have shown that the well-known Alamouti code and the quasi-orthogonal design of [20] are special cases of our constructions. Our constructions give STBCs with rank and coding gain same as that of the STBCs obtained using field extensions [11] . A sufficient condition for our STBCs to be information-lossless is given. Two classes of division algebras that are crossed-product algebras and constructed rate-, full-rank STBCs from these crossed-product division algebras have been identified. These STBCs include the STBCs of [11] , [12] as special cases. We have proved that the STBCs obtained from the crossed-product division algebras in this paper are information-lossless. We have presented simulation results to show that we perform better than the best known codes and can do even better if the best codes from division algebras are used. Also, the simulation results show that we are about 1 dB away from the capacity of the channel with QAM as the input [34] .
Possible directions for further research are as follows: i) It would be interesting to see if there exits a closed-form expression for coding gain of the STBCs arising from noncyclic division algebras. ii) We have shown that we can use the sphere decoder to decode our codes, but as the number of transmit antennas increase, this decoding involves more complexity. It would be interesting to see if there exist any suboptimal simpler decoding algorithms. iii) Recently, several interesting and important aspects and classes of STBCs like diversity-multiplexing gain tradeoff, nonvanishing determinant property, perfect STBCs, and approximately universal STBC schemes [42] [43] [44] [45] [46] [47] [48] [49] [50] have been studied. It will be interesting to analyze the codes of this paper in the light of these aspects.
APPENDIX I TENSOR PRODUCTS: DEFINITION AND SOME PROPERTIES
To define tensor product of two algebras, we will first define tensor product of two vector spaces. Since any algebra is a vector space, we will extend the definition of tensor product of two spaces to tensor product of two algebras [31, Ch. 9] .
Definition 4: Let and be two -vector spaces. A tensor product of and is an -vector space , together with a bilinear mapping denoted by such that 1)
is generated as an -space by ; 2) (universality) if is a bilinear map, where is another -space, then there is an -linear map such that .
The following sequence of theorems lists some of the useful properties of tensor products.
Theorem 12: [31] Let and be two -vector spaces. Then we have the following.
1) The homomorphism in the definition of tensor product is unique. 2) If and are tensor products of and , then there is a unique isomorphism such that for all and .
From the preceding theorem, since any two tensor products of two vector spaces are isomorphic to each other, we can write "a tensor product" of two vector spaces as "the tensor product" of two vector spaces. The following theorem guarantees us the existence of the tensor product of two vector spaces.
Theorem 13: [31] The tensor product of two -vector spaces and exists.
Now, since -algebras are -vector spaces, we can define tensor product of two -algebras as the the tensor product of the corresponding vector spaces with a suitably defined multiplication. The following theorem assures us of such a multiplication. 
