In this paper, the robust output feedback H ∞ control problem for discrete time general nonlinear systems with L 2 -bounded structured uncertainties is considered. Sufficient conditions for the solvability of the considered problem are represented in terms of two Hamilton-Jacobi inequalities with n independent variables. Based on these conditions, a state space characterization of a robust output feedback H ∞ controller solving the considered problem is provided.
Introduction
In this paper, the robust H ∞ output feedback control problem for discretetime general nonlinear systems with structured uncertainties will be considered. The diagram for the considered problem is shown in Fig. 1 , where G is the nonlinear normal system, and Δ is the structured uncertainty. The design objective is to find an output feedback controller C such that the closed-loop system is asymptotically stable and its L 2 -gain from w to z is less than or equal to some positive number γ for all possible uncertainties Δ . If Δ is unstructured, the small gain theorem can be used to solve this problem, however, if Δ is structured, the results obtained via the small gain theorem can be arbitrarily conservative. In [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , and [24] , the H ∞ control problems for continuous-time nonlinear systems without uncertainties are studied. The solution to nonlinear H ∞ output feedback control problems for nonlinear systems can be obtained by solving two Hamilton-Jacobi equations (or inequalities), which is the nonlinear version of the Riccati equations considered in the corresponding linear H ∞ control theory (see [13] ). As well, [18] and [19] have proved that the output feedback H ∞ controller for discrete-time nonlinear systems can also be obtained by solving two Hamilton-Jacobi inequalities. In [20] , the relations between nonlinear H ∞ control of discrete-time affine nonlinear systems and H ∞ control of the linearized systems have been studied. It is shown that a discrete-time affine nonlinear system has a local L 2 -gain γ > 0, with internal stability, if its linearized system is asymptotically stable and has a L 2 -gain strictly less than γ.
However, if the systems have structured uncertainties, the H ∞ control problem is more difficult. The robust H ∞ control problem for linear systems with structured uncertainties has been considered in [14] , [16] , and [24] . But the studies of the H ∞ control problem for nonlinear systems with structured uncertainties are few. In [22] , and [23] , a state-space characterization of robustness analysis and synthesis for affine nonlinear systems with structured uncertainties was provided. Specifically, a sufficient condition for the solvability of robustness synthesis problem is represented in terms of scaling Nonlinear Matrix Inequalities (NLMIs). Recently, [15] has presented some corresponding results about robust H ∞ control problems for general nonlinear systems with structured uncertainties. Again, however, the studies of robust H ∞ control problems for discrete-time nonlinear systems with structured uncertainties are very few. To the best of authors' knowledge, no corresponding results have been reported in ! Figure 1 : The block diagram of the uncertain system the literature. In this paper, we want to study the robust H ∞ control problems for discrete-time nonlinear systems with structured uncertainties.
In [22] and [23] , the considered system is continuous-time and is assumed to be affine in control input and external input. Moreover, only the state feedback case is considered. In this paper, we study the output feedback robust H ∞ control problem for discrete-time nonlinear systems with structured uncertainties. Via dissipative theory and differential game theory, sufficient conditions for the solvability of the considered problem are represented in terms of two Hamilton-Jacobi inequalities with n independent variables. Based on these conditions, an output feedback controller solving the considered problem is provided. All the results presented in this paper are new.
Problem formulation
Consider the discrete time smooth nonlinear system shown in Fig.1 . The normal system G is described by the following dynamic equations
where x ∈ R n represents the state defined on a neighborhood of the origin in R n , u ∈ R m is the control input, and w ∈ R r represents a set of exogenous inputs which includes disturbances (to be rejected) and reference commands (to be tracked), z ∈ R s is the controlled variable, and y ∈ R p is the measured variable. Without loss of generality , assume that 
.., N. The uncertainty is described as
The problem considered in this paper is concerned with constructing an output feedback controller to locally stabilize the resulting closed-loop system and render its L 2 -gain, from w to z, less than or equal to γ for all Δ ∈ BΔ. The latter is equivalent to the following: for all K>0 and for each input w(.)∈ l 2 [0, K], and for all Δ ∈ BΔ , the response z(.) of the closed-loop system from the initial state x(0)=0 satisfies
Suppose that the state of
We make the following assumption.
Assumption (A1):
The storage functions U i (ζ i ) , i = 1, 2, ..., N, are positive definite, differentiable, and such that
for some positive definite function
Obviously, (4) implies (3). In what follows, let ζ = [ζ
State feedback case
In this section, we will focus on the problem of finding H ∞ state feedback controllers for the system (1), while leaving the problem of finding H ∞ output feedback controllers to the next section.
Suppose the system (1) satisfies the following "detectability" assumption.
Assumption (A2) : Any bounded trajectory x(k) of the system
This section is concluded by the following result, which provides a state feedback controller solving the considered problem. 
is negative definite, where
is negative semidefinite near x = 0, where w = w * (x), v = v * (x), and u = u * (x), and u * (0) = 0, v * (0) = 0, and w * (0) = 0, are the unique solutions of
Then the feedback law u = u * (x) solves the discrete time robust nonlinear H ∞ state feedback control problem.
Proof: For convenience, let
Using the Taylor expansion theorem and noting (5) and (6), we have
where
It is easy to show that
, which is positive definite. Setting u = u * (x) in (1) yields a closed-loop system satisfying
Then, from hypothesis (H1), we immediately have the following dissipation inequality
in some neighborhood of the origin. Accordingly, the closed-loop system has L 2 -gain≤ γ locally. It remains to be proven that the closed-loop system is locally asymptotically stable. First note that letting w = 0 in (9) yields
Observe that any trajectory
such that x(k) is bounded and Z(x(k), 0, v(k), u * (k)) = 0 for k ≥ 0 . Moreover, any trajectory ζ i (t) satisfying U(k + 1) − U(k) = 0 for all k ≥ 0 is such that ζ i (k) = 0 for all k ≥ 0. By assumption (A2), it is concluded that lim k→∞ x(k) = 0 and lim k→∞ ζ(k) = 0 . Hence, we can conclude the asymptotic stability by the LaSalle's invariance principle.
Output feedback case
If the state x of the plant is not available for measurement, then the feedback control law proposed in the previous section cannot be used. This section is aimed at solving the robust H ∞ control problem via output feedback. We consider a controller in the following form
where ξ ∈ R n is defined on some neighborhood of the origin, and G(ξ) is the output injection gain, and u * (.) is defined in Theorem 1. For convenience, the corresponding closed-loop system is expressed as
In what follows, we shall show how to asymptotically stabilize the closed-loop system locally and render its L 2 -gain≤ γ for all Δ ∈ BΔ .
Theorem 2:
Consider the system (1). Suppose hypothesis (H1), and assumptions (A1) and (A2) hold. Suppose the following hypothesis also holds. 
is negative definite, where (12) vanishes at x o = col(x, x) and is negative elsewhere in some neighborhood of the origin, wherê
, withŵ(0) = 0 andv(0) = 0, are the unique solutions of
Then the output feedback controller (10) solves the discrete-time nonlinear robust H ∞ control problem.
Proof: Consider the following Hamiltonian function (14) It is easy to check that (x o , w, v) = (0, 0, 0) is a critical point of H 2 (x o , w, v) and, at the same point, the Hessian matrix of H 2 is negative definite by condition 2a). By the Implicit Function theorem, there exist unique solutionsŵ(x o ) andv(x o ) to (13) . Then, using the Taylor expansion theorem yields
It is easy to check that R 2 =D < 0.
Consider the storage function candidate
which is positive definite by construction. Along the trajectories of the closedloop system, we have
This can easily be verified by using (7), (8), (14) and (15) . Then, we can prove this Theorem via a similar procedure as the proof of Theorem 1. So, the detailed proof is omitted here to save space.
The function Y 2 (x o ) thus obtained has 2n independent variables. In what follows, we shall show how to reduce the number of independent variables. Theorem 3: Consider the system (1). Suppose hypothesis (H1), and Assumptions (A1) and (A2) hold. Suppose also the following hypothesis holds.
(H3) There exist some scalars 0 < ε 1 < 1 and ε 3 > 0, an output injection gain G(x), and a smooth, positive definite function Q(x), locally defined on a neighborhood of the origin in R n , such that 3a) the matrix
vanishes at x = 0 and is negative elsewhere in some neighborhood of the origin, where w =w(x) and v =v(x) , withw(0) = 0 andv(0) = 0 , are the unique solutions of
Proof: Consider the following Hamiltonian function
It is easy to check that (x, w, v)=(0,0,0) is a critical point of H 3 (x, w, v) and, at the same point, the Hessian matrix of H 3 is negative definite by condition 3a). By the Implicit Function theorem, there exist unique solutions w =w(x) and v =v(x) to (18) .
and is positive elsewhere. Moreover, it is easy to show that condition 3a) implies condition 2a). Then, it suffices to prove that M(x o ) ≡ Q(x − ξ) satisfies condition 2b). To this end, let
It remains to be proven thatȲ 2 (x o ) vanishes at x o = col(x, x) and is negative elsewhere. To this end, set Since the latter matrix is by assumption negative definite, we can conclude thatȲ 2 (x o ) = 0 at x o = col(x, x) andȲ 2 (x o ) < 0 elsewhere. This completes the proof.
As mentioned in [18] , in contrast to the continuous-time case, it is difficult to explicitly separate Q(.) and the output injection gain G(.) in Y 2 (.) by simply seeking the matrix G(.) for which Y 2 (.) achieves its minimum, and then by imposing the condition that the latter be negative. This needs to be worked on further.
Conclusions
In this paper, we have provided a state-space characterization of robust H ∞ output feedback controllers for discrete time general nonlinear systems with L 2 -bounded structured uncertainties. Sufficient conditions for the solvability of robust performance synthesis problems have been represented in terms of two Hamilton-Jacobi inequalities (HJIs) with n independent variables. Moreover, based on these conditions, a robust output feedback H ∞ controller solving the considered problem has been provided. However, owing to the nonlinear and partial differential nature of the two Hamiltonian-Jacobi inequalities (HJIs) in Theorem 3, it is very difficult to obtain analytical solutions and no example is provided in this paper. How to solve these HJIs needs to be worked on further.
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