The rapid advancement of single cell technologies has shed new light on the complex 25 mechanisms of cellular heterogeneity. However, compared with bulk RNA sequencing 26 (RNA-seq), single-cell RNA-seq (scRNA-seq) suffers from higher noise and lower 27 coverage, which brings new computational difficulties. Based on statistical 28 independence, cell-specific network (CSN) is able to quantify the overall associations 29 between genes for each cell, yet suffering from a problem of overestimation related to 30 indirect effects. To overcome this problem, we propose the "conditional cell-specific 31 network" (CCSN) method, which can measure the direct associations between genes 32 by eliminating the indirect associations. CCSN can be used for cell clustering and 33 dimension reduction on a network basis of single cells. Intuitively, each CCSN can be 34 viewed as the transformation from less "reliable" gene expression to more "reliable" 35 gene-gene associations in a cell. Based on CCSN, we further design network flow 36 entropy (NFE) to estimate the differentiation potency of a single cell. A number of 37 scRNA-seq datasets were used to demonstrate the advantages of our approach: (1) one 38 direct association network for one cell; (2) most existing scRNA-seq methods designed 39 for gene expression matrices are also applicable to CCSN-transformed degree matrices; 40 (3) CCSN-based NFE helps resolving the direction of differentiation trajectories by 41 quantifying the potency of each cell. CCSN is publicly available at 42 http://sysbio.sibcb.ac.cn/cb/chenlab/soft/CCSN.zip. 43 44 45 KEYWORDS: Single cell analysis; Network flow entropy; Cell-specific network; 46 Single cell network; Direct association; Conditional independence 47 49 With the development of high-throughput single-cell RNA sequencing (scRNA-seq), 50 novel cell populations in complex tissues [1-5] can be identified and the differentiation 51 trajectory of cell states [6-8] can be obtained, which opens a new way to understand the 52 heterogeneity and transition of cells [9-11]. However, compared to traditional bulk 53
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Introduction 4 this cell, in particular when there are many complex associations among genes. 74
To overcome this shortcoming of CSN, we introduce a novel computational method 75 to construct a conditional cell-specific network (CCSN) from scRNA-seq data. 76
Specifically, CCSN identifies direct associations between genes by filtering out indirect 77 associations in the gene-gene network based on conditional independence. Thus, CCSN 78 can transform the original gene expression data of each cell to the direct and robust 79 gene-gene association data (or network data) of the same cell. In this paper, we first 80 demonstrate that the transformed gene-gene association data not only are fully 81 compatible with traditional analyses such as dimension reduction and clustering, but 82 also enable us to delineate the cell-specific network topology and its dynamics along 83 developmental trajectories. Then, by defining the network flow entropy (NFE) on the 84 gene-gene association data of each cell based on CCSN, we estimate the differentiation 85 potency of individual cells. We show that NFE can illustrate the lineage dynamics of 86 cell differentiation by quantifying the differentiation potency of cells, which is also one 87 of the most challenging tasks in developmental biology. 88 89 Methods
90
Assuming that x and y are two random variables, and z is the third random variable. If 91
x and y are independent, then 92 ( ) ( ) = ( , ) (1) 93 where ( , ) is the joint probability distribution of x and y; ( ) and ( ) are the 94 marginal probability distributions of x and y. 95 If x and y with the condition z are conditionally independent, then 96 ( | ) ( | ) = ( , | )
( 2) 97 where ( , | ) is the joint probability distribution of x and y with the condition z, 98 ( | ) and ( | ) are conditionally marginal probability distributions. Note that 99 eqns. (1)-(2) are both necessary and sufficient conditions on mutual independence and 100 conditional independence, respectively. 101
Here we define 102 ,-= ( , ) − ( ) ( ).
(3) 103 ,-|/ = ( , | ) − ( | ) ( | ).
(4) 104
The original CSN method [27] uses ,-to distinguish the independency and 105 association between x and y (File S1 Note 1). However, if two independent variables x 106 and y are both associated with a third random variable z, ,-cannot measure the direct 107 independency because there is an indirect association between x and y. In other words, 108 the associations defined by CSN or eqn. (3) include both direct and indirect dependency, 109 thus resulting in the overestimation on gene-gene associations. To overcome this 110 problem of CSN, we develop a novel method, conditional cell-specific network 111 (CCSN), which measures the direct gene-gene associations based on the conditional 112 independency ,-|/ , i.e. eqn. (4), by filtering out the indirect associations in the 113 reconstructed network. The computational framework of CCSN is shown in Figure 1 , 114 and is described in the next sections. 115 6 two parallel planes (i.e. the neighborhood of 0 ) is / (0) (Figure S1 D) . Now we get a 123 subspace on condition of gene z. Then, we draw other four planes near the dot k, where 124 two planes are orthogonal with x axis and the other two planes are orthogonal with y 125 axis. We can get the neighborhoods of ( 0 , 0 ), ( 0 , 0 ) and ( 0 , 0 , 0 ) according 126 to the intersection space of six planes (Figure S1 E-G), where the numbers of dots 127 are ,/ (0) , -/ (0) and ,-/ (0) , respectively. Then, we can get the estimation of probability 128 distributions: 129
Based on eqn. (4), we construct a statistic 131
to measure the conditional independence between gene x and gene y on the condition 133 of gene z in cell k. And when gene x and gene y given gene z are conditionally 134 independent, the expectation ,-|/ (0) and standard deviation ,-|/ (0) (File S1) of the 135 statistic ,-|/ (0) can be obtained: 136
Then, we normalize the statistic as 139
If gene x and y are conditionally independent on the condition of gene z, it can be proved 140 that the normalized statistic follows the standard normal distribution (File S1 Note 1 7 and Figure S2 ), and it is less than or equal to 0 when gene x and y are conditionally 142 independent (File S1 Note 2). 143 144
Constructing conditional cell-specific network for each cell 145
To estimate the conditional independency of gene x and gene y given the conditional 146 gene z in cell k, we use the following hypothesis test: 147
: gene x and gene y are conditionally independent given gene z in 148
: gene x and gene y are conditionally dependent given 150 gene z in cell k. 151
If T ,-|/ d (0) , the normalized statistic, is larger than f (significance level α, f is the 152 alpha quantile of the standard normal distribution), the null hypothesis will be rejected 153 and then ,-|/ (0) = 1 ( ,-|/ (0) is the edge weight of genes x and y on condition of gene z ). 154 ,-|/ (0) = i 1 0 gene x and y are directly dependent given gene z gene x and y are conditionally independent given gene z
All gene pairs can be tested if they are conditionally independent given gene z in cell 155 k. And the conditional cell-specific network (CCSN) / (0) given conditional gene z is 156 obtained for cell k. 157
Then, to estimate the direct association between a pair of genes in a cell, 158 theoretically we should use all the remaining m-2 genes as conditional genes, which is 159 computationally intensive. Suppose there are m genes in our analysis, then m*(m-1)/2 160 gene pairs should be tested. Fortunately, a molecular network is generally sparse, which 161 means that a pair of genes (i.e. genes x and y) are expected to have a very small number 162 of commonly interactive genes (as conditional genes z). In other words, numerically we 163 can use a small number of conditional genes to identify the direct association between 164 a pair of genes in a cell, which can significantly reduce the computational cost (File S1 165 Note 3, Table S1 ). For each gene pair in a cell, we choose G (1≤G≤m-2) genes as the 166 conditional genes to test if the gene pair is conditionally independent or not. Generally, 167 the conditional genes may be the key regulatory genes in a biological process, such as 168 transcription factors and kinases. From a network viewpoint, these genes are usually 169 hub genes in the gene-gene network, and the network degrees of these genes would be 170 higher. 171
Practically, the conditional genes could be obtained from many available methods, 172 such as highly expressed genes, highly variable genes, key transcription factor genes, 173 or the hub genes in the CSN, and so on. For the CCSN method, the conditional gene 174 sets were defined by CSN. The following two steps were used to obtain the conditional 175 genes although other appropriate schemes can also be used: 176 1. For a given cell, we first construct a CSN without the consideration of conditional 177 genes, where the edge between gene x and gene y in cell k is determined by the 178 following hypothesis test: 179 H 0 (null hypothesis): gene x and gene y are independent in cell k. 180 H 1 (alternative hypothesis): gene x and gene y are dependent in cell k. 181
The statistic ,-can be used to measure the independency of genes x and y (File S1 182 Note1). If ,-is larger than a significant level, we will reject the null hypothesis and 183 edgexy (k) = 1, otherwise edgexy (k) = 0. 
Eqn. (8) means that if a gene is connected to more other genes, this gene is more 187 important. 188 9 2. For a given cell k, we choose the top ( ≥ 1) largest 'importance' genes as the 189 conditional genes. 190 We assume that the conditional gene set is { v , g = 1,2,3, ⋯ , G} , and the 191 conditional cell-specific network (CCSN) / d (0) is obtained for cell k given conditional 192 gene v . The CCSNs of the cell k on the condition of gene set { v , g = 1,2,3, ⋯ , G} 193
Then, we use 194
to represent the degrees of gene-gene interaction network of cell k, where ƒ" (0) for 196
For scRNA-seq data with all n cells, we can construct n CCSNs, which can be used 198 for further dimension reduction and clustering. In other words, instead of the originally 199 measured gene expression data with n cells, we use the n transformed CCSNs for further 200 analysis. In addition, each CCSN is a network for a cell, which can be used for network 201 analysis (gene regulations and network biomarkers) on the basis of a single cell. 202
Network degree matrix from CCSN 203
CCSNs could be used for various biological studies by exploiting the gene-gene 204 conditional association network from a network viewpoint. We transform eqn. (9) to a 205 conditional network degree vector based on the following transformation 206
Then, for { ̅`, ̅ˆ, ⋯ , ̅ E }, an m*n matrix CNDM is obtained. 208 CNDM = ( ƒ0 ) with = 1, ⋯ , ; = 1, ⋯ ,
The matrix has the same dimension with the gene expression matrix (GEM), i.e. 210 GEM= ( ƒ0 ) with = 1, ⋯ , ; = 1, ⋯ , , but CNDM can reflect the gene-gene 211 direct association in terms of interaction degrees. Moreover, this CNDM matrix after 212 normalization could be further analyzed by most traditional scRNA-seq methods for 213 dimension reduction and clustering analysis. The input/output settings as well as 214 application fields of our CCSN method are listed in File S1 Note 4. 215
Network analysis of CCSN 216
The relationship between gene pairs can be obtained by CCSN at a single cell level. 217 CCSN also provides a new way to build gene-gene interaction network for each cell. 218
And the CNDM derived from CCSN can be further used in dimension reduction, 219 clustering and network flow entropy analysis by many existing methods. 220
Dimension reduction 221
We used principal component analysis (PCA) [28] and t-distributed stochastic neighbor 222 embedding (t-SNE) [29] which respectively represent linear and nonlinear methods, to 223 perform dimension reduction on public scRNA-seq datasets with known cell types. 224
Clustering 225
To validate the good performance of CCSN in clustering analysis, several traditional 226 clustering methods such as K-means, Hierarchical cluster analysis, and K-medoids 227 were applied to clustering analysis. Furthermore, state-of-the-art scRNA-seq data 228 clustering methods such as SC3, SIMLR and Seurat [20, 30, 31] were also used for 229
comparison. 230
Network flow entropy analysis. 231 11 developed network flow entropy (NFE) to estimate the differentiation potency of a cell 237 from its CSN or CCSN network, which is constructed for each cell. The normalized 238 gene expression profile and CSN/CCSN is used when we compute the network flow 239 entropy. 240
Estimating NFE requires a background network, which could be provided by CSN 241 or CCSN. Based on CSN or CCSN, we could know whether or not there is an edge 242 between gene i and gene j. We assume that the weight of an edge between gene i and 243 gene j, ƒ" is proportional to the normalized expression levels of gene i and gene j, that 244
These weights are interpreted as interaction 245
probabilities. Then, we normalize the weighted network as a stochastic matrix, P=( ƒ" ) 246 with 247
where ( ) contains the neighbours of gene i, and A is the CSN or CCSN ( ƒ" = 1 if 249 i and j are connected, otherwise ƒ" = 0). 250
And then, we define the NFE as: 251
where ƒ is the normalized gene expression of gene i. From the definition, NFE is 253 clearly different from network entropy. 254 255
Data availability 256
Twelve scRNA-seq datasets and one bulk RNA-seq dataset [15, [35] [36] [37] [38] [39] [40] [41] were used to 257 validate our CCSN method. The numbers of cells in these datasets range from 100 to 258 20,000. Table S2 gives a brief introduction of these datasets. 259
260

Results
261
Visualization and clustering of scRNA-seq datasets with CNDM
262
Characterizing the cell heterogeneity is one of the important tasks for scRNA-seq data 263 analysis. To test whether CCSN-transformed network data can help segregate cell types, 264
we performed dimension reduction and clustering on the CNDMs of gold-standard 265 scRNA-seq datasets, using algorithms widely employed in scRNA-seq studies. The 266 numbers of conditional genes used in CCSN construction were listed in Table S2 . 267
For visualizing the structure of these datasets in a two-dimensional space, we used Notably, they generally perform even better than GEM (Figure 2 , Figure S3 ). Hence, 273 the network data of CNDMs contain sufficient information for separating cell types in 274 scRNA-seq datasets. 275
To quantitatively evaluate the power of CNDMs in cell type identification, we 276 performed clustering on CNDMs and computed the adjusted random index (ARI) for 277 each dataset based on the background truth (File S1 Note 5). As shown in Table 1 and 278 Figure S4 , CNDMs perform obviously better than GEM on all datasets, either without 279 or with dimension reduction with t-SNE. These provide a strong support of the notion 280 that the CCSN-transformed network data are highly informative for characterizing 281 single cell populations. Interestingly, when further compared to NDM, CNDMs also 282 show a good performance (Table 2 and Figure S5 ). 283
To further evaluate CCSN for larger datasets, the Tabula Muris droplet1 dataset [41] 284 13 comprising more than 20,000 cells from three tissues (bladder, trachea, and spleen) 285 were tested. The Seurat package was used to perform dimension reduction and 286 clustering analysis on the CNDM [31] . The cells are clearly segregated into three 287 dominant groups on the t-SNE map, which are largely defined by their cell origins (ARI 288 = 0.73 and Figure S6 ). This indicates that CCSN can be effectively extended to larger 289 datasets in addition to the relatively small gold standard datasets benchmarked above. 290
CCSN reveals network structure and dynamics on a single cell basis 291
In this paper, we apply CCSN to Wang dataset [39] , which comes from a study of neural 292 progenitor cells (NPCs) that differentiate into mature neurons. The dataset contains six 293 time points over a 30-day period. There are three modules in the CCSN, while there is only one dense network in the 300 CSN. Furthermore, three hub genes are obtained in three modules in CCSN. One of the 301 hub genes is ASCL1 which plays an important role in neural development [13, 43] . Thus, 302 by removing indirect associations, CCSN can extract a more informative network 303 structure than CSN, which could improve the characterization of key regulatory factors 304 in individual cells. 305 CCSN also reveals the network dynamics over the differentiation trajectory. As 306 illustrated in Figure 3B , a core neural differentiation network composed of eight 307 regulatory genes is dynamically modulated through the temporal progression of NPC 14 consistent with the high potency of progenitor cells. As NPC differentiates, the network 310 becomes much sparser, suggesting more specified cell fates. In addition, when 311 constructing CCSN from all genes, the degrees of MEIS2, PBX1 and POU3F2 are also 312 larger in day 0 and quickly decreases afterwards ( Figure 3C) , indicating that these genes 313 are highly connected with other genes in NPCs, consistent with their known important 314 roles in early differentiation of neural progenitor cells [39] . 315
Both theoretically and computationally, CCSN can also construct a gene-gene 316 network for a single bulk RNA-seq sample, in addition to a single cell. To validate this 317 biologically, we apply CCSN to the TCGA lung adenocarcinoma (LUAD) RNA-seq 318 dataset. The t-SNE plot based on CNDM reveals two obvious clusters, which 319 respectively corresponding to normal adjacent lung tissues and lung tumors ( Figure  320 S8A), supporting the effective application of CCSN to bulk RNA-seq data as well. 321
Moreover, the EGFR pathway, a well-known oncogenic driver pathway for LUAD [44-322 46] , is densely connected in tumor samples but not in benign tissues, as illustrated in 323 the representative single-sample EGFR networks (Figure S8 B) , and the CCSN degrees 324 of EGF and EGFR in each normal and tumor samples ( Figure S8 C) . These data 325 demonstrate that CCSN well extends to single sample bulk RNA-seq data analysis and 326 uncovers important biological connections related to disease states. 327
CCSN-based network flow entropy analysis 328
To quantify the differentiation state of cells, we further develop a new method "network 329 flow entropy" (NFE) to estimate the differentiation potency of cells by exploiting the 330 gene-gene network constructed by CCSN. 331
To assess the performance of NFE, we apply it to two datasets. In Wang dataset [39] , 332 there are 484 cells with 6 stages (day 0, day 1, day 5, day 7, day 10, day 30) and the 333 CCSNs with one conditional gene are used to compute the network flow entropy. We 15 compared NPC (at Day 0 and Day 1) with mature neurons (at Day 30) (Figure 4A) . In 335
Yang dataset [38] , we compared the cells in day 10 with day 17 in differentiation of 336 mouse hepatoblasts ( Figure 4B ) and the CSN was used to compute the network flow 337 entropy. In both datasets, NFE assigns significantly higher scores to the progenitors 338 than the differentiated cells (one-sided Wilcox rank sum test, p-value = 3.756e-19 in 339
Yang dataset, p-value = 2.062e-12 on Wang dataset). 340
To further validate NFE, we generated a three-dimensional representation of the clustering analysis. These allow us to identify cell populations, generally better than 357 GEM in the datasets tested above. In addition, CCSN also shows good performance 358 when compared to CSN. Moreover, we can construct one direct gene-gene association 359 network by one cell based on CCSN. From the networks of the individual cells, we can 360 obtain the dynamically changed networks. In Figure 3C , the CCSNs of these cells 361 dynamically changed at different time points, and the network at day 0 shows the 362 strongest associations. Moreover, the hub genes of the networks constructed by CCSN 363 method may play an important role in biological processes. In Figure 3A Table 1 The comparison of CNDM and GEM in clustering of scRNA-seq data 544
Note: The performance of clustering is evaluated by ARI. Hierarchical (t-SNE) and k-545 means (t-SNE) indicates clustering after t-SNE. 546 547 Table 2 The 
Genes
Cells
(1) The normalized statistics of gene x and gene y given the conditional gene z for each cell k z x y
(2) Hypothesis testing of the normalized statistic Note: The performance of clustering is evaluated by adjusted random index (ARI). Hierarchical (t-SNE) and k-means (t-SNE) represent that the clustering analysis is performed after dimension-reduction by t-SNE Note: The performance of clustering is evaluated by adjusted random index (ARI). Hierarchical (t-SNE) and k-means (t-SNE) represent that the clustering analysis is performed after dimension-reduction by t-SNE
