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"Habet cerebrum sensus arcem; hic mentis est regimen." 
"The brain is the citadel of the senses; this guides the principle of thought." 






There has been speculation into connections between the basal ganglia and the vestibular 
system for the last century. However, the results of studies investigating these connections have 
been inconsistent and controversial. Studies have not been systematic and use a variety of 
animal models, stimulations, and measurements. Electrophysiological studies of field potentials 
in animals have shown that most areas of the striatum respond to electrical vestibular 
stimulation, while human studies isolated responses to vestibular stimulation to the putamen of 
the striatum. Protein studies have shown inconsistent results regarding changes in receptor 
levels of a number of receptor types. While traditional thinking has postulated possible 
pathways between the vestibular system and the striatum, via the cortical connections, recent 
tracer studies have identified a pathway between the vestibular nucleus and the striatum via the 
thalamus, completely bypassing the cortex. This suggests the possibility that there are multiple 
pathways between the vestibular system and the striatum. The aim of this thesis was to identify 
if, how, and where, vestibular signals affect the function of striatal neurons. 
For all of the studies presented within this thesis, electrical stimulation (100 Hz, square 
wave) was delivered to the round window of the inner ear of urethane-anaesthetised rats. 
Stimulation of the vestibular system was confirmed via the visualisation of vestibular 
nystagmus. For the electrophysiological study, we investigated the effects of brief electrical 
stimulation of the vestibular labyrinth. Single-unit responses were found bilaterally, with a 
response latency of approximately 50 ms from the end of the stimulus. A Bayesian credible 
interval for the percentage of neurons responding to vestibular stimulation, was estimated to be 
between 0.4 and 2.0%. For the c-Fos study, rats were allocated to a sham control group or one 
of two stimulation groups: the threshold for induction of vestibular nystagmus or twice that 
intensity. Stimulation was delivered for 10 min and the number of neurons expressing c-Fos in 
the striatum was quantified at 90 min following the stimulation using stereological methods. 
Stimulation at 2x the threshold for nystagmus resulted in a significant decrease in the number 
of neurons expressing c-Fos in the bilateral striatum compared to both the sham control group 
and the lower stimulus intensity group. Microdialysis in the striatum was performed with 
HPLC-ECD analysis to identify neurochemical changes in response to stimulation at varying 
intensities. It was found that serine and dopamine levels in the striatum decrease compared to 
sham animals in response to electrical stimulation.  
 
 iii 
The results of this study demonstrate that: 1) some striatal neurons respond to electrical 
vestibular stimulation, however, these responses, at least under urethane anaesthesia, are 
circumscribed and infrequent; 2) electrical stimulation of the vestibular labyrinth results in a 
decrease in the number of striatal neurons expressing c-Fos, in a current-dependent manner; 
3) Neurochemical changes, in response to electrical vestibular stimulation, are limited mostly 
to dopamine and serine. These results suggest there may be multiple pathways for vestibular 
signals to the striatum, and that these may have clinical implications in the treatment of basal 
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1.1 Introduction 
In the last 100 years there has been speculation about connections between the basal ganglia 
and the vestibular system. Beginning with experiments by Musken showing degeneration in the 
globus pallidus following vestibular lesions in cats (Muskens, 1914; Muskens, 1922), the 
following decades have seen sporadic study of the effects that the vestibular system exerts on 
the basal ganglia. More recent studies of the vestibular-basal ganglia connection have focused 
on the study of behaviours due to vestibular loss, including the well-documented locomotor 
hyperactivity seen in experimental animals, as well as circling behaviours (Basile et al., 1999; 
Fedrowitz et al., 2000; Fedrowitz et al., 2003; Stiles et al., 2012; Antoine et al., 2013; Vidal et 
al., 2015; Aitken et al., 2017c). There is also increasing interest in the use of vestibular 
stimulation for the treatment of basal ganglia disorders like Parkinson’s disease (Yamamoto et 
al., 2005; Pal et al., 2009; Samoudi et al., 2012; Okada et al., 2015; Samoudi et al., 2015; 
Kataoka et al., 2016). Nonetheless, even with this interest, to date there have yet to be 
comprehensive studies of the effects of vestibular stimulation on striatal activity and because 
of this, the long term effects this form of brain stimulation may have are still unknown.  
 
1.2 The vestibular system 
The vestibular system is a sensory system that plays a vital role in the processing of three 
dimensional sensory information pertaining to the location and locomotion of an animal in 
space (Buttener-Ennever, 1992). The system forms early in embryonic development in 
mammals allowing for the sensation of gravity inside the womb (Baker, 1998; Ronca et al., 
2008). It is phylogenetically the oldest part of the inner ear (Cullen, 2012), and versions of the 
vestibular system are found even in complex organisms that have simplistic nervous systems, 
such as crustaceans (Sandeman & Okajima, 1972) and jelly fish (Singla, 1975). This suggests 
that the role of the vestibular system is essential for animals and has been well conserved 
evolutionarily.  
 
1.2.1 The vestibular inner ear 
The vestibular system involves the sensory organs in the inner ear as well as the processing 
sites in the brainstem and other brain regions. The labyrinth of the inner ear is made up of the 
bony outer labyrinth inside of which is the membranous labyrinth which contains the sensory 
receptor organs of both the vestibular system and auditory system (the cochlea) (Figure 1.1). 
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The labyrinths are mirrored on both sides of the head inside the inner ear and comprise three 
semicircular canals (SCCs; the horizontal, anterior and posterior canals), which sense 
directional angular head acceleration, and the otolith organs (the utricle and saccule), which 
sense linear acceleration including gravity (Goldberg, 2000; Angelaki & Cullen, 2008).  
  
Figure 1.1: Vestibular labyrinth of the inner ear. The bony labyrinth contains openings 
including the round window and the oval window. The internal membranous labyrinth contains 
the sensory receptors of the labyrinth. SCC – Semicircular canal 
 
The membranous labyrinth consists of tubular ducts containing endolymph and contains 
five clusters of hair cells, one for each receptor organ of the vestibular system. In the 
semicircular canals, head acceleration causes inertia of the endolymph relative to the canals. 
The movement of the endolymph in response to angular acceleration results in the bending of 
the cupula, a gelatinous diaphragm inside the ampulla, of the semicircular canal. This in turn 
results in the hair bundles inserted into the cupula also bending. Depending on the direction the 
hair cells are bent, the cell is either depolarised or hyperpolarised (Khan & Chang, 2013). This 
change in polarisation results in a change in the firing rate of the tonically active afferent axons.  
The hair cells synapse with the afferent fibres of the vestibular portion of the 8th cranial 
(vestibulocochlear) nerve and the signals from the activation of hair cells are transmitted from 
the ear to the brain (Carleton & Carpenter, 1984). 
The otolith organs function similarly to detect linear acceleration. The hair cells are located 
in an area called the macula and the apex of each hair cell bundle extends into the 
endolymphatic space. The top of the hair cell bundle attaches to the otolithic membrane, which 
covers the entire macula. Otoconia (calcium carbonate crystals) sit within and above the 
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otolithic membrane. It is the displacement of the otoconia due to linear acceleration that causes 
deflection of the hair cells and the resulting generation of action potentials in the primary 
afferent nerve fibres (Wilson, 2013). When the head accelerates in a linear direction the 
otoconial mass moves separately from the membranous labyrinth. The inertia of the otoconia 
results in a force which is communicated to the otolithic membrane. Movement of the 
membrane causes deflection of the hair bundles. These hair cells, like those in the SCCs, 
synapse with the vestibular nerve to send signals to the brain. 
 
1.2.2 Primary vestibular afferents to the VNC and cerebellum  
The main input site for primary vestibular afferents from the 8th nerve is the vestibular 
nucleus complex (VNC) in the brainstem (Highstein & Holstein, 2006), as well as the 
cerebellum. The VNC is made up of 4 main sub-nuclei, the medial, descending, lateral, and 
superior vestibular nuclei, as well as some other cell groups: prepositus hypoglossi, the 
interstitial nucleus of the vestibular nerve, and groups F, L, X, Y and Z  (Carleton & Carpenter, 
1984; Highstein & Holstein, 2006; Vidal et al., 2015). The vestibular nuclei all vary in cell 
type, and the locations of afferent and efferent connections.  
The neurons of the VNC can be broadly divided into two cell types: vestibular-ocular reflex 
(VOR) neurons, which can be further divided into position-vestibular-pause neurons (PVP) and 
floccular target neurons (FTNs), encode signals involved in controlling the VOR, and the 
vestibular only (VO) neurons. VO neurons are defined as those that do not project to ocular 
motor regions (for review see Cullen, 2012). VO neurons project to the spinal motor neurons 
at the cervical and high thoracic levels of the spinal cord to control vestibulo-spinal reflexes 
(VSRs) (Goldberg & Cullen, 2011), as well as projecting to the thalamus and cortex to transmit 
vestibular input to higher brain regions (Lang et al., 1979; Grüsser et al., 1990). 
The superior vestibular nucleus (SVN) is made of a core of primarily VOR neurons 
surrounded by an outer region of predominantly VO neurons (Mitsacos et al., 1983b; Mitsacos 
et al., 1983a). The SVN receives afferent signalling from all of the peripheral receptors (Gacek 
& Lyon, 1974; Vidal et al., 2015), with SCC canal fibres arriving mainly in the centre of the 
nucleus and the otolith fibres innervating the periphery of the nucleus (Vidal et al., 2015). 
The lateral vestibular nucleus (LVN) is further divided into dorsal and ventral sides 
characterised by the variety of cells present. The dorsal LVN is characterised by the presence 
of “giant” neurons (40–70 mm diameter cell bodies); however, the region also contains medium 
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and small sized somata (Highstein et al., 1987). The ventral LVN contains relatively smaller 
sized neurons and is one of the major sites of efferent outputs in the VNC, containing outputs 
of both VOR and VO neurons (Buttener-Ennever, 1992). Afferents into the LVN come from 
the otolith organs, the cerebellum and spinal cord. 
The medial vestibular nucleus (MVN) is the largest vestibular nucleus and, along with the 
ventral LVN, is the main output site for the VNC for VO neurons (Buttener-Ennever, 1992; 
Highstein & Holstein, 2006). The MVN receives afferent signalling from the anterior and 
horizontal SCCs (Gacek & Lyon, 1974). The MVN receives afferents from the spinal cord, 
however to a lesser extent than the LVN. Output projections are mainly located in the rostral 
portion of the MVN (Wilson et al., 1968b) and contain projections to the spinal cord (Wilson 
et al., 1968b; Carleton & Carpenter, 1984) as well as the thalamus (Lopez & Blanke, 2011). 
The descending vestibular nucleus (DVN) is relatively sparse in cell number compared to 
the other vestibular nuclei, due to it containing a large proportion of fibre bundles. It receives 
inputs from the otolith organs and is mainly involved in controlling the VSRs (Xerri et al., 
1988). 
The VNC not only receives primary vestibular information, but also receives other sensory 
projections, such as visual, proprioceptive, and in some species, magnetic input (Henn et al., 
1974; Allum et al., 1976; Robinson, 1977; Cazin et al., 1982; Semm et al., 1984; Gdowski & 
McCrea, 1999; Gdowski & McCrea, 2000). Further input projections also come from regions 
of the cerebellum including the nodulus, uvula, and flocculus as well as inputs from the spinal 
cord (Wilson et al., 1968a; Carleton & Carpenter, 1984). This suggests that the VNC is not just 
responsible for the transmission of primary vestibular signals but also the integration of multiple 
signals which are then relayed to other brain regions (Robinson, 1977; Gdowski & McCrea, 
1999). 
The secondary site for vestibular afferents in the brain is the cerebellum. The nodulus and 
uvula (lobules X and IX of the vermis) of the cerebellum receive projections from more than 
70% of the primary vestibular afferents, terminating as mossy fibres (Korte & Mugnaini, 1979; 
Carleton & Carpenter, 1984; Angelaki et al., 2010). Lesser projection sites have been proposed, 
including the flocculus, deep folia of vermal lobules V and VI, and the linguala (Carleton & 
Carpenter, 1984; Highstein & Holstein, 2006). However, it has been shown that these sites 
receive inputs from the VNC and that these are more likely to be the primary vestibular inputs 
in these regions (Highstein & Holstein, 2006). The cerebellum plays a significant role in the 
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processing of information on self-motion, involving the integration of vestibular and body 
motion cues (Hitier et al., 2014). 
 
1.2.3 The function of the vestibular system 
Arguably the most studied functions of the vestibular system are the control of the VORs 
and VSRs. However, there is an increased level of interest in the influence that the vestibular 
system exerts on higher brain function. 
 
1.2.3.1 The vestibulo-ocular reflexes 
One of the main functions of the vestibular system is to stabilize gaze and to ensure clear 
vision during unintentional head movement. As signalling in the visual system is comparably 
slow, due to slow retinal processing (about 70 ms), it cannot react quickly enough to sudden 
head perturbations in order to produce compensatory eye movements to maintain a steady 
image on the retina (Leigh & Zee, 1991). The VORs have a latency of less than 16 ms (Maas 
et al., 1989), and are therefore able to produce slow-phase eye movements that compensate for 
sudden, unexpected head movements. There are three different VORs which arise from the 
different labyrinth components: The rotational VORs, receive inputs predominantly from the 
SCCs, and compensate for head rotation, the translational VORs compensate for linear head 
movement, and the ocular counter-rolling responses compensate for head tilt around the vertical 
axis. The second and third reflexes receive input from the otolith organs. The loss of the VORs 
results in oscillopsia, in which the perception of the visual world is blurred due to the lack of 
eye movement compensation for head movements (Ito et al., 1976). The pathway between the 
vestibular system and the eye can be manipulated in the study of vestibular function. 
Stimulation of the vestibular system via either natural stimuli or an electrical current can 
produce eye movement labelled “vestibular nystagmus”. 
 
1.2.3.2 The vestibulo-spinal reflexes 
The VSRs act to produce changes in body muscle activity, induced by head movement, 
aimed to stabilise posture (Manzoni, 2009). While the term 'VSR' specifically refers to the 
reflexes involving the influence of the vestibular system on spinal receptors in the trunk, the 
definition can also include the vestibulo-collic reflexes (VCRs), which refer to the reflexes 
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involving the influence of the vestibular system on receptors in the neck. However, these two 
reflexes do respond independently to stimuli. VCRs act on neck muscles to stabilize the head 
relative to space. However, the VSRs work to control trunk and limb movements which 
contribute to postural stability. Electrical activation of the vestibular system can cause postural 
disturbances. When identical electrical stimulation is given via galvanic vestibular stimulation 
(GVS), the postural sway produced is modified according to the body's position relative to the 
head (Britton et al., 1993), demonstrating the differences in how the VCRs and VSRs can react 
to stimulation. The loss of the VSRs can result in gait ataxia, resulting in a disruption of normal 
walking due to postural imbalance.  
 
1.2.3.3 Higher brain functions 
Connections to higher brain regions contribute to a number of roles including the 
representation of an animal's environment and its 3D body representation in that space (see 
Hitier et al., 2014 for a review). The thalamus is one of the major output targets for vestibular 
signals which are transferred to higher brain regions (Spiegel et al., 1965; Lang et al., 1979; 
Shiroyama et al., 1999; Kim et al., 2017). The vestibular system also projects to many regions 
of the cortex. It was originally thought that there was a “vestibular cortex” similar to that of the 
motor cortex, which received all vestibular signals in the cortex. However, it is now known that 
the vestibular signals are received by many regions of the cortex and that there is no single 
vestibular-specific area. The vestibular system has been shown to be a major contributor to the 
function of the hippocampus, in particular hippocampal place fields (Stackman et al., 2002; 
Russell et al., 2003a) as well as hippocampal theta rhythm (Russell et al., 2006; Aitken et al., 
2017a; Aitken et al., 2017b). Both the function of place cells and hippocampal theta are 
disrupted following lesions of the peripheral vestibular system (Stackman et al., 2002; Russell 
et al., 2003a; Russell et al., 2006; Aitken et al., 2017b). These vestibular signals contribute to 
the brain's interpretation of the body's location in space and without vestibular function both 
animals (Baek et al., 2010; Machado et al., 2014) and humans (Brandt et al., 2005) experience 
an impairment of spatial memory.  
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1.2.4 The effect of vestibular dysfunction on balance and locomotion 
1.2.4.1 Dysfunction in humans 
Vestibular dysfunction can occur due to a number of causes, the most common of which in 
humans are benign paroxysamal positional vertigo (BPPV) and Menière's disease (Rinne et al., 
1998; Zingler et al., 2007). The most obvious clinical symptoms of bilateral vestibular loss in 
humans occur due to the loss of the VORs and VSRs. Krebs and Lockert (1995) found that 
many common complaints from patients with bilateral vestibulopathy included a sense of 
abnormal movement, dizziness and vertigo. Patients have also been shown to have unsteadiness 
while performing transient movements such as moving from sitting to standing, as well as 
walking tentatively, and at a relatively slow pace (Mamoto et al., 2002).  
 
1.2.4.2 Dysfunction in animals 
Similar to human symptoms, changes in locomotor behaviour following vestibular loss are 
also seen in rats. Indeed, the most notable behavioural symptoms following bilateral vestibular 
deafferentation (BVD) in animals involve changes in locomotion patterns (Goddard et al., 
2008; Aitken et al., 2017c). Symptoms observed immediately following BVD surgery include 
gait ataxia, hyperactivity, head weaving and circling, as well as a lack of a righting reflex 
(Russell et al., 2003b; Zheng et al., 2006; Goddard et al., 2008). These symptoms are similar 
to those seen in animals that have undergone chemical labyrinthectomy as well as in vestibular 
deficient genetic models (Alleva & Balazs, 1978; Seth et al., 1982; Kaiser et al., 2001; 
Fedrowitz et al., 2003; Aitken et al., 2017c). Due to vestibular compensation, some lesion 
symptoms, including head weaving and a defective righting reflex, either decrease in severity 
or completely disappear over time (Goddard et al., 2008). However, locomotor hyperactivity 
and circling behaviours have been observed in BVD animals immediately following the 
recovery of mobility post-surgery (Goddard et al., 2008), and up to 14 months following 
deafferentation surgery, indicating that they are probably permanent (Baek et al., 2010). 
While in humans the loss of bilateral vestibular function results in a reduction in the velocity 
of movement, with patients moving more slowly than healthy subjects (Mamoto et al., 2002), 
the opposite is seen in rodents. Hyperactivity in BVD rats has been observed at 3 weeks, 3 
months, 5 months (Goddard et al., 2008) and as long as 14 months post-surgery (Baek et al., 
2010). In a study involving rats with streptomycin-induced bilateral vestibular loss, rats 
adminstered with the drug travelled 45% further than the untreated controls during a 10 min 
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open field trial (Basile et al., 1999). This result was also seen in BVD animals (Stiles et al., 
2012).  
Bidirectional circling is another locomotor behaviour shown consistently in all animal 
models of bilateral vestibular loss (Basile et al., 1999; Fedrowitz et al., 2000; Fedrowitz et al., 
2003; Cryns et al., 2004; Vidal et al., 2004; Zheng et al., 2006; Ishiguro et al., 2007; Goddard 
et al., 2008; Stiles et al., 2012). Isk-/- mutant mice are born with functioning vestibular 
labyrinths that degrade over time, but have functioning central pathways. These mice show 
turning in either direction randomly, and have been shown to have a mean angular velocity of 
780° s-1 over five consecutive 360° turns (Vidal et al., 2004). Circling behaviour like this is 
often seen in animals with striatal dysfunction (Schwarting & Huston, 1996) and it is possible 
that a loss of vestibular input to the brain could be responsible for changes in the striatum, and 
therefore for the development of the symptoms.  
 
1.2.4.3 Vestibular compensation  
Vestibular dysfunction can vary, both in type and in severity. While in the acute stages of 
loss the symptoms can be severe, these symptoms lessen over time due to a process known as 
“vestibular compensation” (Precht et al., 1966; Smith & Curthoys, 1988; Smith & Curthoys, 
1989; Rinne et al., 1998). As a result of this compensation, if the vestibular damage develops 
slowly, then few symptoms may be experienced. However, such slow vestibular damage is not 
common, and vestibular loss usually occurs suddenly and rapidly (Rinne et al., 1998). 
Vestibular compensation can provide a partial restoration of normal behaviour. The 
compensation process can take 60 days for dynamic symptoms (those that occur during 
movement) to reach a steady state, while static symptoms (those that occur while the animal is 
stationary) can be compensated for within 2-3 days, depending on the species (Smith & 
Curthoys, 1989; Mantokoudis et al., 2014). 
 
1.3 The basal ganglia 
The basal ganglia are a group of nuclei, located in the subcortical midbrain, that constitute 
one of the fundamental processing components of the brain. The traditional definitions of these 
subcortical nuclei were focused on the striatum. In the early 1900s it was Cécile and Oskar 
Vogt who defined the striatum as the caudate nucleus, putamen and the nucleus accumbens 
(Olszewski, 1950). The delineation of the ventral and dorsal striatum was proposed in the 1970s 
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to separate the ventral striatum, the nucleus accumbens and olfactory tubercle, from the dorsal 
striatum, the caudate nucleus and putamen (Heimer & van Hoesen, 1979). Since that time the 
definition of the basal ganglia has expanded and now includes the dorsal and ventral striatum, 
as well as, the globus pallidus, divided into the internal (GPi) and the external segment (GPe), 
the subthalamic nucleus (STN), the vental tegmental area and the substantia nigra. The 
substantia nigra is made up of two segments: the pars reticulata (SNr) and the more dorsal pars 
compacta (SNc).  
Evolutionarily speaking, the basal ganglia have been well conserved in vertebrates (Medina 
& Reiner, 1995). In modern mammalian species, both the structures and also the neurochemical 
organization of the basal ganglia are identical. While, in lesser vertebrates homologues of basal 
ganglia structures have been identified. The lamprey brain contains nuclei similar to major parts 
of the basal ganglia, the striatum, GPi, GPe, STN and substantia nigra, as well as functioning 
direct and indirect pathways (Stephenson-Jones et al., 2011; Stephenson-Jones et al., 2012).  
 
1.3.1 Striatal anatomy 
As the major input station to the basal ganglia, the striatum receives afferent inputs from 
almost all of the cortical areas of the brain, and many subcortical areas (McGeorge & Faull, 
1989; Bolam et al., 2000). Afferents in the striatum come from multiple brain regions. These 
include: motor related inputs from cortical motor neurons (Donoghue & Kitai, 1981; Alexander 
et al., 1986); inputs from subcortical and cortical sensory pathways (McGeorge & Faull, 1989; 
Saint-Cyr et al., 1990; Fisher & Reynolds, 2014); reward signals from midbrain dopamine 
neurons (Schultz, 1999; Arbuthnott & Wickens, 2007); and contextual signals from cortical, 
limbic, and thalamic nuclei (Nakahara et al., 2004; Smith et al., 2004). These contextual signals 
supply information on the metabolic and cognitive state of the animal. 
These inputs have influenced how the striatum has been anatomically divided. The dorsal 
striatum is typically considered to be responsible for motor learning and stimulus-response 
association (Packard & Knowlton, 2002; Balleine et al., 2007), whereas the ventral striatum 
controls appetitive behaviour and related aspects of reward processing (Cardinal et al., 2002; 
Kelley, 2004). It has, however, been suggested that using the gradient of medium spiny neurons 
(MSNs) across the striatum to identify the divisions, may be more appropriate (Voorn et al., 
2004). Voorn et al. (2004) suggests that the functions of the striatum match well with the 
gradient of MSNs from dorsolateral (high density) to ventromedial (low density), as the 
different densities can indicate the locations of different afferent inputs. Afferent inputs from 
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the motor cortex as well as sensory inputs are found mainly in the dorsolateral striatum. The 
ventromedial striatum receives the majority of afferents from the limbic cortices, the amygdala 
and the hippocampus.  
 
1.3.1.1 Striatal cell types 
The striatum is made up of a number of different cell types. MSNs (also known as spiny 
projection neurons) make up 85-97 % of striatal neurons depending on the species (Kemp & 
Powell, 1971). These neurons are GABAergic and are anatomically characterised by 
widespread dendritic trees with lots of spines. These dendrites are able to rapidly change shape 
and are suspected to play a significant role in synaptic plasticity of the striatum (Yuste & 
Bonhoeffer, 2001). The MSNs can be divided into those involved in the direct loop and those 
in the indirect loop. MSNs from the direct loop express the neuropeptides dynorphin and 
Substance P (Kanazawa et al., 1977; Jessel et al., 1978) and also predominantly express the D1 
dopamine receptor (Delong, 2000). MSNs from the indirect pathway express enkephalin and 
predominantly express D2 receptors (Cuello & Paxinos, 1978; Penny et al., 1986; Delong, 
2000).  
The rest of the neurons present in the striatum are interneurons. The most common 
interneurons are the large cholinergic neurons which account for 20-30 % of interneurons in 
the rat (2-3 % of the total neurons) (Oorschot, 1996). Cholinergic interneurons play a pivotal 
role in MSN control by regulating the firing of MSNs via muscarinic acetyl choline receptors 
(Tepper & Bolam, 2004; Shen et al., 2005). Cholinergic interneurons primarily synapse onto 
dopamine terminals to control the resulting dopamine release (Zhou et al., 2001; Threlfell et 
al., 2012).  
The remaining interneurons are all GABAergic and are divided into 3 cell types: 
parvalbumin-positive, fast spiking interneurons, and low threshold interneurons (Bennett & 
Bolam, 1994; Tepper & Bolam, 2004). Fast spiking interneurons receive excitatory cortical 
input and inhibit MSNs. Low threshold interneurons also receive cortical input but to a lesser 
extent than the fast spiking interneurons. Low threshold interneurons are nitric oxide, 
somatostatin- and calretinin-positive neurons and also express D5 dopamine receptors (Tepper 
& Bolam, 2004). 
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1.3.2 The function of the basal ganglia 
The major task of the basal ganglia is to integrate sensory, motor, associative and limbic 
signals to produce context-dependent behaviours (Nakano et al., 2000). The basal ganglia play 
a functional role in motor control, planning and execution of movements, as well as in decision 
making and reward. It has long been known that patients with dysfunction of the basal ganglia 
exhibit significant motor deficits. In a series of papers, Martin and colleagues observed that 
patients with disruption to the function of the basal ganglia due to encephalitis lethargia, 
Parkinson's disease or hemichorea, had problems with locomotion and postural control (Martin 
& Hurwitz, 1962; Martin et al., 1962; Martin, 1964; Martin, 1965; Martin, 1966). Patients 
experienced difficulties in the initiation of walking but not in the mechanism of stepping, 
suggesting that the problem was caused by the disturbance of postural adjustments necessary 
for the initiation of movement (Martin & Hurwitz, 1962; Martin et al., 1962). If the patient was 
aided in these postural adjustments to initiate movement, then they were able to continue 
walking unaided. Patients also experienced deficits in the reflexive responses to angular 
displacement (tilting) (Martin, 1964; Martin, 1965). Tilting reflexes are only initiated when the 
body is perceived to be unstable, therefore require the input of multisensory signals to initiate 
this movement, the most important being vestibular labyrinthine function (Martin, 1964). In 
patients with Parkinson's disease as well as in post-encephalitic patients, this reflex is impaired 
or absent, suggesting that the basal ganglia are involved in the integration of the sensory signals 
to initiate the reflexes. 
 
1.3.3 Striatal function 
Multisensory integration is considered to be an essential function of the basal ganglia, in 
order to be able to determine the cause of environmental changes and respond to them 
appropriately. The striatum has been described as an integrative centre for sensory information 
with different functional roles for the different neuronal types (Reig & Silberberg, 2014). 
Sensory signals sent into the striatum come from a number of input pathways (Alexander et al., 
1986; Garcia-Rill, 1986; McGeorge & Faull, 1989; Nakano et al., 2000; McHaffie et al., 2005). 
While in the past there has been a greater focus on the cortical loops (Alexander et al., 1986), 
there has been increasing interest in the subcortical pathways (McHaffie et al., 2005; Fisher & 
Reynolds, 2014). McHaffie et al. (2005) proposed that the interconnected subcortical structures 
that have been highly conserved throughout evolution, developed to function together in 
primitive organisms prior to the development of the cortex or higher order vertebrates. Short 
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latency signals from these regions are considered to be critical learning signals to aid the 
determination of what signals are considered relevant to an environmental change (Fisher & 
Reynolds, 2014). The short latency signals allow for processes to begin before the relevant 
motor and sensory signals become contaminated due to event responses such as a gaze shift 
(Fisher & Reynolds, 2014). It is the combination of both cortical and subcortical information, 
which results in the basal ganglia's ability to interpret environmental stimuli and respond 
appropriately. 
 
Figure 1.2: Diagram of the direct and indirect pathways of the basal ganglia. The striatum 
receives excitatory corticostriatal and thalamic inputs (Green). Outputs of the basal ganglia 
arise from the GPi and SNr, which are directed to the thalamus, superior colliculus, and 
pedunculopontine tegmental nucleus (PPT). The direct pathway (Red) projects to the GPi and 
SNr output nuclei. The indirect pathway (Blue) projects to the GPe, which together with the 
STN contain transsynaptic circuits connecting to the basal output nuclei. Reproduced from 
Gerfen and Surmeier (2011) with permission. Copyright Annual Reviews Neuroscience. 
 
1.3.3.1 Direct and indirect pathways 
There are many neuronal circuits in the striatum which extend from many regions of the 
cortex to the striatum and then to output nuclei, of which the motor loop is a major one (Figure 
1.2). MSNs connect to tonically active GABAergic neurons in output nuclei. During 
behavioural rest these output nuclei strongly inhibit their targets including the thalamus, 
superior colliculus and brainstem motor structures (Ueki et al., 1977; Chevalier et al., 1981; 
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Chevalier & Deniau, 1982). MSNs cause changes in activity in the output nuclei by releasing 
that inhibition, in that increased activity of MSNs results in a decreased GABAergic activity in 
output nuclei and therefore results in movement initiation (Chevalier & Deniau, 1990). The 
motor loop is divided into two, not entirely separate, sub-loops: the direct loop, which is 
excitatory, and the indirect loop, which is inhibitory (Alexander et al., 1986; Alexander & 
Crutcher, 1990; Delong, 2000). Both pathways begin and end in the cortex as well as sending 
outputs to the spinal cord. The direct loop signals monosynaptically to the GPi and SNr. The 
indirect loop sends signals to the GPi, via more polysynaptic pathways, which include the GPe 
and the STN. Both the direct loop and the indirect loop can be influenced by dopamine released 
from the substantia nigra (Alexander & Crutcher, 1990). It is hypothesised that the direct loop 
is responsible for activating the movement program while the indirect pathway inhibits all other 
movement programs. This is supported by the fact that both pathways are active during 
movement initiation (Cui et al., 2013). On top of the more traditional loops, a so-called 
‘hyperdirect’ pathway exists, which bypasses the striatum and connects cortical inputs directly 
to the STN, and from there to the GPi output nucleus (Nambu et al., 2002; Nambu, 2004).  
The nature of the striatum’s function to integrate information in order to select responses to 
stimuli requires information from as many sensory systems as possible. Therefore, it appears 
that input from the vestibular system would be essential in this system, especially in relation to 
the basal ganglia’s role in movement and balance. 
 
1.4 Vestibular – basal ganglia connections 
1.4.1 Proposed pathways 
Many neuronal pathways between the vestibular system and the basal ganglia have been 
proposed. Initial studies into the connection between the vestibular system and the basal ganglia 
were performed by Muskens in 1922. Using the Marchi technique, lesioning of the vestibular 
nuclei resulted in degradation of the neurons from the site of damage to the thalamus and 
neurons in the globus pallidus. Muskens took this to be evidence of a polysynaptic pathway to 
the basal ganglia that bypassed the cortex. In the following decades, studies frequently 
investigated basal ganglia responses to vestibular activation but most did not investigate 
possible pathways. In 1971, Potegal et al. attempted to confirm Muskens' idea that vestibular 
signals reached the caudate nucleus via subcortical pathways. They found that ablation of the 
“vestibular cortical projection area” caused no change in field potentials recorded in the head 
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of the caudate nucleus in the striatum of anaesthetised cats following electrical stimulation of 
the vestibular nerve, suggesting that this area of the cortex was not involved in the connection 
to the basal ganglia.  
 
Figure 1.3 Possible neuronal pathways connecting the vestibular nucleus complex to the 
striatum. Dotted line suggests a polysynaptic pathway. PFN – Parafascicular nucleus; PPT- 
pedunculopontine tegmental nucleus; SNc – Substantia Nigra pars compacta; VNC – vestibular 
nucleus complex. 
 
In 2000, Lai et al. demonstrated, using a number of different neuronal tracers, that 
projection fibres which extend from the MVN to the parafascicular nucleus (PFN) in the 
thalamus, synapse with neurons that project into the dorsolateral putamen of the striatum. This 
was the first evidence of the presence of a disynaptic pathway between the VNC and the 
striatum (Lai et al., 2000). While this demonstrates, VNC neurons project to the area of the 
PFN which contains neurons which project to the striatum, it has yet to be proven if these 
neurons form synapses together. Since then it has been shown that stimulation of the vestibular 
nerve of rats changes local field potentials as well as single-unit activity in the PFN (Kim et al., 
2017), and in a separate study, in primates, that the PFN rapidly transfers short latency sensory 
signals to tonically active neurons in the striatum (Matsumoto et al., 2001). Inactivation of the 
centre median parafascicular nucleus complex reduces the response of tonically active striatal 
neurons to sensory information. The PFN is also known to be part of a number of subcortical 
pathways to the striatum, including those that go through the superior colliculus, the substantia 
nigra and the pedunculopontine tegmental nucleus (PPT) (Harting et al., 1980; Gerfen et al., 
1982; Kobayashi & Nakamura, 2003; Fisher & Reynolds, 2014). This suggests that it is possible 
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that the striatum may receive signals from the PFN via more pathways than those described by 
Lai et al. (2000). 
Currently, no other specific pathways from the vestibular system to the basal ganglia have 
been mapped. While a pathway through the PFN is likely, the striatum also receives input from 
most areas of the cortex and a number of other brain regions. It is therefore also possible that 
the striatum receives vestibular signals via cortical pathways; however, it is likely that these 
signals undergo a significant amount of integration with other sensory inputs along the way, 
resulting in a predominantly multisensory signal. Pathways via regions such as the motor cortex 
or hippocampus could all contribute to the vestibular–striatal signal, as they have known 
vestibular connections (see Hitier et al., 2014 for a review) as well as pathways through the 
cerebellum. The cerebellum plays a significant role in the processing of information on self-
motion, involving the integration of vestibular and body motion cues (Hitier et al., 2014). Due 
to integration of multisensory information via these pathways, it is likely that the signal the 
basal ganglia receives from these regions is not purely vestibular or perhaps even mostly 
vestibular. It seems likely that if the vestibular system does have some input into the basal 
ganglia's control of balance and learning, that a more direct signal might be necessary, 
especially to ensure that it is not contaminated due to event responses (Figure 1.3).  
 
1.4.2 Vestibular signals in the basal ganglia 
Responses to vestibular signals have been recorded in specific regions of the basal ganglia. 
Electrical stimulation of the vestibular nerve causes field potentials in the head of the caudate 
nucleus in anaesthetised cats and squirrel monkeys (Potegal et al., 1971; Liedgren & Schwarz, 
1976). Field potentials in the caudate nucleus were also seen in response to electrical 
stimulation of the lateral and medial vestibular nuclei in cats (Spiegel et al., 1965). Both 
Liedgren and Schwarz (1976) and Spiegel et al. (1965) also reported that they recorded field 
potentials in the putamen following electrical stimulation of the vestibular nerve, supporting 
the pathway proposed by Lai et al. (2000). In response to vestibular nerve stimulation in rats, 
Rancz et al. (2015) identified increased activation in the striatum using fMRI; these results were 
further supported by activation of local field potentials. This study also showed that there were 
changes in activity in multi-unit responses to the same stimulation. Segundo and Machne (1956) 
found, both increases, and decreases in the firing rate of single neurons in the putamen and the 
globus pallidus in cats, in response to electrical stimulation of the labyrinth. The changes in 
firing rate occurred “early” during application of the current, and then quickly returned to 
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baseline once stimulation was stopped. However, studies in awake rhesus monkeys 
demonstrated no change in the firing of single striatal neurons in the head and body of the 
caudate nucleus or in the anterior globus pallidus, with electrical stimulation of the contralateral 
vestibular nucleus (Matsunami & Cohen, 1975). In these monkeys, changes in the neuronal 
responses occurred only in response to stimulation trains and not single pulses. However, this 
stimulation also induced body movements and therefore the responses could not be confirmed 
to be the result of the vestibular stimulation rather than the feedback from muscle movements.  
Neurons in both the striatum and the substantia nigra have been shown to respond to 
movements that are considered to have a large vestibular component (Barter et al., 2014; Kim 
et al., 2014). The activation of striatal neurons in mice has been shown to correlate to what the 
investigators have described as “head velocity”; however, the movement required to perform 
the task must also have caused head acceleration, the stimulus for the vestibular system (in 
engineering, ‘velocity’ has a 90° phase lead on acceleration and ‘position’ has a 180° phase 
lead on acceleration). Therefore, it is likely vestibular signals are involved in the correlation 
between the cellular responses and head velocity.  
Martin (1965) demonstrated that the tilt reflex in humans was largely dependent on a 
functional vestibular system. It has recently been demonstrated in mice that both GABAergic 
and dopaminergic cells in the substantia nigra respond to body tilt and that these cells only 
respond to tilt in a specific direction, either leftwards or rightwards but not both (Barter et al., 
2014). This specific directional response suggests that a vestibular signal is likely to be the 
cause.  
PET and fMRI studies in humans have found similar results to those seen in animals. 
Following vestibular stimulation, activity increases in the putamen and the caudate nucleus, 
using either cold caloric vestibular stimulation or GVS (Bottini et al., 1994; Vitte et al., 1996; 
Emri et al., 2003; Della-Justina et al., 2014). Following cold water caloric vestibular 
stimulation in six healthy patients, there was an increase in activity in the putamen as seen by 
increased blood flow in PET scans (Bottini et al., 1994). While cold caloric stimulation caused 
activation only in the putamen (Bottini et al., 1994; Vitte et al., 1996; Emri et al., 2003), GVS 
produced activation of both the putamen and the caudate nucleus (Della-Justina et al., 2014). 
Putamen activation in humans has been shown to correlate with activation of the vestibular 
regions of the cortex during imagined locomotion (Jahn et al., 2004). Imagined movements 
have been shown to correspond to active movements in PET scans (Deiber et al., 1998). During 
standing and slow walking, the putamen and basal ganglia are important for postural control 
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and balance, and activity levels are similar to those seen in the vestibular projection areas of 
the cortex. While it could be assumed from the postural imbalance and gait dysfunction 
observed in patients with vestibular dysfunction, that slow rather than fast movements would 
result in more controlled movements, it has been shown that fast movements such as running 
actually result in a stabilisation of balance and ability to stay on an intended path (Brandt et al., 
1999; Brandt, 2000). Brandt et al. (1999) found that while walking, patients with unilateral 
vestibular loss deviated significantly from their intended direction and often touched the wall 
for support. While running, however, the patients were able to stay on the intended path for 
greater than 10 m and reported feeling steadier than while walking. When healthy volunteers 
performed a similar task while receiving vestibular stimulation (Jahn et al., 2000), they deviated 
from the path significantly more while walking than running, suggesting that vestibular signals 
are regulated during locomotion in a way that means they are more inhibited during running 
than walking. Since patients may have better balance and locomotor control when running, this 
suggests the possibility of a role in which the vestibular system and the striatum work together 
in the maintenance of balance.  
 
1.4.3 Neurochemical and receptor changes 
The location of vestibular signals in the striatum is supported by changes in the expression 
of c-Fos protein following unilateral vestibular loss in rats. The striatum shows increases in c-
fos mRNA and c-Fos protein levels bilaterally in the putamen and caudate nucleus 3 h following 
unilateral vestibular deafferentation (UVD), compared to control rats (Cirelli et al., 1996). The 
change is transient and the levels return to normal by 6 h. No change is seen in the globus 
pallidus or the nucleus accumbens at any point post-UVD. Most studies of the neurochemical 
changes in the basal ganglia in animals with vestibular dysfunction have focused on dopamine 
and its receptors (Table 1.1). This is usually justified because animals with vestibular deficits 
display circling behaviours that are commonly hypothesised by the researchers to be caused by 
changes in dopamine activity in the striatum. In rats, behavioural changes following bilateral 
vestibular loss are significant and have been well documented (Alleva & Balazs, 1978; Seth et 
al., 1982; Kaiser et al., 2001; Fedrowitz et al., 2003; Russell et al., 2003b; Vidal et al., 2004; 
Zheng et al., 2006; Goddard et al., 2008; Baek et al., 2010; Stiles et al., 2012; Antoine et al., 
2013; Aitken et al., 2017c). The symptoms develop following both surgical and chemical 
labyrinthectomy and include gait ataxia, hyperactivity, head weaving and circling (Alleva & 
Balazs, 1978; Seth et al., 1982; Llorens et al., 1993; Russell et al., 2003b; Vidal et al., 2004; 
Zheng et al., 2006; Goddard et al., 2008; Baek et al., 2010; Stiles et al., 2012; Vignaux et al., 
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2012; Aitken et al., 2017c). These circling behaviours have been likened to those seen in hemi-
Parkinsonian rat models by a number of investigators, resulting in research into basal ganglia 
connections with the vestibular system (Shima, 1984; Brock & Ashby, 1996; Loscher et al., 
1996; Richter et al., 1999; Fedrowitz et al., 2000; Stiles et al., 2012; Antoine et al., 2013). 
However, it is important to note that these animals have bilateral vestibular loss that produces 
circling similar to that caused by unilateral lesions in the basal ganglia. As animals with bilateral 
vestibular deafferentation (BVD) do not favour a particular direction of turning (Stiles et al., 
2012), unlike hemi-Parkinsonian rat models (Betarbet et al., 2002), it is possible that there are 
imbalances, between side of the brain, in the dopaminergic system, in the basal ganglia occur 
due to dysfunction in an upstream brain region; however, the exact cause of circling behaviour 
in vestibular-deficient animals is not understood.  
The speculation that changes occur in the dopaminergic system following vestibular loss 
has led to the investigation into possible changes in dopamine receptor levels. In vertebrates 
there are 5 recognised dopamine receptors, which are divided into two classes named after the 
two main types of dopamine receptor. The D1-like class includes the D1 and D5 receptors, which 
are Gs G-protein coupled receptors, while the D2-like class is made up of the D2, D3 and D4 
receptors that are Gi G-protein coupled receptors (reviewed by Missale et al., 1998). In striatal 
regions, the D1 and D2 receptors are found in the highest concentrations (Missale et al., 1998), 
and are therefore the most commonly studied.  
 
Table 1.1: Changes in the expression of dopamine receptors in the presence of vestibular 
dysfunction in animals. 
Publication Condition Receptor Changes 
  D1 Receptor D2 Receptor 
Seth et al., 1982 Streptomycin NA é 
Schirmer et al., 2007 Streptomycin X  é 
Richter et al., 1999 ci2/ci2 é X  
Antoine et al., 2013 Slc12a2K842*/K842* X  X  
Giardino et al., 1996 BVD 
UVD 
X (young)  é(aged) 
é (young and aged) 
ê (young)  é(aged) 
é (young and aged) 
Stiles et al., 2012 BVD NA X  
 
BVD - bilateral vestibular deafferentation. UVD - unilateral vestibular deafferentation. X - no change. 
NA - not analysed 
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The changes in dopamine receptors that have been reported in the presence of vestibular 
dysfunction have all been from rodent models (Seth et al., 1982; Giardino et al., 1996; Loscher 
et al., 1996; Richter et al., 1999; Schirmer et al., 2007; Stiles et al., 2012; Antoine et al., 2013). 
However, the changes in receptors appear to be different depending on the model used (Table 
1.1). Rats treated with high dose streptomycin, which damages vestibular hair cells, have been 
shown to have significant increases in the expression levels of the D2 dopamine receptor protein 
in the striatum (Seth et al., 1982; Schirmer et al., 2007) but show no change in expression levels 
of the D1 receptor (Schirmer et al., 2007). In contrast, the opposite has been observed in ci2/ci2 
rats: animals with a genetic mutation that has affected the formation of the inner ear, exhibit an 
increase in the level of the D1 receptor and no change in D2 receptor levels (Richter et al., 1999). 
A recent study by Antoine et al. (2013), in a genetic model of vestibular dysfunction in mice in 
which the Sk12a2 gene was knocked out specifically in the inner ear, disrupting vestibular 
function, found no change in the levels of a variety of proteins, including the dopamine 
receptors. It is possible that the result seen in ci2/ci2 rats was not a direct response to the 
vestibular loss, because the spontaneous mutation that developed could cause unknown changes 
in other non-vestibular regions resulting in the receptor changes. However, it has been shown 
that there are no morphological changes in the striatum of ci2/ci2 rats (Richter et al., 1999). 
Comparable studies using the same animal models have also produced varied results. 
Following surgical BVD, auto-radiographic analysis of the striatum showed a decrease in the 
levels of the D2 dopamine receptor, and no change in D1 receptor levels (Giardino et al., 1996). 
At 4 weeks post-operative, in both young (3 months) and aged (24 months) rats, Giardino et al. 
(1996) found significant changes in both the D1 and D2 dopamine receptors in the striatum 
following UVD and BVD surgeries (see Table 1). However, Stiles et al. (2012) found no change 
in D2 receptor levels following BVD at 1 month or 6 months post-operative in young rats (3 
months) using western blotting. The differences in results between these two experiments are 
possibly due to Giardino et al. (1996) analysing all of the D2-type receptor class using 
[3H]sulpiride, a D2 and D3 receptor antagonist, whereas Stiles et al. (2012) used an antibody 
specific to the D2 receptor. While the D2 receptor is the main type of D2-type receptor in the 
striatum, changes in the D3 receptor may be responsible for the differences between the two 
studies. The inconsistencies between all of the studies of the dopamine receptors in animals 
with vestibular lesions suggest a need for further study.  
The differences in changes in dopamine receptor levels may be related to the different types 
of dysfunction resulting from each lesion type. Depending on the different type of inactivation, 
different forms of vestibular compensation, the mechanism by which the brain adapts to 
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vestibular loss, can occur (see McCall & Yates, 2011 for a review). For example, in the genetic 
model, vestibular function is never present; chemical lesions result in a delayed development 
of the vestibular syndrome (2–3 days to peak behavioural effects) (Vignaux et al., 2012); and 
surgical lesions cause a sudden loss of function. While there have been a number of studies 
looking at receptor number, it is worth noting that no one has examined whether changes in 
dopamine receptor affinity or efficacy occur in the striatum following vestibular loss, and these 
changes may develop without any change in receptor number.  
In relation to dopamine itself, Samoudi et al. (2012) observed no change in dopamine 
release in the striatum following GVS in naive rats. This suggests that vestibular stimulation 
does not cause dopamine release in that experimental setting. Loscher et al. (1996) found that 
ci2/ci2 rats have significantly lower levels of dopamine in the striatum ipsilateral to the 
favoured direction of turning. However, they examined dopamine only in animals that exhibited 
a preferred direction of turning in their circling behaviour. Therefore, the unilateral change in 
dopamine levels may not have been a direct effect of vestibular loss, otherwise the change 
would have been expected in all of the animals. A similar result has been seen in KCNE1-/- mice 
in which there is less tyrosine hydroxylase protein in the striatum ipsilateral to the preferred 
direction of turning (Eugène et al., 2009), suggesting a decrease in dopamine production on 
that side. It is a possibility that the changes in dopamine levels on one side are caused by the 
non-specific nature of the genetic mutation and they may be unrelated to the vestibular loss.  
Unidirectional turning behaviour in a favoured direction is caused by a decrease in 
dopamine on the ipsilateral side (Schwarting & Huston, 1996; Blum et al., 2001). While this is 
what has been seen in these studies, the unilateral decrease in the levels of dopamine is not 
explained by the bilateral nature of the vestibular loss, for which some form of bilateral 
compensation would be expected. Following surgical labyrinthectomy, while animals do 
display significant circling behaviours, they do not favour a specific direction (Stiles et al., 
2012). These animals do display similar “activation” of the circling behaviour by handling as 
that seen in animals with unilateral 6-hydroxydopamine lesions (Schwarting & Huston, 1996). 
This result suggests the possibility of a change in the levels of dopamine release in the striatum 
of animals with BVD that is not consistently specific to one side, similar to that seen in the 
genetic animal models.  
Chemical labyrinthectomy by sodium arsanilate, intra-tympanic injection has been shown 
to significantly reduce the density of M1 acetylcholine receptors in the striatum 30 days post 
injection (Aitken et al., 2016). It is hypothesised that this loss may be related to the memory 
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deficits related to vestibular loss. Injections into the dorsomedial striatum of M1 receptor 
antagonists have been found to produce learning deficits in reversal learning tasks (Tzavos et 
al., 2004; McCool et al., 2008). 
The study of vestibular function using genetic models, as well as chemical deafferentation, 
has resulted in the suggestion that changes in the basal ganglia occur due to a loss of vestibular 
input during development (Kaiser et al., 2001; Eugène et al., 2009). Following chronic 
administration of streptomycin in rats, it was found that the animals displayed the behavioural 
effects typical of vestibular loss, including locomotor hyperactivity and circling, only when 
treated from 2 to 22 days of age (Alleva & Balazs, 1978), but not in older, weaned rats (Vernier 
& Alleva, 1968). On comparing the behaviours seen in the chemically deafferented rats with 
those seen in circling ci2/ci2 animals, Kaiser et al. (2001) suggested the possibility that changes 
in behaviour are due to secondary changes in the basal ganglia during development, resulting 
from a lack of vestibular input, and this idea was supported by Eugène et al. (2009) when 
studying KCNE1-/- rats. However, none of these results accounts for the sudden onset of 
abnormal locomotor behaviours at the completion of acute surgical bilateral deafferentation 
(Goddard et al., 2008; Baek et al., 2010), as well as the deficits resulting from acute chemical 
lesions with sodium arsanilate (Ossenkopp et al., 1990; Ossenkopp et al., 1992; Aitken et al., 
2017c), that have been observed at later stages of development. These results suggest that the 
hypothesis that the changes in the basal ganglia are dependent on the loss of vestibular function 
during development is incorrect, and that vestibular loss at any time can result in changes in 
basal ganglia function.  
Changes in GABAergic responses have also been seen in vestibular-deficient animals. An 
increase in glutamate decarboxylase mRNA occurs in the striatum of aged rats at 3 months 
post-BVD and in the contralateral striatum post- UVD (Giardino et al., 2002). This suggests an 
increase in GABA production possibly from a decrease in dopamine influence or from an 
increased activation of cholinergic interneurons. GVS in rats has been shown to cause an 
increase in GABA release from the substantia nigra (Samoudi et al., 2012) that lasted for 30 
min post-stimulation. ci2/ci2 rats also showed increased GABA release in the substantia nigra. 
This is likely to be a result of the higher spontaneous discharge rates of substantia nigra 
GABAergic neurons found in these rats (Fedrowitz et al., 2003). Antoine et al. (2013) found 
no change in the striatum for the 26 proteins that were labelled in their experiment, in animals 
that had the genetic mutation expressed specifically in the inner ear; however, some changes 
were seen in animals with fewer region-specific mutations. The only significant change seen in 
mice with the inner ear-specific mutation was an increase in the amount of pERK1/2 and its 
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downstream target, pCREB, in the nucleus accumbens. There was no change in the non- 
phosphorylated forms, suggesting an increase in activation of the ERK1/2 pathway, which is 
known to be involved in learning in the basal ganglia (Mazzucchelli et al., 2002). Following 
vestibular loss it has been shown that rats favour striatal learning to navigate, due to disruptions 
in hippocampal learning (Machado et al., 2014). The hippocampus has been shown to have 
many projections to the nucleus accumbens (Kelley & Domesick, 1982). Therefore, the increase 
in ERK1/2 activation could be a compensatory change due to changes in hippocampal function, 
as opposed to a direct effect of the vestibular system on the basal ganglia.  
 
1.5 Thesis aims  
While there is sufficient evidence to suggest connections between the vestibular system and 
the basal ganglia, there have, to date, been insufficient studies to confirm this and to understand 
how striatal neurons may respond to this vestibular input. Therefore, the aim of this thesis was 
to identify if, how, and where, vestibular signals affect the function of striatal neurons. 
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2.1 Introduction 
2.1.1 Electrical stimulation of the vestibular system 
Historically, the vestibular system has been electrically stimulated in one of 3 places: the 
vestibular labyrinth, the vestibular nerve or the VNC (Segundo & Machne, 1956; Spiegel et al., 
1965; Potegal et al., 1971; Matsunami & Cohen, 1975; Liedgren & Schwarz, 1976; Courjon et 
al., 1987; Horii et al., 1994; Schlosser et al., 2001; Anker et al., 2003; Samoudi et al., 2012; 
Kim et al., 2017). Stimulation of the VNC requires passing the stimulating electrode through 
the cerebellum using stereotaxic coordinates and depending on which nucleus of the complex 
is being stimulated, different pathways will be stimulated (Gacek & Lyon, 1974; Ito et al., 1976; 
Xerri et al., 1988). Stimulation of the vestibular nerve requires extreme precision, to ensure that 
only the required nerve branch and none of the other vestibular and auditory branches of the 
8th nerve are stimulated. The labyrinth, especially activation through the round window, is 
often favoured for its comparable ease of accessibility and activation (Courjon et al., 1987; 
Horii et al., 1994; Anker et al., 2003). 
 
Figure 2.1: Vestibular labyrinth including the round and oval windows. The round and oval 
windows are openings in the bony labyrinth of the inner ear.  
 
The round window (Figure 2.1) provides an easily accessible site on the bony labyrinth by 
which to stimulate the peripheral vestibular system. Once visualised, after opening the bulla, a 
wire electrode can be easily implanted into the round window. This is an easier site to locate 
and manipulate than the nearby oval window, where access to which is impeded by the stapedial 
artery, also reported as the internal carotid artery (Judkins & Li, 1997). In humans, the stapedial 
artery is only present during foetal development and post-embryonic persistence of the artery 
is rare (Silbergleit et al., 2000). However, in rats the artery remains present into adulthood 
(Judkins & Li, 1997; Hitier et al., 2010). The stapedial artery plays a role in vascularising the 
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cochlea and the surrounding bone (Yamamoto et al., 2003). Cauterization of the artery as well 
as trauma to, or destruction of, other structures (including the tympanic membrane and cochlea), 
is necessary to expose the oval window (Judkins & Li, 1997). The destruction of these structures 
will cause confounding changes to normal functions in an animal; therefore, the round window 
is a preferred target. 
 
2.1.2 Confirming vestibular stimulation via vestibular nystagmus 
Vestibular nystagmus is produced by the VORs in response to head movement in order to 
maintain gaze. Electrical stimulation of the vestibular system can also produce nystagmus in 
both animals (Kim, 2009; Kim, 2013; Zheng et al., 2014) and humans (Zink et al., 1998; 
MacDougall et al., 2009; Weber et al., 2009). This response is therefore a convenient way to 
confirm the activation of the vestibular labyrinth via natural or artificial stimulation. Other ways 
to confirm vestibular activation by electrical current exist, including recording neuronal 
responses in the VNC; however, this is more invasive and time consuming.  
When analysing eye movements, vestibular nystagmus can be detected using two main 
methods in both animals and humans (Stahl et al., 2000). The first option is using magnetic 
search coils which are placed on the eye and measure the eye movement by recording the 
voltage generated in the wire coils in relation to a magnetic field (Remmel, 1984; Stahl et al., 
2000). An alternative is video-oculography, which records eye movement by measuring the 
movement of the pupil using high-speed digital cameras (Stahl et al., 2000). These methods 
provide information on the specific movements of the eye in response to stimulation. In studies 
that are not focused on the analysis of eye movement specifically, less accurate video recording 
of eye movements is sufficient for confirming the activation of the vestibular system due to 
activation of the VORs (Zheng et al., 2014).  
 
2.1.3 Stimulation parameters for vestibular activation 
The parameters used for electrical vestibular stimulation in animal models vary between 
studies. The literature shows that single pulses are not sufficient to activate the vestibular 
pathways (Potegal et al., 1971; Courjon et al., 1987; Anker et al., 2003). The frequencies of 
stimulation trains used to stimulate the pathways at either the labyrinth, vestibular nerve or 
VNC, vary between 0.1 and 300 Hz with currents from 23 to 2000 µA (Segundo & Machne, 
1956; Spiegel et al., 1965; Potegal et al., 1971; Matsunami & Cohen, 1975; Liedgren & 
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Schwarz, 1976; Courjon et al., 1987; Horii et al., 1994; Schlosser et al., 2001; Anker et al., 
2003; Kim et al., 2017). However, not all of these studies stated that there was nystagmus 
produced in response to stimulation. It is possible that either nystagmus was produced and just 
not reported or that the stimulations were below the threshold necessary to produce nystagmus, 
as low currents can stimulate the vestibular system without producing eye movement and this 
sub-threshold stimulation is used in many studies (Samoudi et al., 2012; Zheng et al., 2014). 
However, without the presence of nystagmus or any other indication of vestibular activation, it 
cannot be certain that the stimulation was working.  
 
2.1.4 Aim 
The aim of the studies reported in this Chapter was to identify the best stimulation 
parameters with which to stimulate the vestibular system electrically via the round window of 
the inner ear, which would produce vestibular nystagmus. 
 
  




For all electrical stimulation experiments, male Wistar rats weighing between 250 and 400 g 
were randomly allocated to either the stimulation or sham groups and underwent the appropriate 
protocol for each condition. Prior to surgery, animals were maintained on a twelve-hour light-
dark cycle with free access to food and water. All procedures were approved by the University 
of Otago Animal Ethics Committee.  
 
2.2.2 Surgery 
The animals were anaesthetised with urethane (1.5 g/kg) injected via intraperitoneal (i.p) 
injection. Areflexia was assessed by an absent response to a toe-pinch. During surgery the 
animals’ body temperatures were monitored using a rectal probe (Harvard Apparatus) and 
maintained at 37 °C. Once anaesthetised, the surgical site was shaved and the animal placed 
into a custom-made nose bar. Xylocaine (with 1: 10,000 adrenaline; 0.05 ml, subcutaneous 
(s.c.)) was injected around the wound margins before any incisions were made. The complete 
surgical procedure was conducted under an otolaryngological microscope (OPMI Pico, Zeiss, 
Hamburg, Germany). The tympanic bulla was exposed using a retroauricular surgical approach 
(Figure 2.2A) and a dental drill used to open the bulla to expose the round window (Figure 2.2B 
and C). A stainless-steel bipolar electrode (MS303/1-B/SPC, Plastics One Inc.), insulated 
except at the tip, was placed into the round window as the stimulating electrode. The electrode 
was secured in place using dental cement once the location of the electrode was confirmed via 
visualisation of vestibular nystagmus in response to stimulation. For sham control animals the 
procedure was identical but the animals did not receive any vestibular stimulation and they 
were not tested for nystagmus. 
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Figure 2.2: Surgical site for electrical vestibular stimulation in an anaesthetised rat at different 
stages of surgery. (A)The bulla was exposed (B) and drilled open (C) to expose the round 
window. Images were taken using a Dino-lite microscopic camera at ~30 to ~50 times 
magnifications. The surgical opening in the bulla measures about 2 mm. 
 
Unilateral stimulation was chosen instead of the bilateral stimulation because, while 
bilateral stimulation would produce what is considered a more ‘natural’ vestibular signal, since 
under normal conditions head acceleration would be detected by both labyrinths, unilateral 
stimulation allows for the control of current spread. As the aim of the stimulation for the 
following experiments was to activate the pathways between the vestibular labyrinth and the 
striatum, a natural signal was not necessary. 
 
2.2.3 Stimulation 
Electrical stimulation was controlled using the Spike-2 software package (Cambridge 
Electronic Design) to produce square wave stimulation trains at the appropriate frequency. The 
stimulation current was produced using an analogue stimulation isolator (Model 2200: A-M 
systems). Nystagmus was imaged using a digital microscope (Dino-Lite basic, AM2111: AnMo 
Electronics), which was then displayed on a computer (For a link to an example of the eye 
movement see Appendix 1). Nystagmus was considered to be present when visible to the naked 
eye in the computer image. 
 
2.2.3.1 Eye movement analysis 
Eye movement was recorded in all animals in response to electrical vestibular stimulation 
and analysed off-line using eye tracking software (AET Tracker, STARNAV, France). Video 
files were acquired and analysed at 30 frames per second. It is important to note that it was not 
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the objective of this study to quantify and analyse the nature of the eye movement and this was 
done purely to monitor the activation of the eye movement in response to electrical stimulation. 
The eye movement observed in all of the animals stimulated was the same in nature when 
observed by the naked eye. Frame by frame tracking of the movement of the eye allowed for 
analysis of the nature of eye movement seen in the video recording. As this was not performed 
to draw conclusions about the pattern of eye movement from the data, this analysis was only 
performed on 3 rats and the data of only one is presented here (Figure 2.4).  
 
2.2.3.2 Optimisation of Stimulus Frequency 
To find the optimal frequency for this study, an exponential range of frequencies was tested 
(0.1, 1, 10, 100 Hz). All frequencies had 'on' and 'off' periods of equal length. These frequencies 
were chosen simply because they covered much of the range used in the literature. Each 
frequency was tested at multiple intensities from 50 µA up to 2 mA or until nystagmus was 
visible. Only stimulation trains were used as single pulses have been shown not to activate the 
vestibular pathways (Potegal et al., 1971; Courjon et al., 1987; Anker et al., 2003). 
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2.3 Results and conclusions 
 
Figure 2.3: Threshold for nystagmus production in urethane-anaesthetised rats undergoing 
electrical vestibular stimulation at 100 Hz. Data are shown as number of animals with 
thresholds at specific amplitudes (µA). 
 
 Contrary to previous studies, nystagmus was only seen at 100 Hz and not at any other 
frequencies tested. This frequency was the same that was used in a study by Kim et al. (2017) 
to stimulate the vestibular nerve and was found to cause neuronal activation in the PFN. At 100 
Hz the threshold for the visualisation for nystagmus was at intensities between 200 and 350 µA 
for most animals (see Figure 2.3). While this does not necessarily mean that there was no 
stimulation of the vestibular system at these other frequencies, without the presence of 
vestibular nystagmus, this cannot be confirmed. The variation from the stimulation frequencies 
used in the literature could be due to a number of reasons. While the present study did not detect 
nystagmus using visual confirmation at 10 Hz stimulation, Courjon et al. (1987) recorded eye 
movements in rats at 11 Hz stimulation; however, this was recorded using search coils, a higher 
resolution method than the video recording used in the present study. It is possible that 
nystagmus would have been detected at other frequencies and intensities in this study if eye 
movement had been recorded using a higher resolution technique or if a different anaesthetic 
had been used.  
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Figure 2.4: Example of an eye movement trace of the ipsilateral eye in response to vestibular 
stimulation in a single rat. The animal received five 1 second stimulations (100 Hz, 400 µA) 
with 0.5 seconds in between. Eye movement was measured as the change in the angle of rotation 
from the ‘zero’ around the pupil of the eye. For access to an example video of the eye movement 
analysed see Appendix 1.  
 
 It was identified that eye movement in response to the stimulation was in a purely torsional 
(rotational) direction, with traces (Figure 2.4) showing a change in rotational position of the 
eye but no movement of the pupil position. The literature suggests that purely torsional 
movement can be due to unilateral activation of all of the semicircular canals, unilateral 
activation of the otolith organs or a combination of them all (Cohen et al., 1964; Curthoys, 
1987). It is, however, impossible to be sure from the analysis performed in this study. A further 
consideration is that the stimulation may have activated parts of the vestibular apparatus at 
levels that did not cause eye movement. Either the stimulation of these regions cannot activate 
eye movement pathways, or just not in a way that was measurable by the system used. Without 
the use of high resolution video tracking or search coils, further conclusions could not be made. 
What can be concluded is that the electrical stimulation was activating the vestibular system 
and producing eye movement that was vestibular in nature. 
 
2.3.1 Differences in vestibular responses due to gender 
Male rats were used exclusively in the presents studies. While, there have been limited 
studies into the gender differences in responses to vestibular stimulation in animals, it is a 
known phenomenon in humans that females experience vestibular disorders at greater rates than 
males. This includes rates of vestibular vertigo (3:1 female:male (Neuhauser et al., 2005)) as 
well as vestibular migraine (1.5-5:1)(Cass et al., 1997; Johnson, 1998; Dieterich & Brandt, 
1999; Neuhauser et al., 2001). Women also demonstrate increase suitability to motion sickness 
compared to men (Golding et al., 2005; Golding, 2006; Paillard et al., 2013). The current cause 
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of these gender differences are still unknown, however it has been suggested that there is some 
link to the menstrual cycle. Golding et al. (2005) found that women were more susceptible to 
motion sickness during the "menstruation" phase than at other points of their cycle. This 
suggests that there may be a hormonal influence on the cause of these differences but it is 
considered unlikely to be the only factor involved. Due to the implications of these results it 
has been decided to limit the studies in this thesis to only male rats to avoid confounders 
introduced by the use of female animals.  
 
2.3.2 Effect of anaesthesia on vestibular nystagmus  
The effect of arousal levels on vestibular nystagmus has been demonstrated in a number of 
species (as reviewed by Collins, 1974). As the level of arousal decreases (as the level of 
sleep/anaesthesia increases), vestibular nystagmus also decreases. Levels of consciousness are 
well recognised to be related to the quick phases of vestibular nystagmus (Collins et al., 1961; 
Collins, 1962; Amadeo & Shagass, 1963; Janeke et al., 1969; Nakao et al., 1980; Darlington, 
1987). Nakao et al. (1980) showed that varying levels of nitrous oxide anaesthesia resulted in 
a reduction in activity in one set of reticular pre-motor neurons, responsible for controlling 
abducens motoneurons. These decreased responses result in a decrease/loss of the quick phase 
of vestibular nystagmus at higher levels of sedation. A similar result has been seen in response 
to the narcoleptic fentanyl (Janeke et al., 1969). While studies which specifically measure how 
urethane may change nystagmus have not been performed, vestibular nystagmus has been seen 
in animals under urethane anaesthetic in response to vestibular stimulation (Gellhorn & Storm, 
1938; Kato et al., 1992); therefore it was used as a marker of vestibular stimulation in this study. 
However, it is possible that some forms of vestibular nystagmus were inhibited, therefore the 
thresholds seen to produce nystagmus could be affected by the anaesthetic.  
 
2.3.3 Current spread of stimulation 
Implantation of the electrode into the round window allows for direct stimulation of the 
labyrinth, allowing for lower stimulation currents to be used and therefore reducing the risk of 
the current spreading to the surrounding areas. For this reason it was chosen for the following 
studies over the skin-mounted electrodes used commonly to provide GVS in humans (Zink et 
al., 1998; MacDougall et al., 2009) or electrodes inserted in the tensor tympani muscles (Zheng 
et al., 2014), which are also used in research. That current spread from round window 
stimulation is limited is supported by the observation that when the electrode was not placed 
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accurately in the round window (i.e., the electrode was at an incorrect angle in the site), then 
nystagmus was not observed. This limited the possibility of other areas being activated and 
therefore suggested that any responses observed were due to activation of the vestibular 
pathways.  
The mostly likely area stimulated by current spread would be the auditory system. However, 
studies have shown that electrical stimulation of the round window causes limited activation of 
the auditory pathways. Horii et al. (1994)demonstrated that electrical stimulation of the round 
window caused increased release of acetylcholine in the hippocampus of anaesthetised rats, and 
this increase was not significantly decreased by inhibition of the ventral cochlea nucleus with 
DNQX. Kornhuber and Da Fonseca (1964) also demonstrated that stimulation of the round 
window in cats caused limited activation of neurons in the auditory cortex, at a fraction of those 
seen to respond to auditory stimulation. While, these results suggest there is some activity via 
auditory pathways, activation of the auditory system was always likely, at least to a limited 
extent, due to the significant interactions between the vestibular and auditory system. Tracer 
studies have demonstrated that both primary and secondary vestibular afferents project to the 
cochlear nucleus (Burian & Gstoettner, 1988; Bukowska, 2002). Neurons in the VNC have 
been shown to respond to high-intensity clicks (Murofushi et al., 1995; Murofushi & Curthoys, 
1997). The afferents for these neurons appear to be the otolith organs, the saccule in particular 
(Murofushi & Curthoys, 1997). Curthoys and Grant (2015) hypothesise that sound is able to 
activate vestibular receptors by causing fluid pressure waves which displace hair cell bundles. 
In fact, neurons in the striatum have been reported to be able to respond to sound stimulations 
(Zhong et al., 2014). These interactions, between the two systems, make it difficult to stimulate 
only the vestibular system without affecting the auditory system, vice versa. Although a great 
effort has been made to minimise the current spread, it is not possible to completely rule out 
the striatal neuronal activation due to the activation of the auditory system. 
 
2.3.4 Final stimulation protocol 
Stimulation of the vestibular system is an effective tool for the study of how this sensory 
system affects the body. In the following studies, unilateral bipolar stimulation of the round 
window was used to activate the vestibular labyrinth. The vestibular stimulation was performed 
using a square wave stimulation at 100 Hz with 'on' and 'off' periods of equal length. 
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3.1 Introduction 
The initial studies into the connections between the vestibular system and basal ganglia 
mostly involved the use of electrophysiological recording. While multiple studies recording 
field potentials have consistently shown changes in activity in response to electrical vestibular 
stimulation (Spiegel et al., 1965; Potegal et al., 1971; Liedgren & Schwarz, 1976; Rancz et al., 
2015), the few studies which reported the activity of single units, have been conflicting. There 
are to date, two studies which measured single-unit activity in response to vestibular 
stimulation. However, none of the data in these studies was quantified in any way. 
Contralateral electrical stimulation of the labyrinth in curarized cats demonstrated that 
during stimulation there were either increases or decreases in the spontaneous firing of 1/3rd of 
striatal neurons that first responded to somatosensory stimulation (Segundo & Machne, 1956). 
These changes in activity returned to baseline quickly following the cessation of vestibular 
stimulation.  Matsunami and Cohen (1975) electrically stimulated the vestibular nucleus and 
recorded ipsilateral single-units in the striatum of alert rhesus monkeys. They found that there 
were no responses in the caudate nucleus until the stimulation was strong enough to produce 
muscle twitches. This suggests that the single-unit responses were more likely to be the result 
of the muscle movements caused by current spread rather than stimulation of the vestibular 
system itself. 
Multi-unit recording in the striatum by Rancz et al. (2015) showed that electrical 
stimulation of the superior vestibular nerve caused increases in firing that were variable. In 
order to produce the responses, the stimulation intensity needed to be three times that necessary 
to produce nystagmus; however, this stimulation did not produce muscle twitches (Rancz et. 
al., personal communication).  
 
3.1.1 The effect of anaesthesia on striatal neurons 
The variation in these studies may be due to the difficulty of recording single-unit activity 
in the striatum, especially in anaesthetised rats. In naturally sleeping animals, the firing of 
neurons, which are tonically active in the awake state, can shift to intermittent burst firing 
(Berke et al., 2004). Similar reductions in firing are seen in animals under anaesthesia. These 
changes can be caused by inhibition of input pathways into the striatum (Eccles et al., 1971; 
Schulz et al., 2009), as well as by the reduction of sensory signals that are present during normal 
alert behaviour. The control of external stimuli and body movement is, however, essential when 
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recording responses to electrical vestibular stimulation, since any movement would introduce 
confounding natural vestibular signals into the experimental situation. Therefore, recording 
from anaesthetised animals was essential in this study. 
 
3.1.2 Aim 
The aim of the experiments reported in this Chapter was to identify whether single-unit 
activity occurred in the striatum in response to electrical vestibular stimulation. While the 
previous literature is conflicting, it was hypothesised that single-units would respond to 
electrical stimulation of the vestibular system in a way that was phased-locked to the 
stimulation. If neuronal responses were found, the aim would be to identify, for the first time, 
the latency of responses and the type of neurons. 
  




Twenty male Wistar rats weighing between 250 and 400 g were used for 
electrophysiological recording. Prior to the experiment animals were maintained on a twelve-
hour light-dark cycle with free access to food and water. All procedures were approved by the 
University of Otago Animal Ethics Committee.  
The animals were anaesthetised with urethane (1.5 -2.0 g/kg) injected via i.p injection and 
were considered ready for surgery when the pedal-withdrawal reflex was absent. During 
surgery the animals’ body temperatures were monitored using a rectal probe (Harvard 
Apparatus) and maintained at 37 °C. Xylocaine (with 1:10,000 adrenaline; 0.5 ml, s.c) was 
injected around the wound margins before any incisions were made. 
 
3.2.2  Stimulating electrode implantation  
The vestibular stimulating electrode was implanted into the round window using the method 
described in Chapter 2.1.2 and 2.1.3. The electrode was secured in place using dental cement 
once the location of the electrode placement was confirmed via visualisation of vestibular 
nystagmus in response to stimulation, and then the site was sutured closed. The threshold for 
nystagmus was recorded (Figure 3.1). Electrical stimulation was controlled using the Spike-2 
software package (Cambridge Electronic Design) and the stimulation current was produced 
using an analogue stimulation isolator (Model 2200: A-M systems).  
 
Figure 3.1: Threshold of nystagmus in animals used in the electrophysiological study. 
Urethane-anesthetised rats underwent electrical vestibular stimulation at 100 Hz. Data are 
shown as number of animals (n=20) with thresholds at specific amplitudes (µA). 
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3.2.3 Electrophysiological recordings 
The animal was then transferred to a stereotaxic frame with ear bars for single unit 
recordings, and recordings were performed on an air-cushioned, anti-vibration table. Xylocaine 
(with 1:10,000 adrenaline) was injected along the midline of the head before an incision was 
made and the skin retracted to expose the lateral ridges of the skull. The surface of the skull 
was cleaned to expose the bone. Haemostasis was assisted with the application of an 
anticoagulant material (Gelfoam, Pfizer) and cauterisation with a cautery unit (18000-00, Fine 
Science Tools). Once the skull was dry, bregma and lambda were marked and the head was 
adjusted in the stereotaxic frame until bregma and lambda were level within ± 0.2 mm.  
An Ag/AgCl pallet electrode (Warner Instruments), used as the reference electrode, was 
inserted under the skin in the back of the animal’s neck. Craniotomies were performed to expose 
an area (~ 2 mm diameter) of the brain containing the striatum either ipsilateral or contralateral 
to the vestibular stimulating electrode (1.0 – 2.0 mm AP and + or – 2-3 mm ML) (Paxinos & 
Watson, 2007). The dura was removed before electrode placement.  
Single units in the striatum were recorded through glass micropipettes made from 
borosilicate glass capillaries (containing filament; 30-0057, Harvard Apparatus). Electrodes 
were pulled and filled immediately before recording. The micropipettes were filled with 1 M 
NaCl, and a chlorinated silver wire, and ranged in resistance from 12 to 18 MΩ. A silver-
chloride wire was made by immersing a bare silver wire into a 0.3 M sodium hypochlorite 
solution for 1 h. This wire was connected to a headstage (NL100RK, Digitimer, Hertfordshire, 
UK). Recordings of single unit activity were made using a Neurolog extracellular recording 
system (NL104A, Digitimer, Hertfordshire, UK) and Spike 2 software (CED Cambridge). 
Extracellular spikes were digitized at 30 kHz after being amplified (1000x) and band-pass 
filtered (600 - 6000 Hz) using the AC-differential amplifier and head stage. The neuronal 
signals were also fed into a Grass Audioamplifier (AM8, Indianapolis, IN, USA) for audio-
feedback during recording. 
Electrodes were placed in an electrode holder and moved using a Scientific 
micromanipulator (IVM-3000, Scientifica, UK) under computer control (LinLab software, 
Scientifica, UK). The electrode was positioned on the surface of the brain using an 
otolaryngological microscope (OPMI Pico, Zeiss, Hamburg, Germany) to visualise the 
electrode tip, as well as monitoring its proximity to the brain through the recording output on 
the computer. Once touching the surface, the electrode was advanced in a single step of 100 µm 
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into the brain. From there the electrode was advanced at 10 µm/s until the electrode reached a 
depth of 2.9 mm from the surface of the brain. From that point, the electrode was tracked 
through the striatum at a rate of between 1 and 2 µm/s. Under anaesthesia, the spontaneous 
firing of neurons in the striatum decreases significantly (Berke et al., 2004). Therefore, to aid 
in searching for vestibular responsive single-units in the striatum, electrical stimulation of the 
round window was delivered while tracking through the brain and recording. Stimulation trains 
were used consisting of 0.5 s at 100 Hz every 4 s at either equal to or 3 times the threshold of 
nystagmus. Only stimulation trains were used because single pulses have been shown not to 
activate the vestibular pathways (Potegal et al., 1971; Courjon et al., 1987; Anker et al., 2003). 
Current amplitudes 3x the nystagmus threshold were used because no responses were found at 
the threshold current and Rancz et al. (personal communication) found that higher currents were 
necessary to evoke field potential and multi-unit responses in the striatum (Rancz et al., 2015).  
The search for cells spanned the medial and dorsal striatum as there is evidence of vestibular 
responses in both areas. Three to 4 recorded tracks were made per animal. Tracks in the brain 
were made at least 300 µm apart to allow searching in a variety of areas and also to ensure that 
the tracks did not affect one another. When neuronal spikes were seen in the trace, they were 
classified as either responsive or non-responsive. Neuronal spikes were analysed when the spike 
amplitude was twice that of the baseline. Cells were classified as responsive to vestibular 
stimulation if they fired consistently in a manner that was phase-locked to the stimulation. Cells 
that were found to not display this characteristic (non-responsive cells) were not recorded for 
analysis, and the movement of the electrode was continued downwards. If the cell was found 
to be responsive, the movement of the electrode was stopped and the cell recorded for as long 
as possible (no greater than 25 min). 
 
3.2.4 Data Analysis 
All data analysis was performed offline using Spike2 software. All cells, both responsive 
and non-responsive neurons, that fired during recording were analysed for wave classification 
and firing pattern.  
Cell Type 
Cells were classified as either ‘M’ units or  ‘F’ units as described by Berke et al. (2004). In 
brief, the peak width and valley width were measured at half maximum. “M” units have firing 
rates of less than 5 Hz and a valley width of less than 300 µs whereas “F” units have a firing 
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rate of greater than 2 Hz and a valley width of less than 265 µs and a peak width of less than 
120 µs. ‘M’ units were identified as likely to be medium spiny neurons whereas ‘F’ units were 
identified as fast spiking neurons and were therefore likely to be interneurons (Berke et al., 
2004). 
 
Figure 3.2: Examples of waveforms of ‘F’ units and ‘M’ units in the rat striatum. (Top) ‘F’ unit 
waveforms are characteristic of most tonically active units. (Bottom) 'M’ units’ are 
characterised by longer duration, asymmetrical waveforms and are characteristic of the overall 
majority of striatal units. Presented as mean ±	SD, shaded. Scale bar represents 500 µs. 
Reproduced from Berke et al. (2004) Copyright Elsevier, used with permission. 
 
Firing patterns  
The firing patterns of the cells were analysed to determine the different types of responses 
seen. The cells were divided into 5 categories: Singles spikes, Paired spikes, Spike trains, Burst, 
and Burst train (see Table 3.1).  
Table 3.1: Definition of spike firing patterns 
Label Definition 
Singles spikes A single spike with no other associated firing 
Paired spikes A single burst of firing with 2 spikes 
Spike trains Single spikes of the same neuron separated by a period of greater than 
0.5 s  
Burst A single burst with 3 or more spikes 
Burst train Multiple spike burst firing of the same neuron separated by a period of 
greater than 0.5 s 
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3.2.4.1 Responsive neurons 
Cells were classified as responsive to vestibular stimulation if they fired consistently in a 
manner that was phase-locked to the stimulation. These cells were classified for cell type (either 
“M” or “F” units) and the latency of the response following the stimulation was measured. The 
latency was measured from the end of the stimulus artefact to the first spike of the responsive 
cell. Peri-stimulus histograms were constructed for all responsive cells. 
 
3.2.5 Histology for electrode placement 
At the completion of the recording experiments, the animal was removed from the 
stereotaxic frame, sacrificed via cervical dislocation and the whole brain was rapidly removed 
and placed in 10 % formalin solution (LabServ, Thermo scientific) and refrigerated at 4 °C until 
sectioned. Forty-eight h before sectioning the brains were transferred to a phosphate buffer (PB) 
with 30 % sucrose solution. 
The brains were cut into 40 µm sections using a freezing microtome. The brain was placed 
on the stage and frozen between -18 and -20 °C. Sections were collected coronally from 
approximately 2.5 mm from bregma to -0.5 mm from bregma (Paxinos & Watson, 2007), to be 
sure that all electrode tracks were sectioned. This resulted in approximately 75 sections 
collected per brain. The sections were collected in 0.01 M phosphate buffered saline (PBS) in 
24 well plates and stored at 4 °C overnight. 
Cresyl violet was used to aid the visualization of the electrode tracks in the striatum. 
Sections were washed with 0.01 M PBS followed by distilled water to remove any remnant of 
formalin, sucrose or PBS which may have interacted with the cresyl violet solution. Sections 
were incubated with 0.0015% cresyl violet diluted in acetic acid for 30 min followed by a single 
wash with distilled water and then tap water. Sections were transferred to gelatin-coated glass 
slides and dried overnight. They were then dehydrated in increasing concentrations of ethanol: 
50% (1 min), 70% (1 min), 95% (2 min), and 100% (3 min). The slides were then immersed in 
100% xylene for 5 min and coverslipped using dibutylphthalate polystyrene xylene (DPX) 
mounting medium. To determine the electrode placement, the slides were examined under a 
light microscope (Nikon Elipse, Ni-E) at a 2x magnification using the NIS elements software 
(Nikon Instruments Inc.) to visualise the electrode tracks. 
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3.2.6 Statistical analysis 
The spike waveforms and firing patterns were analysed using χ2 Goodness-of-fit analysis 
in SPSS 24 to examine the frequencies of the types of cellular responses. This tests to see if the 
differences between the frequencies of the different wave forms and firing patterns are likely 
to be real or if they are just due to chance. It was hypothesised that the difference would not be 
due to chance because the cell types and firing patterns of neurons in the striatum are varied. 
The proportion of vestibular-responsive cells in the striatum was estimated using a Bayesian 
Markov Chain Monte Carlo (MCMC) analysis. This analysis uses the results to predict what 
proportion of striatal cells are responsive to vestibular stimulation based on 10,000 MCMC 
simulations. These analyses were performed using R (version 3.4.0), R Studio (version 1.0.143) 
as well as the R package, rjags (version 4.6), which allowed the use of JAGS to do the MCMC 
simulation, which was run from R. As there were no previous data that were comparable, the 
prior values were set to (1,1) (Lesaffre & Lawson, 2012). The proportion of responsive cells 
was modelled as a binomial variable with p = probability and n = no. of trials, following a beta 
distribution. A 95% credible interval for the probability of finding vestibular-responsive cells 
was calculated, which can be used to estimate the number of such cells. The R and JAGS code 
for this analysis is shown in Appendix 2. 
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3.3 Results 
3.3.1 Location and properties of recorded neurons. 
Recordings were taken from 506 neurons in the striatum within the bounds of the following 
coordinates: 2.2 mm to 1.5 mm anterior to bregma; 2.0 – 3.0 mm lateral to bregma; and 2.9 – 
5.0 mm dorsal to the brain surface (Figure 3.3).  
 
Figure 3.3: Location of electrode tracks seen in the striatum from glass electrodes. 
(A) Electrode track (grey lines) locations were seen between 2.20 mm and 1.50 mm from 
bregma based on Paxinos and Watson (2007). (B) Cresyl violet-stained tissue showing an 
electrode track (white arrow) through the cortex and into the striatum. Scale bar represents 
250 µm. 
 
Of these cells, 453 (90%) were classified as “M” units and 53 (10%) as “F” units (χ2(1) = 
316.2, n = 506, P ≤ 0.0001) (Figure 3.4a). There were significant differences in the firing 
patterns of these cells (χ2 (4) = 138.4, n = 506, P ≤ 0.0001) (Figure 3.4b). 
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Figure 3.4: Firing characteristics of neurons in the striatum. (A) The distribution of M and F 
units within the sample of 506 neurons (χ2(1) = 316.2, n = 506, P ≤ 0.0001). (B) The distribution 
of the different neuronal responses (χ2 (4) = 138.4, n = 506, P ≤ 0.0001) for the sample of 506 
neurons. 
 
3.3.2 Responsive neurons 
Six neurons (in 5 animals) of the 506, recorded produced responses that were phase locked 
to the stimulation (Figure 3.5 and Figure 3.6b). These cells only responded to the higher level 
of stimulation (3x nystagmus threshold) and not at the lower level. Three responsive neurons 
were found ipsilateral to the side of stimulation and 3 neurons on the contralateral side. Four 
neurons were at a depth of 3.8 mm from the brain surface (3 contralateral and 1 ipsilateral). The 
remaining two neurons were located at a depth of 4.3 and 4.6 mm. All of the neurons had 
waveform characteristics which identified them as “M” units. Five of the 6 neurons had firing 
latencies from the stimulus averaging 50 ms (range: 33 – 84 ms). The remaining neuron had a 
latency from the stimulus of 200 ms. 
Based on 10,000 MCMC simulations, a Bayesian credible interval for the number of 
neurons responding to vestibular stimulation, was estimated to be between 0.004 and 0.02, 
indicating that the percentage of neurons responding to vestibular stimulation was between 0.4 
and 2.0% in the whole striatum (Figure 3.7). 
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Figure 3.5: Neurons (1 – 6) in the striatum that responded to electrical vestibular stimulation. 
(A) Traces show the neuronal response phased locked to the stimulus. (B) Averaged (black line) 
waveforms for each neuron. Red shading represents standard deviation.  
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Figure 3.6: Peri-stimulus histograms of neuronal responses to electrical vestibular stimulation. 
(A) Histogram of combined firing of all non-responsive neurons as 1x (top) and 3x (bottom) the 
threshold of nystagmus. (B) Combined firing of all 6 responsive neuron phase-locked to the 
stimulation (3x threshold). Red bar represents the stimulation period. Spikes from the stimulus 
artefact have been removed for clarity. Data are presented as mean (black bars) and standard 
deviation (grey bars). 
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Figure 3.7: Histogram showing the results of 10,000 Bayesian MCMC simulations to estimate 
the frequency of vestibular-responsive neurons in the striatum. The Bayesian credible interval 
was between 0.4 and 2.0%.   
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3.4 Discussion 
Electrophysiological recordings in the striatum demonstrated that single neurons responded 
to electrical stimulation of the vestibular system, although these responses were limited (0.4-
2.0% of neurons). As expected (Berke et al., 2004), the firing of non-responsive neurons in the 
striatum was low and baseline levels of firing did not appear to change even in the presence of 
vestibular stimulation (Figure 3.6b). Most of the responsive cells were at around 3.8 mm below 
the brain's surface in the rostro-medial striatum. A previous study has shown that neurons in 
this region of the striatum do fire in response to signals that may be vestibular in nature, as they 
demonstrated spatial selectivity that was independent of visual stimuli (Wiener, 1993). The 
rostro-medial striatum is an area known to receive inputs from higher associational cortical 
areas (McGeorge & Faull, 1989; Voorn et al., 2004) and therefore is likely to receive vestibular 
input, even if it maybe through a less direct, more polysynaptic pathway.  
The latency of responses in the present study was, on average, 50 ms, and therefore may 
suggest that the responses seen from these neurons are not via a polysynaptic pathway. Short 
latency responses, transmitted through 3 synapses, to the striatum from the visual system have 
latencies of around 100 – 150 ms (Hikosaka et al., 1989; Schulz et al., 2009). These short 
latency responses have been shown to be transmitted via subcortical pathways as opposed to 
the visual cortex (Schulz et al., 2009) and are proposed to precede gaze shifts that produce 
saccadic eye movements.  It is possible that, as with the visual system and the VOR, visual 
signals to the striatum are transmited slower than vestibular signals due to the speed of retinal 
processing (Leigh & Zee, 1991). In reference to a monosynaptic pathway, in rats under urethane 
anaesthesia, MSNs are seen to have a latency to respond of 13 ms in response to cortical 
stimulation (Mallet et al., 2006). Thus, the latencies in the present study are consistent with the 
hypothesis of a disynaptic pathway from the VNC to the striatum via, for example, the PFN. 
The results of the present study are similar to those of Segundo and Machne (1956), who 
identified firing of single-units during vestibular stimulation. However, due to the stimulus 
artefact on the trace in the present study, neuronal firing during the stimulation could not be 
identified. Segundo and Machne (1956) also only tested neurons for vestibular responses that 
had previously been shown to respond to somatosensory stimulation, so it is unknown if the 
percentage of responsive cells was similar between the studies. However, Segundo and Machne 
(1956) suggested the vestibular responses were infrequent in their study. The current amplitudes 
for vestibular stimulation used were similar to the present study.  
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3.4.1 The effect of anaesthesia on striatal activity 
As described in Rancz et al. (2015), responsive cells were only seen in response to 
vestibular stimulation in the striatum at 3 times the nystagmus threshold. It is known that some 
input nuclei to the striatum are silenced in anaesthetised animals (Dommett et al., 2005; Coizet 
et al., 2009; Schulz et al., 2009). In anaesthetised animals, inhibition in the superior colliculus 
results in visual signals not reaching the striatum. Disinhibition of such pathways, in this case 
via injections of a GABAA receptor antagonist into the superior colliculus (Katsuta & Isa, 
2003), resulted in responses to visual inputs in the basal ganglia input sites (Dommett et al., 
2005; Coizet et al., 2009; Schulz et al., 2009). While it is not known exactly how vestibular 
pathways to the striatum are affected by anaesthesia, there are regions of the proposed pathways 
(Figure 1.3) in which neurons respond differently between anaesthetised and non-anaesthetised 
states, like the cerebellum (Eccles et al., 1971; Borland et al., 2005). It may be that the higher 
stimulus intensity used in this study, as well as by Rancz et al. (2015), is needed in order to 
‘wake up’ regions in the pathway, to allow vestibular signals to reach the striatum. An 
alternative option is that vestibular stimulation at high intensities causes activation of pathways 
which are not activate under normal conditions, however how this might be occurring in relation 
to this situation is still unknown.   
 
3.4.2 Sampling error in electrophysiological recordings 
In the present study, it was found that only 1.2% of neurons recorded, responded to the 
electrical stimulation. It is possible that the number could be more than this. Single-unit 
electrophysiological recording is a type of survey sampling and therefore also has the 
weaknesses of this kind of data collection. Survey sampling provides a method of obtaining 
information about a population, in this case neurons in the striatum, based on a selected sample 
of the population (Moore, 2005). However, there is an inherent self-selection bias in 
electrophysiology, in that the impedence of the electrode is biased towards recording from one 
single neuron over another (Towe & Harding, 1970). Towe and Harding (1970) also identified 
axonal width as a major contributor to the likelihood that neurons are recorded. In the case of 
electrophysiology, only neurons that fire at the right time close to the electrode can be identified 
and therefore are recorded. It is possible that there is a population of neurons which are not 
sampled under the experimental conditions and therefore were ignored in the analysis. In survey 
sampling, it is expected that the subjects (neurons) would be randomly selected but due to the 
practicalities of using different electrodes and also to limit the use of animals, all of the data 
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collected are often used. To produce a truly random sample, a truly random selection of the 
neurons recorded would be necessary but, realistically, this is impossible. In order to calculate 
the sample size needed when estimating a population percentage, in this case the percentage of 
neurons which fire in the striatum, the following equation could be used: 
# = 2&
'
( 1 − (  
where n is the sample size, B is the bound on the error estimate, and p is the estimated population 
percentage. In order to estimate the population of neurons which respond to stimulation within 
an error of ±1% (B = 0.01) and with an estimate of 5% of neurons responding (p = 0.05), the 
number of neurons (n) needed to be sampled would be as follows: 
# = 20.01
'
0.05 0.95 = 1900 
Therefore, to record a truly unbiased sample of neurons, 1900 neurons would have to be 
randomly selected from a larger pool of neurons, which, for electrophysiological recording, 
would be practically impossible. Therefore, most electrophysiological results of this kind have 
an inherent amount of sampling bias. 
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4.1 Introduction 
4.1.1 Immediate early genes 
Changes in gene expression and protein synthesis have been identified as a way to measure 
changes in neuronal activity. Immediate early genes (IEGs) are genes for which transcription 
is activated within minutes after extracellular stimulation (Bartel et al., 1989; Sheng & 
Greenberg, 1990), followed by protein synthesis. IEG expression can be modulated by 
neurotransmitters, membrane electrical activity, and neurotrophic growth factors (Greenberg & 
Ziff, 1984; Dragunow & Robertson, 1987; Sagar et al., 1988; Bartel et al., 1989). These genes 
mostly encode transcription factors, and are responsible for the activation of further gene 
pathways which result in long-term responses in the neuron. 
Hundreds of IEGs have been identified and they all display similar characteristics including: 
rapid induction within minutes following  stimulation, and expression that cannot be prevented 
by inhibitors of protein synthesis (Sheng & Greenberg, 1990). However, few IEGs have been 
well characterised.  
 
4.1.2 c-Fos 
The c-fos proto-oncogene was one of the first IEGs to be identified (Greenberg & Ziff, 
1984) and is now one of the most studied of all of the IEGs. Expression of c-fos mRNA is 
transient and returns to basal levels 180 min post-stimulation (Morgan et al., 1987). The protein 
product, c-Fos, has a half-life of about 2 h (Herdegen & Leah, 1998) and has been found to be 
at peak concentration between 45 min and 90 min post-stimulation (Dragunow & Robertson, 
1987; Morgan et al., 1987; Dragunow & Faull, 1989; Kaczmarek & Chaudhuri, 1997; Jaworski 
et al., 1999). Levels of c-Fos have been found to return to baseline levels after 24 h, however it 
has been found that the protein is more persistent in in vivo preparations than in cell cultures 
(Dragunow & Robertson, 1987; Morgan et al., 1987).  
Increases in c-fos mRNA levels as well as the c-Fos protein have been seen bilaterally in 
the striatum after unilateral vestibular deafferentation (Cirelli et al., 1996). These increases 
were seen 3 h post-surgery, in both the putamen and in the caudate nucleus, but were gone by 
6 h post-surgery. 
c-fos, unlike another well studied IEG, c-jun, can be expressed in response to electrical 
stimulation (Morgan & Curran, 1989). Basal levels of c-Fos expression in the striatum are low 
(Robertson et al., 1989; Nguyen et al., 1992; Clark et al., 2014). Expression of c-Fos is seen in 
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the striatum following administration of different kinds of drugs (Nguyen et al., 1992), as well 
as during changes in neuronal signalling (Robertson et al., 1989). As different types of stimuli 
cause protein production, it is believed that neuronal activation and c-Fos expression are 
correlated, and therefore c-Fos can be used as a marker of neuronal activation. The 
measurement of c-Fos expression can allow for the identification of specific areas of neuronal 
activation as well as the quantity of cells that has been activated. 
   
4.1.3 Aim 
The aim of the experiments described in this Chapter was to use changes in c-Fos expression 
to measure the prevalence of cellular activation in the striatum in response to electrical 
vestibular stimulation. Neuronal responses were seen in response to electrical vestibular 
stimulation in the previous Chapter, therefore it was hypothesised that there would be an 
increase in c-Fos expression due to stimulation of the vestibular pathways.  
  





Fifteen male Wistar rats weighing between 300 and 400g were randomly allocated to either 
the sham or one of two stimulation groups (1x or 2x the nystagmus threshold). Prior to surgery, 
animals were maintained on a 12 h light-dark cycle with free access to food and water. All 
procedures were approved by the University of Otago Animal Ethics Committee.  
 
4.2.2 Surgery and stimulation 
All animals underwent surgery as described in Sections 2.1.2 and 2.1.3. The animals were 
anaesthetised with urethane (1.5-2.0 g/kg, i.p.). Xylocaine (with 1: 10,000 adrenaline; 0.05 ml, 
s.c) was injected around the wound margins before any incisions were made. The tympanic 
bulla was exposed using a retroauricular surgical approach and a dental drill used to open the 
bulla to expose the round window. A stainless-steel bipolar electrode was placed into the round 
window as the stimulating electrode. The electrode was secured in place using dental cement 
once the location of the electrode placement was confirmed via visualisation of vestibular 
nystagmus in response to stimulation. The threshold to produce nystagmus was measured for 
all of the stimulation animals (Figure 4.1). The stimulation intensities (1x or 2x the nystagmus 
threshold) were chosen as they are similar to those used in the previous Chapter. However, as 
the nystagmus thresholds in the animals used in this chapter were found to be higher than those 
in the previous study (Chapter 3), a lower stimulus intensity (2x verses 3x) was used to avoid 
current spread which caused the neck muscles to twitch. Discussion on possible reasons for the 
difference in nystagmus thresholds can be found in Section 6.2.1. For sham control animals, 
the procedure was identical but the animals did not receive any vestibular stimulation and they 
were not tested for nystagmus. Electrical stimulation was controlled using the Spike-2 software 
package and the stimulation current was produced using an analogue stimulation isolator to 
produce a square wave stimulation train at 100 Hz for 10 min. Ten min of stimulation was 
chosen to provide a sufficient stimulus to activate all possible cells. As IEGs can be activated 
after only a brief stimulus (Sheng & Greenberg, 1990), this time frame was thought to be 
sufficient to activate all possible cells. Stimulation was performed at an amplitude equal to or 
twice that necessary to produce vestibular nystagmus.  
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Figure 4.1: Stimulus thresholds of nystagmus induced by electrical vestibular stimulation at 
100 Hz in urethane-anaesthetised rats. Data are shown as number of animals with thresholds 
at specific amplitudes (µA). 
 
4.2.3 Tissue collection and sectioning 
Ninety min after the end of the stimulation, while still anaesthetised, animals were sacrificed 
and underwent tissue fixation via transcardiac perfusion. This is considered sufficient time for 
the c-Fos proteins to be produced in neurons following stimulation (Dragunow & Robertson, 
1987; Sheng & Greenberg, 1990; Jaworski et al., 1999; see Kawashima et al., 2014 for a 
review). A needle was inserted into the left ventricle in order for solutions to flow through the 
circulatory system and then out of the body via an aperture made in the right atrium. The 
animals were perfused with 200 ml of 1 M PBS containing 0.1 M sodium nitrate (pH 7.2) 
followed by 200 ml of 4% paraformaldehyde (PFA) in PB and then 200 ml of 4% PFA, 0.6 M 
sucrose in PB. All solutions were kept on ice during the perfusion. The brains were then 
dissected out whole and soaked in 4% PFA, 0.6 M sucrose in PB for 4 h and then transferred 
to 30% sucrose in PB overnight. 
The following day the brains were dissected to separate the hindbrain from the forebrain. 
In order to enable identification of the orientation once sectioned, two shallow incisions were 
made down the length of the cortex in the left forebrain. The brain tissue was covered in 
Cryomatrix (Thermo fisher) and then snap frozen by immersing it in n-hexane solution that had 
been placed in liquid nitrogen. Once completely frozen the tissue was stored at -20 °C until 
sectioning. 
Forty µm coronal sections were taken of both the forebrain and the hindbrain with a cryostat, 
with the unit set at -10 °C and the mounting stage set at -15 °C. Sections were collected into 24 
well plates containing cryoprotectant (20% sucrose, 20% ethylene glycol in PB). Once the basal 
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ganglia were visualised, sections were collected using a systematic random collecting method 
in order to allow for stereological counting (see Section 4.2.5). This involved collecting every 
3rd section throughout the forebrain, resulting in approximately 48 sections per set. The plates 
were stored at -20 °C until needed. 
 
4.2.4 Immunohistochemistry 
The protocol for immunolabelling of c-Fos had been previously optimised but a number of 
primary antibody concentrations were tested to be sure of the best concentration for c-Fos 
labelling (see Section 4.2.4.1). The following protocol was used to label c-Fos protein. 
All steps were carried out at room temperature unless otherwise stated. The plates were 
thawed and the cryoprotectant removed and the sections washed with 0.01 M PBS. The sections 
were then incubated with 0.75% glycine in 0.01 M PBS to bind free aldehyde groups caused 
by the paraformaldehyde fixation. Antigen retrieval was then performed by incubating the 
sections in citrate buffer (pH 6) at 90 °C for 10 min. To reduce non-specific binding, sections 
were incubated with 5% heat-inactivated normal goat serum (NGS, Sigma) for 2 h. The NGS 
as well as the primary and secondary antibodies were prepared in 0.01 M PBS containing 1% 
bovine serum albumin (BSA, Glibco) and 0.2% triton X-100. After blocking was completed, 
polyclonal rabbit anti-c-Fos primary antibody (sc-52; Santa Cruz Biotechnology, Inc.) was 
applied and incubated for 18 h (overnight) at 4 °C. 
Following the primary antibody incubation, the sections were washed with a high salt 
antibody washing buffer (0.01 M PBS containing 2% low-fat milk powder (Pams), 1% NaCl 
(BDH) and 0.5% triton X-100 (BDH)) to reduce non-specific binding prior to application of 
the secondary antibody. In order to block endogenous peroxidase activity, the sections were 
incubated with 0.5% H2O2 in 0.01 M PBS for 10 min. The sections were then incubated with 
horseradish peroxidase-conjugated goat anti-rabbit secondary antibody (1:400; SC-2004; Santa 
Cruz Biotechnology, Inc.) for 2 h. The antibody complex was visualised using a DAB 
(3,3’-diaminobenzidine) Peroxidase (HRP) substrate kit (Vector Labs). This results in positive 
c-Fos staining being visualised as brown staining. The stained sections were rinsed with 
distilled water (dH2O) and with tap water and then mounted onto gelatin-coated microscope 
slides and left to dry overnight. The following day the sections were dehydrated in increasing 
concentrations of ethanol: 70% and 95% for 5 min each and then 100% for 10 min, followed 
by 100% xylene for 5 min, then cover-slipped with DPX mounting medium.  
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4.2.4.1 Antibody optimisation 
A variety of concentrations were investigated to find the best primary antibody dilution to 
produce clear staining. The concentrations included 1:500, 1:1000, 1:1500 and 1:2000 and the 
protocol was the same as described above. It was found that there was no difference in the 
intensity of positive staining at any of the concentrations; however, at the higher concentrations, 
there was an increase in the non-specific background staining (Figure 4.2). Therefore, the final 
immunohistochemical procedure was performed using 1:2000 as the primary antibody dilution. 
 
Figure 4.2: Optimisation of c-Fos primary antibody dilution. The secondary antibody dilution 
(1:250) was consistent for all conditions. The dilutions for the primary antibody concentrations 
were: (a) 1:500, (b) 1:1000, (c) 1:1500, and (d) 1:2000. The primary antibody was incubated 
overnight and the secondary antibody for 2 h. Scale bars represent 20 µm. 
 
4.2.5 Stereological counting 
In order to estimate the number of c-Fos positive cells in the striatum, an optical fractionator 
method was used. Systematic stereological counting methods are used to provide an accurate 
estimate of the cell count as well as reducing the labour needed to make the count. Systematic 
random sampling is superior to independent random sampling due to a reduction in sampling 
variance (West et al., 1991). In independent random sampling, variance has been shown to be 
proportional to 1/n for n samples, whereas systematic random sampling will produce variance 
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roughly proportional to 1/n2 when n systematically random samples are taken (West et al., 
1991). Sample estimators presented by Gundersen and Jensen (1987) demonstrated the 
efficiency of systematic sampling designs. To determine the accuracy of estimates the variation 
in the counts is calculated. The estimate is considered to be accurate if the coefficient of error 
(CE) within the animal is less than half of the observed coefficient of variation between the 
animals (CV) (Gundersen & Jensen, 1987). The ratio of the variation was calculated as the 
square of the CE divided by the square of the CV as described by (West et al., 1991). This value 
was found to be 0.37 and therefore was sufficiently within the range to use the established 
paradigm to continue with the study.  
To systematically sample random sections for counting, a random starting section was 
selected using a random number generator (https://www.random.org/) set to select a random 
starting section from the first 6 sections, following which every 6th section was counted from 
the sections collected. As every 3rd section was collected throughout the length of the striatum, 
this resulted in a section sampling fraction (ssf) of 18. 
Sections were visualised under a light microscope (Olympus BX51), with a MAC 6000 
stage controller attached (MBF Bioscience), and counting was performed using the optical 
fractionator protocol of the StereoInvestigator software (version 10; MBF Bioscience). All cell 
counting was performed using the 100x objective lens. The sampling protocol was chosen after 
trialling several counting frames, sampling frames and section sampling fractions to provide a 
replicable count. The count was accepted when two repeated counts of the same brain at 
different starting points produced a total cell count within 10% of each other when each brain 
had between 150 and 200 individual cells counted (ΣQ−).  
The section sampling paradigm used a 20 µm by 20 µm counting frame, placed in a random 
systematic manner within the sampling area using a grid of X and Y dimensions of 330 µm and 
330 µm (Figure 4.3), respectively; the ratio of the areas, the counting frame to the area of one 
sampling grid square (X x Y,), forms the sampling fraction (asf). These settings resulted in 
roughly 400 stops per brain. At each sampling stop the actual thickness of the section was 
measured. Cells were counted within each counting frame in a 7 µm depth (i.e., the thickness 
of the counting frame) with a 10 % guard zone (distance from the top of the slice). As c-Fos 
staining is predominantly localised to the nucleus of the cell, it is the presence of the cell nucleus 
inside the counting frame which is marked as a positive cell (Figure 4.3c). 
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Figure 4.3: Examples of (A&B) sampling area and (C) counting frames for stereological 
counting. (A) The defined sampling area of each slice was divided into a 330 µm and 330 µm 
grid with 20 µm by 20 µm counting frames (blue squares) placed into each (B) 3D 
representation of 330 µm and 330 µm sampling frame. The counting frame is positioned inside 
the sampling frame. (C) Cell nuclei in the counting frame and those which touch the green 
border are counted (cells 1 and 4). Cell nuclei outside the counting frame or touching the red 
border are not counted (cells 2, 3 and 5). Note: dimensions are not to scale. 
 
The total number of c-Fos positive cells (N) in the striatum was determined from the number 
of c-Fos positive cells counted (ΣQ−), the section sampling fraction (ssf = 1/18th), the thickness 
sampling fraction (tsf, the ratio between the thickness of the counting frame and the thickness 




4.2.6 Statistical analysis 
All data were tested for normality and natural log transformed when necessary to ensure 
normality before analysis. A linear Mixed Model (LMM) analysis, using a restricted maximal 
likelihood estimation (REML) method, was performed using SPSS 24 with the treatment as a 
between-group factor and the side as a repeated measure. The model that best fit the data was 
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decided by comparing the Akaike’s Information Criterion (AIC) and selecting the model with 
the lowest value. This information criterion was used as it appears to be the best for small 
sample sizes (McCulloch et al., 2008). This model was then run to decide the significance of 
the variables followed by post-hoc comparisons using Bonferroni-adjusted t tests for multiple 
comparisons. P ≤ 0.05 was considered significant in all tests. 
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4.3 Results 
4.3.1 c-Fos expression in the striatum 
Positive c-Fos labelling of cells in the striatum appeared as dark brown staining of the 
cytoplasm (see Figure 4.4a for an example). The LMM analysis demonstrated that the treatment 
resulted in a significant difference in the number of c-Fos-positive cells in the striatum (F(2,24) 
= 24.21, P ≤ 0.0001) However, neither the side (F(1,24) = 0.96, P = 0.337), nor the side x 
treatment interaction (F(2, 24) = 1.61, P = 0.222), were significant. Post-hoc tests showed that 
the significant treatment effect was due to a reduction in the number of c-Fos-positive cells for 
the 2x stimulus intensity condition compared to both the sham control group (P ≤ 0.0001) and 
the lower stimulus intensity condition (P ≤ 0.0001; Figure 4.4b) 
 
Figure 4.4: c-Fos positive cells in the striatum following vestibular stimulation. Animals were 
stimulated unilaterally via a bipolar electrode in the round window for 10 min. Tissue was 
collected 90 mis post-surgery. (A) Examples of c-Fos positive cells stained brown using DAB. 
Red arrows show positive cells. Scale bar represents 20 µm. (B) Estimated number of c-Fos 
positive cells in the striatum following vestibular stimulation. Data presented as Means ± SEM. 
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4.4 Discussion 
This Chapter has described a significant decrease in the number of c-Fos positive cells in 
the striatum 90 min following electrical vestibular stimulation at 2x the threshold for 
nystagmus. There was no statistical difference in the number of c-Fos positive cells on the 
ipsilateral or contralateral sides. This is a surprising result, especially in relation to the results 
in the previous Chapter. The firing seen in responsive neurons might suggested that the amount 
of c-Fos expressed might increase. However, the use of stereological counting methods means 
that the results can be considered reliable (Gundersen & Jensen, 1987; West et al., 1991). It is 
conceivable that this result is dependent specifically on the conditions used and this time point, 
and that other conditions might have revealed a different response. Segundo and Machne (1956) 
identified a decrease in the firing of single-units in response to vestibular stimulation however, 
this result was not quantified in the current study. While not specifically quantified, c-Fos 
expression was distributed across the entire striatum, suggesting that the location of the 
stimulation-responsive neurons seen in the previous Chapter may not represent all of the 
locations in the striatum receiving vestibular input. 
Cirelli et al. (1996) found an increase in c-Fos expression in the striatum bilaterally 
following UVD. It may be that vestibular loss causes increased c-Fos activation and vestibular 
stimulation causes a decrease. The cause of this may be that activation of the vestibular nerves 
results in the recruitment of inhibitory pathways, via the VNC or the cerebellum, which leads 
to an inhibitory effect on the striatum. It is well established that within the brainstem VOR 
pathways, excitation of the vestibular nerve or VNC can result in inhibitory effects due to 
excitation of intercalated inhibitory neurons (Hikosaka et al., 1980; Nakao et al., 1980; 
Curthoys et al., 1981; Nakao et al., 1982; Curthoys et al., 1984). However, whether or not there 
is a vestibular pathway connecting to neurons which have an inhibitory effect on the striatum, 
is still unknown.  
c-Fos has been extensively used to show neuronal activation in the central nervous system 
and it has been well documented that increased neuronal activation can result in the expression 
c-Fos in neurons (Jaworski et al., 1999; Kawashima et al., 2014). But it important to note that 
neuronal activation does not always cause c-Fos expression and that neurons are not the only 
cell type in the brain to express c-Fos (Dragunow & Robertson, 1988; Dragunow et al., 1990; 
Ludwig et al., 1996). While glia are known to produce c-Fos, it is unlikely that the decrease in 
protein expression was due to this cell type, as under basal conditions glia do not express c-Fos 
(Dragunow & Robertson, 1988) and therefore cannot exhibit any further decrease in protein 
expression.  
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Anaesthetics are known to have an effect on c-Fos expression in the rat brain. Takayama et 
al. (1994) found that different anaesthetics cause differing levels of c-Fos expression with 
urethane causing the highest levels of expression in the whole brain of all those trialled. Levels 
of c-Fos expression in the striatum were not quantified in that study. However, it was shown 
that of the brain regions that were studied, the different anaesthetics produced different levels 
of increase. In the lateral habenular nucleus, animals treated with a-chloralose produced more 
c-Fos than those treated with urethane. Therefore, c-Fos expression in the presence of urethane 
is region-dependent. It is possible that the high levels of c-Fos present in the sham animals was 
due to the use of urethane as an anaesthetic and that the decrease seen was caused by stimulation 
of the vestibular pathways. While this is the first time c-Fos has been measured in the striatum 
after electrical vestibular stimulation, such a phenomenon has not been seen in studies 
measuring c-Fos in other brain regions under similar conditions. 
It is of interest that there was no difference between the levels of c-Fos expression between 
the ipsilateral and contralateral sides of the striatum. While there have been responses seen 
bilaterally (Spiegel et al., 1965; Potegal et al., 1971), it has been reported that the contralateral 
striatum receives greater inputs from the vestibular system (Segundo & Machne, 1956; Spiegel 
et al., 1965). However, Rancz et al. (2015) also found no evidence of laterality in striatal 
responses to vestibular nerve stimulation, suggesting that the results of the present study are 
consistent with the previous literature.  
The idea that increases in vestibular stimulation may cause decreases in activity in the 
striatum is not new. In humans, movements, like running and to a lesser extent walking, produce 
significant activation of vestibular receptors, which may correspond to a reduction in activity 
in the striatum (Jahn et al., 2004). While these results are based on imagined movements, such 
imagined movements have been shown to correspond to active movements when measured in 
PET scans (Deiber et al., 1998). It is hypothesised by Brandt et al. (1999) that as running 
requires fewer vestibular inputs, it is easier to move and balance at the faster pace when the 
patient is experiencing vestibular loss (Brandt et al., 1999; Brandt, 2000; Jahn et al., 2004) 
Therefore, the changes in striatal activation in response to different movements could be the 
cause of hyperactivity in animals with vestibular loss. Thus, a system in which vestibular inputs 
cause inhibition of striatal neurons is not an implausible idea and may explain the results of this 
Chapter. 
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5.1 Introduction 
5.1.1 Neurotransmission in the striatum 
The striatum has a number of neurotransmitters involved in normal function. GABA is by 
far the most prevalent neurotransmitter in the striatum. In the entire basal ganglia, 98.86% of 
the neurons have been identified as GABAergic (Oorschot, 1996; Tepper & Bolam, 2004). In 
the striatum, all MSNs and all of the classes of interneurons besides one, the cholinergic 
interneurons, contain GABA.  
Dopaminergic innervation in the basal ganglia comes from two midbrain nuclei, the SNc 
and the ventral tegmental area (Fallon & Moore, 1978; Moore & Bloom, 1978). It is the 
projections from the SNc that primarily synapse in the dorsal striatum (Beckstead et al., 1993). 
While the SNc is relatively small, fewer than ten thousand neurons, this area innervates the 
comparably large striatum, forming on average 370,000 synapses (Arbuthnott & Wickens, 
2007) with mostly MSNs (Freund et al., 1985). Through this significant number of synapses, 
dopamine acts as a neuromodulator of MSNs. 
While dopamine and GABA are considered the major neurotransmitters active in the 
striatum, studies have shown that a number of other chemicals play a role in striatal function. 
Acetylcholine, from cholinergic interneurons, regulates MSN function by binding to muscarinic 
acetylcholine receptors that are expressed extensively throughout the striatum, including on 
MSNs (Weiner et al., 1990). Serotonin (Geyer et al., 1976; Ward & Dorsa, 1996), noradrenaline 
(Versteeg et al., 1976) and glycine (Sergeeva & Haas, 2001) have been found to play minor 
roles in striatal activity. Lesser studied amino acids have also been shown to play a role, 
including threonine, serine, and taurine (Clarke et al., 1983; Schell et al., 1995; Molchanova et 
al., 2004). Changes in the levels of these neurochemicals will be likely to change the activity 
of neurons in the striatum. While there are many other neurochemicals which contribute to 
neuronal function in the striatum, it was decided, in this analysis, to focus on the amino acids 
and monoamines. This allowed for the investigation of the two main neurotransmitters, GABA 
and dopamine. 
 
5.1.2 Neurochemical changes in the striatum in response to vestibular stimulation 
Studies involving the measurement of neurochemicals in the striatum and the whole basal 
ganglia in response to changes in vestibular inputs have been limited, and have focused mainly 
on dopamine and GABA release. Samoudi et al. (2012) found no changes in dopamine levels 
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following stochastic GVS in naïve rats. Increases in the release of GABA in the substantia nigra 
for 60 min after stimulation were seen, however no changes were seen in the striatum. There 
were no changes identified in the release of dopamine in these experiments (Samoudi et al., 
2012). The only other study to examine changes did so in an indirect way. The study showed 
that glutamic acid decarboxylase levels in the striatum increased 1 month following bilateral 
and unilateral vestibular deafferentation (Giardino et al., 2002). The increase in this enzyme 
suggests that more GABA was being produced in the striatum in response to vestibular loss. 
The limitations in the literature as well as the results reported in the previous Chapters suggest 
that there is a need for a more thorough and comprehensive examination of neurochemical 
changes in response to vestibular stimulation. 
 
5.1.3 Aim 
The aim of the experiments described in this Chapter was to measure changes in the 
extracellular levels of a number of neurochemicals in the striatum in response to electrical 
vestibular stimulation, using microdialysis. A total of 14 neurochemicals were analysed: 8 
amino acids and metabolites (glutamate, serine, glutamine, glycine, threonine, alanine, taurine 
and GABA) and 6 monoamines and monoamine metabolites (noradrenaline, dopamine, 
3,4-dihydroxyphenylacetic acid (DOPAC), serotonin, 5-hydroxyindoleacetic acid (5-HIAA) 
and homovanillic acid (HVA)). It was hypothesised, based on the results of the previous 
Chapters showing changes in cellular activity in the striatum, that there would be changes to 
the release of some neurochemicals in response to vestibular stimulation.  




Twenty male Wistar rats weighing between 250 and 350g were used for the microdialysis 
experiments. The animals were randomly divided into three groups: animals which were 
sampled ipsilateral to the stimulation (n = 7), animals which were sampled contralateral to the 
stimulation (n = 7), and a sham (n = 6) group. Prior to the experiment animals were maintained 
on a 12 h light-dark cycle with free access to food and water. All procedures were approved by 
the University of Otago Animal Ethics Committee.  
 
5.2.2 Probe preparation and recovery assays 
New microdialysis probes (CMA 12 Elite probe, 2 mm, CMA microdialysis) were primed 
for use by running filtered (22 µm, durapore PVDF syringe filter, Millipore) artificial 
cerebrospinal fluid (aCSF; 125 mM NaCl, 3 mM KCl, 1.2 mM MgSO4·7H2O, 1.2 mM 
CaCl2·2H2O, 0.5 mM NaH2PO4·H2O, 5 mM Na2HPO4, pH 7.4) from a 1 ml Hamilton syringe 
through the probe at 12 µl/min (rate controlled by a syringe pump) for 5 min in order to remove 
any air bubbles from the probe.  
After priming, as well as after each microdialysis experiment, a recovery assay was 
performed to determine the recovery rate of the probe for each chemical. As each probe has 
some variation in neurochemical uptake, the recovery assay allows this to be quantified and 
controlled for. A medium solution containing each of the neurochemicals to be analysed was 
prepared in aCSF: 8 amino acids and metabolites (glutamate, serine, glutamine, glycine, 
threonine, alanine, taurine and GABA) at a concentration of 2 ng/µl and 6 monoamines and 
metabolites (noradrenaline, dopamine, DOPAC, serotonin, 5-HIAA and HVA) at a 
concentration of 200 pg/µl. The recovery assay was performed with all solutions on ice. The 
probe was placed in the medium solution and allowed to equilibrate for 1 h with aCSF flowing 
through the probe at a flow rate of 1.5 µl/min. The optimised flow rate was identified after 
testing a variety of different rates (see Section 5.2.2.1). After equilibration, 4 tubes of 15 µl of 
recovery solution (10 min of collection) were collected to allow for the recovery of both the 
amino acids and monoamines to be analysed via high performance liquid chromatography with 
electrochemical detection (HPLC-ECD); these recovery samples were stored at – 80 °C with 
samples of the medium solution for further analysis. Once all samples were collected, the probe 
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was flushed with ultrapure water for 5 min before being stored in ultrapure water at 4 °C until 
next used. 
 
Figure 5.1: The relative recovery rate of amino acid neurochemicals at different flow rates. A 
variety of flow rates (0.5 µl/min to 5 µl/min) was tested for probes (n=2 probes). Data are 
presented as mean ± SEM. Abbreviations: Glu – glutamate; Ser – serine; Gln – glutamine; Gly 
– glycine; Thr – threonine; Tau – taurine; Ala – alanine.  
 
5.2.2.1 Microdialysis flow rate 
A variety of different flow rates was trialled in order to determine the optimal flow rate for 
further experiments. As flow rate increases the uptake of the neurochemicals decreases (Figure 
5.1); however, the optimal flow rate must be chosen by finding the balance between the largest 
amount of analytes collected and the shortest collection time. The selected flow rate (1.5 µl/min) 
was chosen because it produced a reasonable recovery of the neurochemicals (between 9-15% 
relative recovery for the various neurochemicals; Figure 5.1), while still collecting enough 
sample volume for the HPLC analysis in a practical time frame. Comparable recovery 
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percentages (between 8-11%) were seen at this flow rate for the monoamines and metabolites 
at the selected flow rate (not shown). As cells in Chapter 3 were seen to maintain their response 
to stimulation reliably for 20 min without any change in response, a flow rate of 1.5 µl/min was 
chosen in order to collect the necessary 30 µl of sample in 20 min. Any longer may have risked 
sensitisation to the stimulation and then responses may have changed.  
 
5.2.3 Stimulating electrode implantation  
The vestibular stimulating electrode was implanted into the round window using the 
method described in Chapter 2.1.2 and 2.1.3. The animals were anaesthetised with urethane 
(1.5 g/kg) injected via i.p. injection and were considered ready for surgery when the pedal-
withdrawal reflex was absent. During surgery, the animals’ body temperatures were monitored 
using a rectal probe (Harvard Apparatus) and maintained at 37 °C. Xylocaine (with 1:10,000 
adrenaline; 0.05 ml, s.c) was injected around the wound margins before any incisions were 
made. 
The electrode was secured in place using dental cement once the location of the electrode 
placement was confirmed via visualisation of vestibular nystagmus in response to stimulation, 
and the site sutured closed. The threshold for nystagmus was recorded (Figure 3.1). Electrical 
stimulation was controlled using the Spike-2 software package and the stimulation current was 
produced using an analogue stimulation isolator. Sham animals received the same surgery but 
without an electrode implanted. 
 
Figure 5.2: Thresholds of nystagmus in animals used in the microdialysis study. Urethane-
anaesthetised rats underwent electrical vestibular stimulation at 100 Hz. Data are shown as 
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5.2.4 Microdialysis probe implantation  
The animal was then transferred to a stereotaxic frame with ear bars for microdialysis probe 
implantation. Xylocaine (with 1:10,000 adrenaline; 0.05 ml, s.c) was injected along the midline 
of the head before an incision was made and the skin retracted to expose the lateral ridges of 
the skull. The surface of the skull was cleaned to expose the bone. Once the skull was dry, 
bregma and lambda were marked and the head was adjusted in the stereotaxic frame until 
bregma and lambda were level within ± 0.2 mm. 
Using a dental drill the skull was opened unilaterally to expose the area of the brain 
containing the striatum, either the ipsilateral or contralateral hemisphere to the vestibular 
stimulating electrode (0.5 mm from bregma and 2-3 mm lateral to the midline) (Paxinos & 
Watson, 2007). The dura was pierced before probe placement.  
Due to the depth necessary to penetrate the striatum, in order to limit the possibility of 
damage to the probes, a guide cannula (CMA 12 Guide Cannula, CMA microdialysis) was 
implanted first. The cannula was placed into a specialty probe holder (CMA 11 & CMA 12 
Clip, CMA microdialysis) attached to a computer-controlled micromanipulator (IVM-3000, 
Scientifica, UK) and inserted into the brain 6 mm from the top of the skull at a rate of 4 µm/sec. 
The cannula was then retracted to a depth of 4 mm; this was to allow for the 2 mm membrane 
of the probe to extend from the end of the cannula. Previous studies have shown that the 
implantation of a microdialysis probe can result in the release of neurotransmitters that is not 
dependent on neuronal activation (Westerink & Vries, 1988; Timmerman & Westerink, 1997). 
However, Borland et al. (2005) demonstrated that by implanting at a rate of approximately 4 
µm/sec, dopamine levels in the dialysate were stable almost immediately after implantation. 
Furthermore, 2 h after implantation the release was found to be largely tetrodotoxin-sensitive. 
This implies that any dopamine release was due to synaptic release and not tissue damage.  
The probe was connected to a 1 ml Hamilton syringe containing filtered aCSF in a syringe 
pump and then inserted into the guide cannula. The syringe pump was set to a flow rate of 1.5 
µl/min. The probe was checked to ensure that the aCSF was flowing from the output tube. The 
probes were equilibrated in place in the brain for 2 h before samples were collected. 
 
5.2.4.1 Microdialysis sampling protocol 
Following equilibration, 30 µl of dialysate was collected on ice for each sample collection 
(20 min per sample). These were divided into 3 separate samples (6 µl for amino acids; 12 µl 
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for monoamines; 12 µl for GABA analysis which was performed separately from the other 
amino acids, see Section 5.2.6.2), which were then stored at -80 °C for further analysis. 
 
Figure 5.3: Timeline of microdialysis sampling. A 2 µm microdialysis probe was inserted into 
the striatum of urethane-anaesthetised rats. The timeline shows minutes following probe 
insertion. Artificial cerebrospinal fluid was perfused through the probe at a rate of 1.5 µl/min 
for the entirety of the sampling time. After 2 h of equilibration samples were collected every 20 
min under different conditions.  
 
Three initial baseline samples were collected and then a non-stimulation sample was 
collected between each stimulation sample. Stimulation was performed at 4 intensities (0.5x, 
1x, 2x, and 3x the threshold of nystagmus). Time was allowed for the clearance of the outflow 
tube in between samples to ensure that the sample collected contained only appropriate sample 
fluid i.e., that only fluid during either stimulation or non-stimulation periods was collected and 
there was no cross-over between samples. To avoid any kind of order effect, the 4 intensities 
of stimulation were delivered in a random order and that order was repeated twice. This resulted 
in a total of 8 stimulation samples collected and 11 non-stimulation samples collected (Figure 
5.3). The same kinds of samples were collected for the sham animals; however, no stimulation 
was given. At the end of the experiment, the probe was removed from the brain and flushed 
with ultrapure water for 5 min before being stored in ultrapure water at 4 °C until next used.  
 
5.2.5 Histological analysis for probe placement 
Histological analysis of the brains was performed using the same protocol as described in 
Chapter 3.2.5. At the completion of the experiment the animal was sacrificed and the whole 
brain was removed and placed in 10% formalin solution. Two days before sectioning the brain 
was transferred to a 30% sucrose in PB solution. The brains were refrigerated at 4 °C prior to 
sectioning. The tissue was cut into 40 µm sections using a freezing microtome. As the probe 
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site could be seen visually on the top of the brain, sections were collected from about 0.5 mm 
before the probe site to about 0.5 mm after no more signs of the probe track were visible in the 
tissue slices. Sections were collected in 0.01 M PBS in 24 well plates. Cresyl violet staining 
was used to identify brain structures and aid in the visualization of the location of probe tracks 
in the striatum. Sections were incubated with 0.0015% cresyl violet diluted in acetic acid for 
30 min and were transferred to slides and dried. Sections were then dehydrated in increasing 
concentrations of ethanol: (50 % - 100 %), cleared in xylene and coverslipped.  
 
5.2.6 High-performance liquid chromatography and electrochemical detection 
Samples were analysed using HPLC (Hewlett Packard 1100 series) with ECD (ECD-
3000RS Electrochemical Detector, Thermo Scientific). HPLC is a form of chromatography 
used to separate the chemical constituents of a sample in a liquid solvent (mobile phase) passed 
through a specialised column (Figure 5.4). Interactions between the sample, the column and the 
mobile phase result in different retention times for different neurochemicals, which are 
separated as they leave the column.  
ECD involves the measurement of the current which results from a compound undergoing 
either oxidation or reduction caused by an applied potential. In an electrochemical detector, the 
eluent passes through a cell which provides both the applied potentials and measures the current 
(Figure 5.4). This current is then digitised and displayed on a computer running Chromeleon 
software (Thermo scientific). 
 
Figure 5.4:  Schematic of the HPLC-ECD set up. The mobile phase is moved through the system 
under pressure by a pump. Samples are injected into the system by the autosampler. 
Neurochemicals are separated by the column and amounts measured by electrochemical 
detection. The output is then displayed on a computer. ECD – Electrochemical detector. 
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All solutions for HPLC, including those used for microdialysis, were made with ultrapure 
water (resistivity greater than 18.2 MΩ·cm). All glassware was rinsed multiple times with the 
ultrapure water to ensure that no residues were present. The mobile phase was filtered (22 µm 
durapore membrane filter, Millipore) and degassed before use. All solutions were corrected for 
pH with either phosphoric acid (Certified HPLC grade, Fisher Scientific, UK) or NaOH. 
A new mobile phase was made freshly for each sample run and the system equilibrated for 
2-3 h before starting the samples. The column temperature was set at 35 °C and the ECD cell 
connected and turned on during equilibration.  
 
5.2.6.1 HPLC–ECD method for analysing Amino acids 
Amino acids were separated on a Luna® C18(2) column (3 µm, 100 Å, 100 x 4.6 mm, 
Phenomenex Inc.) and detected by the ECD using the settings of E1: 650 mV, 100 nA; E2: 200 
mV, 100 µA; and E3: 600 mV, 500 nA. The auto sampler was set at 8 °C and elution of amino 
acids and their metabolites was performed at a flow rate of 0.85 mL/min for all samples. 
The mobile phase composition for the separation of the amino acids was 23% methanol, 
7 % acetonitrile (ACN), 0.1 M Na2HPO4, pH 6.75. A stock solution (40 ng/µl) of each amino 
acid was made with 0.1 M perchloric acid and aliquots were stored at -80 °C. Seven standard 
concentrations were run with each set of samples to produce standard curves. The standards 
contained all the amino acids analysed, diluted via serial 1:2 dilutions with aCSF from 2 ng/µl 
to 0.03125 ng/µl, except glutamine, for which concentrations ranged from 4 ng/µl to 0.625 
ng/µl due to the high concentrations found in the dialysates. Homoserine was used as the 
internal standard at a concentration of 1 ng/µl by diluting the stock solution with aCSF. Five µl 
of each standard solution or microdialysis sample was pipetted into individual sample vials. 
Amino acids in the samples were derivatised pre-column with an o-phthaldialdehyde (OPA)/b-
mecaptoethanol (BME) reagent. A stock solution was made with 13.5 mg OPA, 5 ml methanol, 
5 µl BME and 4.5 ml 0.1 M sodium tetraborate (pH 9.3). The stock was then filtered through a 
22 µm syringe filter and stored at room temperature in the dark for up to 1 week. The working 
solution was then made fresh daily by diluting the stock solution 1:4 in 0.1 M sodium 
tetraborate. 
The internal standard (10 µl) and OPA/BME working solution (40 µl) solution were injected 
into each sample vial and mixed with the sample by the autosampler and allowed for the 
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derivatisation reaction to occur for 2 min before sample injection. An injection volume of 35 
µl was used for each sample. The sample run time was 50 min per sample. 
 
5.2.6.2 HPLC–ECD method for analysing GABA 
The protocol for GABA specific analysis was performed using the same HPLC-ECD 
settings that were used for the amino acid analysis. As baseline levels of GABA are very low, 
it could not be detected using the usual amino acid HPLC paradigm, described in 5.2.6.1. 
Attempts were made to increase the sensitivity of GABA detection by reducing the retention 
time for GABA through optimising the mobile phase (see Appendix 3 for the optimisation 
protocol). The final mobile phase composition used for the detection of GABA was 12% 
methanol, 18% ACN, 0.1 M Na2HPO4, pH 6.25. With this mobile phase, most of the amino 
acids were pushed into the front peak with homoserine, GABA, taurine, and alanine separated. 
Eight standard concentrations for each neurochemical were run with each set of samples to 
produce standard curves. These standards included GABA, taurine and alanine diluted via serial 
1:2 dilutions with aCSF from 0.5 ng/µl to 7.815 pg/µl. Homoserine was used as the internal 
standard at a concentration of 0.5 ng/µl by diluting the stock solution with aCSF. Ten µl of each 
standard solution or sample were pipetted into individual sample vials. The internal standard 
(10 µl) and OPA/BME working solution (40 µl) solution were injected into each sample vial 
by the autosampler and allowed for the derivatisation reaction to occur for 2 min before sample 
injection. The sample run time was 18 min per sample.  
 
5.2.6.3 HPLC–ECD method for analysing monoamines 
Monoamines were separated on a Luna® C18(2) column (3 µm, 100 Å, 150 x 4.6 mm, 
Phenomenex Inc.) and detected by the ECD using the settings of E1: 400 mV, 1 µA; E2: -150 
mV, 100 nA; and E3: 350 mV, 100 nA. The autosampler was set at 4 °C and elution of 
monoamines and their metabolites was performed at a flow rate of 1.0 mL/min for all samples. 
The mobile phase contained 31 mM citric acid monohydrate, 50 mM Na2HPO4, 0.13 mM 
ethylenediaminetetraacetic acid (EDTA), 0.576 mM 1-octane sulphonic acid, 0.001 % 
triethyamine and 15 % methanol at pH 3. A stock solution (2 ng/µl) of each monoamine was 
made with 0.1 M perchloric acid and aliquots were stored at -80 °C. Nω-methylserotonin was 
used as the internal standard at a concentration of 150 pg/µl by diluting the stock solution with 
aCSF. Nine concentrations of each standard were run with each set of samples to produce 
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standard curves. These standards were made up with all the monoamines and metabolites 
diluted via serial 1:2 dilutions with aCSF. Each standard was then mixed with an equal volume 
of internal standard resulting in final standard concentrations of 100 pg/µl to 0.78 pg/µl and a 
final internal standard concentration of 75 pg/µl. All dialysate samples were also mixed with 
an equal volume of internal standard. Twenty µl of each standard solution or sample/internal 
standard mix was pipetted into individual sample vials. An injection volume of 15 µl was used 
for each sample. The sample run time was 18 min per sample. 
 
5.2.7 Data analysis and statistical analysis 
The neurochemicals were identified based on their retention times, and the concentrations 
of the neurochemicals in the dialysates were calculated based on the analyte:internal standard 
peak area ratios, using the calibration curves established with the standards used for each 
individual neurochemical that was included in each assay. Data collection and integration were 
performed using the Chromeleon software (Thermo scientific), and the concentration of 
neurochemicals and their metabolites was quantified by measuring the peak area.  
The recovery rate of the microdialysis probe was found for each neurochemical by 
calculating the ratio between the concentration measured in the recovery dialysate and the 
concentration in the medium solution and expressed as a percentage. To calculate the amount 
of each individual neurochemical in the brain during each sampling period, the concentrations 
obtained from the HPLC analysis were divided by the recovery rate of the probe prior to the 
microdialysis, as described in the following equation: 
/0#/1#234250#	5#	2ℎ1	7345# = 8549:;421	/0#/1#234250#31/0<13:	3421 ×100 
 
The data were analysed in two different ways: 
1) The non-stimulation levels (see Figure 5.3) of the neurochemicals over the sampling 
period were compared between the stimulation and sham animals. This was done in 
order to identify: (1) if the level of neurochemical release in sham animals changed over 
time due to a reason not related to the stimulation, i.e. was neurotransmitter release 
stable?  
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2) Changes in stimulus-dependent release of the neurochemicals were analysed as a 
percentage of the initial baseline for the sham and stimulation animals. This analysis 
was done in order to identify if neurochemical release changed during stimulation or if 
any changes were just due to chance. Normalising to the baseline allows for comparison 
of stimulus responses that controls for variations in the neurochemical levels for 
individual animals. The initial baseline was calculated by averaging the 3 baseline 
samples. Percentages were then calculated as a percentage of this average baseline. 
Further analysis was performed to compare the ratios of the neurotransmitters to their 
metabolites. This would show if the metabolism of any of the neurotransmitters had changed in 
response to the stimulation. This included the ratios of: glutamine to glutamate, DOPAC to 
dopamine, and HVA to dopamine (Figure 5.5). These data were also analysed to compare the 
non-stimulation levels of the neurochemicals as well as the stimulus-dependent release of the 
neurochemicals as a percentage of the initial baseline. For stimulus-dependent analysis, ratios 
were calculated first and then converted into percentages. 
 
Figure 5.5: Metabolic pathways for (A) dopamine and (B) glutamate showing metabolites 
analysed in HPLC analysis. COMT – catechol-O-methyltransferase; MAO – monoamine 
oxidase. 
 
Analysis of the non-stimulation raw data, as well as the non-stimulation metabolite ratios, 
were analysed using a Linear Mixed Model (LMM) analysis in SPSS 24. This was selected as 
the best choice of analysis as it allows for a number of problems with the data that other 
statistical tests do not address, including the violation of the assumption of the independence of 
data, which occurs due to the repeated measures structure of this experimental design 
(McCulloch et al., 2008). The LMM also allows for the inclusion of incomplete data sets, which 
was required at some points in the analysis (McCulloch et al., 2008). Data were tested for 
normality and transformed when necessary to ensure normality before analysis. The model that 
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best fit the data was decided by comparing the AIC and selecting the model with the lowest 
value. This information criterion was used as it appears to be the best at allowing for small 
sample sizes (McCulloch et al., 2008). This model was then run to determine whether there 
were significant differences for the variables, and was followed by Bonferroni post-hoc tests. 
All factors (time and treatment) were analysed as fixed factors. LMM analysis does not perform 
pairwise comparisons on interactions therefore they were not reported here. 
Stimulation data were analysed using generalized estimating equations (GEE) within the 
generalized linear mixed model (GLMM) analysis option in SPSS 24, with the treatment and 
side as between-group factors and intensity a as repeated measure (McCulloch et al., 2008). 
The GEE-GLMM was used in preference to LMM analysis as the data were found to be not 
normally distributed and this could not be corrected with data transformation. Like the LMM, 
GLMM analysis does not assume homogeneity of variance. However, GEE-GLMM also has 
the advantage that it is also not as sensitive to normality. The Corrected Quasi Likelihood 
Criterion (QICC) was used to determine the Goodness of Fit (McCulloch et al., 2008); this is 
an extension of the AIC (Hardin, 2005) used for the LMM analysis above. Where there were 
significant effects, Bonferroni post-hoc tests were carried out (McCulloch et al., 2008).  
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5.3 Results 
5.3.1 Location of microdialysis probes 
Microdialysis probes were located mostly in the medial striatum (Figure 5.6). The tip of 
one probe was found to be located in the lateral ventricle and therefore this animal (ipsilateral 
stimulation group) was excluded from further analysis. 
 
Figure 5.6: Location of microdialysis probe tips in the striatum. (A)  Microdialysis probe 
locations (red symbols signify tip location) were seen between 0.50 mm and 1.20 mm from 
bregma based on Paxinos and Watson (2007). Probe membranes measure 2 mm upward from 
the tip of the probe. (B) Cresyl violet-stained tissue showing a microdialysis probe track 
through the cortex and into the striatum. Scale bar represents 1000 µm 
 
5.3.2 HPLC-ECD output 
HPLC-ECD analysis produced clear detection peaks and consistent retention times for each 
of the neurochemicals (Figure 5.7). Recovery analysis showed that the recovery rates of 
serotonin and 5-HIAA in the stock solution (200 pg/µl) was negligible. Recovery at a higher 
concentration (20 ng/µl) did reveal the neurochemicals at measurable concentrations, 
suggesting that while the probes were able to collect those neurochemicals, in the diasylate 
samples they were too low to be detected. Levels of noradrenaline in the diasylate samples were 
also too low to be detected by the HPLC-ECD method used. Glycine levels in the diasylate 
were contaminated by another peak of an unknown chemical. Due to the issues with these 
neurochemicals, they were excluded from further analysis.  
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Figure 5.7: Example traces of HPLC-ECD output. Traces show peaks for standards and 
samples for amino acid (top), GABA (middle), and monoamine (bottom) analysis. Retention 
times for peaks were consistent between samples and experiments. Insets show analysable 
peaks of low concentration neurochemicals. Glu – glutamate; Ser – serine; Gln – glutamine; 
HS – homoserine; Gly – glycine; Thr – threonine; Tau – taurine; Ala – alanine; NA – 
noradrenaline; DA – dopamine; DOPAC – 3,4-dihydroxyphenylacetic acid; 5-HT – serotonin, 
5-HIAA –  5-hydroxyindoleacetic acid; Nω-5HT –  Nω-methylserotonin; HVA – homovanillic 
acid. 
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5.3.3 Extracellular levels of neurochemicals in the striatum during the non-stimulation 
periods 
Analysis of non-stimulation samples was performed in order to identify if there were 
changes to the neurochemical levels independent of stimulation. Alanine (F(2)=4.58, P=0.027) 
was the only neurochemical to show a significant change in the amount of the neurochemical 
present in the non-stimulation samples in the striatum of rats allocated into either the sham or 
stimulation groups (Figure 5.8). There were no significant differences in the levels of any of 
the other neurochemicals in the non-stimulation samples analysed in relation to treatment group 
(Figure 5.8). Alanine release that would be on the side ipsilateral to the stimulation was higher 
than that seen on the contralateral side and that in the sham animals (pairwise comparison: P 
=0.026). In respect to time, there were changes in neurochemical levels of non-stimulation 
samples for glutamate (F(10)=3.41, P=0.003), taurine (F(10)=4.34, P£0.0001), alanine 
(F(10)=3.79, P=0.002) and GABA (F(10)=2.83, P=0.007; Figure 5.8). It appears that the 
changes were due to higher levels of the neurochemicals at the beginning of the sampling period 
(See Appendix 4 for pairwise comparisons). A time x stimulation interaction was seen in 
relation to GABA release (F(2,10)=2.08, P=0.015), showing that both stimulation groups were 
higher at the start than the sham animals. This indicates that the time-dependent change in the 
non-stimulation samples was dependent on the animals being allocated to the electrical 
stimulation condition, even though there was no stimulation occurring at the time of sample 
collection. There were no other time x stimulation interactions seen in the levels of non-
stimulation samples. 
 
5.3.4 Extracellular levels of neurochemicals in the striatum during the stimulation periods 
Changes in stimulus-dependent release of the neurochemicals were analysed as a percentage 
of the averaged initial baseline for the sham and stimulation animals. Electrical stimulation was 
found to cause statistically significant differences in the neurochemical levels of serine (Wald 
χ2 (1) = 9.142, P =0.002) and threonine (Wald χ2 (1) = 6.728, P =0.009). Both neurochemicals 
exhibited decreases in the stimulated samples versus the sham samples (Figure 5.10). The levels 
of dopamine were found to be significantly lower on the ipsilateral side of stimulated animals 
compared to the other groups (treatment*side interaction: Wald χ2 (1,1) = 4.941, P =0.026). 
However, the post-hoc tests showed that there were no significant pairwise differences. The 
intensity of the stimulation was found to have a significant effect on the levels of glutamate 
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(Wald χ2 (3) = 10.32, P =0.016), glutamine (Wald χ2 (3) = 9.136, P =0.028), taurine (Wald χ2 
(3) = 13.98, P =0.025), and alanine (Wald χ2 (3) = 11.59, P =0.009). However, only taurine 
levels were found to have a significant intensity change dependent on the stimulation 
(treatment*side*intensity interaction: Wald χ2 (1,1,3) = 14.74, P =0.002). Post-hoc tests 
revealed significant pairwise differences for the ipsilateral sham group compared to the 
contralateral stimulated group at intensities of 0.5, 1.0, 2.0 and 3.0 (P < 0.001 for 0.5, 1.0, 2.0 
and P < 0.0001 for 3.0) (See Appendix 4 for detailed pairwise comparisons). Significant 
differences were found, dependent on the side of the brain from which the samples were 
collected, in the levels of glutamate (Wald χ2 (1) = 4.928, P =0.026), taurine (Wald χ2 (1) = 
5.037, P =0.025), and HVA (Wald χ2 (1) = 6.922, P =0.009). Interactions were found between 
side x intensity for dopamine (Wald χ2 (1,3) = 8.226, P =0.042), taurine (Wald χ2 (1,3) = 13.13, 
P =0.004), and alanine (Wald χ2 (1,3) = 9.603, P =0.022).  
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Figure 5.8: Changes in the levels of neurochemicals of non-stimulation samples in the striatum 
of rats that received either electrical vestibular stimulation or sham treatment. Glu – glutamate; 
Ser – serine; Gln – glutamine; Thr – threonine; Tau – taurine; Ala – alanine; DA – dopamine; 
DOPAC – 3,4-dihydroxyphenylacetic acid; HVA – homovanillic acid. Stim - Ipsi – samples 
collected on the side ipsilateral to stimulation; Stim - Contra – samples collected on the side 
contralateral to stimulation. Data points are represented as mean ± SEM. For statistical 
analysis see Results section 5.3.3. 
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Figure 5.9: Changes in neurochemical levels in the striatum of rats that received either 
electrical vestibular stimulation or sham treatment, normalised to the average of the initial 
baseline. Glu – glutamate; Ser – serine; Gln – glutamine; Thr – threonine; Tau – taurine; Ala 
– alanine; DA – dopamine; DOPAC – 3,4-dihydroxyphenylacetic acid; HVA – homovanillic 
acid. Stim - Ipsi – samples collected on the side ipsilateral to stimulation; Stim - Contra – 
samples collected on the side contralateral to stimulation. Data points are represented as mean 
± SEM. For statistical analysis see Results section 5.3.4. 
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5.3.5 Metabolism of neurochemicals in the striatum during the non-stimulation periods 
Ratios of the neurotransmitters with their metabolites were compared in order to see how 
metabolism changed in response to electrical vestibular stimulation. The ratios from 
non-stimulation samples were analysed, as with the raw data, to identify if there were changes 
to the neurochemical levels independent of stimulation. Time was a factor in significant 
changes in the ratios of glutamine:glutamate (F(10)=3.10, P=0.005) and HVA:dopamine 
(F(10)=2.04, P=0.041; Figure 5.10). The ratio between HVA:dopamine showed no significant 
changes in the pairwise comparisons. Pairwise comparisons for glutamine:glutamate 
demonstrated that there were significant differences found between samples taken at 120 - 140  
min (P=0.011) and samples taken at 240 – 260 min (P=0.011) and 380 – 400 min ( P=0.021). 
There was also a difference found between samples taken at 80 – 100 min and samples taken 
at 380 – 400 min (P=0.025). The ratio between glutamine:glutamate also showed a significant 
interaction between stimulation and time (F(2,10)=1.94, P=0.038; Figure 5.10).  
 
Figure 5.10: Changes in non-stimulation levels of neurochemical metabolite ratios in the rat 
striatum following electrical vestibular stimulation. Glu – glutamate; Gln – glutamine; DA – 
dopamine; DOPAC – 3,4-dihydroxyphenylacetic acid; HVA – homovanillic acid. Stim - Ipsi – 
samples collected on the side ipsilateral to stimulation; Stim - Contra – samples collected on 
the side contralateral to stimulation. Data points are represented as mean ± SEM. For 
statistical analysis see Results section 5.3.5. 
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5.3.6 Metabolism of neurochemicals in the striatum during the stimulation periods 
Percentage changes were calculated for the stimulus-dependent release of the 
neurochemicals normalised to the percentage of the initial baseline for the sham and stimulation 
animals and then the metabolite ratios were calculated. Electrical stimulation of the vestibular 
system resulted in significant changes in the DOPAC:dopamine ratios (Wald χ2 (1) = 8.644, P 
=0.003; Figure 5.11). There was a decrease in the ratios on the side ipsilateral to the stimulation 
versus the sham stimulation. The intensity of the stimulation was found to have a significant 
effect on the ratio of glutamine:glutamate (Wald χ2 (3) = 10.46, P =0.015), due to an increase 
in the ratio at the 0.5 times intensity compared to the other stimulation levels. Significant 
differences were found, dependent on the side of the brain from which the samples were 
collected, in the ratio of HVA:dopamine (Wald χ2 (1) = 4.727, P =0.03). 
 
Figure 5.11: Changes metabolite ratios in the rat striatum in response to electrical vestibular 
stimulation normalised to the average of the initial baseline. Glu – glutamate; Gln – glutamine; 
DA – dopamine; DOPAC – 3,4-dihydroxyphenylacetic acid; HVA – homovanillic acid. Sham - 
Ipsi – samples collected on the side ipsilateral to sham stimulation; Sham - Contra – samples 
collected on the side contralateral to sham stimulation. Stim - Ipsi – samples collected on the 
side ipsilateral to stimulation; Stim - Contra – samples collected on the side contralateral to 
stimulation. Significant changes were seen in DOPAC:dopamine ratios (Wald χ2 (1) = 8.644, 
P =0.003) between the side ipsilateral to the stimulation versus the sham stimulation. Data 
points are represented as mean ± SEM.  
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5.4 Discussion 
To the best of our knowledge, this is only the second study to use in vivo microdialysis to 
measure the effects of electrical stimulation of the peripheral vestibular system in rat, on 
neurotransmitter release in the striatum. The first was by Samoudi et al. (2012), who 
investigated the effects of stochastic GVS for 30 min on GABA and dopamine release in the 
striatum and substantia nigra. However, stochastic GVS, which superimposes a Gaussian noise 
signal over the stimulus, is quite a different method of electrical stimulation, intended to mimic 
the effects of similar stimulation in Parkinson’s Disease patients, rather than as a means of 
mapping the effects of activation of the vestibular system on the basal ganglia.  
We found limited changes in the neurochemicals we investigated in the striatum, in 
response to vestibular stimulation. Changes in the stimulus-dependent release of the 
neurochemicals were analysed as a percentage of the averaged initial baseline for each of the 
sham and stimulation animals. Only serine and threonine showed significant decreases in the 
stimulated animals, compared to the sham controls, that were independent of side and/or current 
intensity. Dopamine was found to show a small but significant decrease in release on the 
ipsilateral side of the stimulated animals compared to the contralateral side of the stimulated 
animals and sham control group; the current intensity was only significant in its interaction with 
side. Taurine levels exhibited a significant treatment x side x intensity interaction, which 
appeared to be due to a small but consistent decrease in taurine on the contralateral side in 
stimulated animals, which varied relative to the other groups as a function of current. 
The analysis of the ratios of the stimulus-dependent release of the neurochemicals, in 
relation to their metabolites, was intended to indicate whether neurochemical metabolism was 
likely to change.  It was found that electrical stimulation of the vestibular system resulted in 
significant changes in the DOPAC:dopamine ratio, which seemed to be due mainly to a 
decrease on the side ipsilateral to the stimulation, compared to the sham stimulation. The 
intensity of the stimulation was found to have a significant effect on the ratio of 
glutamine:glutamate, and there was a significant side difference for the ratio of HVA:dopamine. 
 
5.4.1 Neurochemical levels during non-stimulation periods 
It is important in microdialysis studies to normalise the effects of any stimulation on 
neurochemical release, to a baseline, and in this case, all of the data collected in response to 
stimulation (or sham stimulation) were expressed as a percentage of these baselines. However, 
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in addition, the stability of the neurochemical levels over the length of the experiment was 
analysed by taking non-stimulation samples between each stimulation sample (Figure 5.3). This 
was performed in order to determine whether neurochemical levels changed spontaneously as 
a result of time and and/or as a result of previous stimulation(s) received. Significant changes 
in the non-stimulation samples were seen over time in a number of neurochemicals (alanine, 
GABA, glutamate, and taurine). This appears to be due to changes in the baseline levels before 
the stimulation, seen in animals which were allocated to the stimulation group. The non-
stimulation samples collected in sham animals appear to have remained stable, whereas samples 
collected from animals allocated to stimulation groups, on both the ipsilateral and contralateral 
sides, appeared to change. The significant interaction between stimulation and time seen in the 
GABA samples, shows GABA levels in that both stimulation groups were higher at the start of 
sample collection than the sham animals, demonstrating that the time-dependent change is 
dependent on the group to which the animals were allocated. It is possible that this increase was 
caused by the electrical stimulation that the animals received during the placement of the 
stimulating electrode, prior to microdialysis sampling. This is the only difference between the 
protocols for sham and stimulation animals that occurred prior to the sampling period.  
The ratios of metabolites to neurotransmitters were calculated in order to assess whether 
electrical stimulation of the vestibular system affects how neurotransmitters are metabolised in 
the striatum. In the non-stimulation samples, dopamine and glutamate were found in much 
lower concentrations than their metabolites. This is expected due to the rapid uptake of 
neurotransmitters from the synaptic cleft. The stability of the neurochemical ratios in the non-
stimulation samples was assessed and significant changes were found in the ratio of glutamine 
to glutamate and HVA to dopamine. However, pairwise comparisons showed that the changes 
were limited.  
The only neurochemical to have significant concentration changes in the non-stimulation 
samples, dependent on the stimulation group allocation, was alanine. Non-stimulation levels of 
alanine in animals allocated to the group stimulated on the ipsilateral side, were significantly 
higher than those allocated to the group stimulated on the contralateral side, and the sham group. 
The role of alanine in the brain is still unknown; however, it has been shown to act on GABA 
and glycine receptors in the brain (Horikoshi et al., 1988), as well as change GABA uptake in 
neurons and glia (Enna & Snyder, 1975; Krogsgaard-Larsen & Johnston, 1975). This suggests 
that the changes in alanine may affect GABA activity in the striatum.  
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5.4.2 Stimulation-dependent changes in neurochemical levels 
It is of interest that levels of serine and threonine were found to be lower in the animals that 
received stimulation than sham animals. While threonine is considered a non-neuroactive 
amino acid, the changes in serine may have a significant effect on striatal activity. Serine is a 
neuroactive chemical when found in the dextrorotation (D-serine) form. While L-serine is the 
predominant form in the body, it can be converted to D-serine by serine racemase in astrocytes 
(Wolosker et al., 1999; Stevens et al., 2003). D-serine is classed as a gliotransmitter, as it is 
released from astrocytes in a calcium-dependent manner (Schell et al., 1995; Mothet et al., 
2000; Panatier et al., 2006). It binds to the glycine binding site on NMDA receptors and causes 
receptor activation (Mothet et al., 2000). While the role of serine in the striatum is unknown, it 
has been demonstrated that serine is necessary for the development of long-term potentiation 
(Pisani et al., 2005; Henneberger et al., 2010). From this it can be hypothesised that serine may 
play a role in movement initiation and motor learning (Charpier & Deniau, 1997; Pisani et al., 
2005). While the isomers were not analysed here, it can be assumed that at least some of the 
serine measured was D-serine and may have therefore affected NMDA receptor activity. It is 
unfortunate that issues with the measurement of glycine resulted in no data being collected, as 
it would have been of interest to see if this changed in a similar way to serine. It would be 
worthwhile to repeat this analysis to measure the glycine levels.   
The significant treatment x side interaction suggested that dopamine levels were 
significantly higher in the ipsilateral sham group relative to the contralateral sham group, 
ipsilateral stimulation group and contralateral stimulation group. However, why these 3 groups 
should be lower than the ipsilateral sham group, is unclear, although there were no significant 
pairwise comparisons using post-hoc tests.  It was conceivable that there is naturally occurring 
difference in dopamine levels between the two sides of the brain; however, there was no 
significant side effect for dopamine levels, therefore the statistical results do not support this. 
In addition, as a further control, the side of sham stimulation was counterbalanced between the 
right and left sides of the brain. Therefore, the difference is unlikely to be due to the laterality 
in dopamine levels in the striatum.  It may also be that stimulation has decreased the dopamine 
levels on the ipsilateral side of animals allocated to the stimulation group, at least in relative to 
the ipsilateral sham group, although the post-hoc pairwise comparison was not significant. As 
is seen in the samples collected during the baseline and non-stimulation periods (Figure 5.9), 
the levels of dopamine gradually increase during the baseline period and remained higher in 
sham animals than those in the stimulation animals, although the difference was not statistically 
significant. It is possible that the implantation of the microdialysis probe caused acute damage 
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to the tissue (Westerink & Vries, 1988; Timmerman & Westerink, 1997). This might result in 
a reduced dopamine release, which then gradually recovered over time.  If the stimulation 
caused a decrease in the dopamine levels on the ipsilateral side to the stimulation, it would 
counteract the recovery in dopamine release seen in the sham animals. To the best of our 
knowledge, this is the first report of electrical stimulation of the vestibular system causing a 
decrease in dopamine release in the ipsilateral striatum. By contrast, Samoudi et al. (2012) 
found no effects of GVS on striatal dopamine. The change in dopamine is also consistent with 
the significant stimulation-dependent decrease in the ratio of DOPAC:dopamine seen in the 
stimulation samples on the side ipsilateral to stimulation. Changes in the levels of the dopamine 
metabolite, DOPAC in the brain, can be used as a marker of dopamine activity, because changes 
in the levels of metabolism can change the amount of dopamine present (Roffler-Tarlov et al., 
1971; Westerink, 1985). These results suggest that electrical stimulation of the vestibular 
system has a significant effect on dopamine levels and its metabolism, and that dopamine may 
therefore play a role in the changes in neuronal activity in the striatum following vestibular 
signalling.  
Taurine levels also exhibited a significant decrease on the contralateral side in stimulated 
animals, which varied relative to the other groups and as a function of current. It is difficult to 
interpret the potential significance of this result. However, taurine is an aminosulfonic acid, 
which is considered to be a neuromodulator and is known to mediate some of its effects via 
GABAA and GABAB receptors (Kilb & Fukuda, 2017). 
While a number of neurochemicals exhibited significant changes in relation to the side of 
stimulation, very few were related to the stimulation, e.g., dopamine and taurine, and were 
likely to be due to changes in laterality in the brain. In addition, the intensity of the stimulation 
current also had a significant effect on glutamate, glutamine, taurine, and alanine levels, with 
alanine also showing a significant intensity effect in interaction with side and taurine levels, a 
significant treatment x side x intensity interaction. 
Normalisation to the averaged baseline (initial 3 samples) was performed on the stimulation 
sample data in order to allow for comparisons, while taking into account individual variations 
in the concentrations of neurochemicals between animals. As the mean baselines levels (initial 
3 samples) were usually different between individual animals, normalizing the data to the 
baseline for each animal allowed for changes in response to stimulation in neurochemical levels 
to be seen. 
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After expressing the data as percentage changes of baseline, variation was seen over the 
time course for some of the sham groups for certain neurochemicals. However, except for 
alanine, there were no significant difference between the sham and stimulation groups in 
samples collected during the non-stimulation periods between the treatment groups. Therefore, 
the variation is likely due to the natural fluctuation and/or recovery of the neurochemical levels 
from probe implantation over time. 
It is possible that the stimulation may have had an effect on subsequent non-stimulation 
samples taken. It is expected from the results of Chapter 3 that following the end of stimulation, 
the stimulated neurons stop firing and extracellular neurochemicals are then rapidly taken up 
by neurons and glia. Therefore, neurochemical levels would return to baseline rapidly following 
stimulation. In order to control for any type of order effect, the different stimulation intensities 
were delivered in a random order. However, while this controls for any responses which would 
be caused by the order of the stimulations, the ability to analyse how the different stimulation 
intensities affect the following non-stimulation samples, is limited in this study. 
Acetylcholine is a significant neurotransmitter in the striatum. However, this was not 
analysed in the present study due to the difficulty in collecting enough sample volume for all 
analyses. Acetylcholine analysis via HPLC requires a unique protocol in addition to those 
performed above. Therefore, to acquire enough sample volume to analyse acetylcholine, in 
addition to the other neurochemicals, would either require a stimulation period at a length which 
may cause sensitisation of the system, or a flow rate which would significantly decrease the 
sensitivity of the assay. As there are known changes in the cholinergic system in the striatum 
following vestibular loss (Aitken et al., 2016), this is an interesting avenue for further study. 
It is possible that the sampling paradigm used in this experiment was not sensitive enough 
to measure rapid electrical stimulation-evoked release of some neurotransmitters. Microdialysis 
required the collection of samples over minutes and therefore it is possible more rapid changes 
in neurochemical levels to be masked by the average neurochemical levels over time. In the 
future, the use of a more time-specific sampling method is necessary.  
Neurochemical changes in the striatum in response to vestibular stimulation were limited; 
stimulation-dependent effects were only seen in the non-neuroactive threonine, the GABA 
neuromodulator taurine, the gliotransmitter serine, and dopamine and its metabolite, DOPAC. 
These changes suggest that electrical vestibular stimulation causes changes in neurochemical 
levels in the striatum; however, exactly how these neurochemicals affect function is still 
unknown. 
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6.1 Summary of findings 
The results of the studies presented in this thesis present convincing evidence that the 
striatum does receive vestibular input, and that this input influences neuronal activity and 
neurochemical release. Electrical stimulation through the round window of the inner ear of 
anaesthetised rats was found to produce neuronal firing in the striatum which was phase-locked 
to the stimulation. The same electrical stimulation produced a decrease in the number of c-Fos-
positive cells in the striatum. It also produced significant changes in extracellular 
neurochemical levels, in particularly in serine, taurine and dopamine.  
While the electrophysiological study showed that electrical stimulation of the peripheral 
vestibular system evoked increases in firing in a small population of striatal neurons, the c-Fos 
study revealed that electrical stimulation of the vestibular system reduced the number of cells 
in the striatum expressing c-Fos, in a current-dependent manner, thus suggesting a decrease in 
neuronal activation. While both sets of results support the hypothesis that the vestibular system 
and striatum are connected, these results appear to contradict each other. There are some 
differences between the two studies. The electrophysiological study involved recording 
sessions lasting many hours searching for neurons that would respond to stimulation in a phase-
locked fashion, while the c-Fos study used one time point following stimulation. Whereas the 
c-Fos study used stereological methods and therefore was subject to minimal sampling bias, 
electrophysiological recording of single neurons is inevitably biased by electrode impedance, 
the depth of anaesthesia, the physiological state of the animal and whether responses were found 
in particular areas. From this viewpoint, it is possible that these two sets of results represent 
different populations of striatal neurons, although given the common occurrence of MSNs and 
the waveforms of the action potentials of the neurons recorded, it is likely that both sets of 
results reflect that neuronal category. Another possibility is that many neurons exhibited a 
decrease in firing following electrical stimulation of the vestibular labyrinth but that, under 
urethane anaesthesia, this could not be detected because the spontaneous firing rate was so low 
that decreases could not be detected. It is possible that the few neurons that showed an increase 
in firing were the minority and that the main effect of activation of the vestibular system was 
to decrease striatal activity. Segundo and Machne (1956) did report that some neurons exhibited 
a decrease in firing rate in response to vestibular stimulation; however, this was not quantified. 
Although vestibular stimulation has been reported to cause activation of the basal ganglia 
(Bottini et al., 1994; Vitte et al., 1996; Emri et al., 2003; Della-Justina et al., 2014), Jahn et al. 
(2004) found that this activation was reduced during imagined walking compared to imagined 
standing and that imagined running was not associated with basal ganglia activation. 
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Recordings from striatal neurons in alert behaving animals suggest that neuronal activity is 
likely to be very specific to particular activities during locomotion in a behavioural task (Barnes 
et al., 2005). The decreased activation of the basal ganglia during imagined running may 
explain why patients with vestibular loss report feeling steadier running while walking (Brandt 
et al., 1999). It may be that vestibular signals are regulated during locomotion in a way that 
means they are more inhibited during running than walking. The high intensity stimulation used 
in the study here may replicate the vestibular inputs received while running, and therefore, 
cause inhibition of inputs into the striatum. Reduced neuronal activation during electrical 
stimulation of the vestibular labyrinth might partially explain why field potential responses 
have generally been easier to record than responses from single neurons (Spiegel et al., 1965; 
Potegal et al., 1971; Matsunami & Cohen, 1975; Liedgren & Schwarz, 1976; Rancz et al., 
2015). The present study could find no evidence of a decrease in firing, either at the level of a 
single neuron or by averaging across the sample of single neurons recorded. However, this was 
not closely analysed. 
While there was no overall decrease in neuronal firing seen in the striatum in response to 
vestibular stimulation, it does appear that there are changes in neurochemical release. The 
results suggest that there may be decreases in dopamine levels in the striatum. A decrease in 
the amount of the dopamine metabolite, DOPAC, can be used to indicate changes in the levels 
of dopamine present (Roffler-Tarlov et al., 1971; Westerink, 1985). From this, it can be 
interpreted that there might be a decrease in the amount of dopamine on the ipsilateral side of 
the striatum in response to the vestibular stimulation. Changes in dopamine levels in the 
striatum have only been seen in animals with genetic deficits in the vestibular system (Loscher 
et al., 1996; Eugène et al., 2009), but not previously in studies of vestibular stimulation in naive 
animals (Samoudi et al., 2012). As there has only been a single study previous study measuring 
dopamine levels it is possible that the stochastic GVS used in by Samoudi et al. (2012) was not 
appropriate to produce any changes. 
Serine is released from astrocytes in the striatum and is known to be involved in the 
development of LTP (Schell et al., 1995; Newman, 2003; Panatier et al., 2006; Henneberger et 
al., 2010). The striatum has been identified to have some of the highest levels of D-serine in 
the brain (Hashimoto & Oka, 1997). As the c-Fos study did not specify the kinds of cells that 
were analysed, the changes in cell activation may have been due to a decrease in astrocyte 
activation and therefore explain the decrease in serine. Astrocytes in the brain detect changes 
in adjacent neuronal activity via ion channels, receptors, and transporters (Newman, 2003). As 
with other brain regions, tonic activation, often from the corticostriatal pathways, can cause 
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LTP and long term depression (LTD) (Pisani et al., 2005). The formation of LTP has been 
demonstrated to be dependent on the binding of serine or glycine to NMDA receptors 
(Henneberger et al., 2010). In the striatum, it has also been identified that the D1 and D2 
receptors also have an influence on the formation of LTP (Centonze et al., 1999; Centonze et 
al., 2001; Centonze et al., 2003).  D1 receptor antagonism causes increased LTP, while D2 
receptor agonism causes the same (Centonze et al., 1999; Centonze et al., 2001; Centonze et 
al., 2003). Therefore, the results of the neurochemical study suggest that vestibular stimulation 
may cause changes to LTP pathways in the striatum. 
It is important to consider how the stimulation may have affected the microdialysis result, 
in relation to dopamine and serine. Due to the high frequency pulse trains used to activate the 
vestibular system in this study, it is possible that the stimulation may have caused some form 
of LTP in the striatum (Charpier & Deniau, 1997; Pisani et al., 2005). However, as neuronal 
firing in the electrophysiological study did not appear to change over time in the study, and 
responsive neurons were recorded at different time points during a recording session, it is 
hypothesised that the amount of stimulation caused limited changes to the over all synaptic 
strength in the striatum. However, this does not mean that there were more specific changes of 
synaptic plasticity in specific neuronal populations. 
 
6.1.1 Locations of responses 
Neuronal responses were seen in the rostromedial area of the striatum in response to 
vestibular stimulation, as discussed in Chapter 3.4, and the placement of microdialysis probes 
was based on this result. This means that neurochemical results were only acquired from a 
specific region of the striatum. It is possible that neurochemical levels in other areas of the 
striatum may have changed in a different way to those in the rostromedial region. c-Fos staining 
did not appear to be focused in any specific region of the striatum, suggesting that there are 
changes in the entire striatum caused by vestibular stimulation. 
It was of interest that there was no significant difference between the effects of peripheral 
vestibular stimulation on neuronal activity or c-Fos expression in the left and right striatum. 
Some previous studies have suggested that the contralateral striatum may receive greater 
vestibular input from the vestibular labyrinth (e.g., Segundo and Machne, 1956; Spiegel et al., 
1965). However, responses have been found bilaterally (Spiegel et al., 1965; Potegal et al., 
1971) and Rancz et al. (2015) could find no evidence of laterality in the striatal responses to 
vestibular nerve stimulation. The present study found that dopamine levels changed in the 
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striatum on the side ipsilateral to the stimulation but not contralateral to the stimulation. Prior 
studies have only found changes in dopamine in animals with vestibular loss (Loscher et al., 
1996; Eugène et al., 2009). However, levels were only measured in animals that favoured a 
particular direction of turning. It would be expected that if the unilateral change in dopamine 
levels was due to vestibular loss it would be exhibited in all animals not just a select group. 
GVS did not produce changes in dopamine levels in naive animals (Samoudi et al., 2012). 
However, as GVS used by Samoudi et al., (2012) was a bilateral stimulation, and was 
stochastic, and the present study used unilateral stimulation this could explain the differences 
in the results. The levels of no other neurochemicals changed in a way that was dependent on 
the side of stimulation. Therefore, the lack of difference in the changes in neuronal activity and 
c-Fos expression between sides found in this study are consistent with previous 
electrophysiological and neurochemical evidence in terms of the bilateral effects of vestibular 
stimulation on the striatum. 
 
6.2 Methodological considerations and limitations 
6.2.1  Electrical vestibular stimulation 
The stimulation used in these studies (100 Hz at various amplitudes) was consistently and 
reliably able to produce nystagmus in all of the animals used. It was the only frequency tested 
that did so. This is different from studies in the previous literature which were able to produce 
vestibular responses at a variety of frequencies and intensities (Segundo & Machne, 1956; 
Spiegel et al., 1965; Potegal et al., 1971; Matsunami & Cohen, 1975; Liedgren & Schwarz, 
1976; Courjon et al., 1987; Horii et al., 1994; Schlosser et al., 2001; Anker et al., 2003; Kim 
et al., 2017). However, how nystagmus was measured differed across studies, and a number of 
studies did not specify if any measure was used to confirm vestibular stimulation. Due to the 
precision necessary to place the stimulating electrode in this study, it is possible that those 
studies which did not measure a known marker of vestibular stimulation were not stimulating 
the vestibular system accurately or specifically. As the type of stimulation used in this study 
did not vary, it is possible that the use of a different stimulation (frequency or intensity) may 
have caused different responses in the striatum. 
The highest stimulus intensity used in the present studies, 3x that in the case of the 
electrophysiological study and microdialysis study, and 2x that in the case of the c-Fos study, 
varied due to variation in the nystagmus thresholds for the animal used in each study. Although 
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the frequency was different (333 Hz), Rancz et al. (2015) found that in order to produce multi-
unit activity in the striatum, stimulation intensities of up to 3x the level necessary to produce 
nystagmus, must be used. This is what was seen in the present studies. Electrical stimulation of 
the round window, at 3x the intensity necessary for nystagmus, produced single-unit neuronal 
activity, which was phase-locked to the stimuli. The thresholds for nystagmus in the animals 
used in the c-Fos study were higher than those used in the other experiments; because of this, 
if 3x the intensity was used, a muscle twitch of the neck occurred. Therefore, it was decided to 
use the lower intensity in that study. A possible cause of this variation in the nystagmus 
thresholds is that the animals used in the c-Fos study were slightly older, and therefore larger, 
than those used in the other studies. While, it is known that aging can affect nystagmic function 
in humans (Baloh et al., 1993), this is often seen over years, and therefore it seems unlikely that 
the difference of only 1- 2 weeks would have a significant effect on nystagmus threshold in 
rats. However, the effect of age and weight on the nystagmic function in animals is still 
unknown.  
 
6.2.2 Current spread 
One of the issues inherent with electrical stimulation is the risk of current spread. 
Implantation of the electrode into the round window allows for direct stimulation of the 
labyrinth, necessitating lower stimulation currents to be used and therefore reducing the risk of 
the current spreading to the surrounding areas. That current spread from round window 
stimulation is limited is supported by the observation that when the electrode was not placed 
accurately in the round window (i.e., the electrode was at the incorrect angle in the site) 
nystagmus was not observed. This limited the possibility of other areas being activated and 
therefore suggested that any responses observed were due to the activation of the vestibular 
pathways. The limited current spread is supported by studies from Horii et al. (1994) and 
Kornhuber and Da Fonseca (1964) (see Section 2.3.3 for further discussion on this topic) 
It is possible that the higher stimulation intensities used to produe results in these studies 
may have caused current spread to other areas, like the auditory system. However, Rancz et al. 
(2015) used comparable stimulation of the rat superior vestibular nerve and found little 
evidence of auditory activation. The results of the present studies do not necessarily suggest 
auditory activation in the striatum. Auditory stimulation has been shown to produce c-Fos 
expression in the caudal region of the striatum (Arnauld et al., 1996). Vestibular stimulation in 
the present study did not produce a noticeable increase in c-Fos expression in this area; 
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however, it was not specifically quantified. The single-unit recording and microdialysis 
experiments did not analyse this area of the striatum.  
 
6.2.3 Anaesthesia 
The use of anaesthesia had positive and negative implications for this work. The vestibular 
system responds to the smallest of head movements, because it encodes acceleration, therefore, 
the use anaesthesia was necessary in this study in order to maintain the animal in a stationary 
position. The control of external stimuli and body movement is essential since any movement 
would introduce confounding natural vestibular signals into the experimental situation. Thus, 
recording from anaesthetised animals was essential in these studies.  
The use of anaesthesia, however, does produce other confounding effects into the studies. 
Although it is known that anaesthesia can affect nystagmus (Janeke et al., 1969; Nakao et al., 
1980), it is not thought to be an issue in the present studies. Previous studies have demonstrated 
that vestibular stimulation does produce nystagmus in anaesthetised animals (Gellhorn & 
Storm, 1938; Kato et al., 1992). However, as levels of consciousness are well recognised to be 
related to the quick phases of vestibular nystagmus (Collins et al., 1961; Collins, 1962; Amadeo 
& Shagass, 1963; Janeke et al., 1969; Nakao et al., 1980; Darlington, 1987), it is possible that 
the nystagmus threshold was altered due to the level of anaesthesia. So, while nystagmus still 
proved to be a useful and reliable marker of vestibular activation in the present studies, it may 
be that the thresholds measured were altered by the anaesthesia. However, as all animals were 
treated equally, it is hypothesised that their nystagmus thresholds would be altered in a similar 
way. 
The use of anaesthesia has also been shown to have an effect on other brain pathways, not 
only those involved with eye movement. It is well known that in anaesthetised animals, the 
neuronal firing in the striatum decreases (Berke et al., 2004). This is presumed to be due, in 
part, to the inhibition of a number of input pathways into the striatum. Brain regions including 
the superior colliculus and the cerebellum have been shown to be inhibited in naturally sleeping 
and anaesthetised animals (Eccles et al., 1971; Borland et al., 2005; Dommett et al., 2005; 
Coizet et al., 2009; Schulz et al., 2009). In the present studies, changes in neuronal activity and 
c-Fos levels were only seen at the higher intensity levels of stimulation and not at the nystagmus 
threshold, and this is the same as was seen by Rancz et al. (2015). It may be that this higher 
stimulation is necessary to obtain responses in neuronal activity in the striatum in anaesthetised 
animals, as this higher intensity activates pathways that are otherwise inhibited. However, this 
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does mean that other pathways may be inhibited by the anaesthesia and the stimulation may not 
be sufficient to activate them; consequently, these pathways could not be measured in the 
present studies. This could result in the influence of vestibular signals on the striatum to be 
different in non-anaesthetised animals. As anaesthesia is essential for the current studies, these 
weaknesses must be accepted. 
 
6.3 Pathways 
The results of this thesis confirm the presence of vestibular responses in the striatum and 
suggest that the striatum may receive vestibular signals via short-latency pathways. Stimulation 
of the vestibular system resulted in neuronal firing at an average latency of 50 ms. These 
latencies correspond to a time between those seen in the tri-synaptic visual pathways (Hikosaka 
et al., 1989; Schulz et al., 2009) and mono-synaptic cortical pathways (Mallet et al., 2006). 
From this it can be assumed that the signals from the vestibular system to the striatum in this 
study may travel via a short latency pathway, which are not likely to go through the cortex. A 
bi-synaptic path from the VNC to the striatum, via the PFN, was proposed after tracer studies 
by Lai et al. (2000). The PFN is also known to be part of a number of subcortical pathways to 
the striatum, including those that go through the superior colliculus, the substantia nigra, and 
the PPT (Harting et al., 1980; Gerfen et al., 1982; Kobayashi & Nakamura, 2003; Fisher & 
Reynolds, 2014). This suggests the possibility that the striatum may receive signals from the 
PFN via more pathways than those described by Lai et al. (2000). The stimulation used in the 
present studies was similar to that used by Kim et al. (2017) to stimulate the vestibular nerve 
(10 - 200 Hz; 50 - 400 µA). Electrical stimulation of the nerve was able to produce neuronal 
firing in the PFN. If a pathway to the striatum, from the vestibular system, via the PFN, is in 
fact present, then this suggests that the stimulation in the present study was sufficient to activate 
neurons in this relay site. Simultaneous recording from both the PFN and striatum following 
vestibular stimulation would confirm this. 
The changes in dopamine levels in the microdialysis study may suggest a possible pathway 
via the substantia nigra. Dopamine inputs into the striatum come from the substantia nigra and 
therefore changes in the striatum may use this pathway. This is supported by Martin (1965), 
who demonstrated that body tilt activates both GABAergic and dopaminergic cells in the 
substantia nigra, in a direction specific manner, which is likely to be vestibular-dependent.  
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However, since the cerebellum receives direct input from the vestibular nerve, it is possible 
that some of the vestibular input arises from the cerebellum rather than the VNC, for example, 
via the PPT, whose neurons are vestibular-responsive (Aravamuthan & Angelaki, 2012) and 
which project to the striatum (Kobayashi & Nakamura, 2003). The PPT, a region known to play 
a role as both an input and output station for the basal ganglia and which is involved in 
locomotor control (Garcia-Rill, 1986), has direct links with both the PFN and the striatum 
(Dautan et al., 2014). It has also been shown that neurons in the PPT receive projections from 
the VNC (Horowitz et al., 2005) and PPT neurons respond to vertical and horizontal rotation, 
which can be characterised as vestibular responses (Aravamuthan & Angelaki, 2012). 
Following vestibular loss there is a significant increase in the number of choline-
acetyltransferase positive neurons in the PPT (Aitken et al., 2017b). Therefore, it can be 
speculated that with the significant locomotor disorders that are seen following vestibular loss, 
there could be changes in a signaling pathway involving the vestibular system, the PPT, and 
the striatum.  
The influence that short-latency, subcortical, pathways, versus cortical pathways, have on 
striatal function, are likely to be considerably different. Multisensory integration is considered 
to be an essential function of the basal ganglia. Short latency signals from these regions are 
considered to be critical learning signals to aid the determination of what signals are considered 
relevant to an environmental change (Fisher & Reynolds, 2014). The short latency signals allow 
for processes to begin before the relevant motor and sensory signals become contaminated due 
to event responses, i.e. gaze shifts, in response to visual stimuli. McHaffie et al. (2005) proposed 
that the interconnected subcortical structures that have been highly conserved throughout 
evolution, developed to function together in primitive organisms. This occurred prior to the 
development of the cortex in higher order vertebrates, suggesting that subcortical connections 
are essential pathways for brain function. That is not to say that vestibular signals are not 
transmitted through the cortex to the striatum, in fact it is highly probable that they do due to 
the number of regions of the cortex which receive vestibular information. However, these 
signals probably contain integrated signals which are not purely vestibular in nature. It is the 
combination of both cortical and subcortical information, which results in the basal ganglia's 
ability to interpret environmental stimuli and respond appropriately. 
However, it is important to note that the differing results between the electrophysiological 
study and the other two experiments suggest the likelihood of multiple pathways. The neurons 
which were recorded seem to be responding via a short latency pathway whereas, the functional 
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changes seen in the c-Fos and microdialysis studies suggest a different, maybe more 
polysynaptic, pathway. 
 
6.4 Implications and future directions 
There is increasing research into the use of GVS and other vestibular stimulation for the 
treatment of Parkinson's disease (Yamamoto et al., 2005; Pal et al., 2009; Iwasaki et al., 2014; 
Goel et al., 2015; Okada et al., 2015; Samoudi et al., 2015; Kataoka et al., 2016). In humans, 
stochastic GVS has been shown to improve postural sway in patients with Parkinson's disease 
(Pal et al., 2009; Samoudi et al., 2015). Samoudi et al. (2015) demonstrated that with stochastic 
GVS, patients with Parkinson's disease had improved ability to correct balance after a backward 
perturbation. This result has been supported by multiple other studies which demonstrated that 
GVS produced an improvement in postural reflexes in patients with Parkinson's disease 
(Iwasaki et al., 2014; Goel et al., 2015; Okada et al., 2015; Kataoka et al., 2016). However, it 
is still unknown how GVS is producing changes in disease symptoms. It has been shown that 
cells in the substantia nigra of mice respond to body tilt and that these cells only respond to tilt 
in a specific direction, either leftwards or rightwards but not both (Barter et al., 2014), 
suggesting a vestibular influence. Animal models of Parkinson’s disease have been shown 
cause changes in the way that LTP and LTD occurs in the striatum (Pisani et al., 2005). 
Therefore, the results from the present study suggest that vestibular stimulation may be able to 
influence striatal neuronal plasticity, and this could be one way that GVS is improving the 
symptoms of Parkinson’s disease. However, further analysis into how vestibular stimulation 
can influence the symptoms of Parkinson’s disease is necessary. 
Understanding the pathways by which vestibular signals reach the striatum is essential for 
further analysis and describing how vestibular stimulation may be used to treat basal ganglia 
diseases. The use of electrophysiology and tracer studies could be utilised to further identify 
how vestibular signals are transferred to the striatum. Further studies could be performed in 
order to bring together the results of electrophysiological studies (Matsumoto et al., 2001; Kim 
et al., 2017) to show if the neurons which respond to vestibular stimulation in the PFN are the 
same neurons which synapse in the striatum as the tracer studies suggest (Shiroyama et al., 
1999; Lai et al., 2000; Kobayashi & Nakamura, 2003).  Studies into how the cerebellum plays 
a role in these connections is also necessary for further work. The cerebellum is linked to both 
the vestibular system and basal ganglia but how this contributes to striatal neuronal function is 
still unknown. 
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It would also be beneficial to investigate how other areas of the basal ganglia are affected 
by vestibular signals. While the striatum, as the main input target in the basal ganglia, was the 
focus of this thesis, other studies have demonstrated that vestibular signals may affect many of 
the regions of the basal ganglia, including the globus pallidus (Muskens, 1914; Muskens, 1922), 
nucleus accumbens (Antoine et al., 2013) and the substantia nigra (Samoudi et al., 2012). 
However, like the studies into striatal connections these studies are limited. 
Another matter essential to understanding how vestibular stimulation may affect striatal 
function, is to identify the specific cell types being affected by the stimulation. The present 
study suggested that both neurons, via the electrophysiological study, and astrocytes, via the 
microdialysis study, may respond to vestibular stimulation. The neuronal responses measured 
in the electrophysiological study suggest that the responses are from MSNs, but which subclass 
of this cell type is unknown. The c-Fos study showed a decrease in activity, but this was not 
specifically identified in neurons and therefore may be related to the activity of astrocytes. 
Understanding this would also be aided by further study using a more accurate measure of 
neurochemical levels. The use of a process, such as microdialysis with capillary electrophoresis, 
allows for the measure of neurochemical levels at the scale of seconds, not minutes as is the 
case when using HPLC-ECD (Ciriacks & Bowser, 2006). This would provide a more accurate 
depiction of how striatal function is changing depending on the changes in neurochemical 
release. Changes seen in neurochemical levels will provide more information on which cells 
are responding, and how, to vestibular signals. Analysis of cholinergic responses to stimulation 
should be included in this. Changes have been seen in the number of M1 muscarinic receptors 
following vestibular loss (Aitken et al., 2016), suggesting that the striatal cholinergic system 
may be affected by vestibular signals. It is possible that the changes in dopamine levels in the 
present study are influenced by activity of cholinergic interneurons, which synapse to 
dopaminergic terminals and can control resulting dopamine release (Zhou et al., 2001; Threlfell 
et al., 2012). 
While electrical stimulation is an effective tool for studying how neuronal pathways are 
connected, a study into how natural vestibular stimulation influences striatal function would be 
beneficial. There are discrepancies in the literature as to how striatal neurons respond to 
electrical vestibular stimulation (Segundo & Machne, 1956; Spiegel et al., 1965; Potegal et al., 
1971; Matsunami & Cohen, 1975; Liedgren & Schwarz, 1976; Rancz et al., 2015); it may be 
that they are all correct and different types of vestibular stimulation may make the striatum 
function differently. Therefore, using natural vestibular stimulation may provide a better idea 
of how vestibular signals actually change neuronal activity in the striatum. 
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6.5 Conclusion  
The results of this thesis, in addition to the current literature, suggest that stimulation of the 
vestibular system may cause neuronal activity in the striatum, which might affect synaptic 
plasticity through LTP. However, there is a small population of neurons which increase in firing 
in response to electrical vestibular stimulation and therefore this suggests the possibility of 
different pathways of activation. The influence that these changes have on the function of the 
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Appendix 2: R and JAGS code  
 
Bayesian Markov Chain Monte Carlo (MCMC) analysis was performed using R (version 
3.4.0), R Studio (version 1.0.143) as well as the R package, rjags (version 4.6), which allowed 
the use of JAGS to do the MCMC simulation, which was run from R, using the following code: 
 
In JAGS: 
JAGS file “bin_mod.txt”: 
Model {y ~ dbin(p,n) 
p ~ dbeta(1,1)} 
specifies y as a binomial variable with p = probability and n = no. of trials, following a beta 
distribution with priors [1,1]. 
 
In R: 
> library("rjags", lib.loc="~/R/win-library/3.4") 
> y ~ 6 
y ~ 6 
> n ~ 506 
n ~ 506 
> m1 = jags.model("bin_mod.txt", list (y = 6, n = 506)) 
Compiling model graph 
   Resolving undeclared variables 
   Allocating nodes 
Graph information: 
Observed stochastic nodes: 1 
   Unobserved stochastic nodes: 1 




> out1=coda.samples(m1,c("p"), 10000) 
  |**************************************************| 100% 
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       2.5%       97.5%  





Appendix 3: Optimisation of HPLC 
GABA protocol 
 
As baseline levels of GABA are very low, it could not be detected using the amino acid 
HPLC paradigm, described in section 5.1.6.1. Attempts were made to increase the sensitivity 
of GABA detection by reducing the retention time for GABA through optimising the mobile 
phase. Changes in methanol content and pH can affect the retention time so different mobile 
phases were used to analyse different types of neurochemicals. GABA in particular is sensitive 
to changes in pH. Depending on the mobile phase composition changes of only 0.3 pH can 
significantly change the retention time of GABA (Rea et al., 2005). This change was not seen 
in other amino acids. 
 
A3.1 Optimisation procedure 
All protocols were run as described in section 5.2.6.2 except for adjustments to the mobile 
phase that were stated here. 
The original protocol was optimised on a different column and adjustments had been made 
to the system. The mobile phase for this protocol was 5% methanol, 25% ACN, 0.1 M 
Na2HPO4, pH 8 (Figure A3.12). However, this protocol caused all peaks to appear within 4 min 
and the peaks could not be identified. 
 
Figure A3.12: Output for GABA trace using mobile phase made of 5% methanol, 25% ACN, 




In order to increase the retention time for all of the peaks the ratio of methanol to ACN was 
increased. The mobile phase for this protocol was 10% methanol, 20% ACN, 0.1 M Na2HPO4, 
pH 8. Increasing the methanol ratio resulted in increased retention times for all the peaks, 
however there was still overlap between the GABA and taurine peaks (Figure A3.13). 
 
Figure A3.13: Output for GABA trace using mobile phase made of 10% methanol, 20% ACN, 
0.1 M Na2HPO4, pH 8. HS – homoserine; Tau – taurine; Ala – alanine. 
 
An attempt was made to separate the GABA and taurine by increasing the pH for the mobile 
phase. The mobile phase for this protocol was 10% methanol, 20% ACN, 0.1 M Na2HPO4, pH 
8.5. However, this pH change had little effect on the retention times (Figure A3.14). 
 
Figure A3.14: Output for GABA trace using mobile phase made of 10% Methanol, 20% ACN, 
0.1 M Na2HPO4, pH 8.5. HS – homoserine; Tau – taurine; Ala – alanine. 
 
A further attempt was made to separate the GABA and taurine peaks by changing the ratio 
of methanol to ACN in the mobile phase. The mobile phase for this protocol was 12% methanol, 
18% ACN, 0.1 M Na2HPO4, pH 8. This resulted in increased retention times for all of the 





Figure A3.15: Output for GABA trace using mobile phase made of 12% methanol, 18% ACN, 
0.1 M Na2HPO4, pH 8. HS – homoserine; Tau – taurine; Ala – alanine. 
 
In order to avoid this overlap the mobile phase pH was adjusted to try and move the GABA 
peak to a retention time after the taurine. The mobile phase for this protocol was 12% methanol, 
18% ACN, 0.1 M Na2HPO4, at pH 6, 6.25, 6.5, 7. The mobile phase at pH 7 resulted in a 
complete overlap of the two peaks (Figure A3.16). A pH of 6 moved the retention times so 
significantly that the GABA peak did not show on the output (Figure A3.19). Using the mobile 
phase at pH 6.25 (Figure A3.36) and pH 6.5 (Figure A3.35) successfully separated all of the 
peaks while still having relatively short retention times. In the final protocol, a pH of 6.25 was 
chosen because it resulted in the largest gap between the taurine and GABA peaks without 
extending the retention times too long. 
 
 
Figure A3.16: Output for GABA trace using mobile phase made of 12% methanol, 18% ACN, 





Figure A3.35: Output for GABA trace using mobile phase made of 12% methanol, 18% ACN, 
0.1 M Na2HPO4, pH 6.5. HS – homoserine; Tau – taurine; Ala – alanine. 
 
 
Figure A3.36: Output for GABA trace using mobile phase made of 12% methanol, 18% ACN, 
0.1 M Na2HPO4, pH 6.25. HS – homoserine; Tau – taurine; Ala – alanine. 
 
  
Figure A3.19: Output for GABA trace using mobile phase made of 12% methanol, 18% ACN, 




Appendix 4: Pairwise time 
comparisons 
 
Pairwise comparisons for the microdialysis data were preformed using Bonferroni post-hoc 
tests. Below are the significant results for the time factor of the non-stimulation samples and 
the treatment*side*intensity interaction for the simulation-dependent release of taurine.  
Table A4.2: Pairwise comparisons for the non-stimulation sampling of alanine 
(I) time (J) time 
Mean Difference 
(I-J) Std. Error df Sig.
c
 




Lower Bound Upper Bound 
0 280 .442
*
 .115 32.411 .028 .023 .861 
40 280 .423
*
 .111 28.925 .037 .012 .833 
Based on estimated marginal means 
*. The mean difference is significant at the .05 level. 
a. Dependent Variable: concentration. 
c. Adjustment for multiple comparisons: Bonferroni. 
 
Table A4.3: Pairwise comparisons for the non-stimulation sampling of GABA 
(I) time (J) time 
Mean Difference 
(I-J) Std. Error df Sig.
c
 




Lower Bound Upper Bound 
0 240 .130
*
 .033 24.977 .033 .005 .254 
280 .145
*
 .034 39.502 .008 .022 .268 
380 .153
*
 .037 24.809 .020 .014 .293 
20 240 .097
*
 .026 35.364 .041 .002 .192 
280 .112
*
 .028 67.488 .011 .013 .210 
380 .120
*
 .030 32.508 .022 .009 .231 
40 240 .075
*
 .020 57.006 .022 .005 .144 
280 .090
*
 .024 75.402 .016 .008 .171 
380 .098
*
 .024 45.507 .010 .013 .183 
80 240 .060
*
 .016 79.759 .029 .003 .116 
380 .083
*
 .021 59.308 .009 .011 .155 
120 380 .060
*
 .017 81.648 .037 .002 .118 
Based on estimated marginal means 
*. The mean difference is significant at the .05 level. 
a. Dependent Variable: concentration. 




Table A4.4: Pairwise comparisons for the non-stimulation sampling of glutamate 
(I) time (J) time 
Mean Difference 
(I-J) Std. Error df Sig.
c
 




Lower Bound Upper Bound 
120 240 .247
*
 .052 24.796 .004 .052 .442 
280 .259
*
 .062 37.908 .010 .034 .484 
160 240 .194
*
 .043 19.679 .012 .026 .361 
280 .205
*
 .055 29.768 .045 .002 .409 
380 .314 .104 21.755 .357 -.086 .714 
200 240 .147
*
 .032 15.087 .020 .014 .280 
Based on estimated marginal means 
*. The mean difference is significant at the .05 level. 
a. Dependent Variable: concentration. 
c. Adjustment for multiple comparisons: Bonferroni. 
 
Table A4.5: Pairwise comparisons for the non-stimulation sampling of taurine 
(I) time (J) time 
Mean Difference 
(I-J) Std. Error df Sig.
c
 




Lower Bound Upper Bound 
0 40 .657
*
 .160 67.428 .006 .101 1.213 
80 .978
*
 .172 52.668 .000 .374 1.582 
120 1.097
*
 .195 28.870 .000 .377 1.818 
160 .898
*
 .221 121.662 .005 .146 1.649 
20 80 .610 .161 23.384 .052 -.002 1.223 
Based on estimated marginal means 
*. The mean difference is significant at the .05 level. 
a. Dependent Variable: concentration. 
c. Adjustment for multiple comparisons: Bonferroni. 
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Table A4.6: Pairwise comparisons for stimulation-dependent release of taurine 
 
Pairwise Comparisons 
(I) treatment*side*intensity (J) treatment*side*intensity Mean 
Difference 
(I-J) 
Std. Error df Bonferroni 
Sig. 
95% Wald Confidence 





















































 4.2922971 1 .000 -38.845364 -8.547789 
Pairwise comparisons of estimated marginal means based on the original scale of dependent variable concentration 
a. The mean difference is significant at the .05 level. 
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a b s t r a c t
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influence on motor control. This may have clinical implications in the treatment of basal
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1. Introduction
In the last 100 years there has been speculation about connections
between the vestibular system and the basal ganglia. Beginning
with experiments by Muskens showing degeneration in the
globus pallidus following vestibular lesions in cats (Muskens,
1914, 1922), the following decades have seen sporadic study of
the effects that the vestibular system exerts on the basal ganglia.
Traditional thinking followed the idea that these signals were
transmitted via neuronal connections through the cortex. Only
recently have studies identified a pathway between the vestibular
nucleus and the striatum via the thalamus, bypassing the cortex
completely (Lai et al., 2000). However, as the basal ganglia is a
highly connected area, it is likely to receive vestibular signals from
a number of different pathways through regions including the
hippocampus (Kelley and Domesick, 1982) and the motor cortex
(Garcia-Rill, 1986). More recent studies of the vestibular-basal
ganglia connection have focused on the study of behaviours due
to vestibular loss, including the well-documented locomotor
hyperactivity seen in rats, as well as circling behaviours. This
article reviews the current literature on the connections between
the vestibular system and the basal ganglia, which suggests that
the dorsolateral striatum is the main input site for vestibular
signals in the basal ganglia and that these signals contribute to
the basal ganglia control of motor behaviours.
2. The vestibular system
The vestibular system is a sensory system that responds to
angular and linear acceleration of the head and plays a vital
role in the processing of information about the location and
locomotion of an animal. Located in the inner ear, each
peripheral vestibular labyrinth sends sensory information
via the vestibular nerve to the ipsilateral vestibular nucleus
complex (VNC) in the brainstem and the cerebellum. Hair
cells in the ampullae of the three semicircular canals (the
anterior, posterior, and horizontal canals) of the labyrinth
respond to angular acceleration in three dimensions while
hair cells in the utricle and saccule (known as the otoliths)
respond to linear acceleration in three dimensions, including
linear acceleration experienced by the body due to gravity.
The VNCs are two nuclei located bilaterally in the brainstem
that integrate and distribute sensory information to other brain
regions. The VNC is made up of 4 sub-nuclei (the medial, lateral,
superior and inferior vestibular nuclei). Prepositus hypoglossi is
also considered by many to be a subnucleus of the VNC, since it
receives vestibular input and is involved in the control of the
vestibulo-ocular reflexes (VORs) (e.g., Magnani et al., 2013).
Neurons in different subnuclei of the VNC are responsible for
relaying synaptic input from different parts of the labyrinth to
higher brain regions (Gacek and Lyon, 1974). Neurons projecting
from the VNC can be divided into VOR neurons and vestibular
only (VO) neurons (reviewed by Cullen (2012)). While VOR
neurons are involved in the control of vestibular-induced eye
movement, VO neurons do not project to the ocular motor
neurons. Instead, VO neurons project to the spinal motor
neurons at the cervical and high thoracic levels of the spinal
cord to control vestibulo-spinal reflexes, which use vestibular
information to control body posture, as well as projecting to the
thalamus and cortex to transmit vestibular input to higher brain
regions, including well documented links to the hippocampus
(Smith, 1997). These connections through higher brain regions
contribute to a number of functions including the representation
of an animal's environment and its 3D body representation in
that space (see Hitier et al. (2014) for a review). The vestibular
system has been shown to be amajor contributor to the function
of hippocampal place fields (Stackman et al., 2002; Russell et al.,
2003) as well as hippocampal theta rhythm (Russell et al., 2006).
Both the function of place cells and hippocampal theta are
disrupted following lesions of the peripheral vestibular system
(Stackman et al., 2002; Russell et al., 2003, 2006). These vestibular
signals contribute to the brain's interpretation of the body's
location in space and without vestibular function both animals
(Baek et al., 2010) and humans (Brandt et al., 2005) experience an
impairment of spatial memory.
The most obvious clinical symptoms of bilateral vestibular
loss in humans occur due to the loss of the VORs and vestibulo-
spinal reflexes (VSRs). The loss of the VORs results in oscillop-
sia, in which the perception of the visual world is blurred due to
the lack of eye movement compensation for head movements
(Ito et al., 1976). The loss of the VSRs can result in gait ataxia,
resulting in a disruption of normal walking due to postural
imbalance. Krebs and Lockert (1995) found that many common
complaints from patients with bilateral vestibulopathy included
a sense of abnormal movement, dizziness and vertigo (Krebs
and Lockert, 1995). Patients have also been shown to have
unsteadiness while performing transient movements such as
moving from sitting to standing, as well as walking tentatively,
and at a relatively slow pace (Mamoto et al., 2002). The
vestibular system is known to be involved in locomotion and
balance control (Martin, 1965; Krebs and Lockert, 1995; Jahn
et al., 2000).
3. The basal ganglia
The basal ganglia are a group of nuclei that constitute one of the
fundamental processing components of the brain. The largest
nucleus is the striatum, which can be further divided into the
caudate nucleus and the putamen. Also included in the basal
ganglia are the globus pallidus, the substantia nigra, the sub-
thalamic nucleus and the nucleus accumbens. The major task
of the basal ganglia is to integrate sensory, motor, associative
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and limbic signals to produce context-dependent behaviours
(Nakano et al., 2000). The basal ganglia play a functional role in
motor control, planning and execution of movements, as well as
in decision making and reward. Patients with dysfunction of the
basal ganglia are well known to exhibit significant motor deficits.
In a series of papers, Martin and colleagues observed that patients
with disruption to the function of the basal ganglia due to
encephalitis lethargia, Parkinson's disease or hemichorea had
problems with locomotion and postural control (Martin and
Hurwitz, 1962; Martin et al., 1962; Martin, 1964, 1965, 1966).
Patients experienced difficulties in the initiation of walking but
not in the mechanism of stepping, suggesting that the problem
was caused by the disturbance of postural adjustments necessary
for the initiation of moving (Martin and Hurwitz, 1962; Martin
et al., 1962). If the patient was aided in these postural adjust-
ments to initiate movement, then they were able to continue
walking unaided. Patients also experienced deficits in the reflex-
ive responses to angular displacement (tilting) (Martin, 1964,
1965). Tilting reflexes are only initiated when the body is
perceived to be unstable, therefore require the input of multi-
sensory signals to initiate this movement, the most important
being vestibular labyrinthine function (Martin, 1964). In patients
with Parkinson's disease as well as in post-encephalitic patients,
this reflex is impaired or absent, suggesting that the basal ganglia
are involved in the integration of the sensory signals to initiate
the reflexes.
Multisensory integration is considered to be an essential
function of the basal ganglia, in order to be able to determine
the cause of environmental changes and respond to them
appropriately. The striatum has been described as an integra-
tive centre for sensory information with different functional
roles for the different neuronal types (Reig and Silberberg, 2014).
Sensory signals sent into the striatum come from a number of
input pathways (Alexander et al., 1986; Garcia-Rill, 1986;
McGeorge and Faull, 1989; Nakano et al., 2000; McHaffie et al.,
2005). While in the past there has been a greater focus on the
cortical loops (Alexander et al., 1986), there has been increasing
interest in the subcortical pathways (McHaffie et al., 2005; Fisher
and Reynolds, 2014). McHaffie et al. (2005) proposed that the
interconnected subcortical structures that have been highly
conserved throughout evolution, developed to function together
in primitive organisms prior to the development of the cortex or
higher order vertebrates. Short latency signals from these
regions are considered to be critical learning signals to aid the
determination of what signals are considered relevant to an
environmental change (Fisher and Reynolds, 2014). The short
latency signals allow for processes to begin before the relevant
motor and sensory signals become contaminated due to event
responses such as a gaze shift (Fisher and Reynolds, 2014). It is
the combination of both cortical and subcortical information,
which results in the basal ganglia's ability to interpret environ-
mental stimuli and respond appropriately.
4. Vestibular–striatal pathways
Many neuronal pathways between the vestibular system and
the basal ganglia have been proposed. Initial studies into the
connection between the vestibular system and the basal ganglia
were performed by Muskens in 1922. Using the Marchi
technique, lesioning of the vestibular nuclei resulted in degra-
dation of the neurons from the site of damage to the thalamus
and neurons in the globus pallidus. Muskens took this to be
evidence of a polysynaptic pathway to the basal ganglia that
bypassed the cortex. In the following decades, studies fre-
quently investigated basal ganglia responses to vestibular
activation but most did not investigate possible pathways. In
1971, Potegal et al. attempted to confirm Muskens' idea that
vestibular signals reached the caudate nucleus via subcortical
pathways. They found that ablation of the “vestibular cortical
projection area” caused no change in field potentials recorded
in the head of the caudate nucleus in the striatum of anesthe-
tised cats following electrical stimulation of the vestibular
nerve, suggesting that this area of the cortex was not involved
in the connection to the basal ganglia.
In 2000, Lai et al. demonstrated, using a number of different
neuronal tracers, that projection fibres which extend from the
medial vestibular nucleus to the parafascicular nucleus (PFN)
in the thalamus, synapse with neurons that project into the
dorsolateral putamen of the striatum. This was the first
evidence of the presence of a disynaptic pathway between
the vestibular nucleus and the striatum (Lai et al., 2000). In
primates the PFN has been shown to rapidly transfer short
latency sensory signals to tonically active neurons in the
striatum (Matsumoto et al., 2001). Inactivation of the centre
median parafascicular nucleus complex reduces the response
of tonically active neurons to sensory information. The PFN is
also known to be part of a number of subcortical pathways to
the striatum, including those that go through the superior
colliculus, the substantia nigra and the pedunculopontine
tegmental nucleus (PPT) (Harting et al., 1980; Gerfen et al.,
1982; Kobayashi and Nakamura, 2003; Fisher and Reynolds,
2014). This suggests that it is possible that the striatum may
receive signals from the PFN via more pathways than those
described by Lai et al. (2000).
The PPT, a region known to play a role as both an input
and output station for the basal ganglia and involved in
locomotor control (Garcia-Rill, 1986), has direct links with
both the PFN and the striatum (Dautan et al., 2014). It has also
been shown that neurons in the PPT receive projections from
the VNC (Horowitz et al., 2005) and PPT neurons respond to
vertical and horizontal rotation, which can be characterised
as vestibular responses (Aravamuthan and Angelaki, 2012).
Therefore, it can be speculated that with the significant
locomotor disorders that are seen following vestibular loss,
there could be changes in a signalling pathway involving the
vestibular system, the PPT, and the striatum.
Currently, no other specific pathways from the vestibular
system to the basal ganglia have been mapped. While a path-
way through the PFN is likely, the striatum also receives input
from most areas of the cortex and a number of other brain
regions. It is therefore also possible that the striatum receives
vestibular signals via cortical pathways; however, it is likely
that these signals undergo a significant amount of integration
with other sensory inputs along the way, resulting in a
predominantly multisensory signal. Pathways via regions such
as the motor cortex or hippocampus could all contribute to the
vestibular–striatal signal, as they have known vestibular con-
nections (see Hitier et al. (2014) for a review). Due to integration
of multisensory information via these pathways, it is likely that
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the signal the basal ganglia receive from these regions is not
purely vestibular or perhaps even mostly vestibular. It seems
likely that if the vestibular system does have some input into
the basal ganglia's control of balance and learning, that a more
direct signal might be necessary, especially to ensure that it is
not contaminated due to event responses (Fig. 1).
5. Vestibular signals in the basal ganglia
Responses to vestibular signals have been recorded in specific
regions of the basal ganglia. Electrical stimulation of the
vestibular nerve causes field potentials in the head of the
caudate nucleus in anesthetised cats and squirrel monkeys
(see Fig. 2) (Potegal et al., 1971; Liedgren and Schwarz, 1976).
Signals in the caudate nucleus were also seen in response to
electrical stimulation of the lateral and medial vestibular
nuclei in cats (Spiegel et al., 1965). Segundo and Machne
(1956) found an increase in the firing rate of single neurons in
the putamen and the globus pallidus in cats, in response to
electrical stimulation of the labyrinth. The increase occurred
“early” during application of the current and then quickly
returned to baseline once stimulation was stopped. However,
studies in awake rhesus monkeys demonstrated no change in
the firing of single striatal neurons in the head and body of
the caudate nucleus or in the anterior globus pallidus with
electrical stimulation of the contralateral vestibular nucleus
(Matsunami and Cohen, 1975). In these monkeys changes in
the neuronal responses occurred only in response to stimula-
tion trains and not single pulses. However, this stimulation
also induced body movements and therefore the responses
could not be confirmed to be the result of the vestibular
stimulation rather than the feedback from muscle move-
ments. Both Liedgren and Schwarz (1976) and Spiegel et al.
(1965) also reported that they recorded field potentials in the
putamen following electrical stimulation of the vestibular
nerve, supporting the pathway proposed by Lai et al. (2000).
Neurons in both the striatum and the substantia nigra (an
output station of the basal ganglia) have been shown to
respond to movements that are considered to have a large
vestibular component (Barter et al., 2014; Kim et al., 2014).
The activation of striatal neurons in mice has been shown to
correlate to what the investigators have described as “head
velocity”; however, the movement required to perform the
task must also have caused head acceleration, the stimulus
for the vestibular system. Therefore, it is likely vestibular
signals are involved in the correlation between the cellular
responses and head velocity.
Martin (1965) demonstrated that the tilt reflex in humans
was largely dependent on a functional vestibular system. It
has recently been demonstrated in mice that both GABAergic
and dopaminergic cells in the substantia nigra respond to
body tilt and that these cells only respond to tilt in a specific
direction, either leftwards or rightwards but not both (Barter
et al., 2014). This specific directional response suggests that a
vestibular signal is likely to be the cause of this response.
PET and fMRI studies in humans have found similar results to
those seen in animals. Following vestibular stimulation, activity
increases in the putamen and the caudate nucleus, using either
cold caloric vestibular stimulation or galvanic vestibular stimula-
tion (GVS) (Bottini et al., 1994; Vitte et al., 1996; Emri et al., 2003;
Della-Justina et al., 2014). Following cold water caloric vestibular
stimulation in six healthy patients, there was an increase in
activity in the putamen as seen by increased blood flow in PET
scans (Bottini et al., 1994). While cold caloric stimulation caused
activation only in the putamen (Bottini et al., 1994; Vitte et al.,
1996; Emri et al., 2003), GVS produced activation of both the
putamen and the caudate nucleus (Della-Justina et al., 2014).
Putamen activation in humans has been shown to correlate with
activation of the vestibular regions of the cortex during imagined
locomotion (Jahn et al., 2004). Imagined movements have been
shown to correspond to active movements in PET scans (Deiber
et al., 1998). During standing and slow walking, the putamen and
basal ganglia are important for postural control and balance, and
Fig. 1 – Possible neuronal pathways connecting the
vestibular nucleus complex to the striatum. PFN –
parafascicular nucleus; PPT – pedunculopontine tegmental
nucleus; SNc – substantia nigra pars compacta; and VNC –
vestibular nucleus complex.
Fig. 2 – Responses to vestibular nerve (VN) and cochlear
nerve (CN) stimulation recorded from the medial portion of
the ipsilateral caudate nucleus with bipolar electrodes. The
histological section shows the regions from which the
recordings (A–E) were taken. Calibrations: 20 ms; 50 μA.
Reproduced from Potegal et al. (1971) with permission.
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activity levels are similar to those seen in the vestibular projec-
tion areas of the cortex. While it could be assumed from the
postural imbalance and gait dysfunction observed in patients
with vestibular dysfunction, that slow rather than fast move-
ments would result in more controlled movements following
vestibular loss, it has been shown that fast movements such as
running actually result in a stabilisation of balance and ability to
stay on an intended path (Brandt et al., 1999; Brandt, 2000). Brandt
et al. (1999) found that while walking, patients with unilateral
vestibular loss deviated significantly from their intended direction
and often touched the wall for support. While running, however,
the patients were able to stay on the intended path for greater
than 10m and reported feeling steadier than while walking.
When healthy volunteers performed a similar task while receiv-
ing vestibular stimulation (Jahn et al., 2000), they deviated from
the path significantly more while walking than running, suggest-
ing that vestibular signals are regulated during locomotion in a
way that means they are more inhibited during running than
walking. Since patients may have better balance and locomotor
control when running, this suggests the possibility of a role in
which the vestibular system and the striatum work together in
the maintenance of balance.
6. Neurochemical changes in the basal ganglia
in response to changes in vestibular signalling
The location of vestibular signals in the striatum is supported
by changes in the expression of c-fos protein following uni-
lateral vestibular loss in rats. The striatum shows increases in
c-fos mRNA and c-fos protein levels bilaterally in the putamen
and caudate nucleus 3 h following unilateral vestibular deaf-
ferentation (UVD), compared to control rats (Cirelli et al., 1996).
The change is transient and the levels return to normal by 6 h.
No change is seen in the globus pallidus or the nucleus
accumbens at any point post-UVD. Most studies of the
neurochemical changes in the basal ganglia in animals with
vestibular dysfunction have focused on dopamine and its
receptors (see Table 1). This is usually justified because
animals with vestibular deficits display circling behaviours
that are commonly hypothesised by the researchers to be
caused by changes in dopamine activity in the striatum. In
rats, behavioural changes following bilateral vestibular loss are
significant and have been well documented (Alleva and Balazs,
1978; Seth et al., 1982; Kaiser et al., 2001; Fedrowitz et al., 2003;
Russell et al., 2003; Vidal et al., 2004; Zheng et al., 2006;
Goddard et al., 2008; Baek et al., 2010; Stiles et al., 2012;
Antoine et al., 2013). The symptoms develop following both
surgical and chemical labyrinthectomy and include gait ataxia,
hyperactivity, head weaving and circling (Alleva and Balazs,
1978; Seth et al., 1982; Llorens et al., 1993, 1997; Russell et al.,
2003; Vidal et al., 2004; Zheng et al., 2006; Goddard et al., 2008;
Baek et al., 2010; Stiles et al., 2012; Vignaux et al., 2012). These
circling behaviours have been likened to those seen in hemi-
Parkinsonian rat models by a number of investigators, result-
ing in research into basal ganglia connections with the
vestibular system (Alleva and Balazs, 1978; Shima, 1984;
Brock and Ashby, 1996; Loscher et al., 1996; Richter et al.,
1999; Fedrowitz et al., 2000; Stiles et al., 2012; Antoine et al.,
2013). However, it is important to note that these animals have
bilateral vestibular loss that produces circling similar to that
caused by unilateral lesions in the basal ganglia. As animals
with bilateral vestibular deafferentation (BVD) do not favour a
particular direction of turning (Stiles et al., 2012), unlike hemi-
Parkinsonian rat models (Betarbet et al., 2002), it is possible
that imbalances in the dopaminergic system in the basal
ganglia occur due to dysfunction in an upstream brain region;
however, the exact cause of circling behaviour in vestibular-
deficient animals is not understood.
The speculation that changes occur in the dopaminergic
system following vestibular loss has led to the investigation
into possible changes in dopamine receptor levels. In verte-
brates there are 5 recognised dopamine receptors, which are
divided into two classes named after the two main types of
dopamine receptor. The D1-like class includes the D1 and D5
receptors, which are Gs G-protein coupled receptors, while
the D2-like class is made up of the D2, D3 and D4 receptors that
are Gi G-protein coupled receptors (reviewed by Missale et al.
(1998)). In striatal regions, the D1 and D2 receptors are found
in the highest concentrations (Missale et al., 1998), and are
therefore the most commonly studied.
The changes in dopamine receptors that have been reported
in the presence of vestibular dysfunction have all been from
rodent models (Seth et al., 1982; Giardino et al., 1996; Loscher
et al., 1996; Richter et al., 1999; Schirmer et al., 2007; Stiles et al.,
2012; Antoine et al., 2013). However, the changes in receptors
appear to be different depending on the model used (see
Table 1). Rats treated with high dose streptomycin, which
damages vestibular hair cells, have been shown to have
significant increases in the expression levels of the D2 dopa-
mine receptor protein in the striatum (Seth et al., 1982;
Schirmer et al., 2007) but show no change in expression levels
of the D1 receptor (Schirmer et al., 2007). In contrast, the
opposite has been observed in ci2/ci2 rats: animals with a
Table 1 – Changes in the expression of dopamine receptors in the presence of vestibular dysfunction.
Publication Condition Receptor changes
D1 receptor D2 receptor
Seth et al. (1982) Streptomycin – ↑
Schirmer et al. (2007) Streptomycin X ↑
Richter et al. (1999) ci2/ci2 ↑ X
Antoine et al. (2013) Slc12a2K842n/K842n X X






Stiles et al. (2012) BVD – X
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genetic mutation that has affected the formation of the inner
ear, exhibit an increase in the level of the D1 receptor and no
change in D2 receptor levels (Richter et al., 1999). A recent study
by Antoine et al. (2013), in a genetic model of vestibular
dysfunction in mice in which the Sk12a2 gene was knocked
out specifically in the inner ear, disrupting vestibular function,
found no change in the levels of a variety of proteins, including
the dopamine receptors. It is possible that the result seen in
ci2/ci2 rats was not a direct response to the vestibular loss,
because the spontaneous mutation that developed could cause
unknown changes in other non-vestibular regions resulting in
the receptor changes. However, it has been shown that there
are no morphological changes in the striatum of ci2/ci2 rats
(Richter et al., 1999).
Comparable studies using the same animal models have
also produced varied results. Following surgical BVD, auto-
radiographic analysis of the striatum showed a decrease in the
levels of the D2 dopamine receptor, and no change in D1
receptor levels (Giardino et al., 1996). At 4 weeks post-opera-
tive, in both young (3 months) and aged (24 months) rats,
Giardino et al. (1996) found significant changes in both the D1
and D2 dopamine receptors in the striatum following UVD and
BVD surgeries (see Table 1). However, Stiles et al. (2012) found
no change in D2 receptor levels following BVD at 1 month or 6
months post-operative in young rats (3 months) using western
blotting. The differences in results between these two experi-
ments are possibly due to Giardino et al. (1996) analysing all of
the D2-type receptor class using [3H]sulpiride, a D2 and D3
receptor antagonist, whereas Stiles et al. (2012) used antibo-
dies specific to the D2 receptor. While the D2 receptor is the
main type of D2-type receptor in the striatum, changes in the
D3 receptor may be responsible for the differences between the
two studies. The inconsistencies between all of the studies of
the dopamine receptors in animals with vestibular lesions
suggest a need for further study.
The differences in changes in dopamine receptor levels may
be related to the different types of dysfunction resulting from
each lesion type. Depending on the different type of inactiva-
tion, different forms of vestibular compensation, the mechan-
ism by which the brain adapts to vestibular loss, can occur
(see McCall and Yates (2011) for a review). For example, in the
genetic model, vestibular function is never present; chemical
lesions result in a delayed development of the vestibular
syndrome (2–3 days to peak behavioural effects) (Vignaux
et al., 2012); and surgical lesions cause a sudden loss of
function. While there have been a number of studies looking
at receptor number, it is worth noting that no one has
examined whether changes in DA receptor affinity or efficacy
occur in the striatum following vestibular loss, and these
changes may develop without any change in receptor number.
In relation to dopamine itself, Samoudi et al. (2012) observed
no change in dopamine release in the striatum following GVS
in naive rats. This suggests that vestibular stimulation does not
cause dopamine release in that experimental setting. Loscher
et al. (1996) found that ci2/ci2 rats have significantly lower
levels of dopamine in the striatum ipsilateral to the favoured
direction of turning. However, they examined dopamine only
in animals that exhibited a preferred direction of turning in
their circling behaviour. Therefore, the unilateral change in
dopamine levels may not have been a direct effect of vestibular
loss, otherwise the change would have been expected in all of
the animals. A similar result has been seen in KCNE1!/! mice
in which there is less tyrosine hydroxylase protein in the
striatum ipsilateral to the preferred direction of turning
(Eugène et al., 2009), suggesting a decrease in dopamine
production on that side. It is a possibility that the changes in
dopamine levels on one side are caused by the non-specific
nature of the genetic mutation and they may be unrelated to
the vestibular loss and therefore be a better explanation of
unilateral turning during bilateral vestibular loss.
Unidirectional turning behaviour in a favoured direction is
caused by a decrease in dopamine on the ipsilateral side
(Schwarting and Huston, 1996; Blum et al., 2001). While this is
what has been seen in these studies, the unilateral decrease
in the levels of dopamine is not explained by the bilateral
nature of the vestibular loss, for which some form of bilateral
compensation would be expected. Following surgical labyr-
inthectomy, while animals do display significant circling
behaviours, they do not favour a specific direction (Stiles
et al., 2012). These animals do display similar “activation” of
the circling behaviour by handling as that seen in animals
with unilateral 6-hydroxydopamine lesions (Schwarting and
Huston, 1996). This result suggests the possibility of a change
in the levels of dopamine release in the striatum of animals
with BVD that is not consistently specific to one side, similar
to that seen in the genetic animal models.
The study of vestibular function using genetic models, as
well as chemical deafferentation, has resulted in the suggestion
that changes in the basal ganglia occur due to a loss of
vestibular input during development (Kaiser et al., 2001;
Eugène et al., 2009). Following chronic treatment with strepto-
mycin in rats, it was found that the animals displayed only the
behavioural effects typical of vestibular loss, including locomo-
tor hyperactivity and circling, when treated from 2 to 22 days of
age (Alleva and Balazs, 1978), but not in older, weaned rats
(Vernier and Alleva, 1968). On comparing the behaviours seen in
the chemically deafferented rats with those seen in circling
ci2/ci2 animals, Kaiser et al. (2001) suggested the possibility that
changes in behaviour are due to secondary changes in the basal
ganglia during development, resulting from a lack of vestibular
input, and this idea was supported by Eugène et al. (2009) when
studying KCNE1!/! rats. However, none of these results
accounts for the sudden onset of abnormal locomotor beha-
viours at the completion of acute surgical bilateral deafferenta-
tion (Goddard et al., 2008; Baek et al., 2010), as well as the
deficits resulting from acute chemical lesions with sodium
arsanilate (Ossenkopp et al., 1990, 1992), that have been
observed at later stages of development. These results suggest
that the hypothesis that the changes in the basal ganglia are
dependent on the loss of vestibular function during develop-
ment is incorrect and that vestibular loss at any time can result
in changes in basal ganglia function.
Changes in GABAergic responses have also been seen
in vestibular-deficient animals. An increase in glutamate
decarboxylase mRNA occurs in the striatum of aged rats at
3 months post-BVD and in the contralateral striatum post-
UVD (Giardino et al., 2002), suggesting an increase in GABA
production possibly from a decrease in dopamine influence
or from an increased activation of cholinergic interneurons.
GVS in rats has been shown to cause an increase in GABA
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release from the substantia nigra (Samoudi et al., 2012) that
lasted for 30 min post-stimulation. Ci2/Ci2 rats also showed
increased GABA release in the substantia nigra. This is likely
to be a result of the higher spontaneous discharge rates of
substantia nigra GABAergic neurons found in these rats
(Fedrowitz et al., 2003). Antoine et al. (2013) found no change
in the striatum for the 26 proteins that were labelled in their
experiment, in animals that had the genetic mutation
expressed specifically in the inner ear; however, some
changes were seen in animals with less region-specific
mutations. The only significant change seen in mice with
the inner ear-specific mutation was an increase in the
amount of pERK1/2 and its downstream target pCREB in the
nucleus accumbens. There was no change in the non-
phosphorylated forms, suggesting an increase in activation
of the ERK1/2 pathway, which is known to be involved in
learning in the basal ganglia (Mazzucchelli et al., 2002).
Following vestibular loss it has been shown that rats favour
striatal learning to navigate, due to disruptions in hippocam-
pal learning (Machado et al., 2014). The hippocampus has
been shown to have many projections to the nucleus accum-
bens (Kelley and Domesick, 1982). Therefore, the increase in
ERK1/2 activation could be a compensatory change due to
changes in hippocampal function, as opposed to a direct
effect of the vestibular system on the basal ganglia.
7. Implications of vestibular–basal ganglia
links
The current literature supports the idea that the striatum, in
particular the putamen, is the main input station for vestib-
ular information in the basal ganglia and this may have
clinical implications in the treatment of basal ganglia dis-
orders and other movement disorders. The location of ves-
tibular sensory representation in the striatum, described by
Lai et al. (2000), the dorsolateral striatum, has been shown to
be the site where fibres from the sensorimotor areas termi-
nate (McGeorge and Faull, 1989). There is a topographic
gradient across the striatum showing that the ventral and
central dorsolateral striatum receives afferent signals from
“head” areas while the dorsal dorsolateral striatum receives
input from “body” areas (McGeorge and Faull, 1989). While it
has not been shown that the fibres from the PFN, which carry
vestibular signals, synapse on neurons that also receive
signals from sensorimotor areas, it has been shown that
cholinergic neurons in the striatum receive input from the
PFN and some input from sensorimotor areas of the cortex
(Reynolds et al., 2004; Schulz et al., 2009, 2011). It is therefore
possible that vestibular signals are used together with sen-
sorimotor inputs in the striatum for body and limb control.
Matsumoto et al. (2001) identified that the activity of PFN
neurons is needed for the expression of sensory responses in
tonically active neurons acquired through sensorimotor
learning. They took this to suggest that signals about beha-
viourally significant sensory events provided by the PFN in
cooperation with dopamine-mediated signals contributing
motivational value, could provide a basis for the action-
selection functions of cortical-basal ganglia pathways.
Evidence suggests that GVS can improve balance in healthy
subjects (Scinicariello et al., 2001; Mulavara et al., 2011; Iwasaki
et al., 2014). In patients with diseases like Parkinson's disease
(PD), GVS has been shown to improvemotor function, autonomic
reflexes and cognitive executive control (Yamamoto et al., 2005;
Pan et al., 2008). In an animal model of PD, vestibular stimulation
was shown to have a similar effect to L-DOPA on balance and
locomotion (Samoudi et al., 2012) and unlike L-DOPA, where
some animals are unresponsive, improvements were seen in all
lesioned animals. The implications of vestibular links to the
basal ganglia suggest the need for further study into how
vestibular signals affect the striatum.
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Connections between the vestibular system and the basal ganglia have been
postulated since the early 20th century. However, the results of electrophysio-
logical studies investigating neuronal responses to electrical stimulation of the
vestibular system have been inconsistent. The aim of this study was to investi-
gate the effects of electrical stimulation of the vestibular labyrinth on single
neuron activity and c-Fos expression in the rat striatum. We used electrical
stimulation of the vestibular labyrinth (various intensities delivered to the
round window) to examine the electrophysiological response of striatal neu-
rons and c-Fos expression. From 507 single neurons recorded (n = 20 rats),
no vestibular-responsive neuron was found at 19 and 29 the nystagmus
threshold; however, 6 neurons were found at 39 the threshold. These neurons
were found bilaterally, with a response latency of ~50 msec from the end of
the stimulus. For the c-Fos study, the number of neurons expressing c-Fos
was quantified using stereological methods. Stimulation at 29 the threshold
for nystagmus (n = 5 rats) resulted in a significant decrease in the number of
neurons expressing c-Fos in the bilateral striatum compared to both the sham
control group (n = 5) and the lower stimulus intensity group (n = 5)
(P ≤ 0.0001 for both). The results of this study demonstrate that: (1) some
single striatal neurons respond to electrical vestibular stimulation, however,
these responses are circumscribed and infrequent; (2) electrical stimulation of
the vestibular labyrinth results in a decrease in the number of striatal neurons
expressing c-Fos, in a current-dependent manner.
Introduction
Since the first half of the 20th century, it has been
hypothesized that the vestibular system might transmit
sensory information to the striatum (e.g., Muskens 1914,
1922). It seemed self-evident that a sensory system that
detects angular and linear acceleration of the head during
self-motion (see Cullen 2012 for a review), might provide
useful sensory data to a CNS structure concerned with
the control of voluntary movement (see Stiles and Smith
2015 for a review). Nonetheless, convincing evidence of
such a connection has been slow to emerge.
It was suggested that vestibular information might be
transmitted to the striatum via the motor cortex (e.g.,
ª 2018 The Authors. Physiological Reports published by Wiley Periodicals, Inc. on behalf of
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Garcia-Rill 1986) or the hippocampus (e.g., Kelley and
Domesick 1982) and more recently, it has been suggested
that there may be more direct pathways via the parafasci-
cular nucleus (PFN) of the thalamus (Lai et al. 2000; see
Stiles and Smith 2015 for a review; Kim et al. 2017).
Potegal et al. (1971) sought to confirm Muskens’ hypoth-
esis (e.g., Muskens 1914, 1922) that vestibular informa-
tion was transmitted to the caudate nucleus of the
striatum via subcortical pathways, by lesioning the
“vestibular cortical projection area” and recording from
the caudate nucleus during electrical stimulation of the
vestibular nerve. These lesions resulted in no change in
the evoked field potentials, suggesting that there may
indeed be subcortical pathways. Later studies demon-
strated evoked field potentials in both the caudate nucleus
and putamen of the striatum in response to electrical
stimulation of the vestibular nerve in squirrel monkeys
(Liedgren and Schwarz 1976) and the lateral and medial
vestibular nuclei in cats (Spiegel et al. 1965). However,
compared to field potential studies, very few single neu-
ron studies have been conducted. It has been reported
that electrical stimulation of the vestibular labyrinth
caused an increase in the firing rate of single neurons in
the putamen and the globus pallidus in cats (Segundo
and Machne 1956). However, electrical stimulation of the
contralateral vestibular nucleus in awake rhesus monkeys
resulted in no change in the firing of single striatal neu-
rons in the caudate nucleus, except when stimulation
trains were used and the current intensity was high
enough to produce movement of the limbs (Matsunami
and Cohen 1975). More recently, Rancz et al. (2015) have
investigated electrical stimulation of the superior vestibu-
lar nerve in rats and found that field potentials and mul-
ti-unit activity could be evoked in the striatum. In the
same study they confirmed this result using fMRI. Neu-
rons in the striatum have been demonstrated to respond
to movements in a way that is in phase with head veloc-
ity, possibly reflecting a vestibular influence (Barter et al.
2014; Kim et al. 2014). PET and fMRI studies in humans
have demonstrated increases in activity in the putamen
and the caudate nucleus, following either cold caloric
vestibular stimulation or galvanic vestibular stimulation
(GVS) (Bottini et al. 1994; Vitte et al. 1996; Emri et al.
2003; Della-Justina et al. 2014). Most recently, it has been
reported that people with persistent postural perceptual
dizziness (PPPD) exhibit a decrease in gray matter vol-
ume in the caudate nucleus (Wurthmann et al. 2017).
Using neuronal tracers, Lai et al. (2000) demonstrated
afferent projections from the medial vestibular nucleus to
the PFN, and that these PFN neurons projected to the
dorsolateral putamen. On the basis of these results they
suggested that there may be a disynaptic pathway from
the vestibular nucleus to the striatum via the PFN (see
Fig. 1 for a summary). Kim et al. (2017) electrically stim-
ulated the horizontal semi-circular canal vestibular nerve
in rats and found that they could evoke polysynaptic field
potentials in the PFN, predominantly contralateral to the
stimulus.
The possible contribution of vestibular input to the
striatum has stimulated considerable interest in relation
to Parkinson’s Disease and hyperactivity syndromes (e.g.,
Antoine et al. 2013), and there have been attempts to use
galvanic vestibular stimulation to treat the symptoms of
Parkinson’s Disease, in which balance deficits are particu-
larly problematic (Yamamoto et al. 2005; Pan et al. 2008;
Samoudi et al. 2012; Iwasaki et al. 2014). Therefore, a
better understanding of the possible influence of the
vestibular system on the striatum is needed. The available
electrophysiological evidence is contradictory, especially
in terms of the few single neuron recording studies.
Therefore, the objectives of this study were to determine:
(1) whether single neurons in the striatum would respond
to electrical stimulation of the peripheral vestibular sys-
tem in urethane-anesthetized rats; (2) whether electrical
stimulation of the peripheral vestibular system in rat
resulted in a change in the number of cells expressing c-
Fos, using the immediate early gene protein c-Fos as a




For the electrophysiological study, data were collected
from male Wistar rats (n = 20) weighing between 250
and 400 g. For the c-Fos study, male Wistar rats weighing
between 300 and 400 g were randomly allocated (n = 5
per group) to the sham (Group 1) or stimulation groups
(Groups 2 and 3). Prior to surgery, animals were main-
tained on a 12 h light-dark cycle with free access to food
and water. All procedures were approved by the Univer-
sity of Otago Animal Ethics Committee.
Electrical stimulation and surgery
The procedure used to implant vestibular stimulating
electrodes into the round window was identical for both
parts of the study. In order to determine the optimal
stimulation frequency, a range of frequencies was tested
(0.1, 1, 10, 100 Hz) which covered much of the range
used in the literature (e.g., Potegal et al. 1971; Liedgren
and Schwarz 1976; Courjon et al. 1987; Anker et al.
2003). Each frequency was tested at multiple intensities
from 50 lA up to 2 mA or until nystagmus was visible.
Only stimulation trains were used because single pulses
2018 | Vol. 6 | Iss. 13 | e13791
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have been shown not to activate the vestibular pathways
(Potegal et al. 1971; Courjon et al. 1987; Anker et al.
2003). Contrary to previous studies, nystagmus was seen
only at 100 Hz and not at any other frequencies tested;
therefore, this frequency was used. At 100 Hz the thresh-
old for the visualization of nystagmus was between 200
and 400 lA for most animals (see Fig. 2). Electrical stim-
ulation was controlled using Spike-2 software (Cambridge
Electronic Design, Cambridge, England) and the stimula-
tion current was produced using an analogue stimulation
isolator (Model 2200: A-M systems). Although the aim of
the studies was to use the lowest current amplitude possi-
ble, in order to be sure that the vestibular system was acti-
vated, we needed to establish the threshold for the
induction of vestibular nystagmus. If electrophysiological
responses were not obtained at this threshold, then the
current amplitude was increased (i.e., up to 39 the thresh-
old) in order to determine whether responses could be
obtained at all. This procedure, of course, increased the
risk of nonselective stimulation of other sensory systems
such as the auditory system; however, electrical stimulation
of the round window has been reported not to activate sin-
gle neurons in the auditory cortex or to induce auditory
sensations in humans (e.g., Korhuber and DaFonseca 1964;
Schwartzkroin 1973) and in this, case bipolar electrodes,
positioned on the round window, were used.
The animals were anesthetized with i.p urethane (1.5–
2.0 g/kg). Xylocaine (with 1: 10,000 adrenaline, 0.5 mL,
s.c.) was injected around the wound margins before any
incisions were made. Areflexia was assessed by an absent
response to a toe-pinch. During the surgery the animal’s
body temperature was monitored using a rectal probe
(Harvard Apparatus) and maintained at 37°C. Once anes-
thetized, the surgical site was shaved and the animal
placed into a custom-made nose bar. The surgical proce-
dure was performed under an otolaryngological
microscope (OPMI Pico, Zeiss, Hamburg, Germany). The
tympanic bulla was exposed using a retro-auricular surgi-
cal approach and a dental drill used to open the bulla to
expose the round window. A stainless-steel bipolar elec-
trode (MS303/1-B/SPC, Plastics One Inc.), insulated
except at the tip, was placed into the round window as
the stimulating electrode. The electrode was secured in
place using dental cement, once the location of the elec-
trode placement was confirmed via visualization of
vestibular nystagmus in response to stimulation. This was
done using a Dino-Lite microscopic video camera focused
on the rat’s eye (Zheng et al. 2014), images from which
were displayed on a PC. For each rat the threshold for
nystagmus was defined as the lowest current at which eye
movement was visible. These thresholds were used to
establish the stimulus currents used in the studies. Analy-
sis of the video files of the animals’ eye movements was
performed using eye tracking software (AET Tracker,
STARNAV, France; see Fig. 2).
Single neuron recording study
Electrophysiological recordings
The animal was transferred to a stereotaxic frame for sin-
gle-unit recordings. An incision was made down the mid-
line of the scalp to expose the skull. A Ag/AgCl pellet
electrode (Warner Instruments, Hamden, CT), used as
the reference electrode, was inserted under the skin in the
back of the animal’s neck. Craniotomies were performed
to expose the area (~2 mm diameter) of the brain con-
taining the striatum either ipsilateral or contralateral to
the stimulating electrode (0.0 to 1.5 mm AP and + or !
2 to 3 mm ML) (Paxinos & Watson, 2007). Burst trains
of 0.5 s at 100 Hz every 4 secs at either 19, 29 or 39
the threshold for nystagmus, were used to search for
Figure 1. Possible neuronal pathways connecting the vestibular nucleus complex to the striatum. PFN, parafascicular nucleus; PPT,
pedunculopontine tegmental nucleus; SNc, Substantia nigra pars compacta; VNC, vestibular nucleus complex.
ª 2018 The Authors. Physiological Reports published by Wiley Periodicals, Inc. on behalf of
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vestibular-responsive neurons. Current amplitudes 39 the
nystagmus threshold were used because no responses were
found at the threshold current and Rancz et al. found
that higher currents were necessary to evoke field poten-
tial and multi-unit responses in the striatum (personal
communication; Rancz et al. 2015).
Single-unit responses in the striatum were recorded
through glass micropipettes made from borosilicate glass
capillaries (Harvard Apparatus, Harvard, MA). Electrodes
were pulled and filled immediately before recording. The
micropipettes filled with 1 M NaCl, and a silver chloride
wire (12–18 MO), were connected to a headstage
(NL100RK, Digitimer, Hertfordshire, UK). Recordings of
single-unit activity were made using a Neurolog extracellular
recording system (NL104A, Digitimer, Hertfordshire, UK)
and Spike 2 software (Cambridge Electronic Design, Cam-
bridge, England). Extracellular spikes were digitized at
30 kHz after being amplified (10009) and band-pass filtered
(600–6000 Hz) using a dedicated AC-differential amplifier
(NL104A, Digitimer, Hertfordshire, UK). The neuronal sig-
nals were also fed into a Grass Audioamplifier (AM8, Indi-
anapolis, IN) for audio-feedback during recording.
Electrodes were placed in an electrode holder and
moved using a scientific micromanipulator (IVM-3000,
Scientifica, UK) under computer control (LinLab soft-
ware, Scientifica, UK). The electrode was positioned on
the surface of the brain using an otolaryngological micro-
scope and then advanced through the striatum at a rate
of between 1 and 2 lm per second. The search was con-
centrated on, but not limited to, the dorsomedial stria-
tum, both ipsilateral and contralateral to the stimulation.
There were 3–4 recorded tracks made per animal, which
were at least 300 lm apart to allow searching in a variety
of areas and also to ensure that the tracks did not affect
one another. When neuronal spikes were seen in the
trace, they were classified as either responsive or nonre-
sponsive to the vestibular stimulation. If a neuron did
not obviously respond to vestibular stimulation, that is,
with a 3–4 spike/s change in spontaneous activity within
several seconds, the electrode was advanced further.
Data Analysis
All data analysis was performed offline using Spike 2. All
neurons that fired during recording were analyzed for
wave classification and firing pattern. Cells were classified
as either “M” units or “F” units as described by Berke
et al. (2004). In brief, peak width and valley width were
measured at half maximum. “M” units have firing rates
of less than 5 Hz and a valley width of more than 300 ls,
whereas “F” units have a firing rate of greater than 2 Hz
and a valley width of less than 265 ls and a peak width
of less than 120 ls. “M” units were identified as likely to
be medium spiny neurons whereas “F” units were identi-
fied as fast spiking neurons and were therefore likely to
be interneurons (Berke et al. 2004). The firing patterns of
the neurons were analyzed to determine the different
types of responses seen. The neurons were divided into 5
categories: singles spikes, paired spikes, spike trains, single
bursts, and burst trains (see Table 1).
Neurons were classified as responsive to vestibular
stimulation if their firing was consistently phase-locked to
the vestibular stimulation. Responsive neurons were clas-
sified by cell type (either “M” or “F” units) and the
latency of the response following the stimulation was
measured from the last part of the stimulus artifact to the
first spike of the responsive cells.
Histology for electrode placement
At the completion of the recording experiments, the
whole brain was rapidly removed and placed in 10%
A
B
Figure 2. (A) Example of an eye movement trace of the ipsilateral
eye in response to vestibular stimulation in a single rat. The animal
received five 1 s stimulations (100 Hz, 400 lA) with 0.5 s in
between. Eye movement was measured as the change in the angle
of rotation from the “zero” around the pupil of the eye. (B)
Threshold for nystagmus production in urethane-anesthetized rats
undergoing electrical vestibular stimulation at 100 Hz. Data are
shown as number of animals with thresholds as specific amplitudes
(lA) (n = 22).
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formalin solution. Forty-eight hours before sectioning, the
brains were transferred to a phosphate buffer with 30%
sucrose solution. The brains were cut into 40 lm sections
using a freezing microtome between !18°C and !20°C.
Sections were incubated with 0.0015% cresyl violet diluted
with 1 M acetic acid for 30 min. The slides were exam-
ined under a light microscope (Nikon Elipse, Ni-E) to
determine the electrode placement.
c-Fos study
Stimulation
For the c-Fos study, a square wave stimulation train at
100 Hz (usually 300–400 lA) for 10 min was used; in
separate groups of animals from the elecrophysiological
study, stimulation was delivered at 19, or 29, the nystag-
mus threshold. For sham control animals the surgical
procedure was identical; however, the animals did not
receive any vestibular stimulation and they were not
tested for nystagmus.
Tissue collection and sectioning
Ninety minutes after the end of the stimulation, while still
anesthetized, animals were euthanized and underwent tis-
sue fixation via perfusion with 4% paraformaldehyde
(PFA). The brains were dissected out, post-fixed and fro-
zen for sectioning. Forty-micrometer coronal sections
were collected throughout the basal ganglia using a sys-
tematic random collection method in order to allow for
stereological counting (see below).
Immunohistochemistry
All steps were carried out at room temperature unless
otherwise stated. Antigen retrieval was then performed
by incubating the sections in citrate buffer (pH 6) at
90°C for 10 min. The sections were incubated with 5%
heat-inactivated normal goat serum (NGS, Sigma) for 2 h
before being incubated with polyclonal rabbit anti-c-Fos
primary antibody (1:2000, sc-52; Santa Cruz Biotechnol-
ogy, Inc.) overnight at 4°C. The NGS as well as the anti-
bodies were prepared in 0.01 M PBS containing 1%
bovine serum albumin (BSA, Glibco) and 0.2% Triton
X-100. Following the primary antibody incubation the
sections were washed with a high salt antibody washing
buffer (0.01 M PBS containing 2% low-fat milk powder
(Pams), 1% NaCl (BDH) and 0.5% Triton X-100) and
were incubated with 0.5% H2O2 in 0.01 M PBS for
10 min. The sections were then incubated with an HRP-
conjugated goat anti-rabbit secondary antibody (1:400;
SC-2004; Santa Cruz Biotechnology, Inc.) for 2 h. The
antibody complex was visualized using diaminobenzidine
(DAB).
Stereological counting
In order to estimate the total number of c-Fos-positive
cells in the striatum, an optical fractionator method was
used. Systematic random sampling is superior to indepen-
dent random sampling due to a reduction in the sampling
variance. In independent random sampling, the variance
has been shown to be proportional to 1/n for n samples
whereas systematic random sampling will produce a vari-
ance approximately proportional to 1/n2 when n system-
atically random samples are taken (West et al. 1991). In
order to systematically sample random sections for count-
ing, a random starting section was selected using a ran-
dom number generator (https://www.random.org/), then
every 18th section was included in the sample set. In
order to determine the accuracy of the estimates, the vari-
ation in the counts was calculated. The estimate was con-
sidered to be accurate if the coefficient of error (CE)
within the animal was less than half that of the observed
coefficient of variation between the animals (CV) (Gun-
dersen and Jensen 1987).
Sections were visualized under an Olympus microscope
and cell counting was performed using the optical frac-
tionator protocol of the StereoInvestigator software (Ver-
sion 10; MBF Bioscience). All cell counting was
performed using the 1009 objective lens. The sampling
protocol was optimized after trialing a number of count-
ing frames, sampling frames, and section sampling frac-
tions, in order to provide a replicable count. The count
was accepted when two repeated counts of the same brain
using different sets of sample sections produced a total
cell count within 10% of each other. It was found that
between 150 and 200 individual cells must be counted to
produce a reliable estimate of the total number of cells in
the striatum (ΣQ!). Briefly, a sampling frame of
330 9 330 lm was placed onto the sections in a random
Table 1. Classification of neuronal firing for neurons recorded in
the striatum.
Label Definition
Singles spikes A single spike with no other associated firing
Paired spikes A single burst of firing with 2 spikes
Spike trains Single spikes of the same neuron separated
by a period of greater than 0.5 sec
Burst A single burst with 3 or more spikes
Burst train Multiple spike burst firing of the same neuron
separated by a period of greater than 0.5 sec
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systematic manner and this resulted in ~400 stops per
brain. At each sampling stop, a 20 9 20 lm counting
frame was placed within the sampling frame and the
number of c-Fos-positive cells was counted within each
counting frame in a 7 lm depth (i.e., the thickness of the
counting frame) with a 10% guard zone (i.e., the distance
from the top of the slice). A c-Fos-positive cell was
counted only if it met the counting criteria described by
West (1993), that is, it was within the counting frame or
touching the inclusion lines but not the exclusion lines of
the counting frame. Only cells exhibiting clear nuclear
labeling were counted.
The total number of c-Fos-positive cells (N) in the stria-
tum was determined from the number of c-Fos-positive
cells counted (ΣQ!), the section sampling fraction (ssf = 1/
18th, every 18th section was counted), the thickness sam-
pling fraction (tsf, the ratio between the thickness of the
counting frame and the thickness of the section) and the
area sampling fraction (asf, the ratio between the area of
the counting frame and the area of the sampling frame),










The aim of the single neuron recording experiments was
to determine whether or not single striatal neurons
responded to electrical stimulation of the peripheral
vestibular system. Consequently, the statistical analyses
consisted of using v2 analyses to investigate the frequency
of neuronal types and response patterns, and a Bayesian
Markov Chain Monte Carlo (MCMC) simulation analysis
to estimate a credible interval for the number of vestibu-
lar-responsive neurons in the striatum. The v2 analyses
were v2 Goodness-of-Fit tests carried out in SPSS 24. The
Bayesian MCMC simulations were performed using R
(version 3.4.0), R Studio (version 1.0.143) as well as the
R package, rjags (version 4.6), which allowed the use of
JAGS within R (Lesaffre and Lawson 2012). Ten thousand
simulations were used. The proportion of responsive cells
was modeled as a binomial variable with P = probability
and n = no. of trials, following a beta distribution. A
Bayesian 95% credible interval was calculated. Since there
were no comparable previous data, the prior values were
set to (1,1) (Lesaffre and Lawson 2012).
For the c-Fos study, data were tested to determine
whether they fulfilled the normality assumption, natural
log transformed if they did not, and then re-tested. A lin-
ear mixed model (LMM) analysis was performed on the
data using SPSS 24, with the treatment as a between-
group factor and the side as a repeated measure
(McCulloch et al. 2008). Post hoc comparisons were con-
ducted using Bonferroni-adjusted t tests for multiple
comparisons (McCulloch et al. 2008).
Results
Single neuron recording study
From 20 rats, 507 single neurons were recorded in total.
Four hundred and fifty-four neurons recorded were M
units, and 53 were F units (v2 (1) = 317.46, n = 507,
P ≤ 0.0001). There were significant differences in the
response types (v2 (4) = 138.37, n = 513, P ≤ 0.0001).
No vestibular-responsive neurons were found at the
lower current amplitudes and only 6 were found in total
at the highest current amplitude (6/507 or 1.1%). All of
these neurons responded with an increase in firing rate;
no obvious decreases were observed (Figs. 3 and 4). Three
of these neurons were found on the ipsilateral side and 3
on the contralateral side. In these cases the firing rates of
the neurons were tightly phase-locked to the stimulus.
Figure 3 shows the response of the 6 neurons as well as
the waveforms of their action potentials. Four of these
neurons were located 3.8 mm deep into the striatum and
had the firing characteristics of medium spiny neurons.
The average response latency of 5/6 was 50 msec from
the end of the stimulus artifact (range: 33–84 msec) and
the remaining neuron had a latency of 200 msec. Fig-
ure 4A shows a peri-stimulus histogram of the mean
combined firing of all nonresponsive neurons at 13 (top)
and 39 (bottom) the threshold for nystagmus. Figure 4B
shows the mean combined firing of all 6 responsive neu-
rons at 39 the threshold for nystagmus, phase-locked to
the stimulus.
Based on 10,000 MCMC simulations, a Bayesian credi-
ble interval for the number of neurons responding to
vestibular stimulation, was estimated to be between 0.004
and 0.02, indicating that the percentage of neurons
responding to vestibular stimulation was between 0.4 and
2.0% (Fig. 5). Figure 6 shows the locations of the record-
ing electrode sites.
c-Fos study
Positve c-Fos labeling of cells in the striatum appeared as
dark brown staining of the nucleus when examined under
the microscope (see Fig. 7 for an example).
The LMM analysis demonstrated that the treatment
resulted in a significant difference in the number of
c-Fos-positive cells in the striatum (F(2,24) = 24.21,
P ≤ 0.0001; Fig. 8). However, neither the side (F
(1,24) = 0.96, P = 0.337), P ≤ 0.38) nor the side x treat-
ment interaction (F(2, 24) = 1.61, P = 0.222), P ≤ 0.22)
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was significant. Post hoc tests showed that the significant
treatment effect was due to a reduction in the number of
c-Fos-positive cells for the 29 stimulus intensity condi-
tion compared to both the sham control group
(P ≤ 0.0001) P ≤ 0.0001) and the lower stimulus intensity
condition (P ≤ 0.0001; Fig. 8) P ≤ 0.0001) (see Figs 4
and 5).
Discussion
The results of this study have demonstrated that electrical
stimulation of the vestibular labyrinth can evoke
responses in single striatal neurons, albeit in a very small
and circumscribed population. They have also demon-
strated, for the first time, that such electrical stimulation
can affect the number of cells expressing c-Fos in the rat
striatum. These results support the hypothesis that the
vestibular system and the striatum are connected synapti-
cally and that vestibular stimulation is likely to have an
influence on neuronal function in the striatum (see Stiles
and Smith 2015 for a review).
It must be considered whether the electrical stimulation
employed would have caused other nonspecific effects
through current spread. The use of a bipolar electrode
should have minimized current spread. The stimulation
intensities used were carefully calibrated to evoke
Figure 3. Examples of the firing patterns of the 6 single striatal neurons responding to electrical stimulation of the vestibular labyrinth in a
phase-locked manner, with examples of their action potential waveforms (averages of 200 action potentials; mean ! SD in red).
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vestibular nystagmus and this was confirmed using video-
microscopy (see Fig. 2). The lower intensity was the mini-
mal necessary to induce nystagmus and the higher inten-
sities, 39 that in the case of the electrophysiological
study, and 29 that in the case of the c-Fos study. It is
conceivable that the changes in neuronal activity and
c-Fos expression in the striatum were mediated partly by
effects on the auditory system. However, Rancz et al.
(2015) used comparable stimulation of the rat superior
vestibular nerve and found little evidence of auditory acti-
vation. Electrical stimulation of the round window has
been reported not to activate single neurons in the audi-
tory cortex or to induce auditory sensations in humans
(e.g., Korhuber and DaFonseca 1964; Schwartzkroin
1973). Nonetheless, this possibility cannot be excluded in
the present study. However, there is no question that the
peripheral vestibular system was activated because this
was demonstrated by the confirmation of vestibular nys-
tagmus using video-microscopy (see Fig. 2). It is unlikely
that the striatal effects were due to the higher stimulus
current causing sensory feedback from muscle contrac-
tion, because there was no evidence that the current
intensities were high enough for this and whether move-
ment occurred was carefully monitored.
Under anesthesia, the spontaneous firing of neurons in
the striatum decreases significantly (Berke et al. 2004).
Figure 4. Peri-stimulus histograms of neuronal responses to electrical vestibular stimulation. (A) Combined histogram of firing of all
nonresponsive neurons at 19 (top) and 29 (bottom) the threshold of nystagmus. (B) Combined firing of all 6 responsive neurons, at 39 the
threshold of nystagmus, phase-locked to the stimulus. Red bar represents the stimulation period. Spikes from the stimulus artifact have been
removed for clarity. Data are presented as mean (black bars) and standard deviation (gray bars).
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From 507 neurons recorded in the electrophysiological
study, only 6 neurons responded to electrical stimulation
of the vestibular labyrinth and all of these responded only
to the higher stimulus current, that is, 39 the threshold
for nystagmus. These neurons, which appeared to be
medium spiny neurons, were located equally on the sides
ipsilateral and contralateral to the stimulation and the
latencies were usually between 33–84 msec. Using Baye-
sian MCMC simulations, we estimated that the true fre-
quency of vestibular-responsive neurons in the striatum
under urethane anesthesia was between 0.4% and 2% of
the population, although our recordings were focused on
the dorsomedial area of the striatum. To the best of our
knowledge, there have been only two previous single neu-
ron studies of striatal responses to electrical stimulation
of the vestibular system, which leads to the impression
that field responses are easier to obtain than single-unit
responses (Stiles and Smith 2015). Segundo and Machne
(1956) reported that electrical stimulation of the vestibu-
lar labyrinth in cats caused an increase or a decrease in
the firing rate of single neurons in the putamen and the
globus pallidus in cats. The results were presented qualita-
tively, with no statistical analyses; however, the paper sug-
gests that responses were infrequent. The current
intensities employed were similar to the current study.
On the other hand, Matsunami and Cohen (1975) found
that electrical stimulation of the contralateral vestibular
nucleus in awake rhesus monkeys did not cause any
change in the firing rate of single striatal neurons in the
caudate nucleus, except when stimulation trains were
used and the current intensity was high enough to pro-
duce movement of the limbs. Again, the results were pre-
sented qualitatively with no statistical analyses and it was
notable that although they found no single unit responses,
they did still record field potential responses. In this
study, we could find no evidence of decreased firing in
response to vestibular stimulation, even when all of the
Figure 5. Histogram showing the results of 10,000 Bayesian
MCMC simulations to estimate the frequency of vestibular-
responsive neurons in the striatum. The Bayesian credible interval
was between 0.4% and 2.0%.
Figure 6. Schematic diagram showing the recording sites for the striatal neurons analyzed in the current study and an example of a cresyl
violet-stained section showing a typical electrode track. Scale bar = 20 lm.
Figure 7. Example of c-Fos labeling in the striatum. In order to be
counted, cells had to have clear nuclear labeling. Scale
bar = 20 lm.
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neurons recorded were combined (Fig. 4A). In the previ-
ous studies, no quantitative comparison of the response
of the different types of striatal neurons to vestibular
stimulation was provided; therefore, it is impossible to
compare the present results with those studies.
It is reasonable to ask that if the frequency of vestibu-
lar-responsive neurons in the striatum, at least under
urethane anesthesia, is between 0.4% and 2% of the neu-
ronal population, do these responses really matter? It is
impossible to answer this question based on the current
data. However, it is worth noting that the cholinergic
neurons of the striatum constitute only 1–3% of the
total population and yet are critical to striatal function
(Benarroch 2012). Whether vestibular responses are
important to striatal function remains to be seen. How-
ever, indirect evidence from studies of the effects of
vestibular activation and inactivation on locomotor
hyperactivity (Stiles et al. 2012; Antoine et al. 2013; see
Stiles and Smith 2015 for a review) and Parkinson’s
Disease (Yamamoto et al. 2005; Pan et al. 2008; Samoudi
et al. 2012; Iwasaki et al. 2014), suggests that this is
likely to be the case.
A surprising result from the c-Fos study was that
effects were obtained at the higher stimulus intensity and
this resulted in a significant decrease in the number of
cells expressing c-Fos. c-Fos has been reported to be
expressed under basal conditions in the striatum (see
Hughes and Dragunow 1995 for a review), and although
anesthetics such as urethane have been reported to sup-
press the increase in striatal c-Fos expression caused by
cocaine, it had no effect on basal c-Fos expression
(Kreuter et al. 2004). Therefore, it is unlikely that the
basal c-Fos expression observed in this study was due to
the effects of urethane. We are confident that the reduc-
tion in the number of cells expressing c-Fos, as a result of
vestibular stimulation, is a reliable result, because we
employed stereological cell counting, which has been
demonstrated to result in minimal bias in estimates of cell
number (Gundersen and Jensen 1987; West et al. 1991).
The 10 min duration of stimulation used for the c-Fos
study was initially based on previous studies of the effects
of galvanic vestibular stimulation on cell proliferation in
the hippocampus (Zheng et al. 2014), as well as pilot
data. It was assumed that briefer stimulation may not be
sufficient to alter c-Fos expression in the striatum. The
rats were sacrificed at 90 min poststimulation in order to
provide sufficient time for the c-Fos gene to be activated
and the protein to be produced (Sheng and Greenberg
1990; Jaworski et al. 1999; see Kawashima et al. 2014 for
a review). It is entirely possible that the results obtained
are specific to these stimulus conditions and the time
point chosen. Nonetheless, the decrease in the number of
cells expressing c-Fos was surprising and, ostensibly, sug-
gests that increasing activation of the peripheral vestibular
system results in reduced activation of the striatum. What
might explain such an effect? One obvious possibility is
that at higher stimulus intensities, activation of the
vestibular nerve results in the recruitment of an inhibitory
pathway, either via the vestibular nucleus or the cerebel-
lum (since it also receives direct input from the vestibular
nerve), and that, via several synapses, this leads to an
inhibitory effect in the striatum. Even within the brain-
stem vestibulo-ocular reflex pathways, it is well estab-
lished that excitation of the vestibular nerve or vestibular
nucleus neurons can result in inhibitory effects due to the
excitation of intercalated inhibitory interneurons (e.g.,
Hikosaka et al. 1980; Nakao et al. 1980, 1982; Curthoys
et al. 1981, 1984). What pathway this may be is difficult
to hypothesize without further information. However,
there is evidence that some type II neurons in the medial
vestibular nucleus, which are usually inhibitory, can be
activated by ipsilateral inhibitory type I neurons; such
inhibitory type I neurons could project outside the
vestibular nucleus, in which case activation of the ipsilat-
eral vestibular nerve would cause increased inhibition
(Curthoys et al. 1987; Smith and Curthoys 1988a,b).
Another possibility is that reduced c-Fos expression is not
necessarily indicative of decreased activation. c-Fos has
been used extensively as a marker of neuronal activation
in the CNS and there is considerable evidence to indicate
that elevated c-Fos expression reflects increased neuronal
excitation (e.g., Jaworski et al. 1999; see Kawashima et al.
2014 for a review). On the other hand, neuronal excita-
tion is not always associated with increased c-Fos
Figure 8. Estimated number of c-Fos-positive cells in the striatum
following vestibular stimulation. ***P ≤ 0.0001 for the comparison
of the higher current with both the sham groups and the lower
current group P ≤ 0.0001) (see Figs 4 and 5).
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expression (e.g., Ludwig et al. 1997). Inhibitory neurons
can also express c-Fos during increased activation (e.g.,
Staiger et al. 2002); therefore, the decreased number of
c-Fos-positive cells probably reflects a decrease in the
activation of medium spiny neurons, since they are
GABAergic inhibitory neurons representing ~95% of
striatal neurons.
It was of interest that there was no significant differ-
ence between the effects of peripheral vestibular stimula-
tion on neuronal activity or c-Fos expression in the left
and right striatum. Some previous studies have suggested
that the contralateral striatum may receive greater
vestibular input from the vestibular labyrinth (e.g.,
Segundo and Machne 1956; Spiegel et al. 1965). However,
responses have been found bilaterally (Spiegel et al. 1965;
Potegal et al. 1971) and Rancz et al. (2015) could find no
evidence of laterality in the striatal responses to vestibular
nerve stimulation. Therefore, the lack of difference in the
changes in neuronal activity and c-Fos expression found
in this study are consistent with previous electrophysio-
logical evidence in terms of the bilateral effects of vestibu-
lar stimulation on the striatum.
While the electrophysiological study showed that elec-
trical stimulation of the peripheral vestibular system
could evoked increases in firing in a small population of
striatal neurons, the c-Fos study suggested that electrical
stimulation of the vestibular system reduced the number
of cells in the striatum expressing c-Fos, in a current-
dependent manner. How can these two sets of results be
reconciled? While both sets of results support the
hypothesis that the vestibular system and striatum are
connected, it is difficult to relate them to one another at
a detailed level. The electrophysiological study used brief
stimulation at 39 the threshold whereas the c-Fos study
used current amplitudes at 19 and 29 the threshold for
vestibular nystagmus for 10 min. The electrophysiologi-
cal study involved recording sessions lasting many hours
searching for neurons that would respond to stimulation
in a phase-locked fashion, while the c-Fos study used
one time point following stimulation. Whereas the c-Fos
study used stereological methods and therefore was sub-
ject to minimal sampling bias, electrophysiological
recording of single neurons is inevitably biased by elec-
trode impedance, the depth of anesthesia, the physiolog-
ical state of the animal and whether responses have been
found in particular areas. From this viewpoint it is pos-
sible that these two sets of results represent different
populations of striatal neurons, although given the com-
mon occurrence of medium spiny neurons and the
waveforms of the action potentials of neurons recorded,
it is likely that both sets of results reflect that neuronal
category. Nonetheless, taken at face value, the electro-
physiological results suggest that activation at 39 the
threshold causes increased activity, albeit in a small
group of neurons, whereas the c-Fos results suggest that
activation of the vestibular system at 29 the nystagmus
threshold causes reduced striatal activity. One possibility
is that many neurons exhibited a decrease in firing fol-
lowing electrical stimulation of the vestibular labyrinth
but that, under urethane anesthesia, this could not be
detected because the spontaneous firing rate was so low
that decreases could not be detected. Segundo and
Machne (1956) did report that some neurons exhibited
a decrease in firing rate in response to vestibular stimu-
lation; however, this was not quantified. It is possible
that the few neurons that showed an increase in firing
were the minority and that the main effect of activation
of the vestibular system was to decrease striatal activity.
Although vestibular stimulation has been reported to
cause activation of the basal ganglia in humans (Bottini
et al. 1994; Vitte et al. 1996; Emri et al. 2003; Della-Jus-
tina et al. 2014), Jahn et al. (2004) found that this acti-
vation was reduced during imagined walking compared
to imagined standing and that imagined running was
not associated with basal ganglia activation. Recordings
from striatal neurons in alert behaving animals suggest
that neuronal activity is likely to be very specific to par-
ticular activities during locomotion in a behavioural task
(Barnes et al. 2005). Reduced neuronal activation during
electrical stimulation of the vestibular labyrinth might
partially explain why field potential responses have gen-
erally been easier to record than responses from single
neurons (Spiegel et al. 1965; Potegal et al. 1971; Mat-
sunami and Cohen 1975; Liedgren and Schwarz 1976;
Rancz et al. 2015). However, we could find no evidence
of a decrease in firing, either at the level of a single neu-
ron or by averaging across the sample of single neurons
recorded.
It is difficult to speculate about the likely route of
transmission of vestibular information to the striatum
from the activation of the vestibular labyrinth. Most of
the responses found had an average latency of 50 msec.
Schulz et al. (2009) have reported that, under urethane
anesthesia, striatal responses to visual stimuli, transmitted
through 3 synapses, had a latency of ~150 msec. There-
fore, the latencies found in this study could be consistent
with direct disynaptic pathways from the vestibular
nucleus to the striatum, for example, via the PFN (Lai
et al. 2000). However, since the cerebellum receives direct
input from the vestibular nerve, it is possible that some
of the vestibular input arises from the cerebellum rather
than the vestibular nucleus, for example, via the peduncu-
lopontine tegmental nucleus (PPT), whose neurons are
vestibular-responsive (Aravamuthan and Angelaki 2012)
and which project to the striatum (Kobayashi and
Nakamura 2003).
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