Introduction {#Sec1}
============

Intermetallic TiAl-based alloys have been considered as high temperature structural materials for a wide range of applications in the aerospace, automotive and energy industries, mainly because of their low densities, high melting temperatures, good high temperature strengths, high resistances to oxidation and excellent creep properties^[@CR1]--[@CR3]^. The exploitation of these attractive properties in industrial applications has been limited by the low ductilities and poor deformability that TiAl-based alloys exhibit at room temperature, although these shortcomings can be improved by microstructure optimization and alloy design^[@CR4],[@CR5]^. TiAl-based alloys with high Nb contents have attracted increasing attention. The addition of Nb increases the melting point and ordering temperature of the alloy, which enables the service temperatures to exceed 900 °C, and these alloys exhibit both excellent oxidation resistances and creep strengths^[@CR6]--[@CR8]^. Meanwhile, the addition of Nb can increase the critical resolved shear stress and decrease the stacking fault energy, both of which inhibit dislocation glide, and so these alloys possess high strengths at elevated temperatures^[@CR9]--[@CR12]^.

Conventional TiAl alloys with high Nb contents contain mainly α~2~ and γ phases, and can only be forged under canned or isothermal conditions^[@CR13],[@CR14]^. It has been reported that excellent hot-working characteristics can be achieved in such alloys if the volume fraction of the β phase is increased^[@CR15]--[@CR17]^. The presence of the disordered bcc β phase provides sufficient independent slip systems during the hot deformation process; this improves the deformation behavior and promotes dynamic recrystallization^[@CR18]--[@CR21]^. The β phase exhibits B2 order upon cooling to room temperature. This B2 phase is hard and brittle at lower temperatures thereby compromising the ductility, but it is soft at elevated temperatures giving reduced creep resistance^[@CR16],[@CR22]^. These issues can be ameliorated by heat treatment after hot-working to decrease the volume fraction of the B2 phase^[@CR22]--[@CR25]^. As such, a better understanding of the hot deformation behavior, and the effects of subsequent heat treatment, is required if the full potential of these alloys is to be realized.

It is important to understand the flow behavior of β-γ TiAl alloys with high Nb contents so that one can control the microstructure and mechanical properties of the workpiece during the hot working process^[@CR16],[@CR26]^. Generally, the flow behavior of materials under various hot-working conditions can be described by constitutive equations, which accurately correlate the non-linear relationships between flow stress, strain, strain rate and temperature. Sellars and McTegart proposed a hyperbolic sinusoidal Arrhenius-type form for such equations, which adapt readily to a wide range of flow stresses^[@CR27],[@CR28]^. The Zener-Hollomon parameter introduced into such Arrhenius-type equations is used to express the relation between the strain rate and the temperature, and the impact of true strain is expressed through material constants as functions of true strain. As such, hyperbolic sinusoidal Arrhenius-type constitutive equations can accurately predict flow stress values under a wide variety of hot deformation conditions. There have been previous attempts to apply constitutive equations of this type to TiAl-based alloys. For example, in studies by Gupta *et al*. on the hot deformation of alloys with 48% Al, 2% Nb and 2% Cr a constitutive equation was obtained and a processing map was constructed^[@CR29]^. Similar studies were performed by Li *et al*. on near γ-phase alloys with 45% Al, 7% Nb and 0.2% W^[@CR26]^. However, in these and most other studies on TiAl-based alloys, the constitutive equations were established based on peak flow stress values at a given strain, with little attention being paid to the effects of the strain on the material parameters. This limits the overall accuracy of such equations and restricts their application to the specific strain level(s) at which the original data were obtained. In this paper, we consider the hot deformation behavior of a β-γ Ti-Al alloy with 45% Al, 8% Nb, 2% Cr, 2% Mn and 0.2% Y. The experimental data is used to develop a constitutive equation in which the impact of true strain is incorporated using the strain iteration method. It is shown that the constitutive equation developed here can predict the flow stress accurately over a wide range of strain values. Thus, the equation covers alloys that have remarkable differences between peak and steady-state flow stress values. As a result, equations of this type can accurately describe the dynamic response of the hot deformability to the deformation parameters.

Results and Discussion {#Sec2}
======================

Microstructure and hot deformation behavior {#Sec3}
-------------------------------------------

Representative examples of a backscattered electron (BSE) SEM image and an EBSD phase map obtained from the as-cast microstructure are shown in Fig. [1](#Fig1){ref-type="fig"}. The initial microstructure exhibits mixtures of γ (gray) and B2 (bright) phases, and the identities of these phases were confirmed using the EDXS and EBSD data obtained from these regions. The EBSD phase maps indicate that the volume fraction of the B2 phase is about 11.4%.Figure 1The as-cast microstructure of the β-γ alloy Ti-45Al-8Nb-2Cr-2Mn-0.2Y: (**a**) BSE SEM image (**b**) EBSD phase map.

Examples of the experimental flow stress curves obtained from this alloy are presented in Fig. [2](#Fig2){ref-type="fig"}. These include curves for tests at each of the five testing temperatures for $\documentclass[12pt]{minimal}
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                \begin{document}$$\dot{\varepsilon }$$\end{document}$ = 0.1 s^−1^ (Fig. [2(a)](#Fig2){ref-type="fig"}) and at each of the strain rates at T = 1423 K (Fig. [2(b)](#Fig2){ref-type="fig"}). Most of flow stress curves obtained in this study exhibit a single stress peak at relatively low strain ($\documentclass[12pt]{minimal}
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                \begin{document}$$\varepsilon \,$$\end{document}$\< 0.1), followed by a decrease in flow stress with increasing strain due to dynamic recrystallization. The values of the flow stress increase with decreasing deformation temperature at a given strain rate and with increasing strain rate at a given temperature (e.g. Fig. [2(a,b)](#Fig2){ref-type="fig"}, respectively). Such behavior is expected because higher temperatures lead to increased dislocation mobilities, whereas lower strain rates allow more time for dynamic recrystallization processes to occur^[@CR20],[@CR30]^.Figure 2Examples of true stress -- true strain curves obtained from the alloy: (**a**) at a fixed strain rate and different deformation temperatures, and (**b**) at a fixed temperature and different strain rates.

Constitutive analysis {#Sec4}
---------------------

### Constitutive equation for flow stress prediction {#Sec5}

Following the work of Zener and Hollomon^[@CR31]^, the relation between the strain rate and the temperature during the hot deformation of metallic materials takes the form:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\dot{{\rm{\varepsilon }}}$$\end{document}$ is the strain rate (s^−1^); *Q* is the apparent activation energy of hot deformation (J·mol^−1^), R is the universal gas constant (8.314 J·mol^−1^·K^−1^), and *T* is the deformation temperature (K).
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                \begin{document}$$\dot{\varepsilon }$$\end{document}$ for high temperature deformation, can be described by an Arrhenius-type constitutive model^[@CR26]^. The relationship between the flow stress and the deformation parameters can be represented by the Zener-Hollomon parameter Z:$$\documentclass[12pt]{minimal}
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                \begin{document}$$Z={\rm{F}}(\sigma )=\{\begin{array}{c}{A}_{1}{\sigma }^{{n}_{1}}\\ {A}_{2}\exp (\beta \sigma )\\ A{[\sinh (\alpha \sigma )]}^{n}\end{array}\,\begin{array}{c}\text{for}\,\alpha \sigma  < 0.8\\ \text{for}\,\alpha \sigma  > 1.2\\ \text{for}\,\text{all}\,\sigma \end{array}$$\end{document}$$where: *A*~1~, *A*~2~, *A*, *α*, *n*~1~, *n* and *β* are material constants; $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma $$\end{document}$ is the flow stress (MPa), *α* is a parameter regulating the stress (MPa^−1^); and *n*~1~ and *n* are stress exponents. *α*, *β* and *n*~1~ are related by *α* = /*n*~1~.

Combining Eq. ([1](#Equ1){ref-type=""}) and Eq. ([2](#Equ2){ref-type=""}), we obtain three different Arrhenius-type equations that are applicable under different conditions. The simple exponential in Eq. ([3](#Equ3){ref-type=""}) applies at low stress levels, the power exponential in Eq. ([4](#Equ4){ref-type=""}) applies at high stress levels, and the hyperbolic sinusoidal Arrhenius-type Eq. ([5](#Equ5){ref-type=""}) is suitable for calculating and characterizing hot deformation behaviors across the entire stress range.$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\dot{\varepsilon }\exp (Q/{\rm{R}}T)={A}_{1}{\sigma }^{{n}_{1}}\,\begin{array}{c}\text{for}\,\alpha \sigma  < 0.8\end{array}$$\end{document}$$$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\dot{\varepsilon }\exp (Q/{\rm{R}}T)={A}_{2}\exp (\beta \sigma )\,\text{for}\,\alpha \sigma  > 1.2$$\end{document}$$$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\dot{\varepsilon }\exp (Q/{\rm{R}}T)=A{[\sinh (\alpha \sigma )]}^{n}\,\text{for}\,\text{all}\,\sigma $$\end{document}$$

### Determination of materials constants {#Sec6}

The material constants for Arrhenius-type behavior can be determined using flow stress data from compression tests at different temperatures and strain rates. The true stress values for the alloy considered here change with increasing true strain, so the relations between the material constants and the true strain were evaluated at different values of the true strain. Below we demonstrate this process by showing examples of the calculations for the material constants at a true strain of 0.2.

For low or high stress levels, we obtain the following formulae by taking the natural logarithms of both sides of Eq. ([3](#Equ3){ref-type=""}) and Eq. ([4](#Equ4){ref-type=""}), respectively:$$\documentclass[12pt]{minimal}
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The values of *n*~1~ and *β* can be determined from the slopes of the $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathrm{ln}\,\dot{\varepsilon }-\sigma $$\end{document}$ plot, respectively at each temperature. Figure [3 (a,b)](#Fig3){ref-type="fig"} are the corresponding plots for values measured at a true strain of 0.2. The lines shown are least squares linear regression fits to the data. For the $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathrm{ln}\,\dot{{\rm{\varepsilon }}}-\,\mathrm{ln}\,\sigma $$\end{document}$ plot in Fig. [3(a)](#Fig3){ref-type="fig"}, the slopes of the lines are very similar, particularly at the higher temperatures. The mean value of *n*~1~ obtained from the linear fits to the data at 1373 K, 1423 K and 1473 K is 3.5868. For the $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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For the entire stress range, we obtain the following formula by taking the natural logarithms of both sides of Eq. ([5](#Equ5){ref-type=""}):$$\documentclass[12pt]{minimal}
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Moreover, if we take the logarithm and partial derivatives of both sides of Eq. ([5](#Equ5){ref-type=""}), the following formula can be obtained for the activation energy.$$\documentclass[12pt]{minimal}
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Using the value of n acquired above and the mean value of the slopes for plots of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathrm{ln}[\sinh (\alpha \sigma )]-1/T$$\end{document}$ at different strain rates (shown in Fig. [4(b)](#Fig4){ref-type="fig"} for values measured at a true strain of 0.2), the value of *Q* obtained using with Eq. ([9](#Equ9){ref-type=""}) is 463.05 kJ·mol^−1^.

According to Eq. ([8](#Equ8){ref-type=""}), the value of the fitted line intercept of $\documentclass[12pt]{minimal}
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To evaluate the effects of strain on the material constants *α*, *n*, *Q* and *A*, the values of these constants were obtained following the procedure described above for true strain values from 0.05 to 0.5 in increments of 0.0125. The values obtained for *α*, *n*, *Q* and ln*A* are shown in Fig. [5(a--d)](#Fig5){ref-type="fig"}, respectively. Polynomial expressions were used to fit the variation with true strain in each case, and the degree of fit was evaluated by calculating values of the average absolute relative error (*AARE* -- defined later in Eq. [15](#Equ15){ref-type=""}) for polynomials of different order from 1 to 9. As shown in Fig. [6](#Fig6){ref-type="fig"}, the value of *AARE* decreased with increasing polynomial order up to around 7th order polynomials, but thereafter there was little further improvement. Thus the 7th order polynomials shown in Eqs ([10](#Equ10){ref-type=""}--[13](#Equ13){ref-type=""}) were used to fit the plots in Fig. [5(a--d)](#Fig5){ref-type="fig"}, respectively, and the values of the polynomial coefficients used are given in Table [1](#Tab1){ref-type="table"}.$$\documentclass[12pt]{minimal}
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Thus, using a hyperbolic sinusoidal Arrhenius-type model, a constitutive equation expressing flow stress in terms of the Zener-Hollomon parameter can be written in following form (considering Eqs ([1](#Equ1){ref-type=""}) and ([5](#Equ5){ref-type=""})):$$\documentclass[12pt]{minimal}
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### Analysis of constitutive equation accuracy {#Sec7}

The accuracy of the constitutive equation developed above can be evaluated by comparing the experimental and predicted flow stress values for the alloy considered in this study. The flow stress data obtained at different temperatures, strain rates and strains (in the range of 0.05 to 0.5 in increments of 0.025) were analyzed, and the predicted and experimental flow stress plots are presented in Fig. [7](#Fig7){ref-type="fig"}.Figure 7Comparison between the predicted and experimental flow stress at strain rate of (**a**) 0.001 s^−1^ (**b**) 0.01 s^−1^ (**c**) 0.1 s^−1^ and (**d**) 1 s^−1^.

There is a good qualitative match between the experimental and predicted data under most conditions, but there are significant deviations under specific conditions. These are most notable for tests performed at 1273 K with strain rates of 0.001, 0.1 and 1 s^−1^. Such deviations have been noted previously, for example in studies on Ti-6Al-4V by Cai *et al*.^[@CR32]^ and in studies on Ti-modified austenitic stainless steel by Mandal *et al*.^[@CR33]^. One possible source for these deviations between the predicted and experimental data is the fitting of the material constants. Eqs ([6](#Equ6){ref-type=""}) and ([7](#Equ7){ref-type=""}) apply to low and high stress levels, respectively, and the approach used here is to obtain values for *n*~1~ and *β* from the mean slopes of the corresponding $\documentclass[12pt]{minimal}
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                \begin{document}$$\dot{\varepsilon }$$\end{document}$ of 0.01 to 1 s^−1^. The cumulative *AARE* is 6.009%, which shows that the constitutive equation is a good overall fit to the experimental data. Another measure of this is shown in Fig. [9](#Fig9){ref-type="fig"}, which is a direct plot of experimental against predicted flow stress values for all of the experimental parameters considered in this study. The correlation coefficient for the least squares fit line through the data is *R* = 0.9961, which demonstrates that there is a good linear relationship between the experimental and predicted values.Figure 8Distribution of *AARE* at temperature (1273\~1473 K) and strain rate (0.001\~1 s^−1^).Figure 9Comparison between predicted and experimental data.

Conclusions {#Sec8}
===========

Experimental flow stress data have been obtained from as-cast samples of a β-γ alloy with a composition of Ti-45Al-8Nb-2Cr-2Mn-0.2Y (all in at.%) by performing isothermal hot compression tests, across a wide range of temperatures (1273--1473 K) and strain rates (0.001--1 s^−1^). In each case, the flow stress increases with decreasing deformation temperature at a fixed strain rate and with increasing strain rate at a fixed temperature.An Arrhenius-type constitutive equation for the hot deformation was established for true strain values ranging from 0.05 to 0.5. Values of the material constants (*A*, *α*, *n* and *Q*) in the constitutive equation have been determined as functions of the true strain. It has been shown that 7^th^-order polynomials are suitable to express the effect of strain on the material constants with acceptable *AARE*.A comparison of the experimental data with the values predicted data using the constitutive equation gives values for *AARE* and *R* of 6.009% and 0.9961, respectively. These measures confirm that the hyperbolic sinusoidal Arrhenius-type constitutive equation developed here is a good model for predicting the hot deformation characteristics of β-γ Ti-Al alloys of the type considered in this study.

Materials and Methods {#Sec9}
=====================

The nominal chemical composition of the β-γ Ti-Al alloy used in this study was Ti-45Al-8Nb-2Cr-2Mn-0.2Y (all in at.%). An ingot of this alloy was produced by the vacuum levitation melting. Cylindrical specimens of 15 mm in height and 8 mm in diameter were cut from the as-cast ingot. Isothermal hot compression tests were conducted using a Gleeble-1500D thermo-mechanical simulator. Each of the compression tests were performed at a constant temperature (T = 1273, 1323, 1373, 1423 and 1473 K) and strain rate ($\documentclass[12pt]{minimal}
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                \begin{document}$$\dot{\varepsilon }$$\end{document}$ = 1, 0.1, 0.01 and 0.001 s^−1^). In each case, the tests were terminated at a final reduction in height of 50%. To reduce the effects of experimental errors due to friction, the top and bottom surfaces of the specimens were polished before testing, and graphite foils were placed between the anvils and the polished specimen surfaces during the tests.

The specimens for electron back-scatter diffraction (EBSD) analysis were prepared by mechanical polishing, followed by electro-polishing using a solution of 5 vol.% perchloric acid, 30 vol.% butanol and 65 vol.% methanol under conditions of 253 K and 30 V. The samples were examined in a Zeiss Supra 55 scanning electron microscope (SEM) equipped with a HKL fast acquisition EBSD system and an Oxford X-Max energy-dispersive X-ray spectrometer (EDXS). The EBSD data were acquired over a grid of points at an interval of 0.25 μm, and the data were analyzed using HKL Channel 5 software.
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