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Abstract
Let G be a simple Lie group of real rank one, with Iwasawa decomposition KA %N and Bruhat
big cell NMA %N: Then the space G=MA %N may be (almost) identiﬁed with N and with K=M;
and these identiﬁcations induce the (generalised) Cayley transform C : N-K=M: We show
that C is a conformal map of Carnot–Caratheodory manifolds, and that composition with the
Cayley transform, combined with multiplication by appropriate powers of the Jacobian,
induces isomorphisms of Sobolev spaces HaðNÞ and HaðK=MÞ: We use this to construct
uniformly bounded and slowly growing representations of G:
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction, notation, and preliminaries
Let Sn denote the unit sphere in Rnþ1; where nX2; and o denote the point
ð0;y; 0; 1Þ: Stereographic projection is a conformal bijection from Rn,fNg to Sn
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which mapsN to o: The conformal group G of Sn (or of Rn,fNg) is a simple Lie
group. Given an Iwasawa decomposition KAN of G; we write M for the centraliser
of A in K ; and then MAN is a parabolic subgroup, which we will abbreviate to P: We
choose the decomposition so that MA stabilises both o and o; and so that P is the
stabiliser of o; then we may write MA %N for the stabiliser %P of o: Then stereographic
projection has a group theoretic interpretation: Sn may be identiﬁed with K=M; and
Rn with N; and then the stereographic projection is essentially the identiﬁcation of
the cosets n %P (where nAN) and k %P (where kAK).
This paper is about an extension of this, namely, the generalised Cayley transform
associated to a simple Lie group G of real rank one. In this case, Rn is replaced by a
nilpotent Lie group N of Heisenberg type, and K=M by a sphere with a privileged
subbundle of the tangent bundle—both are Carnot–Caratheodory manifolds. In this
paper, we examine the Cayley transform from several points of view. Our main
geometric result is that the Cayley transform is a conformal map of Carnot–
Caratheodory manifolds. Our main analytic result is that composition with the
Cayley transform and multiplication by a suitable power of the Jacobian induces
isomorphisms from Sobolev spaces HaðK=MÞ to HaðNÞ: This is obvious locally,
but the global result requires more work. Finally, we tie these results into
representation theory, and use them to construct uniformly bounded representations
pa of G on the spaces HaðK=MÞ and HaðNÞ; and estimate the growth of the
representations pa on the space HbðK=MÞ when aab: Our estimates are those
required by Julg [17] for his proof of the Baum–Connes conjecture with coefﬁcients
for the groups Spðn; 1Þ and F4;20:
In order to deal with all the real rank one simple Lie groups G simultaneously, we
use the Clifford algebra formulation of [5,6].
Our paper is structured as follows. In the rest of this section we recall some
properties of Lorentz spaces that we will use in the sequel. In Section 2 we describe
the Carnot–Caratheodory structure of N and K=M; and we study the Cayley
transform. Section 3 deals with Sobolev spacesHaðNÞ andHaðK=MÞ: In Section 4
we prove that HaðK=MÞ and HaðNÞ can be identiﬁed via the Cayley transform.
Finally, in Section 5 we use our results to construct uniformly bounded and slowly
growing representations of G:
1.1. Lorentz spaces
Suppose that ðO; mÞ is a measure space and that f :O-C is measurable. The
nonincreasing rearrangement of f is the function f  on ½0;þNÞ deﬁned by
f ðtÞ ¼ inffsA½0;þNÞ : mðfxAO : j f ðxÞj4sgÞptg:
The function f  is nonincreasing, nonnegative, equimeasurable with j f j; and right-
continuous. Next we deﬁne
jj f jjLp;qðOÞ ¼
q
p
Z N
0
ðs1=pf ðsÞÞq ds
s
 1=q
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when 1opoN and 1oqoN; and, when 1opoN and q ¼N;
jj f jjLp;NðOÞ ¼ supfs1=pf ðsÞ : sA½0;þNÞg:
Deﬁnition 1.1. When 1opoN and 1pqpN; the Lorentz space Lp;qðOÞ consists of
those measurable functions f :O-C for which jj f jjLp;qðOÞ is ﬁnite, modulo
identiﬁcation of functions which are equal almost everywhere.
It is easy to check that Lp;pðOÞ coincides isometrically with the usual Lebesgue
space LpðOÞ: Moreover, if q1oq2; then Lp;q1ðOÞ is contained in Lp;q2ðOÞ and if
1oqoN; then the dual space of Lp;qðOÞ is Lp0;q0 ðOÞ; where p0 ¼ p=ðp  1Þ and q0 ¼
q=ðq  1Þ: A good reference for Lorentz spaces is [14]. We recall a few facts from that
paper (see pp. 271 and 273).
Lemma 1.2. Suppose that 1op; q; roN and 1=q ¼ 1=r þ 1=p: Then there exists a
constant Cðp; q; rÞ; depending only on p; q and r; such that for every f in Lp;2ðOÞ and m
in Lr;NðOÞ;
jjmf jjLq;2ðOÞpCðp; q; rÞjjmjjLr;NðOÞjj f jjLp;2ðOÞ:
Lemma 1.3. Suppose that O is a unimodular locally compact topological group,
1opoqoN and 1=p þ 1=r ¼ 1=q þ 1: Then there exists a constant Cðp; q; rÞ;
depending only on p; q and r; such that for every f in Lp;2ðOÞ and k in Lr;NðOÞ;
jj f  kjjLq;2ðOÞpCðp; q; rÞjjkjjLr;NðOÞjj f jjLp;2ðOÞ:
We use the ‘‘variable constant convention’’, according to which constants are
denoted by C; C0; etc., and these are not necessarily equal at different occurrences.
All ‘‘constants’’ are positive.
2. Heisenberg type groups and the Cayley transform
2.1. Properties of Heisenberg type groups
Let n be a real nilpotent Lie algebra, with an inner product /; S; such that n may
be written as an orthogonal sum v"z; where ½v; vCz and ½z; z ¼ f0g: For Z in z;
deﬁne the map JZ : v-v by the formula
/JZX ; YS ¼ /Z; ½X ; Y S 8X ; YAv:
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Following Kaplan [18], we say that the Lie algebra n is H-type if
J2Z ¼ jZj2Iv 8ZAz; ð1Þ
where Iv is the identity operator on v: We denote the dimensions of v and z by dv and
dz: From property (1), it follows that z ¼ ½v; v; and moreover, if z is nontrivial, then
the dimension dv of v is even. A connected, simply connected Lie group N whose Lie
algebra is an H-type algebra is said to be a Heisenberg type group, or more brieﬂy,
an H-type group. The Iwasawa N-groups associated to all real rank one simple
groups are H-type. For more information about H-type groups and their connection
with Iwasawa N-groups, see [5,6].
We shall use the following properties of the map J; proved in [5, Section 1]:
JZJZ0 þ JZ0JZ ¼  2/Z; Z0SIv 8Z; Z0Az;
½X ; JZX  ¼ jX j2Z 8XAv 8ZAz;
J½X ;X 0 X ¼ jX j2PJzX X 0 8X ; X 0Av; ð2Þ
where PJzX X
0 denotes the projection of X 0 onto the space fJZX : ZAzg:
Since N is a simply connected nilpotent Lie group, the exponential mapping
is bijective. For X in v and Z in z; we denote by ðX ; ZÞ the element expðX þ ZÞ
of the group N: By the Baker–Campbell–Hausdorff formula, the group law is
given by
ðX ; ZÞðX 0; Z0Þ ¼ X þ X 0; Z þ Z0 þ 1
2
½X ; X 0 
for all X and X 0 in v and all Z and Z0 in z: The group N is unimodular and an
element dn of Haar measure on N is 2dzdX dZ; where dX and dZ are elements of the
Lebesgue measures on the real vector spaces v and z:
When t40; we deﬁne the homogeneous dilation dt on N by
dtðX ; ZÞ ¼ ðtX ; t2ZÞ 8ðX ; ZÞAN:
It is easy to check that dt is a group automorphism. We write Q for the homogeneous
dimension of N; i.e., dv þ 2dz: The function N on N given by
NðX ; ZÞ ¼
jX j4
16
þ jZj2
1=4
is a homogeneous gauge. Deﬁne dN :N  N-Rþ0 by dNðn1; n2Þ ¼Nðn11 n2Þ; then dN
satisﬁes the triangle inequality (see [8]), and is a metric.
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Deﬁnition 2.1 (see Cowling et al. [5]). We say that n satisﬁes the J2-condition if,
for any X in v and Z and Z0 in z such that /Z; Z0S ¼ 0; there exists Z00 in z
such that
JZJZ0X ¼ JZ00X :
It is known [5] that an H-type group N is the Iwasawa N-group of a real rank one
simple Lie group if and only if its Lie algebra satisﬁes the J2-condition. We shall
henceforth assume that this condition holds.
2.2. The Cayley transform
We write S for the unit sphere in v"z"R; i.e.,
S ¼ fðX 0; Z0; t0ÞAv"z"R : jX 0j2 þ jZ0j2 þ t02 ¼ 1g:
The Cayley transform C :N-S; introduced in [6], is given by
CðX ; ZÞ ¼ 1
BðX ; ZÞ

%AðX ; ZÞX ; 2Z;1þ jX j
4
16
þ jZj2

;
where AðX ; ZÞ and %AðX ; ZÞ denote the linear maps 1þ jX j2=4þ JZ and 1þ
jX j2=4 JZ on v; and the real number BðX ; ZÞ is deﬁned by
BðX ; ZÞ ¼

1þ jX j
2
4
2
þ jZj2:
Its inverse C1 :S\fog-N is given by
C1ðX 0; Z0; t0Þ ¼ 1ð1 t0Þ2 þ jZ0j2ð2ð1 t
0 þ JZ0 ÞX 0; 2Z0Þ:
Here o stands for ð0; 0; 1Þ: Note that if ðX 0; Z0; t0Þ ¼ CðX ; ZÞ; then
BðX ; ZÞ ¼ 4ð1 t0Þ2 þ jZ0j2:
When the dependence on ðX ; ZÞ in N is clear, we just write A; %A and B:
Because we assume the J2-condition, there is a simple Lie group G of real rank one
whose Iwasawa N-group is N: The subgroups K ; A and M of G are deﬁned in the
standard way: KAN is an Iwasawa decomposition of G; and M is the centraliser of A
in K: The sphere S may be identiﬁed with K=M; and the map C is essentially the
map treated by Helgason [13] (see Corollary 1.9 on p. 407 and the following
sections).
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There is a natural action of K on S by orthogonal transformations, which can be
realized so that M stabilizes o and o: We will write k  z to indicate the result of
applying k in K to z in S:
For functions f on S and g on K=M; we denote by f x and gw the corresponding
functions on K=M and on S:
We deﬁne D to be the function ðB1=4 3C1Þx on K=M: Since D is M-invariant,
we may deﬁne a function dS on S S by
dSðk1  o; k2  oÞ ¼ Dðk11 k2MÞ 8k1; k2AK :
In [2], Banner proved that dS is a distance on S:
Lemma 2.2. For all n1; n2 in N;
dSðCðn1Þ;Cðn2ÞÞ ¼ B1=4ðn1ÞB1=4ðn2ÞNðn11 n2Þ:
Proof. Banner [2] showed that 4dSðz1; z2Þ4 is equal to
/X 01; X
0
2S
2 þ j½X 01; X 02j2 þ 1 jX 01j2
 
1 jX 02j2
 
þ 1
þ 2 t01  JZ01
 
X 01; t
0
2  JZ02
 
X 02
D E
 2ð/X 01; X 02Sþ/Z01; Z02Sþ t01t02Þ; ð3Þ
where z1 ¼ ðX 01; Z01; t01Þ and z2 ¼ ðX 02; Z02; t02Þ: When h ¼ 1 or 2; write zh for
CðnhÞ ¼ CðXh; ZhÞ ¼ B1h %AhXh; 2B1h Zh; 1 2B1h ð1þ jXhj2=4Þ
 
;
where %Ah ¼ 1þ jXhj2=4 JZh andBh ¼ ð1þ jXhj2=4Þ2 þ jZhj2: Note that t0h  JZ0h ¼
1 2B1h Ah; so 4dSðz1; z2Þ4 is equal to
B11 %A1X1;B
1
2
%A2X2

 2þj B11 %A1X1;B12 %A2X2 j2
þ 2 ð1 2B11 A1ÞB11 %A1X1; ð1 2B12 A2ÞB12 %A2X2

 
þ 1þ 1B11 jX1j2
 
1B12 jX2j2
 
 2 B11 %A1X1;B12 %A2X2
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 2 2B11 Z1; 2B12 Z2

  21 2B11 1þ jX1j24

1 2B12

1þ jX2j
2
4

¼ B11 B12

B11 B
1
2
%A1X1; %A2X2h i2þB11 B12 %A1X1; %A2X2½ j j2þB1B2
þ 2 %A1X1  2X1; %A2X2  2X2h i þ ðB1  jX1j2Þ B2  jX2j2
 
 8/Z1; Z2S
 2 %A1X1; %A2X2h i  2

B1  2

1þ jX1j
2
4

B2  2

1þ jX2j
2
4

;
by (3). The equality
/ %A1X1; %A2X2S2 þ j½ %A1X1; %A2X2j2 ¼ B1B2ð/X1; X2S2 þ j½X1; X2j2Þ
is equivalent to the J2-condition (see [5, p. 25], where A is deﬁned slightly
differently). By writingAh andBh in terms of Xh and Zh and simplifying, we see that
4B1B2dSðz1; z2Þ4 is equal to
1
4
jX1j4 þ 2jX1j2jX2j2 þ jX2j4
 
þ/X1; X2S2  jX1j2 þ jX2j2
 
/X1; X2S
þ 4 jZ1j2 þ jZ2j2
 
þ 4/Z1  Z2; ½X1; X2Sþ j½X1; X2j2  8/Z1; Z2S
¼ 4N n11 n2
 4
;
as required.
This explicit calculation does not consider the ambient group G; the result can also
be derived by considering the relation between the Knapp–Stein intertwining
operators for G in the compact and noncompact pictures; indeed, the kernels of these
operators for the class-one principal series for G are powers ofN in the noncompact
picture and powers of dS in the compact picture.
The following result was proved by Banner [2].
Corollary 2.3. The Cayley transform C is 1-quasiconformal.
Proof. It sufﬁces to show that
lim
r-0
supfdSðCðn1Þ;Cðn2ÞÞ :Nðn11 n2Þ ¼ rg
inffdSðCðn1Þ;Cðn2ÞÞ :Nðn11 n2Þ ¼ rg
¼ 1 8n1AN:
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But if Nðn11 n2Þ ¼Nðn11 n3Þ ¼ r; then
dSðCðn1Þ;Cðn2ÞÞ
dSðCðn1Þ;Cðn3ÞÞ ¼
B1=4ðn3Þ
B1=4ðn2Þ
;
which can be made arbitrarily close to 1 by taking r small.
2.3. Vector fields and the Jacobian
We ﬁx orthonormal bases fEjgdvj¼1 of v and fUkgdzk¼1 of z: Given V in n; we also
write V for the associated left-invariant vector ﬁeld, i.e.,
Vf ðnÞ ¼ d
dt
f ðn exp tVÞ

t¼0
8nAN 8fACNðNÞ:
Then
Ej f ðX ; ZÞ ¼ @xj f ðX ; ZÞ þ
1
2
Xdz
k¼1
/JUk X ; EjS@zk f ðX ; ZÞ
Uk f ðX ; ZÞ ¼ @zk f ðX ; ZÞ ð4Þ
for all smooth functions f on N and ðX ; ZÞ in N; where j ¼ 1;y; dv and k ¼
1;y; dz: We write T
ð1Þ
n ðNÞ and T ð2Þn ðNÞ for the spans of the tangent vectors at n in N
associated to the Ej and to the Uk:
We endow the sphere S with the Euclidean metric, which is SOðdv þ dz þ 1Þ-
invariant. The tangent space ToðSÞ at the point o decomposes orthogonally as v"z:
Since K acts orthogonally [6, Theorem 6.1], and AdðMÞ preserves v and z; the
tangent space TzðSÞ at any point z decomposes orthogonally as T ð1Þz ðSÞ"T ð2Þz ðSÞ;
where T
ð1Þ
z ðSÞ ¼ kv and T ð2Þz ðSÞ ¼ kz when z ¼ k  o:
The Carnot–Caratheodory structure of N and S is reﬂected in the following
lemma, linking the metrics and the special subspaces of the tangent spaces.
Lemma 2.4. Suppose that VATnðNÞ and that g is a smooth curve in N for which
gð0Þ ¼ n and ’gð0Þ ¼ V : Then dNðn; gðsÞÞ ¼ OðsÞ as s-0 if and only if VAT ð1Þn ðNÞ: In
this case, dNðn; gðsÞÞ ¼ jsjjV j=2þ oðsÞ as s-0:
Similarly, suppose that VATzðSÞ and that g is a smooth curve in S for which
gð0Þ ¼ z and ’gð0Þ ¼ V : Then dSðz; gðsÞÞ ¼ OðsÞ as s-0 if and only if VAT ð1Þz ðSÞ: In
this case, dSðz; gðsÞÞ ¼ jsj jV j=2þ oðsÞ as s-0:
Proof. We prove only the second part of the lemma, as the proof of the ﬁrst part is
similar but easier. The metric dS and the subspace T
ð1Þ
z ðSÞ are both K-invariant, so it
sufﬁces to consider the case where z ¼ o:
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Suppose that X 0Av and Z0Az: Then from (3),
4dSðð0; 0; 1Þ; ðX 0; Z0; ð1 jX 0j2  jZ0j2Þ1=2ÞÞ4
¼ 2 jX 0j2  2ð1 jX 0j2  jZ0j2Þ1=2
¼ 2 jX 0j2  2þ ðjX 0j2 þ jZ0j2Þ þ 1
4
ðjX 0j2 þ jZ0j2Þ2 þ O ðjX 0j2 þ jZ0j2Þ3
 
¼ jZ0j2 þ 1
4
ðjX 0j2 þ jZ0j2Þ2 þ O ðjX 0j2 þ jZ0j2Þ3
 
:
It follows that VAT ð1Þo ðSÞ if and only if dSðo; gðsÞÞ ¼ OðsÞ as s-0; and when this is
satisﬁed, lims-0 jsj1dSðo; gðsÞÞ ¼ jV j=2 as s-0:
Lemma 2.5. Suppose that nAN and that z ¼ CðnÞ: For every vector V in T ð1Þn ðNÞ the
vector CV lies in T
ð1Þ
z ðSÞ; and vice versa. Moreover
jCV j ¼ B1=2ðnÞjV j 8VAT ð1Þn ðNÞ:
Proof. Take V in TnðNÞ; and a curve g : I-N such gð0Þ ¼ n and ’gð0Þ ¼ V : From
Lemma 2.2, dSðCðnÞ;CðgðsÞÞÞ ¼ OðsÞ as s-0 if and only if dNðn; gðsÞÞ ¼ OðsÞ as
s-0: From Lemma 2.4, we deduce that VAT ð1Þn ðNÞ if and only if CVAT ð1Þz ðSÞ:
Further, in the case when these conditions hold,
jCV j ¼ 2 lim
s-0
dSðCðnÞ;CðgðsÞÞÞ
jsj ¼ 2BðnÞ
1=2 lim
s-0
dNðn; gðsÞÞ
jsj ¼ BðnÞ
1=2jV j;
as required. &
The Jacobian determinant JC1 of the map C
1 is given by
JC1ðzÞ ¼
dðC1zÞ
dsðzÞ ¼
4
ð1 t0Þ2 þ jZ0j2
 !Q=2
for all z ¼ ðX 0; Z0; t0ÞAS\fog; where s denotes the standard measure on the sphere
(see [6, p. 234]). Clearly JC ¼ J1C1 3C ¼ BQ=2: This result may also be deduced
from the previous lemma and the fact that the Jacobian of a 1-quasiconformal map
of homogeneous manifolds is a multiple of the Qth power of the dilation factor.
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2.4. Sublaplacians
Deﬁne the sublaplacian D on N by
ðDf j f ÞN ¼
Xdv
j¼1
Z
N
jEj f ðnÞj2 dn 8fACNc ðNÞ; ð5Þ
where ð j ÞN denotes the usual inner product on L2ðNÞ: Since the ﬁelds Ej are
divergence free,
D ¼ 
Xdv
j¼1
E2j :
Similarly, we deﬁne the sublaplacian L on the sphere S by
ðLf j f ÞS ¼
Xdv
j¼1
Z
S
jWj f j2 ds 8fACNðSÞ; ð6Þ
where fWjgdvj¼1 is any set of vector ﬁelds deﬁned almost everywhere on S which form
an orthonormal basis for T
ð1Þ
z ðSÞ almost everywhere, and ð j ÞS denotes the usual
inner product on L2ðSÞ: In what follows, we will deﬁne Wj by
Wj ¼ jCEjj1CEj ¼ J1=QC1 CEj 8jAf1;y; dvg:
Note that L is K-invariant, because the action of K preserves T ð1ÞðSÞ; while the
vector ﬁelds Wj are not K-invariant, nor are they divergence free.
In the real case, when dz ¼ 0; the operatorL is the Laplace–Beltrami operator on
the Euclidean sphere. In the complex case, when dz ¼ 1; the operator L is the
laplacian considered by Geller [12] on the complex sphere.
Lemma 2.6. For every b in C and ðX ; ZÞ in N;
DJbCðX ; ZÞ ¼ Jbþ2=QC ðX ; ZÞ
dvbQ
2
þ jX j
2bQ2
4
bþ 1
2
 1
Q
 " #
:
Proof. This is a routine calculation, based on (2) and the equalities
EjðJ2=QC ÞðX ; ZÞ ¼ EjðBÞðX ; ZÞ ¼/AX ; EjS
EjðAXÞ ¼AEj þ 1
2
/X ; EjSþ J½X ;Ej 
 
X ð7Þ
for all ðX ; ZÞ in N: &
ARTICLE IN PRESS
F. Astengo et al. / Journal of Functional Analysis 213 (2004) 241–269250
Theorem 2.7. Let L be the sublaplacian on the sphere and let D be the sublaplacian on
N: Then
ðDðJ1=21=QC c 3CÞ j J1=21=QC j 3CÞN ¼ ððLþ bÞc j jÞS
for all c and j in CNðSÞ; where b ¼ ðQ  2Þdv=4:
Proof. From (6),
ðLc j jÞS ¼
Xdv
j¼1
J
1=Q
C1
CEjc j J1=QC1 CEjj
 
S
¼
Xdv
j¼1
J
1=21=Q
C Ejðc 3CÞ j J1=21=QC Ejðj 3CÞ
 
N
;
and so from (5), the product rule, the deﬁnition of the inner product on L2ðNÞ; and
integration by parts,
DðJ1=21=QC c 3CÞ j ðJ1=21=QC j 3CÞ
 
N
ðLc j jÞS
¼
Xdv
j¼1
ðEjJ1=21=QC Þc 3C j ðEjJ1=21=QC Þj 3C
 
N
h
þ ðEjJ1=21=QC Þc 3C j J1=21=QC Ejðj 3CÞ
 
N
þ J1=21=QC Ejðc 3CÞ j ðEjJ1=21=QC Þj 3C
 
N
i
¼
Xdv
j¼1
ðEjJ1=21=QC Þ2c 3C j j 3C
 
N
h
þ J1=21=QC ðEjJ1=21=QC Þ j Ejð %c 3Cj 3CÞ
 
N
i
¼
Xdv
j¼1
ðEjJ1=21=QC Þ2c 3C j j 3C
 
N
h
 EjðJ1=21=QC ðEjJ1=21=QC ÞÞc 3C j j 3C
 
N
i
¼ 
Xdv
j¼1
J
1=21=Q
C E
2
j ðJ1=21=QC Þc 3C j j 3C
 
N
h i
:
The result now follows by Lemma 2.6, with b taken to be 1=2 1=Q; and a change of
variables. &
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We now determine a fundamental solution of the ‘‘conformal sublaplacian’’ ðLþ bÞ;
i.e., a distribution u on the sphere such that ðLþ bÞu is the Dirac delta at the point o:
Theorem 2.8. The fundamental solution of Lþ b is a positive multiple of J1=21=Q
C1
:
Proof. First, for every b in C and z ¼ ðX 0; Z0; t0Þ in S\fog;
ðLþ bÞJb
C1
ðzÞ ¼  b 1
2
þ 1
Q
 
dvQ
2
J
b
C1
ðzÞ þ bQ
2
4
jX 0j2Jbþ2=Q
C1
ðzÞ
 
: ð8Þ
This formula is a simple consequence of the intertwining property of Theorem 2.7
applied to the function Jb
C1
; and Lemma 2.6.
Note that the function Jb
C1
is regular away from the pole o: When ðX 0; Z0; t0Þ is
close to o on the sphere, t0 ¼ ð1 jX 0j2  jZ0j2Þ1=2; and by arguing as in Lemma 2.4,
we see that
JC1ðX 0; Z0; t0Þ ¼ d2QS ðo; ðX 0; Z0; ð1 jX 0j2  jZ0j2Þ1=2ÞÞ
¼

ðjZ0j2 þ jX
0j4
4
þ oðjX 0j4 þ jZ0j2Þ
Q=2
^N2QðX 0; Z0Þ:
Therefore Jb
C1
is integrable on the sphere if ReðbÞo1=2: Similarly, it follows that
ðX 0; Z0; t0Þ/jX 0j2Jbþ2=Q
C1
ðX 0; Z0; t0Þ is integrable if ReðbÞo1=2 1=Q:
Following [4, Lemma 1.1], we deduce that the distribution-valued functions
b/Jb
C1
and b/jX 0j2Jbþ2=Q
C1
are holomorphic when ReðbÞo1=2 and ReðbÞo1=2
1=Q; and that they extend meromorphically to C with simple poles in f1=2þ
k=Q : kANg and f1=2þ ðk  1Þ=Q : kANg:
When ReðbÞo1=2 1=Q; we can evaluate the sublaplacian of the distribution Jb
C1
by ordinary differentiation. The conclusion follows by evaluating the limit as b tends
to 1=2 1=Q of both sides in formula (8) and checking that the residue of the
function b/jX 0j2Jbþ2=Q
C1
at 1=2 1=Q is a positive multiple of the Dirac delta at the
point o: This can be done as in [4, Remark 1.10]. &
3. Sobolev spaces on N and on K=M
3.1. Sobolev spaces on N
In this subsection, we recall some properties of Sobolev spaces on N: For further
details the reader can refer to [4,11]. In [4], the proofs are given for only some
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Iwasawa N groups, but these extend to all Heisenberg type groups with minor
modiﬁcations (see [1]).
A function f on N is said to be homogeneous of degree g (where gAC) if
f 3 dt ¼ tgf 8tARþ:
A distribution K on N is said to be a kernel of type g if it coincides with a
homogeneous function fK of degree g Q on N\fð0; 0Þg: Below, we shall use the
same notation K for the kernel K and the associated function fK :
The sublaplacian D is a densely deﬁned, essentially self-adjoint, positive operator
on L2ðNÞ: Hence it has a spectral resolution given by
D ¼
Z N
0
l dAl:
Folland [11, Proposition 3.9] proved that 0 is not an eigenvalue of D; and so we may
deﬁne the operators Da; for every a in C; by the formula
Da ¼
Z N
0
la dAl:
He also proved the following results [11, Theorem 3.15, Proposition 3.17, 3.18].
Proposition 3.1. The operators Da have the following properties:
(i) Da is closed on L2ðNÞ for every a in C;
(ii) if f is in DomðDaÞ-DomðDaþbÞ; then Daf is in DomðDbÞ and further DbDaf ¼
Daþbf : In particular, Da ¼ ðDaÞ1;
(iii) if 0oReðaÞoQ; then there exists a kernel Ra of type a; smooth in N\fð0; 0Þg;
such that Da=2f ¼ f Ra for all f in DomðDa=2Þ:
Deﬁnition 3.2. For a in ðQ=2; Q=2Þ; we deﬁne the homogeneous Sobolev space
HaðNÞ to be the completion of the space of compactly supported smooth functions
on N with respect to the norm
jj f jjHaðNÞ ¼ ðDaf j f Þ1=2N ¼ Da=2f
  
L2ðNÞ:
The spaces HaðNÞ and HaðNÞ are dual relative to the usual L2 inner product.
For f in HaðNÞ; we write @xj f and @zh f for its distributional derivatives.
We need a characterization of Sobolev spaces, due to Folland [11, Theorem 4.10]
for the nonhomogeneous Sobolev spaces HaðNÞ-L2ðNÞ for positive a; his proof
can be adapted without substantial changes to the case of homogeneous Sobolev
spaces.
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Theorem 3.3. Suppose that a is in ½1; Q=2Þ: Then f is in HaðNÞ if and only if Ej f is in
Ha1ðNÞ when j ¼ 1;y; dv; moreover, the norms jj f jjHaðNÞ and
Pdv
j¼1 jjEj f jjHa1ðNÞ
are equivalent.
The following Sobolev immersion properties hold.
Proposition 3.4. If f is a continuous and compactly supported function on N; then f is
in the Sobolev space HaðNÞ for every a in ðQ=2; 0; and moreover
jj f jjHaðNÞpCajj f jjLp;2ðNÞ;
where 1=p ¼ 1=2 a=Q:
Proof. The proposition is true if a ¼ 0: If a is in ðQ=2; 0Þ; then by item (iii) of
Proposition 3.1,
Da=2f ¼ f Ra;
where Ra ¼ ONðaþQÞ and O is homogeneous of degree 0 and smooth away from
the identity. Since jRajpCNðaþQÞ; and ðNðaþQÞÞðtÞ ¼ Ctð1þa=QÞ when t40; it
follows that Ra is in Lr;NðNÞ when 1=r ¼ 1þ a=Q:
If 1=p ¼ 1=2 a=Q; then 1opo2 and 1=p þ 1=r ¼ 1=2þ 1: Therefore, by Lemma
1.3 and the unimodularity of N;
Da=2f
  
L2ðNÞ¼ jj f RajjL2ðNÞpCajjRajjLr;NðNÞjj f jjLp;2ðNÞ;
as required. &
By duality, we obtain the following result.
Corollary 3.5. If 0oaoQ=2 and 1=p ¼ 1=2 a=Q; then HaðNÞ is contained in
Lp;2ðNÞ; and moreover
jj f jjLp;2ðNÞpCajj f jjHaðNÞ 8fAHaðNÞ:
The rest of this subsection deals with multiplier theorems on Sobolev spaces on N:
Theorem 3.6 below was ﬁrst proved in [4] for the Iwasawa N groups corresponding
to the real, complex and quaternionic hyperbolic spaces. The methods arise in works
of Strichartz [21] and Lohoue´ [19].
For k in Zþ; let Dk denote the set of all differential operators of the form
Ej1Ej2?Ejk ;
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where 1pj1; j2;y; jkpdv; D0 denotes the set containing the identity operator.
For a real number g and a nonnegative integer d; denote byMg;dðNÞ the space of
functions m in CdðN\fð0; 0ÞgÞ such that
jDkmjpCkNgk 8DkADk 8kAf0; 1; 2;y; dg:
For a real number a; deﬁne Jan to be the integer such that a  Jan is in ð1; 0;
and, for a and b real, deﬁne the nonnegative integer dða;bÞ by
dða;bÞ ¼
maxð0;JanÞ if bX0;
maxð0;J bnÞ if bo0:

Theorem 3.6. Suppose that Q=2oapboQ=2; g ¼ b a and d ¼ dða;bÞ; and that m
is in Mg;dðNÞ: Then pointwise multiplication by the function m defines a bounded
operator from HbðNÞ to HaðNÞ:
Proof. For m in Mg;dðNÞ; deﬁne the operator LðmÞ by LðmÞf ¼ mf ; for every
measurable function f on N: The proof may be divided into ﬁve steps.
First, if ap0; bX0 and g ¼ b a; then LðmÞ is bounded from HbðNÞ toHaðNÞ
for all m inMg;dðNÞ: This is an immediate consequence of Lemma 1.2, Proposition
3.4 and Corollary 3.5.
Next, if a ¼ b ¼ 1; then LðmÞ is bounded on H1ðNÞ for all m in M0;1ðNÞ: This
follows from Theorem 3.3, the previous step, and the equality
Ejðmf Þ ¼ ðEjmÞf þ mðEj f Þ 8jAf1;y; dvg 8fACNc ðNÞ:
Third, if 1pap1; then LðmÞ is bounded on HaðNÞ for all m in M0;1ðNÞ; by
complex interpolation and duality.
Fourth, if 0oaoQ=2 and d ¼ Jan; then LðmÞ is bounded onHaðNÞ for all m in
M0;dðNÞ: Indeed, if DdADd and f is a smooth function on N; then Ddðmf Þ is a ﬁnite
sum of terms of the form DsmDdsf ; where DsADs and DdsADds; the result now
follows from Theorem 3.3, Proposition 3.4, Corollary 3.5, and the preceding steps.
Finally, the case where Q=2oapboQ=2 follows by duality and complex
interpolation. &
Further details can be found in [1].
Corollary 3.7. Suppose that Q=2oapboQ=2; and g is in C and ReðgÞ ¼ b a: If m
in CNðN\fð0; 0ÞgÞ is homogeneous of degree g; then pointwise multiplication by m
defines a bounded operator from HbðNÞ to HaðNÞ:
Proof. The hypotheses imply that m is inMReðgÞ;dðNÞ for every nonnegative integer
d: The result follows by Theorem 3.6. &
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We shall be interested in the case where the multiplier function is a power of the
Jacobian of the Cayley transform multiplied by a polynomial.
The degree of a polynomial in the variables x1; x2;y; xdv ; z1; z2;y; zdz is deﬁned
by saying that the monomial xrj z
s
i has degree r þ 2s:
Lemma 3.8. Suppose that gAC and that DkADk where kAN: Then
(i) DkðJg=2QC Þ ¼
P
0prp3k J
ðgþkþrÞ=2Q
C Pr; where Pr is a polynomial of degree r;
(ii) jDkðJg=2QC ÞjpCk;gJðReðgÞþkÞ=2QC ;
(iii) jDkðJg=2QC ÞjpCk;gNReðgÞk on N\fð0; 0Þg; when ReðgÞX k:
Proof. This is a routine calculation, based on formulae (7). &
Corollary 3.9. Suppose that mz;t ¼ ðJz=QC 3 detÞJz=QC ; where zAC and tAR; and that
Q=2oaoQ=2: Then there exists a constant C; independent of t; such that
jjmz;t f jjHaðNÞpCð1þ e2t ReðzÞÞjj f jjHaðNÞ 8fAHaðNÞ:
Proof. Recall that JC ¼ BQ=2: First we prove that mz;t is in M0;dðNÞ for every
nonnegative integer d: For every ðX ; ZÞ in N;
jmz;tðX ; ZÞj ¼ Jz=QC 3 det
 
J
z=Q
C ðX ; ZÞ
 
¼ ð1þ jX j
2=4Þ2 þ jZj2
ð1þ e2tjX j2=4Þ2 þ e4tjZj2
 !ReðzÞ=2
¼ e2 ReðzÞt ð1þ jX j
2=4Þ2 þ jZj2
ðe2t þ jX j2=4Þ2 þ jZj2
 !ReðzÞ=2
:
Considering separately the four cases for the signs of t and ReðzÞ; we see that
jmz;tjpe2 ReðzÞt if ReðzÞto0; and jmz;tjp1 if ReðzÞtX0:
For every Dd in Dd ; Ddðmz;tÞ is a ﬁnite sum of terms of the form
Ds J
z=Q
C 3 det
 
Dds Jz=QC
 
;
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where DsADs and DdsADds; and by Lemma 3.8, each of these terms can be
estimated as follows:
Ds J
z=Q
C 3 det
 
Dds Jz=QC
   ¼ ets DsJz=QC  3 det Dds Jz=QC  
pCjmz;tjets Js=2QC 3 det
 
J
ðdsÞ=2Q
C
pC 1þ e2t ReðzÞ
 
NsJðdsÞ=2QC
pC 1þ e2t ReðzÞ
 
Nd
on N \fð0; 0Þg: Arguing as in the third step of the proof of Theorem 3.6, it is easy to
see that, when 0oaoQ=2 and d ¼ Jan;
jjmz;t f jjHaðNÞ
pC
Xd
s¼1
X
DsADs
jjDsðmz;tÞjjLQ=s;NðNÞ þ jjmz;tjjLNðNÞ

jj f jjHaðNÞ
pC

1þ e2t ReðzÞ
 Xd
s¼1
Ns
LQ=s;NðNÞ
þjjmz;tjjLNðNÞ

jj f jjHaðNÞ
pC 1þ e2t ReðzÞ
 
jj f jjHaðNÞ:
The case where Q=2oao0 can be treated by duality. &
3.2. The Fourier transform on K=M
We refer to [10,15,16] for further information about this subsection.
If f and g are integrable functions on K=M; and g is M-invariant, then we may
deﬁne their convolution f%g by
f%gðk1MÞ ¼
Z
K
f ðkMÞgðk1k1MÞ dk;
where dk is an element of the normalized Haar measure on K (so
R
K
dk ¼ 1). We
recall that the pair ðK ; MÞ is a Gelfand pair, i.e., the convolution algebra of M-bi-
invariant integrable functions on K is commutative.
We will be interested in the Fourier transform of the powers of the function D;
which are M-invariant functions on K=M:
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For an irreducible representation t of K ; we denote by V t the vector space of the
representation and by V t the subspace of M-invariant vectors, i.e.,
V tM ¼ fvAV t : tðmÞv ¼ v 8mAMg:
Then V tM ¼ f0g or V tM is one-dimensional; in the latter case, we say that t is class
one, we write tAT ; and we deﬁne the spherical function ft by
ftðkÞ ¼ /v0 j tðkÞv0S 8kAK ;
where v0 is a unit vector in V
t
M : The Fourier transform of an M-invariant function
f on K=M is given by
bf ðtÞ ¼ Z
K
f ðkMÞftðkÞ dk 8tAT :
Let t be a class one representation and v be in the representation space V t; we deﬁne
the function fv on K by
fvðkÞ ¼ /v j tðkÞv0S 8kAK :
The function fv is continuous and M-right-invariant, so it may be identiﬁed with a
continuous function on K=M: This gives a correspondence between vectors in V t
and continuous functions on K=M; and henceforth we will think of V t as a space of
functions on K=M: It is known that
L2ðK=MÞ ¼ M
tAT
V t: ð9Þ
Then any f in L2ðK=MÞ may be written as PtAT atYt; where the at are complex
numbers and the Yt are unit vectors in V
t; and
P
tAT jatj2 ¼ jj f jj2L2ðSÞ:
In the degenerate case where dz ¼ 0; provided that dvX2; the subspaces of
spherical harmonics of degree d are K-invariant and irreducible. For every d in N;
we denote by td the corresponding class one representation.
In the other cases, the space of spherical harmonics of a given degree are not
always irreducible; one has to restrict attention to ‘‘bigraded’’ spherical harmonics.
Roughly speaking, to any class one representation there corresponds a pair of
integers ðd; hÞ: When dz ¼ 1 (the complex case) we consider ðd; hÞ inN2: When dz ¼ 3
(the quaternionic case) or dz ¼ 7 (the octonionic case), we consider only pairs of
integers ðd; hÞ where dXhX0:
Johnson and Wallach [15,16] proved the next result.
For every a in C\f0;1;2;yg; deﬁne
Aa ¼ 2aþQ=2 Gððdv þ dz þ 1Þ=2ÞGðaÞGððQ þ 2aÞ=4ÞGððdv þ 2þ 2aÞ=4Þ:
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In the real case, the Fourier transforms of the powers of D can be thought of as
functions of d in N; and ðD2aQÞ4ðtdÞ is equal to
Aa
Yd
j¼1
Q=2 aþ j  1
Q=2þ aþ j  1
 
¼ Aa GðQ=2 aþ dÞGðQ=2 aÞ
GðQ=2þ aÞ
GðQ=2þ aþ dÞ: ð10Þ
In the other cases, ðD2aQÞ4ðtd;hÞ is equal to
Aa
Yd
j¼1
Q=2 aþ 2j  2
Q=2þ aþ 2j  2
 Yh
j¼1
dv  2aþ 4j  2
dv þ 2aþ 4j  2
 
¼ Aa GðQ=4 a=2þ dÞGðQ=4þ a=2þ dÞ
GðQ=4þ a=2Þ
GðQ=4 a=2Þ
 Gððdv þ 2 2aÞ=4þ hÞ
Gððdv þ 2þ 2aÞ=4þ hÞ
Gððdv þ 2þ 2aÞ=4Þ
Gððdv þ 2 2aÞ=4Þ ð11Þ
for ðd; hÞ in N2 or ðd; hÞ such that dXhX0:
The point of this result in the work of Johnson and Wallach is to compute the
Fourier transform of the Knapp–Stein intertwining operator (in the compact
picture); the positivity of this operator implies the existence of complementary series.
3.3. Sobolev spaces on K=M
Deﬁne the sublaplacian Lx on K=M by
Lxf x ¼ ðLf Þx fACNðSÞ:
By Theorem 2.8,
ðLx þ bÞ4 ¼ CððD2QÞ4Þ1;
where the constant C depends on dv and dz and can be computed by evaluating the
Fourier transform of ðLx þ bÞ f when f ¼ 1 on K : Using formulae (10) and (11), we
see that, in the real case,
ðLx þ bÞ4ðtdÞ ¼ Q
2
 1þ d
 
Q
2
þ d
 
; ð12Þ
while in the other cases,
ðLx þ bÞ4ðtd;hÞ ¼ Q
2
 1þ 2d
 
dv
2
þ 2h
 
: ð13Þ
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Since Lx is M-invariant, it acts on V t by scalar multiples, say
LxYt ¼ ltYt 8tAT 8YtAV t;
then
lt ¼ ðLx þ bÞ4ðtÞ  b:
Suppose that a is real. We can deﬁne real powers of the conformal sublaplacian by
requiring that
ðLx þ bÞaYt ¼ ðlt þ bÞaYt 8YtAV t:
Take f in L2ðK=MÞ: According to (9), we write f as PtAT atYt; where the Yt are
unit vectors in V t and at lie in C: Suppose thatX
tAT
jatj2ðlt þ bÞ2aoN:
Then
ðLx þ bÞaf ¼
X
tAT
ðlt þ bÞaatYt:
Deﬁnition 3.10. For real a; we deﬁne the Sobolev space HaðK=MÞ to be the
completion of the space of smooth functions on K=M; with respect to the norm
jj f jjHaðK=MÞ ¼ ðLx þ bÞa=2f
  
L2ðK=MÞ
8fACNðK=MÞ:
We note that if aob; thenHbðK=MÞ is continuously embedded inHaðK=MÞ; for
the eigenvalues lt are nonnegative. The spacesHaðK=MÞ andHaðK=MÞ are dual
with respect to the L2 inner product.
Proposition 3.11. Suppose that aX2: Then f is in HaðK=MÞ if and only if f is in
L2ðK=MÞ and Lxf is in Ha2ðK=MÞ; moreover the expressions jj f jjHaðK=MÞ and
jj f jjL2ðK=MÞ þ jjLxf jjHa2ðK=MÞ are equivalent.
Proof. This is routine. &
Proposition 3.12. Suppose that a is in ðQ=2; Q=2Þ\Z: Then the operator
f/f%D2aQ
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is bounded with a bounded inverse from HaðK=MÞ to HaðK=MÞ: Its norm is
bounded by a constant multiple of jcðaÞj1; and its inverse is a constant multiple of
f/cðaÞcðaÞ f%D2aQ;
where
cðaÞ ¼ GððQ  2aÞ=4ÞGððdv þ 2 2aÞ=4Þ
GðaÞ2a :
Proof. The Fourier transforms of D2aQ and ðLx þ bÞa can be evaluated using
formulae (10)–(13). It is easy to check that
jðD2aQÞ4ðtÞððLx þ bÞaÞ4ðtÞjpCjcðaÞj1 8tAT ;
where C depends on the dimensions dv and dz: Suppose that f is in C
NðK=MÞ and
f ¼PtAT atYt: Then
f%D2aQ ¼
X
tAT
ðD2aQÞ4ðtÞatYt:
Moreover,
f%D2aQ
  2
HaðK=MÞ¼
X
tAT
jððLx þ bÞa=2Þ4ðtÞj2jðD2aQÞ4ðtÞj2jatj2
¼
X
tAT
jlt þ bj2ajðD2aQÞ4ðtÞj2jlt þ bjajatj2
pCjcðaÞj2
X
tAT
jlt þ bjajatj2
¼CjcðaÞj2jjðLx þ bÞa=2f jj2L2ðK=MÞ
¼CjcðaÞj2jj f jj2HaðK=MÞ:
The inverse may be evaluated by observing that the product of the Fourier
transforms of D2aQ and D2aQ is ðcðaÞ cðaÞÞ12Q Gððdv þ dz þ 1Þ=2Þ2; i.e.,
D2aQ%D2aQ ¼ 2Q Gððdv þ dz þ 1Þ=2Þ
2
cðaÞcðaÞ d;
where d denotes the Dirac delta at the identity. &
Analogous results can be proved for the group N: The Fourier transforms of
powers of the homogeneous norm and of the sublaplacian D on N are well known
[4,7]. Similar arguments to those we used for K=M yield the following proposition.
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Proposition 3.13. Suppose that a is in ðQ=2; Q=2Þ\Z: The map
F/F N2aQ
is an invertible bounded operator from HaðNÞ to HaðNÞ: Its norm is bounded by a
constant multiple of jcðaÞj1; and its inverse is a constant multiple of
F/cðaÞcðaÞF N2aQ;
where
cðaÞ ¼ GððQ  2aÞ=4ÞGððdv þ 2 2aÞ=4Þ
GðaÞ2a :
Theorem 3.14. If f is a continuous function on K=M; then f is in the Sobolev space
HaðK=MÞ for every a in ðQ=2; 0 and moreover
jj f jjHaðK=MÞpCajj f jjLp;2ðK=MÞ;
where 1=p ¼ 1=2 a=Q: If 0paoQ=2; then HaðK=MÞ is contained in Lp;2ðK=MÞ;
where 1=p ¼ 1=2 a=Q; and moreover
jj f jjLp;2ðK=MÞpCajj f jjHaðK=MÞ 8fAHaðK=MÞ:
Proof. The proofs of these results are variants of the proofs of Proposition 3.4.
When a ¼ 0; the result is trivial. Arguing as in Proposition 3.12, one can prove that
when a is in ðQ=2; 0Þ\Z; there exists a constant C such that
jj f jjHaðK=MÞpCjj f%DaQjjL2ðK=MÞ
for all f in HaðK=MÞ: We only need to know that DaQ is in Lr;NðSÞ when
1=r ¼ 1þ a=Q: This can be proved as in Theorem 2.8. The result follows by Lemma
1.3, complex interpolation and duality. &
4. The main result
The purpose of this section is to show that the operator Ta; deﬁned by
TaF ¼ J1=2a=QC1 F 3C1
 x
8FACNc ðNÞ;
is bounded with a bounded inverse from HaðNÞ to HaðK=MÞ; when
Q=2oaoQ=2: Formally,
T1a f ¼ J1=2a=QC f w 3C 8fACNðK=MÞ:
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It is straightforward that T0 is a multiple of an isometry. Moreover, by Theorem 2.7,
the operator T1 is a multiple of an isometry.
The preceding formulae make sense also for complex values of a; and sometimes
we shall consider the operators Ta for complex a:
Lemma 4.1. Suppose that a is in C and ReðaÞo0: Then
TaðF N2aQÞ ¼ sðSÞðTaFÞ%D2aQ 8FACNc ðNÞ:
Proof. Suppose that a is in C and ReðaÞo0: By Lemma 2.2, for every F
in CNc ðNÞ;
ðTaðF N2aQÞÞwðzÞ
¼ J1=2þa=Q
C1
ðzÞ
Z
N
Fðn1ÞN2aQðn11 C1ðzÞÞ dn1
¼
Z
N
Fðn1ÞJ1=2þa=QC ðn1Þ d2aQS ðCðn1Þ; zÞ dn1
¼
Z
S
J
1=2a=Q
C1
ðz1ÞðF 3C1Þðz1Þ d2aQS ðz1; zÞ dsðz1Þ:
Therefore
TaðF N2aQÞðkMÞ ¼ sðSÞ
Z
K
TaFðk1MÞD2aQðk11 kMÞ dk1
¼ sðSÞðTaFÞ%D2aQ;
as required. &
Our main result is the following relation between homogeneous Sobolev spaces on
N and Sobolev spaces on K=M: The real case of this theorem may be found in
Branson [3].
Theorem 4.2. Suppose that Q=2oaoQ=2: Then the map
Ta : F/ðJ1=2a=QC1 F 3C1Þ
x
is a bounded invertible operator from HaðNÞ to HaðK=MÞ:
Proof. We suppose that Q44: When Qp4; matters can be simpliﬁed.
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Let F be a smooth function with compact support on N: By Theorem 2.7 and
Leibniz’ rule,
½ðLx þ bÞðTaFÞw 3C ¼ J1=21=QC DðJ1=21=QC ðTaFÞw 3CÞ
¼ J1=21=QC DðJða1Þ=QC FÞ
¼ Ta2

DF þ mð2Þa F þ
Xdv
j¼1
m
ð1Þ
a; jEjF
" #w
3C; ð14Þ
where
mð2Þa ðX ; ZÞ ¼ ða 1ÞJ2=QC ðX ; ZÞ
dv
2
þ Q
8
 a
4
 
jX j2
 
m
ð1Þ
a; jðX ; ZÞ ¼ ð1 aÞJ2=QC ðX ; ZÞ/AX ; EjS;
for all ðX ; ZÞ in N: Note that mð2Þa and mð1Þa; j are in M2;d and M1;d ; for every
nonnegative integer d:
We extend the deﬁnition of Ta to obtain an analytic family of operators Tz for
ReðzÞ in ½0; Q=2Þ; by
TzF ¼ J1=2z=QC1 F 3C1
 x
8FACNc ðNÞ:
It is easy to prove that, when ReðzÞ ¼ 0; the operators Tz are multiples of isometries
from L2ðNÞ to L2ðK=MÞ:
Suppose now that ReðzÞ ¼ 2; i.e., z ¼ 2þ iy where y is in R: Since T0 is L2
bounded, from Theorem 3.3, Theorem 3.6 and formula (14),
jjT2þiyF jjH2ðK=MÞ
¼ Lx þ b  T2ðJiy=QC FÞ   
H0ðK=MÞ
¼ T0

D Jiy=QC F
 
þ mð2Þ2 Jiy=QC F þ
Xdv
j¼0
m
ð1Þ
2; jEj J
iy=Q
C F
 



L2ðK=MÞ
pC

DðJiy=QC FÞ
  
L2ðNÞ
þ mð2Þ2 Jiy=QC F
  
L2ðNÞ
þ
Xdv
j¼0
m
ð1Þ
2; jEjðJiy=QC FÞ
  
L2ðNÞ

pC Jiy=QC F
  
H2ðNÞ
pCjjF jjH2ðNÞ:
By Stein’s complex interpolation theorem [20], the operators Ta are bounded from
HaðNÞ to HaðK=MÞ for every a in ½0; 2:
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We write ½0; Q=2Þ ¼ SQ=21h¼0 ½h; h þ 1Þ and we proceed by induction on h: We have
just proved that Ta is bounded when a is in ½0; 2: Now suppose that Ta is bounded
when a is in ½0; h þ 1Þ; and let a be in ½h þ 1; h þ 2Þ: By (14), the inductive hypothesis,
Theorems 3.3 and 3.6,
jjTaF jjHaðK=MÞ
pC jjDF jjHa2ðNÞ þ mð2Þa F
  
Ha2ðNÞþ
Xdv
j¼1
m
ð1Þ
a; jEjF
  
Ha2ðNÞ
 !
pC jjF jjHaðNÞ þ
Xdv
j¼1
jjEjF jjHa1ðNÞ
 !
pCjjF jjHaðNÞ:
This proves that Ta is bounded when a is in ½0; Q=2Þ:
Now take a in ðQ=2; 0Þ\Z and F inHaðNÞ: By Proposition 3.12 and Lemma 4.1,
ðTaFÞ ¼ CcðaÞcðaÞTaðF N2aQÞ%D2aQ:
From above, Ta is bounded from HaðNÞ to HaðK=MÞ; and it follows Ta is
bounded from HaðNÞ toHaðK=MÞ when a is in ðQ=2; 0Þ\Z by Propositions 3.12
and 3.13. More precisely,
jjTaF jjHaðK=MÞ ¼CjcðaÞ cðaÞj TaðF N2aQÞ%D2aQ
  
HaðK=MÞ
pCjcðaÞj F N2aQ  
HaðNÞ
pCjjF jjHaðNÞ:
As before, we use complex interpolation to prove that Ta is bounded when a is an
integer and Q=2oao0:
Finally, denote by Ta the adjoint of Ta: Note that T

a ¼ T1a : By duality, it follows
that T1a is bounded from H
aðK=MÞ to HaðNÞ when a is in ðQ=2; Q=2Þ: &
5. Representations
We now apply our work on the Cayley transformation to representation theory.
Recall that the simple group G acts on the quotient space G= %P; where %P is a
parabolic subgroup of G; and that G= %P may be identiﬁed with the one-point
compactiﬁcation N,fNg of N or with K=M: This gives rise to (nonmeasure-
preserving) actions of G on N,fNg and on K=M (we will just write g  n and g  kM
to indicate the result of applying g to n or to kM). In turn these actions give rise to
representations of G on spaces of functions on N,fNg and K=M:
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For l in C; we deﬁne representations pl and *pl on functions on N and on K=M by
the formulae
plðgÞf ðnÞ ¼ dðg
1  nÞ
dn
 1=2l=Q
f ðg1  nÞ
*plðgÞf ðkMÞ ¼ dðg
1  kMÞ
dkM
 1=2l=Q
f ðg1  kMÞ;
where the ‘‘derivatives’’ are to be interpreted in the sense of Radon–Nikodym. These
are known as the noncompact and compact versions of the class 1 principal series
representations of G:
Now the action of G on K=M induces an action on S (denoted similarly), and
clearly
dsðg1  zÞ
dsðzÞ ¼
dðg1  kMÞ
dðkMÞ :
Further, the Cayley transform C maps N,fNg bijectively to S; and if z ¼ Cn; then
dsðg1  zÞ
dsðzÞ ¼
dsðg1  CnÞ
dsðCnÞ
¼ dsðg
1  CnÞ
dðg1  nÞ
dsðCnÞ
dn
 1
dðg1  nÞ
dn
¼ dsðCg
1  nÞ
dðg1  nÞ
dsðCnÞ
dn
 1
dðg1  nÞ
dn
¼ JCðg1  nÞJCðnÞ1 dðg
1  nÞ
dn
:
Consequently, the representations pl and *pl are linked by the equality
*plðgÞTl ¼ TlplðgÞ 8gAG:
Consider the Cartan decomposition G ¼ KAK of the simple group G: For real t;
denote by at the element in A which acts on N by the dilation
at  ðX ; ZÞ ¼ detðX ; ZÞ ¼ ðetX ; e2tZÞ 8ðX ; ZÞAN:
Theorem 5.1. Suppose that aAðQ=2; Q=2Þ: Then there exists a constant C such that,
for any l in C;
jj *plðkatk0Þ f jjHaðK=MÞpC coshðtðReðlÞ  aÞÞjj f jjHaðK=MÞ
for all t in R; all k and k0 in K ; and all f in CNðK=MÞ:
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Proof. It is clear that jj *plðkÞ f jjHaðK=MÞ ¼ jj f jjHaðK=MÞ for all k in K ; so it sufﬁces to
estimate jj *plðatÞ f jjHaðK=MÞ: It is easy to check that, for any at in A;
plðatÞF ¼ eQtð1=2l=QÞF 3 det 8tAR 8FACNc ðNÞ:
Since DðF 3 detÞ ¼ e2tðDFÞ 3 det ;
jjplðatÞF jjHaðNÞ ¼ Da=2ðeQtð1=2l=QÞF 3 detÞ
  
L2ðNÞ
¼ eQtð1=2ReðlÞ=QÞat Da=2F
 
3 det
  
L2ðNÞ
¼ etðReðlÞaÞjjF jjHaðNÞ:
Note that, for any f in CNðK=MÞ;
*plðatÞ f ¼ Ta plðatÞðmla;tT1a f Þ
 
;
where mla;t ¼ JðlaÞ=QC 3 det
 
J
ðlaÞ=Q
C : Therefore, by Theorem 4.2 and Corollary
3.9,
jj *plðatÞ f jjHaðK=MÞpCetðReðlÞaÞjjmla;tT1a f jjHaðNÞ
pCðetðReðlÞaÞ þ etðReðlÞaÞÞjjT1a f jjHaðNÞ
pC coshðtðReðlÞ  aÞÞjj f jjHaðK=MÞ;
as required. &
Corollary 5.2. Suppose that lAC and that ReðlÞ ¼ aAðQ=2; Q=2Þ: Then there exists
a constant C such that
jj *plðkatk0Þ f jjHaðK=MÞpCjj f jjHaðK=MÞ
for all t in R; all k and k0 in K ; and all f in CNðK=MÞ:
The proof of this is immediate. Recall that a representation p of a group G on a
Hilbert space is said to be uniformly bounded if there is a constant C such that
jjpðgÞjjpC for all g in G; then we have established that pl acts uniformly boundedly
onHaðK=MÞ when a ¼ ReðlÞ: Note however that the bound which is uniform for g
in G may not be uniform in l; and may blow up as a-7Q=2:
A substitute for uniform boundedness, for which the constants remain bounded as
ReðlÞ tends to 7Q=2 (but at the cost of losing uniform boundedness), is slow
growth.
Fix a proper nonnegative real-valued function f on a locally compact group G;
then a representation p of G as bounded operators on a Hilbert space is said to be
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e-slowly growing if jjpðgÞjjpCeef ðgÞ for all g in G: In the case of a semisimple Lie
group, it is natural to deﬁne f by f ðkak0Þ ¼ jjlog ajj; where aAAþ; and k; k0AK :
From our theorem, it follows that pl is an eQ=2 slowly growing representation on
HaðK=MÞ when a ¼ ð1 eÞReðlÞ; for all l such that jReðlÞjpQ=2; and further, the
constant C may be taken to be uniform for real l: This is an important feature of our
result for the applications envisaged by Julg [17].
Finally, it should be mentioned that the uniform boundedness of the representa-
tions pl (where jReðlÞjoQ=2) in the noncompact picture was established in [4].
Recently, Dooley [9] showed that, in the noncompact picture, the representations are
uniformly bounded when lAðQ=2; Q=2Þ; with a bound independent of l: For
Julg’s application, a result for the compact picture is needed. The proof here enables
us to transfer Dooley’s result to the compact picture, but as our estimates for the
map Tl between Sobolev-type spaces on N and on K=M blow up as we approach the
edge of the critical strip, the transferred estimates in the compact picture also blow
up as we approach the edge of the strip. Our result gives results for both the compact
and noncompact pictures; if it could be improved (for instance, by changing the
Sobolev spaces on N and K=M) to give estimates for Tl which stay bounded, then
we could obtain uniform boundedness a` la Dooley for both the compact and
noncompact pictures.
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