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Abstract
Given a d × d quasiconvex quadratic form, d ≥ 3, we prove that if the determi-
nant of its acoustic tensor is an irreducible extremal polynomial that is not identically
zero, then the form itself is an extremal quasiconvex quadratic form, i.e. it loses its
quasiconvexity whenever a convex quadratic form is subtracted from it. In the special
case d = 3, we slightly weaken the condition, namely we prove, that if the determinant
of the acoustic tensor of the quadratic form is an extremal polynomial that is not a
perfect square, then the form itself is an extremal quadratic form. In the case d = 3
we also prove, that if the determinant of the acoustic tensor of the form is identically
zero, then the form is either an extremal or polyconvex. Also, if the determinant of
the acoustic tensor of the form is a perfect square, then the form is either extremal,
polycovex, or is a sum of a rank-one form and an extremal, whose acoustic tensor
determinant is identically zero. Here we use the notion of extremality introduced by
Milton in [17].
Keywords: Positive biquadratic forms, Sums of squares, Extremal quasiconvex
functions, polyconvexity, rank-one convexity,
Mathematics Subject Classification: 12D15, 12E10, 15A63, 49J40, 70G75, 74B05,
74B20,
1 Introduction
Convexity is intimately tied with theromodynamic stability: if the free energy of a material
is not a convex function of the state variables, then when the material has state variables in
the non-convex portion, it will naturally phase separate into two phases, each at the end of
a tie line bridging the non-convex portion, thus reducing the energy to a linear average of
the energies of the two constituent phases (see [6] and the introduction by Arthur Wightman
in the book [12]). For elasticity, among other examples, the picture is more complicated as
when the material phase separates the displacement field (ignoring the possiblity of cracking)
must be continuous across the phase boundaries. Such phase separation is most easily seen
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in shape memory materials such as Nitinol. The simplest of all geometries for the phase
separated material is a laminate of the two phases (also known as a twinned structure when
the two phases are reflections of each other) and the continuity of the displacement field
forces the difference of the displacement gradient in one phase minus the displacement field
in the second phase to be a rank-one tensor. Thus to avoid this layering transformation the
energy f as a function of the displacement gradient must be a rank one convex function i.e.
θf(A) + (1− θ)f(B) ≥ f(θA+ (1− θ)B) (1.1)
for all θ ∈ (0, 1) and for all matrices A and B such that A − B = x ⊗ y for some vectors x
and y. More generally to avoid separation at the microscale into other geometries of possibly
lower energy (with affine boundary conditions on the displacement u at the boundary ∂Ω of
the body, i.e. u(x) = Fx for x ∈ ∂Ω for some fixed matrix F ), the energy f(∇u(x)) has to
be a quasiconvex function of ∇u(x). For more details about this theory of the stability of
energy functions for non-linear elasticity the reader is referred to [2].
The theory of quasiconvexity dates back even further to the pioneering work of Morrey
[21, 22] and has become central in the calculus of variations, material science, continuum
mechanics, topology optimization, and in the theory of composites. We refer to the book
of Dacorogna [7] and the references therein for developments of the theory of quasiconvex
analysis. In general it is very difficult to determine if a non-quadratic function is quasiconvex,
so Ball [2] introduced the notion of polyconvexity, which is an intermediate condition between
convexity and quasiconvexity: a function is polyconvex if it is a convex function of ∇u(x),
its determinant, and other minors, these latter being the null-Lagrangians or quasi-affine
functions, whose average only depends on F . If f(ξ) is quadratic then f(ξ) is polyconvex if
and only if it can be written as a sum of a convex function and a null-Lagrangian, which in
the quadratic case is a linear combination of 2× 2 minors of the matrix ξ ∈ RN×n, [7, page
192, Lemma 5.27]. There exist quadratic forms that are quasiconvex but not polyconvex,
as shown by Terpstra in [27], which in the algebraic geometry language means, there exist
nonnegative biquadratic forms that are not sums of squares, [24]. Explicit examples were
given by Serre [28,29], and later in [8] we obtained an especially simple example:
f(ξ) = ξ211 + ξ
2
22 + ξ
2
33 + ξ
2
12 + ξ
2
23 + ξ
2
31 − 2(ξ11ξ22 + ξ22ξ33 + ξ33ξ11). (1.2)
For linear elasticity a necessary condition for a body containing a linearly elastic homo-
geneous material with elasticity tensor C to be stable when the displacement is fixed at the
boundary is the Legendre-Hadamard condition, which is equivalent to rank one convexity for
C2 functions [7], that is, the quadratic form associated with C, f(ξ) = (Cξ; ξ) be rank-one
convex, i.e.,
f(x⊗ y) =
3∑
ijkℓ=1
xiyjCijkℓxkyℓ ≥ 0 ∀x, y,
which is an algebraic condition. If one has equality for some non-zero x, y then shear bands
can form. For general quadratic forms f(ξ) = (Mξ; ξ), Van Hove [30,31] proved that rank-
one convexity is equivalent to quasiconvexity. Due to this, and since we are only dealing
with quadratic functions, we will use the terms quasiconvexity and rank-one convexity inter-
changeably. Here we are interested in quadratic rank-one convex functions that are extremal
in the sense of Milton ([17, page 87, see also 18, section 25.2]):
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Definition 1.1. A quadratic quasiconvex form is called an extremal if one cannot subtract
a rank-one form from it while preserving the quasiconvexity of the form. Here, a rank-one
form is the square of a linear form.
Recall, that in traditional convex analysis an extreme point of a convex set S in a real
vector space, is a point Q ∈ S which does not lie in any open line segment joining two
different points of S. If one considers the convex cone S of all m× n quasiconvex quadratic
forms, then an extreme point Q of S in the classical sense should be identified with the whole
ray starting at the origin and passing through Q. Of course, in the classical convex analysis
setting, one can work with quadratic forms instead of rays by just defining an extreme point
as a quasiconvex form that is not a sum of two linearly independent quasiconvex forms.
As we are interested only in quasiconvex quadratic forms, in what follows we identify two
quadratic forms that differ by a Null-Lagrangian as equivalent, i.e., we consider quadratic
forms modulo Null-Lagrangians. The so-called trivial extreme points of S are the rank-one
forms, i.e., squares of linear forms. These are clearly not extremals in the sense of Milton,
nevertheless, if a ray that is not a rank-one form is an extreme point of the convex cone S,
then it is apparently an extremal in the sense of Definition 1.1. However, it is not known
if the converse implication holds, i.e., if any extremal in the sense of Milton is a non-trivial
extreme ray of S. This seems to be a highly nontrivial task. Also, recall that the Krein-
Milman theorem asserts the following: Let X be a locally convex topological vector space,
and let K be a compact convex subset of X. Then K is the closed convex hull of its extreme
points. The notion of extremality in the sense of Milton has a strong Krein-Milman property,
namely Milton [19, 20] proved that any quasiconvex quadratic form is a sum of exactly one
extremal and a polyconvex form. In the algebraic language, extremality reads as follows: A
nonnegative biquadratic form f(x ⊗ y) = ∑3ijkℓ=1 xiyjCijkℓxkyℓ is extremal, if it can not be
written as a perfect square plus a nonnegative form. In the case of degree four nonnegative
homogeneous polynomials that depend in 3 variables, a related problem was considered and
solved by Hilbert, [10], where he shows, that such polynomials are necessarily sums of perfect
squares, thus there is no extremals among them. In the case of nonnegative homogeneous
polynomials of even degree that depend on n > 2 variables, Hilbert proved, that they are
not necessarily sums of squares of polynomials, but sums of squares of rational functions.
The problem of sums of squares is well-known in algebraic geometry and a recent significant
result was obtained in [5]. Milton presented an algorithm of finding such extremal forms in
[19]. Milton also proved new sharp inequalities by using extremal forms in [19]. The first
non-trivial explicit example of an extremal quasiconvex function is that given in [8] and is the
function (1.2) (which is also extremal in the two stronger senses of extremality introduced in
that paper). Subsequently, in [9] we found a surprising and unexpected link between extremal
quasiconvex functions with orthotropic symmetry and extremal polynomials (namely those
polynomials that take only non-negative values, and which lose this property when any other
non-negative polynomial is subtracted from them). It is clear that for the quadratic form
f(ξ) = (Mξ; ξ), with ξ ∈ RN×n, the expression for f(x⊗y) can be written as xC(y)xT , where
x ∈ RN , y ∈ Rn and C(y) is an N × N symmetric matrix with its entries being quadratic
forms in y. The matrix C(y) is called the acoustic tensor of f or just the y−matrix of f(x⊗y).
The authors proved in [9], that an elasticity quasiconvex tensor (a quasiconvex quadratic
form f(ξ) that depends solely on the symmetric part of ξ) with orthotropic symmetry is
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extremal if the determinant of the y−matrix (acoustic tensor) is an extremal polynomial
that is not a perfect square, see [9, Theorem 5.1].
The goal of this work is to characterize all 3 × 3 extremals, while our final goal is to
characterize allm×n extremals. We distinguish four main cases that exhaust all possibilities:
(i) The determinant of the acoustic matrix of f(x⊗ y) is an extremal polynomial that is
not a perfect square.
(ii) The determinant of the acoustic matrix of f(x⊗ y) is equivalently zero.
(iii) The determinant of the acoustic matrix of f(x⊗ y) is an extremal polynomial that is
a perfect square.
(iv) The determinant of the acoustic matrix of f(x⊗ y) is not an extremal polynomial.
In this paper we extend the result proven in [9] to any 3 × 3 quadratic form. These of
course include forms that need not be orthotropic and which can depend not just on the
symmetric part of ξ, i.e., the strain in the elasticity context, but also on its antisymmetric
part. In this paper we study cases (i), (ii) and (iii) completely and conjecture on the case
(iv). We believe, that case (iv) provides no extremals. Some of the ideas of the proof already
appeared in our work in [9]. As we aim to keep the present paper proof-self-contained, we
shall repeat some of the ideas and proofs from [9]. It is rather striking, that our proof is
a mixture of analytic and algebraic tools. The problem under consideration is of algebraic
geometry nature but comes from applications in composite materials and metamaterials and
at first sight looks to be a part of quasiconvex analysis. Some motivations for studying
extremals were discussed in section 2 of [9]. Briefly, in the theory of composites one powerful
method for obtaining bounds on effective tensor has proven to be the translation method
introduced by Tartar and Murat [25,23,26] and Lurie and Cherkaev [14, 15]. These bounds
are tightest if one uses extremal quasiconvex forms as shown in [17, page 87], see also [18,
section 25.2]. Allaire and Kohn [1] used certain type of extremals to bound the elastic
energy of two phase composites with isotropic phases. Kang and Milton [13] extended the
translation method as a tool for bounding the volume fractions of materials in a two-phase
body from boundary measurements and in this context too it is natural to use extremal
quasiconvex forms (although it is an open question as to whether it is always best to use
extremal quasiconvex forms in this context). Extremal quasiconvex forms are also the best
choice of quasiconvex functions for obtaining series expansions for effective tensors that have
an extended domain of convergence, and thus analyticity properties as a function of the
component moduli on this domain [see section 14.8, and page 373 of section 18.2 of 18]. Let
us mention in conclusion, that we believe the study of extremals might lead to construction
of new rank-one convex functions (unlike any in the literature) that are not quasiconvex,
which is part of our future work.
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2 Extremal polynomials and determinants of quasicon-
vex quadratic forms: The main results
In this section we recall the notions of extremality and equivalence of homogeneous polyno-
mials, e.g., [24] and formulate our main results. We start with a brief introduction.
Definition 2.1. Assume m and n are natural numbers and P (x1, x2, . . . , xn) is a degree 2m
homogeneous polynomial. Then P (x) is called an extremal polynomial, if P (x) ≥ 0 for all
x ∈ Rn and P (x) cannot be written as a sum of two other non-negative polynomials that are
linearly independent.
Definition 2.2. Assumem and n are natural numbers and P (x1, x2, . . . , xn) and Q(x1, x2, . . . , xn)
are degree 2m homogeneous polynomials. Then P (x) and Q(x) are equivalent if there exists
a non-singular matrix A ∈ Rn×n such that P (x) = Q(Ax).
It is then straightforward to prove that this notion of equivalence is actually an equiva-
lence relation preserving also the extremality of polynomials.
Theorem 2.3. The notion of equivalence introduced in Definition 2.2 has the following
properties:
• P is equivalent to itself
• If P is equivalent to Q then Q is equivalent to P
• If P is equivalent to Q and Q is equivalent to R, then P is equivalent to R
• If P is equivalent to Q and Q is an extremal then P is an extremal too
We posed the question of characterizing all 3× 3 extremal quasiconvex quadratic forms
in [9] and provided a sufficient condition for elasticity tensors with orthotropic symmetry.
Our choice was motivated by some examples that are listed below:
Example 1. The form f(ξ) = ξ211 + ξ
2
22 + ξ
2
33 has a determinant of its y-matrix equal to
y21y
2
2y
2
3 which is an extremal polynomial, but f(ξ) is obviously not an extremal.
Example 2. The form f(ξ) = ξ211 + ξ
2
22 has a determinant of its y-matrix equal to 0,
which is an extremal polynomial, but f(ξ) is obviously not an extremal.
Example 3. The determinant of the y-matrix of any rank-one form is equivalently zero,
but a rank-one form is not an extremal.
Example 4. The most interesting and motivating example is the form in (1.2) that
appeared in [8]:
Q(ξ) = ξ211 + ξ
2
22 + ξ
2
33 − 2(ξ11ξ22 + ξ11ξ33 + ξ22ξ33) + ξ212 + ξ223 + ξ231.
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It turns out that the polynomial
P (y) = y41y
2
2 + y
4
2y
2
3 + y
4
3y
2
1 − 3y21y22y23
that is the determinant of the y-matrix of Q(ξ), is an extremal polynomial that is not a
perfect square, which is proven in [9]. The form Q(ξ) has been proven to be an extremal in
even a stronger sense than in Definition 1.1, e.g., [8, Theorem 1.5]. The following theorem
is one of the main results of the paper.
Theorem 2.4. Let d ≥ 3 be a whole number and let the quadratic form f(ξ) = ξCξT be
quasiconvex, where ξ ∈ Rd×d and C ∈ (Rd)4 is a fourth order tensor. Assume furthermore
that the determinant of the y−matrix of f(x, y) is an irreducible extremal polynomial. Then
f is an extremal form.
It turns out, that the irreducibility of the determinant can be replaced by a weaker
condition in the case d = 3, namely the following is true: Any reducible extremal polynomial
of degree 6 in 3 variables is a perfect square. However, we will not prove that statement and
will pursue a different way (that will also be useful for the subsequent observations) to prove
the theorem in the case d = 3.
Theorem 2.5. Let the quadratic form f(ξ) = ξCξT be quasiconvex, where ξ ∈ R3×3 and C ∈
(R3)4 is a fourth order tensor. Assume furthermore that the determinant of the y−matrix of
f(x, y) is an extremal polynomial that is not a perfect square. Then f is an extremal form.
The next theorem gives a complete characterization for case (ii).
Theorem 2.6. Let the quadratic form f(ξ) = ξCξT be quasiconvex, where ξ ∈ R3×3 and C ∈
(R3)4 is a fourth order tensor. Assume furthermore that the determinant of the y−matrix of
f(x, y) is identically zero. Then f is either an extremal or a polyconvex form.
The next theorem gives a complete characterization for case (iii).
Theorem 2.7. Let the quadratic form f(ξ) = ξCξT be quasiconvex, where ξ ∈ R3×3 and C ∈
(R3)4 is a fourth order tensor. Assume furthermore that the determinant of the y−matrix
of f(x, y) is a perfect square. Then f is either extremal, polyconvex or a sum of a rank-one
and extremal forms, where the extremal has an identically zero determinant of the acoustic
tensor.
And finally, we conjecture, that case (iv) provides no extremals:
Conjecture 2.8. Let the quadratic form f(ξ) = ξCξT be quasiconvex, where ξ ∈ R3×3
and C ∈ (R3)4 is a fourth order tensor. Assume furthermore that the determinant of the
y−matrix of f(x, y) is not an extremal polynomial. Then f is not an extremal either.
We emphasize, that this connection between extremal quasiconvex quadratic forms and
extremal polynomials came out of the blue, after noticing certain connections. There may
be a very deep algebraic geometric reason for this connection, but this eludes us at the
present time. In conclusion we make the following observation: We will be considering
3 × 3 quasiconvex quadratic forms. The case when the determinant of the acoustic tensor
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of the quadratic form is an extremal polynomial is clearly covered by Theorems 2.5-2.7.
In the situation of Theorem 2.5 one gets an extremal quadratic form. In the situation of
Theorem 2.6 there are two possibilities. Let us mention, that it is straightforward to check
whether a 3× 3 quadratic form is polyconvex or not [7], thus Theorem 2.6 gives a complete
algorithm to identity the whether the quadratic form is aa extremal (if it turns out to be
non-polyconvex). In the situation of Theorem 2.7, we can make the same observation and it
only remains to understand whether the quadratic form is a sum of an extremal form with a
zero acoustic tensor determinant and a rank-one form. It must be straightforward as well as
Milton [17] gives a formula for the rank-one form that can be subtracted from a quasiconvex
quadratic form preserving the quasiconvexity. The situation when the determinant is not an
extremal polynomial is clearly supported by Conjecture 2.8.
3 Auxiliary lemmas
In this section we prove some auxiliary lemmas to be utilized in the proof of the main results.
Recall first a general fact from the theory of commutative algebras, e.g., [11, Theorem 6.14].
Theorem 3.1. Every polynomial with real coefficients and in n variables can be uniquely
written as a product of irreducible polynomials again with real coefficients.
Next, let us mention, that in what follows P (x)
... Q(x) or just P
... Q means for polyno-
mials P (x) and Q(x), that Q(x) divides P (x). Utilizing the above theorem, let us prove the
following simple lemma.
Lemma 3.2. Assume x ∈ Rd and A(x) = (aij(x)), i = 1, . . . , m, j = 1, . . . , n is an
m × n matrix with polynomial coefficients, such, that each term aij(x) is a homogeneous
polynomial of degree 2p, where m,n, d, p ∈ N. If rank(A(x)) ≤ 1 for all x ∈ Rd, then
there exist homogeneous polynomials bi(x) and ci(x), such that aij(x) = bi(x)cj(x), for i =
1, . . . , m, j = 1, . . . , n.
Proof. We prove the statement by induction doing the induction for m+ n. For m+ n = 2
there is nothing to prove. Assume the statement is true for m + n = L and let us prove it
for m + n = L + 1. We can without loss of generality assume, that n ≥ 2 as otherwise we
can transpose the matrix A(x). It is clear that the left m× (n− 1) block of A(x) has a rank
at most 1, thus by induction A(x) has the form
A(x) =


b1(x)c1(x) b1(x)c2(x) . . . b1(x)cn−1(x) a1n(x)
b2(x)c1(x) b2(x)c2(x) . . . b2(x)cn−1(x) a2n(x)
· · · · · · · ·
· · · · · · · ·
· · · · · · · ·
bm(x)c1(x) bm(x)c2(x) . . . bm(x)cn−1(x) amn(x)


. (3.1)
First of all observe, that if A(x) has a zero row or column, then by removing it we reduce the
sum m+ n and thus finish the proof by induction by taking the factor bi(x) or cj(x) of that
row or column to be identically zero. Thus we assume, that all polynomials cj(x) are nonzero.
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Next, it is clear, that one can without loss of generality assume, that the greatest common
factor of the polynomials b1(x), b2(x), . . . , bm(x) is 1, as otherwise, it can be absorbed in each
of ci(x), for i = 1, 2, . . . , n− 1. We have from the property rank(A(x)) ≤ 1, that
b1(x)cj(x)ain(x) = bi(x)cj(x)a1n(x), for all i = 1, 2, . . . , m,
thus as cj(x) 6= 0, we obtain
b1(x)ain(x) = bi(x)a1n(x), for all i = 1, 2, . . . , m. (3.2)
Assume p(x) is any irreducible factor of b1(x) that appears with the power α in b1(x), i.e.,
b1(x) = p
α(x)q(x). We then get from (3.2), that
pα(x)q(x)ain(x) = bi(x)a1n(x), for all i = 1, 2, . . . , m. (3.3)
Since, GCF(b1(x), b2(x), . . . , bm(x)) = 1, then there exists an index i ∈ {1, 2, . . . , d} such
that bi(x) is not divisible by p(x), thus we get from (3.3), that a1n(x)
... pα(x). As p(x) was
any factor, we get a1n(x)
... b1(x), i.e,
a1n(x) = b1(x)cn(x). (3.4)
From the equality (3.2) we get either b1(x) ≡ 0 or ain(x) = bi(x)cn(x), for i = 2, 3, . . . , m.
In the first case the matrix A(x) has a row of zeros, thus by induction we are done, in the
second case we get the desired representation of A(x).
Lemma 3.3. Assume A = A(x), where x = (x1, x2, x3) is a 3 × 3 symmetric matrix the
entries of which are quadratic forms in x. Assume furthermore that
det(A(x)) ≡ 0 for all x ∈ R3,
and that the cofactor matrix Acof of A has nonnegative elements on the diagonal. Then Acof
has one of the forms shown below:
 P αP βPαP α2P αβP
βP αβP β2P

 ,

 P 21 P1Q1 P1R1P1Q1 Q21 Q1R1
P1R1 Q1R1 R
2
1

 ,

 l21S l1l2S l1l3Sl1l2S l22S l2l3S
l1l3S l2l3S l
2
3S

 , α, β ∈ R.
(3.5)
Proof. The identity
det(A(x)) ≡ 0 for all x ∈ R3
implies that
rank(Acof(x)) ≤ 1 for all x ∈ R3. (3.6)
The proof is now based on the following fact:
Assume P (x) Q(x) and R(x) are homogeneous polynomials of degree four such that P (x), Q(x) ≥
0 and P (x)Q(x) = R2(x) for all x ∈ R3. Then one of the three situations is true:
(i) P (x) ≡ Q(x) and R(x) = ±P (x),
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(i) P (x) = P 21 (x), Q(x) = Q
2
1(x) and R(x) = P1(x)Q1(x),
(i) P (x) = S(x)l21(x), Q(x) = S(x)l
2
2(x) and R(x) = l1(x)l2(x)S(x).
The above fact is a direct consequence of the unique representation of polynomials as
a product of irreducible multipliers. To finish the proof, we consider all 3 principal 2 × 2
minors of the matrix A(x), for each of which the product of the diagonal terms is the square
of the off-diagonal term, thus the above fact can be utilized to obtain the structure of the
matrix A(x).
The next lemma is a sign-changing property of indefinite quadratic forms.
Lemma 3.4. Assume f(ξ) is an indefinite quadratic form in n variables that vanishes at a
point (ξ01 , ξ
0
2 , . . . , ξ
0
n). Then given any open neighbourhood U of the point ξ
0 = (ξ01, ξ
0
2 , . . . , ξ
0
n),
there exist two open subsets U1, U2 ⊂ U of U, such that
f(ξ) < 0, ξ ∈ U1 and f(ξ) > 0, ξ ∈ U2.
Proof. We can without loss of generality assume, that f(ξ) has canonical form and thus due
to its indefiniteness, f has the form
f(ξ) =
m∑
i=1
ξ2i −
m+k∑
i=m+1
ξ2i , (3.7)
where 1 ≤ m < m+ k ≤ n. Assume ǫ and δ are small numbers. We perturb the points ξ0i to
ξ0i + ǫ, for i = 0, 1, . . . , m and to ξ
0
i + δ, for i = m+ 1, . . . , m+ k and denote
ξǫ,δ = (ξ
0
1 + ǫ, . . . , ξ
0
m + ǫ, ξ
0
m+1 + δ, . . . , ξ
0
m+k + δ, ξ
0
m+k+1 + ǫ, . . . , ξ
0
n + ǫ).
It is clear, that if ǫ and δ are small enough, them ξǫ,δ ∈ U. We have at the new point
f(ξǫ,δ) = 2ǫ(ξ
0
1 + · · · ξ0m)− 2δ(ξ0m+1 + · · · ξ0m+k) +mǫ2 − kδ2.
Denote S1 = ξ
0
1 + · · · ξ0m and S2 = ξ0m+1 + · · · ξ0m+k. If S1 6= 0, then we can choose δ = ǫ2
and choosing the sign of ǫ we can make the values of f both, positive and negative in some
open subsets of U. The case S2 6= 0 is analogous. If now S1 = S2 = 0, then we have
f(ξǫ,δ) = mǫ
2 − kδ2, which can again be made both positive and negative in open subsets of
U for small ǫ and δ by choosing either δ = ǫ2 or ǫ = δ2.
The last lemma will be crucial in the proof of Theorem 2.6.
Lemma 3.5. Let P (x) be a quadratic form and let Q(x) be a fourth order nonnegative
homogeneous polynomial in x ∈ R3. Assume δ > 0 and that for any t ∈ [0, δ] there exists
a quadratic form Rt(x) such, that P
2(x) − tQ(x) = R2t (x). Then Q(x) = α2P 2(x) for some
α ∈ R.
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Proof. Consider two cases.
Case 1: The form P (x) is indefinite. Fix any t ∈ (0, δ). It is clear, that if P (x) = 0,
then the condition tQ(x) +R2t (x) = 0 and the nonnegativity of Q(x) imply, that Rt(x) = 0,
thus Marecellini’s theorem (see Theorem 5.3, Section 5) implies, that Rt(x) = λP (x) for all
x ∈ R3 and some λ ∈ R, which then gives Q(x) = α2P 2(x).
Case 2: The form P (x) is definite. In this case we can without loss of generality
assume, that P (x) is positive semi-definite and it has a canonical form. If P (x) = x21, then
the inequality x41 − δQ(x) ≥ 0 for all x1 ∈ R implies Q(x) = αx41, thus we are done. If
P (x) = x21 + x
2
2, then first of all the inequality (x
2
1 + x
2
2)
2 − δQ(x) ≥ 0 for all x1, x2 ∈ R
implies, that Q(x) depends only on x1 and x2, i.e., Q(x) = ax
4
1+2bx
3
1x2+cx
2
1x
2
2+2dx1x
3
2+ex
4
2.
We then have
P 2(x)− tQ(x) = (1− ta)x41 − 2tbx31x2 + (2− tc)x21x22 − 2tdx1x32 + (1− te)x42 (3.8)
= R2t (x1, x2)
= (
√
1− tax21 −
tb√
1− tax1x2 +
√
1− tex22)2,
from which we get d = b
√
1−te√
1−ta . We aim to show that b = d = 0. If b = 0, then the equality
d = b
√
1−te√
1−ta implies d = 0. If b 6= 0, then we get db =
√
1−te√
1−ta , which means, that the ratio
√
1−te√
1−ta
is constant, which is possible only if a = e and thus we get b = d as well. Equating now the
coefficients of x21x
2
2 of both sides of (3.8), we get
(2− tc)(1− ta) = b2t2 + 2(1− ta)2, t ∈ (0, δ),
thus we obtain
t(2a− c) + t2(ac− 2a2 − b2) = 0, t ∈ (0, δ),
which then implies c = 2a and b = 0. Thus we get in all cases, that b = d = 0, therefore
(3.8) reduces to
P 2(x)− tQ(x) = (1− ta)x41 + (2− tc)x21x22 + (1− te)x42 = (
√
1− tax21 +
√
1− tex22)2, (3.9)
which gives from the equality of the coefficients of x21x
2
2,
4t(a+ e− c) + t2(c2 − 4ae) = 0, t ∈ (0, δ),
and thus c = a+e and c2 = 4ae, which then gives (a−e)2 = 0, thus a = e and c = 2a, and we
finally get Q(x) = aP 2(x). In the last case when P (x) = x21+x
2
2+x
2
3, we can substitute x3 = 0
in the equality P 2(x) − tQ(x) = R2t (x) to get P 2(x1, x2, 0) − tQ(x1, x2, 0) = R2t (x1, x2, 0),
from where we already know, that the (x1, x2) part of Q has the form a(x
2
1+ x
2
2)
2. Similarly,
the (x1, x3) and (x2, x3) parts of Q have the forms a(x
2
1 + x
2
3)
2 and a(x22 + x
2
3)
2, which then
implies, that Q has the desired form aP 2(x). The proof is finished now.
4 Extremal quadratic forms of arbitrary dimension
In this section we prove the main result of the paper.
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Proof of Theorem 2.4. Assume in contradiction that f(x, y) is not an extremal, then there
exists a nonzero rank-one form (xByT )2 such that
f(x, y)− (xByT )2 ≥ 0 for all x, y ∈ Rd.
From the inequality
f(x, y)− (xByT )2 ≥ 0
we get that
f(x, y)− t(xByT )2 ≥ 0 for all t ∈ [0, 1] and x, y ∈ Rd. (4.1)
Denote now by T (y) the y−matrix of the biquadratic form f(x, y) and by Tt(y) the y−matrix
of the biquadratic form f(x, y)− t(xByT )2. Inequality (4.1) now implies that the y−matrix
of the form f(x, y)− t(xByT )2, i.e., the matrix Tt(y) is positive semi-definite for all y ∈ Rd
and t ∈ [0, 1]. We recall the Brunn-Minkowski inequality for determinants [3,4], which we
apply in the next step.
Theorem 4.1 (Brunn-Minkowski inequality). Assume n ∈ N and A and B are n × n
symmetric positive semi-definite matrices. Then the following inequality holds:
(det(A+B))1/n ≥ (det(A))1/n + (det(B))1/n.
The equality
T (y) = [T (y)− Tt(y)] + [Tt(y)],
the positive semi-definiteness of the matrices T (y)−Tt(y) and Tt(y), and the Brunn-Minkowski
inequality give the following estimate:
(det(T (y)))1/d ≥ (det(T (y)− Tt(y)))1/d + (det(Tt(y)))1/d ,
or
det(T (y)) ≥ det(Tt(y)). (4.2)
By direct calculation we obtain
det(Tt(y)) = det(T (y))− t
d∑
i,j=1
sisj(Tcof (y))ij, (4.3)
where si =
∑d
j=1 bijyj. Inequality (4.2) together with the relation (4.3) imply
det(T (y)) ≥ det(T (y))− t
d∑
i,j=1
sisj(Tcof(y))ij ≥ 0, t ∈ [0, 1].
As by the requirement of the theorem det(T (y)) is not identically zero and for t = 0 the right
hand side of the last inequality is exactly det(T (y)), then by the extremality of det(T (y))
the right hand side must be a multiple of det(T (y)), i.e.,
det(T (y))− t
d∑
i,j=1
sisj(Tcof(y))ij = λ(t)det(T (y)),
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which gives
d∑
i,j=1
sisj(Tcof(y))ij =
1− λ(t)
t
det(T (y)), for t ∈ (0, 1]. (4.4)
Both parts of the equality (4.4) are polynomials in y = (y1, y2, . . . , yd) thus the expression
1−λ(t)
t
must be constant, therefore (4.4) reduces to
d∑
i,j=1
sisj(Tcof(y))ij = α · det(T (y)), (4.5)
for some constant α ∈ R. The positive semi-definiteness of T (y) implies positive semi-
definiteness of the cofactor matrix Tcof(y), thus
d∑
i,j=1
sisj(Tcof(y))ij ≥ 0 for all y ∈ Rd.
We have on the other hand det(T (y)) ≥ 0, and det(T (y)) is not identically zero, thus α ≥ 0.
Consider now two different cases:
Case 1: α = 0. In this case identity (4.5) becomes
d∑
i,j=1
sisj(Tcof(y))ij ≡ 0.
Recalling the positive semi-definiteness of Tcof(y) we get the system of equalities:
d∑
j=1
sj(Tcof(y))ij ≡ 0, i = 1, 2, . . . , d. (4.6)
Consider now the linear system
sj = 0, j = 1, 2, . . . , d.
As the matrix B has a rank at least 1, the solution to the above linear system is a proper
subspace V of Rd, i.e., is a set with measure zero in Rd. Therefore the columns of the cofactor
matrix Tcof (y) are linearly dependent a.e. in R
d i.e., det(Tcof(y)) = 0 a.e. in R
d, and thus
by continuity we get
det(Tcof(y)) ≡ 0.
Taking the determinant of the identity T (y)Tcof(y)
T = det(T (y))I we get det(T (y)) ≡ 0,
which is a contradiction. Case 1 is now proved.
Case 2: α > 0. In this case identity (4.5) implies
det(T (y)) = k
d∑
i,j=1
sisj(Tcof(y))ij, k > 0. (4.7)
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Our goal is now to prove that (4.7) implies that det(T (y)) is a reducible polynomial. Consider
the biquadratic form g(x, y) = f(x, y) − k(xByT )2. Denote by G(y) the y-matrix of g. By
formula (4.3) we have
det(G(y)) = det(T (y))− k
d∑
i,j=1
sisj(Tcof(y))ij,
thus owing to (4.7) we get
det(G(y)) ≡ 0. (4.8)
Utilizing again formula (4.3) we obtain from the identity f(x, y) = g(x, y) + k(xByT )2,
det(T (y)) = det(G(y)) + k
d∑
i,j=1
sisj(Gcof(y))ij,
thus taking into account (4.8) we get
det(T (y)) = k
d∑
i,j=1
sisj(Gcof(y))ij. (4.9)
Next we apply Lemma 3.2 to the matrix G. The condition det(G(y)) ≡ 0 in (4.8) implies,
that
rank(Gcof(y)) ≤ 1, for all y ∈ Rd, (4.10)
thus we get from Lemma 3.2, that (Gcof(y))ij = ai(y)bj(y) for some polynomials ai(y) and
bj(y), i, j = 1, 2, . . . , d. We then obtain from (4.9), that
det(T (y)) = k
(
d∑
i=1
ai(y)si(y)
)(
d∑
j=1
bj(y)sj(y)
)
, (4.11)
which contradicts the irreducibility of the polynomial det(T (y)). The theorem is proven
now.
5 Quadratic forms with dimension d = 3.
In this section we prove Theorems 2.5-2.7.
Proof of Theorem 2.5. We aim to apply Lemma 3.3 to the matrix Gcof(y), for which we must
verify that the diagonal terms of the cofactor matrix Gcof(y) are nonnegative. To prove that
(Gcof(y))33 ≥ 0 for all y ∈ R3, we can without loss of generality assume that (Gcof(y))33 6= 0
for a.e. y ∈ R3, which means that the first two rows of G(y) are linearly independent for a.e.
y ∈ R3. As det(G(y)) ≡ 0, then the last row of G(y) is a linear combination of the first two,
i.e., the matrix G(y) has the form:
G(y) =

 g11 g12 ag11 + bg12g12 g22 ag12 + bg22
ag11 + bg12 ag12 + bg22 a
2g11 + b
2g22 + 2abg12

 , (5.1)
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where
a(y) = −(Gcof (y))13
(Gcof (y))33
and b(y) = −(Gcof (y))23
(Gcof (y))33
(5.2)
are rational functions defined a.e. in R3. From (5.1) and (5.2) we get
Gcof(y) =

 a2(Gcof)33 ab(Gcof)33 −a(Gcof )33ab(Gcof )33 b2(Gcof)33 −b(Gcof )33
−a(Gcof )33 −b(Gcof )33 (Gcof)33

 . (5.3)
Plugging in the values of the entries of the cofactor matrix Gcof(y) from formula (5.3) into
(4.9) and utilizing (5.2) we arrive at
det(T (y)) = k
(s1(Gcof(y))13 − s2(Gcof(y))23 − s3(Gcof(y))33)2
(Gcof)33
. (5.4)
Therefore from the inequality det(T (y)) ≥ 0 and the fact that det(T (y)) is not identically
zero we get the desired inequality (Gcof(y))33 ≥ 0. The nonnegativity of the other diagonal
terms of the cofactor matrix is analogous. The requirements of Lemma 3.3 are now satisfied,
thus the matrix Gcof(y) has one of the forms shown in (3.5). For the first form in (3.5) we
get by (4.9)
det(T (y)) = k(Gcof(y))11(s1 + αs2 + βs3)
2.
The multiplier (Gcof(y))11 is a homogeneous nonnegative polynomial of degree four in three
variables, thus by Hilbert’s theorem [10,24] it can be expressed as a sum of perfect squares,
which implies that det(T (y)) is either a perfect square or not an extremal. For the second
form in (3.5) we have
det(T (y)) = k(s1P1 + s2Q1 + s2Q3)
2,
thus det(T (y)) is a perfect square. For the third form in (3.5) we get
det(T (y)) = kS(s1l1 + s2l2 + s3l3)
2.
By the same argument as for the first case we get that S(y) ≥ 0 for all y ∈ R3, thus being
a convex quadratic form it can be written as the sum of squares of linear forms, which
yields that det(T (y)) is either a perfect square or not an extremal polynomial. The proof is
finished.
Proof of Theorem 2.6. Before starting the proof, let us recall the following classical result of
Terprstra, which will be utilized in the sequel.
Theorem 5.1 (Terpstra). Any 2 × n quasiconvex quadratic form is necessarily polyconvex,
where n ∈ N.
Let us emphasize that a quadratic form is polyconvex if and only if it is a sum of a
convex form and a Null-Lagramgian (which is a linear combination of all 2× 2 minors of the
matrix ξ), e.g., [7]. Thus, a quadratic form is polyconvex, if and only if, the biquadratic form
obtained from it by substituting a rank-one matrix x⊗ y in place of ξ is a sum of squares of
linear combinations of xiyj. Hence, the lemma below is a corollary of Terprstra’s result and
the above observation, which will be a key factor in the proof of Theorem 2.6.
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Lemma 5.2. Assume A(y) B(y) and C(y) are quadratic forms in n variables, such that
A(y) and C(y) are positive semidefinite and A(y)C(y) ≥ B2(y) for all y ∈ Rn. Then the
2× n form f(x, y) = x21A(y) + 2x1x2B(y) + x22C(y) is convex in the variables ξij = xiyj.
Proof. By Theorem 5.1, it is sufficient to check, that the form f(x, y) is quasiconvex, which
is trivial, as its y−matrix has nonnegative diagonal terms A(y) and C(y) and a nonnegative
determinant A(y)C(y)− B2(y) ≥ 0.
Consider now 2 main cases.
Case 1: The cofactor matrix Tcof(y) has a zero diagonal element.
First of all observe, that if one of the diagonal elements of T (y) is identically zero, then f(x, y)
automatically becomes a 2× 3 form and thus by Terprstra’s result above, its quasiconvexity
implies that it is polyconvex. Assume now T (y) has second degree polynomial elements on
the main diagonal and that (Tcof)33(y) ≡ 0. By the positive semi-definiteness of Tcof(y),
we then have that (Tcof)13(y) = (Tcof)23(y) ≡ 0. The last equalities imply, that the matrix
obtained from T (y) by removing the last row, has a rank at most one, thus by Lemma 3.2
the matrix T (y) has either of the forms:
 P αP βPαP α2P αβP
βP αβP Q

 ,

 P 21 P1Q1 P1R1P1Q1 Q21 Q1R1
P1R1 Q1R1 S

 α, β ∈ R, (5.5)
where deg(P ) = deg(Q) = deg(S) = 2 and deg(P1) = deg(Q1) = deg(R1) = 1 and α 6= 0. In
the first case we have, that P (y) is a positive semi-definite quadratic form and
0 ≤ (Tcof)11(y) = α2P (y)(Q(y)− β2P (y)),
thus
Q(y)− β2P (y) ≥ 0,
which implies, that the form Q(y)− β2P (y) is convex, i.e., it is a sum of squares, therefore
Q(y) = β2P (y) +
3∑
i=1
a2i (y).
We then obtain, that
f(x, y) = P (y)(x1 + αx2 + βx3)
2 +
3∑
i=1
a2i (y)x
2
3,
and P (y) is a convex quadratic form, therefore f(ξ) is polyconvex. In the second case we
get similarly, that
S(y) = R21(y) +
3∑
i=1
a2i (y),
therefore
f(x, y) = (P1(y)x1 +Q1(y)x2 +R1(y)x3)
2 +
3∑
i=1
a2i (y)x
2
3,
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and thus is polyconvex.
Case 2: All diagonal elements of the cofactor matrix Tcof(y) are nonzero.
In that case we have denoting T (y) = (tij(y))
3
i,j=1 that, since detT (y) ≡ 0, then the last row
of T (y) is a linear combination of the first two, which means that T (y) has the form of G(y)
shown in (5.1), hence we get
T (y) =

 t11 t12 at11 + bt12t12 t22 at12 + bt22
at11 + bt12 at12 + bt22 a
2t11 + b
2t22 + 2abt12

 , (5.6)
where
a(y) = −(Tcof (y))13
(Tcof (y))33
and b(y) = −(Tcof(y))23
(Tcof(y))33
. (5.7)
On the other hand the matrix T (y) satisfies the requirements of Lemma 3.3, thus the cofactor
matrix Tcof(y) has one of the forms
 P αP βPαP α2P αβP
βP αβP β2P

 ,

 P 21 P1Q1 P1R1P1Q1 Q21 Q1R1
P1R1 Q1R1 R
2
1

 ,

 l21S l1l2S l1l3Sl1l2S l22S l2l3S
l1l3S l2l3S l
2
3S

 , α, β ∈ R.
(5.8)
Consider now each case separately.
Case 2a: The cofactor matrix Tcof (y) has the first form shown in (5.8).
In the first case we have a(y) = − 1
β
= a ∈ R and b(y) = −α
β
= b ∈ R, thus we get
f(x, y) = t11(y)(x1 + ax3)
2 + 2t12(y)(x1 + ax3)(x2 + bx3) + t22(y)(x2 + bx3)
2. (5.9)
It is clear, that t11, t22 ≥ 0 and t11t22 ≥ t212 which is a consequence of the quasiconvexity of
the form f(x, y) for x3 = 0, thus denoting X1 = x1 + ax3 and X2 = x2 + bx3, we get by
Lemma 5.2, that the form
f(x, y) = t11(y)X
2
1 + 2t12(y)X1X2 + t22(y)X
2
2
is convex in the variables Xiyj, and thus the form f(ξ) is polyconvex in the variables ξij =
xiyj, which completes the proof for the first case.
Case 2b: The cofactor matrix Tcof(y) has the third form shown in (5.8).
In this case we have
f(x, y) =
1
l23
[
t11(x1l3 − x3l1)2 + 2t12(x1l3 − x3l1)(x2l3 − x3l2) + t22(x2l3 − x3l2)2
]
, (5.10)
where l1, l2, l3 6= 0. Let us write the conditions that ensure, that f(x, y) is a polynomial in x
and y. We have, that the coefficients of x1x3 and x2x3 and are quadratic forms in y, which
yields the following conditions:
(t11l1 + t12l2)
... l3, (t12l1 + t22l2)
... l3. (5.11)
If now the linear forms l1 and l2 are divisible by l3, i.e., l1, l2
... l3, then we have l1 = αl3 and
l2 = βl3, thus the cofactor matrix will have the first form shown in (5.8), which yields the
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polyconvexity of f. If l1 is divisible by l3 and l2 is not, then we get from (5.11), that t12
... l3
and t22
... l3, thus from the positive semi-definiteness of t22 we get
t22 = α
2l23, t12 = ll3, (5.12)
where l = l(y) is a linear form in l3. It is clear, that α > 0, thus we obtain from the condition
t11t22 − t212 ≥ 0, that
t11 ≥ l
2
α2
. (5.13)
The condition (5.13) implies the the quadratic form t11− l2α2 is convex, thus it can be written
as a sum of squares, i.e.,
t11 =
l2
α2
+
3∑
i=1
a2i . (5.14)
Putting now l1 = al3 we get from (5.10),
f(x, y) =
[
l(x1 − ax3)
α
+ α(l3x2 − l2x3)
]2
+
3∑
i=1
[ai(x1 − ax3)]2, (5.15)
which implies the polyconvexity of f. The last and the most tricky subcase here is when both
l1 and l2 are not divisible by l3. Assume, that the form f is not an extremal. We aim then to
prove that it must be polyconvex. Assume the form G(x, y) = f(x, y)− (∑3i=1 xisi(y))2 is
quasiconvex. Then from the proof of Thereom 2.5 we have, that det(T (y)) = S(l1s1+ l2s2+
l3s3)
2, where T (y) is the acoustic matrix of f(x, y). Therefore, we obtain the condition
l1s1 + l2s2 + l3s3 ≡ 0. (5.16)
We again recall Treprstra’s result (Lemma 5.2) for the quadratic forms A(y) = t11(y), C(y) =
t22(y) and B(y) = t12(y), which gives that the form t11(y)z
2
1 − 2t12(y)z1z2+ t22(y)z22 must be
convex in the variables ξij = ziyj, thus it is a sum of squares, i.e.,
t11(y)z
2
1 − 2t12(y)z1z2 + t22(y)z22 =
3∑
i=1
(ai(y)z1 − bi(y)z2)2,
where ai(y) and bi(y) are linear forms in y. Therefore, the last equality implies
t11(y) =
3∑
i=1
a2i (y), t22(y) =
3∑
i=1
b2i (y), t12(y) =
3∑
i=1
ai(y)bi(y). (5.17)
Next we obtain some divisibility conditions. First we have, that since the form G(x, y) =
f(x, y) − (∑3i=1 xisi(y))2 is quasiconvex thus its 33 cofactor element must be nonnegative,
i.e.,
(t11 − s21)(t22 − s22)− (t12 − s1s2)2 ≥ 0,
which gives
t11s
2
2 + t22s
2
1 − 2t12s1s2 ≤ t11t22 − t212,
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which can be rewritten as follows:
3∑
i=1
(ais2 − bis1)2 ≤ l23S. (5.18)
The last inequality implies, that if l3 = 0, then ais2 − bis1 = 0 for i = 1, 2, 3, thus since l3 is
a linear form, we discover
(ais2 − bis1) ... l3, i = 1, 2, 3. (5.19)
Next, we have from (5.10) and from (5.17) the following representation of f(x, y) :
f(x, y) =
3∑
i=1
[
aix1 + bix2 − 1
l3
(ail1 + bil2)x3
]2
, (5.20)
where we aim to show, that (ail1 + bil2)
... l3 for i = 1, 2, 3, which will evidently ensure
the polyconvexity of f. From (5.19) we have (l2ais2 − l2bis1) ... l3 and from (5.16) we have
(l2s2 + l1s1)
... l3, thus we get from the last two divisibility conditions, that s1(ail1 + bil2)
... l3
for i = 1, 2, 3, hence, if s1 is not divisible by l3, then we are done. If now s1
... l3, then we
get from (5.16), that s2
... l3 too. Similarly, as none of the forms l1 and l2 is zero, we get the
following set of divisibility conditions:
si
... lj , if i 6= j, (5.21)
Note, that in the case when two of li and lj are linearly dependent, we are done as shown in
(5.11)-(5.15). The last observation then contradicts the conditions (5.21) unless s1 = s2 =
s3 ≡ 0, which itself is a contradiction as we are assuming the subtracted form
(∑3
i=1 xisi(y)
)2
is not zero. The proof of Case 2b is finished now.
Case 2c: The cofactor matrix Tcof(y) has the second form shown in (5.8).
We again prove, that if f(ξ) is not an extremal, then it must be polyconvex. Assume f(ξ) is
not an extremal, thus the biquadratic form g(x, y) = f(x, y)−(x1s1(y)+x2s2(y)+x3s3(y))2 is
nonnegative, where at least one of the linear forms s1(y), s1(y) and s3(y) is nonzero. Invoking
the idea in the proof of Theorem 2.4, we consider the bilinear form
fh(x, y) = f(x, y)− h(x1s1(y) + x2s2(y) + x3s3(y))2,
for all h ∈ [0, 1]. It is then clear, that fh(ξ) is quasiconvex for all h ∈ [0, 1]. On the other
hand we have from (4.2), that
0 = det(T (y)) ≥ det(Th(y)) ≥ 0,
thus we get
det(Th(y)) = 0, for all h ∈ [0, 1], (5.22)
therefore the cofactor matrix cof(Th(y)) must have one of the forms shown in (5.8) for
all h ∈ [0, 1]. If for a value h0 ∈ (0, 1) the matrix cof(Th0(y)) has the first form shown
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in (5.8), then by Case 2a the form fh0(x, y) is polyconvex and so is the form f(x, y) =
fh0(x, y) + h0(x1s1(y) + x2s2(y) + x3s3(y))
2. If for a value h0 ∈ (0, 1) the matrix cof(Th0(y))
has the third form shown in (5.8), then by Case 2b the form fh0(x, y) is polyconvex as it is
not an extremal, and so is the form f(x, y) = fh0(x, y)+h0(x1s1(y)+x2s2(y)+x3s3(y))
2. We
assume then, that the matrix cof(Th(y)) has the second form shown in (5.8) for all h ∈ [0, 1],
i.e.,
cof(Th(y)) =

 P 2h PhQh PhRhPhQh Q2h QhRh
PhRh QhRh R
2
h

 , for all h ∈ [0, 1), (5.23)
where we have moreover,
P 2h = P
2 − h(s22t33 + s23t22 − 2s2s3t23), (5.24)
Q2h = Q
2 − h(s21t33 + s23t11 − 2s1s3t13),
R2h = R
2 − h(s21t22 + s22t11 − 2s1s2t12).
Applying now Lemma 3.5 to each of the identities in (5.24), we get, that
s23t22 + s
2
2t33 − 2s2s3t23 = α2P 2 = α2(t22t33 − t223), (5.25)
s21t33 + s
2
3t11 − 2s1s3t13 = β2Q2 = β2(t11t33 − t213),
s21t22 + s
2
2t11 − 2s1s2t12 = γ2R2 = γ2(t11t22 − t212).
Next, we consider the following subcases:
Case 2ca: γ = 0 and s1 6= 0. In this case we have, that if s2 ≡ 0, then s21t22 ≡ 0, thus
t22 ≡ 0, thus by the positivity (Tcof )33(y) = t11t22−t212 = −t212 ≥ 0, we obtain (Tcof )33(y) ≡ 0,
which puts us in Case 1, thus f(ξ) is polyconvex. If now s2 6= 0, then we get from the last
equality in (5.25), that
s21t22 + s
2
2t11 − 2s1s2t12 ≡ 0,
which gives 2s1s2t12 = s
2
1t22 + s
2
2t11. By the geometric and arithmetic mean inequality we
have
4s21s
2
2t
2
12 = (s
2
1t22 + s
2
2t11)
2 ≥ 4s21s22t11t22,
from where we obtain t11t22 − t212 ≤ 0, and thus by positivity (Tcof)33(y) = t11t22 − t212 ≡ 0,
which again brings us beck to the situation in Case 1, and hence f(ξ) is polyconvex. Next,
observe, that since the form x1s1(y) + x2s2(y) + x3s3(y) is not identically zero, then we can
assume, that s1 6= 0, therefore the cases γ = 0 or β = 0 are done. We can then assume, that
β, γ 6= 0. The next case is the following:
Case 2cb: α = 0. We have already understood, that if in this case s2 6= 0 or s3 6= 0, then
we are done. Assume now, that s2 = s3 ≡ 0. The formula (4.3) and the identity (5.22) imply
3∑
i,j=1
si(y)sj(y)(Tcof)ij(y) = det(T1(y)) = 0, (5.26)
which gives s21(y)(Tcof)11(y) ≡ 0, hence (Tcof)11(y) ≡ 0, which is again Case 1, and hence
f(ξ) is polyconvex. We can now assume, that we are in the following situation:
Case 2cc: αβγ 6= 0 and s1 6= 0. If s2 = s3 ≡ 0, then we get from (5.26) and the following
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observation, that f(ξ) is polyconvex. Assume, now s2 6= 0. A straightforward manipulation
transfers the equalities in (5.25) to the following form:(
t11 − s
2
1
γ2
)(
t22 − s
2
2
γ2
)
=
(
t12 − s1s2
γ2
)2
, (5.27)(
t11 − s
2
1
β2
)(
t33 − s
2
3
β2
)
=
(
t13 − s1s3
β2
)2
,(
t22 − s
2
2
α2
)(
t33 − s
2
2
α2
)
=
(
t23 − s2s3
α2
)2
.
Observe, that from the first equality of (5.27) one must have one of the cases:
t11 − s
2
1
γ2
= S, t22 − s
2
2
γ2
= λ2S, t12 − s1s2
γ2
= λS,
where S is a quadratic form and λ ∈ R, or
t11 − s
2
1
γ2
= δu2, t22 − s
2
2
γ2
= δv2, t12 − s1s2
γ2
= δuv,
where δ2 = 1. In the first case we have by direct calculation, that
t11t22 − t212 = S
(s2 − λs1)2
γ2
= R2,
thus one must have S = s2, for some linear form s. Therefore, we have in all cases,
t11 =
s21
γ2
+ δu2, t22 =
s22
γ2
+ δv2, t12 =
s1s2
γ2
+ δuv,
where δ = ±1. We have on the other hand, that
t11t22 − t212 =
δ
γ2
(s1v − s2u)2 ≥ 0,
from where, and from the fact that the cofactor element t11t22 − t212 is not identically zero,
we get δ = 1. Concluding, we get the following representation of t11, t22 and t12 :
t11 =
s21
γ2
+ u2, t22 =
s22
γ2
+ v2, t22 =
s1s2
γ2
+ uv. (5.28)
It is also clear, that all 6 multipliers on the left hand side of equation (5.27) satisfy similar
identities. Denote λ = 1
max(α,β,γ)
and consider the form
fλ(x, y) = f(x, y)− λ(x1s1(y) + x2s2(y) + x3s3(y))2.
We aim to prove, that the biquadratic form fλ(x, y) is nonnegative. To that end, note first
of all, that the equation (5.26) and the formula (4.3) for the determinant of fλ imply, that
det(Tλ(y)) = 0. (5.29)
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Second, note, that (5.24) and (5.25) imply, that
P 2h = P
2(1− hα) ≥ 0, Q2h = Q2(1− hβ) ≥ 0, Q2h = Q2(1− hγ) ≥ 0, for all h ∈ [0, 1],
from where we get
0 < α, β, γ ≤ 1, and λ ≥ 1. (5.30)
Next, the diagonal elements of the matrix Tλ(y) are t11 − λs21, t22 − λs22 and t33 − λs23,
respectively, which are nonnegative due to the conditions (5.28), (5.30) and the definition of
λ. Again, by (5.24) and (5.25), the principal minors of Tλ(y) are P
2(1−λα), Q2(1−λβ) and
= Q2(1 − λγ), which are obviously nonnegative. Concluding, we obtain that the form fλ
is quasiconvex. Moreover one of the diagonal elements of the cofactor matrix cof(Tλ(y)) is
identically zero, which again goes back to the Case 1 for fλ implying, that fλ is polyconvex
and therefore so is the form f(x, y) = fλ(x, y) + λ(x1s1(y) + x2s2(y) + x3s3(y))
2. The proof
of the theorem is finished now.
Proof of Theorem 2.7. . To begin with, let us assume that f(ξ) is not an extremal. Recall
that then the analysis in the beginning of Section 4 goes through, thus we have the following
identities
f(x, y) = g(x, y) + (x1s1(y) + x2s2(y) + x3ks3(y))
2, (5.31)
and
det(G(y)) ≡ 0, (5.32)
where G(y) is the y−matrix of the form g(x, y) and si(y), i = 1, 2, 3, are linear forms in
y. We have seen furthermore in (5.1)-(5.5), that the diagonal terms of the cofactor matrix
Gcof(y) are nonnegative. Consider now three different cases:
Case 1. One of the diagonal elements of G(y) is positive semi-definite.
In this case we have by the Sylvester’s criterion, that the matrix G(y) is positive semi-
definite, thus the form g(x, y) is quasiconvex with an identically zero determinant of its
acoustic matrix, therefore Theorem 2.6 immediately implies, that the form g(ξ) is a sum of
a rank-one form and an extremal that has an identically zero determinant.
Case 2. One of the diagonal elements of G(y) is indefinite.
We can without loss of generality assume, that the element g11(y) is indefinite. Let us
show, that g11(y) = 0 implies g22(y) = 0 and g33(y) = 0. Indeed, assume by contradiction,
that g22(y
0) > 0 and g11(y
0) = 0, for some y0 ∈ R3. Then by continuity, g22(y) > 0 in
a neighbourhood U of the point y0 and by Lemma 3.4, we have g11(y
1) < 0, for some
point y1 ∈ U, thus g11(y1)g22(y1) < 0, which contradicts the inequality (Gcof(y1))33 =
g11(y
1)g22(y
1) − g212(y1) ≥ 0. The proof of the case g11(y1) > 0 is analogous, as Lemma 3.4
provides both positive and negative values of g11. Next we apply the following result of
Marcellini, [16, Corollary 1]: the original formulation is below.
Theorem 5.3 (Marcellini). Let f and g be two quadratic forms in Rn, with g indefinite. If
f(ξ) = 0 for every ξ such that g(ξ) = 0, then there exists λ ∈ R such that f = λg.
Now, due to the above theorem and the nonnegativity of the diagonal elements of the
cofactor matrix, we get that the exist constants λ, µ ≥ 0, such, that
g22(y) = λ
2g11(y), g33(y) = µ
2g11(y). (5.33)
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Note, that the case λ = 0 or µ = 0 reduces to the first case, thus we can assume, that
λ, µ > 0. The inequality
(Gcof(y))33 = g11(y)g22(y)− g212(y) ≥ 0,
implies, that if g11(y) = 0 then g12(y) = 0, thus we again get from the indefiniteness of
g11(y), that g12(y) = αg11(y). Similarly, we get g13(y) = βg11(y) and g23(y) = γg11(y), thus
the matrix G(y) has the form
G(y) = g11(y)

1 α βα λ2 γ
β γ µ2

 = g11(y) · A. (5.34)
Again, the condition
0 ≤ (Gcof(y))33 = g11(y)g22(y)− g212(y) = g211(y)(λ2 − α2),
and the indefiniteness of g11(y) imply
λ2 ≥ α2. (5.35)
The condition
0 = det(G(y)) = g311(y)det(A)
and the indefiniteness of g11(y) imply
det(A) = 0. (5.36)
Combining conditions (5.35) and (5.36), we get, that the matrix A is positive semi-definite
by Sylvester’s criterion, and we have the following representation of f,
f(x, y) = g11(y)xAx
T + (x1s1(y) + x2s2(y) + x3s3(y))
2. (5.37)
If one of the linear forms si(y), say s2(y) is identically zero, then f(x, y) will become negative
for some y that makes g11(y) negative and for x = (0, x2, 0) with big enough values of
x2, thus the linear forms si(y) are nonzero. We aim the to show, that the bilinear form
x1s1(y) + x2s2(y) + x3s3(y) separates in the x and y variables, i.e., each si(y) is a scalar
multiple of s1(y). Indeed, first of all it is clear that the solution of the linear equation
s1(y) = 0 is a proper subspace of R
3, thus has a zero measure. Therefore, by Lemma 3.4, we
can choose y0 such that g11(y
0) < 0 and s1(y
0) 6= 0. By continuity, there exists ǫ > 0, such
that
g11(y
0) < 0 if y ∈ Bǫ(y0) (5.38)
s1(y
0) 6= 0 if y ∈ Bǫ(y0),
where Bǫ(y
0) ∈ R3 is the ball centered at y0 and with radius ǫ. Next, we choose
x1 = −x2 s2(y)
ls(y)
− x3 s3(y)
s1(y)
,
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that makes the bilinear form x1s1(y) + x2s2(y) + x3s3(y) vanish. Due to the quasiconvexity
of f, the condition g11(y) < 0 and the positive semi-definiteness of the matrix A, we must
have xAxT = 0 as long as x1 = −x2 s2(y)s1(y) − x3
s3(y)
s1(y)
. We aim now to prove, that the latter is
possible only, if s2 and s3 are constant multiples of s1. The solution of xAx
T = 0 is a proper
subspace of R3, thus if we assume, that s2(y)
s1(y)
is not constant, then the solution of s2(y)
s1(y)
= c
must be a proper subspace of R3 for any c ∈ R, thus if y runs over the ball Bǫ(y0), the
ratio s2(y)
s1(y)
takes infinitely many values as the ball has a positive measure and therefore the
solution x of x1 = −x2 s2(y)s1(y) − x3
s3(y)
s1(y)
when y runs over Bǫ(y
0), can not be contained in a
proper subspace of R3. Therefore we have s2(y) = as1(y) and s3(y) = bs1(y), and hence we
arrive at the formula
f(x, y) = g11(y)xAx
T + s21(y)(x1 + ax2 + bx3)
2. (5.39)
It is now clear, that if x1 + ax2 + bx3 = 0, then xAx
T = 0, thus since x1 + ax2 + bx3 is
linear, is must divide the quadratic form xAxT , therefore from the positivity of xAxT we get
xAxT = c(x1 + ax2 + bx3)
2, which then yields
f(x, y) = (s21(y) + cg11(y))(x1 + ax2 + bx3)
2. (5.40)
Finally, the positivity of f(x, y) implies the positivity of the quadratic form s21(y) + cg11(y)
and thus the polyconvexity of f(ξ).
Case 3. All diagonal elements of G(y) are negative semi-definite.
Denote H(y) = −G(y), thus H(y) is positive semi-definite and
f(x, y) = (x1s1(y) + x2s2(y) + x3s3(y))
2 − xH(y)xT . (5.41)
Observe, that if s1(y) = 0 for some y ∈ R3, then choosing x = (x1, 0, 0) we have
f(x, y) = −h11(y)x21 ≥ 0,
thus h11(y) = 0, which implies, that h11(y) is divisible by s1(y) and by the positivity of
h11(y), we get h11(y) = a11s
2
1(y). Similarly we have h22(y) = a22s
2
2(y) and h33(y) = a33s
2
3(y),
where a11, a22, a33 ≥ 0. Next, we have from the inequality hii(y)hjj(y) ≤ h2ij(y) thus hij(y) =
aijsi(y)sj(y) and thus the form xH(y)x
T depends only on the variables z1 = x1s1(y), z2 =
x2s2(y), z3 = x3s3(y), which gives
f(x, y) = zAzT , (5.42)
for some matrix A. If s1 ≡ 0, then the form xH(y)xT does not depend on x1 and thus we end
up with a 2 × 3 quasiconvex form, therefore by Theorem 5.1 it will be polyconvex. If none
of the linear forms si(y) is identically zero, then we can choose y ∈ R3 such that si(y) 6= 0,
and thus when the variable x runs over R3, then the variable z takes all values in R3, hence
the inequality f(x, y) = zAzT ≥ 0 implies that A is positive semi-definite. Concluding, we
obtain, that f(ξ) is polyconvex then. The proof is finished now.
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