Interacting electrons in a random medium: a simple one-dimensional model by Klopp, Frédéric & Veniaminov, Nikolaj
ar
X
iv
:1
40
8.
58
39
v1
  [
ma
th-
ph
]  
25
 A
ug
 20
14
INTERACTING ELECTRONS IN A RANDOM MEDIUM: A SIMPLE
ONE-DIMENSIONAL MODEL
FRE´DE´RIC KLOPP AND NIKOLAJ A. VENIAMINOV
Abstract. The present paper is devoted to the study of a simple model of interacting
electrons in a random background. In a large interval Λ, we consider n one dimensional
particles whose evolution is driven by the Luttinger-Sy model, i.e., the interval Λ is split
into pieces delimited by the points of a Poisson process of intensity µ and, in each piece,
the Hamiltonian is the Dirichlet Laplacian. The particles interact through a repulsive pair
potential decaying polynomially fast at infinity. We assume that the particles have a positive
density, i.e., n/|Λ| → ρ > 0 as |Λ| → +∞. In the low density or large disorder regime, i.e.,
ρ/µ small, we obtain a two term asymptotic for the thermodynamic limit of the ground
state energy per particle of the interacting system; the first order correction term to the
non interacting ground state energy per particle is controlled by pairs of particles living in
the same piece. The ground state is described in terms of its one and two-particles reduced
density matrix. Comparing the interacting and the non interacting ground states, one sees
that the effect of the repulsive interactions is to move a certain number of particles living
together with another particle in a single piece to a new piece that was free of particles in
the non interacting ground state.
Re´sume´. Dans ce travail, nous conside´rons un mode`le simple de e´lectrons en interaction
dans un environnement ale´atoire. Dans un grand intervalle Λ, nous conside´rons n particules
uni-dimensionnelles dont l’e´volution est re´gie par le mode`le de Luttinger-Sy : l’intervalle
Λ est subdivise´ en pie`ces de´limite´es par les points d’un processus de Poisson d’intensite´
µ et, dans chaque pie`ce, le hamiltonien est le laplacien de Dirichlet. Les particules inter-
agissent par paires au travers d’un potentiel re´pulsif de´croissant polynomialement a` l’infini.
On suppose que la densite´ de particules est positive c’est-a`-dire que n/|Λ| → ρ > 0 quand
|Λ| → +∞. Lorsque la densite´ est petite ou lorsque le de´sordre est grand, c’est-a`-dire
lorsque ρ/µ est petit, nous obtenons une asymptotique a` deux termes de la limite ther-
modynamique de l’e´nergie fondamentale par particule du syste`me ; le premier terme de
correction a` l’e´nergie fondamentale par particule du syste`me sans interaction est controˆle´
par les paires de particules vivant dans la meˆme pie`ce. L’e´tat fondamental est de´crit au
moyen de sa matrice de densite´ re´duite a` une et a` deux particules. En comparant l’e´tat
fondamental avec interaction a` l’e´tat fondamental sans interaction, on voit que l’effet des
interactions est de se´parer un certain nombre de particules qui vivent en paire avec une
autre particule dans la meˆme pie`ce vers des pie`ces inoccupe´es dans l’e´tat fondamental sans
interaction.
1. Introduction: the model and the main results
On R, consider a Poisson point process dµ(ω) of intensity µ. Let (xk(ω))k∈Z denote its
support (i.e., dµ(ω) =
∑
k∈Z
δxk(ω)), the points being ordered increasingly.
On L2(R), define the Luttinger-Sy or pieces model (see e.g. [LS73, LGP88]), that is, the
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random operator
Hω =
⊕
k∈Z
−∆D|[xk,xk+1]
where, for an interval I, −∆D|I denotes the Dirichlet Laplacian on I.
Pick L > 0 and let Λ = ΛL = [0, L]. Restrict Hω to Λ with Dirichlet boundary conditions:
on H := L2(Λ), define
Hω(L) = Hω(Λ) =
⊕
k−−16k6k+
−∆D|∆k(ω) (1.1)
where we have defined ∆k(ω) := [xk(ω), xk+1(ω)] to be the k-th piece and we have set
k− = min{k; xk > 0}, xk−−1 = 0,
k+ = max{k; xk < L}, xk++1 = L.
From now on, we let m(ω) be the number of pieces and renumber them from 1 to m(ω)
(i.e., k− = 2 and k+ = m(ω)). For L large, with probability 1 − O(L−∞), one has m(ω) =
µL+O(L2/3).
The pieces model admits an integrated density of states that can be computed explicitly (see
section 2.2 or [LGP88, Ven12]), namely,
Nµ(E) := lim
L→+∞
{eigenvalues of Hω(L) in (−∞, E]}
L
=
µ · exp(−µℓE)
1− exp(−µℓE)1E>0 where ℓE :=
π√
E
.
(1.2)
1.1. Interacting electrons. Consider first n free electrons restricted to the box Λ in the
background Hamiltonian Hω(Λ), that is, on the space
H
n(Λ) = Hn(ΛL) =
n∧
j=1
L2(Λ) = L2−(Λ
n), (1.3)
consider the operator
H0ω(Λ, n) =
n∑
i=1
1H ⊗ . . .⊗ 1H︸ ︷︷ ︸
i− 1 times
⊗Hω(Λ)⊗ 1H ⊗ . . .⊗ 1H︸ ︷︷ ︸
n− i times
. (1.4)
This operator is self-adjoint and lower semi-bounded. Let E0ω(Λ, n) be its ground state energy
and Ψ0ω(Λ, n) be its ground state.
To H0ω(Λ, n), we now add a repulsive pair finite range interaction potential. Therefore, pick
U : R→ R satisfying
(HU): U is a repulsive (i.e., non negative), even pair interaction potential decaying
sufficiently fast at infinity. More precisely, we assume
x3
∫ +∞
x
U(t)dt −−−−→
x→+∞
0. (1.5)
To control the possible local singularities of the interactions, we require that U ∈
Lp(R) for some p ∈ (1,+∞].
On Hn(Λ), we define
HUω (Λ, n) = H
0
ω(Λ, n) +Wn (1.6)
where
Wn(x
1, · · · , xn) :=
∑
i<j
U(xi − xj) (1.7)
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on the domain
Dn(Λ) := C∞0
m(ω)⋃
k=1
]xk, xk+1[
n ∩ Hn(Λ). (1.8)
As U is non negative, HUω (Λ, n) is non negative. From now on, we let H
U
ω (Λ, n) be the
Friedrichs extension of this operator. As Wn is a sum of pair interactions, the fact that
U ∈ Lp(R) for some p > 1 (see assumption (HU)) guarantees that Wn is H0ω(Λ, n)-form
bounded with relative form bound 0 (see, e.g., [CFKS87, section 1.2]). Thus, the form
domain of the operator HUω (Λ, n) is
H
n
∞(Λ) :=
H10
m(ω)⋃
k=1
]xk, xk+1[
⊗n ∩ Hn(Λ). (1.9)
Moreover, HUω (Λ, n) admits Dn(Λ) as a form core (see, e.g., [CFKS87, section 1.3]) and it
has a compact resolvent, thus, only discrete spectrum.
We define EUω (Λ, n) to be its ground state energy, that is,
EUω (Λ, n) := inf
Ψ∈Dn(Λ)
‖Ψ‖=1
〈HUω (Λ, n)Ψ,Ψ〉 (1.10)
and ΨUω (Λ, n) to be a ground state, i.e., to be an eigenfunction associated to the eigenvalue
EUω (Λ, n).
By construction, there is no unique continuation principle for the pieces model (as the union
of disjoint non empty intervals is not connected); so, one should not expect uniqueness for
the ground state. Nevertheless due to the properties of the Poisson process, for the non
interacting system, one easily sees that the ground state Ψ0ω(Λ, n) is unique ω almost surely
(see section 2.4). For the interacting system, it is not as clear. Nonetheless, one proves
Theorem 1.1 (Almost sure non-degeneracy of the ground state). Suppose that U is real
analytic. Then, ω-almost surely, for any L and n, the ground state of HUω (L, n) is non-
degenerate.
For a general U , while we don’t know whether the ground state is degenerate or not, our
analysis will show where the degeneracy may come from: we shall actually write Hn(Λ) as
an orthogonal sum of subspaces invariant by HUω (L, n) such that on each such subspace, the
ground state of HUω (L, n) is unique. This will enable us to show that all the ground states
of HUω (L, n) on H
n(Λ) are very similar to each other, i.e., they differ only by a small number
of particles.
The goal of the present paper is to understand the thermodynamic limits of EUω (Λ, n) and
ΨUω (Λ, n). As usual, we define the thermodynamic limit to be the limit L→∞ and n/L→ ρ
where ρ is a positive constant. The constant ρ is the density of particles.
We will describe the thermodynamic limits of EUω (Λ, n), or rather n
−1EUω (Λ, n), and Ψ
U
ω (Λ, n)
when ρ is positive and small (but independent of L and n). We will be specially interested
in the influence of the interaction U , i.e., we will compare the thermodynamic limits for the
non-interacting and the interacting systems.
1.2. The ground state energy per particle. Our first result describes the thermody-
namic limit of n−1EUω (Λ, n) when we assume the density of particles n/L to be ρ. For the
sake of comparison, we also included the corresponding result on the ground state energy of
the free particles, i.e., on n−1E0ω(Λ, n).
We prove
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Theorem 1.2. Under the assumptions made above, the following limits exist ω-almost surely
and in L1ω
E0(ρ, µ) := lim
L→+∞
n/L→ρ
E0ω(Λ, n)
n
and EU(ρ, µ) := lim
L→+∞
n/L→ρ
EUω (Λ, n)
n
(1.11)
and they are independent of ω.
In [Ven13] (see also [Ven12]), the almost sure existence of the thermodynamic limit of the
ground state energy per particle is established for quite general systems of interacting elec-
trons in a random medium if one assumes that the interaction has compact support. For
decaying interactions (as in (HU)), only the L2ω convergence is proved. The improvement
needed on the results of [Ven13] to obtain the almost sure convergence is the purpose of
Theorem 5.1.
In [BL12b], the authors study the existence of the above limits in the grand canonical en-
semble for Coulomb interactions.
The energy E0(ρ, µ) can be computed explicitly for our model (see section 2.4.1). We shall
obtain a two term asymptotic formula for EU(ρ, µ) in the case when the disorder is not too
large and the Fermi length ℓρ,µ is sufficiently large.
Define
• the effective density is defined as the ratio of the density of particles to the density
of impurities, i.e., ρµ =
ρ
µ
,
• the Fermi energy Eρ,µ is the unique solution to Nµ(Eρ,µ) = ρ,
• the Fermi length ℓρ,µ := ℓEρ,µ where ℓE is defined in (1.2); the explicit formula for Nµ
yields
ℓρ,µ =
1
µ
∣∣∣∣log ρµ1 + ρµ
∣∣∣∣ = 1µ
∣∣∣∣log ρµ+ ρ
∣∣∣∣ . (1.12)
For the free ground state energy per particle, a direct computation using (1.2) yields
E0(ρ, µ) = 1
ρ
∫ Eρ,µ
−∞
E dNµ(E) = Eρ,µ
(
1 +O
(√
Eρ,µ
))
(1.13)
We prove
Theorem 1.3. Under the assumptions made above, for µ > 0 fixed, one computes
EU(ρ, µ) = E0(ρ, µ) + π2 γµ∗ µ−1 ρµ ℓ−3ρ,µ (1 + o(1)) where o(1) −−−→
ρµ→0
0. (1.14)
The positive constant γµ∗ depends solely on U and µ; it is defined in (1.17) below.
At fixed disorder, in the small density regime, the Fermi length is large and the Fermi energy
is small. Moreover, the shift of ground state energy (per particle) due to the interaction is
exponentially small compared to the free ground state energy: indeed it is of order ρ| log ρ|−3
while the ground state energy is of order | log ρ|−2.
For fixed µ, a coarse version of (1.14) was established, in the PhD thesis of the second
author [Ven12], namely, for ρ sufficiently small, one has
1
Cµ
ρ| log ρ|−3 6 EU(ρ, µ)− E0(ρ, µ) 6 Cµ ρ| log ρ|−3.
Moreover, from [Ven13, Propositions 3.6 and 3.7]), we know that the function ρ 7→ EU(ρ, µ)
is a non decreasing continuous function and that the function ρ−1 7→ EU(ρ, µ) is convex.
Let us now define the constant γµ∗ . Therefore, we prove
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Proposition 1.4. Consider two electrons in [0, ℓ] interacting via an even non negative pair
potential U ∈ Lp(R+) for some p > 1 and such that∫
R
x2U(x)dx < +∞.
That is, on H2([0, ℓ]) = L2([0, ℓ]) ∧ L2([0, ℓ]), consider the Hamiltonian(−∆Dx1|[0,ℓ])⊗ 1H + 1H ⊗ (−∆Dx2|[0,ℓ])+ U(x1 − x2), (1.15)
i.e., the Friedrichs extension of the same differential expression defined on the domain
C2([0, ℓ]) (see (1.8)).
For large ℓ, EU([0, ℓ], 2), the ground state energy of this Hamiltonian, admits the following
expansion
EU([0, ℓ], 2) =
5π2
ℓ2
+
γ
ℓ3
+ o
(
1
ℓ3
)
(1.16)
where γ = γ(U) > 0 when U does not vanish a.e.
Let us first notice that the expansion (1.16) immediately implies that U 7→ γ(U) is a non
decreasing concave function of the (non negative) interaction potential U such that γ(0) = 0;
for α small positive, one computes
γ(αU)
α
= 10π2
∫
R
x2U(x)dx (1 +O(α)).
Concavity and monotony follow immediately from the definition of EU([0, ℓ], 2) and the form
of (1.16).
In terms of γ, we then define
γµ∗ := 1− exp
(
− µ γ
8π2
)
. (1.17)
1.3. The ground state: its one- and two-particle density matrices. We shall now
describe our results on the ground state. We start with a description of the spectral data of
the one particle Luttinger-Sy model. Then, we describe the non interacting ground state.
1.3.1. The spectrum of the one particle Luttinger-Sy model. Let (EΛj,ω)j>1 and (ϕ
Λ
j,ω)j>1 re-
spectively denote the eigenvalues (ordered increasingly) and the associated eigenfunctions of
Hω(Λ) (see (1.1)). Clearly, the eigenvalues and the eigenfunctions are explicitly computable
from the points (xk)16k6m(ω)+1. In particular, one sees that the eigenvalues are simple ω
almost surely.
As n/L is close to ρ and L is large, the n first eigenvalues are essentially all the eigenvalues
below the Fermi energy Eρ,µ. These eigenvalues are the eigenvalues of −∆D|∆k(ω) below Eρ,µ
for all the pieces (∆k(ω))k−−16k6k+ of length at least ℓρ,µ (see (1.2) and (1.13)). ω-almost
surely, the number of pieces (∆k(ω))16k6m(ω) longer than ℓρ,µ is asymptotic to n (see sec-
tion 2.3), the number of those longer than 2ℓρ,µ to ρµ n, the number of those longer than
3ℓρ,µ to ρ
2
µ n, etc. We refer to section 2.2 for more details.
1.3.2. The non interacting ground state. The ground state of the non interacting Hamilton-
ian H0ω(Λ, n) is given by the (normalized) Slater determinant
Ψ0ω(Λ, n) =
n∧
j=1
ϕΛj,ω =
1√
n!
Det
((
ϕΛj,ω(xk)
))
16j,k6n
. (1.18)
Here and in the sequel, the exterior product is normalized so that the L2-norm of the product
be equal to the product of the L2-norms of the factors (see (C.2) in section C).
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It will be convenient to describe the interacting ground state using its one-particle and two-
particles reduced density matrices. Let us define these now (see section 4 for more details).
Let Ψ ∈ Hn(Λ) be a normalized n-particle wave function. The corresponding one-particle
density matrix is an operator on H1(Λ) = L2(Λ) with the kernel
γΨ(x, y) = γ
(1)
Ψ (x, y) = n
∫
Λn−1
Ψ(x, x˜)Ψ∗(y, x˜)dx˜ (1.19)
where x˜ = (x2, . . . , xn) and dx˜ = dx2 · · · dxn.
The two-particles density matrix of Ψ is an operator acting on H2(Λ) =
2∧
j=1
L2(Λ) and its
kernel is given by
γ
(2)
Ψ (x
1, x2, y1, y2) =
n(n− 1)
2
∫
Λn−2
Ψ(x1, x2, x˜)Ψ∗(y1, y2, x˜)dx˜ (1.20)
where x˜ = (x3, . . . , xn) and dx˜ = dx3 · · · dxn.
Both γΨ and γ
(2)
Ψ are positive trace class operators satisfying
Tr γΨ = n, and Tr γ
(2)
Ψ =
n(n− 1)
2
. (1.21)
So, for the non interacting ground state, using the description of the eigenvalues and eigen-
vectors of Hω(Λ) given in section 1.3.1, as a consequence of Proposition 4.8, we obtain that
γΨ0ω(Λ,n) =
n∑
j=1
γϕΛj,ω =
∑
ℓρ,µ6|∆k(ω)|<3ℓρ,µ
γϕ1
∆k(ω)
+
∑
2ℓρ,µ6|∆k(ω)|<3ℓρ,µ
γϕ2
∆k(ω)
+R(1) (1.22)
where
• |∆k(ω)| denotes the length of the piece ∆k(ω);
• ϕj∆k(ω) denotes the j-th normalized eigenvector of −∆D|∆k(ω);
• the operator R(1) is trace class and ‖R(1)‖tr 6 2n ρ2µ.
Here, ‖ · ‖tr denotes the trace norm in the ambient space, i.e., in L2(Λ) for the one particle
density matrix, and in L2(Λ) ∧ L2(Λ) for the two particles density matrix.
For the two-particles density matrix, again as a consequence of Proposition 4.8, we obtain
γ
(2)
Ψ0ω(Λ,n)
=
1
2
(Id−Ex) [γΨ0ω(Λ,n) ⊗ γΨ0ω(Λ,n)]+R(2) (1.23)
where
• Id is the identity operator, Ex is the exchange operator on a two-particles space:
Ex [f ⊗ g] = g ⊗ f, f, g ∈ H,
• the operator R(2) is trace class and ‖R(2)‖tr 6 Cρ,µn.
One can represent graphically the ground state of the non interacting system by representing
the distribution of its particles within the pieces: in abscissa, one puts the length of the pieces,
in ordinate, the number of particles the ground state puts in a piece of that length. Figure 1
shows the picture thus obtained.
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k
2
1
kℓρ,µ (k + 1)ℓρ,µ3ℓρ,µ2ℓρ,µℓρ,µ
Figure 1. The distribution of particles in the non interacting ground state.
1.3.3. The interacting ground state. To describe the ground state of the interacting system,
we shall describe its one-particle and two-particles reduced density matrices. Therefore, it
will be useful to introduce the following approximate one-particle reduced density matrices.
For a piece ∆k(ω), let ζ
j
∆k(ω)
be the j-th normalized eigenvector of −△D|∆k(ω)×∆k(ω)+U acting
on L2(∆k(ω)) ∧ L2(∆k(ω)). We note that, for U = 0, the two-particles ground state can be
rewritten as ζ1,U=0∆k(ω) = ϕ
1
∆k(ω)
∧ ϕ2∆k(ω).
Define the following one-particle density matrix
γΨoptΛ,n
=
∑
ℓρ,µ−ρµγ
µ
∗6|∆k(ω)|62ℓρ,µ−log(1−γ
µ
∗ )
γϕ1
∆k(ω)
+
∑
2ℓρ,µ−log(1−γ
µ
∗ )6|∆k(ω)|
γζ1
∆k(ω)
. (1.24)
Because of the possible long range of the interaction U (see the remarks following Theorem 1.5
below), to describe our results precisely, it will be useful to introduce trace norms reduced
to certain pieces. For ℓ > 0, we define the projection onto the pieces shorter than ℓ
11<ℓ =
∑
|∆k(ω)|<ℓ
1∆k(ω). (1.25)
We shall use the following function to control remainder terms: define
Z(x) = sup
x6v
(
v3
∫ +∞
v
U(t)dt
)
. (1.26)
Under assumption (HU), the function Z is continuous and monotonously decreasing on
[0,+∞) and tends to 0 at infinity.
We prove
Theorem 1.5. Fix µ > 0. Assume (HU) holds. Then, there exist ρ0 > 0 such that, for
ρ ∈ (0, ρ0), ω-a.s., one has
lim sup
L→+∞
n/L→ρ
1
n
∥∥∥(γΨUω (Λ,n) − γΨoptΛ,n)11<ℓρ,µ+C∥∥∥tr 6 1ρ0 max
(
ρµ
ℓρ,µ
,
√
ρµ Z( ℓρ,µ)
)
,
lim sup
L→+∞
n/L→ρ
1
n
∥∥∥(γΨUω (Λ,n) − γΨoptΛ,n)(1− 11<ℓρ,µ+C)∥∥∥tr 6 1ρ0 max
(
ρµ
ℓρ,µ
, ρµ
√
Z( ℓρ,µ)
)
.
Here, ‖ · ‖tr denotes the trace norm in L2(Λ).
This result calls for some comments. Let us first note that, if Z, that is, U , decays sufficiently
fast at infinity, typically exponentially fast with a large rate, then the two estimates in
Theorem 1.5 can be united into
lim sup
L→+∞
n/L→ρµ
1
n
∥∥∥γΨUω (Λ,n) − γΨoptΛ,n∥∥∥tr 6 C ρµℓρ,µ .
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In this case, Theorem 1.5 can be summarized graphically. In Figure 2, using the same
representation as in Figure 1, we compare the non interacting and the interacting ground
state. The non interacting ground state distribution of particles is represented in blue, the
interacting one in green. We assume that U has compact support and restrict ourselves to
pieces shorter than 3ℓρ,µ.
Indeed, in this case, comparing (1.22) and (1.24), we see
γΨ0ω(Λ,n) − γΨoptΛ,n =
∑
2ℓρ,µ−log(1−γ
µ
∗ )6|∆k(ω)|
(
γϕ1
∆k(ω)
+ γϕ2
∆k(ω)
− γζ1
∆k(ω)
)
−
∑
ℓρ,µ−ρµγ
µ
∗6|∆k(ω)|6ℓρ,µ
γϕ1
∆k(ω)
+
∑
2ℓρ,µ6|∆k(ω)|62ℓρ,µ−log(1−γ
µ
∗ )
γϕ2
∆k(ω)
+ R˜(1)
(1.27)
where R˜(1) satisfies the same properties as R(1) in (1.22).
Thus, to obtain γΨoptΛ,n
from γΨ0ω(Λ,n),
2
1
ℓρ,µ − γ
µ
∗ ρµ
2ℓρ,µℓρ,µ 3ℓρ,µ
2ℓρ,µ − log(1− γ
µ
∗ )
Figure 2. The distribution of particles
in the interacting ground state.
we have displaced (roughly) γµ∗ ρµn
particles living in pieces of length
within [2ℓρ,µ, 2ℓρ,µ−log(1−γµ∗ )] (i.e.,
pieces containing exactly two states
below energy Eρ,µ and the energy
of the top state stays above
Eρ,µ
(
1 + log(1−γ
µ
∗ )
ℓρ,µ
)
up to smaller
order terms in ℓ−1ρ,µ) to pieces hav-
ing lengths within [ℓρ,µ − ργµ∗ , ℓρ,µ]
(i.e., having ground state energy
within the interval
[
Eρ,µ, Eρ,µ
(
1 + 2ργ
µ
∗
ℓρ,µ
)]
up to smaller order terms in ℓ−1ρ,µ). In the re-
maining of (roughly) (1−γµ∗ )ρn pieces containing exactly two states below energy Eρ,µ (that
is, pieces of length within [2ℓρ,µ − log(1 − γµ∗ ), 3ℓEρ,µ] or alternatively those with the top
state below Eρ,µ
(
1 + log(1−γ
µ
∗ )
ℓρ,µ
)
(up to smaller order terms in ℓ−1ρ,µ), we have substituted the
free two-particles ground state (given by the anti-symmetric tensor product of the first two
Dirichlet levels in this piece) by the ground state of the interacting system (1.15). In par-
ticular, we compute (remark that the first sum in (1.27) contributes only to the error term
according to Corollary 6.12)
lim
L→+∞
n/L→ρ
1
n
∥∥∥γΨ0ω(Λ,n) − γΨoptΛ,n∥∥∥tr = 2γµ∗ ρµ +O
(
ρµ
ℓρ,µ
)
,
and, recalling (1.23), we then compute
lim
L→+∞
n/L→ρ
1
n2
∥∥∥∥γ(2)Ψ0ω(Λ,n) − 12(Id−Ex) [γΨoptΛ,n ⊗ γΨoptΛ,n]
∥∥∥∥
tr
= 2γµ∗ ρµ +O
(
ρµ
ℓρ,µ
)
. (1.28)
So the main effect of the interaction is to shift a macroscopic (though small when ρµ is small)
fraction of the particles to different pieces.
Let us now discuss what happens when the interaction does not decay so fast, typically, if
it decays only polynomially. In this case, Theorem 1.5 tells us that one has to distinguish
INTERACTING ELECTRONS IN A RANDOM MEDIUM 9
between short and long pieces. In the long pieces, the description of the ground state is
still quite good as the error estimate is still of order o(ρµ). Of course, this result only tells
us something for the pieces of length at most 3ℓρ,µ: the larger ones are very few, thus, can
only carry so few particles (see Lemma 3.27) that these can be integrated into the remainder
term. For short intervals, the situation is quite different. Here, the remainder term becomes
much larger, only of order O
(√
ρµℓ
−k/2
ρ,µ
)
if Z(x) ≍ x−k at infinity. This loss is explained in
the following way. The short pieces carry the majority of the particles. When U is of longer
range, particles in rather distant pieces start to interact in a way that is not negligible with
respect to the second term of the expansion (1.14) (which gives an average surplus of energy
per particle for the interacting ground state compared to the free one); thus, it may become
energetically profitable to relocate some of these particles to new pieces so as to minimize
the interaction energy. When the range of the interaction increases, the ground state will
relocate more and more particles. Nevertheless, the shift in energy will still be smaller than
the correction term obtained by relocating some of the particles living in pairs in not too
long intervals; this is going to be the case as long as U satisfies the decay assumption (HU).
When U decays slower than that, the main correction to the interacting ground state energy
per particle can be expected to be given by the relocation of many particles living alone in
their piece to new pieces so as to diminish the interaction energy.
We also obtain an analogue of Theorem 1.5 for the 2-particles density matrix of the ground
state ΨU . We prove
Theorem 1.6. Fix µ > 0. Assume (HU) holds. Then, there exist ρ0 > 0 such that, for
rho ∈ (0, ρ0), ω-a.s., one has
lim sup
L→+∞
n/L→ρ
1
n2
∥∥∥∥(γ(2)ΨUω (Λ,n) − 12(Id−Ex) [γΨoptΛ,n ⊗ γΨoptΛ,n]
)
12<ℓρ,µ+C
∥∥∥∥
tr
6
1
ρ0
max
(
ρµ
ℓρ,µ
,
√
ρµ Z( ℓρ,µ)
)
and
lim sup
L→+∞
n/L→ρ
1
n2
∥∥∥∥(γ(2)ΨUω (Λ,n) − 12(Id−Ex) [γΨoptΛ,n ⊗ γΨoptΛ,n]
)(
1− 12<ℓρ,µ+C
)∥∥∥∥
tr
6
1
ρ0
max
(
ρµ
ℓρ,µ
, ρµ
√
Z( ℓρ,µ)
)
where, for ℓ > 0, we recall that ‖ · ‖tr denotes the trace norm in L2(Λ)∧L2(Λ), recall (1.25)
and define
12<ℓ = 1
1
<ℓ ⊗ 11<ℓ. (1.29)
1.4. Discussion and perspectives. While a very large body of mathematical works has
been devoted to one particle random Schro¨dinger operators (see e.g. [Kir08a, PF92]), there
are only few works dealing with many interacting particles in a random medium (for the
case of finitely many particles, see, for example, [AW09] or [CS09]).
The general Hamiltonian describing n electrons in a random background potential Vω in-
teracting via a pair potential U can be described as follows. In a d-dimensional domain Λ,
consider the operator
Hω(Λ, n) = −△nd
∣∣
Λn
+
n∑
i=1
Vω(x
i) +
∑
i<j
U(xi − xj),
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where, for j ∈ {1, . . . , n}, xj denotes the coordinates of the j-th particle. The operator
Hω(Λ, n) acts on a space of totally anti-symmetric functions
n∧
i=1
L2(Λ) which reflects the
electronic nature of particles.
The general problem is to understand the behavior of Hω(Λ, n) in the thermodynamic limit
Λ → ∞ while n/|Λ| → ρ > 0; ρ is the particle density. One of the questions of interest
is that of the behavior of the ground state energy, say, Eω(Λ, n) and of the ground state
Ψω(Λ, n).
While the thermodynamic limit is known to exist for various quantities and in various settings
(see [Ven13] for the micro-canonical ensemble that we study in the present paper and [BL12b]
for the grand canonical ensemble), we don’t know of examples, except for the model studied
in the present paper, where the limiting quantities have been studied. In particular, it is of
interest to study the dependence of these limiting quantities in the different physical param-
eters like the density of particles, the strength of the disorder or the interaction potential.
As we shall argue now, for these questions to be tractable, one needs a good description of
the spectral data of the underlying one particle random model.
1.4.1. Why the pieces model? In order to tackle the question of the behavior of n-electron
ground state, let us first consider the system without interactions. This is not equivalent to
a one-particle system as Fermi-Dirac statistics play a crucial role.
Let us assume our one particle model is ergodic and admits an integrated density of states
(see (1.2) and e.g. [Kir08b, PF92]). As described above for the pieces model, the ground
state of the n non interacting electrons is given by (1.18) and its energy per particle is given
by
E0ω(Λ, n)
n
=
1
n
n∑
j=1
EΛj,ω = |Λ|
∫ EΛn,ω
−∞
E d
[
#{eigenvalues of Hω(Λ) below E}
|Λ|
]
(1.30)
where EΛn,ω is the n-th eigenvalue of the one particle random Hamiltonian Hω(Λ), i.e., the
smallest energy E such that
#{eigenvalues of Hω(Λ) below E}
|Λ| =
n
|Λ| . (1.31)
Here, we have kept the notations of the beginning of section 1.3.
The existence of the density of states, say N(E), (see (1.2)), then, ensures the convergence
of E(Λ, n) to a solution to the equation N(E) = ρ, say Eρ. Thus, to control the non inter-
acting ground state, one needs to control all (or at least most of) the energies of the random
operator Hω(Λ) up to some macroscopic energy Eρ. In particular, one needs to control si-
multaneously a number of energies of Hω(Λ) that is of size the volume of Λ.
To our knowledge, up to now, there are no available mathematical results that give the
simultaneous control over that many eigenvalues for general random systems. The results
dealing with the spectral statistics of (one particle) random models deal with much smaller
intervals: in [Min96], eigenvalues are controlled in intervals of size K/|Λ| for arbitrary large
K if Λ is sufficiently large; in [GK10, GK13], the interval is of size |Λ|1−β for some not too
large positive β.
The second problem is that all these results only give a very rough picture of the eigenfunc-
tions, a picture so rough that it actually is of no use to control the effect of the interaction
on such states: the only information is that the eigenstates live in regions of linear size at
most log |Λ| and decay exponentially outside such regions (see, e.g., [GK10] and references
therein).
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The pieces model that we deal with in the present paper exhibits the typical behavior of a
random system in the localized regime: for Hω(Λ),
• the eigenfunctions are localized (on a scale log |Λ|)
• the localization centers and the eigenvalues satisfy Poisson statistics.
The advantage of the pieces model is that the eigenfunctions and eigenvalues are known
explicitly and easily controlled. This is a consequence of the fact that a crucial quantum
phenomenon is missing in the pieces model, namely, tunneling. Of course, once the particles
do interact with each other, tunneling is again re-enabled.
All of this could lead one to think that the pieces model is very particular. Actually, at
low energies, general one-dimensional random models exhibit the same characteristics as the
pieces model up to some exponentially small errors which are essentially due to tunneling
(see [Klo14]).
It seems reasonable to guess that the behavior will be comparable for general random op-
erators in higher dimensions and, thus, that the results of the present paper on interacting
electrons in a random potentials should find their analogues for these models.
1.4.2. Outline of the paper. In section 2, after rescaling the parameters of the problem so as
to send µ to 1 and ρ to ρ/µ, we first discuss the validity of our results in a more general
asymptotic regime in µ and ρ. We, then, gather some basic but crucial statistical properties
of the distribution of the pieces. We first describe the free electrons. For the pieces model,
a statistical analysis of the distribution of pieces gives exact expressions for the one-particle
integrated density of states and the Fermi energy in Proposition 2.6. We also study the non
interacting model and introduce notations for later use.
In section 3, we first introduce the occupation numbers (i.e., the number of particles a given
state puts in each piece); the existence of the occupation numbers is tantamount to the exis-
tence of a particular orthogonal sum decomposition of the Hamiltonian HUω (Λ, n). We prove
that the ground state of HUω (Λ, n) restricted to a fixed occupation space is non degenerate
and, from this result, derive Theorem 1.1, the almost sure non degeneracy of the ground
state for real analytic interaction.
Next, still in section 3, we prove the asymptotic formula for the interacting ground state
energy per particle. The proof relies essentially on the minimizing properties of the ground
state. This minimizing property yields a good description for the occupation numbers as-
sociated to a ground state. To get this description, we first study the ground state of the
Hamiltonian HU
p
ω (Λ, n) where the interactions have been cut-off at infinity (i.e., U
p is com-
pactly supported). We construct an approximate ground state Ψopt which can essentially be
thought of as the ground state for the Hamiltonian HU
p
ω (Λ, n) restricted to the pieces shorter
that 3ℓρ,µ. Then, letting W
r(Λ, n) := HUω (Λ, n)− HUpω (Λ, n) be the long range behavior of
the interactions, one has
EU
p
ω (Λ, n) 6 E
U
ω (Λ, n) 6 〈HU
p
ω (Λ, n)Ψ
opt,Ψopt〉+ 〈W r(Λ, n)Ψopt,Ψopt〉
The minimizing property of Ψopt yields
EU
p
ω (Λ, n) > 〈HU
p
ω (Λ, n)Ψ
opt,Ψopt〉+ n o(ρµ µ−1 ℓ−3ρ,µ)
(see Theorem 3.28).
On the other hand, the decay assumption (HU) on U and the explicit construction of Ψopt
yield
〈W r(Λ, n)Ψopt,Ψopt〉 = n o(ρµ µ−1 ℓ−3ρ,µ)
(see Proposition 2.7).
This yields the proof of Theorem 1.3.
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In the course of these proofs, we also prove a certain number of estimates on the distance
between the occupation numbers of the interacting ground state(s) to the state Ψopt.
Section 4 is devoted to the proofs of Theorems 1.5 and 1.6. Therefore, we transform the
bounds of the distance between occupation numbers into bounds on the trace class norms
of the difference between the one (and the two) particle densities of the interacting ground
state(s) and the state Ψopt.
In Theorems 4.2 (resp. Theorem 4.4), we derive general formulas for the one particle (resp.
two particles) density of a state expressed in a certain well chosen basis of Hn(Λ). One of
the main steps on the path going from occupation number bounds to the trace class norm
bounds is to prove that, in most pieces, once the particle number is known, the state must
be in the ground state for the given particle number. This is the purpose of Lemma 4.12; it
relies on the minimizing properties of the ground state; actually, it is proved for a larger set
of states, states satisfying a certain energy bound.
We then use Theorems 4.2 (resp. Theorem 4.4) to derive Theorems 1.5 (resp. Theorem 1.6).
Section 5 is devoted to the proof of the almost sure convergence of the ground state energy
per particle. The proof is essentially identical to that found in [Ven13] except for the sub-
additive estimate crucial to the proof. This estimate is provided by Theorem 5.1.
In section 6, we prove Proposition 1.4 as well as a number of estimates on the ground states
and ground state energies for a finite number of electrons living in a fixed number of pieces
and interacting.
In three appendices, we gather a number of results used in the main body of paper. In ap-
pendix A, we prove the results on the statistics of the pieces stated in section 2. Appendix B
is devoted to a simple technical lemma used intensively in the derivation of Theorems 1.5
and 1.6 in section 4. Appendix C is devoted to anti-symmetric tensor products.
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2. Preliminary results
In this section, we state a number results on the Luttinger-Sy model defined in section 1
on which our analysis is based. We first recall some results on the thermodynamic limit
specialized to the pieces model. Then, we describe the statistics of the eigenvalues and
eigenfunctions of the pieces model defined in (1.1); in the case of the pieces model, it suffices
therefore to describe the statistics of the pieces (see section 2.2).
In section 2.4, we describe the non interacting system of n electrons.
2.1. Rescaling the operator. Consider the scaling x˜ = µx, that is, define
Sµ :
n∧
j=1
L2([0, L])→
n∧
j=1
L2([0, L˜])
u 7→ Sµu where (Sµu)(x) = µn/2u(µx) and L˜ = µL.
(2.1)
One then computes
S∗µHω(L, n)Sµ = µ
2H˜ω(L˜, n)
where H˜ω(L˜, n) is the interacting pieces model on the interval [0, L˜] defined by a Poisson
process of intensity 1 and with pair interaction potential
Uµ(·) = µ−2U(µ−1·). (2.2)
For H˜ω(L˜, n), the thermodynamic limit becomes
n
L˜
=
n
µL
→ ρ
µ
= ρµ.
We shall prove Theorems 1.3, 1.5 and 1.6 under the additional assumption µ = 1. Let us now
explain how Theorems 1.3, 1.5 and 1.6 get modified when one goes from µ = 1 to arbitrary
µ.
If one denotes by γµ the constant defined by Proposition 1.4 applied to the interaction po-
tential Uµ instead of U , a direct computation yields γµ = µγ.
In the same way, a direct computation yields that Zµ, the analogue of Z in assumption (HU)
for Uµ, is given by Zµ(·) = µ2Z(µ−1·). Thus, for the function fZµ (see (1.26), (3.28)
and (3.29)) defined for Uµ, see (2.2), one obtains fZµ(·) = µ2fZ(µ−1·). This suffices to
obtain Theorems 1.5 and 1.6 for µ arbitrary fixed from the case µ = 1.
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From now on, as we fix µ = 1, we shall write drop the sub- or superscript µ and write, e.g.,
ℓρ for ℓρ,µ, Eρ for Eρ,µ, etc. Similarly, the dependence on the random parameter ω will be
frequently dropped so as to simplify notations.
2.1.1. Other asymptotic regimes. In the introduction, for the sake of simplicity we chose to
state our results at fixed µ and sufficiently small ρ (depending on µ). Actually, the results
that we obtained stay correct under less restrictive conditions on µ and ρ. The conditions
that are required are the following. Fix µ0 > 0; then, Theorems 1.3, 1.5 and 1.6 stay correct
as long as µ ∈ (0, µ0), ρµ be sufficiently small and ℓρ,µ sufficiently large depending only on
µ0. Let us now explain this.
Therefore, we analyze the remainder terms of (3.80) (thus, of (3.82)). The second term in
the last equality in (3.80) multiplied by µ2 (to rescale energy properly, see above) becomes
π2µ2γµ∗
ρµ
| log ρµ|3 = π
2 γµ∗ µ
−1 ρµ ℓ
−3
ρ,µ + o
(
ρµ ℓ
−3
ρ,µ
)
by (1.12). Note that, by (1.17), γµ∗ µ
−1 stays bound from above and below as µ→ 0+.
The remainder term in the last equality in (3.80) multiplied by µ2 (to rescale energy properly,
see above) becomes
µ2
ρµ
| log ρµ|3O (fZ
µ[| log ρµ|)]) = ρµ µ
4
ℓ3ρ,µ
O (fZ [ℓρ,µ(1 + o(1))]) = o
(
ρµ µ
−1
ℓ3ρ,µ
)
when ρµ → 0 and ℓρ,µ → +∞ while µ stays bounded.
This then yields Theorem 1.3 for (µ, ρ) arbitrary in the regime described above from the
case µ = 1 and ρ small.
To obtain Theorems 1.5 and 1.6 for µ arbitrary, we just use Zµ(·) = µ2Z(µ−1·) and the fact
that Z is decaying; indeed, this implies that
Zµ(2| log ρµ|) = µ2Z(2ℓρ,µ(1 + o(1))) 6 µ2Z(ℓρ,µ)
when ρµ → 0 and ℓρ,µ → +∞ while µ stays bounded.
This suffices to obtain Theorems 1.5 and 1.6 for (µ, ρ) arbitrary in the regime described
above from the case µ = 1 and ρ small.
From now on, we fix µ = 1 and assume ρ be small. Thus, we shall drop the sub- or
superscript µ and write, e.g., ℓρ for ℓρ,µ, Eρ for Eρ,µ, etc. Similarly, the dependence on the
random parameter ω will be frequently dropped so as to simplify notations.
2.2. The analysis of the one-particle pieces model. Most of the proofs of the results
stated in the present section can be found in Appendix A.
Recall that we partition [0, L] using a Poisson process of intensity 1 and write
[0, L] =
m(ω)⋃
j=1
∆j(ω). (2.3)
Note that, by a standard large deviation principle, for β ∈ (0, 1/2), with probability at least
1− e−Lβ , one has m = L+O(Lβ).
Moreover, with probability one,
• min
16j6m(ω)
|∆j(ω)| > 0,
• if j 6= j′ then |∆j(ω)|
2
|∆j′(ω)|2 6∈ Q.
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Thus, distinct pieces generate distinct Dirichlet Laplacian energy levels. In particular, with
probability one, all the eigenfunctions of the one-particle Hamiltonian Hω(L) = Hω(L, 1) are
supported on a single piece ∆j(ω) and the corresponding eigenvalues are simple.
Hence, we will enumerate the eigenvalues and the eigenfunctions of Hω(L) using a two-
component index (∆j, k) where
• ∆j is the piece of the partition (2.3) on which the eigenfunction is supported,
• k is the index of the eigenvalue within the ordered list of eigenvalues of this piece,
i.e.,
ψ(∆j ,k)(x) =
√
2
|∆j| sin
(
πk(x− inf ∆j)
|∆j|
)
1∆j (x)
and the corresponding energy
E(∆j ,k) =
(
πk
|∆j|
)2
. (2.4)
Let P = P(ω) denote the set of all available indices enumerating single-particle states, i.e.,
P = {∆j}m(ω)j=1 × N.
In parallel to this two-component enumeration system, we will use a direct indexing pro-
cedure: {(Ej , ψj)}j∈N are the eigenvalues and associated eigenfunctions of the one particle
Hamiltonian Hω(L) counted with multiplicity ordered with increasing energy.
2.3. The statistics of the pieces. We first study the statistical distribution of the pieces
generated by the Poisson process. We will primarily be interested in the joint distributions
of their lengths. These statistics immediately provide the statistics of the eigenvalues and
eigenfunctions of the pieces model. These results are presumably well known; as we don’t
know a convenient reference, we provide their proofs in Appendix A for the sake of com-
pleteness.
In the sequel, the probability of the events will typically be 1 − O(L−∞): we recall that
Ak = O(k
−∞) if ∀N > 0, lim
k→+∞
kNAk = 0. Actually, the proofs show that the probabilities
lie at an exponentially small distance from 1, i.e., O(L−∞) = e−L
β
for some β > 0.
We prove
Proposition 2.1. With probability 1 − O(L−∞), the largest piece has length bounded by
logL · log logL, i.e.,
max
16k6m(ω)
|∆k(ω)| 6 logL · log logL.
On the distribution of the length of the pieces, one proves
Proposition 2.2. Fix β ∈ (2/3, 1). Then, for L large, for any (aL, bL) ∈ [0, logL·log logL]2,
with probability 1−O(L−∞), the number of pieces of length contained in [aL, aL+bL] is equal
to
e−aL(1− e−bL) · L+RL · Lβ where |RL| 6 κ
and the positive constant κ is independent of aL, bL.
The proof of Proposition 2.2 is given in Appendix A.
We will also use the joint distributions of pairs and triplets of pieces that are close to each
other. We prove
Proposition 2.3. Fix β ∈ (2/3, 1). Then, for any a, b positive and b, d, g, f all non negative,
with probability 1− O(L−∞), the number of pairs of pieces such that
• the length of the left most piece is contained in [a, a+ b],
• the length of the right most piece is contained in [c, c+ d],
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• the distance between the two pieces belongs to [g, g + f ]
is equal to
f e−a−c(1− e−b)(1− e−d) · L+RL · Lβ where |RL| 6 κ (2.5)
and the positive constant κ may depend on (a, b, c, d, f, g).
For pairs of pieces, we shall also use
Proposition 2.4. For ℓ, ℓ′, d > 0, with probability 1−O(L−∞), one has
#

pairs of pieces at most at a dis-
tance d from each other such that
the left most piece longer than ℓ,
the right most piece longer than ℓ′.
 6 (2 + d)e
−ℓ−ℓ′L.
Finally, for triplets of pieces, we shall use
Proposition 2.5. For ℓ, ℓ′, ℓ′′, d > 0, with probability 1−O(L−∞), one has
#
(∆, ∆′, ∆′′) s.t.
∣∣∣∣∣∣∣
∆′ between ∆ and ∆′′
dist(∆,∆′) 6 d, dist(∆′,∆′′) 6 d
|∆| 6 ℓ, |∆′| 6 ℓ′, |∆′′| 6 ℓ′′.
 6 (2 + d2)e−ℓ−ℓ′−ℓ′′L.
As a straightforward consequence of Proposition 2.2, exploiting the formula (2.4) for the
Dirichlet eigenvalues of the Laplacian on an interval, one obtains the explicit formula (1.2)
for the one-particle integrated density of states for the pieces model defined in (1.2) (here,
µ = 1) That is, one proves
Proposition 2.6 (The one particle IDS). The one-particle integrated density of states for
the pieces model is given by
N(E) =
exp(−ℓE)
1− exp(−ℓE)1E>0 (2.6)
where ℓE is defined in (1.2).
Formula (2.6) was already obtained in [LS73]; in Appendix A.1, we give a short proof for
the readers convenience.
Recalling the scaling defined in section 2.1 immediately yields (1.2) for general µ.
2.4. Free electrons. Understanding the system without interactions will be key to an-
swering the main questions raised in the present work. For free electrons, i.e., when the
interactions are absent, U ≡ 0, the energy per particle E0(ρ) can be expressed in terms of
one-particle density of states measure.
2.4.1. The ground state energy per particle. Recall that (see Theorem 1.3), for a density of
particles ρ, the Fermi energy Eρ is a solution of the equation N(Eρ) = ρ. In the present
case, as N is continuous and strictly increasing from 0 to +∞, the solution to this equation
is unique for any ρ > 0. The length of the interval whose Dirichlet Laplacian has the Fermi
energy Eρ as ground state energy is the Fermi length ℓρ given by
ℓρ := π/
√
Eρ (2.7)
As a direct corollary to (1.2) (recall that µ = 1) or equivalently Proposition 2.6, we see that
the Fermi energy is given by
Eρ = π
2
(
log(ρ−1 + 1)
)−2 ∼ π2| log ρ|−2 when ρ→ 0 (2.8)
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and the Fermi length by:
ℓρ = log
(
ρ−1 + 1
) ∼ |log ρ| when ρ→ 0. (2.9)
We recall
Proposition 2.7 ([Ven13, Theorem 5.13 and Lemma 5.14]). Let EΛn,ω denote the n-th energy
level of Hω(L) (counting multiplicity). Then, ω-a.s., one has
EΛn,ω −−−−→
L→∞
n/L→ρ
Eρ and E0(ρ) = 1
ρ
∫ Eρ
−∞
E dN(E). (2.10)
Proposition 2.7 follows easily from Lemma 3.13, (1.30), (1.31) and (A.17).
We see that
• the highest energy level occupied by a system of non interacting electrons tends to
the Fermi energy in the thermodynamic limit;
• the n-electron ground state energy per particle is the energy averaged with respect to
the density of states measure of the one-particle system conditioned on energies less
than the Fermi energy.
Combining formulas (2.8) and (2.10), one can expand E0(ρ) into inverse powers of log ρ up to
an arbitrary order. Taking the scaling defined in section 2.1 into account, (2.10) immediately
implies (1.13).
2.4.2. The eigenfunctions. Let us now describe the eigenfunctions of H0ω(L, n). Let us recall
that (Ep)p∈P are the eigenvalues of the one-particle operator Hω(L) and (ψp)p∈P are the
corresponding normalized eigenfunctions; here p in P is a ( piece - energy level ) index. The
n-electron eigenstates without interactions are given by the following procedure. Pick a set
α := {α1, . . . , αn} ⊂ P of n indices, cardα = |α| = n. The normalized eigenstate associated
to α is given by the Slater determinant
Ψα(x
1, x2, · · · , xn) := ψα1 ∧ · · · ∧ ψαn :=
1√
n!
det
(
ψp(x
j)
)
p∈α
16j6n
. (2.11)
One easily checks that (H0ω(Λ, n)− Eα)Ψα = 0 for the energy Eα defined by
Eα =
∑
p∈α
Ep. (2.12)
The subset α indicates which one-particle energy levels are occupied in the multi-particle
state Ψα. For instance, in the ground state of n electrons, one chooses the states with lowest
possible energy.
Notation 2.8. For a Slater determinant Ψα (see 2.11)) and p ∈ α, we will refer to the one-
particle functions ψp as particles that constitute the n-electron state indexed by α. Moreover,
with a slight abuse of terminology, we will refer to an multi-index α as a (n-electron) state
and to p in α as a particle.
3. The asymptotics for the ground state energy per particle
In this section, we prove Theorem 1.3 on the asymptotic expansion of the ground state
energy per particle in terms of small particle density. We assume that the pair interaction
potential U satisfies condition (HU).
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3.1. Decomposition by occupation numbers. We give a definition of the number of
particles occupying a given piece. Therefore, we shall use the special structure of the Hamil-
tonian H0ω(Λ, n), that is, that of Hω(L) (see (1.4) and (1.1)).
Fix ω. Recall that (∆j(ω))16j6m) are the pieces defined in (2.3) (m = m(ω)). The one
particle space is then decomposed into
L2(Λ) = L2([0, L]) =
⊥⊕
16j6m
L2(∆j(ω)). (3.1)
Thus, for the n-particle space Hn (see (1.3)), we obtain the decomposition
H
n = Hn(Λ) =
n∧
j=1
L2(Λ) =
⊕
Q=(Q1,··· ,Qm)∈Nm
Q1+···Qm=n
HQ (3.2)
where we have defined
Definition 3.1. For Q = (Q1, · · · , Qm) ∈ Nm s.t. Q1 + · · ·Qm = n, the space of states of
fixed occupation Q denoted by HQ is given by
HQ =
m∧
j=1
 Qj∧
k=1
L2(∆j(ω))
 . (3.3)
Here, as usual, we set
∧0
k=1L
2(∆j(ω)) = C.
An occupation Q is a multi-index of length m and of “modulus” n. Note that, as ∆j(ω) ∩
∆j′(ω) = ∅ for j 6= j′, we can identify
HQ =
m⊗
j=1
 Qj∧
k=1
L2(∆j(ω))
 .
Remark 3.2. The spaces of fixed occupation could also be defined starting from the eigen-
states of H0ω(L, n) as in [Ven12]. Indeed, each of the eigenstates of H
0
ω(L, n), the non inter-
acting Hamiltonian, belongs to a state of fixed occupation. More precisely, if Ψα ∈ Hn is the
eigenstate of H0ω(L, n) given by (2.11) where α ⊂ P, cardα = n, then, defining the occupa-
tion Q(α) = (Q1(α), · · · , Qm(α)) where, for 1 6 j 6 m, Qj(α) := # {p ∈ α| suppψp = ∆j},
we see that Ψα ∈ HQ.
The following lemma is crucial in our analysis as it gives global information on the structure
of the ground state of the Hamiltonian HUω (L, n) = H
0
ω(L, n) +Wn. We prove
Lemma 3.3. Let ω be fixed and let α and β be two n-electron indices corresponding each to
an eigenstate of H0ω(L, n).
If their occupations are different, then the corresponding n-particle states do not interact:
Q(α) 6= Q(β)⇒ 〈Ψα,WnΨβ〉 = 0.
Proof. If α and β have different occupation numbers, the supports of Ψα and Ψβ in Λ
n
intersect at a set of measure zero: indeed, these supports are obtained by symmetrizing
different collections of products of pieces (with repetitions for the pieces that are occupied
more than once):
Q(α) 6= Q(β) ⇒ meas (suppΨα ∩ suppΨβ) = 0.
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The latter means that Ψα ·Ψβ ≡ 0 as a function in L2 (Λn). Then, clearly, by definition, for
the matrix elements, one obtains
〈Ψα,WnΨβ〉 =
∫
Λn
Wn(x)Ψα(x)Ψ
∗
β(x)dx = 0.
Lemma 3.3 is proved. 
As an immediate corollary to Lemma 3.3, we obtain
Corollary 3.4 (Decomposition by occupation). Fix ω. For any Q ∈ Nm (here and in the
sequel, N = {0, 1, · · · }), m = m(ω), the subspace HQ are invariant under the action of the
n-particle Hamiltonian HUω (L, n) = H
0
ω(L, n) +Wn, i.e.,
(HUω (L, n) + i)
−1
HQ ⊂ HQ. (3.4)
Thus, the total Hamiltonian HUω (L, n) is decomposed according to (3.2) in direct sum of its
parts HQ on subspaces of fixed occupation, i.e.,
HUω (L, n) =
⊕
Q∈Nm
Q1+···+Qm=n
HQ, (3.5)
where HQ = H
U
ω (L, n)
∣∣
HQ
.
Remark 3.5. All terms of this decomposition as well as the number of pieces m depend on
the randomness ω, i.e., the configuration of pieces.
Proof of Corollary 3.4. Fix ω. The space
Dnω := C∞0
(( ⋃
16j6m
◦
∆j(ω)
)n)⋂
H
n
is a core for HUω (L, n). Here,
◦
∆j(ω) denotes the interior of ∆j(ω).
It, thus, suffices to check that, for HUω (L, n) (HQ ∩ Dnω) ⊂ HQ; this follows immediately from
Lemma 3.3. This ensures the existence of the decomposition (3.5) and completes the proof
of Corollary 3.4. 
Corollary 3.4 states that the interaction operator Wn is partially diagonalized in the basis of
eigenfunctions of H0ω(L, n), i.e., its matrix representation has a block structure corresponding
to the subspaces of constant occupation.
3.2. Almost sure non-degeneracy of the interacting ground state. We first restrict
ourselves to spaces with fixed occupation to prove
Lemma 3.6. Fix an occupation Q. The ground state of
(
HUω (L, n)
)∣∣
HQ
is non-degenerate.
Proof. To simplify notations, let us write H = HUω (L, n) and H
0 = H0ω(L, n). Let (∆jp)16p6n
be the pieces such that Qjp > 1; in the list (∆jp)16p6n, each piece ∆jp is repeated Qjp times.
We enumerate the pieces so that their left endpoints are non decreasing (i.e., from the
leftmost piece to the rightmost piece). So, p 7→ jp is non decreasing. Then, the operator H0Q
is the Dirichlet Laplacian on a space of anti-symmetric functions defined on the symmetrized
domain
∆Q = Sym
(
n×
p=1
∆jp
)
:=
⋃
σ∈Sn
n×
p=1
∆σ(jp). (3.6)
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Anti-symmetric functions on the domain (3.6) that vanish on the boundary ∂(∆Q) are in
one-to-one correspondence with functions defined on the domain
δQ =
{
(x1, . . . , xn) s.t. xp ∈ ∆jp and xp 6 xq for p < q
}
(3.7)
that vanish on ∂(δQ), the boundary of δQ. Actually,
∆Q =
⋃
σ∈Sn
σ(δQ) and, for (σ, σ
′) ∈ S2n, σ(δQ) ∩ σ′(δQ) = ∅ if σ 6= σ′.
Here, for σ ∈ Sn, we have set σ : (x1, · · · , xn) 7→ (xσ(1), · · · , xσ(n)).
Thus, finding the ground state of HQ = H
0 +W is equivalent to finding the ground state
of the Schro¨dinger operator −∆+W with Dirichlet boundary conditions on the domain δQ.
As the domain δQ is connected and has a piecewise linear boundary, the ground state of
−∆+W is non-degenerate (see [Dav90, Theorems 1.4.3, 1.8.2 and 3.3.5] and [RS78, Section
XIII.12]). This completes the proof of Lemma 3.6. 
3.3. The proof of Theorem 1.1. Considering the decomposition (3.5), Lemma 3.6 implies
that the only possible source of degeneracy of the ground state is that different occupations,
i.e., distributions of particles in the pieces, provide the same ground state energy. Let us
show that, almost surely, this does not happen.
Let Π be the support of dµ(ω), the Poisson process of intensity 1 on R+. Let #(Π∩ [0, L]) be
the number of points the Poisson process puts into (0, L). Suppose now that the probability
that the ground state of HUω (L, n) is degenerate is positive.
Thus, for some m > 0, conditioned on the fact that the Poisson process puts m points
into (0, L) (i.e., #(Π ∩ [0, L]) = m), the probability that the ground state of HUω (L, n) be
degenerate is positive. Let (ℓj)j be the lengths of the pieces (∆j(ω))j, i.e., the (∆j)j are
connected and ∪j∆j(ω) = (0, L) \ (Π ∩ [0, L]). Conditioned #(Π ∩ [0, L]) = m, the joint
distribution of the vector (ℓj)j is known.
Proposition 3.7 ([GMS83]). Under the condition#(Π∩[0, L]) = m, the vector (ℓ1, . . . , ℓm+1)
has the same distribution as the random vector(
L · η1
η1 + . . .+ ηm+1
,
L · η2
η1 + . . .+ ηm+1
, . . . ,
L · ηm+1
η1 + . . .+ ηm+1
)
, (3.8)
where (ηi)16i6m are i.i.d. exponential random variables of parameter 1.
As the lengths (ℓj)j are continuous functions of the parameters (ηj)j, we know that there
exists an open set in (R+)m+1, say O, such that, for each (ℓj)16j6m+1 ∈ O, there are at
least two occupations Q1((ℓj)16j6m+1) and Q2((ℓj)16j6m+1) that have the same ground state
energy (which is at the same time the smallest possible among the ground state energies for all
the occupations). Let us denote these branches of energy by (ℓj)16j6m+1 7→ E1((ℓj)16j6m+1)
and (ℓj)16j6m+1 7→ E2((ℓj)16j6m+1) respectively.
For a fixed number of pieces, there are finitely many occupations and a change in the number
of pieces occurs only when a wall, i.e., an endpoint of a piece, crosses 0 or L. Thus, there
exists a subset O1 ⊂ O of positive measure, such that Q1((ℓj)16j6m+1) and Q2((ℓj)16j6m+1)
are constant on O1.
Now, let us fix an initial set of lengths (ℓ0j)16j6m+1 in O1 and move it continuously inside
this exceptional set O1. This actually corresponds to moving continuously walls inside the
interval (0, L). As Q1 and Q2 are two different occupations, there exists a piece [a, b] ⊂ [0, L],
such thatQ1 andQ2 put different number of particles in this piece, i.e., Q1([a, b]) 6= Q2([a, b]).
Now, we move a continuously towards b; if a = 0, we will move b towards a. Let a0 be the
value of a in the configuration (ℓ0j)16j6m+1. Let E1(a) and E2(a) be the ground state energies
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corresponding to the two different occupations Q1 and Q2. In a small neighborhood of a0,
by the definition of O1, one has
E1(a) = E2(a)
As U is real analytic and as the ground state of HQ is simple for any occupation Q, the
functions E1(a) and E2(a) are analytic in the open interval (c, b) where c is the end of the
piece [c, a] to the left of the piece [a, b]. Indeed, E1 (and E2) is analytic around a0. Assume
that E1(a) stops being analytic somewhere inside (c, b). This would mean that the eigenvalue
E1(a) of HQ1 becomes degenerate, thus, that the ground state of HQ1 becomes degenerate.
This was already ruled out.
This immediately implies that E1(a) = E2(a) for all a ∈ (c, b).
But this cannot be. Indeed, if Q1 puts k1 particles in the piece [a, b], and Q2 puts k2
particles in the piece [a, b] with k1 6= k2, the functions E1 and E2 have different asymptotics
as a approaches b, indeed,
Ei(a) ∼ k3i /(b− a)2 as a→ b.
This contradicts the fact that the two functions agree on the whole interval. This completes
the proof of Theorem 1.1. 
Finally, we use the results from sections 3.1 together with Theorem 1.1 to obtain the following
Corollary 3.8. Assume U is real analytic. Then, ω-almost surely, for any L and n, the
ground state of HUω (L, n) belongs to the a unique occupation subspace HQ.
Proof. Consider the orthogonal decomposition (3.5). As any projection of Ψω(L, n) on HQ
is either a ground state or zero and as the ground state is ω-a.s. simple, only one of the
projections of the ground state on a space of fixed occupation is different from zero. Thus,
Ψω(L, n) belongs to one of the subspaces HQ. This completes the proof of Corollary 3.8. 
3.4. The approximate ground state Ψopt. The basic idea of the construction of Ψopt is to
find the optimal configuration with respect to different occupations. All the n-electron states
are considered as deformations of the unperturbed ground state Ψ0 which, we recall (2.11),
is given by the Slater determinant:
Ψ0 = ψ1 ∧ ψ2 ∧ . . . ∧ ψn.
When the interactions are turned on, the particles in the state Ψ0 start to interact. For some
particles, these interactions may be quite large. In particular, it may become energetically
favorable to “decouple” some particles by moving them apart from each other to unoccupied
pieces; obviously, it is better to move the more excited particles. One, thus, reduces the
interaction energy but this will necessarily result in an increase of the “non interaction”
energy of the state, i.e., of 〈H0ω(L, n)Ψ,Ψ〉: indeed, in the non interacting ground state, the
n particles occupy the n lowest levels of the system. Nevertheless the decrease of the inter-
action energy, i.e., 〈WnΨ,Ψ〉 may compensate the increase in “non interacting” energy. The
“optimal” configuration then arises through the optimization on the occupation governed
by the interplay between the loss of interaction energy and the gain of “non interacting”
energy: it is achieved when loss and gain balance.
Let us note that a ground state Ψ is obviously the ground state of the Hamiltonian restricted
to the appropriate fixed occupation subspace, i.e., Ψ is the ground state of HQ(Ψ) (see (3.5)).
This corresponds to writing the minimization problem in the form
inf
Φ∈Hn
‖Φ‖=1
〈Hω(L, n)Φ,Φ〉 = inf
Q∈Nm
|Q|=n
inf
Φ∈HQ
‖Φ‖=1
〈HQΦ,Φ〉. (3.9)
This reduces the problem to finding the optimal occupations rather than the optimal n-
electron state itself.
22 FRE´DE´RIC KLOPP AND NIKOLAJ A. VENIAMINOV
Recalling that the constant γ is defined in Proposition 1.4, we set
A∗ :=
γ
8π2
, x∗ := 1− e−
γ
8π2 . (3.10)
Note that
A∗ = − log(1− x∗).
Let us now define Ψopt. Therefore, recall that the pieces in the model are denoted by
(∆k(ω))16k6m(ω) (see section 1) and that for ∆k(ω), a piece, we define (see sections 1.3.2
and 1.3.3)
• ϕj∆k(ω) to be the j-th normalized eigenvector of −∆D|∆k(ω),
• ζj∆k(ω) to be the j-th normalized eigenvector of −△D|∆k(ω)2+U acting on
2∧
j=1
L2(∆k(ω)).
We will define the state Ψopt in two steps. We first define Ψoptm : it will contain less than n
particles and will be the main part of Ψopt. We, then, add the missing particles to get the
n-particle state Ψopt.
Definition 3.9. Consider all the pieces in [0, L]. For each piece, depending on its length,
do one of the following:
(a) keep the pieces of length in [0, ℓρ − ρx∗) ∪ [3ℓρ,∞) empty;
(b) put one particle in its ground state in each piece of length in [ℓρ − ρx∗, 2ℓρ + A∗);
(c) in pieces of length in [2ℓρ + A∗, 3ℓρ), put the ground state of a two-particles system
with interactions (see Proposition 1.4 and section 6.1);
We define the state Ψoptm = Ψ
opt
m (L, n) to be the anti-symmetric tensor product of the thus
constructed one- and two-particles sub-states, that is,
Ψoptm (L, n) =
∧
|∆j(ω)|∈[ℓρ−ρx∗,2ℓρ+A∗)
ϕ1∆j(ω) ∧
∧
|∆j(ω)|∈[2ℓρ+A∗,3ℓρ)
ζ1∆j(ω). (3.11)
Note that, as the (ζ1∆j(ω))j carry two particles, Ψ
opt
m (L, n) is not given by a Slater determinant;
an explicit formula for such an anti-symmetric tensor product is given in (C.2) in Appendix C.
Remark 3.10. Note that, in step (c) of Definition 3.9, we put two interacting particles within
these pieces. Because of the interactions, this is different from putting separately two parti-
cles on the two lowest one-particle energy levels (see appendix 6).
Let us now compute the total number of particles contained in Ψoptm . We prove
Lemma 3.11. With probability 1−O(L−∞), for L sufficiently large, in the thermodynamic
limit, the total number of particles in Ψoptm constructed in Definition 3.9 is given by
N (Ψoptm ) = n
[
1− ρ2
(
3− x∗ − x
2
∗
2
)
+O(ρ3)
]
.
Proof. It suffices to count the number of pieces of each type and multiply by the corre-
sponding number of particles. We recall that, by (3.10), one has exp(−ℓρ) = ρ
1 + ρ
and
exp(−A∗) = 1 − x∗. Thus, for β ∈ (0, 1/2), using Proposition 2.2 and the second equation
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in (3.10), with probability 1−O(L−∞), one computes
N (Ψoptm ) = ♯{l ∈ [ℓρ − ρx∗, 2ℓρ + A∗)}+ 2 · ♯{l ∈ [2ℓρ + A∗, 3ℓρ)}
= L
[
e−(ℓρ−ρx∗) − e−(2ℓρ+A∗) + 2e−(2ℓρ+A∗) − 2e−3ℓρ]+O (L1/2+β)
=
Lρ
1 + ρ
[
eρx∗ + ρe−A∗ − ρ2e−A∗ − 2ρ2 +O(ρ3)]
=
Lρ
1 + ρ
[
1 + ρ− ρ2
(
e−A∗ + 2− x
2
∗
2
)
+O(ρ3)
]
= n
[
1− ρ2
(
3− x∗ − x
2
∗
2
)
+O(ρ3)
]
.
This completes the proof of Lemma 3.11. 
Lemma 3.11 shows that, for ρ small, Ψoptm contains less than n particles. Let us now add
particles to Ψoptm to complete it into Ψ
opt. Therefore, we prove
Lemma 3.12. Let (ϕ˜k)16k6kρ(ω) be the particles that Ψ
0, the non interacting ground state,
puts in the pieces longer than 3ℓρ ordered by increasing energy.
With probability 1−O(L−∞), for L sufficiently large, one has kρ(ω) > nρ2(3− 18ρ).
Proof. By Proposition 2.2, with probability 1 − O(L−∞), the number of pieces of length in
ℓρ[3 + ρ, 4) is equal to
n
ρ2
(1 + ρ)3
(
e−ρ − ρ
1 + ρ
)
+ o(L) > nρ2 (1− 6ρ)
for L large.
To complete the proof of Lemma 3.12, let us now establish some auxiliary results. By (2.10)
in Proposition 2.7, we know that EΛn,ω converges to Eρ in the thermodynamic limit. We will
first investigate the rate of convergence in (2.10).
Lemma 3.13. Denote by ℓn,L the length of an interval having a ground state energy equal
to EΛn,ω, i.e.,
ℓn,L =
π√
EΛn,ω
.
Let ρ > 0 be fixed. For any δ > 0, in the thermodynamic limit L → ∞, n/L → ρ, with
probability 1−O(L−∞), one has
ℓn,L = ℓρ +O(L
−(1/2−δ)) +O
(∣∣∣n
L
− ρ
∣∣∣) ,
EΛn,ω = Eρ +O(L
−(1/2−δ)) +O
(∣∣∣n
L
− ρ
∣∣∣) .
In view of Lemma 3.13 and by the definition of Ψ0, for L sufficiently large, each piece of length
in ℓρ[3+ρ, 4) contains at least 3 particles of Ψ
0. This completes the proof of Lemma 3.12. 
Proof of Lemma 3.13. By (A.17), with probability 1 − O(L−∞), the normalized counting
function for the Dirichlet eigenvalues of Hω(L, 1) (see (2.4)) satisfies
n
L
= NDL (E
Λ
n,ω) =
exp(−ℓn,L)
1− exp(−ℓn,L) +O(L
−(1/2−δ)).
Taking into account the fact that
ρ = N(Eρ) =
exp(−ℓρ)
1− exp(−ℓρ) ,
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we deduce that
exp(−ℓn,L)
1− exp(−ℓn,L) =
exp(−ℓρ)
1− exp(−ℓρ) +O(L
−(1/2−δ)) +O
(∣∣∣n
L
− ρ
∣∣∣) .
This immediately yields
exp(−ℓn,L) = exp(−ℓρ) +O(L−(1/2−δ)) +O
(∣∣∣n
L
− ρ
∣∣∣) .
The proof of Lemma 3.13 is complete. 
For ρ small, by Lemmas 3.11 and 3.12, one has n − N (Ψoptm ) < kρ(ω). Thus, to construct
Ψopt, we just add n−N (Ψoptm ) particles of Ψ0 living in pieces of length in ℓρ[3+ρ, 4) to Ψoptm .
Definition 3.14. We define
Ψopt = Ψopt(L, n) := Ψoptm (L, n) ∧
n−N (Ψoptm )∧
k=1
ϕ˜k. (3.12)
Remark 3.15. Let us give an alternative approach to defining Ψopt which does not result
in exactly the same Ψopt but which can serve exactly the same purpose in the subsequent
arguments.
We start with the non interacting ground state Ψ0 and describe how it is modified:
• for pairs of particles living in the same piece, the modification depends on the length
of this piece:
– for the pieces of length between 2ℓρ and 2ℓρ+A∗, remove the more excited particle
and put it into an unoccupied piece of length between ℓρ − ρx∗ and ℓρ;
– for the remaining pieces, i.e., the pieces of length between 2ℓρ + A∗ and 3ℓρ,
the factorized two-particles state corresponding to Ψ0 should be replaced by a
true ground state of a two-particles system with interaction in this piece (see
section 6.1 for a description of such a two-particle state);
• do not modify any of the particles in Ψ0 that are either alone or live in groups of
three or more pieces.
One can easily verify that, in the above procedure, up to a small relative error, the number
of pieces to which the excited particles are displaced is equal to the number of pieces where
we decouple the particles. Indeed, according to Proposition 2.2, with probability at least
1− O(L−∞), for the former, one has
♯{l ∈ (2ℓρ, 2ℓρ − log(1− x∗))} = L exp(−2ℓρ)x∗ +O(L1/2+β)
= nρx∗(1 +O(ρ)),
(3.13)
and, for the latter, one has
♯{l ∈ (ℓρ − ρx∗, ℓρ)} = L exp(−ℓρ)(exp(ρx∗)− 1) +O(L1/2+β)
= nρx∗(1 +O(ρ)).
(3.14)
Thus, both sets contain the same number of pieces (up to an error of order nρ2). This
completes the construction of Ψopt.
3.5. Comparing Ψopt with the ground state of the interacting system. Our goal
in the sections to come is to estimate how much Ψopt differs from a true ground state
ΨU = ΨUω (L, n) (and to show that it doesn’t differ much). This will be done through the
comparison of their occupation numbers. We shall see that the ground states of the interact-
ing Hamiltonian must live in subspaces with special occupation numbers (see Corollary 3.32).
To compare occupation numbers, we introduce the distance dist1.
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Definition 3.16. Let m = m(ω) be the number of pieces in [0, L]. For j ∈ {1, 2}, pick an
occupation
Qj = (Qj1, Q
j
2, . . . , Q
j
m) ∈ Nm, |Qj| = n.
Define
dist1(Q
1, Q2) =
m∑
i=1
|Q1i −Q2i |.
Remark 3.17. Recall that the non interacting ground state Ψ0 has a single occupation Q(Ψ0):
all the states with energy below EΛn,ω (where we recall that E
Λ
n,ω denote the n-th (counting
multiplicity) energy level of the one-particle HamiltonianHω(L)); moreover, only those states
are occupied. In [Ven12], for U compactly supported, for ΨU an interacting ground state, it
was proved that
C−1nρ 6 dist0(Q(Ψ
U), Q(Ψ0)) 6 Cnρ. (3.15)
where dist0 is defined by dist0(Q
1, Q2) =
m∑
i=1
1Q1i 6=Q2i . Clearly, one has dist0 6dist1.
In the sequel, we shall prove that Ψopt is a better approximation of a ground state of the
interacting system than is the non-interacting ground state Ψ0 (compare (3.83) with (3.15)).
For interaction potentials that decrease at infinity sufficiently fast (see (HU)), we will prove
that the main modification to the ground state energy comes from U restricted to some
(sufficiently large) compact set.
Fix a constant B > 2. We decompose the interaction potential in the sum of the “principal”
and “residual” parts that is, write U = Up + U r where
Up := 1[−Bℓρ,Bℓρ]U and U
r := 1(−∞,−Bℓρ)∪(Bℓρ ,+∞)U. (3.16)
As the sum of pair interactions Wn is linear in U , this yields the following decomposition for
the full Hamiltonian:
HU = H0 +Wn = H
0 +WU
p
n +W
Ur
n = H
Up +W rn . (3.17)
Our analysis is done in the following steps:
(a) first, we prove that Ψopt approximates well the ground state for the system with
compactified interactions ΨU
p
;
(b) second, we show that the quadratic form of the residual interactions W r on Ψopt
contributes only to the error term; this will imply (1.16);
(c) finally, we will conclude that the same Ψopt gives also a good approximation for the
full Hamiltonian HU ground state ΨU in terms of the distance dist1 for the respective
occupations.
Remark 3.18. Let us clarify a point of terminology: we will minimize the quadratic form
〈HQΨ,Ψ〉 = 〈H0QΨ,Ψ〉+ 〈WnΨ,Ψ〉; the term 〈H0QΨ,Ψ〉 is referred to as the “non interacting
energy” term and 〈WnΨ,Ψ〉 the “interaction energy” term; we use the same decomposition
and terminology for smaller groups of particles or at the single particle level.
3.6. The analysis of HU
p
. We start with the analysis of HU
p
, in particular, of its ground
state energy and ground state(s). Later, we show that the addition of W rn will not change
much in the ground state energy and ground state(s).
First, we compute the energy of Ψopt. We prove
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Theorem 3.19. There exists ρ0 > 0 such that, for ρ ∈ (0, ρ0), in the thermodynamic limit,
with probability 1, one has
lim
L→∞
n/L→ρ
1
n
〈
HU
p
ω (L, n)Ψ
opt(L, n),Ψopt(L, n)
〉
= E0(ρ) + π2γ∗ρ| log ρ|−3 (1 +O (fZ(| log ρ|))) (3.18)
where γ∗ is defined in (1.17) and fZ is a continuous function satisfying fZ(x) → 0 as
x→ +∞ no faster than 1/x (for more details, see (3.29)).
Proof. To shorten the notations, we will frequently drop the arguments L, n and the subscript
ω in this proof. We will show that, up to error terms, the only terms that contribute to
〈HUpΨopt,Ψopt〉 − 〈H0Ψ0,Ψ0〉 are those due to
(a) the interactions between two particles in the same piece,
(b) the decoupling of a fraction of these particles following the construction of Ψopt.
In (3.18), the interactions between neighboring distinct pieces will be shown to contribute
only to the error term where we have defined
Definition 3.20. A pair of neighboring or interacting pieces is a pair of distinct pieces at
distance at most Bℓρ from one another, particular, particles in two such pieces can still
interact via the potential Up.
Let us now outline the main idea of the proof of Theorem 3.19. The pieces longer than
2ℓρ + A∗ contain two particles both in Ψ
0 and Ψopt. Hence, for each piece of this type, the
energy difference is given by the second term in the asymptotics (1.16) in Proposition 1.4.
On the contrary, in pieces of length between 2ℓρ and 2ℓρ +A∗, in Ψ
0, the two particles were
decoupled in order to construct Ψopt, keeping one intact and displacing another to a piece of
length between ℓρ−ρx∗ and ℓρ. In this case, the energy difference is given by the increase of
non interacting energy of the second (displaced) particle. The single particles in Ψ0 remain
untouched in Ψopt and groups of three and more particles contribute only to the error term
(as they carry only a small number of particles).
To put the above arguments into a rigorous form, we will use the following partition of the
set of available pieces according to their length. Choose K large but independent of L. For
k ∈ {1, . . . , K}, consider the sets of pieces
L1k =
{
pieces of length in
[
ℓρ − kKρ, ℓρ − k−1K ρ
)}
,
L2k =
{
pieces of length in
[
2ℓρ − log
(
1− k−1
K
)
, 2ℓρ − log
(
1− k
K
))}
.
As K is independent of L, with probability 1−O(L−∞), the number of pieces in the classes
((Ljk)) j∈{1,2}
k∈{1,...,K}
is given by Proposition 2.2. We will, henceforth, use these estimates without
reference to probabilities.
As in (3.13) and (3.14), one shows that these two sets map one-to-one onto one another up
to an error estimated as follows
cardL1k = cardL2k +O(nρ2K−1) = nρK−1(1 +O(ρ)).
Recall that x∗ is defined in (3.10). For k 6 Kx∗, according to our scheme, the pairs of
particles in pieces belonging to L2k get decoupled, one of the particles being sent to occupy
a piece belonging to L1k. For k > Kx∗, the pairs of particles in the pieces of L2k are kept
untouched. The latter pieces are those of size at least 2ℓρ + A∗. It is easily seen that the
number of such pieces is given by
♯{j : |∆j(ω)| > 2ℓρ + A∗} = nρe−A∗(1 +O(ρ)) = nρ(1− x∗) +O(nρ2).
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The majority of these pieces is smaller than 2ℓρ + A∗ + log ℓρ; indeed,
♯{j : |∆j(ω)| ∈ 2ℓρ + A∗ + [0, log ℓρ]} = nρ(1− x∗) +O(nρ| log ρ|−1).
By Proposition 1.4, for a piece of length ℓ in 2ℓρ + A∗ + [0, log ℓρ], the interaction energy of
the two-particles system is given by
γ
ℓ3
+ o(ℓ−3) =
γ
8ℓ3ρ
+ o(ℓ−3ρ ).
For the difference of energies, this yields
〈HUpΨopt,Ψopt〉 − 〈H0Ψ0,Ψ0〉 = nρ
K
Kx∗∑
k=1
[
π2(
ℓρ − kK ρ
)2 − 4π2(
2ℓρ − log
(
1− k
K
))2
]
+
γ
8ℓ3ρ
nρ(1− x∗) + o
(
nρ| log ρ|−3) . (3.19)
Taking K large, we approximate the Riemann sum in the last expression by an integral
1
K
Kx∗∑
k=1
[
π2(
ℓρ − kKρ
)2 − 4π2(
2ℓρ − log
(
1− k
K
))2
]
= x∗
∫ 1
0
[
π2
(ℓρ − tx∗ρ)2
− π
2(
ℓρ − 12 log(1− tx∗)
)2
]
dt +O
(
1
K
)
= x∗
(
−
∫ 1
0
π2
ℓ3ρ
log(1− tx∗)dt+ o(ℓ−3ρ )
)
+O
(
1
K
)
= π2ℓ−3ρ (x∗ − (1− x∗)A∗)(1 + o(1)) +O
(
1
K
)
.
Picking δ ∈ (0, 1), letting K = ρ−δ and recalling (3.10) for A∗ and x∗, for δ small, we get
〈HUpΨopt,Ψopt〉 − 〈H0Ψ0,Ψ0〉 = nρℓ−3ρ
(
π2(x∗ − (1− x∗)A∗) + γ
8
(1− x∗)
)
+ o
(
nρℓ−3ρ
)
= nρℓ−3ρ π
2
(
1− e−
γ
8π2
)
+ o
(
nρℓ−3ρ
)
.
(3.20)
In order to finish the proof of (3.18) and, thus, of Theorem 3.19, it suffices to upper bound the
interactions between distinct pieces. Recall that Ψopt is an anti-symmetric exterior product
of one- and two-particles eigenstates (see (3.11) and (3.12)):
Ψopt =
kˆ1∧
i=1
ϕi ∧
k2∧
j=1
ζj ∧
k˜1∧
i=1
φ˜i, (3.21)
where the numbers of sub-states in each group are respectively
kˆ1 = n
(
1− 2ρ(1− x∗) + ρ2
(
3(1− x∗) + x
2
∗
2
)
+O(ρ3)
)
,
k2 = nρ(1 − x∗ − ρ(3− 2x∗) +O(ρ2)),
k˜1 = n−N (Ψoptm ) = nρ2
(
3− x∗ − x
2
∗
2
)
(1 +O(ρ)).
The functions ϕi and φ˜i are one-particle ground states in certain and the functions ζj are
two-particles ground states in certain pieces. Of course, kˆ1+k2+ k˜1 = n. As in what follows
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we will only need to distinguish between one- and two-particles states, let us put the two
groups of one-particle sub-states from (3.21) together, i.e. write
Ψopt =
k1∧
i=1
φi ∧
k2∧
j=1
ζj, (3.22)
where k1 = kˆ1 + k˜1 and {φi}k1i=1 = {ϕi}kˆ1i=1 ∪ {φ˜i}k˜1i=1. As W p is a totally symmetric sum of
pair interaction potentials, one computes
〈W pΨopt,Ψopt〉 =
∑
16i<j6n
∫
[0,L]n
U(xi − xj)
∣∣Ψopt(x)∣∣2 dx
=
n(n− 1)
2
∫
[0,L]n
U(x1 − x2)
∣∣Ψopt(x)∣∣2 dx = Tr(Upγ(2)Ψopt) . (3.23)
According to Proposition 4.8, for Ψopt having the structure (3.22), its two-particle density
matrix is given by
γ
(2)
Ψopt =
k2∑
j=1
γ
(2)
ζj
+ (Id−Ex)
∑
i,j=1,...,k1
i<j
γφi ⊗s γφj + (Id−Ex)
k1∑
i=1
k2∑
j=1
γφi ⊗s γζj
+ (Id−Ex)
∑
i,j=1,...,k2
i<j
γζi ⊗s γζj .
(3.24)
As ζj is a two-particle state and φj is a one-particle state, one has
γ
(2)
ζj
= 〈·, ζj〉ζj and γφj = 〈·, φj〉φj.
The decomposition (3.24) being plugged in the r.h.s. of (3.23) reads as follows:
(a) the first term corresponds to the interaction of two particles living in the same piece;
this term is the leading one in the difference (3.19) and has been already taken into
account in the first part of the proof;
(b) the second term is the interaction between two one-particle sub-states living in distinct
pieces;
(c) the third term is due to the interaction between a one-particle sub-state in one piece
and a two-particle sub-state (represented by its one-particle reduced density matrix)
in another piece;
(d) finally, the last term describes the interaction between two distinct two-particle sub-
states.
Thus, we are interested in upper bounds on Tr(Upβ) where β is any of the last three terms
in (3.24). Let γ1 and γ2 be two arbitrary one-particle density matrices encountered in the
above expressions. Then, the kernel of (Id−Ex)γ1 ⊗s γ2 is given by
(Id−Ex)(γ1 ⊗s γ2)(x, y, x′, y′) = 1
2
(
γ1(x, x
′)γ2(y, y
′) + γ2(x, x
′)γ1(y, y
′)
− γ1(y, x′)γ2(x, y′)− γ2(y, x′)γ1(x, y′)
)
.
(3.25)
Taking into account the fact that in our case γ1 and γ2 live on distinct pieces ∆1 and ∆2
respectively, (3.25) implies
Tr (Up(Id−Ex)γ1 ⊗s γ2) =
∫
R2
Up(x− y)(Id−Ex)(γ1 ⊗s γ2)(x, y, x, y)dxdy
=
∫
∆1
∫
∆2
Up(x− y)γ1(x, x)γ2(y, y)dxdy.
(3.26)
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To upper bound the last expression, we use the estimates proved in section 6.2. We now
study the different sums in (3.24).
For pairs of one-particle states, we estimate the number of pairs of pieces at a certain distance
by Proposition 2.3 and we bound individual terms by Lemma 6.18. We compute that, for
any η > 0 and ε > 0, for L sufficiently large, with probability 1− O(L−∞), one has
Tr
(
Up(Id−Ex)
∑
i,j=1,...,k1
i<j
γφi ⊗s γφj
)
6
∑
|∆i|>ℓρ−ρx∗
|∆j |>ℓρ−ρx∗
dist(∆i,∆j)6Bℓρ
∫
∆i×∆j
U(x− y)|ϕ1∆i(x)|2|ϕ1∆j(y)|2dxdy
6
Bℓρ/η∑
k=0
∑
|∆i|>ℓρ−ρx∗
|∆j |>ℓρ−ρx∗
kη6dist(∆i,∆j)<(k+1)η
∫
∆i×∆j
U(x− y)|ϕ1∆i(x)|2|ϕ1∆j(y)|2dxdy
6 C
Bℓρ/η∑
k=0
#

|∆i| > ℓρ − ρx∗,
|∆j| > ℓρ − ρx∗
kη 6 dist(∆i,∆j) < (k + 1)η
 ℓ−4+ερ ((k + 1)η)−εZ((k + 1)η)
6 CLe−2ℓρ ℓ−4+ερ
Bℓρ/η∑
k=0
((k + 1)η)−ε Z((k + 1)η)η.
Here, to get line three from line two, we have used Lemma 6.18, and to get line four from
line three, we have used Proposition 2.3 to bound the counting function with a probability
1− O(L−∞).
Thus, by the continuity and local integrability of x 7→ x−εZ(x), choosing η small and ε ∈
[0, 1), we obtain that, for L sufficiently large, with probability 1− O(L−∞), one has
Tr
(
Up(Id−Ex)
∑
i,j=1,...,k1
i<j
γφi ⊗s γφj
)
6 C nρ ℓ−4+ερ
∫ Bℓρ
0
a−εZ(a)da. (3.27)
Let us now estimate the last integral. For ε ∈ [0, 1) and 0 6 Y < X , one computes∫ X
0
a−εZ(a)da 6
(∫ Y
0
+
∫ X
Y
)
a−εZ(a)da
6 (1− ε)−1 [Z(0)Y 1−ε + Z(Y )X1−ε − Z(Y )Y 1−ε]
= (1− ε)−1X1−ε [(Y/X)1−ε(Z(0)− Z(Y )) + Z(Y )] .
Let us now optimize the last expression with respect to α = Y/X ∈ [0, 1]. Consider
f(X,α) := α1−ε(Z(0)− Z(αX)) + Z(αX). (3.28)
In general, the more rapidly Z goes to zero at infinity, the smaller the optimal α and, thus,
the smaller is the minimal value. Let us define the following functional of Z (depending also
on X):
fZ(X) = inf
α∈[0,1]
f(X,α). (3.29)
Obviously, as soon as Z(X) = o(1) forX → +∞., one finds that fZ(X) = o(1) forX → +∞.
Then, plugging this into the estimate (3.27), we obtain
Tr
(
Up(Id−Ex)
∑
i,j=1,...,k1
i<j
γφi ⊗s γφj
)
6 C1 n ρ ℓ
−3
ρ · fZ(Bℓρ). (3.30)
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In particular, the last expression is o(nρℓ−3ρ ). Note also that, it can never be made better
than O(nρℓ−4ρ ) as there is no control of the size of Z near the origin.
To estimate the interactions between a one-particle state and a one-particle density matrix
of a two-particle state, we use the bound derived in Lemma 6.20. We estimate the number
of pairs of pieces of this type at a certain distance by Proposition 2.4 (in this case, there is
no need in for the more precise Proposition 2.3 as in the derivation of (3.30) above). This
yields
Tr
(
Up(Id−Ex)
k1∑
i=1
k2∑
j=1
γφi ⊗s γζj
)
6
∑
|∆i|>ℓρ−ρx∗
|∆j |∈[2ℓρ+A∗,3ℓρ)
dist(∆i,∆j)6Bℓρ
∫
∆i×∆j
U(x− y)|ϕ1∆i(x)|2γζ1∆j (y, y)dxdy
6 C nρ2 ℓρ ℓ
−7/2+ε
ρ
∫ Bℓρ
0
a−εZ(a)da.
(3.31)
Finally, for interactions between two reduced density matrices of two-particles sub-states,
we proceed as before; using Lemma 6.21 for each term, we compute
Tr
(
Up(Id−Ex)
∑
i,j=1,...,k2
i<j
γζi ⊗s γζj
)
=
∑
|∆i|,|∆j|∈[2ℓρ+A∗,3ℓρ)
i<j
dist(∆i,∆j)6Bℓρ
∫
∆i×∆j
U(x − y)γζ1∆i(x, x)γζ1∆j (y, y)dxdy
6 C nρ3
∫ Bℓρ
0
min(1, a−2Z(a))da.
(3.32)
Summing (3.30), (3.31), (3.32), we obtain
〈W pΨopt,Ψopt〉 6 C nρ ℓ−3ρ · fZ(Bℓρ). (3.33)
Taking (3.20) into account, this completes the proof of Theorem 3.19. 
To formulate our next result, we will first need to define the notion of occupation restricted
to a subset of the total set of pieces.
Definition 3.21. Let Pω = {∆k(ω)}m(ω)k=1 be the total set of pieces and let Q ∈ Nm be an
occupation. For P ⊂ Pω a subset of pieces, define the corresponding sub-occupation (or a
restriction of occupation) as an occupation vector containing only those components that
are singled out by P :
Q|P = (Qk)k : ∆k∈P .
When the subset P is defined by a condition on the length of the pieces, we will use a
shorthand notation involving only this condition, e.g., Q|>ℓρ stands for the occupation Q
restricted to the pieces of length greater than the Fermi length ℓρ.
Recall that Ψopt is constructed in Definition 3.14.
Theorem 3.22. For any non negative function r : [0, ρ0]→ R+ such that r(ρ) = o(1) when
ρ→ 0+, there exist C > 0 and ρr > 0 such that, for ρ ∈ (0, ρr), in the thermodynamic limit,
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with probability 1 − O(L−∞), if Ψ is a normalized n-particles state in HQ(Ψ) ∩ Hn∞([0, L])
(see (3.3)) satisfying
1
n
〈
HU
p
ω (L, n)Ψ,Ψ
〉
6
1
n
〈
HU
p
ω (L, n)Ψ
opt,Ψopt
〉
+ ρ| log ρ|−3(r(ρ))2, (3.34)
then
dist1
(
Q|>ℓρ+C(Ψ), Q|>ℓρ+C(Ψopt)
)
6 Cnρ ·max(r(ρ), | log ρ|−1),
dist1
(
Q|<ℓρ+C(Ψ), Q|<ℓρ+C(Ψopt)
)
6 Cnmax(
√
ρ · r(ρ), ρ| log ρ|−1). (3.35)
Proof of Theorem 3.22. First of all, taking into account the form of the first inequality
in (3.35), while dealing with its proof we may suppose without loss of generality that | log ρ|−1
is asymptotically bounded by r(ρ), i.e., for ρ small,
| log ρ|−1 . r(ρ). (3.36)
For the proof of the second inequality in (3.35), we will no longer assume (3.36).
Consider now the pieces (∆k(ω))16k6m(ω) (see section 1). Fix ε > 0. We say that a piece
∆k(ω) is of ε-type
(a) if |∆k(ω)| > 3ℓρ(1− ε), that is, it has length at least 3ℓρ(1− ε);
(b) if |∆k(ω)| > 2ℓρ(1−ε) and ∆k(ω) has at least one neighbor (in the sense of interactions
Up from (3.16)) of length at least ℓρ(1− ε);
(c) if |∆k(ω)| > ℓρ(1 − ε) and ∆k(ω) has at least two neighbors, each of length at least
ℓρ(1− ε).
Note that, by (3.16), as Up is of compact support of radius at most Bℓρ, there exists ρ0 > 0
such that for ρ ∈ (0, ρ0) and ε ∈ (0, 1/2), a given piece can have at most 2B neighbors of
length at least ℓρ(1− ε).
We first prove that “exceptional” pieces contribute only to the error term.
Lemma 3.23. Fix η ∈ (0, 1/3). There exists ε ∈ (0, 1/2) and ρ0 > 0 such that, for ρ ∈
(0, ρ0), in the thermodynamic limit, with probability 1− O(L−∞), if Ψ ∈ HQ(Ψ) ∩ Hn∞([0, L])
satisfies
〈HUpω (L, n)Ψ,Ψ〉 6 2E0(ρ)n‖Ψ|2, (3.37)
then ∑
•∈{a,b,c}
∑
∆k(ω) of ε-type (•)
Qk(Ψ) 6 nρ
1+η/2. (3.38)
and ∑
∆k(ω) of ε-type (a)
[Qk(Ψ)]
2
. E0(ρ)n · log n · log logn. (3.39)
Let us postpone the proof of this result for a while and continue with the proof of The-
orem 3.22. The following lemma estimates the total contribution of “normal” pieces (i.e.,
that are not of ε-type) that carry too many particles.
Lemma 3.24. Recall that {∆k}m(ω)k=1 denote the pieces.
There exists C > 0 such that, for L sufficiently large, with probability 1 − O(L−∞), for a
normalized n-state Ψ in HQ(Ψ) ∩ Hn∞([0, L]) satisfying (3.34) and Q(Ψ) = (Qk)16k6m(ω), the
occupation number of the state Ψ, one has∑
|∆k|6ℓρ(1−ρ
2)
Qk>2
Qk +
∑
|∆k|∈[ℓρ(1−ρ
2),2ℓρ(1−ρ2))
Qk>3
Qk +
∑
|∆k|∈[2ℓρ(1−ρ
2),3ℓρ(1−ρ2))
Qk>4
Qk 6 Cnρℓ
−1
ρ (3.40)
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and ∑
|∆k|63ℓρ(1−ρ
2)
Q2k 6 Cnρℓ
−1
ρ (3.41)
and, for ε ∈ (ρ2, 1/4),∑
|∆k|6ℓρ(1−ε)
Qk>1
Qk +
∑
|∆k|62ℓρ(1−ε)
Qk>2
Qk +
∑
|∆k|63ℓρ(1−ε)
Qk>3
Qk 6 Cn
ρ
ε− ρ2 ℓ
−1
ρ . (3.42)
Proof. First, note that by Theorem 3.19 and (3.34), there exists a constant C˜ such that
〈HUpω Ψ,Ψ〉 6 〈HU
p
ω Ψ
opt,Ψopt〉+ nρ| log ρ|−3(r(ρ))2 6 〈H0ωΨ0,Ψ0〉+ C˜nρℓ−3ρ . (3.43)
Moreover, if −∆Qk∆k denotes the Laplacian with Dirichlet boundary conditions on
Qk∧
L2(∆k),
one has
(HU
p
ω )HQ(Ψ) > (H
0
ω)HQ(Ψ) >
m(ω)∑
k=1
inf(σ(−∆Qk∆k)) =
m(ω)∑
k=1
Qk∑
j=1
π2j2
|∆k|2 =
m(ω)∑
k=1
π2P (Qk)
|∆k|2 (3.44)
where P (X) :=
(2X + 1)(X + 1)X
6
.
On the other hand, by the description of Ψ0, for some C > 0, one has
〈H0ωΨ0,Ψ0〉 6
∑
|∆k|∈[ℓρ(1−ρ2),2ℓρ(1−ρ2))
P (1) π2
|∆k|2 +
∑
|∆k|∈[2ℓρ(1−ρ2),3ℓρ(1−ρ2))
P (2) π2
|∆k|2 + Cnρ
2
Plugging this and (3.44) into (3.43), we obtain∑
|∆k|6ℓρ(1−ρ2)
π2
|∆k|2P (Qk) +
∑
|∆k|∈[ℓρ(1−ρ2),2ℓρ(1−ρ2))
π2
|∆k|2 (P (Qk)− P (1))
+
∑
|∆k|∈[2ℓρ(1−ρ2),3ℓρ(1−ρ2))
π2
|∆k|2 (P (Qk)− P (2)) 6 Cnρℓ
−3
ρ .
(3.45)
By Lemma 3.23 and the explicit description of the non interacting ground state Ψ0 (see the
beginning of section 3.5), for some C > 0 and ρ sufficiently small, for L sufficiently large,
with probability 1−O(L−∞), one has∑
|∆k|6ℓρ(1−ρ2)
Qk +
∑
|∆k|∈[ℓρ(1−ρ2),2ℓρ(1−ρ2))
Qk +
∑
|∆k|∈[2ℓρ(1−ρ2),3ℓρ(1−ρ2))
Qk
> n(1− Cρ2)
>
 ∑
|∆k|∈[ℓρ(1+ρ2),2ℓρ(1−ρ2))
1 +
∑
|∆k|∈[2ℓρ(1+ρ2),3ℓρ(1−ρ2))
2
− 2Cnρ2
>
 ∑
|∆k|∈[ℓρ(1−ρ2),2ℓρ(1−ρ2))
1 +
∑
|∆k|∈[2ℓρ(1−ρ2),3ℓρ(1−ρ2))
2
− 3Cnρ2
(3.46)
as
#{k; |∆k| ∈ [ℓρ(1− ρ2), ℓρ(1 + ρ2)) ∪ [2ℓρ(1− ρ2), 2ℓρ(1 + ρ2))} 6 Cnρ2.
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Thus, (3.46) yields
∑
|∆k|6ℓρ(1−ρ
2)
Qk>1
Qk +
∑
|∆k|∈[ℓρ(1−ρ
2),2ℓρ(1−ρ2))
Qk>2
(Qk − 1) +
∑
|∆k|∈[2ℓρ(1−ρ
2),3ℓρ(1−ρ2))
Qk>3
(Qk − 2)
>
 ∑
|∆k|∈[ℓρ(1−ρ
2),2ℓρ(1−ρ2))
Qk=0
1 +
∑
|∆k|∈[2ℓρ(1−ρ
2),3ℓρ(1−ρ2))
Qk61
2
− 3nρ1+η
(3.47)
Rewrite (3.45) as
Cnρℓ−1ρ >
∑
|∆k|6ℓρ(1−ρ
2)
Qk>1
π2
|∆k|2P (Qk) +
∑
|∆k|∈[ℓρ(1−ρ
2),2ℓρ(1−ρ2))
Qk>2
π2
|∆k|2 (P (Qk)− P (1))
+
∑
|∆k|∈[2ℓρ(1−ρ
2),3ℓρ(1−ρ2))
Qk>3
π2
|∆k|2 (P (Qk)− P (2))
−
∑
|∆k|∈[ℓρ(1−ρ
2),2ℓρ(1−ρ2))
Qk=0
P (1)π2
|∆k|2 −
∑
|∆k|∈[2ℓρ(1−ρ
2),3ℓρ(1−ρ2))
Qk61
(P (2)− P (Qk))π2
|∆k|2
>
∑
|∆k|6ℓρ(1−ρ
2)
Qk>1
π2
|∆k|2P (Qk) +
∑
|∆k|∈[ℓρ(1−ρ
2),2ℓρ(1−ρ2))
Qk>2
π2
|∆k|2 (P (Qk)− P (1))
+
∑
|∆k|∈[2ℓρ(1−ρ
2),3ℓρ(1−ρ2))
Qk>3
π2
|∆k|2 (P (Qk)− P (2))
− P (1)
 ∑
|∆k|∈[ℓρ(1−ρ
2),2ℓρ(1−ρ2))
Qk=0
π2
|∆k|2
− P (2)
 ∑
|∆k|∈[2ℓρ(1−ρ
2),3ℓρ(1−ρ2))
Qk61
π2
|∆k|2
 .
Hence,
Cnρℓ−1ρ >
∑
|∆k|6ℓρ(1−ρ
2)
Qk>1
π2
|∆k|2P (Qk) +
∑
|∆k|∈[ℓρ(1−ρ
2),2ℓρ(1−ρ2))
Qk>2
π2
|∆k|2 (P (Qk)− P (1))
+
∑
|∆k|∈[2ℓρ(1−ρ
2),3ℓρ(1−ρ2))
Qk>3
π2
|∆k|2 (P (Qk)− P (2))
− π
2
|ℓρ(1− ρ2)|2
 ∑
|∆k|∈[ℓρ(1−ρ2),2ℓρ(1−ρ2))
1 +
∑
|∆k|∈[2ℓρ(1−ρ2),3ℓρ(1−ρ2))
2

34 FRE´DE´RIC KLOPP AND NIKOLAJ A. VENIAMINOV
as P (1) = 1 and P (2) = 5 6 8 = 23P (1).
Using (3.47), we then obtain
Cnρℓ−1ρ >
∑
|∆k|6ℓρ(1−ρ
2)
Qk>1
(
π2
|∆k|2P (Qk)−
π2
|ℓρ(1− ρ2)|2Qk
)
+
∑
|∆k|∈[ℓρ(1−ρ
2),2ℓρ(1−ρ2))
Qk>2
(
π2
|∆k|2 (P (Qk)− P (1))−
π2
|ℓρ(1− ρ2)|2 (Qk − 1)
)
+
∑
|∆k|∈[2ℓρ(1−ρ
2),3ℓρ(1−ρ2))
Qk>3
(
π2
|∆k|2 (P (Qk)− P (2))−
π2
|ℓρ(1− ρ2)|2 (Qk − 2)
)
.
(3.48)
Now, we note that, for X > n+ 1, X integer, one has
P (X)− P (n) =
X∑
k=n+1
k2 > (n+ 1)2(X − n). (3.49)
This yields
• for Qk > 1 and |∆k| 6 ℓρ(1− ρ2), one has
π2
|∆k|2P (Qk)−
π2
|ℓρ(1− ρ2)|2Qk >
π2Qk(Qk − 1)(2Qk + 3)
6|ℓρ(1− ρ2)|2 > 0; (3.50)
if, moreover, |∆k| 6 ℓρ(1− ε) (ρ2 < ε < 1/2), by (3.49), one has
π2
|∆k|2P (Qk)−
π2
|ℓρ(1− ρ2)|2Qk >
(
π2
|∆k|2 −
π2
|ℓρ(1− ρ2)|2
)
Qk >
(8π)2(ε− ρ2)
|ℓρ|2 Qk; (3.51)
• for Qk > 2 and |∆k| 6 2ℓρ(1− ρ2), one has
π2
|∆k|2 (P (Qk)− P (1))−
π2
|ℓρ(1− ρ2)|2 (Qk − 1) >
π2(2Qk + 9)(Qk − 2)(Qk − 1)
24|ℓρ(1− ρ2)|2
> 0;
(3.52)
if, moreover, |∆k| 6 2ℓρ(1− ε) (ρ2 < ε < 1/2), by (3.49), one has
π2
|∆k|2 (P (Qk)− P (1))−
π2
|ℓρ(1− ρ2)|2 (Qk − 1) >
(
4π2
|∆k|2 −
π2
|ℓρ(1− ρ2)|2
)
(Qk − 1)
>
(8π)2(ε− ρ2)
|ℓρ|2 (Qk − 1);
(3.53)
• for Qk > 3 and |∆k| 6 3ℓρ(1− ρ2), one has
π2
|∆k|2 (P (Qk)− P (2))−
π2
|ℓρ(1− ρ2)|2 (Qk − 2) >
π2(2Qk + 13)(Qk − 3)(Qk − 2)
|ℓρ(1− ρ2)|2
> 0;
(3.54)
if, moreover, |∆k| 6 3ℓρ(1− ε) (ρ2 < ε < 1/2), by (3.49), one has
π2
|∆k|2 (P (Qk)− P (2))−
π2
|ℓρ(1− ρ2)|2 (Qk − 2) >
(
9π2
|∆k|2 −
π2
|ℓρ(1− ρ2)|2
)
(Qk − 9)
>
(8π)2(ε− ρ2)
|ℓρ|2 (Qk − 2).
(3.55)
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Plugging (3.50) - (3.55) into (3.48) immediately yields (3.40) and (3.42), thus, completes the
proof of (3.40) and (3.42) in Lemma 3.24.
To derive (3.41), we proceed as follows. Clearly, for Qk > 4, the right hand sides of (3.50),
(3.52) and (3.54) is larger than δ ·Q2k (for some δ ∈ (0, 1)). Thus, (3.48) implies∑
|∆k|63ℓρ(1−ρ
2)
Qk>4
Q2k 6 Cnρℓ
−1
ρ .
On the other hand, by (3.40), one clearly has∑
|∆k|63ℓρ(1−ρ
2)
Qk63
Q2k 6 3
∑
|∆k|63ℓρ(1−ρ
2)
Qk63
Qk 6 Cnρℓ
−1
ρ .
Thus, the proof of (3.41) is complete. This completes the proof of Lemma 3.24. 
We also remark the following
Lemma 3.25. Consider ΨU
p
ω , the ground state of H
Up
ω (L, n).
There exists C > 0 such that for L sufficiently large, with probability at least 1 − O(L−∞),
no piece of length smaller than
ℓmin = ℓρ − Cρℓρ (3.56)
is occupied by particles of ΨU
p
.
Remark 3.26. The proof of Lemma 3.25 shows that it suffices to take C > 4B + 4 for ρ
sufficiently small; here, B is the constant defining Up (see (3.16)).
Proof. Suppose that the claim of the lemma is false. Then, a piece shorter than ℓmin is
occupied.
Let us show now that, as there are too many such pieces, pieces longer than ℓmin cannot be
all in interaction with n particles, no matter where these n particles are.
First of all, according to Proposition 2.2, the total number of pieces longer than ℓmin is
♯{j : |∆j(ω)| > ℓmin} = Le−ℓmin +O(L1/2+0) = L ρ
1 + ρ
(1 + Cρℓρ +O(ρ
2ℓ2ρ)
= n(1 + Cρℓρ +O(ρ)).
The number of pieces of length larger than 2ℓρ is nρ(1 + O(ρ)). If a particle lies in one of
these pieces, it can interact with at most 2B other pieces of length greater than ℓmin.
For pieces smaller than 2ℓρ (but as always larger than ℓmin), we remark that if two such
pieces are at a distance greater than (2B + 2)ℓρ from one another then they cannot interact
with the same particle, except for the cases already taken into account above.
Moreover, according to Proposition 2.3, the number of pairs of such pieces at distance at
most (2B + 2)ℓρ is given by
♯{(∆i,∆j), |∆i| > ℓmin, |∆j| > ℓmin, dist(∆i,∆j) 6 (2B + 2)ℓρ}
= 2(2B + 2)ℓρL
(
e−ℓmin
)2
+O(L3/4)
= (4B + 4)nρℓρ(1 +O(ρℓρ)).
Consequently, the rest of these pieces are at larger distances from each other. This leaves at
least
n(1 + Cρℓρ +O(ρ))− (2B + 1)nρ(1 +O(ρ))− (4B + 4)nρℓρ(1 +O(ρℓρ))
= n(1 + (C − 4B − 4)ρℓρ +O(ρ))
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pieces such that no two of them can interact with the same particle. Remark that it suffices
to take C > 4B+4 to ensure that this number is larger than n for ρ small. This proves that
there exists at least one piece longer than ℓmin which neither occupied nor interacting with
any particle in a ground state ΨU
p
ω (L, n).
This leads to a contradiction with the fact that the ground state ΨU
p
ω (L, n) puts at least one
particle in a piece smaller than ℓmin: indeed, moving this particle to the piece longer than
ℓmin which was singled out just above would result in a decrease of energy as no interaction
energy would be added and non interacting energy would obviously decrease with the increase
of the piece’s length. This completes the proof of Lemma 3.25. 
Let us now resume the proof of Theorem 3.22. In what follows, Ψ is a function satisfying
condition (3.34). By Theorem 3.19, using Ψopt(L, n) as a trial function, we see that both
Ψ and Ψopt(L, n) satisfy the assumptions of Lemma 3.23. Thus, picking η ∈ (0, 1/3) and
ε sufficiently small, by Lemma 3.23, for ρ sufficiently small and L sufficiently large, with
probability 1−O(L−∞), we have∑
•∈{a,b,c}
∑
∆k(ω) of ε-type (•)
(
Qk(Ψ
opt(L, n)) +Qk(Ψ)
)
6 nρ1+η. (3.57)
We will now reason on the particles in ΨU
p
ω (L, n) that live in pieces that are not of ε-type
(a), (b) or (c).
Recall that, by definition (see Definitions 3.9 and 3.14), Ψopt(L, n) puts
• no particle in each piece of length in (0, ℓρ − x∗ρ);
• one particle in each piece of length in [ℓρ − x∗ρ, 2ℓρ + A∗);
• two particles (as a true two-particles state) in each piece of length in [2ℓρ +A∗, 3ℓρ);
Let C be the constant from the claim of Theorem 3.22 that we will fix later on. Define
• n+0 to be the total number of pieces of length in (0, ℓρ − x∗ρ) where Ψ puts exactly 1
particle;
• n−1 to be the total number of pieces of length in [ℓρ − x∗ρ, ℓρ + C) where Ψ puts no
particle;
• n+1 to be the total number of pieces of length in [ℓρ−x∗ρ, ℓρ+C) where Ψ puts exactly
2 particles;
• n˜−1 to be the total number of pieces of length in [ℓρ + C, 2ℓρ + A∗) where Ψ puts no
particle;
• n˜+1 to be the total number of pieces of length in [ℓρ + C, 2ℓρ + A∗) where Ψ puts
exactly 2 particles;
• n−2 to be the total number of pieces of length in [2ℓρ + A∗, 3ℓρ(1 − ε)) where Ψ puts
exactly 1 particle;
• n+2 to be the total number of pieces of length in [2ℓρ + A∗, 3ℓρ(1 − ε)) where Ψ puts
exactly 3 particles.
The general idea of the forthcoming proof is the following. On the one hand, Lemma 3.23
tells that pieces with too many neighbors are a sort of exception in a sense that they oc-
cur relatively rarely and carry relatively few particles. From the other hand, according to
Lemma 3.24, pieces with too many particles are also relatively exceptional.
Finally, let us complement these two observations by noting that no particle in a piece of
length in [2ℓρ + A∗, 3ℓρ(1 − ε)) can also occur for a small fraction of them. Therefore, we
first note that it is sufficient to argue for pieces that are not of ε-type (as those of ε-type
are already handled by Lemma 3.23). Let us now take a look at the distribution of particles
in the state Ψopt in the pieces of length in [2ℓρ + A∗, 3ℓρ(1 − ε)) that have no particles and
no neighbors (as they are not of ε-type) in Ψ. Obviously, moving a particle from a piece of
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length greater than 2ℓρ+A∗ to a smaller piece induces an increase of the non interacting en-
ergy of order ℓ−2ρ just because the pieces longer than ℓρ−ρx∗ are already occupied by at least
one particle (thus the non interacting energy of a second particle is a best 4π2/(2ℓρ + A∗)
2
and π2/(ℓρ − ρx∗)2 if a particle is placed in a non occupied piece). Thus, the total number
of pieces of length greater than 2ℓρ + A∗ with no particles is bounded by O(nρℓ
−1
ρ ).
The last three arguments together prove essentially that the distances dist0 and dist1 coincide
for the matter of the current proof up to an admissible error i.e. of size O(nρℓ−1ρ ). Namely,
by the definition of the distance dist1, one has
dist1(Q|<ℓρ+C(Ψ), Q|<ℓρ+C(Ψopt)) = n+0 + n+1 + n−1 + r,
dist1(Q|>ℓρ+C(Ψ), Q|>ℓρ+C(Ψopt)) = n˜+1 + n˜−1 + n+2 + n−2 + r′,
(3.58)
and, by the fact that the total number of particles in both states is the same, one gets
n+0 + n
+
1 + n˜
+
1 + n
+
2 + r
′′ = n−1 + n˜
−
1 + n
−
2 + r
′′′ (3.59)
where
max(r, r′, r′′, r′′′) 6 Cnρℓ−1ρ . (3.60)
Recall that r(ρ) is of order at most | log ρ|−1. Hence, if (3.35) does not hold, for any constant
C1, if L is large enough, either one has
n˜+1 + n˜
−
1 + n
+
2 + n
−
2 > C1nρ · r(ρ) (3.61)
or one has
n+0 + n
+
1 + n
−
1 > C1n
√
ρ · r(ρ). (3.62)
First, we simplify (3.61). Suppose that, for some C1 large, one has
n+2 >
C1
4
nρ · r(ρ). (3.63)
The number of pieces of length in
[
5
2
ℓρ, 3ℓρ(1− ε)
)
is given by
♯
{
j : |∆j(ω)| ∈
[
5
2
ℓρ, 3ℓρ(1− ε)
)}
= O(nρ3/2).
Thus, at least C1
5
nρ · r(ρ) of the pieces with three particles (as given by (3.63)) have their
length in
[
2ℓρ + A∗,
5
2
ℓρ
)
. Hence, the non interacting energy excess (compared to the non
interacting energy in the ground state) for each of these pieces is lower bounded by O(ℓ−2ρ )
which, in turn, being multiplied by their total number, contradicts (3.34). This simpli-
fies (3.61) into
n˜+1 + n˜
−
1 + n
−
2 > C1nρ · r(ρ). (3.64)
The conditions (3.59), (3.60) and either (3.62) or (3.64) lead us to a number of possibilities
that we will now study one by one. More precisely, there are nine possible variants as at
least one among n−1 , n˜
−
1 and n
−
2 should be “large” and the same is true for either n
+
0 , n
+
1 ,
n+2 and n˜
+
1 . We now discuss these cases.
(a) Consider first the case when
min(n˜+1 , n
−
2 ) > C2nρ · r(ρ) (3.65)
with C2 < C1/3.
This corresponds to taking the same configuration of particles as in Ψopt and move
some of them from pieces of length in [2ℓρ + A∗, 3ℓρ(1 − ε)) to pieces of length in
[ℓρ +C, 2ℓρ+A∗) that already contain one particle each. As we are now dealing only
with pieces that are not of ε-type, this implies in particular that the pieces of length
in [2ℓρ+A∗, 3ℓρ(1− ε)) from which we withdraw particles and that originally contain
2 particles, do not have any neighbors.
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Taking the smallest available pieces for particle donors and the largest available for
particle acceptors gives a lower bound on the total energy increase induced by this
operation. Suppose that C2nρr(ρ) smallest pieces have their length between 2ℓρ+A∗
and 2ℓρ + A∗ + δ. Then, choosing C1 (thus, C2) much larger than the constant in
Lemma 3.24 for the case when r(ρ) ≍ | log ρ|−1, we obtain
Le−2ℓρ−A∗(1− e−δ) > C2
2
nρ · r(ρ),
which yields
δ >
C2e
A∗
2
r(ρ). (3.66)
Moreover, analogous calculations show that at least C2
3
nρr(ρ) of these pieces have
length in (2ℓρ+A∗+ δ/2, 2ℓρ+A∗+ δ). For the particles in these pieces, the increase
of energy is lower bounded by
4π2
(2ℓρ + A∗ + δ/2)2
+
γ
(2ℓρ + A∗ + δ/2)3
− 4π
2
(2ℓρ + A∗)2
− γ
(2ℓρ + A∗)3
+O(ℓ−4ρ ) > C3r(ρ)ℓ
−3
ρ , (3.67)
where C3 > 0. Multiplying the number of pieces by the lower bound (3.67) gives a
total energy excess that contradicts (3.34) if we choose C2 (hence, C1) sufficiently
large.
(b) The case
min(n+1 , n
−
2 ) > C2nρ · r(ρ)
is even simpler than the previous one. Indeed, in Ψopt, the occupations of the pieces
of length in [ℓρ − ρx∗, ℓρ + C) and in [ℓρ + C, 2ℓρ + A∗) are the same but the lengths
considered in the previous case are smaller. Hence, the arguments developed in point
(a) above enable one to conclude with the only difference that the increase of energy
is even larger. Moreover, there is no need to remove the small interval of size δ.
(c) Next, the situation when
min(n+0 , n
−
2 ) > C2nρ · r(ρ) (3.68)
corresponds to moving excited particles, i.e., particles occupying the second energy
level, from pieces of length in [2ℓρ +A∗, 3ℓρ(1− ε)) to empty pieces of length smaller
than ℓρ − ρx∗. Recall that actually the approximate equilibrium between the gain in
interaction energy due to decoupling and the increase of non-interaction energy was
part of the definition of values of x∗ and A∗, i.e.,
4π2
(2ℓρ + A∗)2
+ γℓ−3ρ =
π2
(ℓρ − ρx∗)2 +O(ℓ
−4
ρ ). (3.69)
Obviously, the smaller the piece we choose to remove the second particle from, the
more energy one gains. On the other hand, the larger the piece where one puts the
particle, the smaller the non interacting energy increase, thus, the better.
According to these two observations, we choose to move particles from the C2nρ ·r(ρ)
smallest pieces longer than 2ℓρ + A∗. Suppose that the largest of these pieces has
length 2ℓρ + A∗ +B2. Then, by Proposition 2.2, B2 satisfies
Le−2ℓρ−A∗(1− e−B2) +O(L1/2+0) = C2nρ · r(ρ).
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Hence, B2 = C2e
A∗r(ρ)(1 + O(r(ρ))). Moreover, the number of such pieces with
length in [2ℓρ + A∗ +B2/2, 2ℓρ + A∗ +B2) is
♯{k; |∆k(ω)| − 2ℓρ −A∗ ∈ [B2/2, B2)} = Le−2ℓρ−A∗(e−B2/2 − e−B2) +O(L1/2+0)
>
C2
3
nρ · r(ρ).
(3.70)
Clearly, for all these C2
3
nρℓ−1ρ pieces, the non interacting energy excess is proportional
to C2ℓ
−3
ρ r(ρ); thus, multiplied by their total number (3.70), for large C2, this energy
excess does not fit within the margin allowed by (3.34).
(d) Yet another possibility for (3.64) is that
min(max(n+1 , n˜
+
1 ),max(n
−
1 , n˜
−
1 )) > C2nρ · r(ρ).
Obviously, the variant
min(n˜+1 , n
−
1 ) > C2nρ · r(ρ).
is more advantageous from the energetic point of view. The question here is whether
it is worth moving a particle from a piece of length close to the lower bound of the
corresponding group, i.e., ℓρ−ρx∗, to another piece (but as the second particle because
there is already another particle in that piece) of length close to the upper bound,
i.e., 2ℓρ+A∗. In a certain sense, this is the opposite to the case (c) as the latter tells
that the threshold value A∗ is not too small, while the current case will explain why
A∗ is not too big.
As above, one shows that, in order to choose the C2nρ · r(ρ) largest pieces of length
in [ℓρ − ρx∗, 2ℓρ + A∗), it is sufficient to solve
Le−2ℓρ−A∗(eB1 − 1) +O(L1/2+0) = C2nρ · r(ρ),
which also implies B1 = C2e
A∗r(ρ)(1 + O(r(ρ))). Then, as above, the energy excess
is proportional to C2ℓ
−3
ρ r(ρ) (where the constant C2 can be chosen arbitrarily large)
whereas the interaction terms are uniformly bounded by O(ℓ−4+0ρ ). Thus, the total
energy gained by such an operation exceeds the limits imposed by (3.34).
(e) The next possible option is that
min(n+0 , n˜
−
1 ) > C2nρ · r(ρ). (3.71)
This corresponds to moving particles in Ψopt from pieces of longer than ℓρ + C to
pieces shorter than ℓρ− ρx∗. Remark first that the increase of non interacting energy
is at least
π2
(ℓρ − ρx∗)2 −
π2
(ℓρ + C)2
>
2π2C
ℓ3ρ
, (3.72)
which always dominates the possible interaction with a particle in a neighboring piece:
this interaction is O(ℓ−4+0ρ ) by Lemma 6.18. Multiplying the left hand sides of (3.71)
and (3.72) gives a lower estimate on the energy excess that contradicts (3.34) because
r(ρ) = o(1).
(f) Finally, the only case left is when
min(n+0 , n
−
1 ) > C2n
√
ρ · r(ρ). (3.73)
Informally speaking, this is about the question if the threshold ℓρ − ρx∗ between
occupation zero and occupation one is placed correctly.
It is also remarkable that the allowed number of particle displacements for this case is
much larger than in the other cases: one has to compare o(n
√
ρ) to o(nρ). This is due
to the following mechanism. First, note that moving a particle that interacts with
another particle in a neighboring piece may result to a decrease of the total energy.
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Obviously, the contribution of the displacement of such particles is upper bounded
by O(nρℓ−4+0ρ ) because there are at most O(nρ) neighboring particles and the size of
interaction is O(ℓ−4+0ρ ) by Lemma 6.18. Thus, these particles may be neglected for
the precision of the current proof.
Then, reasoning as we did many times above, we observe that, at least C2
2
n
√
ρr(ρ) of
particles that are removed from pieces of length in [ℓρ−ρx∗, ℓρ+C) have their length
greater than ℓρ +C3
√
ρr(ρ), where the constant C3 grows together with C2. But, for
each of these particles the non interacting energy increase is of order C3ℓ
−3
ρ
√
ρ · r(ρ).
As above, multiplying the number of particles involved by the lower bound on the
energy change, we get a contradiction with (3.34).
This completes the proof of Theorem 3.22. 
We are now left with proving Lemmas 3.23.
The proof of Lemma 3.23. We first prove the estimate (3.38). It will be a consequence of
the fact that the number of pieces in any of the three type is small and of the following
Lemma 3.27. Pick k pieces of respective lengths l1 6 l2 6 · · · 6 lk. Assume that, for
1 6 i 6 k, the state Ψ ∈ HnQ(Ψ) ∩ Hn∞([0, L]) puts exactly νi particles in the piece i so that
ν1 + · · ·+ νk = ν. Then, one has
π2ν3
3l2kk
2
6 〈H0(L, n)Ψ,Ψ〉 6 〈HUpω (L, n)Ψ,Ψ〉 6 〈HUω (L, n)Ψ,Ψ〉. (3.74)
Let us postpone the proof of this result for a while and complete the proof of Lemma 3.23.
We shall write out the proof for pieces of type (a). Those for pieces of type (b) and (c) is
similar.
Pick η ∈ (0, 1) and ε > 0 such that η+2ε < 1/6. The proof of Propositions 2.2 and 2.1) show
that there exists ρε > 0 such that, for ρ ∈ (0, ρε), for L sufficiently large, with probability
1− O(L−∞), for one has
# {k; |∆k(ω)| ∈ [3ℓρ(1− ε), 4ℓρ)} 6 nρ2−3ε (3.75)
and, for 4 6 k 6 logL · log logL,
# {k; |∆k(ω)| ∈ [kℓρ, (k + 1)ℓρ)} 6 nρk−1−ε. (3.76)
Now, if Ψ places more than nρ1+η particles in pieces of type a then
• either it places at least 2−1nρ1+η particles in pieces of length in [3ℓρ(1 − ε), 4ℓρ); in
this case, by Lemma 3.27, as 3(η + 2ε) < 1, we know that
〈H0(L, n)Ψ,Ψ〉 > π
2(nρ1+η)3
8(4ℓρ)2(nρ2−3ε)2
& nℓ−2ρ ρ
−1+3(η+2ε) ≫ nℓ−2ρ (3.77)
for ρ small;
• or, for some 4 6 k 6 logL, it places at least nρ1+η2−k+2 particles in pieces of length
in [kℓρ, (k + 1)ℓρ); in this case, by Lemma 3.27, we know that
〈H0(L, n)Ψ,Ψ〉 & nρ
3+3η−2k−2ε
((k + 1)ℓρ)223k
& nℓ−2ρ ρ
−1 (8ρ)
−k
(k + 1)2
> nℓ−2ρ ρ
−1 (3.78)
for ρ sufficiently small.
Hence, for ρ sufficiently small, recalling (1.13) and (2.7) (and that here µ = 1), one has
〈H0(L, n)Ψ,Ψ〉 > 2E0(ρ)n.
This completes the proof of (3.38) in Lemma 3.23 for particles of type (a).
To deal with the particles of type (b) (resp. (c)), we replace the upper bounds (3.75)
and (3.76) obtained using Proposition 2.2 by analogous upper bounds on the numbers of
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pieces of type (b) (resp. (c)) obtained through Proposition 2.4 (resp. Proposition 2.5).
This completes the proof of (3.38) in Lemma 3.23.
Let us now prove (3.39). By (3.44), one has
m(ω)∑
k=1
π2P (Qk(Ψ))
|∆k|2 6 〈H
Up
ω (L, n)Ψ,Ψ〉 6 2E0(ρ)n
where P is defined in (3.44).
Taking Proposition 2.1 into account immediately yields (3.39) and completes the proof
of Lemma 3.23. 
The proof of Lemma 3.27. The form of the Hamiltonians (1.4), (3.16) (the definition of
Up), (1.6) and the non negativity of the interactions guarantee that
〈HUpω (L, n)Ψ,Ψ〉 > 〈H0(L, n)Ψ,Ψ〉 >
k∑
i=1
νi∑
m=1
(
παim
li
)2
where (αim)16m6νi ∈ (N∗)νi and αi1 < αi2 < · · · < αiνi.
Thus
〈H0(L, n)Ψ,Ψ〉 >
k∑
i=1
νi∑
m=1
(
πm
li
)2
>
π2
3l2k
k∑
i=1
ν3i >
π2ν3
3l2kk
2
as ν1 + · · ·+ νk = ν.
This completes the proof of Lemma 3.27. 
Theorem 3.28. For ρ sufficiently small, in the thermodynamic limit, with probability 1 −
O(L−∞), for any function Ψ ∈ Hn ∩ Hn∞([0, L]),
1
n
〈HUpω (L, n)Ψ,Ψ〉 >
1
n
〈HUpω (L, n)Ψopt,Ψopt〉 − o(ρ| log ρ|−3). (3.79)
Proof. This result can easily be traced throughout the proof of Theorem 3.22 by considering
each of the cases. Before doing so, let us give some preliminary remarks that correspond
exactly to the three remarks found in the beginning of the proof of Theorem 3.22.
First, the energy gain due to moving a single particle is always bounded by O(ℓ−2ρ ) just
because each individual particle in Ψopt brings to the system at most this amount of energy.
Next, the number of pieces of ε-type is O(nρ1+η) (see Lemma 3.23); thus, the energy gain
due to them is at most O(nρ1+ηℓ−2ρ ).
The pieces with too many particles are also rare by Lemma 3.24. Moreover, the many
particles in these pieces always bring an excess of energy and never an energy gain.
Finally, the analysis of n+2 large (see (3.63)) shows that moving an extra particle to the
majority of these pieces results in an energy increase of order of O(ℓ−2ρ ), whereas for only
O(nρ3/2) of them adding a particle may be energetically favorable.
We treat now the cases from (a) to (f) of the last part of the proof of Theorem 3.22. For the
matter of the current proof we shall put r(ρ) = 0 (because we are interested only in those
states that have the energy smaller that Ψopt), thus, reducing the claim of Theorem 3.22 to
dist1(Q(Ψ), Q(Ψ
opt)) = O(nρℓ−1ρ ).
• For those displacements when the possible energy gain is due to removing interaction
with neighbors (this includes the cases (d), (e) and (f)), it suffices to remark that, by
Lemma 6.18, the size of the interacting energy is bounded by O(ℓ−4+0ρ ). Combined
with the fact that, in total, there are O(nρ) pairs of neighboring particles, this yields
a total energy gain of size O(nρℓ−4+0ρ ).
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• For those displacements when the possible energy gain is due to decoupling particles
living in the same piece (cases (a), (b) and (c)), the individual interacting energy is
of size O(ℓ−3ρ ) while their total number is O(nρℓ
−1
ρ ). This yields a total energy gain
of size O(nρℓ−4ρ ).
• Finally, when the energy gain results from a non interacting energy decrease (like in
the case (d)), it is at most O(ℓ−3ρ ) and the total number of displacements that result
in energy decrease is O(nρℓ−1ρ ). This again yields a total energy gain of size O(nρℓ
−4
ρ ).
This concludes the proof of (3.79). 
Corollary 3.29. There exists ρ0 > 0 such that for ρ ∈ (0, ρ0), in the thermodynamic limit,
with probability 1− O(L−∞),
1
n
〈HUpω (L, n)ΨU
p
,ΨU
p〉 = 1
n
〈HUpω (L, n)Ψopt,Ψopt〉+O(ρ| log ρ|−4)
= E0(ρ) + π2γ∗ ρ| log ρ|3 +
ρ
| log ρ|3O (fZ(| log ρ|)) ,
(3.80)
where the constant γ∗ is given in (1.17), Z describes the behavior of U at infinity and fZ is
defined in Theorem 3.19.
Proof. The upper bound is given by the fact that ΨU
p
is the ground state of HU
p
ω . The lower
bound is a direct consequence of (3.79) and (3.18). This proves (3.80). 
Remark 3.30. The ground state ΨU
p
satisfies the conditions of Theorem 3.22. Hence, the
inequalities (3.35) hold for the distance between the occupations of ΨU
p
and Ψopt.
3.7. The proof of Theorem 1.3. Theorem 3.22 and Theorem 3.28 give a rather complete
description of the ground state for the operator with compactified interactions HU
p
ω (L, n).
The description is given in terms of comparison with Ψopt (see Definitions 3.9 and 3.14).
In this section, we complement it with estimates on the residual part of interactions W r
(see (3.16)).
Proposition 3.31. There exists ρ0 such that, for ρ ∈ (0, ρ0), in the thermodynamic limit,
for L sufficiently large, with probability 1− O(L−∞), one has
1
n
〈W rΨopt,Ψopt〉 = O(ρ| log ρ|−3Z(2| log ρ|)). (3.81)
Proof. We will mostly follow the lines of the second part of the proof of Theorem 3.19 (see
formula (3.21) and what follows). First, as in (3.23), one computes
〈W rΨopt,Ψopt〉 = Tr
(
U rγ
(2)
Ψopt
)
where γ
(2)
Ψopt is given by (3.24). Let us treat here only the contribution of the second sum
(3.24). It corresponds to interactions between single particles in pieces of length in [ℓρ −
ρx∗, 2ℓρ+A∗). The other three sums only contribute error terms as the number of 2-particles
sub-states in Ψopt is by a factor ρ smaller than that of single-particle sub-states. For the
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second sum in (3.24)., using Lemma 6.17, one obtains
Tr
(
U r(Id−Ex)
∑
i,j=1,...,k1
i<j
γφi ⊗s γφj
)
6
∑
|∆i|,|∆j|∈[ℓρ−ρx∗,2ℓρ+A∗)∪[3ℓρ,+∞)
i<j
dist(∆i,∆j)>Bℓρ
∫
∆i×∆j
U(x− y)|ϕ1∆i(x)|2|ϕ1∆j(y)|2dxdy
6 C1nρ
∫ +∞
Bℓρ
ℓ−1ρ a
−3Z(a)da.
Recall that Z is defined in (1.26).
We compute next∫ +∞
Bℓρ
a−3Z(a)da =
∫ +∞
Bℓρ
∫ +∞
a
U(x)dxda 6
∫ +∞
Bℓρ
xU(x)dx 6 Cℓ−2ρ Z(Bℓρ),
where the last inequality is just (6.61) for ε = 2. This completes the proof of (3.81). 
Proof of Theorem 1.3. Proposition 3.31 immediately entails the asymptotics of the interact-
ing ground state energy EU(ρ). Indeed, as HUp 6 HU , one has EUp(ρ) 6 EU(ρ); thus,
the announced lower bound is given by (3.80). On the other hand, by Theorem 3.19 and
Proposition 3.31, one has
〈HUΨU ,ΨU〉 6 〈HUΨopt,Ψopt〉 = 〈HUpΨopt,Ψopt〉+ 〈W rΨopt,Ψopt〉
= E0(ρ) + π2γ∗ρ| log ρ|−3 (1 +O (fZ(| log ρ|))) ,
(3.82)
which gives the announced upper bound.
This, the facts that B > 2 and that Z is decreasing complete the proof of Theorem 1.3. 
Our analysis yields the following description for the possible occupations of the ground state
of the full Hamiltonian.
Corollary 3.32. There exists C > 0 such that, ω almost surely, in the thermodynamic
limit, with probability 1−O(L−∞), for any ΨU , ground state of the full Hamiltonian of fixed
occupation Q(ΨU), one has
Q(ΨU) ∈ Qρ :=

Q occ.;
dist1
(
Q|>ℓρ+C , Q|>ℓρ+C(Ψopt)
)
6 Cnρmax
(√
Z(2| log ρ|), | log ρ|−1
)
,
dist1
(
Q|<ℓρ+C , Q|<ℓρ+C(Ψopt)
)
6 Cnmax
(√
ρZ(2| log ρ|), ρ| log ρ|−1
)
.

(3.83)
Proof. Note that
〈HUpΨU ,ΨU〉 6 〈HUΨU ,ΨU〉 6 〈HUpΨopt,Ψopt〉+ 〈W rΨopt,Ψopt〉.
Thus, according to Proposition 3.31, ΨU satisfies the condition (3.34) with
r(ρ) = C
√
Z(2| log ρ|)
for some C > 0 sufficiently large.
Then, Theorem 3.22 is applicable and yields (3.83). This completes the proof of Corol-
lary 3.32. 
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4. From the occupation and energy bounds to the control of the density
matrices
In this section, we will derive Theorem 1.5 from Theorem 1.3, Corollary 3.32 and a com-
putation of the reduced one particle and two particles density matrix of a (non factorized)
state. More precisely, from Theorem 1.3 and Corollary 3.32, we will infer a description of
the ground state ΨU in most of the pieces: roughly, in most of the pieces, the only occupied
state is the ground state (up to a controllable error). We then use this knowledge to compute
the reduced one particle and two particles density matrix of ΨU (up to a controllable error).
4.1. From the occupation decomposition to the reduced density matrices. Fix a
configuration of the Poisson points, say, ω, and a state Ψ ∈ Hn(Λ). Recall that, in the
configuration ω, the pieces are denoted by (∆j(ω))16j6m = (∆j)16j6m (where m = m(ω), see
section 2.2). For 1 6 j 6 m and q > 1, let (Ejq,n)16n be the eigenvalues (ordered increasingly)
and (ϕjq,n)16n be the associated eigenvectors of q interacting electronic particles in the piece
∆j(ω) i.e. the eigenvalues and eigenvectors of the Hamiltonian
Hq∆j(ω) = −
q∑
l=1
d2
dx2l
+
∑
16l<l′6q
Up(xl − xl′) (4.1)
acting on
q∧
l=1
L2(∆j(ω)) with Dirichlet boundary conditions. Recall that U
p is defined in
section 3.5 (see (3.16)).
The occupation number decomposition (see section 3.1) implies that one can write
Ψ =
∑
Q
ΨQ and ΨQ =
∑
n∈Nm
aQnΦ
Q
n =
∑
(nj)16j6m
∀j, nj>1
aQn1,··· ,nm(Ψ)
m∧
j=1
ϕjQj,nj (4.2)
where
• the first sum is taken over the occupation number Q = (Qj)16j6m; recall
m∑
j=1
Qj = n;
• we have defined ΦQn :=
m∧
j=1
ϕjQj ,nj ; we refer to (C.2) in section C for an explicit
description of the anti-symmetric tensor product.
Remark 4.1. In (4.2), the convention in the exterior product is that, if Qj = 0, then the
corresponding basis vector drops out of the exterior product. Thus, the product is only at
most n fold. Moreover, in this case, aQn1,··· ,nm = 0 if nj > 2.
For n = (n1, · · · , nm) ∈ Nm, we write aQn = aQn1,··· ,nm = aQn1,··· ,nm(Ψ). These coefficients are
uniquely determined by Ψ.
4.1.1. The one-particle density matrix. We shall first compute the 1 particle reduced density
matrix in terms of the coefficients (aQn )Q,n coming up in the occupation number decomposi-
tion (4.2). We prove
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Theorem 4.2. The 1-particle density γ
(1)
Ψ (see (1.19)) is written as γ
(1)
Ψ = γ
(1),d
Ψ + γ
(1),o
Ψ
where
γ
(1),d
Ψ =
m∑
j=1
∑
Q occ.
Qj>1
∑
nj>1
n′j>1
∑
n˜∈Nm−1
aQn˜ja
Q
n˜′j
γ
(1)
Qj
nj ,n′j
(4.3)
γ
(1),o
Ψ =
m∑
i,j=1
i 6=j
∑
Q, occ. Qj>1
Q′: Q′
k
=Qk if k 6∈{i,j}
Q′i=Qi+1
Q′j=Qj−1
C1(Q, i, j)
∑
n˜∈Nm−2
∑
ni,nj>1
n′i,n
′
j>1
aQn˜i,ja
Q′
n˜′i,j
γ
(1)
Qi,Qj
ni,nj
n′i,n
′
j
(4.4)
and
• we have used the shorthands
– n˜j for the vector (n˜1 · · · , n˜j−1, nj , n˜j, · · · , n˜m−1) when n˜ = (n˜1, · · · , n˜m−1),
– n˜i,j for (n˜1, · · · , n˜i−1, ni, n˜i, · · · , n˜j−2, nj, n˜j−1, · · · , n˜m−2) when i < j and n˜ =
(n˜1, · · · , n˜m−2),
• the trace class operator γ(1)Qj
nj ,n′j
: L2(∆j)→ L2(∆j) has the kernel
γ
(1)
Qj
nj ,n
′
j
(x, y) = Qj
∫
∆
Qj−1
j
ϕjQj ,nj(x, z)ϕ
j
Qj ,n′j
(y, z)dz,
• C1(Q, i, j) = (n−Qj −Qi − 1)!Qi!Qj!
(n− 1)! ;
• the rank one operator γ(1)Qi,Qj
ni,nj
n′i,n
′
j
: L2(∆i)→ L2(∆j) has the kernel
γ
(1)
Qi,Qj
ni,nj
n′i,n
′
j
(x, y) =
∫
∆
Qj−1
j
ϕjQj ,nj(x, z)ϕ
j
Qj−1,n′j
(z)dz
∫
∆
Qi
i
ϕiQi,ni(z)ϕ
i
Qi+1,n′i
(y, z)dz. (4.5)
Remark 4.3. In (4.5), in accordance with remark 4.1, we use the following convention
• if Qj = 1 and Qi = 0 then n′j = 1 and ni = 1 (i.e. for different indices, the coefficient
aQn˜i,ja
Q′
n˜′i,j
vanishes) and
γ
(1)
Qi,Qj
1,nj
n′i,1
(x, y) = ϕj1,nj(x) · ϕi1,n′i(y), (4.6)
• if Qj > 2 and Qi = 0 then ni = 1 and
γ
(1)
Qi,Qj
1,nj
n′i,n
′
j
(x, y) = ϕi1,n′i
(y)
∫
∆
Qj−1
j
ϕjQj−1,n′j
(z)ϕjQj ,nj(x, z)dz, (4.7)
• if Qj = 1 and Qi > 1 then n′j = 1 and
γ
(1)
Qi,Qj
ni,nj
n′i,1
(x, y) = ϕj1,nj (x)
∫
∆
Qi
i
ϕiQi,ni(z)ϕ
i
Qi+1,n′i
(y, z)dz. (4.8)
Proof. Theorem 4.2 follows from a direct computation that we now perform. First, by the
bilinearity of formula (1.19), one has
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γ
(1)
Ψ = n
∑
Q occ.
n∈Nm
∑
Q′ occ.
n′∈Nm
aQn a
Q′
n′ γ
(1)
Q,n
Q′,n′
(4.9)
where the trace class operator γ
(1)
Q,n,Q′,n′ acts on L
2([0, L]) and has the kernel
γ
(1)
Q,n
Q′,n′
(x, y) :=
∫
[0,L]n−1
[
m∧
j=1
ϕjQj ,nj
]
(x, z)
[
m∧
j=1
ϕjQ′j ,n′j
]
(y, z)dz.
Recall (C.2), that is, in the present case[
m∧
j=1
ϕjQj ,nj
]
(z1, z2, · · · , zn)
= c(Q) ·
∑
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
ε(A1, · · · , Am)
m∏
j=1
ϕjQj ,nj((zl)l∈Aj ) (4.10)
where
• ε(A1, · · · , Am) is the signature of σ(A1, · · · , Am), the unique permutation of {1, · · · , n}
such that, if Aj = {aij ; 1 6 i 6 Qj} for 1 6 j 6 m then σ(aij) = Q1+ · · ·+Qj−1+ i,
• and c(Q) is such that ‖ ∧j ϕjQj ,nj‖ = 1 i.e.
c(Q) =
√∏m
j=1Qj!
n!
. (4.11)
Thus, by (1.19), one has
γ
(1)
Q,n
Q′,n′
(x, y)
c(Q)c(Q′)
=
∑
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
|A′j |=Q
′
j, ∀16j6m
A′1∪···∪A
′
m={1,··· ,n}
A′j∩A
′
j′
=∅ if j 6=j′
(−1)ε((Aj))+ε((A′j))I((Aj)j, (A′j)j) (4.12)
where
I(A,A′) := I((Aj)j , (A
′
j)j)
=
∫
[0,L]n−1
[
m∏
j=1
ϕjQj ,nj((xl)l∈Aj)ϕ
j
Q′j ,n
′
j
((yl)l∈A′j)
]
x1=x
y1=y
xj=yj if j>2
dx2 · · · dxn. (4.13)
To evaluate this last integral, we note that, for any pair of partitions (Aj)j and (A
′
j)j (as in
the indices of the sum in (4.12)), if there exists j 6= j′ such that Aj ∩ A′j′ ∩ {2, · · · , n} 6= ∅,
then the integral I(A,A′) vanishes.
Now, note that, if d1(Q,Q
′) > 2, then, for any pair of partitions (Aj)j and (A
′
j)j , there exists
j 6= j′ such that Aj ∩A′j′ ∩ {2, · · · , n} 6= ∅; thus, the integral I(A,A′) above always vanishes
and, summing this, one has
γ
(1)
Q,n
Q′,n′
= 0 if d1(Q,Q
′) > 2.
So we are left with the case Q = Q′ or d1(Q,Q
′) = 2.
Assume first Q = Q′. Consider the sums in (4.12). If 1 ∈ Aj0 and 1 6∈ A′j0 , then, as ∀j,
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|A′j| = |Aj |, there exists α ∈ A′j0 = A′j0 ∩ {2, · · · , n} and j 6= j0 such that α ∈ Aj. That is,
there exists j 6= j′ such that Aj ∩ A′j′ ∩ {2, · · · , n} 6= ∅, thus, the integral I(A,A′) vanishes.
Thus, we rewrite
γ
(1)
Q,n,Q,n′(x, y)
c2(Q)
=
m∑
j0=1
Qj0>1
∑
1∈Aj0
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
1∈A′j0
|A′j0
|=Qj0
A′j=Aj if j 6=j0
(−1)ε((Aj))+ε((A′j))I(A,A′)
=
m∑
j0=1
Qj0>1
∑
1∈Aj0
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
I(A)
(4.14)
where, using the support and orthonormality properties of the functions (ϕjq,n)16n, one com-
putes
I(A) :=
(∫
∆
Qj0
−1
j0
ϕj0Qj0 ,nj0
(x, z)ϕj0Qj0 ,n′j0
(y, z)dz
)
m∏
j=1
j 6=j0
∫
∆
Qj
j
ϕjQj ,nj (z)ϕ
j
Qj ,n′j
(z)dz
=
∏
j 6=j0
δnj=n′j ·
(∫
∆
Qj0
−1
j0
ϕj0Qj0 ,nj0
(x, z)ϕj0Qj0 ,n′j0
(y, z)dz
)
.
As
#{(Aj)j; 1 ∈ Aj0, ∀j, |Aj| = Qj} =
(n− 1)!Qj0∏m
j=1Qj !
by (4.11) and (4.14), one computes
γ
(1)
Q,n,Q,n′(x, y) =
m∑
j=1
Qj>1
Qj
n
∫
∆
Qj−1
j
ϕjQj ,nj(x, z)ϕ
j
Qj ,n′j
(y, z)dz
∏
j 6=j0
δnj=n′j =
1
n
m∑
j=1
Qj>1
γ
(1)
Qj
nj ,n′j
(x, y).
We now assume that d1(Q,Q
′) = 2. Thus, there exist 1 6 i0 6= j0 6 m such that Qj0 > 1,
Q′i0 = Qi0 + 1, Qj0 = Q
′
j0
+ 1 and Qk = Q
′
k for k 6∈ {i0, j0}.
Consider the sums in (4.12). If 1 6∈ Aj0 (or 1 6∈ A′i0), then as |A′j0| = Q′j0 = Qj0 − 1, there
exists α ∈ Aj0 = Aj0 ∩ {2, · · · , n} and i 6= j0 such that α ∈ A′i. That is, there exists j 6= j′
such that Aj ∩ A′j′ ∩ {2, · · · , n} 6= ∅, thus, the integral I(A,A′) vanishes. The reasoning is
the same if 1 6∈ A′i0 . Moreover, if 1 ∈ Aj0 and 1 ∈ A′i0 , then, as in the derivation of (4.14),
we see that I(A,A′) = 0 except if Aj = A
′
j for all j 6∈ {i0, j0}. Therefore, if d1(Q,Q′) = 2,
we rewrite
γ
(1)
Q,n
Q′,n′
(x, y)
c2(Q)
=
m∑
j0,i0=1
i0 6=j0
Qj0>1
∑
1∈Aj0
|Al|=Ql, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
A′i0
={1}∪Ai0
A′j0
=Aj0\{1}
A′j=Aj if j 6∈{i0,j0}
(−1)ε((Aj))+ε((A′j ))I(A,A′).
(4.15)
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For such (Aj)j and (A
′
j)j, one has (−1)ε((Aj))+ε((A
′
j)) = 1 and we compute
I(A,A′) =
∫
∆
Qj0
−1
j0
ϕj0Qj0 ,nj0
(x, z)ϕj0Qj0−1,n′j0
(z)dz∫
∆
Qi0
i0
ϕi0Qi0 ,ni0
(z)ϕi0Qi0+1,n′i0
(y, z)dz
∏
j 6∈{i0,j0}
δnj=n′j
(4.16)
with the convention described in Remark 4.3.
The number of partitions coming up in (4.15) is given by
∑
1∈Aj0
|Al|=Ql, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
A′i0
={1}∪Ai0
A′j0
=Aj0\{1}
A′j=Aj if j 6∈{i0,j0}
1 =
(n−Qj0 −Qi0 − 1)!Qi0 !Qj0!
Q1! · · ·Qm! .
Plugging this and (4.16) into (4.15), we obtain (4.5). This completes the proof of Theo-
rem 4.2. 
4.1.2. The two-particle density matrix. We shall now compute the 2 particles reduced density
matrix in terms of the coefficients (aQn )Q,n coming up in the occupation number decomposi-
tion (4.2). We prove
Theorem 4.4. The 2-particle density γ
(2)
Ψ (see (1.19)) is written as
γ
(2)
Ψ = γ
(2),d,d
Ψ + γ
(2),d,o
Ψ + γ
(2),2
Ψ + γ
(2),4,2
Ψ + γ
(2),4,3
Ψ + γ
(2),4,3′
Ψ + γ
(2),4,4
Ψ (4.17)
where
γ
(2),d,d
Ψ =
m∑
j=1
∑
Q occ.
Qj>2
∑
nj>1
n′j>1
∑
n˜∈Nm−1
aQn˜ja
Q
n˜′j
γ
(2),d,d
Qj
nj ,n
′
j
(4.18)
γ
(2),d,o
Ψ =
∑
16i<j6m
∑
Q occ.
Qi>1
Qj>1
∑
n˜∈Nm−2
∑
nj ,n′j>1
ni,n
′
i>1
aQn˜i,ja
Q
n˜′i,j
γ
(2),d,o
Qi,Qj
ni,nj
n′i,n
′
j
(4.19)
γ
(2),2
Ψ =
m∑
i,j=1
i 6=j
∑
Q, occ. Qj>1
Q′: Q′
k
=Qk if k 6∈{i,j}
Q′i=Qi+1
Q′j=Qj−1
∑
n˜∈Nm−1
C2(Q, i, j)
∑
nj ,n
′
j>1
ni,n′i>1
aQn˜i,ja
Q′
n˜′
i,j
γ
(2),2
Qi,Qj
ni,nj
n′i,n
′
j
(4.20)
γ
(2),4,2
Ψ =
∑
i 6=j
∑
n˜∈Nm−2
∑
Q occ.
Qj>2
Q′: Q′
k
=Qk if k 6∈{i,j}
Q′i=Qi+2
Q′j=Qj−2
C2(Q, i, j)
∑
nj ,n
′
j>1
ni,n
′
i>1
aQn˜i,ja
Q′
n˜′i,j
γ
(2),4,2
Qi,Qj
ni,nj
n′i,n
′
j
(4.21)
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γ
(2),4,3
Ψ =
∑
i,j,k
distinct
∑
n˜∈Nm−3
∑
Q occ.
Qj>2
Q′: Q′
l
=Ql if l 6∈{i,j,k}
Q′i=Qi+1
Q′j=Qj−2
Q′
k
=Qk+1
C3(Q, i, j, k)
∑
ni,nj ,nk>1
n′i,n
′
j ,n
′
k
>1
aQn˜i,j,ka
Q′
n˜′
i,j,k
γ
(2),4,3
Qi,Qj,Qk
ni,nj ,nk
n′i,n
′
j ,n
′
k
(4.22)
γ
(2),4,3′
Ψ =
∑
i,j,k
distinct
∑
n˜∈Nm−3
∑
Q occ.
Qi>1, Qk>1
Q′: Q′
l
=Ql if l 6∈{i,j,k}
Q′i=Qi−1
Q′j=Qj+2
Q′
k
=Qk−1
C3(Q, i, j, k)
∑
ni,nj ,nk>1
n′i,n
′
j ,n
′
k
>1
aQn˜i,j,ka
Q′
n˜′
i,j,k
γ
(2),4,3′
Qi,Qj ,Qk
ni,nj ,nk
n′i,n
′
j ,n
′
k
, (4.23)
and
γ
(2),4,4
Ψ =
∑
i,j,k,l
distinct
∑
n˜∈Nm−4
∑
Q occ.
Qi>1, Qj>1
Q′: Q′
l
=Ql if l 6∈{i,j,k,l}
Q′i=Qi−1, Q
′
j=Qj−1
Q′
k
=Qk+1, Q
′
l
=Ql+1
C4(Q, i, j, k, l)
∑
ni,nj ,nk,nl>1
n′i,n
′
j ,n
′
k
,n′
l
>1
aQn˜i,j,ka
Q′
n˜′
i,j,k
γ
(2),4,4
Qi,Qj,Qk,Ql
ni,nj ,nk,nl
n′i,n
′
j ,n
′
k
,n′l
,
(4.24)
where
• we have used the shorthands defined in Theorem 4.2 and defined
– n˜i,j,k for (n˜1, · · · , n˜i−1, ni, n˜i, · · · , n˜j−2, nj , n˜j−1, · · · , n˜k−3, nj , n˜k−2, · · · , n˜m−3)
when i < j < k and n˜ = (n˜1, · · · , n˜m−3),
– n˜i,j,k,l for (n˜1, · · · , n˜i−1, ni, n˜i, · · · , n˜j−2, nj, n˜j−1, · · · , n˜k−3, nk, n˜k−2, · · · ,
· · · , n˜l−4, nl, n˜l−3, · · · , n˜m−4) when i < j < k < l and n˜ = (n˜1, · · · , n˜m−4),
• the trace class operator γ(2),d,dQj
nj ,n′j
: L2(∆j)
∧
L2(∆j)→ L2(∆j)
∧
L2(∆j) has the kernel
γ
(2),d,d
Qj
nj ,n′j
(x, x′, y, y′) =
Qj(Qj − 1)
2
∫
∆
Qj−2
j
ϕjQj,nj (x, x
′, z)ϕjQj ,n′j
(y, y′, z)dz (4.25)
• the trace class operator γ(2),d,oQi,Qj
ni,nj
n′i,n
′
j
: L2(∆i)⊗ L2(∆j)→ L2(∆i)⊗ L2(∆j) has the kernel
γ
(2),d,o
Qi,Qj
ni,nj
n′i,n
′
j
(x, x′, y, y′) =
QiQj
2
×
∫
∆
Qi−1
i
×∆
Qj−1
j
dzdz′
∣∣∣∣ϕiQi,ni(x, z) ϕiQi,ni(x, z′)ϕjQj ,nj(x′, z) ϕjQj ,nj(x′, z′)
∣∣∣∣ ·
∣∣∣∣∣ϕ
i
Qi,n′i
(y, z) ϕiQi,n′i
(y′, z)
ϕjQj,n′j
(y, z′) ϕjQj ,n′j
(y′, z′)
∣∣∣∣∣
(4.26)
• C2(Q, i, j) = (n−Qj −Qi − 2)!Qi!Qj!
2 (n− 2)! ;
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• the trace-class operator γ(2),2Qi,Qj
ni,nj
n′i,n
′
j
: L2(∆j)
∧
L2(∆j)→ L2(∆i)
∧
L2(∆i) has the kernel
γ
(2),2
Qi,Qj
ni,nj
n′i,n
′
j
(x, y) = 1Qj>2
∫
∆
Qj−2
j ×∆
Qi
i
ϕjQj ,nj(x, x
′, z)ϕiQi,ni(z
′)
∣∣∣∣∣ϕ
j
Qj−1,n′j
(y′, z) ϕjQj−1,n′j
(y, z)
ϕiQi+1,n′i
(y′, z′) ϕiQi+1,n′i
(y, z′)
∣∣∣∣∣dzdz′
+ 1Qi>1
∫
∆
Qj−1
j ×∆
Qi−1
i
∣∣∣∣ϕjQj ,nj(x′, z) ϕjQj ,nj(x, z)ϕiQi,ni(x′, z′) ϕiQi,ni(x, z′)
∣∣∣∣ϕjQj−1,n′j(z)ϕiQi+1,n′i(y, y′, z′)dzdz′,
(4.27)
• the rank one operator γ(2),4,2Qi,Qj
ni,nj
n′i,n
′
j
: L2(∆j)
∧
L2(∆j)→ L2(∆i)
∧
L2(∆i) has the kernel
γ
(2),4,2
Qi,Qj
ni,nj
n′i,n
′
j
(x, x′, y, y′) =
∫
∆
Qj−2
j
ϕjQj ,nj(x, x
′, z)ϕjQj−2,n′j
(z)dz
∫
∆
Qi
i
ϕiQi,ni(z)ϕ
i
Qi+2,n′i
(y, y′, z)dz.
(4.28)
• the rank 2 operator γ(2),4,3Qi,Qj ,Qk
ni,nj ,nk
n′i,n
′
j ,n
′
k
: L2(∆i)⊗ L2(∆k)→ L2(∆j)
∧
L2(∆j) has the kernel
γ
(2),4,3
Qi,Qj,Qk
ni,nj ,nk
n′i,n
′
j ,n
′
k
(x, x′, y, y′) =
∫
∆
Qj−2
j
ϕjQj ,nj(x, x
′, z)ϕjQj−2,n′j
(z)dz
×
∣∣∣∣∣
∫
∆
Qi
i
ϕiQi,ni(z)ϕ
i
Qi+1,n′i
(y, z)dz
∫
∆
Qi
i
ϕiQi,ni(z)ϕ
i
Qi+1,n′i
(y′, z)dz∫
∆
Qk
k
ϕkQk,nk(z)ϕ
k
Qk+1,n
′
k
(y, z)dz
∫
∆
Qk
k
ϕkQk,nk(z)ϕ
k
Qk+1,n
′
k
(y′, z)dz
∣∣∣∣∣ ,
(4.29)
• C3(Q, i, j, k) = (n−Qi −Qj −Qk − 2)!Qi!Qj!Qk!
2 (n− 2)! ;
• the rank 2 operator γ(2),4,3′Qi,Qj ,Qk
ni,nj ,nk
n′i,n
′
j ,n
′
k
: L2(∆j)
∧
L2(∆j)→ L2(∆i)⊗ L2(∆k) has the kernel
γ
(2),4,3′
Qi,Qj,Qk
ni,nj ,nk
n′i,n
′
j ,n
′
k
(x, x′, y, y′) =
∣∣∣∣∣
∫
∆
Qi−1
i
ϕiQi,ni(x, z)ϕ
i
Qi−1,n′i
(z)dz
∫
∆
Qi−1
i
ϕiQi,ni(x
′, z)ϕiQi−1,n′i
(z)dz∫
∆
Qk−1
k
ϕkQk,nk(x, z)ϕ
k
Qk−1,n
′
k
(z)dz
∫
∆
Qk−1
k
ϕkQk,nk(x
′, z)ϕkQk−1,n′k
(z)dz
∣∣∣∣∣
×
∫
∆
Qj
j
ϕjQj ,nj(z)ϕ
j
Qj+2,n′j
(y, y′, z)dz,
(4.30)
• the rank 4 operator γ(2),4,4Qi,Qj ,Qk,Ql
ni,nj ,nk,nl
n′i,n
′
j ,n
′
k
,n′
l
: L2(∆k)⊗L2(∆l)→ L2(∆i)⊗L2(∆j) has the kernel
γ
(2),4,4
Qi,Qj,Qk,Ql
ni,nj ,nk,nl
n′i,n
′
j ,n
′
k
,n′
l
(x, x′, y, y′) =
∣∣∣∣∣∣
∫
∆
Qi−1
i
ϕiQi,ni(x, z)ϕ
i
Qi−1,n′i
(z)dz
∫
∆
Qi−1
i
ϕiQi,ni(x
′, z)ϕiQi−1,n′i
(z)dz∫
∆
Qj−1
j
ϕjQj ,nj(x, z)ϕ
j
Qj−1,n′j
(z)dz
∫
∆
Qj−1
j
ϕjQj ,nj(x
′, z)ϕjQj−1,n′j
(z)dz
∣∣∣∣∣∣
×
∣∣∣∣∣
∫
∆
Qk
k
ϕkQk,nk(z)ϕ
k
Qk+1,n
′
k
(y, z)dz
∫
∆
Qk
k
ϕkQk,nk(z)ϕ
k
Qk+1,n
′
k
(y′, z)dz∫
∆
Ql
l
ϕlQl,nl(z)ϕ
l
Ql+1,n
′
l
(y, z)dz
∫
∆
Ql
l
ϕlQl,nl(z)ϕ
l
Ql+1,n
′
l
(y′, z)dz
∣∣∣∣∣ (4.31)
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• C4(Q, i, j, k, l) = (n−Qi −Qj −Qk −Ql − 2)!Qi!Qj!Qk!Ql!
2 (n− 2)! ;
Remark 4.5. In (4.25) - (4.31), in accordance with Remark 4.1, in the degenerate cases, we
use the conventions derived from those in Remark 4.3 in a obvious way.
For example, in (4.26), if Qi = Qj = 1, one has
γ
(2),d,o
Qi,Qj
ni,nj
n′i,n
′
j
(x,x′, y, y′) =
QiQj
2
∣∣∣∣ϕiQi,ni(x) ϕiQi,ni(x′)ϕjQj ,nj(x) ϕjQj ,nj(x′)
∣∣∣∣ ·
∣∣∣∣∣ϕ
i
Qi,n′i
(y) ϕiQi,n′i
(y′)
ϕjQj ,n′j
(y) ϕjQj ,n′j
(y′)
∣∣∣∣∣. (4.32)
Proof of Theorem 4.4. Theorem 4.4 follows from a direct computation that we now perform.
First, by the bilinearity of formula (1.20), one has
γ
(2)
Ψ =
n(n− 1)
2
∑
Q occ.
n∈Nm
∑
Q′ occ.
n′∈Nm
aQn a
Q′
n′ γ
(2)
Q,n
Q′,n′
(4.33)
where the trace class operator γ
(2)
Q,n
Q′,n′
acts on L2([0, L])
∧
L2([0, L]) and has the kernel
γ
(2)
Q,n
Q′,n′
(x, x′, y, y′) :=
∫
[0,L]n−2
[
m∧
j=1
ϕjQj ,nj
]
(x, x′, z3, · · · , zn)
[
m∧
j=1
ϕjQ′j ,n′j
]
(y, y′, z3, · · · , zn)dz3 · · ·dzn. (4.34)
By (4.10), one has
γ
(2)
Q,n
Q′,n′
(x, x′, y, y′)
c(Q)c(Q′)
=
∑
|Aj |=Qj, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
|A′j |=Q
′
j , ∀16j6m
A′1∪···∪A
′
m={1,··· ,n}
A′j∩A
′
j′
=∅ if j 6=j′
(−1)ε((Aj))+ε((A′j ))I(A,A′) (4.35)
where
I(A,A′) :=
∫
[0,L]n−2
[
m∏
j=1
ϕjQj ,nj((zl)l∈Aj)ϕ
j
Q′j ,n
′
j
((yl)l∈A′j)
]
x1=x, x2=x′
y1=y, y2=y′
xj=yj if j>3
dx3 · · · dxn (4.36)
To evaluate this last integral, we note that, for any pair of partitions (Aj)j and (A
′
j)j (as in
the indices of the above sum), if there exists j 6= j′ such that Aj ∩A′j′ ∩{3, · · · , n} 6= ∅, then
the integral I(A,A′) vanishes.
Now, note that, if d1(Q,Q
′) > 4:, then, for any pair of partitions (Aj)j and (A
′
j)j, there
exists j 6= j′ such that Aj ∩ A′j′ ∩ {3, · · · , n} 6= ∅; thus, the integral I(A,A′) above always
vanishes and, summing this, one has
γ
(2)
Q,n
Q′,n′
= 0 if d1(Q,Q
′) > 4.
So we are left with the cases Q = Q′, d1(Q,Q
′) = 2 or d1(Q,Q
′) = 4.
Assume first Q = Q′. Consider the sums in (4.12). If {1, 2} ⊂ Ai0∪Aj0 and {1, 2} 6⊂ A′i0∪A′j0
then, as ∀j, |A′j| = |Aj|, there exists α ∈ (A′i0 ∪ A′j0) ∩ {3, · · · , n} and j 6∈ {i0, j0} such that
α ∈ Aj . That is, there exists j 6= j′ such that Aj ∩ A′j′ ∩ {3, · · · , n} 6= ∅, thus, the
integral I(A,A′) vanishes. Moreover, if {1, 2} ⊂ Aj0 and {1, 2} 6⊂ A′j0 then, there exists
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α ∈ A′j0 ∩ {3, · · · , n} and j 6= j0 such that α ∈ Aj , thus, the integral I(A,A′) vanishes.
Thus, we rewrite
γ
(2)
Q,n,Q,n′(x, x
′, y, y′)
c2(Q)
=
m∑
i0,j0=1
∑
{1,2}⊂Ai0∪Aj0
|Al|=Ql, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
{1,2}⊂A′i0
∪A′j0
|A′i0
|=Qi0
|A′j0
|=Qj0
A′j=Aj if j 6∈{i0,j0}
(−1)ε((Aj))+ε((A′j))I(A,A′)
=
m∑
j0=1
Qj0>2
∑
{1,2}⊂Aj0
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
I(A) +
∑
i0 6=j0
Qi0>1
Qj0>1
∑
1∈Ai0 , 2∈Aj0
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
J(A)
(4.37)
where
I(A) :=
∏
j 6=j0
δnj=n′j
∫
∆
Qj0
−2
j0
ϕj0Qj0 ,nj0
(x, x′, z)ϕj0Qj0 ,n′j0
(y, y′, z)dz
and
J(A) :=
∏
j 6∈{i0,j0}
δnj=n′j
(∫
∆
Qi0
−1
i0
ϕi0Qi0 ,ni0
(x, z)ϕi0Qi0 ,n′i0
(y, z)dz
·
∫
∆
Qj0
−1
j0
ϕj0Qj0 ,nj0
(x′, z′)ϕj0Qj0 ,n′j0
(y′, z′)dz′
−
∫
∆
Qi0
−1
i0
ϕi0Qi0 ,ni0
(x, z)ϕi0Qi0 ,n′i0
(y′, z)dz
·
∫
∆
Qj0
−1
j0
ϕj0Qj0 ,nj0
(x′, z′)ϕj0Qj0 ,n′j0
(y, z′)dz′
)
.
As
#{(Aj)j; {1, 2} ⊂ Aj0, ∀j, |Aj| = Qj} =
(n− 2)!Qj0(Qj0 − 1)∏m
j=1Qj!
and
#{(Aj)j ; 1 ∈ Ai0 , 2 ∈ Aj0 , ∀j, |Aj| = Qj} =
(n− 2)!Qi0Qj0∏m
j=1Qj !
if i0 6= j0
by (4.11) and (4.37), one obtains∑
Q occ.
n∈Nm
n′∈Nm
aQn a
Q
n′γ
(2)
Q,n,Q,n′ = γ
(2),d,d
Ψ + γ
(2),d,o
Ψ (4.38)
where γ
(2),d,d
Ψ and γ
(2),d,o
Ψ are defined in Theorem 4.4.
Let us now assume d1(Q,Q
′) = 2. Thus, there exists 1 6 i0 6= j0 6 m such that Qj0 > 1,
Q′i0 = Qi0 + 1, Qj0 = Q
′
j0
+ 1 and Qk = Q
′
k for k 6∈ {i0, j0}.
Consider now the sums in (4.35). If {1, 2} ∩ Aj0 = ∅, then as |A′j0| = Q′j0 = Qj0 − 1,
there exists α ∈ Aj0 = Aj0 ∩ {3, · · · , n} and i 6= j0 such that α ∈ A′i. Thus, the integral
I(A,A′) vanishes. If Aj0 = {1} ∪ B (resp. Aj0 = {2} ∪ B) with B ⊂ {3, · · · , n}, either
A′j0 = B (and {1, 2} ⊂ A′i0) or the integral I(A,A′) vanishes. Finally, if Aj0 = {1, 2} ∪ B
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with B ⊂ {3, · · · , n}, then, A′j0 = {1}∪B or A′j0 = {2}∪B or I(A,A′) = 0. The same holds
true for Aj0 replaced with A
′
i0
.
Therefore, using the definition of ε((Aj)), if d1(Q,Q
′) = 2, we rewrite
γ
(2)
Q,n
Q′,n′
(x, y)
c2(Q)
=
∑
i0 6=j0
Qj0>2
Σ1(i0, j0)− Σ2(i0, j0) +
∑
i0 6=j0
Qi0>1
Σ3(i0, j0)− Σ4(i0, j0) (4.39)
where
Σ1(i0, j0) :=
∑
{1,2}⊂Aj0
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
A′i0
={1}∪Ai0
A′j0
=Aj0\{1}
A′j=Aj if j 6∈{i0,j0}
I(A,A′), (4.40)
Σ2(i0, j0) :=
∑
{1,2}⊂Aj0
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
A′i0
={2}∪Ai0
A′j0
=Aj0\{2}
A′j=Aj if j 6∈{i0,j0}
I(A,A′), (4.41)
Σ3(i0, j0) :=
∑
{1,2}⊂A′i0
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
Ai0=A
′
i0
\{1}
Aj0=A
′
j0
∪{1}
A′j=Aj if j 6∈{i0,j0}
I(A,A′), (4.42)
Σ4(i0, j0) :=
∑
{1,2}⊂A′i0
|Aj |=Qj, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
Ai0=A
′
i0
\{2}
Aj0=A
′
j0
∪{2}
A′j=Aj if j 6∈{i0,j0}
I(A,A′) (4.43)
and
• for the summands in Σ1(i0, j0):
I(A,A′) =
∫
∆
Qj0
−2
j0
ϕj0Qj0 ,nj0
(x, x′, z)ϕj0Qj0−1,n′j0
(y′, z)dz∫
∆
Qi0
i0
ϕi0Qi0 ,ni0
(z′)ϕi0Qi0+1,n′i0
(y, z′)dz′
∏
j 6∈{i0,j0}
δnj=n′j
• for the summands in Σ2(i0, j0):
I(A,A′) =
∫
∆
Qj0
−2
j0
ϕj0Qj0 ,nj0
(x, x′, z)ϕj0Qj0−1,n′j0
(y, z)dz∫
∆
Qi0
i0
ϕi0Qi0 ,ni0
(z′)ϕi0Qi0+1,n′i0
(y′, z′)dz′
∏
j 6∈{i0,j0}
δnj=n′j
• for the summands in Σ3(i0, j0):
I(A,A′) =
∫
∆
Qj0
−1
j0
ϕj0Qj0 ,nj0
(x′, z)ϕj0Qj0−1,n′j0
(z)dz∫
∆
Qi0
−1
i0
ϕi0Qi0 ,ni0
(x, z′)ϕi0Qi0+1,n′i0
(y, y′, z′)dz′
∏
j 6∈{i0,j0}
δnj=n′j
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• for the summands in Σ4(i0, j0):
I(A,A′) =
∫
∆
Qj0
−1
j0
ϕj0Qj0 ,nj0
(x, z)ϕj0Qj0−1,n′j0
(z)dz∫
∆
Qi0
−1
i0
ϕi0Qi0 ,ni0
(x′, z′)ϕi0Qi0+1,n′i0
(y, y′, z′)dz′
∏
j 6∈{i0,j0}
δnj=n′j
with the convention described in Remark 4.1.
The number of partitions coming up in (4.40), (4.41), (4.42) and (4.43) are the same: indeed,
it suffices to invert the roles of 1 and 2 and i0 and j0. We compute
∑
{1,2}⊂Aj0
|Aj |=Qj, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
A′i0
={1}∪Ai0
A′j0
=Aj0\{1}
A′j=Aj if j 6∈{i0,j0}
1 =
(n−Qj0 −Qi0 − 2)!Qi0 !Qj0!
Q1! · · ·Qm! .
Hence, we get that
n(n− 1)
2
∑
Q, Q′ occ.
d1(Q,Q′)=2
n, n′∈Nm
aQn a
Q′
n′ γ
(2)
Q,n
Q′,n′
=
∑
i 6=j
∑
n˜∈Nm−2
∑
Q occ.
Qj>1
Q′: Q′
k
=Qk if k 6∈{i,j}
Q′i=Qi+1
Q′j=Qj−1
∑
nj ,n′j>1
ni,n′i>1
aQn˜i,ja
Q′
n˜′i,j
γ
(2),2
Qi,Qj
ni,nj
n′i,n
′
j
(4.44)
where γ
(2),2
Qi,Qj
ni,nj
n′i,n
′
j
is defined in (4.27).
Let us now assume d1(Q,Q
′) = 4. Thus,
(a) either there exist 1 6 i0 6= j0 6 m such that Qj0 > 2, Q′i0 = Qi0 + 2, Qj0 = Q′j0 + 2
and Qk = Q
′
k for k 6∈ {i0, j0}.
In this case, either Aj0 = {1, 2}∪A′j0 and A′i0 = {1, 2}∪Ai0 with Ai0 , A′j0,⊂ {3, · · · , n}
or I(A,A′) = 0 vanishes. Thus,
γ
(2)
Q,n
Q′,n′
(x, y)
c2(Q)
=
∑
{1,2}⊂Aj0
|Aj |=Qj, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
A′i0
={1,2}∪Ai0
A′j0
=Aj0\{1,2}
A′j=Aj if j 6∈{i0,j0}
(−1)ε((Aj))+ε((A′j ))I(A,A′), (4.45)
and
I(A,A′) =
∫
∆
Qj0
−2
j0
ϕj0Qj0 ,nj0
(x, x′, z)ϕj0Qj0−2,n′j0
(z)dz∫
∆
Qi0
i0
ϕi0Qi0 ,ni0
(z′)ϕi0Qi0+2,n′i0
(y, y′, z′)dz′
∏
j 6∈{i0,j0}
δnj=n′j .
INTERACTING ELECTRONS IN A RANDOM MEDIUM 55
Hence, taking (4.28) into account, we get
n(n− 1)
2
∑
Q, Q′ occ.
∃i 6=j, Qj>2
Q′: Q′
k
=Qk if k 6∈{i,j}
Q′i=Qi+2
Q′j=Qj−2
∑
n∈Nm
n′∈Nm
aQn a
Q′
n′ γ
(2)
Q,n
Q′,n′
=
∑
i 6=j
∑
n˜∈Nm−2
∑
Q occ.
Qj>2
Q′: Q′
k
=Qk if k 6∈{i,j}
Q′i=Qi+2
Q′j=Qj−2
C2(Q, i, j)
∑
nj,n
′
j>1
ni,n
′
i>1
aQn˜i,ja
Q′
n˜′i,j
γ
(2),4,2
Qi,Qj
ni,nj
n′i,n
′
j
(4.46)
as
∑
{1,2}⊂Aj
|Al|=Ql, ∀16l6m
A1∪···∪Am={1,··· ,n}
Al∩Al′=∅ if l 6=l
′
∑
A′i={1,2}∪Ai
A′j=Aj\{1,2}
A′
l
=Al if j 6∈{i,j}
1 =
(n−Qj −Qi − 2)!Qi!Qj!
Q1! · · ·Qm! =
2C2(Q, i, j)
n(n− 1) c(Q)2 .
(b) or there exist 1 6 i0, j0, k0 6 m distinct such that Qj0 > 2, Q
′
j0
= Qj0 − 2, Qi0 =
Q′i0 + 1, Qk0 = Q
′
k0
+ 1, and Qk = Q
′
k for k 6∈ {i0, j0, k0}.
In this case, either Aj0 = {1, 2} ∪A′j0 and ((A′i0 = {1} ∪Ai0 and A′k0 = {2} ∪Ak0) or
(A′i0 = {2}∪Ai0 and A′k0 = {1}∪Ak0) ) with Aj0, A′i0 , A′k0 ⊂ {3, · · · , n} or I(A,A′) = 0
vanishes. Thus,
γ
(2)
Q,n
Q′,n′
(x, y)
c2(Q)
=
∑
{1,2}⊂Aj0
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′

∑
A′i0
={1}∪Ai0
A′
k0
={2}∪Ak0
A′j0
=Aj0\{1,2}
A′j=Aj if j 6∈{i0,j0,k0}
I(A,A′)−
∑
A′i0
={2}∪Ai0
A′
k0
={1}∪Ak0
A′j0
=Aj0\{1,2}
A′j=Aj if j 6∈{i0,j0,k0}
I(A,A′)

(4.47)
and, if A′i0 = {1} ∪ Ai0 and A′k0 = {2} ∪ Ak0, one has
I(A,A′) =
∫
∆
Qj0
−2
j0
ϕj0Qj0 ,nj0
(x, x′, z)ϕj0Qj0−2,n′j0
(z)dz∫
∆
Qi0
i0
ϕi0Qi0 ,ni0
(z′)ϕi0Qi0+1,n′i0
(y, z′)dz′∫
∆
Qk0
k0
ϕi0Qk0 ,nk0
(z′′)ϕk0Qk0+1,n
′
k0
(y′, z′′)dz′′
∏
j 6∈{i0,j0,k0}
δnj=n′j
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and, if A′i0 = {2} ∪ Ai0 and A′k0 = {1} ∪ Ak0, one has
I(A,A′) =
∫
∆
Qj0
−2
j0
ϕj0Qj0 ,nj0
(x, x′, z)ϕj0Qj0−2,n′j0
(z)dz∫
∆
Qi0
i0
ϕi0Qi0 ,ni0
(z′)ϕi0Qi0+1,n′i0
(y′, z′)dz′∫
∆
Qk0
k0
ϕi0Qk0 ,nk0
(z′′)ϕk0Qk0+1,n
′
k0
(y, z′′)dz′′
∏
j 6∈{i0,j0,k0}
δnj=n′j .
For i0, j0, k0 distinct, one has∑
{1,2}⊂Aj0
|Aj |=Qj, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
A′i0
={1}∪Ai0
A′
k0
={2}∪Ak0
A′j0
=Aj0\{1,2}
A′j=Aj if j 6∈{i0,j0,k0}
1 =
(n−Qj0 −Qi0 −Qk0 − 2)!Qi0 !Qj0 !Qk0 !
Q1! · · ·Qm!
=
2C3(Q, i0, j0, k0)
n(n− 1) c(Q)2 .
Inverting the roles of 1 and 2 we see that the number of partitions coming up in the
second sum in (4.47) is the same. Thus, taking (4.28) into account, we get
n(n− 1)
2
∑
Q, Q′ occ.
∃i,j,k distinct
Qj>2
Q′: Q′
l
=Ql if l 6∈{i,j,k}
Q′j=Qj−2
Q′i=Qi+1, Q
′
k
=Qk+1
∑
n∈Nm
n′∈Nm
aQn a
Q′
n′ γ
(2)
Q,n
Q′,n′
=
∑
i,j,k
distinct
∑
n˜∈Nm−3
∑
Q occ.
Qj>2
Q′: Q′
l
=Ql if l 6∈{i,j,k}
Q′j=Qj−2
Q′i=Qi+1, Q
′
k
=Qk+1
C3(Q, i, j, k)
∑
ni,nj ,nk>1
n′i,n
′
j ,n
′
k
>1
aQn˜i,j,ka
Q′
n˜′
i,j,k
γ
(2),4,3
Qi,Qj ,Qk
ni,nj ,nk
n′i,n
′
j ,n
′
k
. (4.48)
(c) or there exist 1 6 i0, j0, k0 6 m distinct such that Qi0 > 1, Qk0 > 1, Q
′
j0
= Qj0 + 2,
Qi0 = Q
′
i0
− 1, Qk0 = Q′k0 − 1, and Qk = Q′k for k 6∈ {i0, j0, k0}.
We see that we are back to case (b) if we invert the roles of Q and Q′. Thus, we get
n(n− 1)
2
∑
Q, Q′ occ.
∃i,j,k distinct
Qi>1, Qk>1
Q′: Q′
l
=Ql if l 6∈{i,j,k}
Q′j=Qj+2
Q′i=Qi−1, Q
′
k
=Qk−1
∑
n∈Nm
n′∈Nm
aQn a
Q′
n′ γ
(2)
Q,n
Q′,n′
=
∑
i,j,k
distinct
∑
n˜∈Nm−3
∑
Q occ.
Qi>1, Qk>1
Q′: Q′
l
=Ql if l 6∈{i,j,k}
Q′j=Qj+2
Q′i=Qi−1, Q
′
k
=Qk−1
C3(Q, i, j, k)
∑
ni,nj ,nk>1
n′i,n
′
j ,n
′
k
>1
aQn˜i,j,ka
Q′
n˜′
i,j,k
γ
(2),4,3′
Qi,Qj ,Qk
ni,nj ,nk
n′i,n
′
j ,n
′
k
. (4.49)
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(d) or there exist 1 6 i0, j0, k0, l0 6 m distinct such that Qj0 > 1, Ql0 > 1, Q
′
i0 = Qi0 − 1,
Qj0 = Q
′
j0
− 1, Q′k0 = Qk0 + 1, Ql0 = Q′l0 + 1 and Qk = Q′k for k 6∈ {i0, j0, k0, l0}.
Then, either I(A,A′) = 0 or
(i) either Ai0 = {1} ∪ A′i0 and Aj0 = {2} ∪ A′j0 and A′i0 , A′j0 ⊂ {3, · · · , n},
(ii) or Ai0 = {2} ∪A′i0 and Aj0 = {1} ∪A′j0 and A′i0 , A′j0 ⊂ {3, · · · , n}, in which case
Moreover, in each of the cases (i) and (ii), either I(A,A′) = 0 or
(i) either A′k0 = {1} ∪Ak0 and A′l0 = {2} ∪Al0 and Ak0, Al0 ⊂ {3, · · · , n},
(ii) or A′k0 = {2} ∪Ak0 and A′l0 = {1} ∪Al0 and Ak0 , Al0 ⊂ {3, · · · , n}
In the 4 cases when I(A,A′) does not vanish, one computes
• I(A,A′) = α(x, x′, y, y′) in case (i.i),
• I(A,A′) = α(x′, x, y, y′) in case (ii.i),
• I(A,A′) = α(x, x′, y, y′) in case (i.ii),
• I(A,A′) = α(x′, x, y′, y) in case (ii.ii),
where
α(x, x′, y, y′) :=
∫
∆
Qi−1
i
ϕiQi,ni(x, z)ϕ
i
Qi−1,n′i
(z)dz
∫
∆
Qj−1
j
ϕjQj ,nj(x
′, z)ϕjQj−1,n′j
(z)dz
×
∫
∆
Qk
k
ϕkQk,nk(z)ϕ
k
Qk+1,n
′
k
(y, z)dz
∫
∆
Ql
l
ϕlQl,nl(z)ϕ
l
Ql+1,n
′
l
(y′, z)dz.
Hence, if d1(Q,Q
′) = 4, we obtain
γ
(2)
Q,n
Q′,n′
(x, y)
c2(Q)
=
∑
1∈Ai0 , 2∈Aj0
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′

∑
A′
k0
={1}∪Ak0 , A
′
l0
={2}∪Al0
A′i0
=Ai0\{1}, A
′
j0
=Aj0\{2}
A′j=Aj if j 6∈{i0,j0,k0,l0}
I(A,A′)−
∑
A′
k0
={2}∪Ak0 , A
′
l0
={1}∪Al0
A′i0
=Ai0\{1}, A
′
j0
=Aj0\{2}
A′j=Aj if j 6∈{i0,j0,k0,l0}
I(A,A′)

−
∑
2∈Ai0 , 1∈Aj0
|Aj |=Qj, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′

∑
A′
k0
={1}∪Ak0 , A
′
l0
={2}∪Al0
A′i0
=Ai0\{2}, A
′
j0
=Aj0\{1}
A′j=Aj if j 6∈{i0,j0,k0,l0}
I(A,A′)−
∑
A′
k0
={2}∪Ak0 , A
′
l0
={1}∪Al0
A′i0
=Ai0\{2}, A
′
j0
=Aj0\{1}
A′j=Aj if j 6∈{i0,j0,k0,l0}
I(A,A′)

.
(4.50)
For i0, j0, k0, l0 distinct, the number of partitions coming up in the first sum in (4.50)
is given by∑
1∈Ai0 , 2∈Aj0
|Aj |=Qj, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
A′
k0
={1}∪Ak0 , A
′
l0
={2}∪Al0
A′i0
=Ai0\{1}, A
′
j0
=Aj0\{2}
A′j=Aj if j 6∈{i0,j0,k0,l0}
1 =
(n−Qj0 −Qi0 −Qk0 −Ql0 − 2)!Qi0 !Qj0!Qk0 !Ql0 !
Q1! · · ·Qm!
=
2C4(Q, i0, j0, k0, l0)
n(n− 1) c(Q)2 .
Inverting the roles of i0, j0, k0, l0, we see that the number of partitions involved is the
same in the three remaining sums of (4.50).
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Thus, taking (4.28) into account, we get
n(n− 1)
2
∑
Q, Q′ occ.
∃i,j,k,l distinct
Qi>1, Qj>1
Q′: Q′p=Qp if p 6∈{i,j,k,l}
Q′i=Qi−1, Q
′
j=Qj−1
Q′
k
=Qk+1, Q
′
l
=Ql+1
∑
n∈Nm
n′∈Nm
aQn a
Q′
n′ γ
(2)
Q,n
Q′,n′
=
∑
i,j,k,l
distinct
∑
n˜∈Nm−4
∑
Q occ.
Qi>1, Qj>1
Q′: Q′p=Qp if p 6∈{i,j,k,l}
Q′i=Qi−1, Q
′
j=Qj−1
Q′
k
=Qk+1, Q
′
l
=Ql+1
C4(Q, i, j, k)
∑
ni,nj ,nk,nl>1
n′i,n
′
j ,n
′
k
,n′
l
>1
aQn˜i,j,k,la
Q′
n˜′
i,j,k,l
γ
(2),4,4
Qi,Qj ,Qk,Ql
ni,nj ,nk,nl
n′i,n
′
j ,n
′
k
,n′
l
. (4.51)
Plugging this, (4.46) and (4.44) into (4.33), we obtain (4.17). This completes the proof of
Theorem 4.4. 
4.1.3. A particular case. Let us now explain how the structure of the one-particle and two-
particles density matrices may be simplified in the particular case when the ground state is
factorized. This in particular immediately yields the expansions (1.22) and (1.23) for the
one-particle and two-particles density matrices of the non interacting ground state.
Definition 4.6. Let α ∈ Hi(L) and β ∈ Hj(L) be two states describing i and j electrons
respectively. We say α and β do not interact if for all (x2, . . . , xi, y2, . . . , yj) ∈ [0, L]i+j−2,∫ L
0
α(x1, . . . , xi)β∗(y1, . . . , yj)
∣∣
x1=y1
dx1 = 0. (4.52)
To denote this complete orthogonality, we will write α ⊥ β.
Remark 4.7. Because of the anti-symmetric nature of the states α and β in the above defini-
tion, it is sufficient to impose the orthogonality only on the first variables. Thus, an integral
of the type (4.52) vanishes for any pair of coordinates xi1 = yj1 for i1 ∈ {1, . . . , i}, and
j1 ∈ {1, . . . , j}.
We prove
Proposition 4.8. Suppose that a n-particle state Ψ ∈ Hn(L) is decomposed in its non
interacting parts:
Ψ =
k∧
j=1
ζj,
where each ζj ∈ Hkj (L) is a kj-particle state describing a packet of particles that do not
interact with other packets, i.e., for i 6= j, ζi ⊥ ζj in the sens of Definition 4.6. Then
γΨ =
k∑
j=1
γζj (4.53)
and
γ
(2)
Ψ =
k∑
j=1
[
γ
(2)
ζj
− 1
2
(Id−Ex)γζj ⊗ γζj
]
+
1
2
(Id−Ex)γΨ ⊗ γΨ, (4.54)
where Id is the identity, Ex is the exchange operator on the two-particles space defined as
Ex f ⊗ g = g ⊗ f, f, g ∈ H,
and with the obvious convention that γ
(2)
ζj
= 0 if ζj is a one-particle state.
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While Proposition 4.8 could be obtained as a consequence of Theorems 4.2 and 4.4, we will
derive it from the following auxiliary lemma.
Lemma 4.9. Let α ∈ Hn(L) and β ∈ Hm(L) be two vectors describing n and m electrons
respectively. Suppose that α and β do not interact:
α⊥β.
Then,
γα∧β = γα + γβ (4.55)
and
γ
(2)
α∧β = γ
(2)
α + γ
(2)
β + (Id−Ex)γα ⊗s γβ (4.56)
where ⊗s denotes the symmetrized tensor product:
A⊗s B = 1
2
(A⊗B +B ⊗A).
Proof. Define Nn := {1, . . . , n}. Consider the two-particles density matrix. By (C.2), the
anti-symmetrized product of two eigenfunctions in respectively n and m variables is given
by
(α ∧ β)(x1, . . . , xn+m) = 1√(
n+m
n
) ∑
J∪J ′=Nn+m
J∩J ′=∅, |J |=n
(−1)sign Jα(xJ)β(xJ ′).
Thus, the corresponding two-particles density matrix can be written as
γ
(2)
α∧β(x
1, x2, y1, y2)
=
n(n− 1)
2
∫
[0,L]n+m−2
(α ∧ β)(x1, x2, x) (α ∧ β)∗(y1, y2, x)dx
=
n(n− 1)
2
(
n+m
n
) ∑
I∪I′=Nn+m
I∩I′=∅, |I|=n
J∪J ′=Nn+m
J∩J ′=∅, |J |=n
∫
[0,L]n+m−2
(−1)sign I+signJα(xI)β(xI′)α∗(yJ)β∗(yJ ′)
∣∣∣ yj=xj
j∈{3,...,n+m}
dx.
(4.57)
As α and β do not interact, the integrals in the sum in the last part of (4.57) vanish if I
differs from J by more than two elements, i.e., |I \J | > 2. Moreover, if such an integral does
not vanish, one distinguishes the following cases:
(a) if {1, 2} ⊂ I, then I = J ; indeed, otherwise J would contain an index in I ′ and the
integration of β(xI
′
)α∗(yJ)
∣∣∣ yj=xj
j∈{3,...,n+m}
over the corresponding variable would produce
zero because α⊥β.
(b) if {1, 2} ⊂ J , then I = J .
(c) if (1, 2) ∈ (I × I ′) ∪ (I ′ × I) then (1, 2) ∈ (J × J ′) ∪ (J ′ × J) by the same argument
as above.
As the functions α and β are completely anti-symmetric under permutations of variables,
the terms of the sums over I and J corresponding to different cases described above are all
the same. If we denote xˆk = x3, . . . , xk and dxˆk = dx3 . . .dxk for k ∈ {n,m, n + n}), this
finally yields
γ
(2)
α∧β(x
1, x2, y1, y2) = A+B + C
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where
A :=
n(n− 1)
2
1(
n+m
n
)(n+m− 2
n− 2
)∫
[0,L]n−2
α(x1, x2, xˆn)α∗(y1, y2, xˆn)dxˆn
= γ(2)α (x
1, x2, y1, y2),
B :=
n(n− 1)
2
1(
n+m
n
)(n+m− 2
m− 2
)∫
[0,L]m−2
β(x1, x2, xˆm)β∗(y1, y2, xˆm)dxˆm
= γ
(2)
β (x
1, x2, y1, y2)
and
C :=
n(n− 1)
2
1(
n+m
n
)(n +m− 2
m− 1
)∫
[0,L]n+m−2
dxˆn+m(
α(x1, . . .)β(x2, . . .)α∗(y1, . . .)β∗(y2, . . .)
− α(x1, . . .)β(x2, . . .)α∗(y2, . . .)β∗(y1, . . .)
− α(x2, . . .)β(x1, . . .)α∗(y1, . . .)β∗(y2, . . .)
+α(x2, . . .)β(x1, . . .)α∗(y2, . . .)β∗(y1, . . .)
)
=
1
2
(
γα(x
1, y1)γβ(x
2, y2)− γα(x1, y2)γβ(x2, y1)
−γα(x2, y1)γβ(x1, y2) + γα(x2, y2)γβ(x1, y1)
)
.
This completes the proof of (4.56). The proof for the one-particle density matrix (4.55) is
done similarly and is even simpler. This completes the proof of Lemma 4.9. 
Proof of Proposition 4.8. The identity (4.53) for one-particle density matrix is a direct con-
sequence of (4.55). We prove (4.54) by induction on k.
For k = 2, (4.54) is equivalent to (4.56) after noting that
A⊗s B = 1
2
((A+B)⊗ (A+B)− A⊗ A− B ⊗ B) .
This remark also proves that
γ
(2)
Ψ =
k∑
j=1
γ
(2)
ζj
+ (Id−Ex)
∑
i<j
γζi ⊗s γζj (4.58)
which is equality (4.54).
Let us prove (4.58) inductively. Suppose now that (4.58) holds true and consider
Ψk+1 =
k+1∧
j=1
ζj =
(
k∧
j=1
ζj
)
∧ ζk+1 = Ψk ∧ ζk+1.
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By (4.56), we get
γ
(2)
Ψk+1
= γ
(2)
Ψk
+ γ
(2)
ζk+1
+ (Id−Ex)γΨk ⊗s γζk+1
=
k∑
j=1
γ
(2)
ζj
+ (Id−Ex)
 ∑
i<j
i,j=1,...,k
γζi ⊗s γζj
+ γ(2)ζk+1
+ (Id−Ex)
(
k∑
j=1
γζj
)
⊗s γζk+1
=
k+1∑
j=1
γ
(2)
ζj
+ (Id−Ex)
∑
i<j
i,j=1,...,k+1
γζi ⊗s γζj .
This completes the proof of Proposition 4.8. 
4.2. The proof of Theorem 1.5. The proof of Theorem 1.5 will rely on Theorem 4.2 and
the analysis of ΨUω (L, n) performed in section 3. The two sums in (4.3) will be analyzed
separately and will be split into various components according to the lengths of the pieces
coming into play in each component.
As in the beginning of section 4.1 (see (4.2)), write ΨUω (L, n) =
∑
Q occ.
n∈Nm
aQnΦQ,n. We will first
transform the results on the ground state obtained in section 3 into a statement on the
coefficients ((aQn ))Q,n, namely,
Proposition 4.10. There exists ρ0 > 0 such that, for ρ ∈ (0, ρ0) and ε ∈ (0, 1/10), ω almost
surely, in the thermodynamic limit, with probability 1− O(L−∞), one has
(a) for an occupation Q 6∈ Qρ (see (3.83)) and any n ∈ Nm, one has aQn = 0;
(b) let P− be the (indices j of the) pieces (∆j(ω))j of lengths less than 3ℓρ(1 − ε), and,
for Q an occupation, let PQ− be the (indices j of the) pieces in P− such that Qj 6 3.
Then, for Q, an occupation number of a ground state ΨUω (L, n), letting (a
Q
n )Q,n be its
coefficients in the decomposition (4.2), one has∑
Q occ.
n∈Nm
#{j ∈ PQ− ;nj > 2}
∣∣∣aQn ∣∣∣2 6 o( n · ρ| log ρ|
)
. (4.59)
The second part of Proposition 4.10 controls the excited particles in the ground state
ΨUω (L, n). Actually, as the proof shows, we shall prove (4.59) not only for a ground state of
HUω (L, n), but, also for any state Ψ satisfying
1
n
〈HUpω (L, n)Ψ,Ψ〉 6 E0(ρ) + π2γ∗
ρ
| log ρ|−3 + o
(
ρ
| log ρ|−3
)
. (4.60)
Proof of Proposition 4.10. Point (a) is a rephrasing of Corollary 3.32.
Let us prove point (b). Pick an n-state Ψ and decompose it as ΨUω (L, n) =
∑
Q∈Qρ
ΨQ. Then, if
Ej,U
p
Qj ,nj
denotes the nj-th eigenvalue of−
Qj∑
l=1
d2
dx2l
+
∑
16k6l6Qj
Up(xk−xl) acting on
Qj∧
l=1
L2(∆j(ω))
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with Dirichlet boundary conditions (if Qj = 0, we set E
j,Up
Qj ,nj
= 0 for all nj), as H
U > HU
p
(see (3.17)), by (3.82), one has
n
(E0(ρ) + π2γ⋆ρ| log ρ|−3 (1 +O (fZ(| log ρ|)))) > 〈HUpΨUp,ΨUp〉
>
∑
Q occ.
n∈Nm
∑
j∈PQ−
Qj>1
Ej,U
p
Qj ,nj

∣∣∣aQn ∣∣∣2 . (4.61)
One proves
Lemma 4.11. There exists C > 0 such that, for j ∈ PQ− , Qj > 1 and nj > 2, one has
Ej,U
p
Qj ,nj
> Ej,U
p
Qj ,1
+
1
Cℓ2ρ
. (4.62)
Plugging (4.62) into (4.61) yields
∑
Q occ.
n∈Nm
∑
j∈PQ−
Qj>1
Ej,U
p
Qj ,1
∣∣∣aQn ∣∣∣2 + ∑
Q occ.
n∈Nm
#{j ∈ PQ− ;nj > 2}
Cℓ2ρ
∣∣∣aQn ∣∣∣2
6 n
(E0(ρ) + π2γ⋆ρ| log ρ|−3 (1 +O (fZ(| log ρ|)))) (4.63)
We prove
Lemma 4.12. There exists ρ0 > 0 such that, for ρ ∈ (0, ρ0), ε ∈ (0, 1) and ω almost surely,
for L sufficiently large and |n/L− ρ| sufficiently small, if Q is an occupation such that∑
j∈P−
Ej,U
p
Qj ,1
6 n
(E0(ρ) + ρ| log ρ|−3 (π2γ⋆ + ε)) (4.64)
then, ∑
j∈PQ−
Qj>1
Ej,U
p
Qj ,1
> n
(
E0(ρ) + ρ| log ρ|−3
(
π2γ⋆ − 1
ρ0
(ε+ fZ(| log ρ|))
))
. (4.65)
Lemma 4.12 shows that, for low energy states, most of the energy is carried by pieces carrying
three particles and less (compare the set P− and PQ− ).
Let us postpone the proof of this result for a while and complete the proof of Proposition 4.10.
From (4.65) and (4.63), as
∑
Q occ.
n∈Nm
∣∣∣aQn ∣∣∣2 = 1 and fZ(| log ρ| = o(1), we get that
∑
Q occ.
n∈Nm
#{j ∈ PQ− ;nj > 2}
Cℓ2ρ
∣∣∣aQn ∣∣∣2 6 o (nρ| log ρ|−3) .
As ℓρ ≍ | log ρ|, this immediately yields (4.59) and completes the proof of Proposition 4.10.

Proof of Lemma 4.12. By Theorem 3.19, for L large and n/L close to ρ, we have〈
HU
p
ω Ψ
opt,Ψopt
〉
> n
(E0(ρ) + π2γ⋆ρ| log ρ|−3 (1 +O (fZ(| log ρ|)))) .
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Recall that the occupation Qopt of Ψopt satisfies
Qoptj =

0 if |∆j(ω)| ∈ [0, ℓρ − ρx∗),
1 if |∆j(ω)| ∈ [ℓρ − ρx∗, 2ℓρ + A∗),
2 if |∆j(ω)| ∈ [2ℓρ + A∗, 3ℓρ(1− ε)).
(4.66)
Theorem 3.19 shows that∣∣∣∣∣∣∣∣∣
〈
HU
p
ω Ψ
opt,Ψopt
〉− ∑
j∈P−
Qoptj =1
Ej,U
p
1,1 −
∑
j∈P−
Qoptj =2
Ej,U
p
2,1
∣∣∣∣∣∣∣∣∣
. n
ρ
| log ρ|3fZ(| log ρ|). (4.67)
Let
∆E :=
∑
j∈P−
Ej,U
p
Qj ,1
−
∑
j∈P−
Qopt
j
=1
Ej,U
p
1,1 −
∑
j∈P−
Qopt
j
=2
Ej,U
p
2,1 . (4.68)
Then, (4.67) and assumption (4.64) imply that
|∆E| 6 C nρ| log ρ|3 (fZ(| log ρ|) + ε) . (4.69)
Moreover, one has
∆E >
∑
j∈P−
Qoptj =0
Ej,U
p
Qj ,1
+
∑
j∈P−
Qoptj =1
(Ej,U
p
Qj ,1
− Ej,Up1,1 ) +
∑
j∈P−
Qoptj =2
(Ej,U
p
Qj ,1
− Ej,Up2,1 )
=
∑
j∈P−
Qoptj =0
Qj>1
Ej,U
p
Qj ,1
+
∑
j∈P−
Qoptj =1
Qj>2
(Ej,U
p
Qj ,1
−Ej,Up1,1 ) +
∑
j∈P−
Qoptj =2
Qj>3
(Ej,U
p
Qj ,1
−Ej,Up2,1 )
−
∑
j∈P−
Qopt
j
=1
Qj=0
Ej,U
p
1,1 −
∑
j∈P−
Qopt
j
=2
Qj61
(Ej,U
p
2,1 −Ej,U
p
Qj ,1
).
(4.70)
On the other hand, as |Q| = n = |Qopt|, using Lemma 3.23 as ΨUω (L, n) satisfies (4.60), we
know that∑
j∈P−
Qoptj =1
Qj=0
1 +
∑
j∈P−
Qoptj =2
Qj61
(2−Qj) =
∑
j∈P−
Qoptj =0
Qj>1
Qj +
∑
j∈P−
Qoptj =1
Qj>2
(Qj − 1) +
∑
j∈P−
Qoptj =2
Qj>3
(Qj − 2) +O(nρ1+η). (4.71)
Define
B := max
 max
j; Qj=0
Qopt
j
=1
Ej,U
p
1,1 , max
j; Qoptj =2
06Qj61
Ej,U
p
2,1 −Ej,U
p
Qj ,1
2−Qj
 .
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Then, (4.70) implies that
∆E >
∑
j∈P−
Qopt
j
=0
Qj>1
Ej,U
p
Qj ,1
+
∑
j∈P−
Qopt
j
=1
Qj>2
(Ej,U
p
Qj ,1
− Ej,Up1,1 ) +
∑
j∈P−
Qopt
j
=2
Qj>3
(Ej,U
p
Qj ,1
− Ej,Up2,1 )
−B
∑
j∈P−
Qoptj =1
Qj=0
1−B
∑
j∈P−
Qoptj =2
Qj61
(2−Qj).
Hence, (4.71) implies that, for some C > 0, for ρ sufficiently small, one has
∆E + C nρ1+η >
∑
j∈P−
Qoptj =0
Qj>1
(Ej,U
p
Qj ,1
− B) +
∑
j∈P−
Qoptj =1
Qj>2
(Ej,U
p
Qj ,1
− Ej,Up1,1 − B(Qj − 1))
+
∑
j∈P−
Qoptj =2
Qj>3
(Ej,U
p
Qj ,1
− Ej,Up2,1 − B(Qj − 2)).
(4.72)
Let us upper bound B. Recalling that for a single particle in a piece there is no interaction,
a direct computation and (4.66) show that
max
j; Qj=0
Qoptj =1
Ej,U
p
1,1 6
π2
(ℓρ − ρx∗)2 . (4.73)
Proposition 1.4 and (4.66) show that, for ρ sufficiently small, one has
max
j; Qj=0
Qoptj =2
Ej,U
p
2,1 − Ej,U
p
Qj ,1
2−Qj 6
5π2
2(2ℓρ + A∗)2
+
2γ
(2ℓρ + A∗)3
6
π2
(ℓρ − ρx∗)2
max
j; Qj=1
Qoptj =2
Ej,U
p
2,1 −Ej,U
p
Qj ,1
2−Qj 6
4π2
(2ℓρ + A∗)2
+
2γ
(2ℓρ + A∗)3
6
π2
(ℓρ − ρx∗)2 .
Thus,
B 6
π2
(ℓρ − ρx∗)2 . (4.74)
Now, notice that
• for j s.t. Qoptj = 0 (see (4.66)):
– if Qj = 1, one has
Ej,U
p
Qj ,1
− π
2
(ℓρ − ρx∗)2 >
π2
|∆j(ω)|2 −
π2
(ℓρ − ρx∗)2 > 0;
– if Qj > 2, one has
Ej,U
p
Qj ,1
− π
2
(ℓρ − ρx∗)2 >
1
2
Ej,U
p
Qj ,1
+
5π2
2|∆j(ω)|2 −
π2
(ℓρ − ρx∗)2 >
1
2
Ej,U
p
Qj ,1
;
• for j s.t. Qoptj = 1 (see (4.66)):
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– if Qj = 2, one has
Ej,U
p
Qj ,1
−Ej,Up1,1 −
π2
(ℓρ − ρx∗)2 >
4π2
|∆j(ω)|2 +
γ
|∆j(ω)|3 + o(ℓ
−3
ρ )−
π2
(ℓρ − ρx∗)2
>
4π2
|2ℓρ + A∗ + ερ|2 +
γ
|2ℓρ + A∗ + ερ|s + o(ℓ
−3
ρ )−
π2
(ℓρ − ρx∗)2
>
π2
ℓ2ρ
− A∗π
2
2ℓ3ρ
+
γ
4ℓ3ρ
+
π2ερ
2ℓ3ρ
+ o(ℓ−3ρ )−
π2
(ℓρ − ρx∗)2
>
π2ερ
2ℓ3ρ
+ o(ℓ−3ρ ) > 0
if ρ sufficiently small (see (3.10)) and |∆j(ω)| 6 2ℓρ+A∗−ερ; here ερ → 0+ (but
not too fast) as ρ→ 0+;
on the other hand, the number of pieces of length in 2ℓρ+A∗+[−ερ, 0] is bounded
by Cρnερ (see Proposition 2.2) and for such pieces, one has∣∣∣∣Ej,Up2,1 −Ej,Up1,1 − π2(ℓρ − ρx∗)2
∣∣∣∣ = o(ℓ−3ρ ); (4.75)
– if Qj > 3, one has
Ej,U
p
Qj ,1
− Ej,Up1,1 −
π2
(ℓρ − ρx∗)2 (Qj − 1) >
1
2
Ej,U
p
Qj ,1
+
1
2
Ej,0Qj ,1 −
π2
(ℓρ − ρx∗)2 (Qj − 1)
>
1
2
Ej,U
p
Qj ,1
+
π2
4ℓ2ρ
5
12
(Qj − 1) > 1
2
Ej,U
p
Qj ,1
• for j s.t. Qoptj = 2 (see (4.66)):
– if Qj > 3, one has
Ej,U
p
Qj ,1
− Ej,Up2,1 −
π2
(ℓρ − ρx∗)2 (Qj − 2) >
1
3
Ej,U
p
Qj ,1
+
2
3
Ej,0Qj ,1 −
π2
(ℓρ − ρx∗)2 (Qj − 2)
>
1
3
Ej,U
p
Qj ,1
+
π2
9(1− ε)2ℓ2ρ
(
102
9
− 9
)
(Qj − 2)
>
1
3
Ej,U
p
Qj ,1
.
Plugging these estimates and (4.74) into (4.72), we get that, for ρ sufficiently small,
∆E +
∑
|∆j(ω)|∈2ℓρ+A∗+[−ερ,0]
∣∣∣∣Ej,Up2,1 −Ej,Up1,1 − π2(ℓρ − ρx∗)2
∣∣∣∣+ C nρ1+η
>
1
2
∑
j∈P−
Qoptj =0
Qj>2
Ej,U
p
Qj ,1
+
1
2
∑
j∈P−
Qoptj =1
Qj>3
Ej,U
p
Qj ,1
+
1
3
∑
j∈P−
Qoptj =2
Qj>3
Ej,U
p
Qj ,1
.
Hence, in view of (4.75) and the estimate on the number of terms in the sum in the left
hand side, one gets
3
(
∆E + o
(
nρℓ−3ρ
))
>
∑
j∈P−
Qoptj =0
Qj>2
Ej,U
p
Qj ,1
+
∑
j∈P−
Qoptj =1
Qj>3
Ej,U
p
Qj ,1
+
∑
j∈P−
Qoptj =2
Qj>3
Ej,U
p
Qj ,1
> 0. (4.76)
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This implies that
o
(
nρℓ−3ρ
)
6 ∆E =
∑
j∈P−
Ej,U
p
Qj ,1
−
∑
j∈P−
Qoptj =1
Ej,U
p
1,1 −
∑
j∈P−
Qoptj =2
Ej,U
p
2,1
hence, by (4.67), that, for some C > 0 and ρ sufficiently small, one has∑
j∈P−
Ej,U
p
Qj ,1
> n
(E0(ρ) + π2γ⋆ρ| log ρ|−3 (1− C fZ(| log ρ|))) (4.77)
We complete the proof of Lemma 4.12 by noting that, by the definition of PQ− , one has
∑
j∈PQ−
Qj>1
Ej,U
p
Qj ,1
=
∑
j∈P−
Ej,U
p
Qj ,1
−

∑
j∈P−
Qoptj =0
Qj>3
Ej,U
p
Qj ,1
+
∑
j∈P−
Qoptj =1
Qj>3
Ej,U
p
Qj ,1
+
∑
j∈P−
Qoptj =2
Qj>3
Ej,U
p
Qj ,1

> n
(E0(ρ) + π2γ⋆ρ| log ρ|−3 (1− C(ε+ fZ(| log ρ|))))
where the last lower bound follows from (4.69) and (4.76).
This completes the proof of Lemma 4.12. 
Let us resume the proof of Theorem 1.5. Recall Theorem 4.2; we analyze the two components
γ
(1),d
ΨUω (L,n)
and γ
(1),o
ΨUω (L,n)
separately.
Let us start with the analysis of γ
(1),o
ΨUω (L,n)
. We prove
Lemma 4.13. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1−O(L−∞), one has ∥∥∥γ(1),oΨUω (L,n)∥∥∥tr 6 3. (4.78)
Proof. We recall (4.4) from Theorem 4.2 and write
γ
(1),o
ΨUω (L,n)
=
∑
Q occ.
m∑
i,j=1
i 6=j
Qj>1
C1(Q, i, j)
∑
n˜∈Nm−1
∑
ni,nj>1
n′i,n
′
j>1
aQn˜i,ja
Q′
n˜′i,j
γ
(1)
Qi,Qj
ni,nj
n′i,n
′
j
where, by definition, in the above sums, Q′ satisfies Q′k = Qk if k 6∈ {i, j}, Q′i = Qi + 1 and
Q′j = Qj − 1.
Note that, by point (a) of Proposition 4.10, here and in the sequel when summing over the
occupations Q, we can always restrict ourselves to the occupations in Qρ.
Decompose
γ
(1),o
ΨUω (L,n)
= γ
(1),o,+,+
ΨUω (L,n)
+ γ
(1),o,+,−
ΨUω (L,n)
+ γ
(1),o,−,+
ΨUω (L,n)
+ γ
(1),o,−,−
ΨUω (L,n)
(4.79)
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where (see (4.5), (4.6), (4.7) and (4.8))
γ
(1),o,+,+
ΨUω (L,n)
:=
∑
Q occ.
n˜∈Nm−1
i 6=j
Qj>2
Qi>1
C1(Q, i, j)a
Q
n˜i,j
aQ
′
n˜′
i,j
γ
(1),1,+,+
Q,Q′,i,j,n˜, γ
(1),o,+,−
ΨUω (L,n)
:=
∑
Q occ.
n˜∈Nm−1
i 6=j
Qj>2
Qi=0
C1(Q, i, j)a
Q
n˜i,j
aQ
′
n˜′
i,j
γ
(1),1,+,−
Q,Q′,i,j,n˜
γ
(1),o,−,+
ΨUω (L,n)
:=
∑
Q occ.
n˜∈Nm−1
i 6=j
Qj=1
Qi>1
C1(Q, i, j)a
Q
n˜i,j
aQ
′
n˜′i,j
γ
(1),1,−,+
Q,Q′,i,j,n˜, γ
(1),o,−,−
ΨUω (L,n)
:=
∑
Q occ.
n˜∈Nm−1
i 6=j
Qj=1
Qi=0
C1(Q, i, j)a
Q
n˜i,j
aQ
′
n˜′i,j
γ
(1),1,−,−
Q,Q′,i,j,n˜
and
γ
(1),1,+,+
Q,Q′,i,j,n˜(x, y) :=
∫
∆
Qi
i ×∆
Qj−1
j
∑
ni>1
nj>1
aQn˜i,jϕ
i
Qi,ni
(z)ϕjQj ,nj(x, z
′)

∑
n′j>1
n′j>1
aQ
′
n˜′
i,j
ϕiQ′
i
,n′
i
(y, z)ϕjQ′
j
,n′
j
(z′)
 dzdz′,
γ
(1),1,+,−
Q,Q′,i,j,n˜(x, y) :=
∫
∆
Qj−1
j
∑
ni=1
nj>1
aQn˜i,jϕ
j
Qj ,nj
(x, z′)

∑
n′i>1
n′j>1
aQn˜′i,j
ϕi1,n′i
(y)ϕjQj−1,n′j
(z′)
 dz′,
γ
(1),1,−,+
Q,Q′,i,j,n˜(x, y) :=
∫
∆
Qi
i
∑
ni>1
nj>1
aQn˜i,jϕ
j
1,nj
(x)ϕiQi,ni(z)

∑
n′j=1
n′i>1
aQn˜′i,j
ϕiQi+1,n′i
(y, z)
 dz,
and γ
(1),1,−,−
Q,Q′,i,j,n˜(x, y) :=
∑
ni=1
nj>1
aQn˜i,jϕ
i
1,nj
(x)

∑
n′j=1
n′i>1
aQ
′
n˜′i,j
ϕi1,n′i
(y)
 .
Let us first analyze γ
(1),o,+,+
ΨUω (L,n)
. By Lemma B.1, using the orthonormality of the families
(ϕjQj ,nj)nj∈N (see the beginning of section 4.1), we know that
∥∥∥γ(1),1,+,+Q,Q′,i,j,n˜∥∥∥
tr
6
∥∥∥∥∥∥
∑
ni,nj
aQn˜i,jϕ
i
Qi,ni
⊗ ϕjQj ,nj
∥∥∥∥∥∥ ·
∥∥∥∥∥∥
∑
n′i,n
′
j
aQ
′
n˜′i,j
ϕiQ′i,n′i ⊗ ϕ
j
Q′j ,n
′
j
∥∥∥∥∥∥
6
1
2
∑
ni,nj
∣∣∣aQn˜i,j ∣∣∣2 +∑
ni,nj
∣∣∣aQ′n˜i,j ∣∣∣2
 .
Hence, by definition (see the formula following (4.79)) and the symmetry of C1(Q, i, j) in i
and j, we have ∥∥∥γ(1),o,+,+ΨUω (L,n) ∥∥∥tr 6
m∑
i,j=1
i 6=j
∑
Q occ.
Qj>2
Qi>1
C1(Q, i, j)
∑
n∈Nm
∣∣∣aQn ∣∣∣2 .
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Now, by definition (see Theorem 4.2), for Qj > 2 and Qi > 1, one has
C1(Q, i, j) 6
QiQj
(n− 1)(n− 2)(n− 3) .
Thus,∥∥∥γ(1),o,+,+ΨUω (L,n) ∥∥∥tr 6 1(n− 1)(n− 2)(n− 3) ∑
Q occ.
Qj>2
Qi>1
(∑
j
Qj
)2 ∑
n∈Nm
∣∣∣aQn ∣∣∣2
6
n2
(n− 1)(n− 2)(n− 3)
∑
Q, n∈Nm
∣∣∣aQn ∣∣∣2 = n2(n− 1)(n− 2)(n− 3) .
(4.80)
Let us now analyze γ
(1),o,−,−
ΨUω (L,n)
. By the definition of C1(Q, i, j), we write
γ
(1),o,−,−
ΨUω (L,n)
(x, y) =
1
n− 1
∑
n˜∈Nm−1
Q occ.
m∑
i,j=1
i 6=j
Qj=1
Qi=0
 ∑
ni=1,nj
aQn˜i,jϕ
j
1,nj
(x)
 ∑
n′j=1,n
′
i
aQ
′
n˜′i,j
ϕi1,n′i
(y)
 .
Thus, by Lemma B.1, one has∥∥∥γ(1),o,−,−ΨUω (L,n) ∥∥∥tr 6 1n− 1 ∑
n˜∈Nm−1
Q occ.
∥∥∥∥∥∥
∑
j, Qj=1
∑
ni=1,nj
aQn˜i,jϕ
j
1,nj
∥∥∥∥∥∥ ·
∥∥∥∥∥∥
m∑
i, Qi=0
∑
n′j=1,n
′
i
aQ
′
n˜′i,j
ϕi1,n′i
∥∥∥∥∥∥
6
1
2n− 2
∑
n˜∈Nm−1
Q occ.
∥∥∥∥∥∥
∑
j, Qj=1
∑
ni=1,nj
aQn˜i,jϕ
j
1,nj
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥
∑
i, Qi=0
∑
n′j=1,n
′
i
aQ
′
n˜′i,j
ϕi1,n′i
∥∥∥∥∥∥
2
6
1
2n− 2
∑
n∈Nm
Q occ.
∣∣∣aQn˜ ∣∣∣2 = 12n− 2 .
(4.81)
Let us now analyze γ
(1),o,+,−
ΨUω (L,n)
. One has
γ
(1),o,+,−
ΨUω (L,n)
=
∑
n˜∈Nm−1
Q occ.
∑
i 6=j
Qj>2
Qi=0
(n−Qj − 1)!Qj !
(n− 1)!
∫
∆
Qj−1
j
 ∑
ni=1,nj
aQn˜i,jϕ
j
Qj ,nj
(x, z′)
×
∑
n′i,n
′
j
aQn˜′i,j
ϕi1,n′i
(y)ϕjQj−1,n′j
(z′)
 dz′
=
∑
n˜∈Nm−1
Q occ.
∑
j; Qj>2
(n−Qj − 1)!Qj !
(n− 1)!
∫
∆
Qj−1
j
 ∑
ni=1,nj
aQn˜i,jϕ
j
Qj ,nj
(x, z′)
×
 ∑
i; Qi=0
∑
n′
i
,n′
j
aQn˜′i,j
ϕi1,n′i
(y)ϕjQj−1,n′j
(z′)
 dz′.
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Thus, using Lemma B.1 and the orthonormality properties of the families (ϕjQj ,nj)nj∈N, as
(n−Qj)!Qj! 6 n! and
∑
j Qj = n, we get∥∥∥γ(1),o,+,−ΨUω (L,n) ∥∥∥tr 6 1n− 1 ∑
n˜∈Nm−1
Q occ.
m∑
j=1
Qj
∑
ni=1,nj
∣∣∣aQn˜i,j ∣∣∣2 6 nn− 1 ∑
n∈Nm
Q occ.
∣∣∣aQn ∣∣∣2 . (4.82)
The term γ
(1),o,−,+
ΨUω (L,n)
is analyzed in the same way. Gathering (4.80), (4.81), (4.82) and us-
ing (4.79), we obtain (4.78) and, thus, complete the proof of Lemma 4.13. 
Let us now turn to the analysis of γ
(1),d
ΨUω (L,n)
. Therefore, we write
γ
(1),d
ΨUω (L,n)
= γ
(1),d,−
ΨUω (L,n)
+ γ
(1),d,+
ΨUω (L,n)
where γ
(1),d,−
ΨUω (L,n)
:=
∑
Q occ.
n˜∈Nm−1
∑
j∈PQ−
∑
nj>1
n′j>1
aQn˜ja
Q
n˜′
j
γ
(1)
Qj
nj ,n′j
. (4.83)
We prove
Lemma 4.14. Under the assumptions of Theorem 4.2, for η ∈ (0, 1), there exists ε0 > 0 and
C > 1 such that, for ε ∈ (0, ε0), in the thermodynamic limit, with probability 1 − O(L−∞),
one has ∥∥∥γ(1),d,+ΨUω (L,n)∥∥∥tr 6 Cn ρℓρ . (4.84)
Proof. Define
γ
(1),d,+
ΨUω (L,n)
= γ
(1),d,+,+
ΨUω (L,n)
+ γ
(1),d,+,0
ΨUω (L,n)
(4.85)
where
γ
(1),d,+,+
ΨUω (L,n)
=
∑
Q occ.
n˜∈Nm−1
∑
j 6∈P−
∑
nj>1
n′j>1
aQn˜ja
Q
n˜′j
γ
(1)
Qj
nj ,n
′
j
and γ
(1),d,+,0
ΨUω (L,n)
=
∑
Q occ.
n˜∈Nm−1
∑
j∈PQ−
Qj>4
∑
nj>1
n′j>1
aQn˜ja
Q
n˜′j
γ
(1)
Qj
nj ,n
′
j
.
One computes
γ
(1),d,+,+
ΨUω (L,n)
(x, y) =
∑
Q occ.
∑
j 6∈P−
∑
nj>1
n′j>1
∑
n˜∈Nm−1
aQn˜ja
Q
n˜′j
γ
(1)
Qj
nj ,n′j
(x, y)
=
∑
Q occ.
n˜∈Nm−1
∑
j 6∈P−
Qj
∫
∆
Qj−1
j
 +∞∑
nj=1
aQn˜jϕ
j
Qj ,nj
(x, z)
 +∞∑
nj=1
aQn˜jϕ
j
Qj ,nj
(y, z)
 dz.
Thus, by Lemma B.1, we get∥∥∥γ(1),d,+,+ΨUω (L,n) ∥∥∥tr 6 ∑
Q occ.
Q∈Qρ
n˜∈Nm−1
∑
j 6∈P−
Qj
+∞∑
nj=1
∣∣∣aQn˜j ∣∣∣2 6 ∑
Q occ. in Qρ
∑
j 6∈P−
Qj
 ∑
n∈Nm
∣∣∣aQn ∣∣∣2
6 max
Q occ. in Qρ
∑
j 6∈P−
Qj
 6 Cnρ1+η
(4.86)
by Lemma 3.23.
Finally, one has
γ
(1),d,+,0
ΨUω (L,n)
=
∑
Q occ.
∑
j∈P−
Qj>4
∑
nj>1
n′j>1
∑
n˜∈Nm−1
aQn˜ja
Q
n˜′j
γ
(1)
Qj
nj,n
′
j
.
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Thus, the same computation as above yields
∥∥∥γ(1),d,+,0ΨUω (L,n)∥∥∥tr 6 ∑
Q occ.
Q∈Qρ
n˜∈Nm−1
 ∑
j, |∆j(ω)|63ℓρ(1−ε)
Qj>4
Qj
 +∞∑
nj=1
∣∣∣aQn˜j ∣∣∣2 6 Cn ρℓρ
by Lemma 3.24.
This completes the proof of Lemma 4.14. 
Let us now analyze γ
(1),d,−
ΨUω (L,n)
. We recall and compute
γ
(1),d,−
ΨUω (L,n)
:=
∑
Q occ.
n˜∈Nm−1
∑
j∈PQ−
∑
nj>1
n′j>1
aQn˜ja
Q
n˜′j
γ
(1)
Qj
nj ,n′j
=
∑
Q occ.
n˜∈Nm−1
∑
j∈PQ−
Qj
∣∣ϕn˜j 〉 〈ϕn˜j ∣∣
where ϕn˜j =
∑
nj>1
aQn˜jϕ
j
Qj ,nj
.
For n˜ and Q given, define the two sets
PQ,n˜−,+ :=
{
j ∈ PQ− ; aQn˜j = 0 if nj > 2
}
and PQ,n˜−,− :=
{
j ∈ PQ− ; ∃nj > 2 s.t. aQn˜j 6= 0
}
.
(4.87)
Define also
ϕ˜n˜j =
{
ϕn˜j if nj = 1,
‖ϕn˜j ‖ϕjQj,1 if nj > 2.
(4.88)
Then, we compute
γ
(1),d,−
ΨUω (L,n)
=
∑
Q occ.
n˜∈Nm−1
∑
j∈PQ,n˜−,−
Qj
∣∣ϕn˜j 〉 〈ϕn˜j ∣∣+ ∑
Q occ.
n˜∈Nm−1
∑
j∈PQ,n˜−,−
Qj
∣∣ϕn˜j 〉 〈ϕn˜j ∣∣
=
∑
Q occ.
n˜∈Nm−1
∑
j∈PQ−
Qj
∣∣ϕ˜n˜j 〉 〈ϕ˜n˜j ∣∣ + ∑
Q occ.
n˜∈Nm−1
∑
j∈PQ,n˜−,−
Qj
(∣∣ϕn˜j 〉 〈ϕn˜j ∣∣− ∣∣ϕ˜n˜j 〉 〈ϕ˜n˜j ∣∣) . (4.89)
The second term in the sum above we estimate by∥∥∥∥∥∥∥∥
∑
Q occ.
n˜∈Nm−1
∑
j∈PQ,n˜−,−
Qj
(∣∣ϕn˜j 〉 〈ϕn˜j ∣∣− ∣∣ϕ˜n˜j 〉 〈ϕ˜n˜j ∣∣)
∥∥∥∥∥∥∥∥
tr
6
∑
Q occ.
n˜∈Nm−1
∑
j∈PQ,n˜−,−
Qj
(∥∥ϕn˜j ∥∥2 + ∥∥ϕ˜n˜j ∥∥2)
6
∑
Q occ.
n∈Nm
∑
j∈PQ−
#{j; nj > 2}
∣∣∣aQn ∣∣∣2
6 n
ρ
ρ0| log ρ| fZ(| log ρ|).
(4.90)
by Lemma 4.11.
As for the first term in the second equality in (4.89), letting Popt be the pieces of length less
than 3ℓρ(1− ε) where Ψopt puts at least one particle, we write
∑
Q occ.
n˜∈Nm−1
∑
j∈PQ−
Qj
∣∣ϕ˜n˜j 〉 〈ϕ˜n˜j ∣∣ = ∑
Q occ.
n˜∈Nm−1
 ∑
j∈Popt
+
∑
j∈PQ−\Popt
−
∑
j∈Popt\P
Q
−
Qj ∣∣ϕ˜n˜j 〉 〈ϕ˜n˜j ∣∣ (4.91)
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One computes
∑
Q occ.
n˜∈Nm−1
∑
j∈Popt
Qj
∣∣ϕ˜n˜j 〉 〈ϕ˜n˜j ∣∣ = ∑
j∈Popt
Qj
∑
Q occ.
n∈Nm
∣∣∣aQn ∣∣∣2
∣∣∣ϕjQj ,1〉〈ϕjQj ,1∣∣∣
=
∑
j∈Popt
Qj
∣∣∣ϕjQj ,1〉〈ϕjQj ,1∣∣∣ = γΨopt +R
(4.92)
where ‖R‖tr 6 Cnρ1+η.
By Corollary 3.32, we know that∥∥∥∥∥∥∥∥∥
∑
Q occ.
n˜∈Nm−1
 ∑
j∈PQ−\Popt
|∆j(ω)|>ℓρ+C
−
∑
j∈Popt\P
Q
−
|∆j(ω)|>ℓρ+C
Qj ∣∣ϕ˜n˜j 〉 〈ϕ˜n˜j ∣∣
∥∥∥∥∥∥∥∥∥
tr
6
∑
Q occ.
 ∑
j∈PQ−\Popt
|∆j(ω)|>ℓρ+C
+
∑
j∈Popt\P
Q
−
|∆j(ω)|>ℓρ+C
Qj ∑
n∈Nm
∣∣∣aQn ∣∣∣2
6 Cnρmax
(√
Z(2| log ρ|), ℓ−1ρ
) ∑
Q occ.
n∈Nm
∣∣∣aQn ∣∣∣2 = Cnρmax(√Z(2| log ρ|), ℓ−1ρ )
and, in the same way,∥∥∥∥∥∥∥∥∥∥
∑
Q occ.
n˜∈Nm−1

∑
j∈P
opt\P
Q
−
|∆j(ω)|<ℓρ+C
−
∑
j∈Popt\P
Q
−
|∆j(ω)|<ℓρ+C
Qj ∣∣ϕ˜n˜j 〉 〈ϕ˜n˜j ∣∣
∥∥∥∥∥∥∥∥∥∥
tr
6 Cnmax
(√
ρZ(2| log ρ|), ρ| log ρ|−1
)
.
Plugging this and (4.92) into (4.91) and then into (4.89), using (4.90), we obtain∥∥∥γ(1),d,−ΨUω (L,n) − γ(1)Ψopt∥∥∥tr,<ℓρ+C 6 Cnmax
(√
ρZ(2| log ρ|), ρ| log ρ|−1
)
∥∥∥γ(1),d,−ΨUω (L,n) − γ(1)Ψopt∥∥∥tr,>ℓρ+C 6 Cnρmax
(√
Z(2| log ρ|), ℓ−1ρ
)
.
Taking into account the decomposition (4.83), Theorem 4.2 and Lemmas 4.13 and 4.14 then
completes the proof of Theorem 1.5. 
4.3. The proof of Theorem 1.6. We proceed as in the proof of Theorem 1.5: for ΨUω (L, n)
a ground state of the Hamiltonian HUω (L, n), we analyze each of the components of the
decomposition (4.17) separately.
We prove
Lemma 4.15. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1−O(L−∞), one has∥∥∥γ(2),d,dΨUω (L,n)∥∥∥tr . n logn · log log n.
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Proof. Using Lemma B.1 and the orthonormality properties of the families (ϕjQj ,nj)nj∈N, we
compute ∥∥∥γ(2),d,dΨUω (L,n)∥∥∥tr 6 ∑
Q occ. forΨUω (L,n)
m∑
j=1
Qj>2
Qj(Qj − 1)
2
∑
n˜∈Nm−1
∑
nj>1
∣∣∣aQn˜j ∣∣∣2
6
∑
Q occ. for ΨUω (L,n)
m∑
j=1
Qj>2
Qj(Qj − 1)
2
∑
n˜∈Nm
∣∣∣aQn ∣∣∣2 .
Applying Lemmas 3.23 and 3.24 yields that, in the thermodynamic limit, with probability
1− O(L−∞), one has
max
Q occ. for ΨUω (L,n)
m∑
j=1
Qj>2
Qj(Qj − 1)
2
. n logn · log log n.
This completes the proof of Lemma 4.15 as
∑
Q, n˜∈Nm
∣∣∣aQn ∣∣∣2 = 1. 
Lemma 4.16. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1−O(L−∞), one has ∥∥∥γ(2),2ΨUω (L,n)∥∥∥tr 6 2.
Proof. Using Lemma B.1 and the orthonormality properties of the families (ϕjQj ,nj)nj∈N, we
compute
∥∥∥γ(2),2ΨUω (L,n)∥∥∥tr 6∑
i 6=j

∑
Q occ.
Qj>2
+
∑
Q occ.
Qi>1
Qj>1

∑
n˜∈Nm−2
C2(Q, i, j)
∑
ni,nj>1
∣∣∣aQn˜i,j ∣∣∣2 .
For Qj > 1 and Qi > 1, one has
C2(Q, i, j) =
(n−Qj −Qi − 2)!Qi!Qj !
2 (n− 2)!
=
(Qi +Qj − 2)!(n− (Qj +Qi − 2)− 4)!
(n− 4)!
(Qi − 1)!(Qj − 1)!
(Qi +Qj − 2)!
QiQj
2(n− 2)(n− 3)
6
QiQj
2(n− 2)(n− 3) .
For Qj > 2, one has
C2(Q, i, j) =
Qi!(Qj − 2)!(n− 4− (Qj +Qi − 2))!
(n− 4)!
Qj(Qj − 1)
2(n− 2)(n− 3)
6
Qj(Qj − 1)
2(n− 2)(n− 3) .
(4.93)
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Thus, as
∑
j
Qj = n, one estimates
∥∥∥γ(2),2ΨUω (L,n)∥∥∥tr 6 22(n− 2)(n− 3) ∑
Q occ.
n∈Nm
(∑
j
Qj
)2 ∣∣∣aQn ∣∣∣2 6 n2(n− 2)(n− 3) .
This proves Lemma 4.16. 
Lemma 4.17. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1−O(L−∞), one has ∥∥∥γ(2),4,2ΨUω (L,n)∥∥∥tr 6 1.
Proof. Using Lemma B.1 and the orthonormality properties of the families (ϕjQj ,nj)nj∈N, we
compute ∥∥∥γ(2),4,2ΨUω (L,n)∥∥∥tr 6∑
i 6=j
∑
n˜∈Nm−2
∑
Q occ.
Qj>2
Q′: Q′
k
=Qk if k 6∈{i,j}
Q′i=Qi+2
Q′j=Qj−2
C2(Q, i, j)
∑
ni,nj>1
∣∣∣aQn˜i,j ∣∣∣2 .
The bound (4.93) then yields∥∥∥γ(2),4,2ΨUω (L,n)∥∥∥tr 6 22(n− 2)(n− 3) ∑
Q occ.
n∈Nm
(∑
j
Qj
)2 ∣∣∣aQn ∣∣∣2 6 n22(n− 2)(n− 3) .
This proves Lemma 4.17. 
Lemma 4.18. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1−O(L−∞), one has∥∥∥γ(2),4,3ΨUω (L,n)∥∥∥tr +
∥∥∥γ(2),4,3′ΨUω (L,n)∥∥∥tr 6 2nρ .
Proof. Using Lemma B.1 and the orthonormality properties of the families (ϕjQj ,nj)nj∈N, we
compute∥∥∥γ(2),4,3ΨUω (L,n)∥∥∥tr 6 ∑
i,j,k
distinct
∑
n˜∈Nm−3
∑
Q occ.
Qj>2
Q′: Q′
l
=Ql if l 6∈{i,j,k}
Q′i=Qi+1
Q′j=Qj−2
Q′
k
=Qk+1
C3(Q, i, j, k)
∑
ni,nj ,nk>1
∣∣∣aQn˜i,j,k ∣∣∣2 .
For Qj > 2, one has
C3(Q, i, j, k) =
Qk!Qi!(Qj − 2)!(n− (Qk +Qi +Qj − 2)− 4)!
(n− 4)!
Qj(Qj − 1)
2(n− 2)(n− 3)
6
Qj(Qj − 1)
2(n− 2)(n− 3) .
(4.94)
Hence, by Proposition 2.2, one has∥∥∥γ(2),4,3ΨUω (L,n)∥∥∥tr 6 12(n− 2)(n− 3) ∑
n∈Nm
Q occ.
(∑
j
1
)(∑
j
Qj
)2 ∣∣∣aQn ∣∣∣2 6 Ln22(n− 2)(n− 3) 6 nρ .
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The computation for γ
(2),4,3′
ΨUω (L,n)
is the same except that, instead of (4.94), one uses, for Qk > 1
and Qi > 1,
C3(Q, i, j, k) =
(Qk − 1)!(Qi − 1)!(Qj)!(n− (Qj +Qi +Qk − 2)− 4)!
(n− 4)!
QkQi
2(n− 2)(n− 3)
6
QkQi
2(n− 2)(n− 3) .
This proves Lemma 4.17. 
Lemma 4.19. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1−O(L−∞), one has ∥∥∥γ(2),4,4ΨUω (L,n)∥∥∥tr 6 n−1.
Proof. As in the proof of Lemma 4.13, we will have to deal with the degenerate cases sepa-
rately (see Remarks 4.3 and 4.5).
Recall (4.24) and write
γ
(2),4,4
ΨUω (L,n)
=
∑
σ∈{±}4
γ
(2),4,σ
ΨUω (L,n)
(4.95)
where σ = (σi, σj, σk, σl) ∈ {±1}4,
γ
(2),4,σ
ΨUω (L,n)
=
∑
i,j,k,l
distinct
∑
n˜∈Nm−4
∑
Q occ.
(Qi,Qj,Qk,Ql)∈Qσ
Q′: Q′o=Qo if o6∈{i,j,k,l}
Q′i=Qi−1, Q
′
j=Qj−1
Q′
k
=Qk+1, Q
′
l
=Ql+1
C4(Q, i, j, k, l)
∑
ni,nj ,nk,nl>1
n′i,n
′
j ,n
′
k
,n′
l
>1
aQn˜i,j,k,la
Q′
n˜′
i,j,k,l
γ
(2),4,4
Qi,Qj ,Qk,Ql
ni,nj ,nk,nl
n′i,n
′
j ,n
′
k
,n′l
,
(4.96)
and
Qσ =
{
Qi > 1 and σi(Qi − 1) > σk + 1
2
}
∩
{
Qj > 1 and σj(Qj − 1) > σj + 1
2
}
∩
{
Qk > 0 and σkQk >
σk + 1
2
}
∩
{
Ql > 0 and σlQl >
σl + 1
2
}
.
A term in the right hand side of (4.95) degenerates if some σ• takes the value −1.
Assume now σ = (1, 1, 1, 1). Then,
γ
(2),4,(1,1,1,1)
ΨUω (L,n)
=
∑
i,j,k,l
distinct
∑
n˜∈Nm−4
∑
Q occ.
Qi,Qj>2, Qk,Ql>1
Q′: Q′o=Qo if o6∈{i,j,k,l}
Q′i=Qi−1, Q
′
j=Qj−1
Q′
k
=Qk+1, Q
′
l
=Ql+1
C4(Q, i, j, k, l)
∑
ni,nj ,nk,nl>1
n′i,n
′
j ,n
′
k
,n′
l
>1
aQn˜i,j,k,la
Q′
n˜′
i,j,k,l
γ
(2),4,4
Qi,Qj ,Qk,Ql
ni,nj ,nk,nl
n′i,n
′
j ,n
′
k
,n′
l
.
Using Lemma B.1 and the orthonormality properties of the families (ϕjQj ,nj)nj∈N, we compute∥∥∥γ(2),4,(+,+,+,+)ΨUω (L,n) ∥∥∥tr 6 4 ∑
i,j,k,l
distinct
∑
n˜∈Nm−4
∑
Q occ.
Qi,Qj>2, Qk,Ql>1
Q′: Q′o=Qo if o6∈{i,j,k,l}
Q′i=Qi−1, Q
′
j=Qj−1
Q′
k
=Qk+1, Q
′
l
=Ql+1
C4(Q, i, j, k, l)
∑
ni,nj ,nk,nl>1
∣∣∣aQn˜i,j,k,l∣∣∣2 .
When Qi > 2, Qj > 2, Qk > 1 and Ql > 1 one has
C4(Q, i, j, k, l) 6
Qi(Qi − 1)Qj(Qj − 1)QkQl
2n(n− 2)(n− 3)(n− 4)(n− 5)(n− 6)(n− 7) .
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Thus, by Lemma 3.23, we obtain∥∥∥γ(2),4,(1,1,1,1)ΨUω (L,n) ∥∥∥tr 6 2(n− 5)6 ∑
n∈Nm
∑
Q occ.
(∑
j
Qj
)2(∑
j
Q2j
)2 ∣∣∣aQn ∣∣∣2 6 n4(log n)42(n− 7)6
6 n−1
(4.97)
for n large.
Assume now σ = (−1,−1,−1,−1). Then,
γ
(2),4,(−1,−1,−1,−1)
ΨUω (L,n)
=
∑
i,j,k,l
distinct
∑
n˜∈Nm−4
∑
Q occ.
Qi=Qj=1, Qk=Ql=0
Q′: Q′o=Qo if o6∈{i,j,k,l}
Q′i=Qi−1, Q
′
j=Qj−1
Q′
k
=Qk+1, Q
′
l
=Ql+1
C4(Q, i, j, k, l)
∑
ni,nj>1
nk=nl=1
n′i=n
′
j=1
n′
k
,n′
l
>1
aQn˜i,j,k,la
Q′
n˜′
i,j,k,l
γ
(2),4,4
1,1,0,0
ni,nj ,1,1
1,1,n′
k
,n′
l
where
γ
(2),4,4
1,1,0,0
ni,nj ,1,1
1,1,n′
k
,n′
l
(x, x′, y, y′) = ϕi1,ni(x)ϕ
j
1,nj
(x′)ϕk1,n′
k
(y)ϕl1,n′
l
(y′) + ϕi1,ni(x
′)ϕj1,nj(x)ϕ
k
1,n′
k
(y)ϕl1,n′
l
(y′)
+ ϕi1,ni(x)ϕ
j
1,nj
(x′)ϕk1,n′
k
(y′)ϕl1,n′
l
(y) + ϕi1,ni(x
′)ϕj1,nj(x)ϕ
k
1,n′
k
(y′)ϕl1,n′
l
(y).
As in the derivation of (4.81), using Lemma B.1 and the orthonormality properties of the
families (ϕjQj ,nj)nj∈N, we compute
∥∥∥γ(2),4,(−1,−1,−1,−1)ΨUω (L,n) ∥∥∥tr 6 2(n− 2)(n− 3) ∑
n˜∈Nm−4
Q occ.
∥∥∥∥∥∥∥∥∥
∑
(i,j)
Qi=Qj=1
∑
ni=1
nj=1
nk,nl
aQn˜i,j,k,lϕ
k
1,nk
⊗ ϕl1,nl
∥∥∥∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥∥∥
∑
(k,l)
Qk=Ql=0
∑
nk=1
nl=1
ni,nj
aQn˜i,j,k,lϕ
i
1,ni
⊗ ϕj1,nj
∥∥∥∥∥∥∥∥∥
2
6
4
(n− 3)2
∑
n∈Nm
Q occ.
∣∣∣aQn ∣∣∣2 = 4(n− 3)2 .
Assume now σ = (−1, 1, 1, 1). Then,
γ
(2),4,(−1,1,1,1)
ΨUω (L,n)
=
∑
i,j,k,l
distinct
∑
n˜∈Nm−4
∑
Q occ.
Qi=1, Qj>2
Qk,Ql>1
Q′: Q′o=Qo if o6∈{i,j,k,l}
Q′i=Qi−1, Q
′
j=Qj−1
Q′
k
=Qk+1, Q
′
l
=Ql+1
C4(Q, i, j, k, l)
∑
ni,nj ,nk,nl>1
n′j ,n
′
k
,n′
l
>1
n′i=1
aQn˜i,j,k,la
Q′
n˜′
i,j,k,l
γ
(2),4,4
1,Qj,Qk,Ql
ni,nj ,nk,nl
1,n′j ,n
′
k
,n′
l
where
C4(Q, i, j, k, l) =
(n−Qj −Qk −Ql − 3)!Qj!Qk!Ql!
2 (n− 2)!
6
Qj(Qj − 1)QkQl
2(n− 2)(n− 3)(n− 4)(n− 5)(n− 6) .
(4.98)
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The operator γ
(2),4,4
1,Qj,Qk,Ql
ni,nj ,nk,nl
1,n′j ,n
′
k
,n′
l
is given by (4.31) and
σ(x, x′, y, y′) = ϕi1,ni(x)
∫
∆
Qj−1
j
ϕjQj ,nj(x
′, z)ϕjQj−1,n′j
(z)dz
×
∫
∆
Qk
k
ϕkQk,nk(z)ϕ
k
Qk+1,n
′
k
(y, z)dz
∫
∆
Ql
l
ϕlQl,nl(z)ϕ
l
Ql+1,n
′
l
(y′, z)dz.
Hence, as in the derivation of (4.82), using Lemma B.1, (4.98) and the orthonormality
properties of the families (ϕjQj ,nj)nj∈N, we compute∥∥∥γ(2),4,(−1,1,1,1)ΨUω (L,n) ∥∥∥tr 6 2(n− 2)(n− 3)(n− 4)(n− 5)(n− 6) ∑
n˜∈Nm
Q occ.
(
m∑
j=1
Q2j
)(
m∑
j=1
Qj
)2 ∣∣∣aQn˜i,j ∣∣∣2
6
n10/3(logn)2/3
(n− 6)5 6 n
−3/2.
In the same way, we obtain that, if σ contains a least one −1 then
∥∥∥γ(2),4,σΨUω (L,n)∥∥∥tr 6 n−1.
This completes the proof of Lemma 4.19. 
Let us now turn to the analysis of γ
(2),d,o
ΨUω (L,n)
, the main term of γ
(2)
ΨUω (L,n)
. The analysis will be
similar of that o γ
(1),d
Ψ in the proof of Theorem 4.2.
Recall that PQ− is defined in Proposition 4.10 and write
γ
(2),d,o
ΨUω (L,n)
= γ
(2),d,o,−
ΨUω (L,n)
+ γ
(2),d,o,+
ΨUω (L,n)
(4.99)
where
γ
(2),d,o,−
ΨUω (L,n)
=
∑
Q occ.
Qi>1
Qj>1
∑
n˜∈Nm−2
∑
16i<j6m
(i,j)∈(PQ− )
2
∑
nj ,n
′
j>1
ni,n′i>1
aQn˜i,ja
Q
n˜′
i,j
γ
(2),d,o
Qi,Qj
ni,nj
n′i,n
′
j
. (4.100)
We prove
Lemma 4.20. Under the assumptions of Theorem 4.4, for η ∈ (0, 1), there exists ε0 > 0
such that, for ε ∈ (0, ε0), in the thermodynamic limit, with probability 1−O(L−∞), one has∥∥∥γ(2),d,o,+ΨUω (L,n)∥∥∥tr 6 n2 ρℓρ .
Proof. The proof follows that of Lemma 4.14. One estimates
∥∥∥γ(2),d,o,+ΨUω (L,n)∥∥∥tr =
∥∥∥∥∥∥∥∥∥∥
∑
Q occ.
Qi>1
Qj>1
∑
16i<j6m
(i,j)6∈(PQ− )
2
∑
n˜∈Nm−2
∑
nj ,n′j>1
ni,n′i>1
aQn˜i,ja
Q
n˜′i,j
γ
(2),d,o
Qi,Qj
ni,nj
n′i,n
′
j
∥∥∥∥∥∥∥∥∥∥
tr
6
∑
Q occ.
Qi>1
Qj>1
∑
n˜∈Nm−2
 ∑
16i<j6m
i 6∈PQ−
+
∑
16i<j6m
j 6∈PQ−

∥∥∥∥∥∥∥∥∥
∑
nj ,n
′
j>1
ni,n
′
i>1
aQn˜i,ja
Q
n˜′i,j
γ
(2),d,o
Qi,Qj
ni,nj
n′i,n
′
j
∥∥∥∥∥∥∥∥∥
tr
.
(4.101)
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Let us analyze the first sum in the right hand side above. Using (4.26), Lemma B.1 and the
orthonormality properties of the families (ϕjQj ,nj)nj∈N, we compute
∑
Q occ.
Qi>1
Qj>1
∑
16i<j6m
i 6∈PQ−
∑
n˜∈Nm−2
∥∥∥∥∥∥∥∥∥
∑
nj ,n′j>1
ni,n′i>1
aQn˜i,ja
Q
n˜′i,j
γ
(2),d,o
Qi,Qj
ni,nj
n′i,n
′
j
∥∥∥∥∥∥∥∥∥
tr
6
∑
Q occ.
Qi>1
Qj>1
∑
16i<j6m
i 6∈PQ−
∑
n˜∈Nm−2
QiQj
2
∑
ni,nj>1
∣∣∣aQn˜i,j ∣∣∣2
6
1
2
∑
n∈Nm
Q occ.
∑
i 6∈PQ−
Qi
(∑
j
Qj
) ∣∣∣aQn ∣∣∣2
6 Cn2
ρ
ℓρ
as in the proof of Lemma 4.14 by Lemma 3.23 and 3.24.
The other sum in the right hand side of (4.101) is analyzed in the same way. This completes
the proof of Lemma 4.20. 
Let us now analyze γ
(2),d,o,−
ΨUω (L,n)
. We proceed as in the analysis of γ
(1),d
ΨUω (L,n)
(see (4.83) and
Lemma 4.14). We recall and compute
γ
(2),d,o,−
ΨUω (L,n)
=
∑
Q occ.
Qi>1
Qj>1
n˜∈Nm−2
∑
16i<j6m
(i,j)∈(PQ− )
2
∑
nj ,n′j>1
ni,n′i>1
aQn˜i,ja
Q
n˜′i,j
γ
(2),d,o
Qi,Qj
ni,nj
n′i,n
′
j
=
∑
Q occ.
n˜∈Nm−2
∑
16i<j6m
(i,j)∈(PQ− )
2
QiQj
2
(Id−Ex)ϕn˜i,j⊗sϕn˜i,j.
where ϕn˜i,j :=
∑
ni>1
nj>1
aQn˜i,jϕ
i
Qi,ni
∧ ϕjQj ,nj and the operators Ex and ⊗s are defined in Proposi-
tion 4.8.
Define also
ϕ˜n˜i,j =
{
ϕn˜i,j if ni + nj = 2
‖ϕn˜i,j‖ϕiQi,1 ∧ ϕjQj ,1 if ni + nj > 3.
(4.102)
Then, recalling (4.87), we compute
γ
(2),d,o,−
ΨUω (L,n)
=
∑
Q occ.
n˜∈Nm−2
∑
16i<j6m
(i,j)∈(PQ−,−)
2
QiQj
2
(Id− Ex)ϕn˜i,j ⊗s ϕn˜i,j
+
∑
Q occ.
n˜∈Nm−2
∑
16i<j6m
i∈PQ−,+
or j∈PQ−,+
QiQj
2
(Id− Ex)ϕn˜i,j ⊗s ϕn˜i,j
=
∑
Q occ.
n˜∈Nm−2
∑
16i<j6m
(i,j)∈(PQ− )
2
QiQj
2
(Id− Ex)ϕ˜n˜i,j ⊗s ϕ˜n˜i,j
+
∑
Q occ.
n˜∈Nm−2
∑
16i<j6m
i∈PQ−,+
or j∈PQ−,+
QiQj
2
(Id− Ex) (ϕn˜i,j ⊗s ϕn˜i,j − ϕ˜n˜i,j ⊗s ϕ˜n˜i,j) .
(4.103)
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The second term in the sum above we estimate by∥∥∥∥∥∥∥∥∥∥∥∥
∑
Q occ.
n˜∈Nm−2
∑
16i<j6m
i∈PQ−,+
or j∈PQ−,+
QiQj
2
(Id− Ex) (ϕn˜i,j ⊗s ϕn˜i,j − ϕ˜n˜i,j ⊗s ϕ˜n˜i,j)
∥∥∥∥∥∥∥∥∥∥∥∥
tr
.
∑
Q occ.
n˜∈Nm−2
∑
16i<j6m
i∈PQ−,+
or j∈PQ−,+
QiQj
(∥∥ϕn˜i,j∥∥2 + ∥∥ϕ˜n˜i,j∥∥2)
.
∑
Q occ.
n∈Nm
∑
j∈PQ−
#{j; nj > 2}

∑
j∈PQ−
Qj
∣∣∣aQn ∣∣∣2
. n2
ρ
ρ0| log ρ| fZ(2| log ρ|).
(4.104)
by Lemma 4.11.
As for the first term in the second equality in (4.103), letting Popt be the pieces of length
less than 3ℓρ(1− ε) where Ψopt puts at least one particle, we write∑
Q occ.
n˜∈Nm−2
∑
16i<j6m
(i,j)∈(PQ− )
2
QiQj
2
(Id− Ex)ϕ˜n˜i,j ⊗s ϕ˜n˜i,j
=
∑
Q occ.
n˜∈Nm−2
 ∑
16i<j6m
(i,j)∈(Popt)2
+
∑
16i<j6m
i or j in PQ−\Popt
−
∑
16i<j6m
i or j in Popt\P
Q
−
 QiQj2 (Id− Ex)ϕ˜n˜i,j ⊗s ϕ˜n˜i,j (4.105)
For the first of the three sums above, one computes
∑
Q occ.
n˜∈Nm−2
∑
16i<j6m
(i,j)∈(Popt)2
QiQj
2
(Id− Ex)ϕ˜n˜i,j ⊗s ϕ˜n˜i,j =
∑
16i<j6m
(i,j)∈(Popt)2
∑
Q occ.
n∈Nm
∣∣∣aQn ∣∣∣2
 QiQj
2
(Id− Ex)ϕ˜n˜i,j ⊗s ϕ˜n˜i,j
=
∑
16i<j6m
(i,j)∈(Popt)2
QiQj
2
(Id− Ex)γ(1)
ϕi
Qi,1
⊗s γ(1)
ϕj
Qj,1
= γ
(2)
Ψopt +R
(4.106)
where ‖R‖tr 6 Cn2ρ1+η.
In the last line of (4.106), we have used Proposition 4.8, the definition of Ψopt (3.12) and
Lemma 3.23 to obtain the bound on R.
To estimate the remaining two sums in (4.104), we split them into sums where the summation
over pieces is restricted to pieces either longer than ℓρ+C or shorter than ℓρ+C (C is given
by Corollary 3.32).
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By Corollary 3.32, we know that∥∥∥∥∥∥∥∥∥∥∥
∑
Q occ.
n˜∈Nm−2

∑
16i<j6m
i∈PQ−\Popt
and |∆i(ω)|<ℓρ+C
−
∑
16i<j6m
i∈PQ− \Popt
and |∆i(ω)|<ℓρ+C

QiQj
2
(Id− Ex)ϕ˜n˜i,j ⊗s ϕ˜n˜i,j
∥∥∥∥∥∥∥∥∥∥∥
tr
6
∑
Q occ.
n˜∈Nm−2

∑
16i<j6m
i∈PQ−\Popt
and |∆i(ω)|<ℓρ+C
+
∑
16i<j6m
i∈PQ−\Popt
and |∆i(ω)|<ℓρ+C

QiQj
2
∥∥(Id− Ex)ϕ˜n˜i,j ⊗s ϕ˜n˜i,j∥∥tr
6 Cn2ρmax
(√
Z(2| log ρ|), ℓ−1ρ
) ∑
Q occ.
n∈Nm
∣∣∣aQn ∣∣∣2 = Cn2max(√ρZ(2| log ρ|), ρ| log ρ|−1) .
In the same way, we estimate∥∥∥∥∥∥∥∥∥∥∥
∑
Q occ.
n˜∈Nm−2

∑
16i<j6m
i∈Popt\P
Q
−
and |∆i(ω)|>ℓρ+C
−
∑
16i<j6m
i∈Popt\P
Q
−
and |∆i(ω)|>ℓρ+C

QiQj
2
(Id− Ex)ϕ˜n˜i,j ⊗s ϕ˜n˜i,j
∥∥∥∥∥∥∥∥∥∥∥
tr
6 Cn2ρmax
(√
Z(2| log ρ|), ℓ−1ρ
)
and one has the same estimates when i is replaced by j.
Plugging these estimates, (4.104) and (4.105) into (4.99), recalling (1.29), we obtain∥∥∥(γ(2),d,o,−ΨUω (L,n) − γ(2)Ψopt)12<ℓρ+C∥∥∥tr 6 Cn2max(√ρZ(2| log ρ|), ρ| log ρ|−1)∥∥∥(γ(2),d,o,−ΨUω (L,n) − γ(2)Ψopt)(1− 12<ℓρ+C)∥∥∥tr,>ℓρ+C 6 Cn2ρmax
(√
Z(2| log ρ|), ℓ−1ρ
)
.
Taking into account the decomposition (4.17) and Lemmas 4.15, 4.16, 4.17, 4.18, 4.19 then
completes the proof of Theorem 1.5. 
5. Almost sure convergence for the ground state energy per particle
In this section, we prove that, if interactions decay sufficiently fast at infinity, then the
convergence in the thermodynamic limit of the ground state energy per particle EUω (L, n)/n
to EU(ρ) holds not only in L2ω (see [Ven13, Theorem 3.5]) but also ω-almost surely.
From the proof of [Ven13, Theorem 3.5], one clearly sees that it suffices to improve upon the
sub-additive estimate given in [Ven13, Lemma 4.1]. We prove
Theorem 5.1. Assume that the pair potential U be even and such that U ∈ Lr(R) for some
r > 1 and that for some α > 2, one has
∫ +∞
0
xαU(x)dx < +∞.
In the thermodynamic limit, for disjoint intervals Λ1 and Λ2 with n1 and n2 electrons re-
spectively, for min(|Λ1|, |Λ2|) sufficiently large, with probability 1−O(min(|Λ1|, |Λ2|)−∞), one
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has
EUω (Λ1 ∪ Λ2, n1 + n2) 6 EUω (Λ1, n1) + EUω (Λ2, n2) + o(n1 + n2). (5.1)
Here, EUω (Λ, n) denotes the ground state energy of H
U
ω (Λ, n) (see section 1.1).
To apply this result to U satisfying (HU), it suffices to check
Lemma 5.2. If U satisfies (HU) then for any 0 < α < 3, one has
∫ +∞
0
xαU(x)dx < +∞.
Proof. Clearly, for n > 0, one has∫ 2n+1
2n
xαU(x)dx 6 2α(n+1)
∫ 2n+1
2n
U(x)dx 6 2(α−3)n+αZ(2n).
As Z is bounded, summing over n yields∫ +∞
1
xαU(x)dx .
∑
n>1
2(α−3)n+α < +∞.
This completes the proof of Lemma 5.2. 
Thus, the sub-additive estimate (5.1) holds for our model and, following the analysis provided
in [Ven13], we obtain Theorem 1.2.
Proof of Theorem 5.1. Without loss of generality, let us assume that Λ1 = [−L1, 0] and
Λ2 = [0, L2]. For i ∈ {1, 2}, we denote by ΨUi ground states of HUω (Λi, ni). In case of
degeneracy, we may additionally choose particular ground states ΨUi , i ∈ {1, 2} such that
each of them belongs to a fixed occupation subspace. Thus, occupation is well defined for
ΨUi . As usual, we will implicitly suppose that Ψ
U
i is extended by zero outside Λ
ni
i . Consider
now
Ψ = ΨU1 ∧ΨU2 .
Then,
EUω (Λ1 ∪ Λ2, n1 + n2) 6
〈
HUω (Λ1 ∪ Λ2, n1 + n2)Ψ,Ψ
〉
= EUω (Λ1, n1) + E
U
ω (Λ2, n2) + Tr(Uγ
(1)
ΨU1
⊗s γ(2)
ΨU2
)
= EUω (Λ1, n1) + E
U
ω (Λ2, n2) +
∫
Λ1×Λ2
U(x− y)ρΨU1 (x)ρΨU2 (y)dxdy
The proof will be accomplished by the following
Lemma 5.3. Under the assumptions of Theorem 5.1, one has∫
Λ1×Λ2
U(x− y)ρΨU1 (x)ρΨU2 (y)dxdy = o(n1 + n2). (5.2)
Proof. By Proposition 2.1, with probability 1 − O(min(|Λ1|, |Λ2|)−∞), for i ∈ {1, 2}, the
largest piece in Λi is of length bounded by log |Λi| · log log |Λi|. This implies that one can
partition Λi into sub-intervals each containing an integer number of original pieces (i.e., the
extremities of these sub-intervals coincide with the extremities of pieces given by the Poisson
random process) of length between log2 |Λi| and 2 log2 |Λi|. Let these new sub-intervals be
denoted by Λji , j ∈ {1, . . . , mi}; we order the intervals in such a way that their distance to
0 increases with j. Thus,
Λi =
mi⋃
j=1
Λji
and
log2 |Λi| 6 |Λji | 6 2 log2 |Λi|. (5.3)
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The last inequalities and the ordering convention imply that
dist(Λj11 ,Λ
j2
2 ) > (j1 − 1) · log2 |Λ1|+ (j2 − 1) · log2 |Λ2| (5.4)
and
|Λi|
2 log2 |Λi|
6 mi 6
|Λi|
log2 |Λi|
. (5.5)
We now count the number of particles that ΨUi puts in an interval Λ
j
i . Let {∆ik}Mik=1 be the
pieces in Λi and let Q
i
k be the corresponding occupation numbers. According to the choice
of sub-intervals Λji above, each Λ
j
i is a union of some of the pieces (∆
i
k)k. We establish the
following natural
Lemma 5.4. With the above notations, one has∫
∆i
k
ρΨUi (x)dx = Q
i
k, i ∈ {1, 2}, k ∈ {1, . . . ,Mi}.
Proof. For convenience, we drop the superscript i in this proof. Recall the decomposi-
tion (4.2)
Ψ =
∑
(nk)16k6M
∀k, nk>1
an
M∧
k=1
ϕknk ,
where ϕknk are functions of Qk variables in the piece ∆k. Keeping the notations, by Theo-
rem 4.2, one has
γ
(1)
Ψ =
M∑
k=1
∑
nk>1
n′
k
>1
∑
n˜∈NM−1
an˜kan˜′kγ
(1)
nk,n
′
k
,
where
γ
(1)
nk,n
′
k
(x, y) = Qk
∫
(∆k)
Qk−1
ϕknk(x, z)ϕ
k
n′
k
(y, z)dz.
The off-diagonal term γ
(1),o
Ψ vanishes because the functions Ψ1,2 were chosen of a fixed occu-
pation. This immediately yields∫
∆k
ρΨ(x)dx = Qk
∑
nk>1
n′
k
>1
∑
n˜∈NM−1
an˜kan˜′k
∫
(∆k)
Qk
ϕknk(x)ϕ
k
n′
k
(x)dx
= Qk
∑
n˜∈NM−1
∫
(∆k)
Qk
∑
nk>1
|an˜k |2|ϕknk(x)|2dx = Qk,
where, in the second equality, we used the orthogonality of different Qk-particles levels in
the piece ∆k and, in the third equality, we used the fact that Ψ is normalized.
This completes the proof of Lemma 5.4. 
Lemma 5.4 immediately entails
Corollary 5.5. One computes∫
Λji
ρΨUi (x)dx =
∑
k|∆i
k
⊂Λji
Qik, i ∈ {1, 2}, j ∈ {1, . . . , mi}.
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Next, we derive a simple bound on the number of particles in Λji . The total ground state
energy is bounded by
EUω (Λi, ni) 6 Cℓ
−2
ρ ni.
From the other hand, a system of q =
∑
k|∆i
k
⊂Λji
Qik particles in Λ
j
i has non interacting energy
at least
q∑
s=1
π2s2
|Λji |2
≍ q3|Λji |−2.
This implies that
q3|Λji |−2 6 Cℓ−2ρ ni
or, equivalently, ∑
k|∆i
k
⊂Λji
Qik 6 C1
(|Λji |/ℓρ)2/3 n1/3i 6 C2n1/3i log4/3 Li.
Let us now estimate the left hand side of (5.2) using Ho¨lder’s inequality (1/p + 1/q = 1,
p, q > 1) as∫
Λ1×Λ2
U(x− y)ρΨU1 (x)ρΨU2 (y)dxdy =
m1∑
j1=1
m2∑
j2=1
∫
Λ
j1
1 ×Λ
j2
2
U(x− y)ρΨU1 (x)ρΨU2 (y)dxdy
6
m1∑
j1=1
m2∑
j2=1
‖U‖
p,Λ
j1
1 ×Λ
j2
2
‖ρΨU1 ‖q‖ρΨU2 ‖q.
(5.6)
where we have set
‖U‖
p,Λ
j1
1 ×Λ
j2
2
:=
(∫
Λ
j1
1 ×Λ
j2
2
Up(x− y)dxdy
)1/p
. (5.7)
Now, recall that by (6.57), for i ∈ {1, 2}, on Λjii , one has
‖ρΨUi ‖∞,Λjii 6 4‖Ψ
U
i ‖H1(Λjii )‖Ψ
U
i ‖2,Λjii 6 C
(
〈HUω (Λjii , ni)ΨUi ,ΨUi 〉Λjii
)1/2
‖ΨUi ‖2.
Hence, by Corollary 5.5,
‖ρΨUi ‖q =
(∫
Λ
ji
i
ρq−1
ΨUi
ρΨUi
)1/q
6 (Qjii )
1/q
(
〈HUω (Λjii , ni)ΨUi ,ΨUi 〉Λjii
)(q−1)/2q
‖ΨUi ‖(q−1)/q2,Λjii .
Recalling (5.6), as ‖ΨUi ‖2,Λjii 6 1 for i ∈ {1, 2}, we estimate∫
Λ1×Λ2
U(x− y)ρΨU1 (x)ρΨU2 (y)dxdy
6
m1∑
j1=1
m2∑
j2=1
‖U‖
p,Λ
j1
1 ×Λ
j2
2
(Qj11 Q
j2
2 )
1/q
(
〈HUω (Λj11 , n1)ΨU1 ,ΨU1 〉Λj11 〈H
U
ω (Λ
j2
2 , n2)Ψ
U
2 ,Ψ
U
2 〉Λj22
)(q−1)/2q
.
(5.8)
Now, as QΨUi . n
1/3
i log
4/3 Li . n
1/3
log4/3n and as
〈HUω (Λjii , ni)ΨUi ,ΨUi 〉Λjii 6 〈H
U
ω (Λi)Ψ
U
i ,Ψ
U
i 〉 6 Cni 6 Cn,
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the estimate (5.8) entails∫
Λ1×Λ2
U(x− y)ρΨU1 (x)ρΨU2 (y)dxdy . n(3q−1)/3q (log n)
8/(3q)
m1∑
j1=1
m2∑
j2=1
‖U‖
p,Λ
j1
1 ×Λ
j2
2
. (5.9)
Hence, to prove (5.1), it suffices to choose q (recall q > 1 and 1/p+ 1/q = 1) such that
m1∑
j1=1
m2∑
j2=1
‖U‖
p,Λ
j1
1 ×Λ
j2
2
= o
(
n1/3q (log n)−8/(3q)
)
. (5.10)
Therefore, we recall (5.7) and using the definition of the (Λjii )i,j, in particular (5.4) and (5.5),
we estimate
‖U‖
p,Λ
j1
1 ×Λ
j2
2
. ((j1 + j2)| logL|2)−k/p
(∫
Λ
j1
1 ×Λ
j2
2
(x− y)kUp(x− y)dxdy
)1/p
. (5.11)
Now, by (5.3), as U is even, we have(∫
Λ
j1
1 ×Λ
j2
2
(x− y)kUp(x− y)dxdy
)1/p
. (logn)2/p
(∫
R+
ukUp(u)du
)1/p
. (5.12)
On the other hand, if k/p > 1 and max(m1, m2) . L/ logL . n/ log n (with a good proba-
bility), one estimates ∑
16j16m1
16j26m2
(j1 + j2)
−k/p 6 (log n)k/p−2n2−k/p.
Plugging this, (5.12) and (5.11) into the sum in (5.10), we see that (5.10) is a consequence
of
(log n)2−2/p+8/(3q)n2−k/p−1/(3q) = (log n)14/3(p−1)/pn5/3−(3k−1)/(3p) = o(1).
as p−1 + q−1 = 1.
Thus, it suffices to find k > 0, p > 1 such that u 7→ uk/pU(u) be in Lp(R+) and
5
3
− 3k − 1
3p
< 0.
Recall that, by assumption u 7→ uαU(u) is integrable (for some α > 2) and U ∈ Lr(R+) for
some r > 1.
We pick η ∈ (0, 1) and pick p and k of the form p = 1+ η(r− 1) and k = 5p+ 1
3
+ η. Thus,
for r ∈ (1,min (r˜, 2)], setting p˜ := r − p
r − 1 ∈ (0, 1), we have
5
3
− 3k − 1
3p
= −η
p
< 0,
p− p˜
1− p˜ = r and
k
p˜
= k
r − 1
r − p =
(
2 +
5
3
η(r − 1)
)
1
1− η = α
for η ∈ (0, 1) well chosen.
For this choice of p, p˜ and k, using Ho¨lder’s inequality, we then estimate∫
R+
ukUp(u)du 6
(∫
R+
uk/p˜U(u)du
)p˜(∫
R+
U (p−p˜)/(1−p˜)(u)du
)1−p˜
< +∞
This completes the proof of (5.10) and, thus, of Lemma 5.3. 
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Lemma 5.4 implies that, under the assumption of Theorem 5.1, in the thermodynamic limit,
with probability exponentially close to 1, one has∫
Λ1×Λ2
U(x− y)ρΨU1 (x)ρΨU2 (y)dxdy = o(n1 + n2).
This completes the proof of Theorem 5.1. 
6. Multiple electrons interacting in a fixed number of pieces
The main goal of this section is to study a system of two interacting electrons in the
interval [0, ℓ] for large ℓ and prove Proposition 1.4; this is the purpose of section 6.1. The
two-particles Hamiltonian is given by (1.15). In section 6.2, we study two electrons in two
distinct pieces.
We shall also state and prove one result for more than two interacting electrons in a single
piece.
6.1. Two electrons in the same piece. We now study two electrons in a large interval
interacting through a pair potential U , that is, the Hamiltonian defined in (1.15). We first
Proposition 1.4. Next, in section 6.1.3, we compare the ground state of the interacting
system with that of the non-interacting system.
Throughout this section, we will assume U is a repulsive, even pair interaction potential. In
the present section, our assumptions on U will be weaker than (HU).
6.1.1. The proof of Proposition 1.4. Scaling variables to the unit square, the two-particles
Hamiltonians HU(ℓ, 2) and ℓ−2HU
ℓ
(1, 2) are unitarily equivalent. Here, we have defined
U ℓ(·) := ℓ2U(ℓ ·). (6.1)
Recall that, for i 6= j, i, j ∈ N, the normalized eigenfunctions of H0(1, 2) (i.e., of the two-
particles free Hamiltonian in a unit square) are given by the determinant
φ(i,j)(x, y) =
√
2
∣∣∣∣sin(πix) sin(πjx)sin(πiy) sin(πjy)
∣∣∣∣ for (x, y) ∈ [0, 1]2. (6.2)
For a two-component index, we will use the shorthand notation ı¯ = (i, j). For the non
interacting ground state φ(1,2) we will also use the notation φ0. The corresponding ground
state energy is 5π2 and the first excited energy level is at 10π2.
We decompose L2([0, 1]) ∧ L2([0, 1]) = Cφ0
⊥⊕ φ⊥0 . By the Schur complement formula, E is
the ground state energy of HU
ℓ
(1, 2) if and only if E < 10π2 and E satisfies
5π2 + U ℓ00 − E = U ℓ0+(H+ + U ℓ++ − E)−1U ℓ+0, (6.3)
where Π+ is the orthogonal projector on φ
⊥
0 and
U ℓ00 = 〈φ0, U ℓφ0〉, H+ = Π+H0(1, 2)Π+,
U ℓ++ = Π+U
ℓΠ+, U
ℓ
+0 = Π+U
ℓφ0 U
ℓ
0+ =
(
Π+U
ℓφ0
)∗
.
(6.4)
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We expand the r.h.s. of (6.3) as
U ℓ0+(H+ + U
ℓ
++ −E)−1U ℓ+0 =
〈
U ℓφ0, (H+ − E)−1/2
× (Id+(H+ − E)−1/2U ℓ(H+ − E)−1/2)−1
× (H+ −E)−1/2U ℓφ0
〉
=
1
ℓ
〈
φ˜ℓ, Aℓ(Id+A
∗
ℓAℓ)
−1A∗ℓ φ˜ℓ
〉
=
1
ℓ
〈
φ˜ℓ, AℓA
∗
ℓ(Id+AℓA
∗
ℓ)
−1φ˜ℓ
〉
,
(6.5)
where
φ˜ℓ =
√
ℓ
√
U ℓφ0 and Aℓ = Aℓ(E) =
√
U ℓ(H+ −E)−1/2. (6.6)
To simplify notations we will drop the reference to the energy E. As ℓ → +∞, the conver-
gence of
〈
φ˜ℓ, AℓA
∗
ℓ(Id+AℓA
∗
ℓ)
−1φ˜ℓ
〉
is locally uniform in (−∞, 10π2). To compute this limit,
we shall transform the expression
〈
φ˜ℓ, AℓA
∗
ℓ(Id+AℓA
∗
ℓ)
−1φ˜ℓ
〉
once more.
Consider the domain Rℓ = {(u, y) ∈ R × [0, 1], s.t. y + ℓ−1u ∈ [0, 1]} and the change of
variables
tℓ : Rℓ → [0, 1]2
(u, y) 7→
(
y +
u
ℓ
, y
)
.
Define the partial isometry
Tℓ : L
2([0, 1]2)→ L2(R× [0, 1])
v 7→ ℓ−1/21Rℓ · v ◦ tℓ,
that is, (Tℓv)(u, y) =
1√
ℓ
1Rℓ(u, y)v
(
y +
u
ℓ
, y
)
.
One computes its adjoint
T ∗ℓ : L
2(R× [0, 1])→ L2([0, 1]2)
v 7→ ℓ1/2(1Rℓ v) ◦ t−1ℓ ,
that is, (T ∗ℓ v)(x, y) =
√
ℓ(1Rℓ · v)(ℓ(x− y), y).
One easily checks that
TℓT
∗
ℓ = 1Rℓ and T
∗
ℓ Tℓ = IdL2([0,1]2) (6.7)
where 1Rℓ : L
2(R × [0, 1]) → L2(R × [0, 1]) is the orthogonal projector on the functions
supported in Rℓ.
One then computes〈
φ˜ℓ, AℓA
∗
ℓ(Id+AℓA
∗
ℓ)
−1φ˜ℓ
〉
L2([0,1]2)
=
〈
φℓ, Kℓ(Id+Kℓ)
−1φℓ
〉
L2(R×[0,1])
(6.8)
where we have defined
φℓ := Tℓφ˜ℓ and Kℓ := Kℓ(E) := TℓAℓA
∗
ℓT
∗
ℓ . (6.9)
Define
• the following functions
– φ(u) := u
√
U(u) for u ∈ R,
– χ0(y) := π
√
2 (sin (3πy)− 3 sin (πy)) for y ∈ [0, 1].
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• the non negative (see (6.47)) operator K is on L2(R) by the kernel
K(u, u′) =
1
2
√
U(u)(|u+ u′| − |u− u′|)
√
U(u′). (6.10)
Define also
φ˜ = φ⊗ χ0 and K˜ = K ⊗ Id. (6.11)
We prove
Lemma 6.1. Assume that U is non negative and even such that U ∈ Lp(R) for some p > 1
and x 7→ x2U(x) is integrable.
As ℓ→ +∞, one has:
(a) in L2(R× [0, 1]), φℓ converges to φ˜;
(b) for ϕ ∈ C∞0 (R × (0, 1)), as ℓ → +∞, the sequence (Kℓϕ)ℓ converges in L2-norm to
K˜ϕ
Proposition 1.4 follows from this result as we shall see now. First, we prove
Lemma 6.2. Under the assumptions of Lemma 6.1, all the operators (Kℓ)ℓ and the operator
K are bounded respectively on L2(R× [0, 1]) and L2(R).
Note however that, depending on U , one may have
‖Kℓ‖L2(R×[0,1])→L2(R×[0,1]) −−−−→
ℓ→+∞
+∞.
Proof. By (6.9), to show the boundedness of Kℓ, it suffices to show that K˜ℓ :=
√
Uℓ(H+ −
E)−1
√
Uℓ is bounded. Note that, by our assumption on U , Uℓ is in L
p([0, 1]2). Using the
eigenfunction expansion of −∆ on L2−([0, 1]2), we write
K˜ℓ =
∑
j 6=(2,1)
1
π2|¯|2 − E
√
Uℓφ¯ ⊗ φ¯
√
Uℓ (6.12)
where the sum is over j = (i, j) where (i, j) ∈ N such that i > j.
For u ∈ L2−([0, 1]2), as u
√
Uℓ ∈ L2p/(1+p)− ([0, 1]2) and as the functions (φ¯)j are uniformly
bounded, by the Hausdorff-Young inequality (see e.g. [Rud87]), one has∑
j
∣∣∣〈√Uℓφ¯, u〉∣∣∣p/(p−1) 6 Cℓ‖u‖p/(p−1)2 . (6.13)
Moreover, for some Cℓ, one has ‖
√
Uℓφ¯‖2 6 Cℓ. Thus, by (6.12), as p > 1, we obtain
‖K˜ℓu‖2 6 Cℓ
 ∑
j 6=(2,1)
1
(π2|¯|2 − E)p
1/p ‖u‖2 6 Cℓ‖u‖2.
Using the explicit kernel for K given in (6.10), for u ∈ L2(R), we compute
(Ku)(x) = 2
√
U(x)
∫ x
−x
x′
√
U(x′)u(x′)dx′ + 2
√
U(x)x
∫ −x
−∞
√
U(x′)(u(x′)− u(−x′))dx′
Thus,
‖K‖L(L2(R)) 6 4
√
‖U‖1‖(·)2U(·)‖1.
This completes the proof of Lemma 6.2. 
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By Lemma 6.2, C∞0 (R × (0, 1)) is a common core for all Kℓ and K ⊗ Id. Thus, by [RS80,
Theorem VIII.25], we know that Kℓ −−−−→
ℓ→+∞
K ⊗ Id in the strong resolvent sense. Hence,
by [RS80, Theorem VIII.20], the sequence (Kℓ(Id+Kℓ)
−1)ℓ converges to K(Id+K)
−1 ⊗ Id
strongly. These operators are all bounded uniformly by 1 (as Kℓ and K are non-negative).
Thus, by point (a) of Lemma 6.1 and (6.8), we obtain〈
φ˜ℓ, AℓA
⋆
ℓ(Id+AℓA
⋆
ℓ)
−1φ˜ℓ
〉
= 〈φ⊗ χ0,
[
K(Id+K)−1 ⊗ Id]φ⊗ χ0〉+ o(1)
=
〈
φ,K(Id+K)−1φ
〉 · ∫ 1
0
χ20(y)dy + o(1)
= π2 · 〈φ,K(Id+K)−1φ〉+ o(1).
(6.14)
By point (a) of Lemma 6.1, one also computes
ℓ U ℓ00 = ‖φ⊗ χ0‖2 + o(1) =
∫
R
u2U(u)du
∫ 1
0
χ20(y)dy + o(1)
=
5
2
π2
∫
R
u2U(u)du+ o(1)
(6.15)
By (6.15), the eigenvalue equation (6.3) yields that, under the assumptions of Lemma 6.2,
the ground state energy of HU
ℓ
(1, 2) satisfies
EU
ℓ
([0, 1], 2) = 5π2 +
γ(U)
ℓ
+ o
(
1
ℓ
)
(6.16)
where
γ(U) = 10π2
[‖φ‖2 − 〈φ,K(Id+K)−1φ〉] = 10π2 〈φ, (Id+K)−1φ〉 . (6.17)
By Lemma 5.2 and assumption (HU), we know that the assumptions of Lemma 6.2 are
satisfied. This proves the asymptotic expansion announced in Proposition 1.4. To complete
the proof of this proposition, we simply note that, as K is bounded by Lemma 6.2, by (6.17),
we know that γ(U) = 0 if and only if φ ≡ 0, i.e., if and only if U ≡ 0.. 
Remark 6.3. If one assumes x 7→ x4U(x) to be integrable and U to be in some Lp(R) (p > 1)
(which is clearly stronger than (HU)), one obtains that, EU([0, ℓ], 2), the ground state energy
of the Hamiltonian defined in (1.15) admits the following more precise expansion
EU
ℓ
([0, 1], 2) = 5π2 +
γ(U)
ℓ
+O
(
ℓ−2
)
. (6.18)
6.1.2. The proof of Lemma 6.1. We start with a lemma, the result of a computation, that
will be used in several parts of the proof.
Lemma 6.4. For ¯ = (j1, j2), j1 > j2, recall that φ¯, the ¯-th normalized eigenvector of H0,
is given by (6.2).
One has
φ¯
(
y +
u
ℓ
, y
)
= φ0¯
(u
ℓ
, y
)
+ φ+¯
(u
ℓ
, y
)
+ φ−¯
(u
ℓ
, y
)
(6.19)
where
φ0¯ (2x, y) := 2
√
2 sin(π(j1 + j2)x) sin(π(j2 − j1)x) sin(πj1y) sin(πj2y),
φ+¯ (2x, y) :=
√
2 cos(π(j2 − j1)x) sin(π(j2 + j1)x) sin(π(j1 − j2)y)
φ−¯ (2x, y) :=
√
2 cos(π(j2 + j1)x) sin(π(j2 − j1)x) sin(π(j1 + j2)y)
(6.20)
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Proof. Using standard sum and product formulas for the sine and cosine, we compute
1√
2
φ¯
(
y +
u
ℓ
, y
)
=
∣∣∣∣sin (πj1 (y + uℓ )) sin (πj1y)sin (πj2 (y + uℓ )) sin (πj2y)
∣∣∣∣
= sin
(
πj1
u
ℓ
)
cos (πj1y) sin (πj2y)− sin
(
πj2
u
ℓ
)
cos (πj2y) sin (πj1y)
+
(
cos
(
πj1
u
ℓ
)
− cos
(
πj2
u
ℓ
))
sin (πj1y) sin (πj2y)
=
1
2
sin
(
πj1
u
ℓ
)
(sin (π (j1 + j2) y)− sin (π (j1 − j2) y))
− 1
2
sin
(
πj2
u
ℓ
)
(sin (π (j1 + j2) y) + sin (π (j1 − j2) y))
+
(
cos
(
πj1
u
ℓ
)
− cos
(
πj2
u
ℓ
))
sin (πj1y) sin (πj2y)
=
1
2
(
sin
(
πj1
u
ℓ
)
− sin
(
πj2
u
ℓ
))
sin (π (j1 + j2) y)
− 1
2
(
sin
(
πj1
u
ℓ
)
+ sin
(
πj2
u
ℓ
))
sin (π (j1 − j2) y)
+
(
cos
(
πj1
u
ℓ
)
− cos
(
πj2
u
ℓ
))
sin (πj1y) sin (πj2y) .
Thus,
1√
2
φ¯
(
y +
u
ℓ
, y
)
= sin
(
π
j1 − j2
2
u
ℓ
)
cos
(
π
j1 + j2
2
u
ℓ
)
sin (π (j1 + j2) y)
− sin
(
π
j1 + j2
2
u
ℓ
)
cos
(
π
j1 − j2
2
u
ℓ
)
sin (π (j1 − j2) y)
− 2 sin
(
π
j1 − j2
2
u
ℓ
)
sin
(
π
j1 + j2
2
u
ℓ
)
sin (πj1y) sin (πj2y) .
This completes the proof of Lemma 6.4. 
We start with the proof of point (a) of Lemma 6.1. As φ0 = φ(2,1), by (6.19) and (6.20),
using the Taylor expansion of the sine and cosine near 0, we compute
(Tℓφ˜ℓ)(u, y) = ℓ
√
U(u)1Rℓ(u, y)φ(2,1)
(
y +
u
ℓ
, y
)
= u
√
U(u)χ0(y)1Rℓ(u, y) +
u2
ℓ
√
U(u)χ1
(u
ℓ
, y
)
1Rℓ(u, y)
where χ0 is defined in Lemma 6.1 and χ1 is continuous and bounded on R× [0, 1].
We estimate∥∥∥∥(·)2ℓ √U(·)χ1 ( ·ℓ, ·)1Rℓ
∥∥∥∥2
L2(R×[0,1])
.
∫
Rℓ
u2
ℓ2
u2U(u)dudy 6
∫
R
u21|u|6ℓ
ℓ2
u2U(u)du.
The last integral tends to 0 by the dominated convergence theorem as u 7→ u2U(u) is
integrable.
This completes the proof of point (a) of Lemma 6.1.
Let us now turn to the analysis of the operator family (Kℓ)ℓ. It is easily seen that its kernel
(we use the same notations for the operator and its kernel) is given by
Kℓ(E; u, y, u
′, y′) = ℓ1Rℓ×Rℓ
√
U(u)U(u′) · K˜
(
E; y +
u
ℓ
, y, y′ +
u′
ℓ
, y′
)
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where K˜(E; x, y, x′, y′) is the kernel of (H+ − E)−1. The kernel K˜(E) is easily expressed in
terms of the eigenfunctions of H . Using this and the representation yielded by Lemma 6.4
leads to the following representation for the kernel Kℓ
Kℓ (E; u, y, u
′, y′) = ℓ1Rℓ×Rℓ
∑
¯ 6=(2,1)
√
U (u)U (u′)
π2|¯|2 −E φ¯
(
y +
u
ℓ
, y
)
φ¯
(
y′ +
u′
ℓ
, y′
)
= K−ℓ (E; u, y, u
′, y′) +K+ℓ (E; u, y, u
′, y′) +K0ℓ (E; u, y, u
′, y′)
(6.21)
where, for • ∈ {0,+,−}, we have set
K•ℓ (E; u, y, u
′, y′) = ℓ1Rℓ×Rℓ
∑
¯ 6=(2,1)
√
U (u)U (u′)
π2|¯|2 −E φ¯
(
y +
u
ℓ
, y
)
φ•¯
(
u′
ℓ
, y
)
.
To prove point (b) of Lemma 6.1, if suffices to prove that, for v ∈ C∞0 (R × (0, 1)), one has
Klv → K˜v in L2(R× [0, 1]). We first prove
Lemma 6.5. For v ∈ C∞0 (R× (0, 1)), one has
(a) ‖K−ℓ v‖2 → 0 as ℓ→ +∞,
(b) ‖K0ℓ v‖2 → 0 as ℓ→ +∞.
Proof. We first study the sequence K+ℓ v. We compute
(K−ℓ v)(u, y) =
√
U(u)
∑
j>1,k>1
(j,k)6=(1,1)
Cj,k(v)
π2((j + k)2 + j2)− E1Rℓ(u, y)φ(j+k,j)
(
y +
u
ℓ
, y
)
(6.22)
where
Cj,k(v) := ℓ
∫ ℓ
−ℓ
√
U(u′) sin
(
π
(2j + k)u′
2ℓ
)
cos
(
π
ku′
ℓ
)
c2j+k(u
′)du′ (6.23)
and
cj(u
′) :=
∫ 1
0
(1Rℓv)(u
′, y′) sin(πjy′)dy′ =
∫ min(1,1−u′/ℓ)
max(0,−u′/ℓ)
v(u′, y′) sin(πjy′)dy′
=
∫ 1
0
v(u′, y′) sin(πjy′)dy′
(6.24)
for ℓ sufficiently large as v ∈ C∞0 (R× (0, 1)).
Integrating the last integral in (6.24) by parts, we obtain
‖cj‖L2(R) = O
(
j−∞
)
. (6.25)
By (6.24) and (6.23), as u 7→ u2U(u) is summable, we obtain
|Cj,k(v)| 6 O
(
(2j + k)−∞
)
ℓ
√∫
R
U(u′) sin2
(
π
(2j + k)u′
2ℓ
)
du′
6 O
(
(2j + k)−∞
)
min(ℓ, 2j + k)
(6.26)
Estimating ‖K−ℓ v‖ using (6.22) and the triangular inequality, as∫
R×[0,1]
U(u)1Rℓ(u, y)φ
2
(j+k,j)
(
y +
u
ℓ
, y
)
dudy
.
∫
R
U(u) sin2
(
πk
u
ℓ
)
du+
∫
R
U(u) sin2
(
π(2j + k)
u
ℓ
)
du
.
min2(2j + k, ℓ) + min2(k, ℓ)
ℓ2
,
(6.27)
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for p > 4, we get ∥∥K−ℓ v∥∥ . 1ℓ ∑
j>1,k>1
(j,k)6=(1,1)
1
(j + k)p
.
Thus, one gets that
∥∥K−ℓ v∥∥ → 0 as ℓ → +∞. This completes the proof of point (a) of
Lemma 6.5.
To prove point (b), as 2 sin a sin b = cos(a− b)− cos(a + b), we compute
(K0ℓ v)(u, y) =
√
U(u)
∑
j>1,k>1
(j,k)6=(1,1)
A−j,k(v)−A+j,k(v)
π2((j + k)2 + j2)− E1Rℓ(u, y)φ(j+k,j)
(
y +
u
ℓ
, y
)
where
A+j,k(v) := ℓ
∫ ℓ
−ℓ
√
U(u′) sin
(
π
(2j + k)u′
2ℓ
)
sin
(
π
ku′
ℓ
)
a2j+k(u
′)du′,
A−j,k(v) := ℓ
∫ ℓ
−ℓ
√
U(u′) sin
(
π
(2j + k)u′
2ℓ
)
sin
(
π
ku′
ℓ
)
ak(u
′)du′
and
ak(u
′) :=
∫ 1
0
(1Rℓv)(u
′, y′) cos(πky′)dy′.
As in (6.24), we obtain
‖ak‖L2(R) = O
(
k−∞
)
.
As in (6.26), we obtain
|A±j,k(v)| 6 O
(
k−∞
)
min(ℓ, k).
By (6.27), for p > 2, we then get∥∥K0ℓ v∥∥ . 1ℓ ∑
j>1,k>1
(j,k)6=(1,1)
min(ℓ, k)(min(ℓ, k) + min(ℓ, j + k))
k−p((j + k)2 + j2)
.
1
ℓ
+
∑
j>1
min(1, j/ℓ)
j2
(6.28)
The last term converges to 0 by the dominated convergence theorem. This completes the
proof of point (b) of Lemma 6.5, thus, of Lemma 6.5. 
Next, we decompose K+ℓ expanding φ¯(y + u/ℓ, y) according to (6.19). This gives
K+ℓ = K
+,+
ℓ +K
+,−
ℓ +K
+,0
ℓ ,
where, for • ∈ {0,+,−}, we have set
K+,•ℓ (E; u, y, u
′, y′) = ℓ1Rℓ×Rℓ
∑
¯ 6=(2,1)
√
U (u)U (u′)
π2|¯|2 − E φ
•
¯
(
y +
u
ℓ
, y
)
× φ+¯
(
u′
ℓ
, y
)
.
We now prove
Lemma 6.6. For v ∈ C∞0 (R× (0, 1)), one has
(a) ‖K−,+ℓ v‖ → 0 as ℓ→ +∞,
(b) ‖K0,+ℓ v‖ → 0 as ℓ→ +∞.
Proof. As in the proof of Lemma 6.5, the two points in Lemma 6.6 are proved in very similar
ways. We will only detail the proof of point (a).
We compute
(K−,+ℓ v)(u, y) =
√
U(u)
∑
j>1,k>1
(j,k)6=(1,1)
Cj,k(v)
π2((j + k)2 + j2)−E1Rℓ(u, y)φ
−
(j+k,j)
(
y +
u
ℓ
, y
)
(6.29)
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where
Cj,k(v) := ℓ
∫ ℓ
−ℓ
√
U(u′) sin
(
π
(2j + k)u′
2ℓ
)
cos
(
π
ku′
2ℓ
)
ck(u
′)du′ (6.30)
and
ck(u
′) :=
∫ 1
0
(1Rℓv)(u
′, y′) sin(πky′)dy′ =
∫ 1
0
v(u′, y′) sin(πky′)dy′
for ℓ sufficiently large as v ∈ C∞0 (R× (0, 1)).
Integrating the last integral in (6.24) by parts, we obtain
‖ck‖L2(R) = O
(
k−∞
)
. (6.31)
As in (6.26), we obtain
|Cj,k(v)| 6 O
(
k−∞
)
min(ℓ, 2j + k). (6.32)
Using (6.20), one estimates√∫
R×[0,1]
U(u)1Rℓ(u, y)
∣∣∣φ−(j+k,j) (y + uℓ , y)∣∣∣2 dudy . min(k, ℓ)ℓ . (6.33)
Thus, for p > 2, we get∥∥K−,+ℓ v∥∥ . ∑
j>1,k>1
(j,k)6=(1,1)
min(k, ℓ)
ℓ
min(2j + k, ℓ)
kp((j + k)2 + j2)
. (6.34)
Thus, by the dominated convergence theorem, as in (6.28), one gets that
∥∥K−,+ℓ v∥∥ → 0 as
ℓ→ +∞. This completes the proof of point (a) of Lemma 6.6.
Point (b) is proved similarly except that estimate (6.33) is replaced with√∫
R×[0,1]
U(u)1Rℓ(u, y)
∣∣∣φ0(j+k,j) (y + uℓ , y)∣∣∣2 dudy . min(k, ℓ)min(2j + k, ℓ)ℓ2 .
Thus, taking p > 3, estimate (6.34) in this case becomes∥∥K0,+ℓ v∥∥ . ∑
j>1,k>1
(j,k)6=(1,1)
min(k, ℓ)
kp
min2(2j + k, ℓ)
ℓ2((j + k)2 + j2)
.
∑
j>1,k>1
(j,k)6=(1,1)
1
kp−2
min2(j, ℓ)
ℓ2j2
.
∑
j>1
min2(j, ℓ)
ℓ2
1
j2
which converges to 0 as ℓ→ +∞.
This completes the proof of Lemma 6.6. 
We are now left with computing the limit of K+,+ℓ where
K+,+ℓ (u, y, u
′, y′) =
∑
j>1,k>1
(j,k)6=(1,1)
ℓ
√
U(u)U(u′)
π2((j + k)2 + j2)− E
× φ+(j+k,j)
(
y +
u
ℓ
, y
)
φ+(j,j+k)
(
y′ +
u′
ℓ
, y′
)
. (6.35)
We prove
Lemma 6.7. In the strong topology, one has
K+,+ℓ → K ⊗ Id as ℓ→ +∞. (6.36)
where K is defined in (6.10).
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Proof. To simplify the computations, we note that it suffices to show the convergence of
K+,+ℓ v for v ∈ C∞0 (R× (0, 1)).For ℓ sufficiently large, compute
(K+,+ℓ v)(u, y) =
∑
k>1
sin(πky)1Rℓ(u, y)c
(
Kℓk, u
)
where
c
(
Kℓk, u
)
:=
1
2
√
U(u)
∫
R
Kℓk(u, u
′)
√
U(u′)ck(u
′)du′, (6.37)
u 7→ ck(u) being defined by (6.24), and
Kℓk(u, u
′) := ℓ
∑
j∈N
(j,k)6=(1,1)
sin
(
π 2j+k
2ℓ
u
)
sin
(
π 2j+k
2ℓ
u′
)
cos
(
π k
2ℓ
u
)
cos
(
π 2k
2ℓ
u′
)
π2 (j + k/2)2 + (πk/2)2 − E (6.38)
Define
Lℓk(u, u
′) := ℓ
∑
j∈N
(j,k)6=(1,1)
sin
(
π 2j+k
2ℓ
u
)
sin
(
π 2j+k
2ℓ
u′
)
π2 (j + k/2)2
,
M ℓk(u, u
′) := Kℓk(u, u
′)− Lℓk(u, u′),
(L+,+ℓ v)(u, y) :=
∑
k>1
sin(πky)1Rℓ(u, y)c
(
Lℓk, u
)
,
(M+,+ℓ v)(u, y) :=
∑
k>1
sin(πky)1Rℓ(u, y)c
(
M ℓk, u
)
.
(6.39)
Here and in the sequel, c
(
Lℓk, u
)
and c
(
M ℓk, u
)
are defined as c
(
Kℓk, u
)
in (6.37) with Kℓk
replaced respectively by Lℓk and M
ℓ
k
Note that∥∥L+,+ℓ v∥∥2L2(R×[0,1]) := 12∑
k>1
∫ 1
0
∥∥1Rℓ(y, ·)c (Lℓk, ·)∥∥2L2(R) dy 6 12∑
k>1
∥∥c (Lℓk, ·)∥∥2L2(R) (6.40)
We prove
Lemma 6.8. As ℓ→ +∞, ∥∥M+,+ℓ v∥∥L2(R×[0,1]) → 0
Proof. The proof is similar to those of Lemmas 6.5 and 6.6. We write
M ℓk(u, u
′) =M1,ℓk (u, u
′) +M2,ℓk (u, u
′) +M3,ℓk (u, u
′)
where
M1,ℓk (u, u
′) = ℓ
∑
j∈N
(j,k)6=(1,1)
sin
(
π 2j+k
2ℓ
u
)
sin
(
π 2j+k
2ℓ
u′
)
cos
(
π k
2ℓ
u
)
cos
(
π k
2ℓ
u′
)
((πk/2)2 −E)
π4 (j + k/2)2
(
(j + k/2)2 + (πk/2)2 − E)
M2,ℓk (u, u
′) := ℓ
∑
j∈N
(j,k)6=(1,1)
sin
(
π 2j+k
2ℓ
u
)
sin
(
π 2j+k
2ℓ
u′
)
cos
(
π k
2ℓ
u
) (
cos
(
π k
2ℓ
u′
)− 1)
π2 (j + k/2)2
M3,ℓk (u, u
′) := ℓ
∑
j∈N
(j,k)6=(1,1)
sin
(
π 2j+k
2ℓ
u
)
sin
(
π 2j+k
2ℓ
u′
) (
cos
(
π k
2ℓ
u
)− 1)
π2 (j + k/2)2
.
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Following the definitions (6.38) and using (6.40), we estimate∥∥M1,+,+ℓ v∥∥2L2(R×[0,1]) 6 12∑
k>1
∥∥∥c(M1,ℓk , ·)∥∥∥2
L2(R)
.
∑
k>1
k2‖ck‖2L2(R)
∑
j>1
(j,k)6=(1,1)
(min(2j + k, ℓ))2
ℓ(2j + k)4
.
1
ℓ
∑
k>1
k2‖ck‖2L2(R)
which, by (6.31), converges to 0 as ℓ goes to +∞.
That the term coming from M2,+,+ℓ (resp. M
3,+,+
ℓ ) also vanishes as ℓ → +∞ follows from
computations similar to those done in Lemma 6.5 (resp. Lemma 6.6). This completes the
proof of Lemma 6.8. 
Note that
Lℓk(u, u
′) :=
1
ℓ
∑
j∈N
(j,k)6=(1,1)
sin
(
π 2j+k
2ℓ
u
)
sin
(
π 2j+k
2ℓ
u′
)
π2
(
2j+k
2ℓ
)2 (6.41)
Define
a(L+, u) :=
1
2
√
U(u)
∫
R
L+(u, u′)
√
U(u′)ck(u
′)du′ (6.42)
where
L+(u, u′) =
∫ +∞
0
sin(πxu) sin(πxu′)
π2x2
dx. (6.43)
We prove
Lemma 6.9. For any k > 1, one has
sup
(u,u′)∈[−ℓ,ℓ]2
∣∣Lℓk(u, u′)− L+(u, u′)∣∣
|u||u′| .
k
ℓ
. (6.44)
Proof. Define
l(x, u, u′) :=
sin(πxu) sin(πxu′)
π2x2
.
Assume first k 6= 1. As l is an even function of x, write
Lℓk(u, u
′) =
1
2ℓ
∑
j∈Z
l
(
j + k/2
ℓ
, u, u′
)
− 1
2ℓ
0∑
j=−k
l
(
j + k/2
ℓ
, u, u′
)
. (6.45)
Using the Poisson formula, one computes
1
2ℓ
∑
j∈Z
l
(
j + k/2
ℓ
, u, u′
)
=
1
2
∑
j∈Z
eiπkj · lˆ (j, u, u′) (6.46)
where lˆ(·, u, u′) is the Fourier transform of x 7→ l(x, u, u′).
By the Paley-Wiener Theorem (or by a direct computation of the Fourier transform), one
checks that lˆ(·, u, u′) is supported in [−π(|u|+ |u′|), π(|u|+ |u′|)]. Thus, for −ℓ 6 u, u′ 6 l,
all the terms in right hand side of (6.46) vanish except the term for j = 0. That is, for
−ℓ 6 u, u′ 6 l, one has
1
2ℓ
∑
j∈Z
l
(
j + k/2
ℓ
, u, u′
)
=
1
2
lˆ (0, u, u′) = L+(u, u′).
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This and (6.46) then yields that, for −ℓ 6 u, u′ 6 l,
Lℓk(u, u
′)− L+(u, u′) = −u u
′
2ℓ
0∑
j=−k
l
(
j+k/2
ℓ
, u, u′
)
u u′
.
Now, as
sup
(x,u,u′)∈R3
∣∣∣∣ l(x, u, u′)u u′
∣∣∣∣ < +∞,
we immediately obtain (6.44) and complete the proof of Lemma 6.9 when k 6= 1.
When k = 1, the proof is done in the same way up to a shift in the index j. This completes
the proof of Lemma 6.9. 
As v ∈ C∞0 (R× (0, 1), one has
∀N > 0, ∃CN > 0, ∀k ∈ Z, ‖ck‖L2(R) 6 CN 1
1 + |k|N .
Thus, as x 7→ x√U(x) is square integrable, the bound (6.44) yields that, for some C2 > 0,
one has
∀k ∈ Z, ∥∥c (Kℓk, ·)− c (L+, ·)∥∥L2([−ℓ,ℓ]) 6 1ℓ C21 + |k|2 .
Thus, taking into account the following computation
L+(u, u′) =
∫
R
sin(πxu) sin(πxu′)
π2x2
dx
=
1
2π2
[∫
R
cos(πx(u− u′))− 1
x2
dx+
∫
R
1− cos(πx(u+ u′))
x2
dx
]
=
1
2π2
[
|u− u′|
∫
R
cos(πx)− 1
x2
dx+ |u+ u′|
∫
R
1− cos(πx)
x2
dx
]
=
1
2
(|u+ u′| − |u− u′|),
(6.47)
the definition of K, (6.10) and (6.40), we obtain that∥∥L+,+ℓ v − (K ⊗ 1)v∥∥L2(R×[0,1] −−−−→ℓ→+∞ 0
Thus, Lemma 6.7 is proved. 
Clearly, the proof of Lemma 6.1 generalizes to arbitrary φ(i,j), a normalized eigenfunction of
H0(1, 2); one thus proves
Corollary 6.10. Consider two particles on i-th and j-th energy levels in an interval of length
ℓ. Their interaction amplitude is given by
〈Uφ(i,j), φ(i,j)〉 = 2π2(i2 + j2) ·
∫
R
u2U(u)du · ℓ−3(1 +O(ℓ−1)). (6.48)
6.1.3. The ground state of two interacting electrons and its density matrices. Recall that ϕj[0,ℓ]
denotes the j-th normalized eigenvector of −△D|[0,ℓ] and ζj[0,ℓ] the j-th normalized eigenvector
of (1.15). In the sequel, we drop the subscript [0, ℓ] as we always work on the interval [0, ℓ].
We remark that, when the interactions are absent, one has
ζ1,0 = ϕ1 ∧ ϕ2. (6.49)
The next proposition estimates the difference ζ1,U − ζ1,0 induced by the presence of interac-
tions.
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Proposition 6.11. For ℓ > 1, one has∥∥ζ1,U − ζ1,0∥∥
L2([0,ℓ]2)
. ℓ−1/2. (6.50)
Proof. Scaling the variables to the unit square (see section 6.1.1), it suffices to show that the
normalized ground state of HU
ℓ
(1, 2) (see (6.1)), say, φU
ℓ
0 satisfies∥∥∥φUℓ0 − φ0∥∥∥
L2([0,1]2)
. ℓ−1/2. (6.51)
where we recall that φ0 = φ(1,2) (see (6.2)).
Decomposing L2([0, 1]) ∧ L2([0, 1]) = Cφ0
⊥⊕ φ⊥0 and defining EUℓ0 to be the ground state
energy of HU
ℓ
(1, 2), we rewrite φU
ℓ
0 as
φU
ℓ
0 = αφ0 + φ˜, φ˜ ⊥ φ0, α ∈ R+
and the eigenvalue equation it satisfies as(
5π2 + U ℓ00 −EUℓ0 U ℓ0+
U ℓ+0 H+ + U
ℓ
++ −EUℓ0
)(
α
φ˜
)
= 0. (6.52)
where the terms in the matrix are defined in (6.4).
Thus, to prove (6.51) it suffices to prove that
‖φ˜‖L2([0,1])∧L2([0,1]) 6 Cℓ−1/2.
By (6.52), as φU
ℓ
0 is normalized, as 10π
2 6 H+ + U
ℓ
++ and as E
Uℓ
0 −−−−→
ℓ→+∞
5π2, using (6.4)
and (6.8), one computes
‖φ˜‖2L2([0,1])∧L2([0,1]) 6 U ℓ0+
(
H+ + U
ℓ
++ −EU
ℓ
0
)−2
U ℓ+0 6
C
ℓ
〈
φℓ, Kℓ(Id+Kℓ)
−1φℓ
〉
L2(R×[0,1])
.
Thus, (6.51) is an immediate consequence of Lemma 6.1. This completes the proof of Propo-
sition 6.11. 
We obtain the following corollary for the one particle density matrices of ζ1,U .
Corollary 6.12. Under assumptions of Proposition 6.11, one has∥∥γζ1,U − γϕ1 − γϕ2∥∥1 = O (ℓ−1) .
Corollary 6.12 is an immediate consequence of (6.50) and
Lemma 6.13. Let ψ, φ ∈ L2([0, ℓ])∧ L2([0, ℓ]) be two normalized two-particles states. Then
‖γψ − γφ‖1 6 4‖ψ − φ‖.
Proof of Lemma 6.13. For ϕ ∈ L2([0, ℓ]) ∧ L2([0, ℓ]), consider the operator Aϕ defined as
(Aϕf)(x) =
∫ ℓ
0
ϕ(x, y)f(y)dy.
Note that Aϕ is a Hilbert-Schmidt operator and ‖Aϕ‖2 = ‖ϕ‖ and the one-particle density
matrix of ϕ satisfies γϕ = 2A
∗
ϕAϕ. Thus, for ψ, φ as in Lemma 6.13, we obtain
‖γψ − γφ‖1 = 2‖A∗ψAψ −A∗φAφ‖1 6 2
(‖A∗ψ‖2‖Aψ −Aφ‖2 + ‖A∗ψ −A∗φ‖2‖Aφ‖2) 6 4‖ψ − φ‖.
This completes the proof of Lemma 6.13. 
96 FRE´DE´RIC KLOPP AND NIKOLAJ A. VENIAMINOV
6.2. Electrons in distinct pieces. In the present section, we assume that U satisfies (HU)
(see section 1.1); thus, it decreases sufficiently fast at infinity (roughly better than x−4) and
is in Lp for some p > 1.
Let the first piece be ∆1 = [−ℓ1, 0] and the second be ∆2 = [a, a+ ℓ2]; so, the pieces’ lengths
are ℓ1 and ℓ2, while the distance between them is denoted by a. As for the one-particle
systems living in each of these pieces, we will primarily be interested in the following three
cases:
(a) the interaction of two eigenstates of the one-particle Hamiltonian on each piece, i.e.,
following the notations of section 6.1, of ϕi∆1 and ϕ
j
∆2
,
(b) the interaction of a one-particle eigenstate with a one-particle reduced density matrix
of a two-particle ground state, i.e., ϕi∆1 with γζ1∆2
,
(c) the interaction of two one-particle density matrices, i.e., γζ1∆1
and γζ1∆2
.
We observe that for a one-particle eigenstate in a piece of length ℓ, the following uniform
pointwise bound holds true:
‖ϕi[0,ℓ]‖L∞ 6
√
2
ℓ
. (6.53)
For the one-particle reduced density matrix we establish the following estimates.
Lemma 6.14. Let ζ ∈ L2([0, ℓ]) ∧ L2([0, ℓ]) be a two particle state and γζ(x, y) the kernel
of the corresponding one-particle density matrix. Let p ∈ N. Then, ζ ∈ Hp([0, ℓ]2) implies
γζ ∈ Hp([0, ℓ]2) and
‖γζ‖Hp 6 4‖ζ‖Hp. (6.54)
In particular, unconditionally ‖γζ‖L2 6 4.
Proof. First recall that
γζ(x, y) = 2
∫ ℓ
0
ζ(x, z)ζ∗(y, z)dz.
Then, one differentiates under the integration sign to get
∂p
∂xp
γζ(x, y) = 2
∫ ℓ
0
∂pxζ(x, z)ζ
∗(y, z)dz.
This in turn implies by the Cauchy-Schwarz inequality that∥∥∥∥ ∂p∂xp γζ
∥∥∥∥2
L2
= 4
∫
[0,ℓ]2
∣∣∣∣∫ ℓ
0
∂pxζ(x, z)ζ
∗(y, z)dz
∣∣∣∣2 dxdy
6 4
∫
[0,ℓ]4
|∂pxζ(x, z)|2 · |ζ(y, z′)|2 dxdydzdz′ = 4 ‖∂pxζ‖2L2 ,
which proves (6.54). 
Lemma 6.15. Let ζ = ζ1,U[0,ℓ] be the ground state of a system of two interacting electrons in
[0, ℓ]. Then, ζ ∈ H1([0, ℓ]2) and there exists a constant C > 0 independent of ℓ such that
‖ζ‖H1 6 C/
√
ℓ. (6.55)
Proof. We use the construction of the proof of Proposition 6.11. Then, employing the same
notations, for the problem scaled to the unit square one has
φU
ℓ
0 = αφ0 + φ˜,
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where φ0 is the ground state for a system of two non-interacting electrons, |α| 6 1 and
φ˜ ⊥ φ0. Obviously, φ0 ∈ Hp for all p ∈ N. Moreover, according to (6.52),
‖φ˜‖H1 =
∥∥∥(H+ + U ℓ++ − EUℓ0 )−1U ℓ+0αφ0∥∥∥
H1
6
∥∥∥(H+ + U ℓ++ − EUℓ0 )−1∥∥∥
L2→H1
· ∥∥U ℓ+0φ0∥∥L2
6
∥∥∥(H+ −EUℓ0 )−1∥∥∥
L2→H1
· ∥∥U ℓ+0φ0∥∥L2 .
Arguing as in section 6.1, one can prove that∥∥U ℓ+0φ0∥∥L2 6 ∥∥U ℓφ0∥∥L2 6 C√ℓ
and (H+ − EUℓ0 )−1 is a bounded operator from L2([0, 1]2) to H1([0, 1]2) because H+ is just
a part of −△2 acting in a subspace of functions orthogonal to φ0 and the bottom of its
spectrum is separated from EU
ℓ
0 . Thus, we proved that
‖φ˜‖H1 6 C
√
ℓ
which immediately implies
‖φUℓ0 ‖H1 6 C
√
ℓ.
Scaling back to the original domain [0, ℓ]2 yields (6.55) and completes the proof of Lemma 6.15.

Corollary 6.16. Restricted to the diagonal, the kernel of the ground state one-particle den-
sity matrix x ∈ [0, ℓ] 7→ γζ(x, x) is a bounded function; more precisely, there exists a constant
C > 0 such that
‖γζ‖L∞([0,ℓ]) 6 C/ℓ. (6.56)
Proof. Remark first that, as ζ satisfies Dirichlet boundary conditions, so does the kernel
(x, y) 7→ γζ(x, y). Using anti-symmetry, we compute
|γζ(x, x)| = 2
∣∣∣∣∫ x
0
d
dt
[γζ(t, t)]
∣∣∣∣ = 4 ∣∣∣∣Im(∫ x
0
∫ ℓ
0
∂tζ(t, x)ζ(t, x)dxdt
)∣∣∣∣
6 4‖∂tζ‖L2 · ‖ζ‖L2 6 4‖ζ‖2H1
(6.57)
Combining this with (6.55) gives (6.56) and completes the proof of Corollary 6.16. 
Having now pointwise bounds (6.53) and (6.56), we estimate the interactions in each of the
three cases described in the beginning of the current section. We will also obtain different
bounds for close enough and distant pieces ∆1 = [−ℓ1, 0] and ∆2 = [a, a + ℓ2], i.e., we will
discuss different bounds depending on whether a is large or small.
For the case (a) of two interacting one-particle eigenstates we prove the following two esti-
mates. For long distance interactions, i.e., when a is large, we will use
Lemma 6.17. Suppose U satisfies (HU). Then, for ∆1 = [−ℓ1, 0] and ∆2 = [a, a+ ℓ2], one
has
sup
i,j
∫
∆1×∆2
U(x− y)|ϕi∆1(x)|2 · |ϕj∆2(y)|2dxdy 6
2a−3Z(a)
max(ℓ1, ℓ2)
(6.58)
where Z is defined in (1.26).
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Proof. Let us suppose without loss of generality that ∆1 is the larger piece, i.e., ℓ1 > ℓ2.
Then, using (6.53) and the fact that the functions (ϕi∆j )i,j are normalized, we compute∫ ℓ1
0
∫ ℓ2
0
U(x+ y + a)|ϕi∆1(x)|2 · |ϕj∆2(y)|2dxdy 6
2
ℓ1
∫ ℓ1
0
∫ ℓ2
0
U(x+ y + a)|ϕj∆2(y)|2dxdy
6
2
ℓ1
sup
y∈[0,ℓ2]
∫ ℓ1
0
U(x+ y + a)dx
6
2
ℓ1
∫ +∞
0
U(x + a)dx
=
2
ℓ1
a−3Z(a), a→ +∞.
This completes the proof of Lemma 6.17. 
On the other hand, for close by interactions, i.e., a small and low-lying one-particle energy
levels the following lemma gives a more precise estimate.
Lemma 6.18. Suppose U satisfies (HU). Let (i, j) ∈ {1, 2}2. Then, for any ε ∈ (0, 2) and
∆1 = [−ℓ1, 0] and ∆2 = [a, a+ ℓ2], one has∫
∆1×∆2
U(x− y)|ϕi∆1(x)|2 · |ϕj∆2(y)|2dxdy = O
(
a−εZ(a)
max(ℓ1, ℓ2)2min(ℓ1, ℓ2)2−ε
)
. (6.59)
If Z(a) = O(a−0), a→ +∞, then ε can be taken to zero.
Proof. As in the proof of the previous lemma we suppose that ℓ1 > ℓ2. If j ∈ {1, 2} then
|ϕj∆1(x)| =
∣∣∣∣
√
2
ℓ1
sin
(
πix
ℓ1
)∣∣∣∣ 6
√
2
ℓ1
π|x|
ℓ1
(6.60)
and the same type inequality holds for ϕj∆2(y). Then, using (6.60) and (6.53), we compute∫ ℓ1
0
∫ ℓ2
0
U(x+ y + a)|ϕi∆1(x)|2 · |ϕj∆2(y)|2dxdy 6
C1
ℓ21ℓ
2−ε
2
∫ ℓ1
0
∫ ℓ2
0
U(x+ y + a)xy1−εdxdy
6
C1
ℓ21ℓ
2−ε
2
∫
R2+
U(x + y + a)xy1−εdxdy
=
C2
ℓ21ℓ
2−ε
2
∫ +∞
0
∫ s
−s
U(s + a)(s+ t)(s− t)1−εdtds
6
C3
ℓ21ℓ
2−ε
2
∫ +∞
a
U(s)s3−εds.
It is now only left to prove that (HU) and (1.26) imply that the last integral converges and
is O(a−εZ(a)). Therefore, we note that∫ +∞
a
U(s)s3−εds =
+∞∑
n=0
∫ 2n+1a
2na
U(s)s3−εds 6
+∞∑
n=0
(
2n+1a
)3−ε ∫ 2n+1a
2na
U(s)ds
6 23−εa−ε
+∞∑
n=0
2−εn (2na)3
∫ +∞
2na
U(s)ds = 23−εa−ε
+∞∑
n=0
2−εnZ (2na)
6 Ca−εZ(a).
(6.61)
If Z(a) = O(a−0), i.e., if there exists δ > 0 s.t. Z(a) = O(a−δ) for a→ +∞, then, the sum
in the second line of (6.61) converges for ε = 0.
This concludes the proof of (6.59). 
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Let us now pass to the case (b) of one-particle eigenstate interacting with a one-particle
density matrix of a two-particle eigenstate. For large a, we prove
Lemma 6.19. Suppose U satisfies (HU). Then, for a sufficiently large, one has
sup
i,j
∫
∆1×∆2
U(x− y)|ϕi∆1(x)|2 · γζj∆2 (y, y)dxdy 6
4a−3Z(a)
ℓ1
. (6.62)
Proof. The proof follows that of Lemma 6.17. The only change concerns the replacement of
the fact that ϕj∆2 is normalized,
∫
∆2
|ϕj∆2(y)|2dy = 1, by the fact that the trace of γζj∆2 is
equal to 2. 
For a small, we prove
Lemma 6.20. Suppose U satisfies (HU). Let i ∈ {1, 2}. Then, for any ε ∈ (0, 2),∫
∆1×∆2
U(x− y)|ϕi∆1(x)|2 · γζj∆2 (y, y)dxdy = O
(
ℓ−3+ε1 ℓ
−1/2
2 a
−εZ(a)
)
. (6.63)
If Z(a) = O(a−0) as a→ +∞, one can choose ε = 0.
Proof. As in the proof of Lemma 6.18 mixing once more (6.53), (6.56) and (6.60), we obtain∫ ℓ1
0
∫ ℓ2
0
U(x+ y + a)|ϕi∆1(x)|2γζj∆2 (y, y)dxdy 6
C1
ℓ3−ε1 ℓ
1/2
2
∫ ℓ1
0
∫ ℓ2
0
U(x+ y + a)x2−εdxdy
6
C1
ℓ3−ε1 ℓ
1/2
2
∫ +∞
0
∫ +∞
a
U(x + y)x2−εdxdy
=
C2
ℓ3−ε1 ℓ
1/2
2
∫ +∞
a
∫ s
−s
U(s)(s+ t)2−εdtds
6
C3
ℓ3−ε1 ℓ
1/2
2
∫ +∞
a
U(s)s3−εds
6
C4a
−εZ(a)
ℓ3−ε1 ℓ
1/2
2
.
This completes the proof of Lemma 6.20. 
We are left with the case (c) of two interacting reduced density matrices. We do not make
the difference between close and far away pieces in this case.
Lemma 6.21. Suppose U satisfies (HU). Then, there exists C > 0 such that
sup
i,j
∫
∆1×∆2
U(x− y)γζi∆1(x, x) · γζj∆2 (y, y)dxdy 6 Cℓ
−1/2
1 ℓ
−1/2
2 min(1, a
−2Z(a)) (6.64)
Proof. Using (6.56) one obtains∫ ℓ1
0
∫ ℓ2
0
U(x+ y + a)γζi∆1
(x, x)γζj∆2
(y, y)dxdy 6
C1√
ℓ1ℓ2
∫
R2+
U(x + y + a)dxdy
6
C2√
ℓ1ℓ2
∫ +∞
0
U(s + a)sds
6
C2√
ℓ1ℓ2
∫ +∞
a
(∫ +∞
t
U(s)ds
)
dt
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Thus, ∫ ℓ1
0
∫ ℓ2
0
U(x+ y + a)γζi∆1
(x, x)γζj∆2
(y, y)dxdy 6
C3min(C, a
−2Z(a))√
ℓ1ℓ2
where the last equality is just (6.61) for ε = 2 and C :=
∫ +∞
0
(∫ +∞
t
U(s)ds
)
dt < +∞.
This completes the proof of Lemma 6.21. 
Finally, we give estimates for the case of compactly supported interaction potential U . We
prove
Lemma 6.22. Assume that U has a compact support. Then, there exists C > 0 such that,
for i > 1 and j > 1, one has
〈Uφ(i,j), φ(i,j)〉 6 C · [min(i, ℓ1)min(j, ℓ2)]
2
ℓ31ℓ
3
2
.
Proof. Due to the anti-symmetry of the functions (φ(i,j))i,j,, it suffices to compute the scalar
product on [−ℓ1, 0]× [a, a+ ℓ2]. Thus,
〈Uφ(i,j), φ(i,j)〉 6 sup
|a|6diam(supp(U))
1
2ℓ1ℓ2
∫
[0,ℓ1]×[0,ℓ2]
U(x+ y + a)
× sin2
(
iπx
ℓ1
)
sin2
(
jπy
ℓ2
)
dxdy
6 C(U)
[min(i, ℓ1)min(j, ℓ2)]
2
ℓ31ℓ
3
2
where
C(U) :=
1
2
sup
06a6diam(supp(U))
∫
R+×R+
U(x+ y + a)(1 + x2)(1 + y2)dxdy.
This completes the proof of Lemma 6.22. 
Proposition 6.23. Consider a system of two interacting electrons, one in [0, ℓ1], another
in [ℓ1 + r, ℓ1 + r + ℓ2] with r 6 R0. Then, the ground state energy of this system has the
following asymptotic expansion
E((ℓ1, r, ℓ2), (1, 1)) =
π2
ℓ21
+
π2
ℓ22
+O(ℓ−61 + ℓ
−6
2 ). (6.65)
Proof. Obviously, the energy of this system is greater than the energy of the system without
interactions that is given by the main term of (6.65). Taking the ground state of a non-
interacting system as a test function and using Lemma 6.22 to estimate the quadratic form
of the interaction potential, gives the upper bound and, thus, completes the proof. 
6.3. The proof of Lemma 4.11. Recall that EUq,n denotes the n-th eigenvalue of−
q∑
l=1
d2
dx2l
+
∑
16k6l6q
U(xk − xl) acting on
q∧
l=1
L2([0, ℓ]). Rescaling as in section 6.1.1, we need to study the
case ℓ = 1 and prove that, in this case, there exists C > 1 such that, for n > 2 and U ℓ given
by (6.1), one has
EU
ℓ
q,n > E
Uℓ
q,1 +
1
C
. (6.66)
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Indeed in Lemma 4.11, the length ℓ is assumed to be less than 3ℓρ.
As q 6 3, the same computations as in the beginning of section 6.1.1 show that EU
ℓ
q,1 satisfies,
for some C > 1, for ℓ large,
EU
ℓ
q,1 6 E
0
q,1 + 〈φ0, U ℓφ0〉 6 E0q,1 +
C
ℓ
. (6.67)
On the other hand, for some C > 1, one has
EU
ℓ
q,n > E
0
q,n > E
0
q,1 +
2
C
.
Plugging (6.67) into this immediately yields (6.66) and completes the proof of Lemma 4.11.

Appendix A. The statistics of the pieces
In this appendix, we prove most of the results on the statistics of the pieces stated in
section 2.2.
A.1. Facts on the Poisson process. Let Π be the support of dµ(ω), the Poisson process of
intensity 1 on R+ (see section 1). Let Π∩ [0, L] = {xi; 1 6 i 6 m(ω)−1} (where xi < xi+1).
Then,
P(#Π ∩ [0, L] = k) = e−LL
k
k!
, k ∈ N. (A.1)
The following large deviation principle is well known (and easily checked): for any β ∈
(1/2, 1), one has
P(|#(Π ∩ [0, L])− L| > Lβ) = O(L−∞). (A.2)
The points (xi)16i6m(ω)−1 partition the interval [0, L] in m(ω) pieces of lengths ∆i.
For L > ee
2
, one has
P(∃i; |∆i| > logL log logL) 6 P(∃n ∈ [0, L] ∩ N; #[Π ∩ (n + [0, logL log logL/2])] = 0)
6 Le− logL log logL/2 = O(L−∞).
This proves Proposition 2.1.
A.2. The proof of Proposition 2.2. Consider the partition of [0, L] into pieces (see sec-
tion 1). For a, b both non negative, let now X[0,L] to be the number of pieces of length in
[a, a+ b]. We first compute the expectation of X[0,L]/L, that is, prove
Proposition A.1. For L > a + b, one has
E
[
X[0,L]
L
]
= e−a(1− e−b) + e
−a((a + b)e−b − a)
L
= e−a
(
1− a
L
)
− e−a−b
(
1− a+ b
L
)
.
Proof. Let Π be the support of the support of dµ(ω), the Poisson process of intensity 1 on
R+ (see section 1). Then, one has
X[0,L] =
∑
X∈Π
G(Π ∩ [0, X))
where the set-functions G is defined as
G(Π ∩ [0, X)) =

1 if the distance from X to the right most point
in {0} ∪ (Π ∩ [0, X)) belongs to [a, a+ b],
0 if not.
(A.3)
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The Palm formula (see e.g. [Ber06, Lemma 2.3 ]) yields
E(X[0,L]) =
∫
06x6L
E [G(Π ∩ [0, x))] dx.
Now, let E be an exponential random variable with parameter 1. As the Poisson point
process has independent increments, one easily checks that
E [G(Π ∩ [0, x))] = P (min(x, E) ∈ [a, a+ b]) =

e−a
(
1− e−b) if x > a+ b,
e−a if x ∈ [a, a+ b],
0 if x 6 a,
(A.4)
Hence,
E(X[0,L]) = e
−a
(
1− e−b) ∫
06x6L
dx+e−a−b
∫ a+b
a
dx−e−a (1− e−b) ∫ a
0
dx = e−a(1−e−b)L−R
where
R = e−a((a + b)e−b − a). (A.5)
This completes the proof of Proposition A.1. 
Let us now prove Proposition 2.2. Therefore, set M := e−a(1 − e−b) and partition [0, L] =
∪Jj=1[jℓ, (j + 1)ℓ] so that J ≍ Lν and ℓ ≍ L1−ν for some ν ∈ (0, 1) to be fixed. As (a, b) =
(aL, bl) ∈ [0, logL · log logL]2, one then has∣∣∣∣∣X[0,L] −
J∑
j=1
X[jℓ,(j+1)ℓ]
∣∣∣∣∣ 6 2J. (A.6)
Moreover, the random variables (ℓ−1X[jℓ,(j+1)ℓ])16j6J are independent sub-exponential ran-
dom variables. Indeed, X[0,L] is clearly bounded by #Π ∩ [0, L], the number of points the
Poisson process puts in [0, L] and L−1#Π ∩ [0, L] has a Poisson law with parameter 1.
We want to use the Bernstein inequality (see e.g. [Ver12, Proposition 5.16]). To estimate∥∥ℓ−1X[jℓ,(j+1)ℓ]∥∥Ψ1 (see e.g. [Ver12, Definition 5.13]), we use this bound and the Stirling
formula to get, for p > 1,
E
(∣∣X[jℓ,(j+1)ℓ]∣∣p) 6 e−ℓ∑
k>1
kp ℓk
k!
6 e−ℓ
2p−1∑
k=1
kp ℓk
k!
+ e−ℓ
∑
k>2p
kp ℓk
k!
6 (2p)p + e−ℓ
∑
k>2p
kp ℓp
k · · · (k − p+ 1)
ℓk−p
(k − p)!
6 (2p)p + ℓpmax
k>p
(k + p)p k!
(k + p)!
6 (2p)p + (eℓ)p.
Hence, for ℓ > 1,∥∥ℓ−1X[jℓ,(j+1)ℓ]∥∥Ψ1 = 1ℓ ∥∥X[jℓ,(j+1)ℓ]∥∥Ψ1 = 1ℓ supp>1 1p p
√
E
(∣∣X[jℓ,(j+1)ℓ]∣∣p)
6 sup
p>1
p
√
2p
ℓp
+
ep
pp
6
2
ℓ
+ e 6 2e.
Thus, the Bernstein inequality, estimate (A.6) and Proposition A.2 yield that there exists
κ > 0 (independent of a, b) such that, for α = α(L) > 2(R+2)/ℓ (here, R is given by (A.5)),
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one has
P
(∣∣∣∣X[0,L]L −M
∣∣∣∣ > α) 6 P
(∣∣∣∣∣
J∑
j=1
X[jℓ,(j+1)ℓ] − E[X[jℓ,(j+1)ℓ]]
ℓ
∣∣∣∣∣ > J
(
α− R + 2
ℓ
))
6 2e−κα
2J .
To obtain Proposition 2.3, it now suffices to take α = Lβ−1 and (β, ν) ∈ (0, 1) such that
1− β < 1− ν and 2(β − 1) + ν > 0; this requires β > 2/3.
The proof of Proposition 2.2 is complete. 
A.3. The proof of Propositions 2.3 and 2.4. For any a, b, c, d, f, g all non negative,
define now X[0,L] to be the number of pairs of pieces such that
• the length of the left most piece is contained in [a, a+ b],
• the length of the right most piece is contained in [c, c+ d],
• the distance between the two pieces belongs to [g, g + f ].
Again, we first compute the expectation of X[0,L]/L, that is, prove
Proposition A.2. For L > a + b+ c+ d+ f + g, one has
E
[
X[0,L]
L
]
= f e−a−c(1− e−b)(1− e−d) + RL
L
where |RL| 6 fe−a−c. (A.7)
Proof. Recall that Π denotes the support of the support of dµ(ω), the Poisson process of
intensity 1 on R+. Then, one can rewrite
X[0,L] =
∑
(X,Y )∈Π2
X<Y
1g6Y−X6g+fG(Π ∩ [0, X))H(Π ∩ (Y, L])
where the set-functions G and H have been defined respectively by (A.3) and
H(Π ∩ (Y, L]) =

1 if the distance from Y to the left most point
in {L} ∪ (Π ∩ (Y, L]) belongs to [c, c+ d],
0 if not.
(A.8)
The Palm formula, thus, yields
E(X[0,L]) =
∫
06x,y6L
g6y−x6g+f
E [G(Π ∩ [0, x))H(Π ∩ (y, L])] dxdy
=
∫
06x,y6L
g6y−x6g+f
E [G(Π ∩ [0, x))]E [H(Π ∩ (y, L])] dxdy
as the random sets Π ∩ [0, x)) and Π ∩ (y, L]) are independent.
As in (A.4), one checks that
E [H(Π ∩ (y, L])] = P (min(L− y, E) ∈ [c, c+ d]) =

e−c
(
1− e−d) if y 6 L− c− d,
e−c if y ∈ L− [c, c+ d],
0 if y > L− c.
Hence,
E(X[0,L]) = e
−a−c
(
1− e−d) (1− e−b) ∫
06x,y6L
g6y−x6g+f
dxdy +R1
= f e−a−c(1− e−b)(1− e−d)L+R2
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where, respectively, R1 6 e
−a−c and
R2 6 R := e
−a−c(1 + f 2 + fg). (A.9)
This completes the proof of Proposition A.2. 
Let us now prove Proposition 2.3. We want to go along the same lines as in the proof of
Proposition 2.2. Therefore, we set M := f e−a−c(1 − e−b)(1 − e−d) and partition [0, L] =
∪Jj=0[jℓ, (j + 1)ℓ] so that J ≍ Lν and ℓ ≍ L1−ν for some ν ∈ (0, 1) to be fixed. For the same
reasons as before, the random variables (ℓ−1X[jℓ,(j+1)ℓ])16j6J are independent sub-exponential
random variables.
We now need a replacement for (A.6). Therefore, we set
r := 1 + a + b+ c+ d+ f + g (A.10)
and, for 0 6 j 6 J , we let
• Yj be the number of pieces in the interval (j + 1)ℓ+ [−r, 0] of length in [a, a+ b] ,
• Zj be the number of pieces in the interval jℓ+ [0, r] of length in [c, c+ d].
Then, we have
−Ka
J∑
j=0
Yj −Kc
J∑
j=0
Zj 6 X[0,L] −
J∑
j=0
X[jℓ,(j+1)ℓ] 6 Ka
J∑
j=0
Yj +Kc
J∑
j=0
Zj (A.11)
where we have set
Ka := 1 +
f + g
a
and Kc = 1 +
f + g
c
. (A.12)
Indeed, if a pair of pieces counted by X[0,L] does not have any of its intervals in any of the
(jℓ + [−r, r])16j6J , then the convex closure of the pair is inside some jℓ + [0, ℓ], thus, the
pair is counted by X[jℓ,(j+1)ℓ]. This yields the upper bound in (A.11) as, any given interval
is the left (resp. right) most interval for at most 1 + (f + g)/c (resp. 1 + (f + g)/a) pairs
satisfying both the requirements on lengths and distance. The lower bound is obtained in
the same way.
For L sufficiently large, the random variables (Yj)16j6J and (Zj)16j6J are i.i.d. sub-exponen-
tial. Thus, applying the Bernstein inequality as in the proof of Proposition 2.2 yields that,
for some constant κ > 0 (independent of (a, b, c, d, f, g)) and β ∈ (2/3, 1), with probability
1− O(J−∞) = 1−O(L−∞), one has
J∑
j=1
Yj 6 κJ(e
−a + Jβ−1)r and
J−1∑
j=0
Zj 6 κJ(e
−c + Jβ−1)r; (A.13)
Now, we can estimate
∥∥ℓ−1X[jℓ,(j+1)ℓ]∥∥Ψ1 as in the proof of Proposition 2.2. Thus, the Bern-
stein inequality and Proposition A.2 yield that, for some κ (independent of (a, b, c, d, f, g)),
for ν ∈ (2/3, 1) and ℓ ≍ L1−ν , with probability 1− O(L−∞), one has∣∣∣∣∣
J∑
j=0
X[jℓ,(j+1)ℓ]
ℓ
− J M
∣∣∣∣∣ 6 κRL Jℓ .
Taking (A.11) and (A.13) into account, we get that, for some κ > 0 (independent of
(a, b, c, d, f, g)), with probability 1−O(L−∞), one has∣∣∣∣X[0,L]L −M
∣∣∣∣ 6 κR + (Kae−a +Kce−c + (Ka +Kc)Jβ−1)rℓ .
This proves (2.5) where the constants are given by
R(a, b, c, d, f, g) = κr
(
R +Kae
−a +Kce
−c
)
and K(a, c, f, g) = (Ka +Kc)r (A.14)
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(see (A.9), (A.10) and (A.12).)
The proof of Proposition 2.3 is complete. 
The proof of Proposition 2.4 is identical to that of Proposition 2.3: it suffices to take b =
d = +∞.
A.4. The proofs of Proposition 2.5. This proof is essentially identical to that of Propo-
sition 2.3. Let us just say a word about the differences.
For ℓ, ℓ′, ℓ′′, d > 0, let now X[0,L] to be the number triplets of pieces at most at a distance d
from each other such that
• the left most piece longer than ℓ,
• the middle piece longer than ℓ′,
• the right most piece longer than ℓ′′.
Then, one has
X[0,L] =
∑
(X,Y,W,Z)∈Π4
X<Y<W<Z
10<Y−X6d
l′6W−Y
0<Z−W6d
G(Π ∩ [0, X))K(Π ∩ (Y,W ))H(Π ∩ (Z, L])
where the set-functions G and H have been defined as
G(Π ∩ [0, X)) =

1 if the distance from X to the right most point
in {0} ∪ (Π ∩ [0, X)) belongs to [l,+∞),
0 if not,
K(Π ∩ (Y,W )) =
{
1 if Π ∩ (Y,W ) = ∅,
0 if not,
H(Π ∩ (Z, L]) =

1 if the distance from Z to the left most point
in {L} ∪ (Π ∩ (Z, L]) belongs to [l′′,+∞),
0 if not.
Following the proof of Proposition A.2, one proves
Proposition A.3. For L sufficiently large, one has
E
[
X[0,L]
L
]
= d2e−ℓ−ℓ
′−ℓ′′ +
RL
L
where |RL| 6 d2e−ℓ−ℓ′−ℓ′′ .
One then derives Proposition 2.2 from Proposition A.3 in the same way as Proposition 2.3
was derived from Proposition A.2.
A.5. Proof of Proposition 2.6. First of all, let us note that a piece of length l in [kℓE , (k+
1)ℓE) generates exactly k energy levels that do not exceed E. To count the energies less
than E, we are only interested in intervals of length l larger than ℓE . Other intervals do not
generate any energy levels we are interested in. Thus, by Proposition 2.2, for β ∈ (2/3, 1),
we obtain that with probability 1 − O(L−∞), the number of intervals generating k energy
levels below energy E is
L(e−kℓE − e−(k+1)ℓE) + LβRL where |RL| 6 3 (A.15)
where O(·) is uniform in k.
Let mL = logL · log logL. By Proposition 2.1, with probability 1 − O(L−∞), for L large,
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one computes
NDL (E) = L
−1
[mL/ℓE ]∑
k=1
k · L(e−kℓE − e−(k+1)ℓE) +mLL−1+βRL where |RL| 6 1
ℓE
=
[mL/ℓE ]∑
k=1
e−kℓE − [mL/ℓE]
e([mL/ℓE ]+1)ℓE
+mLL
−1+βRL
=
+∞∑
k=1
e−kℓE +mLL
−1+β(RL + 1) =
e−ℓE
1− e−ℓE +mLL
−1+β(RL + 2).
Thus, decreasing β above somewhat, with probability 1 − O(L−∞), for L sufficiently large,
one has ∣∣∣∣NDL (E)− e−ℓE1− e−ℓE
∣∣∣∣ 6 L−1+β. (A.16)
This proves (2.6). Using the fact that E 7→ NDL (E) is monotonous and the Lipschitz con-
tinuity of E 7→ N(E), (A.16) yields that, for E0 > 0, with probability 1 − O(L−∞), for L
sufficiently large, one has
sup
E∈[0,E0]
∣∣∣∣NDL (E)− e−ℓE1− e−ℓE
∣∣∣∣ 6 L−1+β . (A.17)
The formulas (2.8) and (2.9) for the Fermi energy and the Fermi length follow trivially. This
completes the proof of Proposition 2.6.
Appendix B. A simple lemma on trace class operators
The purpose of the present section is to prove
Lemma B.1. Pick (H, 〈·, ·〉) a separable Hilbert space and (Z, µ) a measured space with µ
a positive measure. Consider a weakly measurable mapping z ∈ Z → T (z) ∈ S1(H). Here,
S1(H) denotes the trace class operators in H, the trace class norm being denoted by ‖ · ‖tr.
Assume ∫
Z
‖T (z)‖trdµ(z) < +∞. (B.1)
Then, the integral T :=
∫
Z
T (z)dµ(z) converges weakly and defines a trace class operator
that satisfies
‖T‖tr =
∥∥∥∥∫
Z
T (z)dµ(z)
∥∥∥∥
tr
6
∫
Z
‖T (z)‖trdµ(z). (B.2)
Proof. By assumption, for (ϕ, ψ) ∈ H2, one has z → 〈T (z)ϕ, ψ〉 is measurable and bounded
by z → ‖T (z)‖tr‖ϕ‖‖ψ‖ which by (B.1) is integrable. It, thus, is integrable and one has∣∣∣∣∫
Z
〈T (z)ϕ, ψ〉dµ(z)
∣∣∣∣ 6 ∫
Z
|〈T (z)ϕ, ψ〉| dµ(z) 6
∫
Z
‖T (z)‖trdµ(z) ‖ϕ‖ ‖ψ‖.
Thus, the operator T :=
∫
Z
T (z)dµ(z) is well defined by
〈Tϕ, ψ〉 :=
∫
Z
〈T (z)ϕ, ψ〉dµ(z).
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and bounded.
Let us prove that it is trace class and satisfies (B.2). Let (ϕn)n>1 be an orthonormal basis
of H. Then,
|〈Tϕn, ϕn〉| 6
∫
Z
|〈T (z)ϕn, ϕn〉| dµ(z).
Thus,
N∑
n=1
|〈Tϕn, ϕn〉| 6
∫
Z
(
N∑
n=1
|〈T (z)ϕn, ϕn〉|
)
dµ(z) 6
∫
Z
‖T (z)‖trdµ(z).
Taking N → +∞ proves that, for any orthonormal basis of H, say, (ϕn)n>1, one has
+∞∑
n=1
|〈Tϕn, ϕn〉| 6
∫
Z
‖T (z)‖trdµ(z) < +∞.
Thus, T is trace class (see e.g. [RS80]) and satisfies (B.2). This completes the proof of
Lemma B.1. 
Appendix C. Anti-symmetric tensors: the projector on anti-symmetric
functions
Pick Ψ ∈ L2(Λn) and let Π∧n : L2(Λn)→
∧n L2(Λ) be the orthogonal projector on totally
anti-symmetric function. Then,
(Π∧nΨ)(x) =
1
n!
∑
σ permutation
of {1,··· ,n}
sgn σ ·Ψ(σx)
where, for x = (x1, · · · , xn), σx = (xσ(1), · · · , xσ(n)) and sgn σ is the signature of the permu-
tation σ.
Hence, if n = Q1 + · · ·+Qm and, for 1 6 j 6 m, ϕj ∈
∧Qj L2(∆j), we define(
m∏
j=1
∥∥ϕj∥∥)−1 m∧
j=1
ϕj :=
∥∥∥∥∥Π∧n
(
m⊗
j=1
ϕj
)∥∥∥∥∥
−1
Π∧n
(
m⊗
j=1
ϕj
)
(C.1)
and compute
Π∧n
(
m⊗
j=1
ϕj
)
=
1
n!
∑
σ permutation
of {1,··· ,n}
sgn σ
(
m⊗
j=1
ϕj
)
(σx)
=
1
n!
∑
σ permutation
of {1,··· ,n}
sgn σ
(
m∏
j=1
ϕj(xσ(Qj ))
)
where
xσ(Qj ) = (xσ(Q1+···+Qj−1+1), · · · , xσ(Q1+···+Qj−1+Qj)),
Qj = {Q1 + · · ·+Qj−1 + 1, · · · , Q1 + · · ·+Qj−1 +Qj}.
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Thus,
n! ·Π∧n
(
m⊗
j=1
ϕj
)
=
∑
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
∑
σ permutation
of {1,··· ,n}
s.t. ∀j, σ(Qj )=Aj
sgn σ
(
m∏
j=1
ϕj(xσ(Qj ))
)
=
∑
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′

∑
σ permutation
of {1,··· ,n}
s.t. ∀j, σ(Qj )=Aj
(
sgn σ
m∏
j=1
sgn σ|Qj
)(
m∏
j=1
ϕj(xAj )
)
=
m∏
j=1
Qj!
∑
|Aj |=Qj, ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
ε(A1, · · · , Am)
(
m∏
j=1
ϕj(xAj )
)
where we recall that ε(A1, · · · , Am) is the signature of σ(A1, · · · , Am) the unique permutation
of {1, · · · , n} such that, if Aj = {aij; 1 6 i 6 Qj, ai1j < ai2j for i1 < i2} for 1 6 j 6 m then
σ(aij) = Q1 + · · ·+Qj−1 + i.
As ∆j ∩∆k = ∅ if j 6= k, one has∥∥∥∥∥∥∥∥∥∥∥
∑
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
ε(A1, · · · , Am)
(
m∏
j=1
ϕj(xAj )
)
∥∥∥∥∥∥∥∥∥∥∥
2
=
m∏
j=1
∥∥ϕj∥∥2 ∑
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
1
=
n!∏m
j=1Qj !
m∏
j=1
∥∥ϕj∥∥2 .
Hence, by (C.1), we get(
m∧
j=1
ϕj
)
(x) =
√∏m
j=1Qj !
n!
∑
|Aj |=Qj , ∀16j6m
A1∪···∪Am={1,··· ,n}
Aj∩Aj′=∅ if j 6=j
′
ε(A1, · · · , Am)
(
m∏
j=1
ϕj(xAj )
)
. (C.2)
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