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Abstract
Self-excited vibrations, such as squealing of disc brakes or galloping of over-
head transmission lines, are often accompanied by undesired phenomena. The
appearance of self-excitation is ascribed to an instability originating either
from negative damping or from non-conservative coupling of motion coordi-
nates. In a linearized description, the stability behavior of such circulatory
systems strongly depends on the structure of the damping matrix as well as
the relation of all matrices involved. Considering the distinct physical ori-
gins of energy dissipation, some of the resulting damping matrices have a
stabilizing effect, while others may contribute to destabilization.
In this context, the present thesis addresses two major scientific objectives.
First, a deeper understanding is promoted regarding the influence of veloc-
ity proportional forces on the stability of linear mechanical systems featuring
circulatory and gyroscopic terms. Analytical investigations deliver detailed
insights into the required structure of the damping matrix either for stabi-
lization or the avoidance of destabilization. Second, stability is assessed by
means of quantitative measures. On this basis, a technique for stability op-
timization is established. The method relies on decomposing the damping
matrix into component matrices which are associated with different physical
origins. Suitable variation of these submatrices yields a reduced tendency
of self-excitation. Beneficial damping configurations are determined with re-
spect to predefined constraints, as they naturally appear in engineering. The
meaningfulness of the obtained results is judged in terms of dependence on
parameter fluctuations and technical feasibility. Serving as representative ex-
amples, various models of disc brakes and overhead transmission lines are




Selbsterregte Schwingungen, wie das Quietschen von Scheibenbremsen oder
das Seiltanzen von Freileitungen, werden häufig von unerwünschten Effek-
ten begleitet. Die Entstehung der Selbsterregung wird einer Instabilität zuge-
schrieben, die entweder von einer negativen Dämpfung oder von einer nicht-
konservativen Kopplung der Bewegungskoordinaten herrührt. In einer linea-
risierten Beschreibung hängt das Stabilitätsverhalten solcher zirkulatorischer
Systeme stark von der Struktur der Dämpfungsmatrix sowie vom Zusam-
menspiel aller beteiligten Matrizen ab. Angesichts der verschiedenen physi-
kalischen Ursprünge von Energiedissipation haben manche der resultierenden
Dämpfungsmatrizen eine stabilisierende Wirkung, während andere zur Desta-
bilisierung beitragen können.
In diesem Zusammenhang verfolgt die vorliegende Arbeit zwei Hauptziele.
Zunächst wird ein tiefergehendes Verständnis gefördert hinsichtlich des Ein-
flusses geschwindigkeitsproportionaler Kräfte auf die Stabilität linearer me-
chanischer Systeme mit zirkulatorischen und gyroskopischen Termen. Analyti-
sche Untersuchungen liefern detaillierte Einblicke in die erforderliche Struktur
der Dämpfungsmatrix zur Stabilisierung oder zur Vermeidung von Destabili-
sierung. Auf Grundlage einer quantitativen Bewertung wird eine Methode zur
Stabilitätsoptimierung eingeführt. Das Verfahren beruht auf der Zerlegung der
Dämpfungsmatrix in einzelne Komponenten, die ihrem jeweiligen physikali-
schen Ursprung zugeordnet sind. Eine geeignete Variation dieser Submatrizen
verringert die Tendenz zur Selbsterregung. Vorteilhafte Dämpfungskonfigu-
rationen werden unter Berücksichtigung bestimmter Zwangsbedingungen er-
mittelt. Die Aussagekraft der Ergebnisse wird bezüglich ihrer Abhängigkeit
von Parameterschwankungen sowie ihrer technischen Umsetzbarkeit beurteilt.
Als repräsentative Beispiele werden Modelle verschiedener Komplexitätsstu-
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Variables assigned to latin and greek characters are introduced in the respec-
tive chapter and not explicitly stated herein. However, their notation follows
the classification scheme below.
type of variable style of notation examples
scalar italic d, T , λ
vector bold, small q, α
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Self-excitation is a frequently occurring phenomenon in various engineering
applications. Unlike forced oscillations in which the alternating driving force
exists independent of the vibratory motion, the energy supplying self-excited
oscillations is generated and controlled by the motion itself. Hence, the vi-
bratory motion does not depend on the frequency of an externally modulated
power source [36,84]. Examples of undesirable and dangerous manifestations
of self-excitation are found in a broad variety of fields, such as squealing of
automotive disc brakes [88], vibrations in paper calenders [188], galloping of
overhead transmission lines [53], and ground resonance of helicopters [148].
Further examples of unwanted appearances are oil-whirl and oil-whip phe-
nomena of high-speed rotors with fluid bearings [153,154].
Negative effects of such oscillations are manifold and range from customer
dissatisfaction over poor paper quality up to power outages and catastrophic
failures of helicopters. Especially economic consequences resulting from cus-
tomer complaints, loss of revenue, as well as maintenance and repair of defec-
tive equipment lead to high costs. In North America alone, warranty expenses
corresponding to noise, vibration, and harshness including brake squeal are
estimated around one billion US$ per year [3]. Costs related to galloping
events have likewise been reported to exceed several million US$ [23].
The occurrence of self-excitation is generally associated with stability at-
tributes of equilibrium states of the considered system. In most cases, the on-
set stems from an instability which is either related to negative damping [70]
or to non-conservative coupling between coordinates [71]. The first mechanism
relies on forces with a negative velocity gradient leading to an effective damp-
ing which steadily increases the system’s total mechanical energy. While this
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behavior can be reproduced by minimal models featuring merely one degree of
freedom, the appearance of the second mechanism, which is usually referred
to as flutter or mode coupling, requires at least two independent motion co-
ordinates. Non-conservative (circulatory) forces govern the physical terms
associated with self-excitation. These terms originate, for instance, from the
frictional contact between the brake disc and the brake pads or from fluid-
structure interactions in overhead transmission lines. Via these fundamental
mechanisms, portions of the kinetic energy from a rotating brake rotor or
from wind, respectively, are misrouted into an oscillating system, which may
cause self-excitation.
It is well known that energy dissipation usually attenuates vibrations of
structures. While this characteristic is fairly intuitive for systems exclusively
described by mass, stiffness, and damping matrices, the effect of damping in
general mechanical systems possessing gyroscopic and circulatory terms is far
more complex [94]. Under the influence of dissipative forces, it is not a priori
predictable whether or not an equilibrium state is stable. Counterintuitively,
the introduction of (additional) damping does not necessarily have a stabiliz-
ing impact. Famous examples of this paradox are found in elastomechanics,
such as the overhead double pendulum with follower forces [68,193], and in ce-
lestial mechanics [28]. Furthermore, circulatory systems are not only sensitive
to the magnitude of the damping matrix but in particular also to its structure
as well as to the relation and relative structure of all matrices involved. Both
factors are decisive for stability [61,103,128].
In real applications, such as disc brakes or conductor cables, energy dis-
sipation has distinct physical origins and occurs in various locations. This
includes the interaction with adjacent fluids, friction between components,
and damping within materials [174]. A linearized description of these inher-
ently nonlinear processes leads to different types of damping matrices, which
can have an opposing influence on stability. Some of the resulting submatri-
ces contribute to stabilization, while others may induce the contrary. In the
absence of substantial knowledge about the governing mechanisms of energy
dissipation, the overall damping matrix is commonly assumed as a linear com-
bination of the mass and the stiffness matrix. Analyses of academic minimal
2
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models show, however, that this rather simplistic approach, which may be jus-
tified for forced vibrations, leads to diverging stability predictions in case of
self-excitation. These predictions strongly depend on the specific combination
of mass and stiffness proportional damping contributions [60].
In literature, numerous countermeasures to mitigate self-excited vibrations
are discussed. Methods of active suppression employ sensors and actuators
and thus may be expensive and elaborate to tune. This is different for typi-
cal passive techniques which can be differentiated into two groups. The first
group concerns the modification of mass and stiffness properties, such as the
separation of neighboring eigenfrequencies in disc brakes via a geometrical
adjustment of internal ventilation channels [162, 179]. The second group fo-
cuses on the determination of favorable damping properties including damper
viscosities and damper locations. In most cases, the calculation of an opti-
mum energy dissipation is merely carried out for systems which are solely
comprised of mass, stiffness, and damping matrices, e.g. [17, 25, 39, 131]. In
contrast, little is known about the passive assignment of eigenvalues affected
by circulatory and/or gyroscopic terms. The only approach for pole place-
ment by means of passive damping control in self-excited systems is suggested
by Ouyang [140], yet gyroscopic forces are still not explicitly taken into ac-
count. Despite the progress achieved in recent years, there is great potential
for improvement. Especially a deeper understanding of the impact of the
structure of the damping matrix on stability is needed. In addition, the find-
ing of advantageous damping configurations in mechanical systems featuring
circulatory and gyroscopic effects is of high interest.
1.2 Literature overview
This section provides a brief review of recent developments in the outlined re-
search context. The literature overview presented herein is restricted to two
representative examples of undesired occurrences of self-excitation in mechan-
ical systems. Supplementary literature on stability theory, damping models,




Brake systems of vehicles are prone to various noise and vibration phenomena,
an unpleasant example of which is referred to as brake squeal. Comprehen-
sive descriptions of fundamental correlations and backgrounds thereof can be
found in the review articles of Akay [3], Kinkaid et al. [88], and Ouyang
et al. [141]. While there is no universal definition in literature, it is generally
accepted that brake squeal is a friction-induced sound in the frequency range
of 1 to 12 kHz. For most squeal events, the audible noise is dominated by one
distinct frequency which is independent of the rotational speed of the disc.
The majority of authors attribute the excitation mechanism to the particular
structure of the linearized equations of motion which exhibit a non-symmetric
coordinate proportional matrix. For certain parameter combinations, the cir-
culatory portions lead to a pair of eigenvalues with positive real part such
that the trivial solution of the equations of motion becomes unstable. The
resulting flutter-type instability at the contact interface between the rotat-
ing disc and the brake pads is then interpreted as the onset of squeal. This
procedure, which is referred to as complex eigenvalue analysis, has been uti-
lized for the investigation of both, lumped minimal models [74, 157, 177] and
high-dimensional finite element models [6, 49,117].
With regard to its physical origin, energy dissipation in brake systems can
be divided into material damping in respective brake components, damping
at mechanical joints of the assembled structure, and damping due to the fric-
tional contact between disc and pads. Theoretical investigations of minimal
models conducted by Shin et al. [157] and Sinou & Jézéquel [158–160]
reveal that distributed energy dissipation, e.g. material damping, generally
reduces the squeal propensity, whereas concentrated energy dissipation, e.g.
joint damping, may have the opposite effect. In their work, the magnitude
and particularly the distribution of energy dissipation between the modes are
identified as key factors and are thus decisive for stability. This high sensitiv-
ity of disc brakes to different modal damping levels is confirmed by Fritz et
al. [41, 42] who analyzed realistic finite element models. On this basis, Can-
tone & Massi [19] succeeded in qualitatively comparing experiments with
4
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finite element computations with regards to the damping distribution. The
influence of mechanical joints on the dynamical behavior of brake systems is
extensively studied by Kruse et al. [108] and Tiedemann [169].
While publications mentioned up to this point rather focus on the identifi-
cation of inherent damping effects related to brake squeal, others concentrate
on the development of remedies thereof. Beyond active or semi-active mea-
sures [72,134,178], which employ sensors and actuators for squeal avoidance,
especially passive measures have been established in practice. Passive mea-
sures involve both the adjustment of mass and stiffness parameters, such as
performed by Vomstein [176] and Wagner [179], as well as the modifica-
tion of damping properties. The latter modifications concern, for example,
the enhancement of the material damping capacity of disc and pads [146,190]
or the application of additional damping devices, such as shims [76, 85, 191].
These lumped insulators are usually comprised of thin, multi-layered plates
of metal and elastomers. When attached to the brake assembly, shims may
be able to improve the stability behavior. However, as shown by Festjens
et al. [37], their global advantage is not a priori determined.
1.2.2 Conductor galloping
High-voltage overhead transmission lines are inevitably exposed to wind, the
natural air flow evoking various vibration phenomena. According to Kieß-
ling et al. [86] and Wang [184], three main types of oscillations can be
differentiated based on characteristic amplitudes and frequencies. Besides ae-
olian vibrations (5 – 100Hz), which are associated with a formation of vortices
behind the conductors, another phenomenon is described by wake-induced
subspan oscillations (1 – 5Hz), which are due to an aerodynamic coupling of
multi-conductor bundles. Vibrations referred to as galloping denote predom-
inantly vertical motions of the span in one single or a few loops of stand-
ing waves. Frequencies typically range from 0.1 to 1Hz with corresponding
amplitudes potentially reaching the magnitude of the sag. These large dis-
placements may lead, for instance, to contact of adjacent phases requiring an
interruption of the network operation.
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A comprehensive treatment of the state of the art of conductor galloping is
summarized in the report edited by Cigré [23]. In the vast majority of cases,
galloping relies on an aerodynamic instability when the resulting velocity pro-
portional force comprising lift, drag, and intrinsic energy dissipation triggers
a negative effective damping. This mechanism of self-excitation, which is
classically ascribed to Den Hartog [31], occurs for asymmetric cable cross-
sections originating from an accretion of ice or wet snow. As pointed out
by Nigol & Buchan [137] and later by Wang & Lilien [185], the elastic
coupling between vertical and torsional motions of bundled systems can also
lead to instabilities of flutter-type.
In literature, numerous variants of both lumped minimal models with few
degrees of freedom [13,53,186] as well as high-dimensional finite element mod-
els [32, 33, 53] have been developed. While these publications emphasize the
nature of galloping and its correct mathematical description, little is known
about its successful prevention. Galloping amplitudes are determined by the
balance between the net energy supplied through aerodynamic action and the
mechanical energy dissipated in the system. The dissipation mainly arises
from friction and shear deformation between the individual layers of the cable
strands [54] or from hysteresis at supporting points. Investigations conducted
by Noiseux [138] and Stickland et al. [165] indicate, however, that the
relative contribution of these mechanisms has a minor impact on the overall
energy balance due to the low frequency of galloping.
Hence, external devices need to be applied for an adequate mitigation.
Common methods range from aerodynamic devices over detuning pendulums
up to self-damping spacers. The latter are widely used since they have proved
to be effective in maintaining the distance between adjacent conductors [23].
Additionally, spacers possess adaptable viscoelastic properties for the absorp-
tion of wind-induced energy. Advantageous location schemes, which establish
a high level of vibration control, have been proposed by Edwards & Ko [35]
and Groß [53]. However, the damper viscosity of the installed devices has
not been tailored to the respective arrangement. An optimum adjustment of
design parameters has mostly been addressed for spacers which are employed




On the basis of the reviewed literature, it is apparent that there is a strong
demand for practical measures for the avoidance of self-excited vibrations in
mechanical systems. Herein, two major aspects need to be addressed. First,
it is essential to completely understand the impact of velocity proportional
forces on the stability behavior of circulatory systems without limiting the
magnitude of certain contributions. Theoretical investigations are necessary
to gain detailed insights into the required structure of the damping matrix
either for stabilization or the avoidance of destabilization. Pole placement
is preferably conducted via a passive alteration of damping coefficients. Fol-
lowing an analytical approach for linear mechanical systems enhances the
appreciation for the relative structure of all matrices involved. Aside from
focusing on qualitative properties, i.e. whether or not the equilibrium state
is stable, it is further required to assess stability by means of quantitative
measures. The challenge is to make the trivial solution of the equations of
motion as stable as possible while evaluating to what extent the computed
optima depend on natural parameter fluctuations.
Second, it is indispensable to transfer and apply the theoretical knowledge
to technical applications. Serving as representative examples, various models
of disc brakes and overhead transmission lines are studied numerically at dif-
ferent levels of complexity. For both model classes, clarification is demanded
on how the occurring mechanisms of energy dissipation are reflected in the
overall damping matrix. The intention is to relate the submatrices to their
respective physical origin. On this basis, an optimization problem can be
formulated, where the ratio of these submatrices is varied to either stabilize
or increase the degree of stability of the equilibrium position. Hereby, the co-
efficients of the respective component matrix are the optimization variables.
This tailoring of damping needs to be carried out with respect to predefined
constraints, as they naturally appear in engineering. In order to ensure the
meaningfulness of optimized configurations, numerically obtained results have
to be judged in terms of technical feasibility. For the reason of industrial rele-




Based on the scientific setting described, this thesis is divided into six chapters,
the upcoming five of which are organized as follows:
Chapter 2 frames the general theoretical context of this study, including
the derivation of the equations of motion for mechanical systems. In respect
of further analyses, criteria for stability determination and quantification are
discussed. Moreover, an introduction to different mechanisms of energy dis-
sipation is given, aiming to formulate an optimization approach with respect
to advantageous damping properties of circulatory systems.
Chapter 3 elucidates effects of velocity proportional forces on the stability
of linear mechanical systems featuring gyroscopic and circulatory terms. For
the particular case of two degrees of freedom, the small number of parameters
enables an analytical assessment. The explicitly derived stability boundary
is investigated with regard to different structures of the damping matrix, the
role of gyroscopic terms, and the spacing of the eigenfrequencies.
Chapter 4 focuses on the calculation of favorable damping configurations
in disc brake systems. Numerical investigations are performed using the ap-
proach of complex eigenvalue analysis and concern both, low-dimensional min-
imal models as well as simplified and realistic disc brake models originating
from a finite element environment. Optimization results are subsequently
assessed in terms of the theoretical findings from chapter 3.
Chapter 5 addresses the influence of internal and external energy dissi-
pation on the transverse dynamics of taut strings. Examinations incorporate
model setups featuring a single or a pair of coupled strings. Design parameters
of the respective damping elements, i.e. viscosities and locations, are tuned to
maximize the damping ratio. The aim is to mitigate vibration modes affiliated
to the lowest eigenfrequencies as they occur during galloping.
Chapter 6 concludes the major findings of this work and provides a brief




This chapter places the thesis in its general context. The equations of motion
for mechanical systems are derived and qualitative and quantitative criteria
for stability determination are discussed. An overview of damping mechanisms
and modeling is given, including the introduction of an optimization approach
with respect to favorable damping properties.
2.1 Dynamics of mechanical systems
Vibratory systems consist of storage elements for kinetic energy (masses or
inertias) and potential energy (springs) as well as elements which continually
dissipate some of the oscillation energy into heat (dampers). The dynamical
interaction of these components is described by differential equations relating
the motion coordinates with their time derivatives. Aside from a formulation
using Newton’s laws, a standard approach to derive the equations of mo-
tion of (holonomic) mechanical systems having n degrees of freedom is the








This formalism incorporates the constraints directly by choice of the column
vector of independent generalized coordinates q = (q1, . . . , qn)
T. The over-
dot in Eq. (2.1) indicates differentiation with respect to time and the La-
grangeian L is defined by
L := T − U , (2.2)
where the kinetic energy T = T (q1, . . . , qn, q˙1, . . . , q˙n) depends on both the
generalized coordinates and their time derivatives, while the potential en-
ergy U = U (q1, . . . , qn) depends on the generalized coordinates only. Forces
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acting on the system and not arising from a potential, e.g. friction forces,
damping forces, and excitation forces, are accounted for in the column vector
of generalized non-conservative forces g = (g1, . . . , gn)
T [48, 143].
The Lagrange formalism (2.1) along with definition (2.2) yields a system
of n second order ordinary differential equations of the form
f(q¨, q˙,q, t) = 0, (2.3)
which are frequently nonlinear and in general cannot be solved analytically.
For many engineering applications, however, it is sufficient to approximate the
dynamical behavior of system (2.3) by linearizing around a reference position,
typically a static equilibrium qs, using a truncated Taylor series expansion














(q− qs) . (2.4)
Shifting the equilibrium to the origin via x = q − qs and neglecting higher-
order terms leads to the linearized equations of disturbed motion
M(t)x¨ + B(t)x˙ + C(t)x = −f (0,0,qs, t) , (2.5)
with the explicitly time-dependent matrices M(t), B(t), andC(t) of dimension

















For the study of self-excited vibrations in this thesis, the system matrices are
taken to be time-invariant and the right hand side of Eq. (2.5) is set to zero.
The resulting autonomous, homogeneous, linearized equations of disturbed
motion near the equilibrium state x ≡ 0 read
Mx¨ + (D + G) x˙ + (K + N)x = 0. (2.7)
The generally non-symmetric matrices B and C representing velocity propor-
tional forces and coordinate proportional forces, respectively, are decomposed
























2.1 Dynamics of mechanical systems
Under the assumption of an invertible mass matrix M, another coordinate
transformation y = (x, x˙)T with y ∈ R2n yields the first-order formulation
y˙ = Ay, (2.9)
which is equivalent to Eq. (2.7). The square coefficient matrix A is generally




−M−1(K + N) −M−1(D + G)
)
, (2.10)
with I being the n × n identity matrix. When looking for a particular solu-
tion of Eq. (2.9), the exponential ansatz y = r eλt is applied. The resulting
eigenvalue problem reads
(λI−A) r = 0, (2.11)
where λ ∈ C and r ∈ C2n are the eigenvalues and the corresponding right
eigenvectors, respectively. This algebraic system of equations has a non-trivial
solution r 6= 0 if and only if the matrix (λI−A) is singular implying that λ
is a root of the characteristic polynomial





where the coefficients ai are real constants. The 2n roots λi (i = 1, . . . , 2n) of
Eq. (2.12) can either be real, pairwise complex conjugate, or purely imaginary.
The different terms in Eq. (2.7) can be interpreted as generalized forces
which have distinct mathematical and physical properties [130]. Premultiply-








for the kinetic and potential energy gives the scalar expression
d
dt
(T + U) = −x˙TDx˙− x˙TNx. (2.14)
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This expression represents the time rate of change of the system’s total me-
chanical energy. Eq. (2.7) and Eq. (2.14) are comprised of five individual
contributions, where:
• M is the symmetric and positive definite mass matrix associated with
the kinetic energy of the system.
• D is the symmetric damping matrix characterizing velocity propor-
tional, non-conservative forces. For D positive definite, energy is dis-
sipated in all motions and the system is completely damped. For D
positive semi-definite, damping is called incomplete and undamped mo-
tions may be possible. However, the system may still be asymptotically
stable depending on the structure of all matrices involved. This case is
referred to as pervasive dissipation [121,127,144].
• G is the skew-symmetric gyroscopic matrix describing velocity propor-
tional forces which do not contribute to the energy balance. They arise,
for example, when the equations of motion are formulated in a rotating
reference frame [44,120].
• K is the symmetric and generally positive definite stiffness matrix asso-
ciated with the potential energy of the system.
• N is the skew-symmetric circulatory matrix representing coordinate pro-
portional, non-conservative forces, which may act as a source of power
and thus are able to generate and maintain self-excited vibrations. They
originate, for example, from follower forces in elastomechanics [66], from
fluid-structure interactions [12], and from the kinematic linearization of
friction forces acting on moving parts in frictional contact [62].
Depending on the relation of all matrices involved, systems with dissipative
and circulatory forces are able to gain energy from the environment when part
of the energy is misrouted into the oscillation, e.g. via friction or fluid-flow
interactions, respectively. In systems without any dissipative and circulatory
effects, i.e. D = 0 and N = 0, the total mechanical energy T +U is constant.
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2.2 Stability of mechanical systems
2.2.1 Qualitative measures
Stability of motion is a crucial topic in the dynamics of mechanical systems.
The precise mathematical foundation of modern stability theory including the
justification of linearization is based on Lyapunov’s doctoral thesis [118]. His
work addresses the asymptotic properties of solutions of nonlinear equations
of motion of type
x˙ = f (x(t), t) . (2.15)
The requirement is that small perturbations, e.g. deviations of the initial
conditions, remain bounded in time for stable motions (Fig. 2.1a), converge
to zero for asymptotically stable solutions (Fig. 2.1b), and diverge to infinity
for unstable solutions (Fig. 2.1c). In the following, these rather intuitive



















Figure 2.1: Distance |x(t)| to the equilibrium position x(t) ≡ 0 over time t for a
reference solution of system (2.15).
Lyapunov stability
The equilibrium position x(t) ≡ 0 of system (2.15) with f (0, t) ≡ 0 is referred
to as Lyapunov stable if for every (arbitrarily small) ² > 0 there exists a
positive number δ(²) such that the resulting disturbed motion x(t) satisfies
|x(t)| < ². (2.16)
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This requirement needs to hold true for all times t ≥ t0 and any arbitrary
initial displacement x(t0) = x0 with |x0| < δ(²).
Asymptotic stability
The equilibrium position x(t) ≡ 0 of system (2.15) with f (0, t) ≡ 0 is re-
ferred to as asymptotically stable if it is Lyapunov stable and if the resulting
disturbed motion x(t) additionally satisfies
lim
t→∞x(t) = 0. (2.17)
Instability
The equilibrium position x(t) ≡ 0 of system (2.15) with f (0, t) ≡ 0 is consid-
ered unstable if it is neither Lyapunov stable nor asymptotically stable.
Relation of eigenvalues and stability
One of the key ideas to judge stability is the prediction of qualitative pat-
terns of a perturbed solution using linearization. According to the Hartman-
Grobman theorem [64], eigenvalues of the coefficient matrix A of linearized
system (2.9) sufficiently characterize the stability behavior around hyperbolic
equilibria of the underlying nonlinear system (2.15). Based on this linear
approximation, three cases are distinguished [156]:
1. If all eigenvalues of A have negative real part, i.e. Re(λi) < 0 ∀ i ∈
{1, . . . , 2n}, the investigated reference solution is asymptotically stable
independent of nonlinear terms.
2. If at least one eigenvalue of A has positive real part, i.e. maxRe(λi) >
0 ∀ i ∈ {1, . . . , 2n}, the investigated reference solution is unstable inde-
pendent of nonlinear terms.
3a. If at least one eigenvalue of A has zero real part, i.e. maxRe(λi) =
0 ∀ i ∈ {1, . . . , 2n}, stability cannot be determined using the first ap-
proximation since the investigated equilibrium is not hyperbolic. In this
14
2.2 Stability of mechanical systems
special case, a stability analysis is only feasible considering higher-order
terms in Taylor series expansion (2.4).
For time-invariant systems of form (2.9) which are a priori linear, stability is
a global system property [128].† Case 3a can thus be replaced by:
3b. If all eigenvalues of A have non-positive real part, one or more eigen-
values have zero real part, and the algebraic multiplicity is equal to
the geometric multiplicity for all eigenvalues with zero real part, i.e. all
roots of Eq. (2.12) are simple or semi-simple, the investigated system is
weakly stable or marginally stable.
The application of these theorems is simplified by various criteria which give
both, necessary and sufficient as well as sufficient conditions whereby all
roots λ of characteristic polynomial (2.12) lie in the open left half of the com-
plex plane. These criteria facilitate the stability determination of a solution
of Eq. (2.7) respectively Eq. (2.9) without solving the system directly.
Liénard-Chipart criterion
The stability criterion of Liénard & Chipart [116] is a modified variant of
the criterion of Hurwitz [77]. It combines a particular sequence of both the
coefficients ai of characteristic polynomial (2.12) and the leading principal
minors Hi of the real square Hurwitz matrix
H =

a1 a0 0 ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ 0





0 ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ ∙ a2n
 . (2.18)
A necessary and sufficient condition for all roots λ of characteristic polyno-
mial (2.12) to have strictly negative real part is
a2(n−i) > 0 ∧ H2(n−i)−1 > 0 ∀ i ∈ {0, . . . , n − 1}. (2.19)
†In this thesis, the stability of the trivial solution of the equations of motion linearized




This criterion has the advantage that only half the number of required deter-
minants, the order of the largest being 2n− 1, have to be computed.
For many technical problems, the critical boundary between the asymptot-
ically stable and unstable regime plays an important role. It can be derived
using Orlando’s formula [139], which expresses the relation between the
eigenvalues λ and the (2n − 1)-th Hurwitz determinant. If parameters of
linear system (2.9) are varied, starting in the asymptotically stable regime,
the stability boundary is given by
H2n = a2nH2n−1 = 0. (2.20)
Therein, a2n = 0 indicates monotonic marginal stability (Im(λ) = 0), while
H2n−1 = 0 implies marginal stability of flutter-type (Im(λ) 6= 0), which occurs
immediately after exiting the asymptotically stable domain [130].
Most of the other known stability criteria are merely sufficient for asymp-
totic stability, rather than being necessary and sufficient. An example is the
criterion introduced by Frik [40], which takes advantage of the limitation
of the Rayleigh quotient by the smallest and largest eigenvalue of the re-
spective matrices in Eq. (2.7). Other examples are the criteria studied by
Kliem & Pommer [101, 102], which represent a simplified variant of Lya-
punov’s direct method. The criterion formulated by Walker [181] yields
necessary and sufficient conditions for asymptotic stability. However, these
are less applicable than those by Liénard and Chipart since they are based
on the existence of matrices with certain properties satisfying Lyapunov’s
matrix equation and thus are not straightforward to verify. In contrast, the
Liénard-Chipart criterion gives explicit conditions for asymptotic stability
based on the coefficients of the characteristic polynomial. They naturally
become less feasible for systems with a large number of degrees of freedom.
Relation of matrix properties and stability
Stability criteria based on the distribution of roots of the characteristic poly-
nomial neglect the special structure of the matrices M, D, G, K, and N in
the equations of motion (2.7). The solution of the stability problem using an
energy-based method, however, allows a physical interpretation of the stability
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conditions which depend on the properties and the interaction of all matrices
involved [119, 128, 192, 193]. For example, a conservative MK-system with
positive definite mass and stiffness matrix always has simple or semi-simple,
purely imaginary eigenvalues. The equilibrium position is marginally stable
given that the underlying system is linear. This can be verified by referring
to the vanishing right-hand side of Eq. (2.14) which implies that the total me-
chanical energy is constant. Adding pervasive dissipation† results in complex
conjugate pairs of eigenvalues with negative real part. In this case, the right-
hand side of Eq. (2.14) is non-positive and only vanishes in the equilibrium
position. The total mechanical energy decreases continuously and the system
is asymptotically stable. This does not necessarily require a positive definite
damping matrix D.
While these instances are fairly intuitive, the effect of damping terms in gen-
eral systems with G 6= 0 and N 6= 0 is more complex. One of the few generic
results is that undamped systems of type MGKN are mostly unstable unless
all coefficients of odd powers of λ in Eq. (2.12) vanish. This occurrence is re-
ferred to as an academic special case [62]. The introduction of (infinitesimally
small) damping may not only stabilize but also destabilize such systems. The
extended theorem of Thomson & Tait [168] states that marginally stable
MK-systems cannot be destabilized by adding velocity proportional terms of
the form (D + G) x˙ if the corresponding dissipation function is at least pos-
itive semi-definite. The characteristics of its eigenvalues, i.e. the sign of the
real parts, then only depend on the definiteness of the damping matrix and
are independent of gyroscopic terms [128]. In contrast, pervasive damping
in gyroscopically stabilized systems with an indefinite stiffness matrix always
leads to instability, as it happens, for instance, in satellite mechanics [28].
The structure of the damping matrix is also crucial for the stability be-
havior of circulatory systems [16,91,92,96–98]. Most authors focus on rather
academic problems with a low number of degrees of freedom, an example of
which is the famous overhead double pendulum with follower forces [66–68].
The theorems published by Hagedorn et al. [61] hold for arbitrarily large
†Pervasive damping means that no eigenvector and thus no component of the motion lies
in the null space of the damping matrix.
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values of n, as they naturally appear in finite element environments. None
of the matrices are assumed to be small in contrast to standard perturbation
approaches [163]. Moreover, they are independent of an underlying MK-
system with double eigenfrequencies, which can be particularly prone to self-
excitation [161]. The theorems prove that on the one hand, any MKN-system
with purely imaginary eigenvalues can either have an asymptotically stable
or an unstable trivial solution under the influence of dissipative forces. Both
cases can be achieved by adding a suitable damping matrix of arbitrarily
small norm since only the structure of the matrix is relevant. On the other
hand, any system of type MDGKN can always be stabilized asymptotically
by adding an at least positive semi-definite damping matrix. As a result,
any engineering system which may be unstable due to intrinsic damping, e.g.
friction within materials, can always be stabilized asymptotically by adding
more (non-negative) damping of a certain structure.
It is trivial that this stabilization cannot be achieved by a damping matrix
of arbitrarily small norm, and there is no information about the required struc-
ture. For non-gyroscopic systems, however, Done [34] and Walker [180] si-
multaneously developed sufficient damping configurations which (i) assuredly
do not have a destabilizing impact and (ii) show a stabilizing effect in all sce-
narios considered. The special case when the damping matrix is proportional
to the mass matrix is such an example, whereas the more general formulation
of D being a linear combination of M and K is not always stabilizing, cf.
section 2.3.1. More recently, Kirillov & Seyranian [95] established a class
of matrix structures which is necessary and sufficient to stabilize circulatory
systems with velocity-dependent forces.
2.2.2 Quantitative measures
For many technical applications, asymptotic stability alone is not sufficient.
A further requirement is that the trivial solution is as stable as possible given
that parameters governing the dynamical behavior, e.g. stiffness and damping
coefficients, may be varied within a specific range. Among the most common
criteria to quantitatively assess the stability of these systems are the degree of
18
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stability ζabs (absolute stability reserve) and the damping ratio ζrel (relative
stability reserve). An advantage of both measures is the independence of
the initial conditions y(t0) of linear system (2.9). The degree of stability
geometrically represents the distance
ζabs := −max
i
[Re(λi)] , i = 1, . . . , 2n, (2.21)
of the imaginary axis to the eigenvalue with largest real part, cf. Fig. 2.2a,
and is a measure of describing how rapidly oscillations decay after disturbance.
The larger the degree of stability, the faster the motion generally decays.








, i = 1, . . . , 2n, (2.22)
and can be geometrically interpreted as the sine of the angle spanned by the
position vector of the eigenvalue with largest real part and the imaginary
axis, cf. Fig. 2.2b. The damping ratio indicates after how many periods of
oscillation an initial deflection has decayed to a certain fraction, i.e. a high









(b) Damping ratio ζrel = sin ψ.
Figure 2.2: Geometric interpretation of quantitative stability measures.
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2.3 Damping mechanisms and modeling
Damping of a vibrating structure is the irreversible transition of mechanical
energy into other forms of energy. This includes the interaction of structures
with adjacent fluids, friction between components, and energy dissipation
within materials [174]. While mass and stiffness matrices can be precisely de-
termined from geometry and material parameters, damping often is not well
defined and has to be identified experimentally. As Scanlan [149] pointed
out, the specific mechanisms of energy dissipation are not completely under-
stood and thus any mathematical representation of damping in the equations
of motion is only an approximation of the underlying true physical process.
In many cases, however, there are models yielding acceptable results. Among
these are the phenomenological models of viscous damping, material damping,
and friction damping [122].
2.3.1 Viscous damping
The most common approach to model damping mathematically is to assume
viscous damping, which may be used for linear and nonlinear damping mech-
anisms. In the vast majority of engineering applications, energy dissipation
can sufficiently be described by an equivalent viscous damping. In analogy to
the functionals of the kinetic energy and the potential energy in Eq. (2.13),




which is a quadratic form in the generalized velocities q˙. This scalar function
represents half the time rate of change of the energy dissipation due to viscous
damping. The corresponding vector of generalized non-conservative forces in




The resulting damping force arising, for example in liquid lubrication between
moving parts, is directly proportional to the relative velocity of the two ends
of the damping device.
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A special case of the viscous damping model is frequently referred to as
classical damping [2]. The equations of motion of classically damped MDK-
systems can be decoupled in the real domain. For this purpose, the modal
transformation matrix R = (r1 r2 . . . rn) is used, which is defined by the
eigenvectors of the corresponding undamped system. The resulting coefficient
matrices RTMR, RTDR, and RTKR are inherently diagonalized. Thus, the
system can be treated as a collection of single degree of freedom oscillators [43].








, αi ∈ R, (2.25)
defining the damping matrix in terms of the mass and the stiffness matrix, is
a necessary and sufficient condition fulfilling this requirement. An alternative
variant of this formulation is given by Adhikari [1]. Experimental modal
testing suggests, however, that the assumption of classical damping is invalid
for many engineering applications [155].
In the absence of precise knowledge of the distribution of energy dissipation,
the damping matrix is commonly expressed as a linear combination of mass
and stiffness matrix
D = α1M + α2K, (2.26)
corresponding to the first two terms of Caughey series (2.25). This approach
is usually referred to as Rayleigh damping since it is ascribed to his assertion
of damped systems possessing classical normal modes [166]. In literature, the
mass matrix proportional part α1M is sometimes associated with external
damping, whereas the stiffness matrix proportional part α2K is often referred
to as inner or material damping.
On the one hand, in systems of type MDK, the specific structure of the
damping matrix plays a minor role for the study of free and forced vibra-
tions. Approach (2.26) may lead to satisfying results, particularly for weakly
damped systems. On the other hand, systems containing circulatory and gy-
roscopic terms can be very sensitive to the structure of D, which may have
a significant influence on their stability boundary, cf. section 2.2.1. This be-
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havior is demonstrated by a simple numerical example with two degrees of

















The damping matrix is of form (2.26), where α1 and α2 are real positive
scalars. In this example, the dimensionless parameters are set to ω21 = 2,
ω22 = 1, ν = 0.499, and γ = 0.005. The resulting stability map in the α1-
α2-plane is shown in Fig. 2.3a. For α1 > 0.04, the trivial solution is asymp-
totically stable for any value of α2, while its stability strongly depends on
the inner damping α2K for α1 < 0.02. In this region, asymmetrical damp-
ing introduced by the unequal circular eigenfrequencies ω1 and ω2 cannot be
compensated by the symmetric, mass proportional terms such that adding
damping by increasing α2 contributes to destabilization.
flutter instability†
asymptotic stability










(b) Root loci of eigenvalues for α1 = 0.
Figure 2.3: Stability of a MDGKN-system with n = 2 and Rayleigh damping.
Fig. 2.3b features the root loci of the complex eigenvalues for α1 = 0 and
variation of α2. In the undamped case (α1 = α2 = 0), the eigenvalue pair λ3,4
lies in the open left half of the complex plane, while λ1,2 lies in the open right
half. The trivial solution is thus unstable. With growing inner damping α2K
†This type of instability occurs when a pair of complex conjugate eigenvalues with
Im(λ) 6= 0 crosses the imaginary axis.
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the real part of λ1,2 moves in negative direction, whereas the real part of λ3,4
initially increases but remains negative. For 0.008 < α2 < 0.013, the trivial
solution is asymptotically stable followed by an unstable behavior when λ3,4
crosses the imaginary axis. The real part of eigenvalue pair λ3,4 continues to
increase with α2 until a maximum value is reached. Subsequently, this motion
is reversed leading to an asymptotically stable solution for α2 > 0.087. A
conclusion drawn from this example is the strong dependence of the damping
effect in gyroscopic and circulatory systems (G 6= 0, N 6= 0) on the structure
of the damping matrix.
2.3.2 Material damping
In solid materials subject to cyclic loads, a portion of the deformation energy
is irreversibly converted into heat through a variety of physical mechanisms,
e.g. dislocations, grain boundaries, and atomic motion [112]. The inherent








where σ is the stress and ε is the strain. In the ε-σ-plane plotted in Fig. 2.4a,
WD geometrically depicts the area enclosed by the hysteresis loop, which is
elliptical for linear viscoelastic solids [14,150].
Despite Lazan [112] elaborating on its deficiencies, a suitable approxima-
tion of this behavior is the Kelvin-Voigt model, which consists of a massless
viscous damper (damping coefficient d) connected in parallel with a massless
elastic spring (stiffness coefficient k). The total force acting in the direction
of motion is comprised of the sum of spring and damper force. Assuming
harmonic excitation of the form
q = qˆ cos (Ωt + ϕ) , (2.29)
yields the energy loss over one period T = 2π/Ω which is given by




This energy loss is proportional to the excitation frequency Ω and to the square
of the amplitude qˆ. Experiments reveal that many materials undergoing cyclic
loading exhibit energy losses which are proportional to the amplitude squared
but do not vary with frequency. The independence of frequency variation is an
approximation, yet it applies for a wide frequency range [9, 87]. This implies
WmD = πχkqˆ
2, (2.31)
with the dimensionless loss factor χ being an aggregate of energy dissipation
due to numerous microscopic sources and mechanisms characteristic for the
given material and structure. From a continuum mechanical perspective, the
loss factor corresponds to the complex Young’s modulus
E = Es (1 + i χ) , (2.32)
where Es is the storage modulus and χ is the tangent of the phase angle
describing the time displacement by which the stress leads the strain [105].
Comparison of Eq. (2.30) and Eq. (2.31) leads to the definition of the equiv-





satisfactorily replacing a system with material damping by its viscous equiva-
lent, which is defined by the same energy loss per cycle [27]. This is indicated
in Fig. 2.4b, where the frequency dependence of the energy dissipation of a
system with material damping is compared to a viscously damped system.
While the requirement W vD = W
m
D is fulfilled exactly at the circular refer-
ence frequency Ωref , the effective damping is overestimated for Ω > Ωref and
underestimated for Ω < Ωref .
In general, the law of material damping is restricted to harmonically ex-
cited systems with one degree of freedom. It is unknown for systems with
multiple modes and no external excitation (oscillations are self-excited) [135].
Nevertheless, the procedure of assigning an equivalent damping applied to
homogeneous systems with n > 1 may yield acceptable results if χ ¿ 1, i.e.
the damping forces do not change the modes of vibration [22,27,46]. In fact,
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the values for loss factors encountered in practice range from χ = 2×10−5 for
aluminum [8] to χ = 10−1 for cast iron [112], which justifies the assumption
of weakly damped solutions. In analogy to Eq. (2.33), the equivalent viscous







with l appropriate values of χi and Ki in each elastic component of the system.
Since Ω is unknown until the homogeneous equations of motion are solved, it
is often replaced by a conservatively chosen circular reference frequency Ωref
larger than the actual Ω. This assures that the effective damping is not
overestimated in the frequency range of interest.
The representation of equivalent viscous damping in Eq. (2.33) and Eq. (2.34)
has physical limitations. As noted by Crandall [27] and Scanlan [149], the
assumption of a frequency-independent loss factor χ is non-causal, i.e. the re-
sponse anticipates the excitation, leading to physically unfeasible results in the
time domain. However, since many problems in vibration theory are analyzed















(b) Energy dissipation per cycle as a
function of the circular frequency.




Another source of energy dissipation in vibrating structures is non-viscous
damping due to dry friction generated by the relative motion of two solid
surfaces in contact. This concerns, for example, the interface between the
brake pad and the brake disc as well as riveted, bolted, glued, and keyed joints
in assembled structures [7,15,45,145]. Especially in metal structures, damping
resulting from joints is typically much higher than material damping [152].
A simplified phenomenological description of sliding friction is governed by
Coulomb’s law
FR = −μFN sgn (q˙) (2.35)
relating the friction force FR with the normal force FN and the constant
kinetic friction coefficient μ [30]. A change in sign of the relative velocity q˙
causes a discontinuous change of the direction of the friction forces acting on
the system, i.e. the transition between stick and slip is unsteady. As illustrated
in [72] and later in [69, 71], the kinematic linearization of Eq. (2.35) causes
both velocity proportional and coordinate proportional terms in the equations
of motion (2.7). These terms are not necessarily symmetric for systems with
at least two degrees of freedom. Coulomb friction therefore not only has
a stabilizing influence, its circulatory parts may furthermore lead to flutter
instability depending on the relation of all matrices involved.
Under the assumption of a relative displacement of form (2.29), the area
enclosed by the rectangular shaped hysteresis loop is proportional to the ab-
solute value of the friction force and to the first power of the amplitude. This
area is thus expressed as
W cD = 4μFN qˆ. (2.36)






which in contrast to Eq. (2.33) depends on the amplitude qˆ and thus leads to
the conclusion that Coulomb friction represents a nonlinear form of damping.
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The description of friction according to Eq. (2.35) does not allow elastic
deformations prior to interfacial slip; it merely accounts for sliding of the en-
tire surface. A solution to this fundamental drawback is the Jenkin-element,
which is ascribed to Masing [124]. He used a parallel distribution of these
elements to model the dynamical behavior of mechanical joints. The Jenkin-
element is a combination of a linear elastic spring connected in series with an
ideal Coulomb friction damper. It is characterized by the tangential contact
stiffness k, the preload FN , as well as the static and kinetic friction coeffi-
cient μ0 and μ, respectively. Based on the assumption of harmonic motion of
form (2.29), the dissipated energy per cycle of oscillation is







where the relation μ0 > μ is considered by the correction factor








As demonstrated in [99], equating the potential energies of the Kelvin-
Voigt-element with the Jenkin-element yields the equivalent nonlinear stiff-
ness
kjeq =
 k if |qˆ| < qtrμ2F 2N
kqˆ2 if |qˆ| ≥ qtr
. (2.40)
In a similar manner, the balance of dissipated energies of the respective model
results in the equivalent nonlinear damping coefficient
djeq =





if |qˆ| ≥ qtr
. (2.41)
From Eq. (2.40) and Eq. (2.41) it becomes apparent that the Jenkin-element
can adopt two different states. First, if the slider is stuck, there is no energy
dissipation and the model behaves like a linear elastic spring with constant







the sliding motion triggers Coulomb damping which acts in parallel with the
spring. As evident from Fig. 2.5, the equivalent stiffness declines with 1/qˆ2
after reaching amplitude threshold (2.42), while the equivalent damping ex-
hibits a sharp initial increase. When djeq reaches its maximum at |qˆ| = 2βμμ0 qtr,
the equivalent stiffness has dropped to k4β2 , i.e. approximately one quarter of
its original value. The maximum possible energy dissipation is proportional
to the ratio between contact stiffness and the product of oscillation frequency
and correction factor (2.39). It does not explicitly depend on the friction co-
efficient. For amplitudes qˆ approaching infinity, the equivalent stiffness and
damping coefficients decay to zero. The points specifying the analytical damp-
ing maximum in Fig. 2.5b apply for the range 1 ≤ μ0μ ≤
√
3. This requirement
on the ratio between static and kinetic friction coefficient is fulfilled for most















Figure 2.5: Amplitude-dependent properties of the Jenkin-element.
2.4 Damping optimization
The dynamical behavior of system (2.9) is considered to depend smoothly on a
vector of real parameters α ∈ Rs whereby the eigenvalues λ of the governing
coefficient matrix A are continuous functions of α. In engineering, the s
independent parameters can be varied within a limited range, the objective
28
2.4 Damping optimization
typically being that random perturbations from the trivial solution decay to
zero in the fastest possible way. This involves the eigenvalue with largest
real part to be as negative as possible. Despite a weak sensitivity of the
real part of λ(α) to a variation of mass and stiffness properties, the focus
often lies on structural optimization [52, 162]. Wagner [179], for example,
successfully separated neighboring eigenfrequencies of brake rotors through
geometrical modifications in order to suppress self-excited oscillations in a
certain frequency band.
In this thesis, the emphasis is on the determination of favorable damp-
ing configurations including the tailoring of damper viscosities as well as the
location of the most desirable damper positions. In connection with the quan-
titative stability criteria defined in section 2.2.2, the parameter optimization
requires either the degree of stability ζabs or the damping ratio ζrel to be as







where, depending on the problem, additional restrictions can be imposed
on α and λ. For instance, equality constraints ceq(α) = 0 and inequal-
ity constraints c(α) ≤ 0 limit the admissible parameter space, while condi-
tions flb ≤ |maxi Im(λi)| ≤ fub keep the frequency within a desired range
of interest [173]. Optimization problem (2.43) is nonlinear since the stability
measures ζabs and ζrel exhibit points of infinite slope when varying the pa-
rameters α [25]. A further complication is due to the required solution of an
eigenvalue problem in each evaluation of the objective function. As a conse-
quence, numerical treatment becomes expensive when dealing with systems
with many degrees of freedom.
From a mathematical programming perspective, the lack of a bounded gra-
dient of the objective functions ζabs and ζrel in Eq. (2.43) requires the adoption
of a direct search approach. Unlike more traditional optimization techniques,
which use information about the derivatives of the cost function, direct search
algorithms compare a set of trial points neighboring the current solution. The
algorithm searches for points at which the value of the objective function is
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lower than the value at the current solution. There are numerous direct search
techniques available, such as the methods described by Hooke & Jeeves [75]
as well as Nelder & Mead [133]. More examples are given in the review
articles [115] and [147].
One of the most common approaches is the generalized pattern search algo-
rithm possessing proven global convergence properties [113,114,171]. Starting
from an initial point, the algorithm computes a set of trial points (mesh) which
is formed by adding the starting point to a scalar multiple (step length) of a
set of vectors (pattern). The search directions are specified by the number of
independent variables, i.e. the patterns are usually positive bases with a car-
dinality between s + 1 and 2s spanning the parameter space Rs. An iteration
is successful if there exists a point in the mesh which improves the objective
function. While in the opportunistic poll strategy this point becomes the new
starting point in the next iteration step, the complete poll strategy evaluates
all points of the mesh and chooses the point with smallest objective function
value. At the end of each successful iteration, the step length is potentially
increased. If the iteration fails to identify a better point, the step length is
reduced by a half and the poll continues from the current point. Iteration
steps are repeated until a stopping criterion is satisfied, e.g. the step length
is sufficiently small or the number of iterations exceeds a predefined value.
The provided optimum is not guaranteed to be global. However, the pat-
tern search solver implemented in Matlab’s global optimization toolbox is
designed to search through more than one basin of attraction if neighboring
points belong to different basins [125]. Therefore, this toolbox in conjunction
with the generalized pattern search algorithm described above is used for the
computation of all optimization problems formulated in this work.
Reviewing the literature on damping optimization, little is known about the
passive assignment of eigenvalues affected by circulatory and gyroscopic terms.
The only approach for pole placement by means of passive damping control
in self-excited systems is suggested by Ouyang [140]. In contrast, a large
number of publications has been devoted to optimum damping in systems of
type MDK when the respective matrix structure is restricted to particular
subclasses. Cox [25], for instance, addressed optimization problem (2.43a)
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by numerical means using a derivative-free direct search method. Moreover,
he obtained exact analytical solutions within the class of systems possessing
classical normal modes and established mass proportional damping to be a
maximizer of the degree of stability [26]. His findings have been generalized
by Freitas & Lancaster [39] who provided the best possible decay rate for
the mechanical energy and showed its attainability for more than one damping
matrix. Under certain conditions, this matrix does not necessarily have to be
positive definite. More recently, Kuzmanović et al. [110] presented explicit
formulas for optimal parameters when D is either proportional to the mass
matrix or to the stiffness matrix. In the case of Rayleigh damping, i.e. the
damping matrix is a linear combination of both the mass and the stiffness
matrix, they showed the optimum configuration to be a unique solution of a
system of two nonlinear equations.
Aside from optimization criteria (2.43), which are based on the spectrum
of A, another category concerns the minimization of the total mechanical
energy of the system. This is equivalent to minimizing either the trace or a
norm of a solution of the corresponding Lyapunov matrix equation [131,175].
Optimization problems of this form have been intensively studied, for example,
in [10,17,132,172] and the references therein.
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3 Stability of a two degree of freedom
MDGKN-system
This chapter covers effects of velocity proportional terms on the stability of
linear circulatory systems for the particular case n = 2. The study includes
analyses of the explicit stability boundary with regard to different structures
of the damping matrix, the role of gyroscopic terms, and the spacing of the
eigenfrequencies. The results presented resume and extend prior investiga-
tions originally published in [83].
3.1 Derivation of the stability boundary
Although many problems in mechanical engineering are inherently nonlinear,
a standard stability analysis approach involves linearizing the equations of
motion around an equilibrium. For the study of self-excited vibrations, the
resulting system of second order differential equations is of type (2.7) when



























characterize inertial, damping, gyroscopic, stiffness, and circulatory forces,
respectively. Without loss of generality, they are taken to be normalized with
respect to the mass matrix. The corresponding orthogonal transformation
leads to a diagonal stiffness matrix with the diagonal elements being the
squares of the undamped circular eigenfrequencies ω1 and ω2. Unless the
system is classically damped, the normalization does not necessarily yield a
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diagonal damping matrix. This is accounted for by d12 and d22 which describe
the structure of D, while its magnitude is defined by the scaling factor δ. The
formulation according to Eq. (3.1) has seven free parameters and is the most
general form a linear, autonomous two degree of freedom system can adopt.
The small number of variables enables an analytical evaluation of the influence
of different terms on stability.
First, the stability behavior of the underlying MKN-system is discussed
with the velocity proportional matrices set to zero. In this case, the 2n roots
















is a quantitative measure of the spacing of two neighboring circular eigen-
frequencies. The difference is induced, for example, by asymmetric stiffness
properties, where asymmetry in the sense used here refers to a non-uniform
distribution over the modes considered. Depending on the absolute value
of ϑ, two cases of stability behavior can be distinguished. For |ϑ| ≥ 2, all
eigenvalues λi (i = 1, . . . , 4) are purely imaginary and the MKN-system is
marginally stable. In contrast, it is exponentially unstable for |ϑ| < 2 since
λ2 is no longer an element of the set of real negative numbers and the square
root of an expression of the form x + i y (x, y ∈ R 6=0)† always has a solution
with positive real part [18]. The split between neighboring eigenfrequencies
causes ϑ to increase which contributes to stabilization, whereas circulatory
terms have a destabilizing effect. In the absence of damping, double eigen-
frequencies (ϑ = 0) therefore generically lead to instability independent of the
magnitude of the circulatory terms. This does not only hold for the special
case of two degrees of freedom but also for arbitrarily large n [163].
Second, the stability boundary of the complete MDGKN-system defined
by matrices (3.1) is derived analytically by applying the necessary and suffi-
†R 6=0 = {x ∈ R |x 6= 0}
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cient criterion of Liénard andChipart, cf. section 2.2.1. For two-dimensional
systems, conditions (2.19) simplify to





∣∣∣∣∣∣∣ > 0, a2 > 0, H1 = a1 > 0, (3.4)
where the boundary between the asymptotically stable and unstable regime
is given by Eq. (2.20) leading to
a4H3 = 0. (3.5)
The coefficient a4 = ν2 +ω21ω
2
2 is always positive given that the governing pa-
rameters ω1, ω2, and ν are non-zero. The boundary of flutter-type instability





2 + 2γϑ (d22 − 1)− d22ϑ2 + 4γ2
]
(d22 + 1) (d22 − d212 + γ2) (d22ω21 + ω22 + 2γν)
. (3.6)
As a consequence, system (2.7) along with matrices (3.1) is asymptotically
stable if and only if
δ2 > δ2crit if d22 ≥ d212 − γ2, (3.7a)
δ2 < δ2crit if d22 < d
2
12 − γ2. (3.7b)
Criterion (3.7a) corresponds to the standard case occurring in most techni-
cally relevant applications with an at least positive semi-definite damping
matrix, i.e. d22 ≥ d212. Criterion (3.7b) covers the case of indefinite damp-
ing. These necessary and sufficient stability conditions are a generalization of
those published by Hagedorn et al. [60] in which neither gyroscopic effects
nor off-diagonal damping terms are accounted for. The critical damping fac-
tor presented therein is naturally included in Eq. (3.6) as a special case for
d12 = γ = 0. A similar criterion is obtained by Spelsberg-Korspeter [163]
following a perturbational approach. His approximation applies for arbi-
trary n but is restricted to small velocity proportional and circulatory terms
and can only be evaluated numerically.
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3.2 Influence of velocity proportional terms
3.2.1 General observations
Since this study focuses on the influence of damping on stability, the major
qualitative properties of Eq. (3.6) are analyzed in the d22-δ-plane shown in
Fig. 3.1. Without damping, the underlying MKN-system is assumed to be
marginally stable (|ϑ| > 2) and the stability domains are identified using
criteria (3.7). The graph is split into two sections via the pole at d22 = d212−γ2.
To achieve asymptotic stability, the scaling factor δ has to be smaller than
δcrit on the left side, while it has to exceed the critical value on the right side.
For large values of d22, the limit of the stability boundary approaches zero,
i.e. limd22→∞ δcrit = 0.




D indef. D > 0
γ2
Figure 3.1: Qualitative attributes of stability boundary (3.6). asymptotic sta-
bility, flutter instability.
From Fig. 3.1 it is apparent that an indefinite damping matrix originating
from large off-diagonal damping terms (d212 > d22) is not sufficient for insta-
bility. In the area above δcrit bounded by the dashed and the dotted line, all
eigenvalues lie in the open left half of the complex plane although the damping
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which determine the stability boundary for infinitesimally small damping im-
plying that stabilization can be achieved by a damping matrix of arbitrarily
small norm. In this case, however, δ needs to be smaller than the critical value
for all eigenvalues to have strictly negative real part. Other factors influencing
the qualitative behavior of Eq. (3.6) are the velocity proportional terms γ and
d12, the latter of which move the pole of δcrit in positive d22-direction. To a
certain degree, off-diagonal damping terms compensate the positive effect of
diagonal damping and thus contribute to destabilization. Gyroscopic terms
have two contrary aspects. They move both the pole of δcrit and the roots σ1,2
in negative d22-direction. While the pole movement generally diminishes the
instability regime, large values of γ may prevent the stability boundary to
possess positive real roots, i.e. σ1,2 ∈ R≥0†, which cancels the phenomenon of
asymptotic stability due to infinitesimally small damping.
The approach of Liénard & Chipart [116] used to derive stability bound-
ary (3.6) is necessary and sufficient. Alternative methods are merely suf-
ficient for stability, such as the criteria introduced by Frik [40] as well as
Kliem & Pommer [101,102]. In Fig. 3.2, these methods are compared quali-
tatively to the exact solution for two different parameter configurations. Con-
figuration 3.2a features a system of type MDKN with diagonal damping ma-
trix and configuration 3.2b covers a numerical example with only non-zero
parameters. The colored areas below the respective critical damping factor
depict flutter instability, where the stability boundary for symmetric stiffness
properties (ϑ = 0) is given by the dashed line.
In both configurations, the instability domains predicted by the sufficient
criteria are larger and thus more conservative than those determined by
Eq. (3.6) and Eq. (3.7). Since the latter are necessary and sufficient, they nat-
urally imply the result obtained by complex eigenvalue analysis of coefficient
matrix (2.10). In comparison to the criteria of Frik [40] and Kliem & Pom-
mer [101], which both delineate the same stability boundary, the criterion of
Kliem & Pommer [102] coinciding with ϑ = 0 in configuration 3.2a performs
more accurately. The former criteria are neither able to reproduce the pole of
δcrit nor its limit for large values of d22 (there always remains an offset). In
†R≥0 = {x ∈ R |x ≥ 0}
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contrast, the latter criterion approaches the exact solution for these extreme
points. As a consequence, the method of Kliem & Pommer [102] is capable of
predicting asymptotic stability when the damping matrix is indefinite in con-
figuration 3.2b. This does not hold for the other two sufficient criteria which
do not account for the stabilizing effects of the spacing of the eigenfrequencies
and the gyroscopic terms. In both configurations, the stability boundary is
more conservative than the dashed line representing the case of double eigen-
frequencies. Besides, none of the sufficient criteria is able to capture the cor-
rect roots. For configuration 3.2b, the approach of Kliem & Pommer [102]
predicts a particular d22 at which the system can be stabilized asymptotically
by adding arbitrarily small damping even if this point does not match the cor-
rect σ1,2. In this configuration, the theorem holds to model the destabilization
paradox which states that adding diagonal damping for a given δ may lead to
instability. In contrast, in configuration 3.2a, this is only accounted for by the
Liénard-Chipart criterion. From a numerical perspective, the procedure of
finding suitable matrices satisfying Lyapunov’s matrix equation is cumber-
some. For this reason, the computational cost when applying the criteria of
Kliem & Pommer [101, 102], which both are based on Lyapunov’s direct
method, is higher compared to all other approaches mentioned.
d22






(a) γ = 0, d12 = 0.
d22






(b) γ = 0.4, d12 = −0.8.
Figure 3.2: Comparison of instability domains obtained by different criteria. Lié-
nard & Chipart [116]; Kliem & Pommer [102]; Frik [40], Kliem & Pom-
mer [101].
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3.2.2 Infinitesimally small damping
A peculiar characteristic of circulatory systems is their potential to be asymp-
totically stable with a damping matrix of arbitrarily small norm. The stability
boundary is described by the critical values σ1 and σ2 of Eq. (3.8). Depend-
ing on the absolute ratio between the spacing of the eigenfrequencies and the
circulatory terms, three different cases can be distinguished, cf. Table 3.1.
A necessary condition for all eigenvalues to have strictly negative real part
with infinitesimally small damping is a marginally stable MKN-system. This
behavior ensures the critical values σ1,2 to be an element of the set of real
numbers. For the limit case of |ϑ| = 2, the condition d22 = σ0 > d212 has to
be satisfied requiring a positive definite damping matrix. In contrast, for the
case where |ϑ| > 2, the diagonal damping coefficient d22 can be chosen within
the finite interval (σ1, σ2) and the damping matrix does not necessarily have
to be positive definite for asymptotic stabilization.
underlying
MKN-system
|ϑ| asymptotic stability with
infinitesimally small δ if
marginally stable
> 2 σ1 < d22 < σ2
= 2 d22 = σ0 > d212
unstable < 2 −
Table 3.1: Necessary conditions for asymptotic stability with a damping matrix of
arbitrarily small norm.
According to Eq. (3.8), the distance between the two roots of the stability
boundary as well as their position in space is subject to gyroscopic terms γ and
the dimensionless ratio ϑ, which describes the spacing of the eigenfrequencies.
The former move both roots in negative d22-direction, while ϑ causes a shift
of σ1 in negative and σ2 in positive direction. In technically relevant applica-
tions, damping coefficients are generally positive, i.e. d22 > 0. This requires
at least one positive value of σ1,2 for the eigenvalues to be in the open left
half of the complex plane under the assumption of infinitesimally small damp-
ing. The phenomenon occurs when σ0 is greater than zero and geometrically
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corresponds to the area below the dashed line in Fig. 3.3a. In addition, all











satisfy the requirement of one positive solution of Eq. (3.8). These configu-
rations are characterized by asymptotic stabilization which can be achieved
not only by an arbitrarily small δ but also by an arbitrarily small d22 since
σ1 is negative. In the blue region, where both roots of the stability boundary
are elements of positive reals, this does not hold. For stabilization, d22 has
to exceed the threshold σ1 > 0. Therefore, marginally stable, non-gyroscopic
systems of type (3.1) can always be stabilized asymptotically with a damping
matrix of arbitrarily small norm since σ1,2 > 0 is guaranteed for γ = 0.
σ0
= 0
(a) Position of σ1 and σ2. σ1,2 > 0,
σ1 < 0 ∧ σ2 > 0, σ1,2 < 0.
(b) Spacing between σ1 and σ2.
Figure 3.3: Properties of Eq. (3.8) in the ϑ-γ-plane.
As shown in Fig. 3.3b, the distance between σ1 and σ2 denoted by 2Δσ
enlarges with increasing ϑ, yet it diminishes with growing γ. Therefore, asym-
metric stiffness properties, which cause the separation of neighboring eigen-
frequencies, contribute to stabilization. The asymmetry extends the region
of possible configurations to achieve asymptotic stability with infinitesimally
small damping. In order to ensure at least one positive solution of Eq. (3.8),
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the respective gyroscopic terms need to be smaller than the critical value γ2.
For γ > γ2, which corresponds to the white domain in Fig. 3.3a, both roots
of the stability boundary are negative. The stabilization phenomenon with
a damping matrix of arbitrarily small norm vanishes for this case due to an
inherent positive value of d22 > 0 in most technical systems.
3.2.3 Incomplete damping
In systems with positive definite damping matrix, energy dissipation is dis-
tributed over all motions. Many technically relevant applications, however,
possess a damping matrix which is only positive semi-definite. In this limit-
ing case, damping is incomplete and the amplitudes of some motions may not
continuously decay with time. Yet, the system can be asymptotically stable
if the modes are coupled appropriately leading to pervasive dissipation. As













are considered. In damping matrix (3.10a), the first degree of freedom is di-
rectly damped, while the second one remains undamped due to d22 = 0. In
systems with damping according to Eq. (3.10b), both degrees of freedom are
equally damped, where the off-diagonal damping terms have the same abso-
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4γ2 − ϑ2 + 4)




respectively. In a numerical example, the dimensionless parameters are set to
ω2 = 10 and ν = 0.1. The resulting stability boundaries are shown in Fig. 3.4,
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where the regions of flutter instability are indicated by condition (3.7a). In









(b) Damping matrix (3.10b).
Figure 3.4: Stability boundaries as a function of |ϑ| in the γ-δ-plane.
Damping matrix D1
It follows from Eq. (3.11a) that the critical damping coefficient becomes in-
finitely large as γ approaches zero, i.e. limγ→0 δcrit1 = ∞. In the absence
of gyroscopic effects, there is no finite value δ > 0 satisfying stability crite-
rion (3.7a). The second degree of freedom remains undamped since the modes
are not coupled pervasively. Despite a possibly marginally stable undamped
system, the resulting MD1KN-system is exponentially unstable with arbi-
trary damping [61,129]. To achieve asymptotic stability, the gyroscopic terms
need to be greater than zero, cf. Fig. 3.4a. Depending on the behavior of
the underlying MKN-system, the stabilization can be obtained by adding
infinitesimally small damping. Similar to section 3.2.2, three cases are distin-
guished. For |ϑ| > 2, the gyroscopic terms are required to lie within the finite
interval (γ1, γ2), where the roots γ1,2 are determined explicitly by Eq. (3.9).
In the limit case |ϑ| = 2, stabilization is possible if γ equals exactly one
half. Unstable MKN-systems cannot be stabilized with an arbitrarily small,
positive semi-definite damping matrix of form (3.10a).
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Damping matrix D2
In opposition to the first example, the limit of δcrit2 for γ approaching zero
depends on the stability behavior of the underlying MKN-system. Again,
three cases are differentiated, cf. Tab. 3.2. For |ϑ| > 2, the resulting MD2KN-
system is asymptotically stable with a damping matrix of arbitrarily small
norm [129]. This stabilization is also possible for systems with γ 6= 0 if
the gyroscopic terms lie within the finite interval (0, γ4). The right interval





ϑ2 − 1, (3.12)
which is the positive root of Eq. (3.11b). In all other cases ( |ϑ| ≤ 2), asymp-
totic stability cannot be achieved with infinitesimally small damping since the
roots of the stability boundary are no longer an element of the set of real num-
bers. When |ϑ| = 2, stability can be obtained if the damping factor δ exceeds
a specific threshold value δtr. Unstable MKN-systems, where |ϑ| < 2, cannot
be stabilized by a positive semi-definite damping matrix of the form (3.10b)
since there is no finite value δ > 0 satisfying stability criterion (3.7a). The













unstable < 2 ∞
Table 3.2: Limit of stability boundary (3.11b) for γ approaching zero.
3.2.4 Indefinite damping
Aside from infinitesimally small or incomplete damping matrices, mechanical
systems may also exhibit indefinite damping matrices. While the first two are
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at least positive semi-definite and generally lead to energy dissipation, indefi-
nite damping matrices act as a source of power and thus are able to generate
and maintain self-excited vibrations. They frequently originate, for exam-
ple, from kinematic linearization of friction forces arising at contact interfaces
with Coulomb friction. As shown by Kliem et al. [100,103] following a per-
turbational approach, circulatory systems may, in certain cases, be stabilized
asymptotically despite this negative damping effect. Their approximation
applies for arbitrary n but is restricted to small damping terms.
A non-gyroscopic system of type MDKN is therefore considered illustrat-
ing an example where this restriction does not hold. Setting γ = 0 in Eq. (3.6)












where numerator and denominator are denoted by f1 and f2, respectively.
The sign of these two functions is crucial for stability. First, the sign of f2
merely depends on the structure of the damping matrix, i.e. the denomina-
tor function is positive for D being positive definite and is negative for an
indefinite damping matrix†, cf. Fig. 3.5b. The boundary f2 = 0 between the




Second, the sign of f1 depends on the dimensionless ratio ϑ and the diago-
nal damping coefficient d22. In general, the larger the spacing of the eigen-
frequencies, the more negative the numerator function and the more stable
the undamped system becomes, cf. Fig. 3.5a. The boundary between the pos-
itive and negative domain is determined by the roots of Eq. (3.13) given by
|ϑ| = d22 + 1√
d22
, (3.15)
which has a global minimum at P (1, 2). For |ϑ| < 2, where the underlying
MKN-system is exponentially unstable, the numerator function f1 is pos-
itive independent of diagonal damping d22. To place all eigenvalues in the
†Indefiniteness in the sense used here refers to the case where d212 > d22.
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open left half of the complex plane, this behavior requires a positive denom-
inator function f2 which implies the damping matrix to be positive definite
in the absence of gyroscopic terms. According to stability condition (3.7a),
damping needs to be sufficiently large. In contrast, the critical damping fac-
tor δ2crit3 is negative with indefinite damping. There exists no finite scaling
coefficient δ > 0 which fulfills stability condition (3.7b). As a consequence, it
is impossible to stabilize an exponentially unstable MKN-system defined by
matrices (3.1) using an indefinite damping matrix unless γ > 0.
For |ϑ| > 2, i.e. the underlying MKN-system is marginally stable, there
is a region where the numerator function f1 is negative. This area shown
in Fig. 3.5a is bounded on the bottom by Eq. (3.15) and on the left and
the right by σ1 and σ2, respectively. Parameters σ1,2 describe the stability
boundary for infinitesimally small damping. In the depicted region, indefinite
damping may lead to asymptotic stability since critical damping factor (3.13)
is positive. Stabilization is possible if the scaling coefficient δ is chosen such
that 0 < δ2 < δ2crit3 is satisfied. The eigenvalue placement in the open left
half of the complex plane can be achieved by an indefinite damping matrix
of arbitrarily small norm. However, a sufficiently large scaling coefficient
contributes to destabilization. Upon addition of gyroscopic terms, the regime
of asymptotic stability with indefinite damping is extended. Their presence
ensures stabilization using a large indefinite damping matrix, cf. Fig. 3.1.
σ1 σ2
P
(a) Numerator function f1.
D indef.
D > 0
(b) Denominator function f2.
Figure 3.5: Sign of numerator and denominator of Eq. (3.13). fi > 0, fi < 0.
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3.3 Optimum damping
Up to this point, the behavior of a linear system defined by matrices (3.1) is
judged qualitatively under the influence of velocity proportional terms. All in-
vestigations focus on whether the trivial solution is either unstable or asymp-
totically stable. For technically relevant applications, however, the latter
property may not be sufficient. It is further required that the equilibrium
position is as stable as possible for a given parameter set. With reference to
section 2.4, the emphasis is often on the determination of favorable damping
configurations. This includes tailoring both the magnitude and the structure
of the damping matrix yielding the parameter vector α = (δ, d22)
T.
A suitable optimization scheme involves maximizing the degree of stabil-
ity (2.21) which implies the eigenvalue with largest real part to be as negative
as possible. Even for the considered system with only two degrees of freedom,
an analytical approach is not feasible. Due to the non-differentiability of the
objective function at certain points in its domain, optimization needs to be
performed numerically. In an example, the dimensionless values ω2 = 10,
ν = 0.1, and ϑ = 2.1 correspond to a marginally stable MKN-system. The
example illustrates the influence of velocity proportional terms on the opti-
mum damping distribution, where no additional constraints are imposed on
the parameter vector α. Resulting contour plots are shown in Fig. 3.6.
First, it is apparent for all three subfigures that the d12-γ-plane is generally
split into two sections via the straight line given by γ = d12. For all parameter
configurations satisfying this condition, the pole of the stability boundary is
at d22 = 0, cf. Fig. 3.1. Above this characteristic line, the pole is located in
the negative range leading to the highest possible ζoptabs . In the triangular area
indicated in red in Fig. 3.6a, the optimized degree of stability equals approxi-
mately the eigenfrequencies of the undamped system. This corresponds to an
optimum damping ratio near identity (ζoptrel ≈ 1) since the imaginary part of
the respective eigenvalue vanishes. The perturbed system does not exhibit a
single oscillation and returns to equilibrium in the fastest possible manner. In
the region where the off-diagonal elements of the damping matrix exceed the
gyroscopic terms (d12 > γ), the pole of the stability boundary is located at
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d22 > 0. The optimized degree of stability ζ
opt
abs declines significantly as d12 in-
creases. The theoretically ideal damping ratio of ζoptrel = 1 is not attained since
neither diagonal damping nor gyroscopic terms are capable of compensating
the negative effects of the off-diagonal damping elements.
(a) Degree of stability.
(b) Structure of the damping matrix. (c) Magnitude of the damping matrix.
Figure 3.6: Optimum damping distribution in the d12-γ-plane supposing marginal
stability of the underlying MKN-system.
Second, in order to achieve the optimum stability behavior, the damping
matrix needs to possess a specific structure and magnitude. For all points ly-
ing on the characteristic line γ = d12, symmetric damping properties (d22 = 1)
are most satisfactory, cf. Fig. 3.6b. A uniform distribution over both modes
corresponds to mass proportional damping. Beyond this particular configu-
ration, the effects of velocity proportional perturbations do not cancel com-
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pletely. The pole movement of the stability boundary is then compensated by
diagonal damping terms which are not equal to one. Especially off-diagonal
damping terms, not only shifting the pole in positive d22-direction but also af-
fecting the definiteness of the damping matrix, cause an asymmetric damping
distribution. In the parameter range plotted, the optimum diagonal damp-
ing dopt22 is up to eight times the optimum value at γ = d12.
The majority of d12-γ-combinations features one basin of attraction in the
two-dimensional parameter space spanned by α. On the contrary, in the area
where dopt22 < 1, there occur two attractive domains. The basin of attraction
which contains the global optimum of the degree of stability is characterized
by a comparably large value of δopt, cf. Fig. 3.6c. However, the phenomenon
of two different basins of attraction only exists when γ > d12 and immedi-
ately vanishes as γ or d12 exceed specific threshold values. Furthermore, the
optimum magnitude of the damping matrix is approximately constant on the
characteristic line and generally decreases with growing velocity proportional
influences. In the domain where the gyroscopic terms are larger than the
off-diagonal damping elements, the opposing behavior of dopt22 and δopt leads
to an almost constant trace of the damping matrix.
A conclusion drawn from these numerical evaluations is the general pro-
file of the optimum damping distribution in the d22-δ-plane under velocity
proportional perturbations. With the exception of the special case where
d12 = γ, the optimum parameter combination is shifted towards large diago-
nal damping values and low magnitudes of the damping matrix as gyroscopic
and off-diagonal damping terms increase.
3.4 Discussion
The present chapter highlights effects of velocity proportional terms on the
stability of linear circulatory systems. With exception of damping optimiza-
tion, which is performed numerically, the small number of variables elsewise
enables an analytical assessment. The application of the necessary and suffi-
cient criterion of Liénard &Chipart [116] yields the explicit stability bound-
ary of a general two-dimensional system of type MDGKN. Alternative meth-
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ods which are merely sufficient for stability, such as the criteria introduced by
Frik [40] as well as Kliem & Pommer [101, 102], are not invariably capa-
ble of reproducing essential characteristics. In all approaches mentioned, the
asymptotically stable regime is predicted too conservative. Moreover, none of
the sufficient criteria is able to capture the correct roots σ1,2 which describe
the stability boundary for infinitesimally small damping. This property of
stabilization with a damping matrix of arbitrarily small norm is influenced
primarily by two factors. The distance between the two roots as well as their
position in the parameter space is subject to gyroscopic terms γ and the ra-
tio ϑ between the spacing of the eigenfrequencies and the circulatory terms.
On the one hand, γ moves both roots in negative direction and ϑ causes a
shift of σ1 in negative and σ2 in positive direction. On the other hand, the
distance between the roots enlarges with increasing ϑ, yet it diminishes with
growing γ. Therefore, asymmetric stiffness properties inducing the separation
of neighboring eigenfrequencies contribute to stabilization.
While gyroscopic terms are rather disadvantageous for the occurrence of
this phenomenon, they are of crucial importance when the damping matrix is
merely positive semi-definite. As pointed out, for example, by Kirillov [93],
gyroscopic terms may, in certain cases, ensure appropriate mode coupling for
damping to be pervasive. Their magnitude and the stability behavior of the
undamped system then determine whether or not asymptotic stabilization
can be achieved by infinitesimally small damping. In a similar manner, the
presence of gyroscopic terms extends the stable regime when the damping
matrix is indefinite. This is confirmed by the results obtained following per-
turbational approaches [29,100,102]. In contrast, off-diagonal damping terms
generally have a detrimental impact on the stability behavior. To a certain
degree, they compensate the positive effect of diagonal damping. This is doc-
umented by a significant decline of the highest possible degree of stability.
Off-diagonal damping furthermore leads to a non-uniform damping distribu-
tion in both considered modes if its influence is not canceled by sufficiently
large gyroscopic terms. As a result, the optimum structure of the damping
matrix depends on a specific parameter combination consisting of gyroscopic
and off-diagonal damping terms.
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systems
In this chapter, the objective is to determine favorable damping configurations
in different disc brake systems with respect to an equilibrium position which is
as stable as possible. Performed numerical analyses concern low-dimensional
minimal models as well as simplified and realistic brake models originating
from finite element environments. The results presented resume and extend
prior investigations originally published in [81,82,167,187].
4.1 Two degree of freedom minimal model
4.1.1 Modeling
A straightforward model which is able to capture the basic behavior of disc
brake squeal was developed by von Wagner et al. [177]. The model depicted
in Fig. 4.1 consists of a rigid disc in prestressed point contact with two massless
pins whose movement is restricted to the n3-direction. Under the assumption
of a small thickness to radius ratio κ = h/r, the inertial properties of the
symmetric disc are fully covered by the dyadic
DΘ =
Θ 0 00 Θ 0
0 0 2Θ
 , (4.1)
where Θ is the mass moment of inertia relative to the axes d1 and d2 of
the body fixed frame D. The pins represent idealized brake pads with stiff-
ness and damping properties kp and dp, respectively. The restoring force of
the spring-damper elements in conjunction with the prestress N0 is considered
large enough to invariably maintain contact. Based on experiments conducted
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in [72], the contact between disc and pads is assumed to be of Coulomb type
with a constant and isotropic friction coefficient μ. Stick-slip phenomena
do not occur as long as the disc rotates sufficiently fast. As a consequence,
friction forces are continuous and linearization of the equations of motion is
admissible. The disc is mounted in its center of mass and bedded viscoelasti-
cally by rotational springs (stiffness kt) and dampers (damping coefficient dt).
While rotating with a prescribed angular velocity Ω around the n3-axis, the
disc is free to tilt with the angles q1 and q2 being minimal coordinates. This
is mathematically accounted for by the non-holonomic constraint
Nω ∙ n3 = Ω = const., (4.2)
where Nω is the angular velocity which describes the spatial wobbling motion




















Figure 4.1: Minimal model of wobbling disc brake adapted from [177].
4.1.2 Equations of motion
The intermediate coordinate frames A and B along with Cardan angles qi
(i = 1, 2, 3) uniquely determine the orientation of the disc in space. Executing
three consecutive elemental rotations about the n1-, a2-, and b3-axis yields
the angular velocity of the disc in the inertial frame
Nω = q˙1n1 + q˙2a2 + q˙3b3. (4.3)
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The balance of angular momentum leads to
d
dt
(NΘ ∙ Nω) = Mres, (4.4)
which is a system of inherently nonlinear equations. A transformation of the
inertia dyadic to the Newtonian frame can be obtained via NΘ = TDΘT−1
with T originating from Cardan rotation [189]. Following the kinematic
relations in [177], the resulting torque Mres acting on the disc arises from
viscoelastic suspension, contact forces including friction, and constraint (4.2)
which induces the constant driving torque
Mt = 2μN0r. (4.5)
After elimination of q˙3 and subsequent linearization around the equilibrium
position q = (q1, q2)
T ≡ 0, the equations of motion are of form (2.7). Geo-
metrical linearization is applicable since the occurring vibration amplitudes
during squeal are in the range of micrometers [47]. In order to reduce the
number of independent variables and to ensure quantitative comparability of
parameters, nondimensionalization is conducted on these equations. To this
end, the vector of generalized coordinates q and time t are scaled introducing
the substitutions
q = qcp, (4.6a)
t = tcτ, (4.6b)
with the new vector of generalized coordinates p and the new time scale τ .
Inserting transformations (4.6) into the equations of motion (2.7) and applying






(D + G) p˚ + qc (K + N)p = 0, (4.7)
where the overcircle denotes differentiation with respect to τ . The respective
system matrices can be rewritten in terms of dimensionless quantities if the
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0 14μ[(2k˜p + κ)κ + 4]




with the tilde indicating dimensionless parameters. Except for the mass ma-
trix M˜ all matrices are affected by Coulomb friction arising at the interface
between disc and pads. The circulatory matrix N˜ originates exclusively from
the kinematic linearization of friction forces. For μ = 0, its skew-symmetric
coupling terms, which make the system susceptible to self-excitation, vanish.
Aside from viscous damping due to the viscoelastic mounting of the disc and
the energy dissipation in the pads, the damping matrix D˜ contains portions
which are due to frictional contact. They act on both the first entry on the
diagonal and the off-diagonal entries. In combination with the pad damping,
which is active only in the first degree of freedom, this yields a non-uniform
damping distribution over both modes.† The stiffness matrix K˜ has a similar
structure. In this case, the asymmetry introduced via the pad stiffness con-
tributes to stabilization as it separates the eigenfrequencies of the disc. This
positive effect is partially canceled by a simultaneous increase of circulatory
terms. The gyroscopic matrix G˜, which in contrast to D˜ is not associated
with energy dissipation, occurs due to the disc rotation, yet it also contains
terms due to friction.
†Non-uniformly distributed dissipation in the sense used here corresponds to unequal
diagonal elements of the damping matrix. In contrast, a uniform distribution denotes a
matrix with equal diagonal entries.
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For the purpose of stability analysis and optimization, numerical values
are chosen in accordance with [177], where Tab. 4.1 shows their relation to
the respective dimensional quantity. The parameter set published therein has
been identified experimentally. The inertial and stiffness properties of the
rigid wobbling disc correspond to two measured eigenmodes of a real, elastic
disc which are characterized by three nodal diameters [72,80]. Application of
Kirchhoff’s plate theory to the brake disc and subsequent discretization by
two appropriate shape functions representing the observed eigenmodes leads
approximately to the same equations of motion [73]. Thus, the simplified
















k˜t 48205 ktN0r rotational stiffness
d˜p 3.40× 10−3 dprΩrefN0 pad damping
d˜t 4.03× 10−3 dtΩrefN0r disc damping
μ 0.6 μ friction coefficient
κ 0.154 hr thickness to radius ratio
Table 4.1: Dimensionless parameter set based on [177].
4.1.3 Stability behavior
Besides the geometry, load, and stiffness parameters investigated in [177], the
stability of a system defined via matrices (4.9) is influenced by damping due
to the disc and the pads. The d˜t-d˜p-plane depicted in Fig. 4.2 is used to
illustrate dissipative effects on the qualitative behavior of the trivial solution.
Both dimensionless damping coefficients are normalized with respect to their
reference values d˜reft and d˜
ref
p calculated with Ωref = Ω/Ω˜ = 5π s
−1. All other
parameters are held constant according to Tab. 4.1.
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Fig. 4.2a shows the stability boundary for various rotational speeds of the
brake disc. Below the respective boundary the trivial solution is unstable
since there exist eigenvalues with positive real part. This is associated with
self-excitation which can be interpreted as squeal. In the linearized case,
flutter instability is characterized by oscillations which theoretically grow in-
finitely large in the absence of damping. In contrast, the amplitudes of the
corresponding real, nonlinear system remain bounded, for example, due to
a stiffening material characteristic of the brake pad, and ultimately reach a
limit cycle. From Fig. 4.2a it is apparent that the lines of constant angular
speed are similar. When Ω˜ increases, the stability boundary is shifted par-
allelly towards the upper right corner of the d˜t-d˜p-plane. For stabilization,
this movement needs to be compensated either by damping in the disc or in
the pads. Despite the latter evoking a positive semi-definite damping matrix,
dissipation is pervasive since sufficiently large pad damping invariably leads
to asymptotic stability. If the only damping contribution is of Coulomb
friction type, i.e. d˜p = d˜t = 0, the trivial solution is unstable.
stable




(b) Degree of stability for Ω˜ = 1.
Figure 4.2: Effects of disc and pad damping on stability.
The quantitative stability behavior is discussed using the degree of stability
in Fig. 4.2b, where the angular velocity is exemplarily set to Ω˜ = 1. The white
dashed line corresponds to the red line in Fig. 4.2a defining the boundary be-
tween the asymptotically stable and unstable regime. In general, disc damping
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has a stabilizing influence for all parameter configurations plotted. On the
contrary, every contour line ζabs = const. has a turning point at d˜p ≈ 120 d˜refp
implying that energy dissipation in the pads does not necessarily contribute to
stabilization. Pad damping is pervasive but causes a non-uniform distribution
over both modes which may negatively affect stability, cf. section 3.2. Nu-
merical simulations suggest, however, that the trivial solution cannot become
unstable via d˜p > 120 d˜refp . The eigenvalue with maximum real part converges
to zero as d˜p approaches infinity. To reach the global optimum, damping in
the brake pads needs to be around two orders of magnitude larger than its
reference value given in Tab. 4.1. For this reason, the technical relevance and
feasibility of this optimum remains questionable.
4.1.4 Optimization approach
During the development process of disc brakes, manufacturers want to meet
certain geometry, performance, and comfort goals. A common remedy to
improve noise issues in structures is the modification of damping properties.
Within the scope of the present model, this concerns damping in the disc as
well as damping in the pads. For the formulation of an optimization problem
and to account for distinct physical origins of energy dissipation, the damping
matrix D˜ of Eq. (4.9) is written as a linear combination





























where D˜0 is a matrix containing fixed damping terms and D˜i are αi-weighted
damping matrices whose relative contribution to the overall damping is to be
varied. As a consequence, the different physical origins of energy dissipation
are treated independently which reflects in the parameter vector α = (α1, α2)
T
of dimension 1× s. Decomposition (4.10) reveals characteristic matrix prop-
erties. The Coulomb damping matrix D˜c resulting from the kinematic lin-
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earization of friction forces is indefinite, whereas the portions D˜t and D˜p are
positive definite and positive semi-definite, respectively.
Using complex eigenvalue analysis and a damping matrix of form (4.10),
stability can be enhanced by variation of the weighting factors αi. For this
purpose, a system is considered to be more stable if its eigenvalue with largest
real part is as negative as possible which implies the degree of stability to
become as large as possible. With reference to section 2.4, the objective of
finding a favorable damping configuration is mathematically expressed as
max
α
ζabs subject to c(α) ≤ 0, (4.11)
with c(α) imposing additional restrictions on the parameter vector. In the
specified model, the parameter optimization involves varying the ratio of
damping in the disc and damping in the pads in order to determine the most
beneficial distribution. Hence, it is convenient to define α1 + α2 ≤ 2 which is
equivalent to the linear inequality constraints
s∑
i=1
αi ≤ s, αi ≥ 0, (4.12)
where the weighting factors are taken to be non-negative. Numerical treat-
ment of Eq. (4.11), which is linearly constrained by Eq. (4.12), is sought using
a generalized pattern search algorithm implemented in Matlab’s global op-
timization toolbox, cf. section 2.4.
4.1.5 Optimization results
The main function of friction brakes is the reduction of vehicle speed by a con-
version of kinetic to thermal energy. A suitable performance measure thereof
is the braking torque (4.5), which is proportional to the radius of the disc
and the conditions at the contact interface between disc and pads. The gov-
erning parameters are subject to natural fluctuations. Especially the friction
coefficient depends on the operating conditions of the brake, e.g. tempera-
ture, lubrication, and wear [111]. In order to generate the braking torque,
these uncertainties need to be compensated by an appropriately large normal
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force given that the geometry of the brake system is fixed. Aside from the
capability of reducing vehicle speed, comfort issues like squeal progressively
play a role in brake design. As pointed out, for example, by von Wagner et
al. [177], low friction coefficients in conjunction with high normal forces are
advantageous to stability. In addition, energy dissipation in the disc and the
pads contributes to stabilization, cf. section 4.1.3. This raises the question
how to design the corresponding damping distribution without conflicting the





Figure 4.3: Optimum damping distribution between disc and pads for constant
braking torque over various angular velocities and friction coefficients.
Fig. 4.3 features the optimum ratio between damping in the disc and damp-
ing in the pads for various angular velocities and friction coefficients. The
braking torque is held constant, i.e. high friction coefficients correspond to
low normal forces and vice versa. As indicated by the graphs, the admissible
damping range is fully exploited. In the entire Ω˜-μ-plane, the optimum lies on
the triangular boundary defined by α1 + α2 = 2 and non-negative weighting
factors. For small angular velocities and friction coefficients, energy dissipa-
tion is beneficial in the disc, while for large Ω˜ and μ, damping in the pads
becomes more favorable even though this portion leads to an asymmetric dis-
tribution over both modes. The behavior described above is due to gyroscopic
effects which grow with Ω˜. At high angular velocities, a uniform damping dis-
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tribution generated by the energy dissipation in the disc is not satisfactory.
As pointed out in section 3.3, large gyroscopic perturbations require a com-
pensation via non-uniformly distributed dissipation which corresponds to pad
damping in this case. However, even an optimal distribution is not invariably
sufficient for stability within the linearly constrained parameter region. For
parameter combinations which are located on the right of the white dashed
line, the system’s total damping content needs to be increased to ensure a
stable trivial solution. In this domain, an improvement of noise behavior ex-
clusively via the structure of D˜ and complementary damping coefficients is
not possible. In contrast, for medium rotational speeds, i.e. 0.8 < Ω˜ < 1.2,
there exists an optimum configuration for every operating point. For exam-
ple, at the reference point marked ‘Ref’, which is extensively studied in [81]
and [187], the optimized weighting factors are αopt1,ref = 0.16 and α
opt
2,ref = 1.84.
Comparison to their non-optimized equivalents α1,ref = 1 and α2,ref = 1 shows
the advantage of shifting damping from the disc to the pads with regard to
an improved stability at this point.
The previously described stability enhancement is based on an optimum
distribution of energy dissipation in the disc and in the pads and merely ap-
plies to one specific operating point. In technically relevant systems, however,
damping coefficients cannot be reselected arbitrarily for each parameter com-
bination. The system is rather tailored to a certain operating regime and thus
subject to perturbations. In Fig. 4.4, contour plots of two configurations are
compared, the first of which concerns the non-optimized case and the second
of which is tuned to a specific operating point. The degree of stability is
normalized with respect to its optimized counterpart resulting from the de-
termination of individual weighting factors at each point in the Ω˜-μ-plane.
If the ratio ζabs/ζ
opt
abs equals identity, damping is optimally distributed and
the trivial solution of the minimal model is as stable as possible within linear
constraints (4.12). The non-optimized state is covered in Fig. 4.4a, where
α1 = 1 and α2 = 1. Although the weighting factors remain unchanged, there
is a narrow band with maximum degree of stability, i.e. the ratio ζabs/ζ
opt
abs is
equal to one. At the reference point, the absolute stability reserve is approxi-
mately 80% of its optimum value and decreases rapidly with growing Ω˜ since
60
4.1 Two degree of freedom minimal model
damping in the pads becomes more advantageous. The stability boundary
is therefore shifted towards smaller friction coefficients and angular veloci-
ties. In comparison to the optimized configuration whose stability boundary
is indicated by the white dashed line, the unstable domain enlarges when the
damping matrix is not adapted to certain operating conditions.
Fig. 4.4b depicts a configuration tailored to the previously introduced refer-
ence point ‘Ref’. The corresponding damping distribution yields the largest
possible degree of stability for Ω˜ = 1 and μ = 0.6. While the optimum regime,
where ζabs/ζ
opt
abs = 1, is more narrow than in Fig. 4.4a, the area where the ra-
tio is close to identity is yet more dominant especially for medium to large
angular velocities. Compared to the non-optimized case, this reflects in an im-
proved stability boundary which approaches the limit calculated individually
for each operating point. The stability boundary is closely attainable with a
constant damping distribution if the ratio of energy dissipation between the
disc and the pads at the design point corresponds qualitatively to the ratio
at the stability boundary. However, if the design point lies in the domain of
small angular velocities where damping in the disc is beneficial, the degree
of stability as well as the stability boundary can be affected negatively. As
a result, robust tuning of damping properties within the scope of technical
feasibility can only satisfyingly be achieved in a specific velocity range.
Ref
(a) ζabs(α1 = 1, α2 = 1).
Ref
(b) ζabs(α1 = αopt1,ref , α2 = α
opt
2,ref).
Figure 4.4: Normalized degree of stability for constant braking torque over various
angular velocities and friction coefficients. ζabs < 0, i.e. flutter instability.
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4.2 Eight degree of freedom minimal model
4.2.1 Modeling
The linearized minimal model presented previously is able to reproduce the
principal concept of squeal onset originating from a flutter-type instability
at the contact zone between a rotating disc and pads. More realistic appli-
cations, however, incorporate brake components, such as a caliper and back
plates, which have not yet been considered. Experimental observations reveal
that these features are essential to the brake system’s dynamics. The lowest
eigenfrequencies of the caliper, for instance, may be close to the squealing
frequency of the disc [72, 80]. Moreover, modal analyses of assembled brake
systems conducted in [170] identify mechanical joints, e.g. the caliper/back

























Figure 4.5: Extended minimal model of wobbling disc brake with additional degrees
of freedom for caliper and back plates.
In view of the above, an extended model depicted in Fig. 4.5 includes ad-
ditional degrees of freedom introduced by a caliper and back plates. With
reference to section 4.1.1, the model consists of a viscoelastically mounted,
rigid disc in prestressed frictional point contact with two guided pins repre-
senting idealized brake pads. The geometry of the disc (thickness to radius
ratio κ), its mass moment of inertia Θ, and the stiffness and damping at-
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tributes of the rotational bearing, i.e. kt and dt, are adopted from the two
degree of freedom model. All assumptions and limitations apply accordingly.
In particular, this concerns the contact definition using a constant friction
coefficient μ as well as the disc revolution with angular velocity Ω which is
impressed by means of non-holonomic constraint (4.2). The spatial wobbling
motion of the disc is described by the tilt angles q1 and q2.
In contrast to the two degree of freedom model, where the massless pads
are supported against ground, here each pad is connected to a discrete mass
particle mb representing the back plate. The viscoelastic material character-
istic of the pads is approximated by a linear spring with stiffness kp and a
damper of viscosity dp. Both back plates are embedded in a bending-resistant
caliper and are free to move in the n1-n3-plane. Their transversal motion is
described by the minimal coordinates q3 to q6. In the floating caliper vari-
ety shown in Fig. 4.5, the caliper surrounds the disc and is allowed to slide
along a guidance, where its motion is determined by the coordinates q7 and
q8. The caliper’s inertia is lumped into two particles of mass mc which are
elastically attached to a translational spring with stiffness kc. The suspension
of the back plates to the caliper is implemented via standard Kelvin-Voigt-
elements whose stiffness and damping coefficients are given by knb and d
n
b ,
respectively. This suspension acts in normal direction to the disc. In tangen-
tial direction, the spring-damper modules are denoted by the coefficients ktb
and dtb. In total, the minimal model is comprised of eight degrees of freedom
including an idealized representation of disc, pads, caliper, and back plates.
4.2.2 Equations of motion
The extended minimal model encompasses both rotational (q1, q2) and trans-
lational (q3 to q8) degrees of freedom. While the spatial wobbling motion of the
disc is captured by balancing the angular momentum (4.4), the mathematical




(mNu) = NFres. (4.13)
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This fundamental principle establishes a connection between the net force Fres
acting on a body of mass m and the second time derivative of its position
vector u with respect to the inertial frame N. A vectorial representation of
all relevant forces and kinematic relations of the extended model is derived
in [167]. Therein, the formal derivation of the equations of motion is sought
using the commercial software package MotionGenesis [126]. Geometrical
linearization around the equilibrium state q = (q1, q2, . . . , q8)
T ≡ 0 yields a
second order system of the form
Mq¨ + Bq˙ + Cq = 0. (4.14)
Coherent to section 4.1.2, nondimensionalization is conducted on these equa-
tions. However, a scalar coordinate transformation as shown in Eq. (4.6a) is
not expedient since the rows of system (4.14) are incompatible with respect
to their dimensions. Rotational degrees of freedom are defined by angles,
while translational displacements are of unit length. Hence, the vector of





where Qc = diag(qc1 , qc2 , . . . , qc8) is a diagonal matrix with constants qci on
its principal diagonal and p is the new vector of generalized coordinates. In-
serting transformations (4.6b) and (4.15) into the equations of motion (4.14),
applying the chain rule, and premultiplying with Q
1
2
c to preserve the symme-






























p = 0. (4.16)
Introducing the time constant tc = 1/Ωref and choosing the diagonal elements
of Qc according to
qci =
 1N0r for i = 1, 2r
N0
for i = 3, 4, . . . , 8
, (4.17)
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the three summands M˜, B˜, and C˜ are rewritten to state dimensionless quan-
tities. This transformation approach results in the dimensionless system ma-
trices depicted below, where B˜ and C˜ are decomposed into their symmetric
and skew-symmetric parts as specified by Eq. (2.8). Entries depending on the
angles q1 and q2 correspond to matrices (4.9) of the two degree of freedom












is diagonal with the diagonal elements characterizing the inertias of disc, back
plates, and caliper. In opposition to all other matrices, M˜ is not affected by
Coulomb friction at the contact interface between disc and pads.
The symmetric parts of the velocity and coordinate proportional forces,






















sym. d˜nb +d˜p 0 −d˜nb 0




























sym. k˜nb +k˜p 0 −k˜nb 0






possess a similar structure. This similarity arises from the viscoelastic na-
ture of most joints within the extended brake model, cf. Fig. 4.5. Merely
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the connection between the lumped mass particles mc is designed purely elas-
tically. Without the incorporation of energy dissipation in the caliper, the
corresponding entry D78 = D87 equals zero.


















2 0 0 0
0 0 −μd˜p2 0 0






















2 0 0 0
0 0 −μk˜p2 0 0





exhibit a similar composition since most zero entries have identical indices.
Exceptions are the elements G23 and G24 which unlike their counterparts N23
and N24 are independent of μ. While G˜ occurs due to both Coulomb friction
and disc rotation, the circulatory matrix N˜ is determined exclusively by the
conditions at the frictional contact interface. This is especially relevant to the
viscoelastic attributes of the pads, where its damping d˜p is considered in G˜
and its stiffness k˜p is accounted for in N˜. The circulatory matrix vanishes if
the friction coefficient μ equals zero.
For the purpose of stability analysis and optimization, the parameter set
is chosen to agree with the configuration listed in Tab. 4.1, which has been
extracted from measurements for the two degree of freedom model [177]. The
reference angular velocity is set to Ωref = 5π s−1. The extended minimal
model requires the identification of seven additional mass, stiffness, and damp-
ing parameters for which no experimental data are available. In particular,
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this concerns the additional damping coefficients. Numerical stiffness values
of caliper and back plates are chosen to compare with [50], where Tab. 4.2
































Table 4.2: Dimensionless mass and stiffness parameters of the extended model.
Tuning these components with respect to their eigenfrequencies yields an
estimation of their inertial properties. The caliper mass, for example, cor-
responds to a measured eigenfrequency which lies within a frequency band
of audible squeal noise [72]. The back plates’ mass is approximated accord-
ingly. A representation of a mass distribution observed in real brake systems
is thus not guaranteed. Counterintuitively, the caliper is found to be lighter
than the back plates and both masses are small in relation to the disc. How-
ever, since subsequent analyses require conformity of simulated and measured
eigenfrequencies, the outlined approach is suitable and herein justified.
4.2.3 Stability behavior
The influence of the rotational speed as well as specific mass and stiffness
properties on the stability of the equilibrium position is systematically in-
vestigated in [167]. Moreover, stability of the extended model defined via
matrices (4.18)–(4.22) depends on the energy dissipation within its viscoelas-
tic joints. This concerns damping due to disc, pads, and back plates which is
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characterized by the dimensionless coefficients d˜t, d˜p, d˜tb, and d˜
n
b , respectively.
Since exact numerical values are not available, basic features are discussed;
pairs of these damping coefficients are contrasted. The remaining coefficients
are set to zero in order to assess their individual contributions, where nondi-
mensionalization ensures quantitative comparability. Inertial and stiffness
parameters are held constant according to Tab. 4.1 and Tab. 4.2.
Fig. 4.6 depicts the stability boundary for various rotational speeds of the
brake disc. Below the respective boundary, the trivial solution is unstable as
there exists at least one eigenvalue with positive real part. Since eigenval-
ues occur in complex conjugate pairs, this is associated with a flutter-type
instability which is interpreted as squeal.
stable
unstable







(b) d˜t = d˜p = 0.
Figure 4.6: Effects of pad and back plate damping on the stability boundary for
various angular velocities.
As shown in Fig. 4.6a, the lines of constant angular speed are similar.
Increasing Ω˜ leads to a parallel shift of the stability boundary towards the
upper right corner of the d˜p-d˜tb-plane. Stabilization requires a compensation
of this movement by damping in both normal and tangential direction to the
disc. Hence, pad and tangential back plate dissipation need to be non-zero.
The corresponding disc motion is damped by friction-induced forces and thus
d˜t 6= 0 is not necessary for asymptotic stability. It is furthermore apparent
that an arbitrarily small d˜p in conjunction with an accordingly large d˜tb is
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not sufficient for a stable equilibrium position. In fact, energy dissipation
in normal direction to the disc has to exceed a velocity-specific threshold.
A comparison between Fig. 4.6a and Fig. 4.6b reveals that this value is ap-
proximately one order of magnitude smaller if pad damping is used instead
of perpendicular back plate damping. If the only damping contribution is of
Coulomb friction type, i.e. d˜t = d˜p = d˜nb = d˜
t
b = 0, the trivial solution is un-
stable in the entire velocity range. These features apply similarly to Fig. 4.6b,
where energy dissipation in normal direction to the disc is implemented via
the back plates instead of the pads. In this case, however, damping does not
invariably contribute to stabilization as the trivial solution becomes unstable
for sufficiently large values of d˜nb independent of d˜
t
b.
As a conclusion, an asymptotically stable equilibrium position is not at-
tainable as long as d˜tb = 0 since the tangential motion of the back plates is
undamped in this case. Unlike in the two degree of freedom model, a single
viscous damper is not capable of stabilizing the extended system. Neither
energy dissipation in the disc nor in the pads nor in the back plates is per-
vasive, i.e. the trivial solution is unstable on the abscissa and the ordinate of
the respective plane shown in Fig. 4.6.
4.2.4 Optimization approach
Optimization of the minimal model with two degrees of freedom encompasses a
modification of the damping properties of both disc and pads. The extended
model discussed here contains two additional points of energy dissipation,
namely damping due to the back plates in normal and tangential direction,
respectively. To account for the different physical origins, the damping ma-
trix D˜ of Eq. (4.19) is written as a linear combination








The summands are itemized in appendix A.1, where D˜0 = D˜c covers energy
dissipation originating from Coulomb friction. The independent treatment
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of damper viscosities is reflected in the parameter vector α = (α1, . . . , α4)
T
governing the relative contribution of the respective matrix to the overall
damping. Comparison of decompositions (4.10) and (4.23) reveals that char-
acteristic matrix properties are not preserved consistently. Due to the addi-
tional six degrees of freedom, the disc damping matrix is no longer positive
definite. With exception of D˜c, which remains indefinite, all damping matrices
are positive semi-definite and none of these contributions is pervasive.
In analogy to section 4.1.4, using standard complex eigenvalue analysis and
a damping matrix of form (4.23), stability can be enhanced by variation of the
weighting factors αi. The extended system is considered to be more stable if
its degree of stability is as large as possible. The objective of finding a favor-
able damping configuration is mathematically expressed following Eq. (4.11).
In the specified model, the parameter optimization involves varying the ra-
tio of damping in the disc, damping in the pads, and damping in the back
plates. In order to determine the most beneficial distribution, inequality con-
straints (4.12) are imposed on the parameter vector α ∈ Rs, where the number
























Table 4.3: Dimensionless damping coefficients of the extended model.
While damper viscosities of the two degree of freedom model are based on
experimental data, numerical values are unknown for the present system. For
a conceptual study, the dimensionless damping coefficients d˜t, d˜p, d˜nb , and d˜
t
b
are assumed to be equal and small compared to Tab. 4.1. The corresponding
reference values are listed in Tab. 4.3. Pad and disc damping relate approx-
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imately to one third respectively one quarter of their measured equivalent
given in Tab. 4.1. Numerical treatment of the outlined optimization prob-
lem is sought using a generalized pattern search algorithm implemented in
Matlab’s global optimization toolbox, cf. section 2.4.
4.2.5 Optimization results
In agreement with section 4.1.5, presentation of optimization results is mo-
tivated by the governing parameters’ natural dependence on the operating
conditions. Irrespective of these uncertainties, an adequate braking torque
needs to be ensured. Aside from the capability of reducing vehicle speed,
preventing self-excited vibrations is part of the development process of disc
brakes. The onset of squeal is related to the energy dissipation in the respec-
tive component as well as its relative contribution to the overall damping.
Fig. 4.7 highlights the optimum ratio between all damper viscosities in-
volved for various angular velocities and friction coefficients. This particu-
larly concerns damping in the disc, damping in the pads, and perpendicular
and tangential damping in the back plates. In each contour plot, the braking
torque is held constant according to Eq. (4.5), i.e. high friction coefficients
correspond to low normal forces and vice versa. The graphs indicate that the
admissible damping range is fully exploited. The global optimum in the Ω˜-μ-
plane lies on the boundary defined by α1 +α2 +α3 +α4 = 4 and non-negative
weighting factors.
Most of the damping is divided among disc and pads. For small angular
velocities and friction coefficients, energy dissipation is found to be more ben-
eficial in the disc, while for large Ω˜ and μ, damping in the pads becomes more
favorable. From a qualitative perspective, this distribution corresponds to the
two degree of freedom model. The additional translational degrees of freedom
thus do not affect the principal behavior according to which gyroscopic per-
turbations require a compensation via non-uniformly distributed dissipation
in the form of pad damping, cf. section 3.3.
Energy dissipation in the back plates plays a minor, yet non-negligible role.
As pointed out in section 4.2.3, stabilization requires sufficiently large damp-
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(c) Back plate damping (normal).
Ref
(d) Back plate damping (tangential).
Figure 4.7: Optimum damping distribution between disc, pads, and back plates
for constant braking torque over various angular velocities and friction coefficients.
ing in both normal and tangential direction to the disc. This implies non-zero
values for either α2 or α3 in addition to α4, which is reflected in the opti-
mization. Corresponding factors weighting the back plate damping are one to
two orders of magnitude smaller than their equivalents scaling disc and pad
damping. In tangential direction, back plate damping is advantageous espe-
cially for medium rotational speeds, yet its impact decays when approaching
the stability boundary. In normal direction, the optimum is coupled to the
ratio between disc and pad damping. On the lower end of the speed range
where the disc dominates energy dissipation, pads and back plates act coop-
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eratively. With growing rotational speed, the latter contribution declines and
approaches zero. Thereafter, pad damping alone provides a more suitable way
to compensate motions perpendicular to the disc.
Similar to the two degree of freedom model, an optimal distribution is not
invariably sufficient for stability within the linearly constrained parameter
region. For parameter combinations which are located on the right of the
white dashed line, the system’s total damping needs to be increased to ensure
a stable trivial solution, e.g. via raising the initial damping coefficients from
Tab. 4.1. In this domain, an improvement of the noise behavior exclusively via
the structure of D˜ and complementary damping coefficients is not possible.
Up to this point, stability enhancement is based on the optimum distri-
bution of energy dissipation in disc, pads, and back plates and is tailored
to merely one specific reference point. As stated in section 4.1.5, damping
coefficients in real systems cannot be chosen individually for each parame-
ter combination. Instead, the system is optimized to an operating regime
and thus exposed to perturbations. In Fig. 4.8, the contour plot of a non-
optimized configuration is compared to a case which is tuned to the operating
point ‘Ref’. Normalization of the degree of stability is performed with re-
spect to its optimized equivalent. The latter is obtained from determining
individual weighting factors at each point in the Ω˜-μ-plane. Damping is opti-
mally distributed and the trivial solution is as stable as possible within linear
constraints (4.12) when the ratio ζabs/ζ
opt
abs equals identity.
The non-optimized state is captured in Fig. 4.8a in which all weighting fac-
tors remain equal to one. Unlike the two degree of freedom model, there exists
no band with maximum degree of stability, i.e. the ratio ζabs/ζ
opt
abs is smaller
than one in the entire parameter range. In the best case, the absolute stabil-
ity reserve is approximately 84% of its theoretically possible optimum value
and decreases rapidly with growing Ω˜. The stability boundary is therefore
shifted towards smaller friction coefficients and angular velocities. In compar-
ison to the optimized configuration whose stability boundary is indicated by
the white dashed line, the unstable domain enlarges when the damping ma-
trix is not adapted to certain operating conditions. With regard to Fig. 4.4a,
the non-optimized state in the extended model leads to a significantly larger
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Ref
(a) ζabs(α1 = 1, . . . , α4 = 1).
Ref
(b) ζabs(α1 = αopt1,ref , . . . , α4 = α
opt
4,ref).
Figure 4.8: Normalized degree of stability for constant braking torque over various
angular velocities and friction coefficients. ζabs < 0, i.e. flutter instability.
instability region. A uniform damping distribution according to Tab. 4.3 thus
is less favorable in the minimal model with eight degrees of freedom.
Fig. 4.8b depicts a configuration tailored to the reference point. The corre-
sponding damping distribution yields the largest possible degree of stability
for Ω˜ = 1 and μ = 0.6. The optimum regime, where the ratio ζabs/ζ
opt
abs is
close to identity, is more dominant than in Fig. 4.8a especially for medium to
large angular velocities. This also reflects in an improved stability boundary,
which approaches the limit calculated individually for each operating point.
Compared to the two degree of freedom model, however, the attained stability
boundary is more conservative. The extended system becomes unstable for
smaller friction coefficients and angular velocities if the energy dissipation due
to disc, pads, and back plates is tuned to the design point ‘Ref’, cf. Fig. 4.4b.
The results presented above are summarized by an example illustrating
the evolution of the weighting factors and the degree of stability for a con-
stant friction coefficient and varying angular velocity. As denoted by the
dashed lines in Fig. 4.9, the plot range is classified into three sections via Ω˜1
and Ω˜2. At these angular velocities, the optimized degree of stability is not
differentiable since a different eigenvalue becomes objective. The optimized
weighting factors of disc, pads, and back plates exhibit a kink at these values
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of Ω˜, cf. Fig. 4.9a. In sector 1 , optimum energy dissipation is dominated by
damping in the disc; other contributions are one to two orders of magnitude
smaller. Damping of motions perpendicular to the disc is distributed among
the back plates and the pads, the latter of which take up a larger part. In
sector 2 , where Ω˜1 < Ω˜ < Ω˜2, the proportions of disc and back plates (nor-
mal) are transferred progressively to the pads, whose contribution increases
with growing angular velocity by the equivalent amount. This behavior is
qualitatively similar to the two degree of freedom model and occurs in the
same rotational velocity band. In sector 3 , energy dissipation is favorable in
the pads. The only non-zero contribution besides the pads is the tangential
component of the back plates. This component does not change significantly
over the entire velocity range. Optimization results thus depict the utilization
of a small portion of the overall damping for tangential back plate damping
indicating its necessity for asymptotic stability.










(b) Degree of stability.
Figure 4.9: Evolution of objective function and solution of optimization prob-
lem (4.11) at μ = 0.6 for varying angular velocity.
The corresponding optimized degree of stability is depicted in Fig. 4.9b.
In comparison to the non-optimized case, the absolute stability reserve is
increased by tuning the damping distribution among all brake components
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involved. An optimum adjustment of energy dissipation additionally prevents
its early decay in sector 2 due to which the non-optimized system becomes
unstable for Ω˜ > 1.2. If damping is tailored to an operating regime, the
maximum possible ζabs is merely attained at the reference point, where Ω˜ = 1.
However, this specific configuration increases the average degree of stability
over the entire plot range and enlarges the stable domain since the stability
boundary is shifted towards higher angular velocities.
4.3 High-dimensional finite element models
4.3.1 Modeling
Subsequent to the extension of the minimal model to eight degrees of freedom,
a further refinement step is the approximation of the brake geometry by a
finite number of discrete elements. The analyses include two high-dimensional
systems of different levels of detail. Fig. 4.10a shows a model with simplified
geometry having a coarse mesh with 4600 degrees of freedom. Fig. 4.10b
represents the current state of the art of an internally ventilated disc brake
used in automotive industry with 104 000 degrees of freedom. Both models
consist of a disc which rotates with a prescribed angular speed Ω and is
in prestressed frictional contact with two rigidly guided pads. Unlike the
simplified variant, where the pads are elastically attached to the caliper, in the
more realistic model, the pads are fixed to back plates and further embedded
in the caliper. In both cases, the latter is axially supported against ground.
Assumptions and limitations in the finite element environment are similar
to those in the minimal models with two and eight degrees of freedom, respec-
tively. The contact between disc and pads is assumed to be of Coulomb-type
with a velocity-independent and isotropic friction coefficient μ. The pads are
loaded with a constant pressure p which is considered large enough to in-
variably maintain contact. Stick-slip phenomena are ruled out as long as the
disc rotates sufficiently fast which implies a non-vanishing relative velocity at
the contact interface. As a consequence, friction forces are continuous and
linearization of the equations of motion is admissible. Damping within the
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respective brake components is modeled by a material specific loss factor χ.
This dimensionless parameter is an aggregate of energy dissipation due to nu-
merous microscopic sources and mechanisms which are characteristic for the









(b) Realistic model used in industry.
Figure 4.10: High-dimensional finite element models of disc brakes.†
4.3.2 Equations of motion
In a finite element environment, the linearized equations of disturbed motion
near a static equilibrium can be written in the general form
Mq¨ + Bq˙ + Cq = 0, (4.24)
where time-variance of mass and stiffness properties as well as external forces
are neglected. With respect to an inertial coordinate frame, the corresponding
velocity and coordinate proportional matrices read












Kg + N, (4.25b)
resulting from a mathematical formulation of the dynamics of a rotating,
elastic system including frictional contacts [89]. Since the friction coefficient
†In the following, the simplified variant adopted from [78] is referred to as ‘model 4.10a’,
while the realistic variant used in industry is referred to as ‘model 4.10b’.
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is assumed to be constant and the influence of centrifugal loads on the contact
state is negligible, contact forces do not depend on the magnitude of the
rotational speed. As a consequence, variation of Ω is admissible a posteriori,
i.e. after the equations of motion (4.24) have been derived. An advantage of
this procedure is a reduction of computational cost since the system matrices
need to be generated for merely one single reference angular velocity Ωref .
In commercial finite element software packages, such as Permas, the for-
mal derivation of matrices (4.25) is generally comprised of two steps [78].
The initial equations of motion are of type MK describing a non-rotating,
unloaded, and undamped brake. In the first step, a nonlinear static anal-
ysis is performed in order to establish the contact state under given static
loads, such as braking pressure and rotational speed of the disc. The re-
sulting contact forces are decomposed vectorially by means of Coulomb’s
law (2.35). Subsequent kinematic linearization and differentiation between
symmetric and skew-symmetric contributions yields three additional matri-
ces. Coordinate proportional terms specify the contact stiffness matrix Kc
as well as the circulatory matrix N, while velocity proportional terms define
the Coulomb damping matrix Dc. Coherent to the minimal models, the
latter is inversely proportional to the angular velocity of the disc, i.e. friction-
induced energy dissipation decays with Ω. The second step encompasses a
linear static analysis in order to consider effects arising from the brake disc
rotation. Determination of the internal stress state under centrifugal loads
results in coordinate proportional terms depending on the square of the rota-
tional speed. These terms lead to a stiffening of the brake disc with growing
Ω and are concatenated in Kg, which is commonly referred to as geometric
stiffness matrix. It further contains convective portions originating from an
Eulerian formulation of the equations of motion [90]. Another outcome is
the gyroscopic matrix G, which depends linearly on the rational speed.
The existence and structure of D∗ relies on the modeling of energy dis-
sipation. In order to treat its physical origins independently, the damping
matrix D∗ = Dv + Dm is decomposed into a matrix Dv covering miscella-
neous viscous damping contributions and a matrix Dm accounting for energy
dissipation in each brake component. In finite element software packages, the
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latter is usually modeled via a complex stiffness approach [104]. However,
following the discussion in section 2.3.2, material damping is satisfactorily ex-
pressed in terms of its viscous equivalent, which is defined by the same energy
loss per cycle of oscillation. In analogy to Eq. (2.34), the equivalent viscous







with an individual loss factor and elastic stiffness matrix for each of the l com-
ponents of the brake assembly. In Eq. (4.26), the frequency dependence is
neglected by setting a circular reference frequency Ωcev [79]. A conservative
choice, i.e. picking Ωcev greater or equal than the actual Ω, assures that the
effective damping is not overestimated in the frequency range of interest.
Due to the large number of degrees of freedom and generally asymmetric
system matrices, numerical eigenvalue determination of system (4.24) is elab-
orate. On this account, the standard reduction technique of modal truncation
is applied leading to a system of smaller scale while maintaining its essential
dynamical behavior [11, 43]. Since brake squeal occurs within a bounded fre-
quency band, i.e. f ∈ [flb, fub] ⊂ R, a transformation to a subspace containing
only modes up to a certain frequency limit flim > fub is beneficial. Eigenvalue
analysis of the undamped, conservative system
Mq¨ + Kq = 0, (4.27)
with positive definite mass and stiffness matrix of dimension n × n, yields
purely imaginary eigenvalues λ1, λ2, . . . , λ2n and guarantees real eigenvec-
tors r1, r2, . . . , r2n [62]. This simplification is obtained from the original sys-
tem (4.24) by neglecting disc rotation as well as effects of friction and velocity
proportional forces. Assuming a minor influence of the omitted terms on the
mode shapes, the span of m eigenvectors associated with the first m eigen-
frequencies forms the basis of the subspace transformation. This span of
eigenvectors of the MK-system defines the columns of the rectangular modal
matrix
R = (r1 r2 . . . rm) , (4.28)
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where | Im(λ1)| < | Im(λ2)| < ∙ ∙ ∙ < | Im(λm)| and R ∈ Rn×m. Introducing
the approximate coordinate substitution
q = Rp (4.29)
into the equations of motion (4.24) and subsequent premultiplication with the
transpose RT to preserve the symmetry properties of the respective matrices
leads to the truncated second-order system
Mˉp¨ + Bˉp˙ + Cˉp = 0. (4.30)
Herein, the bar denotes the modal matrices Mˉ = RTMR, Bˉ = RTBR, and
Cˉ = RTCR of dimension m×m. The upper frequency limit flim determines
the number of modes to be computed and thus specifies the m-dimensional
subspace. For m ¿ n, the projected system (4.30) is of smaller scale in
comparison to its high-dimensional original. The outlined technique leads to
a decrease of computational cost as it limits the eigenvalue calculation to a
predefined frequency interval. An alternative variant of model reduction by
means of eigenvectors of the non-simplified MBC-system is derived in [51].
4.3.3 Convergence study
The solution of truncated system (4.30) with respect to its 2m eigenvalues
and eigenvectors is based on a transformation projecting the physical coordi-
nates onto a domain of lower dimension. The quality of this approximation
depends on the number of eigenvectors spanning the corresponding subspace.
Commonly, the highest occurring frequency in the subspace is taken to be a
factor of two to three times larger than the upper frequency bound of interest,
i.e. flim ≥ 2 − 3fub. However, there is no general law on how to choose flim
for a given frequency interval.
To study the size of the subspace and its qualitative influence on the so-
lutions of system (4.30), the model with simplified geometry depicted in
Fig. 4.10a is used. The angular velocity of the disc is exemplarily set to
Ω = π s−1. Fig. 4.11 shows the evolution of eigenvalues with positive real
part over the frequency ratio flim/fub and over m/n, which is a normalized
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measure of the subspace dimension and grows approximately linearly with the
frequency ratio. In the plotted range between flb = 0.5 kHz and fub = 6kHz,
three modes are unstable. Since damping is small and thus has little impact
on the natural eigenfrequencies, the imaginary part can be reproduced with
sufficient accuracy using few eigenvectors of the MK-system, cf. Fig. 4.11a.
The course of all three imaginary parts is virtually constant over the size of
the subspace. This does not apply to the real part presented in Fig. 4.11b.
The higher the frequency, i.e. the imaginary part, the more eigenvectors are
required for convergence. The real part of λ1 and λ2 is converged for a fre-
quency ratio greater than two, while Re(λ3) approaches its effective value for
flim/fub > 4. As Gräbner [49] pointed out for a more realistic brake model,
the number of unstable eigenvalues is not necessarily constant over the sub-
space dimension. With growing frequency limit flim, further eigenvalues with
positive real part may be detected. Hence, truncation of physical coordinates
may lead to unsatisfactory stability information if m is not chosen sufficiently
large. Although this case does not occur in the simplified variant considered
here, the common recommendation of flim ≥ 2 − 3fub results in an estimate
of Re(λ3) which is too conservative. For this reason, all subsequent analyses
are performed using a frequency ratio greater than or equal to four.
m/n
0.04 0.08 0.12 0.16
(a) Imaginary part.
m/n
0.04 0.08 0.12 0.16
(b) Real part.
Figure 4.11: Evolution of eigenvalues with positive real part for varying frequency
ratio and subspace dimension.
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4.3.4 Optimization approach
Determination of favorable damping configurations for the minimal models
with two and eight degrees of freedom, respectively, incorporates the tailor-
ing of damper viscosities at discrete locations. In the finite element models
discussed here, energy dissipation is distributed over each component of the
brake assembly. This is modeled by a material-specific loss factor which by
means of Eq. (4.26) expresses an equivalent viscous damping. To account
separately for material damping in disc, pads, back plates, and caliper, the















The first two summands, i.e. the matrices covering Coulomb damping as
well as miscellaneous viscous damping portions, constitute the matrix D0
which remains unaffected during optimization. The third summand is a linear
combination of αi-weighted material damping matrices whose relative contri-
bution to the overall damping is to be varied. Since each Dm,i is propor-
tional to χi, the approach directly involves the variation of the correspond-
ing loss factors. Their independent treatment reflects in the parameter vec-
tor α = (α1, . . . , α4)
T, where Tab. 4.4 assigns the indices to the respective
component of the brake assembly.
Decomposition (4.31) along with complex eigenvalue analysis enables sta-
bility enhancement of system (4.24) by tuning the weighting factors αi. For
this purpose, a system is considered to be more stable if its eigenvalue with
largest real part is as small as possible. In compliance with section 2.4, this





flb ≤ | Im(λ)|2π ≤ fub and c(α) ≤ 0.
(4.32)
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The lower and upper bounds flb and fub limit the objective function to a
desired frequency range of interest in which brake squeal mainly occurs. De-
pending on the considered brake system, further restrictions are imposed on
the admissible parameter space via c(α). Determination of the most bene-
ficial damping distribution in simplified model 4.10a, for example, requires
linear inequality constraints according to Eq. (4.12). In the more realistic
model 4.10b, optimization for a given range of loss factors demands the limi-
tation of the parameter vector to an interval defined by
αlb ≤ α ≤ αub. (4.33)
In both variants, parameter optimization involves varying the ratio of damp-
ing in disc, pads, caliper, and back plates (model 4.10b only). In real brake
systems, these components are made of different materials. The disc mate-
rial, for example, is usually cast iron, while the caliper is commonly made of
aluminum. The corresponding loss factors are listed in Tab. 4.4, where their
magnitude complies with numerical values encountered in literature [8]. As
stated by references reviewed in [136], however, these values may vary over
several orders of magnitude. This variation handicaps the rating of the techni-
cal relevance and feasibility of the computed optima. For a conceptual study,
the assumption of equal χi serves as a benchmark. The resulting damping
distribution obtained from optimization is hence further assessed in terms of
suitable materials for the individual brake components.
i part material
loss factor χi
model 4.10a model 4.10b





3 back plates steel n/a 5× 10−3
4 caliper aluminum 5× 10−3
Table 4.4: Components and corresponding loss factors of the finite element models.
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Although damping is tailored with respect to a modal subspace defined by
rectangular matrix (4.28), back transformation of optimization results into
the physical domain is admissible. This is facilitated by decomposition (4.31),
which combines the respective damping matrices linearly. The invariance of
these scalar multiplications allows for a back transformation into the physical
space via coordinate substitution (4.29). Coherent to previous evaluations,
the outlined problem is sought using a generalized pattern search algorithm
implemented in Matlab’s global optimization toolbox, cf. section 2.4.
4.3.5 Optimization results
A comparison between analytical and numerical calculations obtained in [49]
shows that stability-relevant effects, such as friction and rotation, are con-
sidered correctly in the finite element environment. The investigated low-
dimensional brake model is able to reproduce the impacts of, among others,
gyroscopic and circulatory terms including Coulomb damping. Thus, the
implementation of matrices (4.25) proposed in [5] is validated.
In agreement with previously presented results, the product μ∙p, which is an
analogous measure of braking torque (4.5), is held constant, i.e. high friction
coefficients correspond to low braking pressures and vice versa. Optimization
results of models depicted in Fig. 4.10a and Fig. 4.10b are discussed individu-
ally. In both cases, the reference angular velocity is set to Ωref = 5π s−1 which
along with μ = 0.6 defines a virtual operating point ‘Ref’. The frequency
range of interest is limited by flb = 0.5 kHz and fub = 5kHz.
Model 4.10a
Fig. 4.12 shows the influence of material damping in disc, pads, and caliper on
the degree of stability at the reference point. Coherent to the minimal mod-
els with two and eight degrees of freedom, respectively, both magnitude and
location of energy dissipation are decisive for stability. The unstable regime
(ζabs < 0) is split into two sections via the dashed line indicating the number
of unstable modes within the considered frequency range. Regime 1 is com-
prised of one unstable mode, while in regime 2 there are two eigenvalue pairs
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with positive real part. The same applies to the origin, where all loss factors
vanish and the only damping contribution is of Coulomb friction type. In
Fig. 4.12a, stabilization requires a sufficiently large value of χ1, χ2, or a com-
bination of both. Beyond velocity-specific thresholds, the trivial solution is
asymptotically stable on the abscissa and the ordinate which implies pervasive
dissipation in disc and pads. This is similar to the minimal model with two
degrees of freedom, cf. Fig. 4.2a. In contrast to disc and pad damping, energy
dissipation in the caliper is not pervasive since even an arbitrarily large χ4 is
not exclusively able of stabilizing the trivial solution, cf. Fig. 4.12b.
1
2
(a) Pads over disc for χ4 = 0.
1
2
(b) Caliper over disc for χ2 = 0.
Figure 4.12: Effects of damping in disc, pads, and caliper on the degree of stability
at ‘Ref’. ζabs < 0, i.e. flutter instability.
From a quantitative perspective, the degree of stability is most sensitive to
disc damping. The larger χ1 for a given χ2 or χ4, respectively, the higher in
general ζabs. The influence of energy dissipation in pads and caliper is smaller
by orders of magnitude. The latter is rather insignificant as lines of constant
ζabs in Fig. 4.12b are approximately parallel to the ordinate. However, an
increase of loss factors χ2 and χ4 does not adversely affect stability. Searching
for an advantageous configuration confirms these evaluations. Within the
domain which is restricted linearly by Eq. (4.12), optimization suggests disc
damping to be the most beneficial contribution. The optimum is determined
by the weighting factors αopt1 = 3, α
opt
2 = 0, and α
opt
4 = 0. Hence, energy
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dissipation in pads and caliper is found to have a minor significance with
regard to stability. In opposition to both minimal models, this distribution is
robust against natural parameter fluctuations. It is completely independent
of the friction coefficient and the angular velocity of the disc. An increase of
Ω, for example, moves the stability boundary towards the upper right corner
of the respective plane, yet the system continues to exhibit the same favorable
damping distribution. In the entire operating regime considered, the optimum
is invariably located on the edge of the admissible parameter space.
In Fig. 4.13, contour plots of two damping configurations are compared at
constant braking torque and various angular velocities and friction coefficients.
The non-optimized state is covered in Fig. 4.13a where all weighting factors are
equal to unity. The corresponding degree of stability shows a weak dependence
on angular speed and is more sensitive to an altering friction coefficient. For a
wide velocity span and moderate μ, the maximum stability reserve is around
65% of its optimized counterpart, yet it decays rapidly towards the stability
boundary. For μ > 0.62, the trivial solution is unstable independent of Ω.
(a) Non-optimized. (b) Optimized.
Figure 4.13: Degree of stability for constant braking torque over various angular
velocities and friction coefficients. ζabs < 0, i.e. flutter instability.
The optimized configuration in Fig. 4.13b is characterized by the weighting
factors αopt1 = 3, α
opt
2 = 0, and α
opt
4 = 0 which are constant over the entire plot
range. Similarly, the optimized degree of stability is virtually constant and
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insusceptible to perturbations; it only decays slightly in the upper right corner
of the Ω-μ-plane. The tailored damping configuration moves the stability
boundary towards higher friction coefficients and angular velocities such that
ζabs remains positive. As a result, its maximum value is enhanced by about
50% when damping is shifted from pads and caliper to the disc.
Model 4.10b
In comparison to the lower dimensional variant, the finite element model used
in industry exhibits a qualitatively similar stability behavior. The degree of
stability is most sensitive to damping in the disc, while energy dissipation in
pads, back plates, and caliper plays a minor, yet non-negligible role. This
is confirmed by numerical simulations in a parameter space which is linearly
constrained via Eq. (4.12). Independent of Ω and μ, the optimum weighting
factors are found to read αopt1 = 4, α
opt
2 = 0, α
opt
3 = 0, and α
opt
4 = 0. However,
contrary to the simplified version 4.10a, a higher energy dissipation in the
more complex model is not necessarily advantageous since adding damping
may contribute to destabilization.
This paradox is visualized in Fig. 4.14, where the optimized weighting fac-
tors of back plates and caliper are plotted over various angular velocities and
friction coefficients. The parameter domain is restricted by Eq. (4.33) deter-
mining the upper and lower bounds of α. Each weighting factor can vary
between 0.5 and 2. Hence, the initial loss factor of each brake component
listed in Tab 4.4 may at most be doubled or reduced by half. Despite an
optimum distribution, asymptotic stability is not ensured within these impo-
sitions. Parameter combinations which are located on the right of the white
dashed line yield an unstable trivial solution. For stabilization, the system’s
total damping needs to be increased, e.g. via increasing the initial χi.
Optimization results reveal the benefit of disc and pad damping. The corre-
sponding weighting factors αopt1 = α
opt
2 = 2 lie on their upper bound and are
robust against perturbations. While the weighting factors of disc and pads
are found to be constant over the entire range of interest, contour plots in
Fig. 4.14 depict regions where energy dissipation in back plates and caliper
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adversely affects stability. In these regions, αopt3 and α
opt
4 , which are func-
tions of Ω and μ, lie on their lower limit. The admissible parameter space is
not fully exploited. In Fig. 4.14a, the triangular regime of unfavorable back
plate damping corresponds to medium to large angular velocities and friction
coefficients. The transition between the upper and lower bound is continuous,
yet small changes of Ω and μ lead to drastic changes of αopt3 . In the stable
domain, the transition runs parallelly to the stability boundary at slightly
lower values of μ. These observations apply similarly to Fig. 4.14b. The band
of unfavorable caliper damping is larger as it extends over the entire velocity
range. Apart from the upper right corner, where the trivial solution is un-
stable, caliper damping merely contributes to stabilization in the triangular
lower left half of the Ω-μ-plane. Prior to reaching the stability boundary, αopt4
drops to the lower bound of the admissible parameter space reflecting the
advantage of small caliper damping in this domain.
Ref
(a) Back plate damping.
Ref
(b) Caliper damping.
Figure 4.14: Favorable damping in back plates and caliper for constant braking
torque over various angular velocities and friction coefficients.
In agreement with the discussion in sections 4.1.5 and 4.2.5, damping prop-
erties in real systems cannot be chosen individually for a given parameter
combination. Instead, materials and corresponding loss factors are optimized
to be compatible with a specific operating regime which is subject to natural
fluctuations. Contour diagrams shown in Fig. 4.15 emphasize the difference
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between the non-optimized case, where all weighting factors are equal to unity,
and a configuration which is tuned to the virtual operating point ‘Ref’. The
degree of stability ζabs is normalized with respect to its optimized equiva-
lent ζoptabs , which is obtained from determining a set of α
opt
i at each point in
the Ω-μ-plane. Within linear constraints (4.33), the trivial solution is as stable




(a) ζabs(α1 = 1, . . . , α4 = 1).
Ref
(b) ζabs(α1 = αopt1,ref , . . . , α4 = α
opt
4,ref).
Figure 4.15: Normalized degree of stability for constant braking torque over various
angular velocities and friction coefficients. ζabs < 0, i.e. flutter instability.
The non-optimized state is featured in Fig. 4.15a in which two regions of
instability occur. For μ < 0.44, the trivial solution is unstable in almost the
entire velocity range. For larger friction coefficients, the absolute stability
reserve increases abruptly and reaches its maximum at approximately 80%
of its theoretically possible optimum value. There exists no band where the
ratio ζabs/ζ
opt
abs equals identity. In comparison to the optimized case, the sta-
bility boundary is shifted towards the lower left corner of the Ω-μ-plane. For
a wide interval of Ω, the boundary runs parallelly to the white dashed line,
which indicates its optimized counterpart. At high angular velocities, i.e.
Ω > 7π s−1, the non-optimized configuration exhibits a decrease of ζabs as the
stability boundary is shifted further towards lower friction coefficients.
The configuration tailored to the reference point is illustrated in Fig. 4.15b.
In contrast to the non-optimized state, there is only one confined domain of
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flutter instability, while the second unstable region at small friction coeffi-
cients vanishes. The adapted damping distribution predominantly yields an
optimum degree of stability, i.e. the ratio ζabs/ζ
opt
abs is equal to one, which is
similar to the simplified finite element model. The absolute stability reserve
decreases to approximately 0.8 ζoptabs when approaching the unstable regime.
However, the stability boundary associated with a configuration tailored to
‘Ref’ is not congruent to the boundary calculated from individual combina-
tions of Ω and μ. The latter can only be reached upon changing the weighting
factors since back plate and caliper damping are no longer beneficial. In this
region, αopt3 and α
opt
4 undergo a transition to their lower bound, cf. Fig. 4.14.
Hence, the optimum degree of stability is not completely attained for the
reference configuration, where all weighting factors lie on their upper bound.





1 529 bending 1
2 938 bending 2
3 1160 torsion –
4 1797 bending 3
5 3000 bending 4
6 4490 bending 5
Table 4.5: Frequencies and mode shapes corresponding to the eigenvalue with
largest real part.
Besides the sign of ζabs, the qualitative stability behavior is closely related
to the mode shape and frequency of the eigenvalue with largest real part. This




for Re(λ) = −ζabs, (4.34)
which is visualized in Fig. 4.16. Depending on the damping distribution, up
to six modes can be identified between flb and fub, all of which are associated
with disc eigenfrequencies. As listed in Tab. 4.5, one of these motions describes
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a torsional vibration of the brake disc, while the other five are ascribed to
bending modes with one nodal circle. The latter are further characterized in
terms of the number of nodal diameters which in this case is affiliated to the
critical frequency in ascending order.
(a) Non-optimized. (b) Optimized.
Figure 4.16: Frequency of the eigenvalue with largest real part for constant braking
torque over various angular velocities and friction coefficients.
In the non-optimized state depicted in Fig. 4.16a, the critical frequency
adopts six discrete values. The two regions of instability are governed by
three bending modes with three to five nodal diameters. Modes 4 and 5
determine the unstable regime in the upper right corner of the Ω-μ-plane,
while the instability for small friction coefficients is exclusively due to mode 6 .
The contour diagram validates that the white dashed line enclosing the upper
region of instability has a certain offset to the line connecting points of the
same critical frequency. For a given friction coefficient and growing angular
velocity, for example, the critical frequency first changes to 1.8 kHz or 3 kHz,
respectively, before a further increase of Ω leads to instability.
In the optimized case plotted in Fig. 4.16b, the adapted damping distribu-
tion generally transfers the critical modes to lower frequencies. The number
of distinct frequency values declines by three. Both the torsional mode as well
as the bending motions with four and five nodal diameters are no longer crit-
ical. Thus, the region of instability for small friction coefficients is cancelled.
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The domain below the stability boundary is split into two sections. For small
to medium angular velocities, mode 1 is critical, while for larger Ω, mode 2
is decisive. The unstable regime is merely determined by the bending motion
with three nodal diameters since mode 5 does not occur. The disappearance
of this critical mode also explains the shift of the stability boundary towards
higher friction coefficients for Ω > 7π s−1. Similar to the non-optimized state,
the stability limit is approximately parallel to the boundary of the purple
domain, yet it is located at a certain distance to it.
The results presented above are summarized by an example illustrating the
evolution of the weighting factors and the degree of stability for a constant
friction coefficient and varying angular velocity. As depicted in Fig. 4.17, the
plot range is classified into two sectors via the dashed line at Ω1 ≈ 6π s−1.
At this angular velocity, the objective eigenvalue changes leading to non-
differentiability of the optimized degree of stability. The corresponding criti-
cal frequency jumps discontinuously from 0.5 kHz in regime 1 to 1.8 kHz in
regime 2 , cf. Fig. 4.17a. In sector 1 , energy dissipation is beneficial in all
components of the brake assembly. The respective αopti of disc, pads, back
plates, and caliper lie on the upper bound of the admissible parameter space.
Near Ω1, the optimized weighting factors of back plates and caliper exhibit a
sharp decrease as they drop to their lower limit. Hence, energy dissipation in
sector 2 is merely advantageous in disc and pads, whereas adding damping in
back plates and caliper contributes to destabilization in this vibration mode.
The corresponding optimized degree of stability is visualized in Fig. 4.17b.
An initial decay of ζoptabs (blue) is followed by an increase until Ω1 is reached. As
soon as the eigenvalue with maximum real part corresponds to fcrit = 1.8 kHz,
the degree of stability starts to decrease monotonically. An adjustment of
energy dissipation prevents this drop from occurring at Ω ≈ 3.5π s−1 due
to which the non-optimized system (red) becomes unstable for Ω > 5π s−1.
Tuning the damping distribution among all brake components involved addi-
tionally yields an enlarged absolute stability reserve.
If damping is tailored to the operating point ‘Ref’ (yellow), the maximum
possible ζabs is attained at a slightly smaller angular velocity than in the































(b) Degree of stability.
Figure 4.17: Evolution of objective function and solution of optimization prob-
lem (4.32) at μ = 0.6 for varying angular velocity.
all weighting factors are fixed to their upper bound, beneficial reduction of
energy dissipation in back plates and caliper is not incorporated. Hence, the
degree of stability tailored to ‘Ref’ runs below the optimized counterpart
once its maximum is reached. However, the stability gap between these two
configurations is small as it is governed by back plate and caliper damping,
yet ζabs is primarily sensitive to disc damping. As a result of this gap, the
system tailored to ‘Ref’ becomes unstable at smaller angular velocities when
compared to the individually optimized case.
4.4 Discussion
The present chapter highlights the determination of beneficial damping config-
urations in disc brake systems with regard to stability. Four different variants
are numerically analyzed: two rather academic minimal models with two and
eight degrees of freedom, respectively, as well as two higher dimensional mod-
els originating from a finite element environment. The damping matrix is
decomposed into several component matrices which, depending on the model,
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may have a special structure or physical origin. Variation of the ratio of these
component matrices is performed to either stabilize or increase the degree of
stability of the equilibrium state subject to sensible constraints. Within the
scope of this study, a system is considered to be more stable if its eigenvalue
with largest real part is as negative as possible.
Investigations in previous publications have been conducted for one partic-
ular operating point [81, 187] or a specific line of varying angular velocities
at a constant friction coefficient [82]. Optimization results presented herein
encompass the entire Ω-μ-plane which enables an assessment of the calculated
optima with respect to natural parameter fluctuations. Especially the friction
coefficient depends strongly on the operating conditions of the brake, e.g.
temperature, lubrication, and wear [111]. Compensation of these uncertain-
ties motivates the assumption of a constant braking torque, which is required
for the reduction of vehicle speed.
To a certain extent, both minimal models exhibit a qualitatively similar
stability behavior. When angular velocities and friction coefficients are small,
disc damping is advantageous, whereas for large Ω and μ, energy dissipation
in the pads becomes more beneficial. This is ascribable to gyroscopic terms,
which are proportional to the angular speed of the disc. In consideration of
section 3.3, uniformly distributed damping through the disc is unsatisfactory
for large Ω. Hence, gyroscopic perturbations need to be compensated rather
by means of non-uniform dissipation associated with the pads.
Analogously, both magnitude and location of energy dissipation are decisive
for stability of the finite element models. From a quantitative perspective,
the degree of stability is most sensitive to damping in the disc, while the
impact of pads, back plates, and caliper is smaller by orders of magnitude.
However, contrary to the simplified model 4.10a, a higher energy dissipation
in the more complex model 4.10b is not necessarily advantageous since adding
damping in back plates and caliper may contribute to destabilization. This
context is also reflected in the optimization which identifies the disc to be the
most beneficial damping component followed by the pads. In comparison to
both minimal models, the optimized weighting factors are more robust against
perturbations as they arise, for example, from an altering friction coefficient.
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While the weighting factors of disc and pads are found to be constant over
the entire range of interest, energy dissipation in back plates and caliper may
adversely affect stability in the model used in industry. Their contribution
to the overall damping is particularly disadvantageous in the vicinity of the
boundary between stable and unstable regime.
In all models considered, an adaption of damping properties for each pa-
rameter combination enlarges the stable domain since the stability boundary
is shifted towards higher angular velocities and friction coefficients. A fixed
parameter configuration is able to approach this boundary if the ratio of en-
ergy dissipation at the reference point corresponds qualitatively to the ratio
at the stability limit. Both configurations, i.e. individually optimized and
tailored to a specific operating regime, lead to an increase of the maximum
degree of stability as well as its mean value. In opposition to the minimal
models, where the optimized degree of stability is susceptible to parameter
fluctuations, in the finite element variants it is virtually constant over the
entire range of interest. Moreover, an adapted damping distribution generally
transfers the mode shapes which correspond to the eigenvalue with largest
real part to lower frequencies. This transfer leads to a decline in the number
of critical frequencies involved.
The relevance of gyroscopic effects on the stability of circulatory systems
is outlined, for instance, in [69] and [72]. Numerical studies of finite ele-
ment brake models conducted in [49] confirm their impact on both magnitude
and sign of the real part of the eigenvalues even for small angular veloci-
ties of the disc. These studies in conjunction with the optimization results
presented here refute the often prevailing view of gyroscopic effects. Accord-
ing to Marschner [123] and Wallner [183], these effects can be neglected
in squeal simulations for small angular velocities of the disc. However, this
assumption is not justified herein since a beneficial damping configuration
depends decisively on the angular velocity and thus on the gyroscopic terms.
In the finite element model used in industry, the loss factors can vary be-
tween half and double of their initial value given in Tab. 4.4. Within these
preset bounds, their magnitude agrees with numerical values encountered in
literature [136]. Thus, technical implementation of the damping distribution
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obtained from optimization is generally assured. An increase of energy dis-
sipation in the disc via a suitable material selection is particularly beneficial
since the degree of stability is most sensitive to an altering disc damping. This
is confirmed by experiments conducted in [170], where a disc made of steel is
compared to a disc made of cast iron. The latter inherently features a higher
material damping leading to a reduction of squeal tendency. An adaption of
the brake pad and its lining material is also advantageous in the entire range
of interest, yet it has a significantly smaller impact on the degree of stability
contrasted to the disc.
An alternative countermeasure to remedy noise issues of brake systems is
the modification of the back plate material. In the industrial finite element
model, adding damping in this component is comparable to the application of
shims. These lumped insulators are usually comprised of thin, multi-layered
structures of metal and elastomers which are bonded between back plates and
caliper [151]. The benefit of shims is not clearly evidenced and is discussed
critically in literature. While Flint [38] and Kinkaid et al. [88] claim their
global advantage regarding stability, finite element analyses from Festjens
et al. [37] show that their positive effect is not determined a priori. The
attachment of shims may even trigger instabilities which otherwise would not
occur. Although the latter paradox does not appear during optimization, the
findings of the present study are generally confirmed since energy dissipation
in the back plates does not invariably contribute to stabilization.
In conclusion, two major aspects are highlighted. On the one hand, the
academic minimal models are able to describe qualitatively the sensitivities
of the degree of stability in relation to all brake components involved. Two
degrees of freedom are sufficient to identify the disc as the dominating part.
Moreover, the destabilizing effect of back plate damping is reproduced by the
extended minimal model with eight degrees of freedom. On the other hand,
computed damping configurations differ between both model groups. While
beneficial weighting factors of the minimal models strongly depend on angular
speed and friction coefficient, they are virtually constant over the entire range
of interest in the finite element environment. This applies similarly to the
corresponding optimized absolute stability reserve.
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taut strings
This chapter deals with the transverse dynamics of two systems with taut
strings. An analytical derivation of the equations of motion incorporates in-
ternal and external mechanisms of energy dissipation. The design parameters
of the corresponding damping elements, i.e. viscosities and locations, are then
tuned for a maximum damping ratio aiming to mitigate vibration modes af-
filiated to the lowest eigenfrequencies.
5.1 Single cable with internal and external
damping
5.1.1 Modeling
Serving as an introductory example, Fig. 5.1 depicts a string which is spanned
along the x-axis to a length l and clamped at both ends. The one-dimensional,
elastic continuum is specified in terms of tension T and mass per unit length μ,
both of which are assumed to be constant over length. Per definition, a string
does not resist or transmit bending moment [59]. The cable-like structure
interacts with two energy dissipating components. First, an external damper
with damping coefficient dex is installed at a distance xex from the left end and
supported to ground. Second, a massless damping element of width b with
damping coefficient din is attached to the string at x = xin. This is a simplified
(viscous) representation of internal energy dissipation due to friction between
the individual cable layers. Transverse oscillations are restricted to the x-z-
plane, while longitudinal motion is neglected. The planar movement of any
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point on the string is described by the field variable w = w(x, t), which is a










Figure 5.1: Taut string in interaction with internal and external damping elements.
5.1.2 Equations of motion
The transverse dynamics of a continuous system with discrete and distributed
damping according to Fig. 5.1 is completely governed by Lagrange’s equa-












w′2(x, t) dx, (5.2)
respectively, where the overdot denotes differentiation with respect to t and












is stated accordingly and accounts for internal and external energy sinks [57].
Up to this point, energy expressions (5.1)–(5.3) are defined in terms of the
unknown function w(x, t). In order to analyze the continuum, a Ritz series






5.1 Single cable with internal and external damping
This ansatz discretizes the string domain with a finite number of degrees
of freedom; the approximation is exact when n approaches infinity [59]. The
solution is a sum of products of two functions which are exclusively dependent
on location and time, respectively. By means of this separation of variables,
the system of partial differential equations is transformed into a system of
ordinary differential equations. The field variable w(x, t) is projected onto
shape functions Wi(x) which need to fulfill all geometric boundary conditions.
For the present model, the displacement at both clamped ends equals zero, i.e.








The resulting discretized equations of motion are of type
Mq¨ + Dq˙ + Kq = 0, (5.6)
where q = [q1(t), q2(t), . . . , qn(t)]
T is the vector of generalized coordinates.
The entries of the respective system matrix are given in closed form for any
arbitrary number of degrees of freedom. The mass matrix M ≡ I equals













, i = 1, . . . , n, (5.7)
occupying the diagonal elements. Therein, the constant c =
√
T/μ is the
speed of transverse waves, which specifies the propagation of a disturbance
created at a point on the string. The n2 elements determining the damping
matrix D are more involved, yet they are still defined explicitly as item-
ized in appendix A.2. In order to treat their physical origins independently,
the damping matrix D = Din + Dex is decomposed into two contributions,
both of which are positive semi-definite. However, the impact on the sys-
tem’s behavior differs for the summands. While Din is pervasive for arbitrary
combinations of non-zero parameter triplets xin, b, and din, the external por-
tion Dex does not necessarily act in all vibration modes. When the damper
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position xex is chosen such that the ratio ixex/l in Eq. (A.4b) is an integer
for any value of i, one node is located at xex whereby the system is not con-
trollable at this position. As a result, certain modes remain undamped as the
total mechanical energy of the string does not decrease monotonically in time.
A further special case occurs for vanishing external energy dissipation in con-
junction with uniformly distributed internal damping over the entire string
domain, i.e. xin = 0, b = l, din > 0, and Dex = 0. In this case, the overall
damping matrix is diagonal, which facilitates the decoupling of the equations
of motion (5.6) into a collection of single degree of freedom oscillators.
5.1.3 Optimization approach
In view of system (5.6) and the properties of its governing matrices, self-
excitation is impossible as long as M and K are positive definite and D is at
least positive semi-definite [62]. In spite, the damping matrix can be tuned for
maximum stability. A common requirement is, for example, to compensate for
perturbations which potentially arise from circulatory forces or other external
excitations. An appropriate quantitative measure thereof is the damping ra-
tio (2.22), which describes the system’s relative stability reserve. Besides the
tailoring of damper viscosities, numerical optimization of the present model
additionally involves the determination of suitable damper locations. This is
reflected in the vector of design variables α = (dex, din, xex, xin, b)
T.
Using complex eigenvalue analysis, stability can be enhanced by variation
of α. Stability enhancement implies the damping ratio ζrel to be as large as





ilb ≤ i ≤ iub and αlb ≤ α ≤ αub.
(5.8)
The positive integer i ∈ N numbers the modes in ascending order starting
with the smallest eigenfrequency of the string. The lower and upper bounds
ilb and iub thus limit the objective function to a desired frequency range.
Linear restrictions on the parameter vector are imposed via αlb and αub.
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Serving as a representative example, parameters are chosen with reference
to Tab. 5.1. Inserting preset numerical values for μ, l, and T into Eq. (5.7),
the first three eigenfrequencies appear within the interval f ∈ [0, 1]Hz. This
is typical for real technical systems, such as overhead transmission lines [55]
or stay cables of suspension bridges [164], whose general structure is similar to
the model depicted in Fig. 5.1. The given parameter set is therewith justified.
Since the objective function ζrel exhibits points of infinite slope, a generalized
pattern search algorithm is applied which is implemented in Matlab’s global





μ 1.165 kg/m mass per unit length
l 150 m cable length
T 7500 N tension
Table 5.1: Parameter set of the string system shown in Fig. 5.1.
For the presentation of optimization results, it is convenient to introduce










which expresses the level of actual damping d relative to critical damping dcrit.
In analogy to a one degree of freedom oscillator, normalization is sought using
the square root of mass per unit length and tension [62]. For the study of
internal and external energy dissipation, the respective coefficients din and
dex are considered individually.
The problem of finding the optimum viscosity of an external damper which
is located close to one end of a horizontally taut string has first been studied
by Kovacs [106]. His semi-empirical method reveals that the highest possible
damping ratio is approximately half the relative location of the damper from
the support. This result is confirmed numerically by Pacheco et al. [142]
who computed a universal curve for damping estimation of stay cables and ex-
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tended Kovacs’ reasoning to any specified mode. More recently, Krenk [107]
obtained an analytical formula for the problem of a vibrating string in inter-
action with an isolated viscous damper. If the distance of the damper from
the anchorage is within several percent of the cable length, the optimum di-





This relation directly involves an asymptotic estimate for the maximum pos-





which is mode independent. All these investigations are valid for a single tar-
get mode, i.e. optimum damper size and location determined with Eq. (5.10)
are restricted to one specific mode number i. In practical applications, how-
ever, self-excited cable vibrations occur in a broader frequency band since
neighboring eigenfrequencies are closely spaced [58]. Designing an external
damper therefore requires a robust tuning with respect to multiple objective
modes. To this end, the optimum damping coefficient (5.10) is generalized.
Summation of the individual ξopt and subsequent division by the total number










which naturally includes coefficient (5.10) as a special case for iub = 1. Gen-
eralized expression (5.12) approximates the optimum damping coefficient for
mitigation of the first iub cable modes. By means of this estimation, a com-
promise tuning of a single external damper can be realized.
5.1.4 Optimization results
Due to their dependence on different design variables, internal and external
energy dissipation are featured separately in Fig. 5.2. External damping is
particularly advantageous in the vicinity of large cable amplitudes, e.g. in the
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middle of the span when merely the first mode is of interest. However, certain
design constraints may prescribe an attachment near the anchorage. As de-
picted in Fig. 5.2a, any length normalized installation point xex/l corresponds
to an optimum damping coefficient ξopt. The closer the external damper is
located at the clamped end, the higher its viscosity ought to be. The effec-
tiveness of an external device depends on its location as the optimized relative
stability reserve ζoptrel increases with distance to the support. This distance de-
pendence cannot be compensated completely by a suitable choice of ξ. When
considering an arbitrary single mode, the maximum possible ζrel is obtained











(b) Internal damping with xin = xoptin .
Figure 5.2: Optimum parameters of the taut string in interaction with discrete
and distributed damping elements, where the lower bound of the considered mode
range is set to ilb = 1.
The outlined behavior applies likewise when external damping is tailored
not only to one single mode but also to multiple modes (iub > 1). The more
modes considered, the lower is the optimum damping coefficient for a given
location. Hence, profiles illustrated in Fig. 5.2a exhibit a similar course, yet
they are shifted towards the lower left corner for growing iub. In addition, the
maximum attainable ζoptrel decreases for a specific installation point. Regard-
ing the first three modes at xex = 0.05l, for example, the optimized stability
reserve is reduced by about 13% when compared to a first-mode adjustment.
Nevertheless, such a compromise tuning is able to provide almost equally high
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damping ratios ζrel in all assigned modes. In contrast, tuning of an individ-
ual mode may adversely affect stability of non-objective modes. Numerically
computed results show a high agreement with analytical estimation (5.12),
which is indicated by the dashed lines; deviations are negligible. This confor-
mity thus validates both the discretization of equations of motion (5.6) and
the correct implementation of optimization problem (5.8).
In case of internal energy dissipation, comparative analytical results do not
exist. Beneficial locations of the internal damping element are assumed to be
solely in the vicinity of large cable curvature. This conjecture is confirmed by
numerical simulations. In fact, independent of the relative width b/l, the op-
timum installation point xoptin is within a few percent distance to the clamped
end. The general behavior of internal damping displayed in Fig. 5.2b is qual-
itatively similar to the external case. This similarity is not intuitive since the
characteristic parameter is exchanged, i.e. the external damper location xex is
replaced by the internal damper width b. The overall negative trend for lines
of constant iub is captured by internal damping. However, their course is not
monotonically decreasing when compared to external damping in Fig. 5.2a.
After exhibiting a sharp initial decline, the individual ξopt show convergence
for growing b/l. Moreover, the magnitude of the relative stability reserve does
not change significantly going from an external damper location to an inter-
nal damper width. In order to reach ζoptrel , however, corresponding internal
damping coefficients ξopt have to experience a notable growth. At b = 0.05l,
for instance, the optimized internal damping coefficients are approximately
eight times larger than their external counterparts at xex = 0.05l.
5.2 Bundled cables with multiple self-damping
spacers
5.2.1 Modeling
High voltage overhead transmission lines are susceptible to wind-induced vi-
brations. Especially ice or wet snow covered multi-conductor bundles exposed
to a steady airstream undergo low-frequency oscillations (f < 1Hz), with a
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single or a few loops of predominant standing waves per span [86]. A widely
used countermeasure to remedy this so-called galloping phenomenon is the
employment of spacer dampers. These devices maintain the distance between
the individual conductors and possess adaptable inertial, elastic, and damping
properties for the absorption of vibration energy [23].
A straightforward model which is able to mimic the outlined situation is
visualized in Fig. 5.3. The model is comprised of a bundle of two vertically
arranged strings which are spanned along the x-axis to a length l and clamped
at both ends. The elastic continua are governed by tensions TI and TII as well
as masses per unit length μI and μII, respectively. The cables are assumed
to exhibit zero bending stiffness. At the positions x = xr (r = 1, . . . , nd),
the horizontally taut strings are coupled by nd spacers whose vertical mo-
tion is described by coordinates qr(t). The spacers are specified in terms of
mass md, stiffness kd, and damping coefficients dexr . The clamping points are
of mass mc. Over the widths br, they additionally feature a distributed damp-
ing denoted by the coefficients dinr . In a simplified manner, this accounts for
internal energy dissipation in helical reinforcements, which are often attached
to reduce bending strains [86]. Transverse oscillations are assumed to be pla-
nar, while longitudinal motion is neglected. Hence, the field variables wI(x, t)


















Figure 5.3: Horizontally taut strings coupled by nd spacers, where clamping regions
additionally feature internal damping.
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5.2.2 Equations of motion
In analogy to the procedure applied in section 5.1.2, equations of motion are
derived via a direct formulation of energy functionals and a subsequent use of
































is composed of the kinetic energy of each string and the kinetic energy ascribed



















[qr(t)− wI(xr, t)]2 + [wII(xr, t)− qr(t)]2
(5.14)
contains portions originating from both the strings and the stiffness of the
























is defined accordingly. The terms in square brackets describe the relative
velocities between the attaching points on the respective string and the mass
particle md representing the inertia of the spacer. The first summand of D is
due to viscous damping in the spacers, while the second summand accounts
for distributed energy dissipation in the clamping regions.
An approximation of energy expressions (5.13)–(5.15) by means of Ritz’
series expansion (5.4) along with admissible shape functions (5.5) and us-
age of Lagrange’s formalism (2.1) yields a system of ordinary differential
equations. The resulting discretized equations of motion are found to be of
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type (5.6), i.e. the dynamics is completely governed by matrices M, D, and
K. In opposition to the single cable examined previously, these matrices now
exhibit a block form. As itemized in appendix A.3, elements of each block
are specified explicitly in closed form for any arbitrary number of degrees of
freedom n = nI +nII +nd. The mass matrix, for instance, is diagonal with the
submatrices of strings and spacers, i.e. MI, MII, and MΔ, occupying the di-
agonal elements. In contrast, the damping and the stiffness matrix are densely
populated as they contain additional coupling terms on their off-diagonals.
5.2.3 General observations
Discretization of the examined infinite dimensional, continuous system is
based on a transformation projecting the field variables wI(x, t) and wII(x, t)
onto a domain of lower dimension. The quality of this approximation depends
on the number of shape functions spanning the corresponding subspace. For
a study of the subspace size and its qualitative influence on the damping
ratio, one single spacer is used (nd = 1). Cable and spacer parameters are
chosen in accordance with Tab. 5.1 and Tab. 5.2, where internal and external
dimensionless damping coefficients are exemplarily set to ξin = ξex = 0.1.
Fig. 5.4a shows the evolution of ζrel over the number of shape functions n
within the interval f ∈ [0, 1]Hz. The damping ratio is normalized with re-
spect to its converged equivalent ζconvrel , which is obtained when n approaches
infinity. For all three spacer locations considered, the relative deviation from
the effective value decreases with n. The respective damping ratios converge
from above, i.e. the approximations of ζrel are overestimated in the entire
plot range. The further away the spacer is located from the clamped end,
the fewer shape functions are generally required to reach convergence. Even
at installation points close to the cable support, e.g. x1/l = 0.01, the com-
puted error for n > 80 is less than one percent in comparison to ζconvrel . This
rapid convergence is due to the chosen frequency interval of interest since the
considered eigenvalues are affiliated to low cable eigenfrequencies.
Similar to the disc brake models, governing parameters of systems with
taut strings are subject to natural fluctuations originating from environmen-
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tal influences. The horizontal tension T , for instance, is a function of the
actual cable length and sag, both of which vary with ambient temperature.
Besides, tension is not necessarily equal in both cables leading to different





which quantifies the speed difference of transverse waves between string I
and string II. This dimensionless measure directly affects the relative velocity
between the attaching points, which according to Eq. (5.15) determines the
dissipated energy in the spacer. Indeed, the damping ratio ζrel varies with η
for a given spacer configuration and position. For all three installation points
depicted in Fig. 5.4b, the damping ratio initially grows until a maximum value
is reached. A further increase of η leads to a decline of ζrel. Merely when the
spacer is located close to the anchorage, e.g. x1/l = 0.01, the wave speed
ratio has no significant influence as ζrel remains virtually constant over the
plot range. Yet, at any installation point, there exists a specific η for which
the damping ratio becomes as large as possible. In the frequency interval
considered here, the maximum is shifted towards the upper right corner with
distance of the spacer to the cable support.
(a) Convergence behavior. (b) Influence of wave speed ratio.
Figure 5.4: General properties of taut cables coupled by one self-damping spacer.
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5.2.4 Optimization approach
Various scenarios for stability enhancement in terms of a preferably large
damping ratio ζrel are possible in the bundled cables model. A rather gen-
eral approach, for example, is the individual adaption of mass, stiffness, and
damping properties at each spacer position. Within the scope of this study,
however, the emphasis is on parameters directly related to energy dissipation,
such as internal and external damper viscosities. Besides, numerical opti-
mization involves the determination of beneficial spacer locations, where the
clamping regions are assumed to have a constant width of br = 0.01l. This is







(r = 1, . . . , nd) is determined by the number of spacers considered.
Since energy dissipation in the clamping regions is assumed to be smaller
by orders of magnitude in comparison to energy dissipation in the spacer, an
upper limit is assigned to the internal damping coefficients dinr [58]. Remaining
design variables, i.e. external damping coefficients dexr and spacer locations xr,
are allowed to vary freely within the respective domain. Thus, the admissible
parameter space is linearly restricted by the lower and upper bounds αlb = 0
and αub = (∞, 0.06 dcrit, l)T, respectively. In analogy to section 5.1.3, the
objective of finding favorable parameter configurations for mitigation of the
first few cable modes is mathematically expressed in Eq. (5.8). Corresponding
numerical values governing mass and stiffness of cables and spacers are chosen
with reference to Tab. 5.1 and Tab. 5.2. Numerical optimization is performed





br 0.01l m width of clamping region
mc 0.45 kg mass of clamp
md 3.50 kg mass of damper
kd 250 N/m stiffness of damper
Table 5.2: Parameter set governing the spacer dampers.
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5.2.5 Optimization results
Conducted numerical simulations indicate that internal damping is generally
preferred in comparison to external damping. Independent of the number
of spacers considered, results show a close location of the installation points
to the clamped end of the cables. However, spacers are not only applied
to absorb vibration energy, they further maintain the distance between the
individual conductors. The most favorable location for a single damper is
exactly at half the length of the span, cf. Fig. 5.5a. For a total number of




6 l. His investigations reveal the impact on the first five mode shapes to be
greatest here. A further increase of the number of spacers to nd = 5 leads to
a preferably equidistant distribution of one sixth of the cable length.
The corresponding maximum attainable damping ratio depicted in Fig. 5.5b
increases with the number of spacers deployed. This growth is nonlinear as
a normalization of ζoptrel with respect to nd is not constant. The individual
contribution of one damper to the overall ζoptrel is higher for nd = 3 and nd = 5
when compared to nd = 1. This behavior is ascribed to two aspects which
are visualized in Fig. 5.5c. First, the optimum viscosity for every single ex-
ternal damper grows with nd, i.e. the height of the bar segments enlarges
with the number of spacers used. Second, the more spacers installed, the
higher is the number of locations where energy is dissipated. Since the total
amount of damping in the system increases, the maximum attainable stability
reserve ζoptrel grows accordingly.
Although in theory ξex is able to grow infinitely large, the admissible pa-
rameter space is not fully exploited during optimization. Optimum values of
individual external damper viscosities are found in the range of ξoptex = 0.7
for nd = 1 and ξoptex = 0.8 for three and five spacers. While these values lie
within the admissible parameter regime, optimum internal coefficients ξoptin
are located on their upper bound independent of nd, cf. Fig. 5.5d. For dif-
ferent limits of αub, optimization predicts a finite ξ
opt
in ≈ 80. However, this
specific value is several orders of magnitude above the technically relevant
scope. Within a certain cable spacer configuration, i.e. nd = const., indi-
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vidual damping coefficients are equal which applies likewise for the internal
and external case. Hence, independent of the number of spacers deployed,
energy dissipation is distributed preferably symmetrically over the entire ca-
ble domain. Considering the absence of the skew-symmetric matrices G and
N in the present MDK-system, a uniform (symmetric) damping distribution
is expected. According to section 3.3, only the presence of gyroscopic and
circulatory terms, for example, demands a non-uniformly distributed energy
dissipation in order to compensate for these perturbations.
(a) Spacer position. (b) Damping ratio.
1 2 3 4 5r
(c) External damping. (d) Internal damping.
Figure 5.5: Optimum design variables of the bundled cables model with multiple
spacers in the frequency interval f ∈ [0, 1] Hz and at a wave speed ratio of η = 1.01.
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Up to this point, optimization results apply for a specific η. In real appli-
cations, however, the wave speed ratio depends on fluctuations, such as an
altering ambient temperature, cf. section 5.2.3. Moreover, installation points
of spacer packages are subject to uncertainties. In order to ensure an ad-
equate damping ratio, the robustness of a damping distribution tailored to
the virtual operating point ‘Ref’ is investigated in Fig. 5.6. Contour plots
emphasize the difference between a configuration with one single spacer and
nd = 3 when both the position of the central spacer and the wave speed ratio
are varied. The attachment of the considered spacer exactly in the middle
of the span, i.e. at xrefopt = 0.5l, results in a mirror symmetry of ζrel. Thus,
when the damping device is moved away from this initial position, the system
response does not depend on the direction of the displacement.
×10−3
Ref
(a) nd = 1.
×10−3
Ref
(b) nd = 3.
Figure 5.6: Robustness of a damping configuration tailored to ‘Ref’ with respect
to altering wave speed ratios and installation points of the central spacer in the
frequency interval f ∈ [0, 1] Hz, where ζrel = ζrel(ξin = ξrefin , ξex = ξrefex ).
Either configuration, i.e. nd = 1 und nd = 3, is robust against perturba-
tions. In the entire plot range, a displacement of the central damper position
does not disadvantageously affect stability. Yet, a deviation of the wave speed
ratio from the reference point causes a change of the relative stability reserve.
As depicted in Fig. 5.4b, this relation is a fundamental property observed in
the coupled string system. A growing wave speed ratio leads to an enhanced
stability and vice versa. Moreover, a configuration comprising three spacers
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is preferable when compared to a single spacer configuration. A multi damper
system is able to compensate deviations from the central installation point for
η > 1.07. This enhanced robustness is visualized in Fig. 5.6b by a color coded
increase of ζrel along the η-axis. The respective single damper configuration
shown in Fig. 5.6a is not able to capture this pronounced color gradient.
5.3 Discussion
The present chapter highlights effects of internal and external energy dissi-
pation on the stability of systems with taut strings. Besides the tailoring
of damper viscosities, optimization additionally involves the determination of
suitable damper locations aiming to enhance stability within a predefined fre-
quency range. Similar to chapter 4, a system is considered to be more stable
if the damping ratio (relative stability reserve) is as large as possible. Anal-
yses encompass two different models: first, a single string with an attached
internal damping element and an external damper supported to ground and
second, a system with two strings coupled by self-damping spacers. Equations
of motion of both models are derived analytically using Lagrange’s formal-
ism. After discretization by means of a Ritz series expansion, corresponding
system matrices are given in closed form and can be specified explicitly for
an arbitrary number of degrees of freedom.
For the problem of a vibrating string in interaction with an external damper,
Krenk [107] obtained an analytical formula to estimate the optimum damper
viscosity when a single mode is objective. In the present study, his findings
are generalized for the application to multiple target modes. A comparison
to numerically computed results shows high agreement and thus validates
the proposed optimization technique. The more modes considered, the lower
are the optimum damping coefficient and the maximum attainable stability
reserve for a given installation point. Such a compromise tuning is able to pro-
vide almost equal damping ratios in all assigned modes, whereas an individual
mode adjustment may adversely affect stability of non-objective modes. The
above behavior is qualitatively similar for internal energy dissipation. How-
ever, the governing parameter exchanges, i.e. the external damper location is
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replaced by the internal damper width. Moreover, optimum internal damping
coefficients are notably larger when compared to the external case.
Numerical simulations of a system with bundled cables indicate that the
damping ratio is generally more sensitive to internal damping due to its per-
vasive character. Coherent to the single string model, beneficial installation
points are within a few percent distance to the clamped end of the cables.
This finding applies independent of the number of spacers used as long as
stability enhancement is exclusively paramount. As suggested by Groß [53],
the maintenance of the distance between the individual conductors requires a
uniform spacer distribution over the entire span. For a total number of five
spacers, for instance, advantageous locations are found to be at multiples of
one sixth of the cable length. The corresponding maximum attainable sta-
bility reserve increases with the number of spacers deployed, yet it is small
compared to a single damper supported to ground. Even with an optimum
configuration of five spacers, the damping ratio is below one per mill. With re-
gard to real applications, where damping ratios of several per mill are desired,
this confirms observations from field trials conducted by Edwards & Ko [35]
and Havard [65]. In their work, they challenge the thorough ability of self-
damping spacers to completely suppress galloping vibrations. Despite these
surveys, the susceptibility of the conductors to large amplitude motions is also
reported to be reduced by an installation of interphase spacers [23].
Optimization results in this study predict finite values of external damping
coefficients as the admissible parameter space is not fully exploited. Depend-
ing on the number of spacers, beneficial damper viscosities are found in the
range of 70 – 80 % of critical damping. In contrast, optimum internal damping
coefficients are invariably located on a prescribed upper bound since energy
dissipation in the clamping regions is assumed to be much smaller than in-
side the spacer. Independent of the number of spacers deployed, damping is
distributed preferably symmetric over the entire cable domain which applies
likewise for the internal and external case. This uniform distribution in the
present MDK-system confirms the finding from section 3.3. Whereby, only
the presence of gyroscopic or circulatory perturbations, for example, demands
a compensation via a non-uniformly distributed energy dissipation.
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Undesirable manifestations of self-excitation are encountered in a wide range
of engineering applications, e.g. squealing of automotive brakes or galloping of
overhead transmission lines. Such oscillations are often accompanied by nega-
tive consequences which are associated with high expenses for warranty, main-
tenance, and repair. The onset of self-excitation mostly originates from an
instability which is either related to negative damping or to non-conservative
(circulatory) coupling of motion coordinates. A peculiar characteristic of cir-
culatory systems is their stability behavior under the impact of dissipative
forces. In a linearized description, the equilibrium state is particularly sensi-
tive to the structure of the damping matrix. Considering the distinct physical
origins and locations of energy dissipation, some of the resulting damping
matrices contribute to stabilization, while others may induce the contrary.
In this context, the present thesis attains two major objectives: First, a
deeper understanding is fostered regarding the impact of different types of
damping on the stability of circulatory systems. Second, favorable damp-
ing configurations are determined in order to mitigate the tendency of self-
excitation. These scientific questions are addressed in chapter three to five,
where respective conclusions are framed in the following.
Chapter 3 elucidates the role of velocity proportional terms in linear me-
chanical systems of type MDGKN. A general system with two degrees of
freedom facilitates an analytical assessment delivering detailed insights into
the required structure of the damping matrix either for stabilization or the
avoidance of destabilization. The application of a necessary and sufficient
stability criterion yields an explicit boundary between stable and unstable
regime. The phenomenon of stabilization with arbitrarily small damping is
found to be essentially governed by two factors. While asymmetric stiffness
properties, which induce the separation of neighboring eigenfrequencies, en-
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large the potential parameter range for its occurrence, gyroscopic terms evoke
the opposite. However, gyroscopic effects are identified as crucial when the
damping matrix is merely positive semi-definite or even indefinite. Conducted
analyses reveal how these effects ensure the pervasiveness of energy dissipation
or extend the stable regime, respectively. Following from these observations,
elements located on the off-diagonal of the damping matrix adversely affect
stability as they partly cancel the advantageous impact of diagonal elements.
Moreover, the benefit of a uniform damping distribution is shown not to be a
priori certain. Gyroscopic perturbations are found to require a compensation
via rather non-uniform dissipation which implies unequal modal damping lev-
els. Hence, negligence of gyroscopic effects is not justified since the optimum
structure of the damping matrix depends decisively on a specific parameter
combination comprising gyroscopic and off-diagonal damping terms.
On the basis of these theoretical findings, a technique for stability opti-
mization is formulated. By decomposing the damping matrix into several
component matrices, the individual contributions may exhibit a special struc-
ture or be ascribed to a distinct physical origin. A suitable variation of the
ratio of these submatrices results in either stabilizing or increasing the degree
of stability of the equilibrium position. To tailor the optimization problem,
coefficients of the component matrices underly predefined constraints. Opti-
mum damping configurations are assessed in terms of dependence on natural
parameter fluctuations and technical feasibility. Industrial relevance is assured
as the outlined approach is applicable to systems of arbitrary dimension. To
further support and elaborate the knowledge gained from chapter 3, two tech-
nically relevant systems featuring self-excitation are intensely studied.
In chapter 4, disc brake systems are investigated with regard to the determi-
nation of beneficial damping configurations. Performed analyses encompass
four variants differing in setup and complexity. For the study of basic fea-
tures, two minimal models prove to be sufficient with two and eight degrees of
freedom, respectively. These models are of fundamental value to gain general
insights, yet they lack technical relevance due to their reduced level of com-
plexity. Thus, as an extension, two higher dimensional models are examined
which originate from a finite element environment. In all models considered,
116
both magnitude and location of energy dissipation are identified as key fac-
tors for stability. The rather academic minimal models are able to describe
qualitatively the sensitivities of the degree of stability with regard to all brake
components involved. Two degrees of freedom are shown to be effectual for
the identification of the disc as the dominating brake component, as suggested
by the more complex models. The detected impact of pads, back plates, and
caliper is smaller by orders of magnitude. Moreover, the destabilizing effect
of back plate damping, which is comparable to the action of shims, is repro-
duced. While the different model groups exhibit similar stability properties,
optimum damping configurations indicate divergence. Beneficial weighting
factors in the minimal models display strong dependence on angular speed
and friction coefficient. In contrast, optimum weighting factors are far more
robust to parameter changes in the finite element environment. This applies
similarly to the optimized absolute stability reserve. An overall conclusion for
all models is the enhanced maximum degree of stability as well as its mean
value when tailoring the damping distribution. Technical implementation of
the optimum configurations is generally assured, e.g. via a suitable material
selection for disc and pads.
In chapter 5, effects of internal and external energy dissipation on the sta-
bility of systems with taut strings are addressed. Besides the tailoring of
damper viscosities, suitable damper locations along the strings are calculated.
Conducted analyses incorporate two models with a different setup. First, a
single string is considered with an attached internal damping element and
an external damper supported to ground. In order to estimate the optimum
external damper viscosity for multiple objective modes, existing analytical
results are transferred to a more general level. High agreement is obtained
when compared to a numerical approach and thus the optimization technique
presented herein is validated. The behavior of internal and external damping
is demonstrated to be similar, yet a difference is reported in the governing
parameter. While for external damping the damper location is decisive, for
internal damping the width of the damping element is determined to be more
relevant. Second, a system comprised of two strings coupled by self-damping
spacers is studied. In this model, the damping ratio is shown to be more
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sensitive to internal energy dissipation due to its pervasive character. Benefi-
cial installation points are identified in close proximity to the clamped end of
the cables as long as stability enhancement is exclusively paramount. How-
ever, the maintenance of the distance between the cables requires a symmetric
spacer distribution over the span. Optimum internal damping coefficients are
invariably located on a prescribed upper bound, whereas beneficial external
damper viscosities are found in the range of 70 – 80 % of critical damping.
In conclusion, energy dissipation is recognized to be preferably advantageous
when uniformly distributed over the cable domain.
The optimization technique established in this thesis is universally appli-
cable to a broad variety of mechanical systems independent of the number of
degrees of freedom. For future research, due to its generality, the approach
can be transferred straightforwardly to study other self-excited phenomena,
such as ground resonance of helicopters or oil-whirl instabilities of high-speed
rotors with fluid bearings. An extension to account for time-periodic system
matrices is directly attainable from this work via replacing complex eigenvalue
analysis by Floquet theory. In addition, the assessment of optimum damp-
ing configurations in terms of economic aspects or their robustness against
environmental influences are possible subsequent steps.
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A.1 Damping matrix of brake model with eight
degrees of freedom
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A.2 Damping matrix of single cable with
internal and external energy sinks
D = Din + Dex =







Di1 ∙ ∙ ∙ ∙ ∙ ∙ Dij





































































































), i, j = 1, . . . , nII (A.6b)











































), i, j = 1, . . . , nII (A.8b)
KΔij = 2kdδij , i, j = 1, . . . , nd (A.8c)






r = 1, . . . , nd
j = 1, . . . , nI
(A.8d)
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, r = 1, . . . , nd (A.10b)
DIIij = D
I
ij , i, j = 1, . . . , nII (A.10c)
DΔij = 2d
ex
r δrj , r, j = 1, . . . , nd (A.10d)
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r = 1, . . . , nd
(A.10e)
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