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V diplomskem delu je predstavljena mobilna aplikacija, ki demonstrira 
uporabo tehnologije navidezne resničnosti za prikaz športnih statistik. Izdelana je 
za operacijski sistem Android, zgrajena pa je v orodju Unity 3D, igralnem pogonu, 
ki omogoča hitro in učinkovito izdelavo grafično intenzivnih iger in simulacij. 
Ustvarjena je za večno aktualen športni trg s tehnologijo, ki se na tem področju 
vedno bolj uveljavlja.  
 
Tehnologije navidezne resničnosti so v današnjem času namreč vse bolj 
priljubljene in so prisotne na številnih napravah. Tu še posebej izstopajo mobilni 
telefoni, ki jih imamo vedno s seboj, v zadnjih letih pa zaradi večje zmogljivosti 
tudi omogočajo prikaz navidezne resničnosti v realnem času. Hkrati je v svetu 
športa že dalj časa zelo priljubljena uporaba statističnih informacij, vezanih na 
posamezne športne dogodke oziroma tekme, ki se večinoma konzumirajo na 
mobilnih napravah. 
 
Izdelana aplikacija omogoča ogled nogometne tekme v navideznem svetu 
skupaj s prikazom statističnih in drugih podatkov o obeh ekipah ter o celotnem 
poteku tekme. Upravljanje aplikacije je izvedeno z usmerjanjem pogleda, 
kateremu sledi kurzor na zaslonu, s tem pa lahko nato izvajamo različne akcije 
oziroma ukaze. Na ta način lahko ustavimo predvajanje videa, povečamo 
predvajalnik čez cel zaslon, izbiramo, kateri dogodek na tekmi naj se predvaja itd.  
 
V nalogi je predstavljen potek izdelave aplikacije, ki vsebuje tudi opis 
uporabljenih tehnologij ter metod. Prav tako je nakazan nadaljnji razvoj rešitve v 
primeru potencialne produktivizacije. 
 
 






This thesis covers a mobile application which demonstrates the use of virtual 
reality to display sports statistics. It is made for the Android mobile operating system 
with the use of the Unity 3D tool, a graphics engine that allows for very fast and 
efficient development of graphically intensive games and simulations. It is created for 
the ever-present sports market using technology that has taken the field by storm. 
 
Virtual reality is one of the most popular technologies today and is present on 
many devices, such as mobile phones, which have recently become powerful enough 
to actually display it in real-time. Mobile phones are also widely used to consume 
sports statistics data, which are tied to a specific sporting event. 
 
The application allows users to watch a football game in a virtual world, alongside 
some statistics information about both teams and a complete timeline of the event. 
Interaction is performed by using the user’s gaze which controls a cursor that can 
trigger various actions, such as playing or pausing a video, setting the player to full 
screen, selecting a timeline event, etc.  
 
The thesis explains how the application was created and which methods and 
technologies were used in its development. It also touches upon the possible future 
development in the case of a successful productivisation.  
 





1  Uvod 
Življenja si danes brez računalnikov ne predstavljamo več. Postali so tako 
pomemben del našega vsakdanjika, da smo brez njih skoraj nemočni. 
Uporabljamo jih za računanje, simulacije, ustvarjanje vsebin, komunikacijo, 
vojskovanje, medicino in seveda ne nazadnje tudi za razvedrilo. So področje 
velikih in hitrih sprememb, ki jim včasih že kar težko sledimo. Vsakič, ko 
mislimo, da smo prišli do meje zmogljivosti in inovacije, se te meje izbrišejo in 
začrtajo nove, ki so še bolj nenavadne in na prvi pogled nedosegljive. 
 
Tako je bilo tudi z navidezno resničnostjo (ang. »virtual reality« – VR). Z njo 
so se ukvarjali že v 19. stoletju, ko računalnikov sploh še ni bilo in so bili izumljeni 
prvi stetoskopi. Te lahko štejemo kot predhodnike današnjih sistemov za VR – že 
če primerjamo sam izgled, so zelo podobni modernim VR naglavnim zaslonom 
(ang. »head-mounted display« – HMD), saj je tehnologija leč vsa ta leta ostala 
skoraj enaka. Z izumom računalnikov pa se je začela tudi računalniška grafika, ki 
dejansko omogoča navidezno resničnost, kot jo poznamo danes. 
 
Navidezna ali virtualna resničnost je definirana kot računalniška simulacija, 
pri kateri ima uporabnik občutek, da se nahaja v umetnem okolju [1]. Kot okno v 
to okolje uporabimo VR vizir, ki ma vgrajeni dve leči, vsaka posebej je usmerjena 
za določeno oko, naši možgani pa nato iz obeh pogledov sestavijo enotno sliko, 
ki ustvarja videz, da smo v drugem svetu. Vizir ima lahko zaslona za vsako oko 
že vgrajena ali pa je narejen tako, da vlogo zaslona prevzamejo zunanje naprave, 
kot so mobilni telefoni, ki jih moramo vstaviti. Vizirji z zaslonom bodo od sedaj 
poimenovani VR naglavni zasloni, vizirji brez zaslona pa kar VR vizirji. Več o 
navidezni resničnosti in kako deluje je opisano v drugem poglavju v podpoglavju 
2.2. 
 
Za svoje diplomsko delo sem ustvaril mobilno aplikacijo za spremljanje 
nogometne tekme v virtualnem svetu. Uporabnik je postavljen v umetno 
ustvarjeno okolje, ki vsebuje zaslon, na katerem se nogometna tekma predvaja, 
poleg zaslona pa so postavljeni seznami s podatki o sestavi obeh ekip in celotno 
časovnico (ang. »timeline«) tekme. Športne statistike za aplikacijo so bile 
pridobljene od podjetja Sportradar, ki se ukvarja z agregacijo in analizo športnih 




V preprosti VR aplikaciji, kot je naša, ima uporabnik navadno samo en način 
interakcije, to je z uporabo svoje glave, zato vse upravlja s kurzorjem, ki sledi pogledu. 
Ustvaril sem tudi sistem, kjer ob pogledu na interaktivni objekt v sceni začne teči 
odštevalnik časa, po preteku pa se izvede akcija. Seveda obstajajo vizirji, ki imajo 
vgrajene gumbe za izvajanje akcij, a so dražji, prav tako pa razvoj postane 
kompleksnejši, saj za prepoznavo interakcij z gumbi potrebujemo dodatne zunanje 
knjižnice. Več o aplikaciji in njenih sestavnih delih je podano v četrtem poglavju, kjer 
je rešitev opisana. 
 
Aplikacija je narejena v igralnem pogonu Unity, ki doda nek nivo abstrakcije, saj 
sam poskrbi za računanje v prostoru, izrisovanje oblik in grajenje za določeno 
platformo, tako da se lahko razvijalec posveti stvarem, ki se neposredno tičejo 
njegovega projekta. S tem orodjem sem imel že nekaj izkušenj, saj sem z njim ustvaril 
več projektov, enega tudi v okviru študija, zato sem ga bil že vajen. Prav tako ima zelo 
dobro spisano dokumentacijo in podporo uporabniške skupnosti, zanj pa je ustvarjenih 
ogromno dodatkov, ki razvijalcem olajšujejo delo. Za potrebe aplikacije smo jih nekaj 
uporabili tudi sami. Orodje Unity in uporabljeni dodatki so bolj podrobno opisani v 
poglavju 2.3. 
 
Na voljo sta sicer dve verziji aplikacije, ena za Samsungovo GearVR platformo, 
ki zahteva novejši Samsungov mobilni aparat in njihov VR vizir, in drugo za vse 
Android telefone, ki podpirajo navidezno resničnost. Osredotočil sem se na slednjo, 
saj je podprta na več mobilnih napravah in zanjo ne potrebujemo dragega VR vizirja, 
ampak ker sta oba sistema zelo popularna v Android ekosistemu, je edino pravilno, da 
se dotaknemo obeh. 
 
Za to temo sem se odločil, ker me navidezna resničnost in njen vpliv na naše 
dojemanje sveta okoli sebe zelo fascinira. Z razvojem računalniških iger in grafično 
intenzivnih aplikacij imam tudi že nekaj izkušenj, a navidezne resničnosti še nisem 
imel priložnosti vključiti v kakšen projekt, zato je bila diplomska naloga popolna za 
preizkus nečesa novega. Za takšno aplikacijo je bilo tudi veliko zanimanja, saj je 
ustvarjena za športni trg in bo omogočila, da se ljudje seznanijo s tehnologijo 








2  Tehnologije za izvedbo rešitve navidezne resničnosti 
2.1  Računalniška grafika 
Računalniško grafiko lahko povzamemo kot skupek algoritmov in tehnik, ki 
nam omogočajo izrisati sliko na zaslon. V tem poglavju sta opisani njena 
zgodovina in delovanje, povezava z navidezno resničnostjo pa je bolj podrobno 
razčlenjena v poglavju 2.2.2. 
 
2.1.1 Zgodovina računalniške grafike 
Računalniška grafika se razvija že od samih začetkov računalništva po drugi 
svetovni vojni, saj ljudje za razliko od računalnikov veliko lažje delamo z 
grafičnim prikazom, kjer je to, kar vidimo, to, kar dobimo. Sprva je bila sicer bolj 
teoretična, saj prvi računalniki niso imeli dovolj procesorske moči za njeno 
uporabo, a zmogljivejši kot so bili, lažje jo je bilo implementirati.  
 
Prvi prikaz računalniške grafike pripisujejo ameriškemu matematiku Benu F. 
Laposkyju. Ta je uporabil osciloskop, napravo za prikaz raznih geometričnih 
oblik, ki manipulira žarke elektronov in jih prikaže na fluorescentnem zaslonu. Z 
matematiko in elektronskimi vezji je na zaslonu ustvarjal abstraktno umetnost, ki 
jo je potem slikal in objavljal [2]. Ena izmed teh je prikazana na sliki 1. 




Ta sistem je bil zelo omejen pri vnosu podatkov in samem prikazu, želja po 
prikazu grafike v realnem času pa je postajala vse večja. Prvi računalnik, ki je 
omogočal grafični prikaz, je bil Whirlwind, projekt ameriškega vojnega letalstva in 
MIT-ja (ang. »Massachusetts Institute of Technology«), ki je bil zaključen leta 1951. 
Ta je bil namenjen simulaciji letenja, za prikazovanje pa je uporabljal osciloskop [3]. 
V okviru Whirwinda so leta 1955 razvili t. i. svetlobno pero (ang. »light pen«), vnosno 
napravo za določanje položaja direktno na CRT (ang. »cathode ray tube«) zaslonu, ki 
se je v naslednjih letih razširil na mnoge grafične terminale [3] in ga lahko vidimo na 
sliki 2. S svetlobnim peresom so lahko upravljali podobno, kot sedaj upravljamo s prsti 
na zaslonu na dotik. Kljub temu se je njegova uporaba zmanjšala, saj je bilo ljudem 
neudobno dalj časa držati roko nad zaslonom pred sabo. V moderni dobi so jih 
nadomestila pisala, ki delujejo na zaslonih na dotik. 
Slika 2: Prvo svetlobno pero, del projekta Whirlwind 
Zelo pomemben del zgodovine računalniške grafike so tudi računalniške igre. Te 
so bile sprva uporabljene za demonstracijo grafične in procesorske zmogljivosti 
računalnikov, kmalu pa so dobile še razvedrilno vlogo, da so ljudi pritegnile. Ena 
izmed prvih znanih iger je Bertie the Brain, preprosta arkadna igra križcev in krožcev, 
ki je bila ustvarjena že leta 1950 [4], a najbolj znana igra iz prve dobe interaktivnih 
računalniških iger je Spacewar!, ki je prikazana na sliki 3. Ta je bila ustvarjena leta 
1962 na MIT-ju. Njej gre zasluga za industrijo arkadnih iger 70. let in posledično 




Slika 3: Računalniška igra Spacewar! na računalniku PDP-1 
Že takoj na začetku torej vidimo, kako so računalniške igre vplivale na razvoj 
računalniške grafike, a še vseeno je njihova vloga minimalna v primerjavi z 
delom, ki ga je opravil t. i. oče računalniške grafike, Ivan Sutherland. Ta je leta 
1963 revolucioniral, kako upravljamo z računalnikom, ko je dokončal Sketchpad, 
svojo doktorsko disertacijo na MIT-ju. Sketchpad je bil eden izmed prvih 
programov, ki se je ukvarjal z interakcijo med človekom in računalnikom. Večina 
takratnih računalnikov je uporabljala sistem skupkov (ang. »batches«), kar 
pomeni, da je računalnik dobil skupino nalog, jih rešil, med tem pa se z njim ni 
dalo upravljati. Sketchpad je tekel na za tiste čase zelo zmogljivem računalniku 
Lincoln TX-2, ki je imel možnost, da se je z njim upravljalo kar preko zaslona s 
svetlobnim peresom [6], kot je prikazano na sliki 4. Sutherland je tako dobil idejo, 
da bi s svetlobnim peresom lahko risal po zaslonu. Danes se nam to zdi 
samoumevno, saj imajo skoraj vsi operacijski sistemi že naložen grafični 
urejevalnik, kot je recimo Microsoft Paint, a takrat je bilo to nekaj popolnoma 
novega. S Sketchpadom je uporabnik lahko risal črte, kroge, določal povezave 
med objekti, jih premikal, brisal, kopiral, vse to pa v realnem času. Za preklop 




Sutherland je prav tako predstavil koncept približevanja (ang. »zoom in«) in 
oddaljevanja (ang. »zoom out«) slike ter je implementiral strukture v spominu, ki so 
nekatere objekte lahko shranile kot glavne oz. starševske objekte, druge, ki so izhajali 
iz njega, pa kot njegove instance [7]. Tako se je sprememba na glavnem objektu takoj 
izrazila na vseh njegovih instancah, funkcija, ki je zelo koristna pri inženirstvu. Čeprav 
so programsko opremo, namenjeno načrtovanju, ustvarjali tudi drugje, Sketchpad 
štejejo kot podlago za računalniško podprto načrtovanje (ang. »computer-aided 
design« – CAD). Sutherlandovo delo se je s tem šele zares začelo, saj je bil kasneje 
soustanovitelj lastnega podjetja in profesor na Harvardski univerzi. Poučeval je mnoge 
študente, ki so nato sami pripomogli k razvoju računalniške grafike [8]. Poleg tega je 
bil tudi eden izmed prvih, ki se je ukvarjal z navidezno resničnostjo. Njegovo delo na 
tem področju je bolj podrobno opisano v poglavju 2.2.1.  
 
Sketchpad je bil sprva namenjen samo manipulaciji dvodimenzionalnih objektov, 
kasneje pa so ga nadgradili, da je podpiral tudi tridimenzionalne. A program je bil 
omejen samo na žične okvirje, ker tehnologija še ni bila dovolj razvita, da bi lahko 
objekt narisali s ploskvami, ga pobarvali in osenčili. V 70. letih pa je prišlo do velikih 
napredkov na področju računalnike grafike. Ljudje so vedno bolj stremeli k 
realističnemu prikazu objektov. Računalnik je že znal določiti, katera ploskev objekta 
je pred drugo [10], dodati teksture na objekt, razvili so tudi nove tehnike senčenja, o 
katerih je več napisano v poglavju 2.1.2. A da bi vse te podrobnosti predstavili na 




ekranu, so potrebovali drugačen tip zaslona, kot se je uporabljal na računalnikih 
do takrat, in na srečo jim ni bilo treba iskati daleč. 
 
Starejši računalniki so uporabljali vektorski zaslon, podoben osciloskopu, ki 
je viden na sliki 5. Prikazana slika na zaslonu je bila sestavljena samo iz črt na 
ekranu, ki jih je osveževal elektronski žarek. Na teh zaslonih so bile črte gladke 
in brez artefaktov, a je bilo risanje počasnejše, nemogoče je bilo prikazati 
pobarvane objekte, barvni spekter je bil omejen, snop elektronov pa je osveževal 
kolikor hitro je lahko, kar je pomenilo, da je začel zaostajati, če je bilo na ekranu 
preveč predmetov [11].  
Slika 5: Vektorski zaslon, ki sliko izrisuje tako, da povezuje točke med seboj 
Na drugi strani pa so zasloni z rastrskim risanjem slik. Te so uporabljali že 
televizorji in se od vektorskih zaslonov razlikujejo po tem, da je zaslon sestavljen 
iz mreže slikovnih elementov (ang. »pixel«) oz. pikslov. Ta mreža je razdeljena v 
horizontalne črte in se osvežuje fiksno. Na tem zaslonu imamo lahko nešteto 
objektov, saj število ne vpliva na osveževanje, ker pa moramo objekte, ki so v 
vektorski obliki, interpretirati na diskretnem naboru slikovnih elementov, 
postanejo robovi nazobčani, prav tako pa izgubimo detajle objekta [11]. Ta proces 





Preklop na rastrske zaslone je omogočil bogatejši prikaz od vektorskih in v 80. 
letih je računalniška grafika našla dom drugje kot samo v akademskih krogih. Novi, 
zmogljivejši procesorji so omogočali večjo ločljivost, oblikovalci so začeli na 
računalnike gledati kot uporabno orodje, vedno več računalnikov je imelo grafični 
vmesnik, kar je olajšalo delo z njimi, video igre pa so doživele razcvet. To desetletje 
označuje tudi prva uporaba računalniško ustvarjene slike oziroma CGI (ang. 
»computer-generated imagery«) v filmski industriji, ki pripada filmu Futureworld iz 
leta 1976 [12].  
 
Računalniška grafika se je zelo razširila tudi na inženirskem področju, saj se je 
začela uporabljati v avtomobilski industriji, letalski industriji, medicini, infrastrukturi, 
skratka povsod, kjer je bilo prisotno kakršnokoli načrtovanje. Z računalniško podprtim 
načrtovanjem so se povečale produktivnost, kvaliteta produkta in komunikacija [14], 
lažje je bilo popraviti napake, deliti projekte in jih nenazadnje tudi prikazati. 
 
CGI se je od prve uporabe le še boljšal in 3D grafika je postajala vse bolj prisotna 
v multimediji, video igrah in animaciji. Leta 1995 je Pixar izdal Toy Story, prvi 
celovečerni film, ki je bil v celoti računalniško generiran [9]. Računalniške igre so 
postajale vedno bolj dodelane in v 90. letih so bile izdane prve tridimenzionalne igre, 
ki so jih lahko ljudje naložili na osebni računalnik in igrali doma. 
 
Že takrat smo ljudje mislili, da smo dosegli mejo, a računalniška grafika se razvija 
naprej še danes, z vsakim novim filmom se izumi nova tehnika, ki nam olajša delo, 
vsaka nova video igra se vedno bolj približa realizmu, tako da dela nikoli ni konec. 
Danes ima lahko vsak doma naložena program za modeliranje in igralni pogon ter sam 
ustvari lastno video igro, nekaj kar so včasih počeli samo pionirji računalništva na 
prestižnih univerzah. 
 
2.1.2 Izris računalniške slike na zaslon 
V tem poglavju je na kratko razloženo, kako računalnik nek objekt iz spomina 
izriše na zaslon. To se mi zdi pomembno, ker bodo mnogi termini, predstavljeni v tem 
poglavju, uporabljeni tudi pri razlagi rešitve. Opisal bom nekatere algoritme, metode 
in tehnologije, ki so pri tem uporabljene, za lažjo predstavo, kako na primer Unity kot 





Objekt je v računalniškem spominu zapisan kot množica oglišč v 
koordinatnem sistemu, ki so med seboj povezana. To je sicer poenostavljena 
razlaga, a tako si objekt še najlažje predstavljamo. Računalnik mora vse zapisane 
3D oblike, ki naj bi jih uporabnik videl, nekako pretvoriti v bitno sliko, primerno 
za prikaz na ekranu, ki je, kot sem omenil že prej, sestavljen iz mreže slikovnih 
elementov. Ta proces se imenuje grafični cevovod (ang. »graphics pipeline«), ki 
je danes najpogosteje implementiran kar v grafični procesni enoti oz. GPE (ang. 
»graphics processing unit« – GPU) [13]. Ta se razlikuje glede na sistem, kjer se 
izvaja, zato ga bom opisal na splošno. 
 
Grafični cevovod je sestavljen iz več faz, a preden 3D scena sploh pride do 
njega, se definirajo oglišča glede na spremembe, ki so se zgodile v sceni zaradi 
interakcije uporabnika ali animacij. To nalogo opravi centralna procesna enota oz. 
CPE (ang. »central processing unit« – CPU). Objekt se je lahko premaknil, 
povečal, zmanjšal, rotiral, pojavil, izginil ... Te spremembe predstavimo 
matematično z uporabo linearne algebre, vede, ki se ukvarja z vektorji, matrikami, 
sistemi linearnih enačb in vektorskimi prostori. Do vsake točke v prostoru lahko 
iz izhodišča pridemo z nekim vektorjem, kar pomeni, da lahko nad njimi izvajamo 
transformacije, a zato moramo določiti neko izhodišče in bazne vektorje (vektorji, 
ki ponazarjajo vse tri smeri tridimenzionalnega vektorskega prostora in so dolgi 
eno enoto) [13]. Da lahko katerikoli vektor ponazorimo z baznimi vektorji, morajo 
biti ti med seboj pravokotni in linearno neodvisni.  
 
Sedaj imamo postavljen preprost koordinatni sistem z baznimi vektorji. Vanj 
lahko postavimo katerikoli predmet in ga predstavimo kot množico točk, da pa bi 
nad to množico lahko izvajali operacije, uporabimo transformacije. To so 
preprosto funkcije, ki točko ali vektor preslikajo v neko drugo točko ali vektor 
[13]. Med transformacije štejemo translacijo (premik), rotiranje (vrtenje) in 
skaliranje (sprememba velikosti). Premik predmeta je preprost, vsaki točki 
prištejemo vektor premika in dobimo nove, premaknjene točke. Zaplete pa se pri 
rotaciji in skaliranju. Da bi po teh operacijah dobili objekt, ki ga pričakujemo, 
torej da se objekt povečuje, manjša, ali obrača glede na lastni lokalni koordinatni 
sistem, moramo predmet premakniti v koordinatno izhodišče, izvesti operacijo in 
ga premakniti nazaj. Seštevanje in množenje pa nista homogeni operaciji, zato je 
potrebno translacijo iz seštevanja preslikati v množenje, da lahko transformacije 
združujemo. Ta problem rešimo tako, da dodamo novo koordinato za zapis točk, 




transformacije sestavljamo in jih zmnožimo v eno samo transformacijsko matriko [13]. 
Seveda je pri tem potrebno vedeti, da je vrstni red pri množenju matrik zelo 
pomemben, saj operacija ni komutativna. 
 
Objekti v računalniški grafiki načeloma niso sestavljeni iz samo enega dela, 
ampak vsebujejo več manjših delov, ki so sicer povezani, a se lahko premikajo in 
delujejo neodvisno drug od drugega. Za predstavitev te hierarhije uporabimo graf 
scene, kjer predmete združimo v skupine, pri čemer so nekateri predmeti »starši« ali 
glavni predmeti, ostali pa »otroci« oz. odvisni predmeti. Slednji vsebujejo podatke o 
položaju relativno na svojega starša in relativno na globalni koordinatni sistem. Ko 
transformacijo izvedemo na starševskem objektu, se ta izvede tudi na odvisnem 
objektu, če smo tako določili [13]. S to hierarhijo objektov se bomo srečali tudi v 
Unity-ju, o njej je več napisano v poglavju 2.3.1. 
 
Prva faza grafičnega cevovoda je specifikacija oglišč. V tej fazi se shranijo podatki o 
ogliščih in povezavah med njimi, ki tvorijo primitive. To so lahko črte, točke ali 
trikotniki. Trikotniki so uporabljeni, ker so geometrijske operacije z njimi lažje, saj so 
vedno planarni (tri točke že določajo ravnino) in konveksni (vsi koti so manjši od 180°) 
[13]. Vse transformacije so bile v tem stadiju že izračunane s strani procesorja, zato so 
objekti že pravilno postavljeni v prostor. 
 
Naslednji korak je osvetljevanje primitivov, kjer bolj ali manj natančno računamo, 
kako svetloba deluje na površino, nato pa sledi senčenje, kjer se ukvarjamo s tem, kako 
to površino narisati. Vsak objekt v resničnosti odbija svetlobo, dejstvo, ki so ga hoteli 
na vsak način vpeljati v računalniško grafiko. V to se ne bom preveč poglobil, a dobro 
je vedeti, da obstaja več načinov, kako izračunati osvetlitev posameznega objekta, ki 
je odvisna od samega materiala (ta se uporablja tudi v Unity-ju), in več načinov 
senčenja (plosko, Gouraudovo, Phongovo) [13]. 
 
Že preden gremo v grafični cevovod, imamo na voljo tudi podatke o kameri, skozi 
katero našo sceno opazujemo. V naslednji fazi moramo vse predmete v prostoru 
preslikati iz lokalnih koordinat v koordinate virtualnega sveta in nato v koordinate 
kamere. Tu upoštevamo parametre kamere, kot so prednja ploskev rezanja (pred njo 
se objektov ne riše), zadnja ploskev rezanja (za njo se objektov ne riše), slikovno 
razmerje (ang. »aspect ratio«) in zorni kot [13]. Vsi ti podatki so pomembni za 





Sceno opazujemo preko kamere, ki ima omejen vidni kot, prav tako pa ima prednjo 
ravnino rezanja in zadnjo ravnino rezanja. Da pohitrimo proces izrisovanja scene, 
lahko predmete, ki niso v našem pogledu, preprosto zanemarimo, predmetom, ki so v 
pogledu vidni, pa odstranimo zakrite poligone. Izločanje se zgodi v grafičnem 
cevovodu in tudi preden gremo vanj, zato da porabimo čim manj procesorske moči na 
objektih, ki jih v končni fazi sploh ne bomo videli. 
 
Ko smo koordinatni sistem prestavili v koordinatni sistem kamere in celotno sceno 
obrezali, se izvede še planarna projekcija, ki 3D objekt preslika na dvodimenzionalno 
projekcijsko ravnino, torej tisto, kar bomo videli na ekranu. Tu potrebujemo še podatek 
o ločljivosti zaslona, saj se koordinate pretvorijo v koordinate zaslona. Planarne 
projekcije delimo na vzporedne (kjer so vsi projekcijski žarki vzporedni) in 
perspektivne (projekcijski žarki konvergirajo v eno točko) [13]. V računalniški grafiki 
se največkrat uporablja slednja, ker posnema realno življenje in smo je ljudje bolj 
vajeni. 
 
Sledi proces rasterizacije. Ta določi, katere piksle na ekranu bo pokrival določen 
poligon, torej katere točke na ekranu se morajo prižgati, da bomo sliko videli pravilno. 
Kako približno proces izgleda, je prikazano na sliki 7. Črte so posebno velik izziv, saj 
hočemo zvezno povezavo prikazati na diskreten način, s čimer se ukvarjajo algoritmi, 
kot je Bresenhamov algoritem [13]. Efekt rasterizacije zmanjšamo z operacijami, kot 
je mehčanje robov (ang. »anti-aliasing«), ali pa s tem, da povečamo ločljivost zaslona, 
s čimer zmanjšamo velikost pikslov, tako da jih je na enaki površini več. To nam da 
ostrejšo sliko, a dejstvo ostaja, da imamo vedno omejeno število točk na zaslonu, zato 




predmeta nikoli ne bomo mogli prikazati zvezno. Ločljivost ima še posebno velik 
pomen pri navidezni resničnosti, saj smo z obrazom zelo blizu ekrana, tako da lažje 
vidimo piksle in artefakte, ki se pojavijo pri rasterizaciji. 
Slika 7: Proces rasterizacije zvezne objekte pretvori v slikovne elemente, ki se izrišejo na zaslonu 
Po rasterizaciji se izvede še post procesiranje, na koncu cevovoda pa se določi še 
globina posameznega piksla, da se jih še zadnjič izloči, če je treba, doda se 
transparenca in barve se zlijejo. Slika je tako v bitnem zapisu pripravljena, da jo 
prikaže zaslon, ki je na grafično kartico povezan.  
 
2.2  Navidezna resničnost 
2.2.1 Zgodovina navidezne resničnosti 
Zametki navidezne resničnosti segajo že v leto 1838, ko je Charles Wheatstone 
izumil stereoskop, preprosto napravo, ki je uporabljala zrcala in dejstvo, da človeški 
možgani dve različni dvodimenzionalni sliki, ki padata vsaka na svoje oko, združi v 
eno, tridimenzionalno. Naslednje variacije stereoskopa so že uporabljaje leče, kar je 
omogočilo, da je naprava bolj kompaktna in so jo ljudje lahko držali celo v rokah. 
Primer take naprave je viden na sliki 8. Oblika teh stereoskopov se ni dosti spremenila 
od 19. stoletja, saj se njihova tehnologija uporablja tudi danes. Za primer lahko 
navedem Google Cardboard, VR vizir narejen iz kartona, ki pa seveda omogoča, da 






Navidezna resničnost, osnovana na računalniški grafiki, je dobila svoj zagon 
v 50. letih 20. stoletja. Morton Heilig, ameriški snemalec, je leta 1957 začel 
razvijati napravo, ki je kasneje postala Sensorama. To je bila ogromna igra, ki je 
uporabila vsa človeška čutila, saj je uporabnika potopila v navidezni svet s 
pomočjo slike, zvoka, gibanja sedeža, vonja in celo vetra. Kako se je uporabljala, 
je prikazano na sliki 9. Kot medij je uporabil posebno posnete tridimenzionalne 
filme. Heilig zato velja za pionirja navidezne resničnosti, čeprav projekta zaradi 
pomanjkanja denarja nikoli ni dokončal. Leta 1960 je ustvaril tudi prvi prototip 
Slika 8: Stereoskop, ki je prikazoval statične slike 




naglavnega zaslona, imenovanega Telesphere Mask, ki pa še ni sledil gibanju, ampak 
je uporabljal film, ki se je predvajal na zaslonu. 
 
Že takoj naslednje leto, leta 1961, so v vojaške namene izumili Headsight, 
naglavni zaslon, ki pa je že sledil gibom glave uporabnika, čeprav še vedno ni bil 
integriran z računalniško grafiko, ampak je premikal zunanjo kamero, ki se je nato 
kazala na zaslonu, kot je vidno na sliki 10. 
Prvi pravi naglavni zaslon, ki je prikazoval računalniško grafiko, sta leta 1968 
ustvarila Ivan Sutherland in študent Bob Sproull. Ta sistem je bil še vedno zelo težek 
in okoren ter je visel s stene, zato je dobil ime Damoklejev meč, je pa že prikazoval 
svet, ki ga je ustvaril računalnik, čeprav le preproste oblike. Ko omenjamo Ivana 
Sutherlanda, ne moremo mimo njegovega eseja The Ultimate Display iz leta 1965, v 
katerem je opisal koncept najboljšega možnega zaslona. Ta bi skupaj s 3D zvokom in 
otipljivo povratno informacijo omogočal uporabniku interakcijo z objekti in svetom, 












Tehnologija se je počasi razvijala in leta 1987 se je uveljavilo ime navidezna 
resničnost, ki ga je populariziral Jaron Lanier, prav tako eden izmed pionirjev 
navidezne resničnosti in ustanovitelj podjetja VPL Research. To je kot prvo 
prodajalo naglavne sisteme (Eyephone) in rokavice (Data Glove) za navidezno 
resničnost ter tako poskušalo približati to tehnologijo širšemu občinstvu. 
 
Slika 12: Eyephone 1 in Data Glove 
Slika 11: Sword of Damocles, ki je ime dobil zaradi dejstva, da je uporabniku 





V 90. letih prejšnjega stoletja je navidezna resničnost dobila velik zagon, saj se je 
začela uporabljati za arkadne igre in naprave, a ni bila še zrela za domačo uporabo. V 
dnevno sobo so jo poskušale pripeljati mnoga podjetja, kot so Sega in Nintendo, ki je 
izdal Nintendo Virtual Boy, prikazan na sliki 13, a se njihove rešitve niso dovolj 
prodajale, da bi bile uspešne. Zanimanje je bilo veliko, a tehnologija še ni bila dovolj 
razvita, da bi omogočala zadovoljiv prikaz, zato je bila VR za nadaljnjih nekaj let 
potisnjena v ozadje in se je uporabljala predvsem za potrebe simulacij letenja ali v 
vojaške namene. Vseeno pa so ti podvigi nekako postavili temelje, na katerih se je 
skozi leta navidezna resničnost gradila. 
21. stoletje je prineslo ogromen napredek v računalništvu, zmogljivosti 
računalnikov in posledično tudi v računalniški grafiki. Ta je bila že zelo zmogljiva, a 
navidezno resničnost zahteva veliko ločljivost in zahtevne grafične operacije, vse to 
pa mora opravljati pri zadovoljivih sličicah na sekundo (ang. »frames per second« – 
FPS), tako da velikega zanimanja zanjo ni bilo.  
 
Svet se je ponovno navdušil nad navidezno resničnostjo po letu 2010, kar lahko 
pripišemo Palmerju Luckeyu, ustanovitelju podjetja Oculus. Luckey se je v najstniških 
letih začel zanimati za VR, a je kmalu ugotovil, da se sistemi, ki so bili na voljo, 
komercialno niso prodajali, saj preprosto ni bilo trga za njih. Začel je ustvarjati lastne 
VR naglavne zaslone, za katere ni imel velikih načrtov, a ko je spoznal Johna 
Carmacka, ki je veliko ime v igralski industriji, je doumel, da se tu skriva nekaj več. 
Carmack je Luckeyevo rešitev prikazal na sejmu računalniških iger E3 in nova doba 




navidezne resničnosti se je začela. Začeli so s proizvodnjo prototipa Oculus Rift-
a, ki je podrobneje opisan v poglavju 2.2.3. 
 
Največje gonilo za navidezno resničnost je tako danes industrija 
računalniških iger, ki ji zadnje čase posveča veliko pozornosti, in mobilna 
industrija, kjer podporo za navidezno resničnost vedno bolj oglašujejo. 
 
Danes obstaja pester nabor ponudnikov rešitev velikih podjetij, ki svoje 
napore usmerjajo v VR tehnologijo, med njimi sta na mobilnem trgu najbolj znana 
Google s preprostim Google Cardboard vizirjem in z bolj dodelanim Daydream 
vizirjem ter Samsung s svojim Samsung GearVR vizirjem (v sodelovanju z 
Oculusom). Ti vizirji pa, kot sem že omenil, niso samostojni sistemi, saj za 
njihovo delovanje potrebujemo mobilno napravo, ki jo lahko uporabimo kot 
zaslon. Za izkušnjo navidezne resničnosti z uporabo mobilnih telefonov je na 
voljo še nešteto drugih vizirjev, ki so relativno poceni, dosti bolj kot računalniški 
naglavni zasloni, so pa tudi manj zmogljivi, saj telefoni ne zagotavljajo 
procesorske moči računalnikov.  
 
Sistemi za računalnike ali konzole pa so napram temu zmogljivejši, vsebujejo 
mnoge senzorje, ustvarjene za VR, večinoma pa pridejo tudi s svojimi napravami 
za upravljanje. Grafično procesiranje je temu primerno tudi zahtevnejše, zato 
potrebujemo dober računalnik. Najbolj znana naglavna sistema za osebne 
računalnike sta prej omenjeni Oculus Rift in HTC Vive, pri Sonyju pa so za svojo 
konzolo ustvarili Playstation VR. 
 
Seveda ne moremo mimo Microsofta in njihovega avtonomnega sistema 
Hololens. To so očala za obogateno resničnost (ang. »augmented reality« – AR), 
ki delujejo brez zunanjega računalnika, saj se vse procesiranje izvaja v njih samih. 
 
Sistemi za navidezno resničnosti, ki so tu samo omenjeni, so bolj podrobno 
opisani v poglavju 2.2.3. 
 
2.2.2 Prikaz navidezne resničnosti 
Sama postavitev scene, transformacije objektov, osvetlitev, skratka vse 
operacije v grafičnem cevovodu, ki se ne nanašajo na pogled, se pri navidezni 




namesto ene kamere, ki mora sliko prikazati na zaslonu, dve. To pomeni, da mora sedaj 
grafična procesna enota celotno sceno izrisati dvakrat in z večjim vidnim kotom, 
dvakrat izločiti elemente, ki niso vidni, preslikati tridimenzionalno sceno na 
dvodimenzionalni zaslon za vsako kamero, vsaki kameri dodati distorzijo, ki potem 
pomaga pri prikazu skozi leče, vse to pa pomeni veliko več dela, ki ga mora računalnik 
opraviti [16]. Za navidezno resničnost zato potrebujemo dovolj zmogljivo strojno 
opremo, še posebej za namizne računalnike. Razliko med klasičnim in VR prikazom 
lahko vidimo na slikah 14 in 15 spodaj. 
Da človek zares dobi občutek, da je v navideznem svetu, mora prikaz navidezne 
resničnosti slediti premikom glave in, če je potrebno, tudi premikom celega telesa. Pri 
tem je zelo pomembna latenca ali zakasnitev, torej čas med sprožitvijo neke akcije in 
prejemom odgovora na to akcijo. Če v realnem svetu premaknemo pogled, ni za nas 
nobene zaznavne zakasnitve, zato moramo poskrbeti, da je ta tudi pri navidezni 
resničnosti čim manjša, da uporabnika ne zmoti in mu ne uniči predstave. To velja v 
Slika 14: Prikaz scene v navidezni resničnosti, kot je vidna na zaslonu 




računalniški grafiki na splošno, a je ta učinek dosti bolj občuten pri navidezni 
resničnosti, saj lahko pride do simulacijske bolezni (slabost, izguba orientacije) 
[15]. 
 
Z zakasnitvijo je povezano tudi število sličic na sekundo. Ta vrednost nam 
pove, kako hitro grafična procesna enota ustvarja okvirje, ki jih pošlje na zaslon. 
Če je število sličic premalo, slika zaostaja, ker ima grafična procesna enota preveč 
dela z ustvarjanjem scene. Na to sem moral biti pozoren tudi sam, kajti telefon ni 
preveč zmogljiv, tako da je grafična podoba aplikacije dosti bolj preprosta, kot bi 
bila recimo na osebnem računalniku. Večina današnjih zaslonov sliko prikazuje s 
šestdesetimi sličicami na sekundo, kar daje grafični kartici samo 11,11 
milisekund, da izriše celotno sceno. Na takem zaslonu sem tudi poganjal 
aplikacijo, ker so mobilni telefoni, ki sliko izrisujejo z več sličicami na sekundo, 
zelo redki. 
 
Da ohranjamo občutek navidezne resničnosti, je zelo pomembna tudi 
ločljivost zaslona, ki ga opazujemo. Obraz imamo zelo blizu ekrana, zato se lahko 
zgodi, da vidimo posamezne piksle, kar je pri navidezni resničnosti skrajno 
nezaželeno. 
 
Medtem ko računalnik opravi vse potrebne izračune in izriše sceno na zaslon, 
potrebujemo tudi neko napravo, da dve različni sliki, ki sta na zaslonu, prikažemo 
tako, da ju naši možgani lahko zlijejo. Tu pride v poštev VR vizir oz. naglavni 
zaslon. VR vizirje bi lahko razdelili na dve skupini, pasivne in aktivne. Pasivni so 
vizirji, ki načeloma vsebujejo samo leče, vlogo zaslona in senzorjev pa prevzame 
mobilna naprava, aktivni pa so bolj dodelani, vsebujejo razne senzorje in zaslon 
(uporabljajo se predvsem pri osebnih računalnikih). 
 
Sami VR vizirji izgledajo zelo preprosto, potrebujemo samo par leč, vsako za 
svoje oko, jih nastavimo na ustrezno razdaljo od očesa in med očmi ter pred njih 
postavimo sliko. A za tem se skrivajo matematika, fizika ter nešteto raziskav na 
tem področju. Leče imajo dve glavni nalogi: dovolj povečati prikaz zaslona, tako 
da ne vidimo robov, in ustvariti gorišče v neskončnosti [24]. Objekti na zaslonu, 
ki je za lečo, tako izgledajo bolj oddaljeni, kot dejansko so. Leče tudi popačijo 
sliko, ki jo dobijo od zaslona, zato ji je treba na zaslonu dodati inverzno popačitev, 
da jo naše oči vidijo čim bolj resnično [24]. Za primer te popačitve lahko zopet 





Seveda pa se moramo pri uporabi vizirjev zavedati, da imajo tudi svoje probleme. 
Pri njihovi uporabi lahko pride do dezorientacije, utrujenosti, bolečih oči in 
simulacijske bolezni, če jih imamo predolgo na glavi. Čeprav so ti problemi še vedno 
prisotni, jih z razvojem vedno bolj milijo. 
 
2.2.3 Obstoječe rešitve na trgu 
2.2.3.1 Oculus Rift 
Na prvo mesto je postavljen Oculus Rift, saj je najbolj zaslužen, da je navidezna 
resničnost danes v takem razmahu. Podjetje Oculus je ustvaril Lucky Palmer, velik 
navdušenec za VR, ki pa je bila leta 2012, ko je bilo podjetje ustanovljeno, skoraj 
neobstoječa. Oculus Rift je bil prvi komercialni VR vizir v tistem času, njegov 
nastanek pa poleg Palmerja lahko pripišemo tudi mnogim ljudem, ki so projekt podprli 
na platformi za množično zunanje izvajanje (ang. »crowdsourcing«) Kickstarter. V 
treh dneh so dobili milijon evrov začetnega kapitala. Podjetje je leta 2014 kupil 
Facebook za 2 milijardi evrov [19]. 
 
Prva različica, ki so jo izdali, je bila Oculus Rift DK1 in je bila namenjena razvoju. 
Ločljivost ekrana je bila premajhna za zadovoljivo izkušnjo, prav tako pa ni znal slediti 
glavi v prostoru. Sledila mu je druga razvojna različica Oculus Rift DK2, ki je imela 
boljši zaslon, manjšo latenco in je omogočila sledenje glavi v prostoru. Leta 2016 so 
končno izdali različico za komercialno rabo, imenovano Oculus Rift CV1. Ta je imela 
OLED (ang. »organic light-emitting diode«) zaslon z ločljivostjo 1080x1020 za vsako 
oko, nivo osveževanja 90 Hz in 110-stopinjski zorni kot [18]. Veliko pozornosti so 
namenili zmanjšanju simulacijske bolezni, zato se njihov ekran osvežuje globalno, 
namesto po vrsticah. Istega leta so izdali tudi krmilne naprave Oculus Touch, s 
katerimi lahko uporabnik izvaja dodatne akcije z gumbi, ki so na voljo. Naglavni 




sistem dovoljuje tudi sledenje v prostoru z uporabo njihovega »Constellation« 
sistema, ki sledi položaju uporabnika s pomočjo infrardeče kamere in parom 
sledilcev (ang. »tracker«), ki jih postavimo v prostor. Oculus Rift je namenjen 
uporabi z osebnimi računalniki, saj potrebuje zelo močno grafično procesno enoto, 
da zmore izrisati sceno v primernem času. 
 
Konec leta 2018 bo izdana druga komercialno dosegljiva različica z mnogimi 
izboljšavami in vidnim kotom kar 140 stopinj, na voljo pa je že cenejša verzija 
naglavnega sistema Oculus Go. To je samostojna naprava, ki ne potrebuje ne 
računalnika ne mobilne naprave, da deluje, saj lahko aplikacije nalagamo kar 
nanjo. 
 
2.2.3.2 HTC Vive 
Pri HTC-ju so skupaj z gigantom Steam leta 2016 ustvarili lasten VR naglavni 
sistem, ki se imenuje HTC Vive, deluje pa na platformi SteamVR. Pri Vive je bil 
poudarek na premikanju po prostoru, saj je bil že od začetka zmožen slediti 
uporabniku po prostoru. Kako izgleda je vidno spodaj na sliki 17. 
 
Naglavni sistem Vive ima dva OLED ekrana z ločljivostjo 1080x1200, ki se 
osvežujeta z 90 Hz in nudita vidni kot 110 stopinj [18]. Za varnost ima spredaj 
kamero, ki zaznava objekte pred uporabnikom, ima pa tudi veliko senzorjev, med 
drugim pospeškomer, žiroskop in senzor za bližino. Zraven so priloženi krmilniki, 
ki jih uporabnik drži v roki, razni senzorji pa merijo, kje v prostoru so. Velika 
prodajna točka sistema Vive je bil sistem za sledenje, ki so ga poimenovali 
»Lighthouse«. To sta dve majhni črni škatlici, ki jih postavimo v prostor in z 




infrardečimi žarki osvetljujejo vizir. Sledenje je mogoče samo v kvadratu, ki ima 
stranico dolgo 4,5 metra, a še vseeno je bil to zelo velik korak za prostorski VR. Vive 
tako kot Oculus Rift deluje samo na zelo zmogljivih osebnih računalnikih. 
Aprila 2018 so izdali novo verzijo HTC Vive Pro, ki je ergonomično bolj dodelan 
in ima ločljivost 1440x1600 za vsako oko ter dve sprednji kameri. 
 
2.2.3.3 PlaystationVR 
Kmalu po izdaji prvih različic Vive-a in Oculus Rifta je svoj sistem ustvaril tudi 
Sony za lastno igralno konzolo Playstation 4. To ni bil njihov prvi poskus z navidezno 
resničnostjo, saj so se z njo ukvarjali že v 90. letih 20. stoletja, a kot sem omenil, svet 
takrat še ni bil pripravljen na navidezno resničnost, prav tako pa tehnologija še ni bila 
kos zahtevam. 
 
PlaystationVR ima prav tako OLED ekran z ločljivostjo 960x1080 za vsako oko, 
vidnim kotom 100 stopinj, za razliko od ostalih pa je zmožen osveževanja z 120 Hz 
[18]. Prikazan je na sliki 18. 
 
Oktobra 2017 so izdali izboljšano različico, ki med drugim uporablja nove 
povezave na kablu in ima vgrajene stereo slušalke. 
 
  





Sistem GearVR sem imel priložnost uporabljati tudi sam. Narejen je 
ekskluzivno za Samsungove mobilne naprave skupaj v sodelovanju z Oculusom, 
prikazan pa je na sliki 19. Ima priključek, ki se poveže s telefonom preko micro-
USB kabla in omogoča uporabo drsnika na desni strani naglavnega sistema. Za 
GearVR potrebujemo namensko aplikacijo, ki jo moramo naložiti na telefon, da 
sistem sploh deluje. Vizir je praktično brezžičen, napaja se direktno preko 
telefona, kar pa pomeni, da je le-ta še dodatno obremenjen. 
 
2.2.3.5 Google Cardboard 
Google Cardboard je najpreprostejši in najcenejši VR vizir za navidezno 
resničnost. Narejen je, kot ime pove, iz kartona, zato je cenovno zelo ugoden. 
Njegovi najpomembnejši in najdražji komponenti sta leči, ki stojita pred očmi. 
Tako kot pri GearVR za uporabo potrebujemo mobilni telefon, ki ga vstavimo v 
Slika 19: GearVR naglavni sistem skupaj z mobilno napravo, ki se vstavi vanj 




sam vizir, a za razliko lahko uporabimo katerikoli telefon, ki ga imamo na voljo, saj 
nima nobenih povezav. Kako to deluje, je vidno na sliki 20. 
 
Vizir, ki sem ga uporabil pri razvoju aplikacije je dejansko izboljšana in bolj 
ergonomična različica Google Cardboarda, saj ima popolnoma identično 
funkcionalnost. 
 
Za razvijanje aplikacij je Google izdal tri SDK-je, za Android z uporabo Jave, za 
Unity v C# in za iOS z uporabo Swifta.  
 
2.2.3.6 Google Daydream 
Daydream je sistem za navidezno resničnost, ki je za razliko od preprostega 
Cardboard načina vgrajen v sam operacijski sistem Androida. Podobno kot pri 
Samsung GearVR-u so tudi tukaj podprti samo določeni telefoni, ki so dovolj 
zmogljivi, da platformo poganjajo. Zraven je dodan še brezžični krmilnik, ki ga 
uporabnik drži v roki in ima na voljo nekaj gumbov. Sama podpora za Daydream je 
bila implementirana leta 2016 v sedmo verzijo Android operacijskega sistema 
(Android Nougat) in je prinesla VR način za razne aplikacije (npr. Youtube). 
Druga generacija je bila na voljo za prodajo oktobra 2017 in je prinesla malo 
drugačen izgled ter izboljšane leče za večji vidni kot. Podobno kot Oculus, so tudi pri 
Googlu izdali samostojno verzijo naglavnega sistema imenovano Daydream 
Standalone, ki prav tako ne potrebuje dodatne naprave za delovanje. 
  





Z orodjem Unity sem se srečal že tekom študija, saj smo z njim v drugem 
letniku ustvarili računalniško igrico. To je bil tudi eden izmed razlogov, da sem 
ga uporabil za izdelavo aplikacije, saj sem bil z njim že seznanjen, poleg tega pa 
ima tudi zelo dobro podporo za navidezno resničnost ter operacijski sistem 
Android. 
 
Unity je platforma za razvoj iger, s katero lahko na preprost način ustvarjamo 
tri- ali dvodimenzionalne računalniške igre s pomočjo najsodobnejših tehnik in 
tehnologij, ki so na voljo. Ideja Unity-ja je po besedah razvijalcev bila 
»demokratizacija razvijanja iger«, kjer bi lahko vsakdo, ne glede na poklic in 
izobrazbo, ustvarjal računalniške igre [20]. Uporablja ga ogromno število 
razvijalcev, saj je enostaven za uporabo, ima zelo dobro dokumentacijo, veliko 
skupnost, je zelo zmogljiv, dobro podprt in razširljiv. Zanj je ustvarjenih mnogo 
vtičnikov, ki še dodatno olajšajo delo razvijalcem, čeprav jih je večina plačljivih. 
Z Unity-jem lahko zgradimo igro za 27 različnih platform, med katerimi je tudi 
Android. Na voljo sta dve verziji, brezplačna za posameznike in plačljiva za 
podjetja, ki doda par funkcij, med njimi izbira lastnega začetnega zaslona (ang. 
»splash screen«). 
 
Unity podpira dva programska jezika, v katerih lahko programiramo – C#, ki 
je najbolj podprt in je tudi uraden programski jezik orodja, in Javascript, ki ga 
počasi umikajo. Sam sem celotno logiko spisal v C#, ker sem bil z njim seznanjen 
že od prej, v njem pa je spisana tudi večina dokumentacije, s katero sem si 
pomagal. Vse skripte za delovanje v Unity-ju so sestavljene iz dveh glavnih delov 
– iz funkcije Start, ki se zažene takoj, ko je skripta dodana v sceno, in iz funkcije 














2.3.1 Izgled orodja 
Delovno okolje v Unity-ju je sestavljeno iz več manjših oken. Te lahko 
premikamo, jih brišemo, dodajamo, večamo ali manjšamo, skratka si jih uredimo po 
meri. Okna podpirajo tudi zavihke. Na sliki 22 je prikazana postavitev, ki sem jo 
uporabil pri svojem projektu. 
Zgoraj je na voljo orodna vrstica, kjer so postavljeni razni meniji za hitre akcije. 
V orodno vrstico lahko svoje akcije dodajo tudi vtičniki, ki jih potrebujemo za 
razširitev nabora funkcionalnosti. Pod orodno vrstico so na levi strani postavljeni 
gumbi za manipulacijo objektov v sceni, na sredini so postavljeni gumbi za nadziranje 
igralnega načina (ang. »play mode«), o katerem bom več povedal v naslednjem 
poglavju. Na desni strani so na voljo razne bližnjice, ki jih najdemo tudi v orodni 
vrstici. 
 
Spodaj so postavljena okna z zavihki. Na levi strani sta največji okni, zgoraj 
urejevalnik scene in spodaj pogled igralnega načina. Na desni strani je postavljeno 
okno s hierarhijo scene, ki omogoča hiter pregled vseh objektov v sceni. Sledi mu 
pregled projekta oz. pregled vseh direktorijev in datotek projekta. Tu so shranjene vse 
skripte, dodani vtičniki, teksture, scene, animacije, itd. Zadnji v vrsti je okno Inspector, 
v katerem urejamo nastavitve posameznih objektov v sceni ali datotek projekta. 
  





Unity je zelo dodelan igralni pogon in ima ogromno funkcionalnosti, ki jih je 
z vsako novo različico več. Poleg tega je zelo razširljiv, saj lahko tudi sami 
dodamo razne vtičnike, ki nam omogočijo še dodatno funkcionalnost.  
 
V Unity-ju so vse komponente (kamera, viri luči, modeli, detektorji trkov, 
animacije, skripte) vezane na objekte, ki jim pravimo GameObject. Tem lahko 
dodajamo razne oznake in jim določimo imena, zato da jih lahko po potrebi 
uporabimo v naših komponentah ali skriptah. Upravljanje z objekti je zelo 
preprosto, saj so vse lastnosti vidne v oknu Inspector, ko objekt izberemo. Tam 
lahko spreminjamo položaj v prostoru, velikost ali rotacijo, dodajamo razne 
komponente in spreminjamo njihove parametre, kot je prikazano na sliki 23. 
Objekte v sceni lahko tudi shranimo v tako imenovane prefabs, ki potem vsebujejo 
vse lastnosti shranjenega objekta. Kot take jih lahko ponovno vstavimo v sceno in 
so pripravljeni za uporabo. 
 




Vsi objekti so postavljeni v neko hierarhijo, ki predstavlja graf scene. Objekti 
imajo lahko potomce ali starše, ki jih lahko spreminjamo. Katerikoli objekt lahko 
prestavimo v drug objekt, ki nato postane njegov starš. Objekti imajo v Unity-ju dva 
koordinatna sistema, lokalnega in globalnega. Lokalni sistem starša vpliva na 
potomce, zato lahko včasih pride do zapletov, ko želimo urediti postavitev scene, saj 
je težko slediti vsem transformacijam, ki smo jih izvedli na določenem objektu. Unity 
vsebuje tudi iskalnik, preko katerega z lahkoto najdemo določen objekt. 
Vse pripomočke (ang. »assets«), ki smo jih uporabili pri projektu (razne 
animacije, modele, teksture, zvoke, skripte itd.), lahko spremljamo v oknu Project. Ta 
omogoča pregled nad celotnim direktorijem projekta. 
Slika 24: Odsek hierarhije, kjer vidimo kako delujejo razmerja med objekti 




Pogled v sceno nam omogoča kamera, ki je kot vse ostalo vezana na objekt. 
Določamo ji lahko projekcijo, vidni kot, ploskve rezanja itd. V sceni imamo lahko 
več kamer, a samo ena je lahko glavna. Glavno kamero lahko med tekom igre tudi 
zamenjamo, če potrebujemo drugačen zorni kot. 
 
Velika prednost Unity-ja je, da lahko že v samem orodju zelo hitro zaženemo 
našo igro, ne da bi jo morali zgraditi za določeno platformo. Temu pravijo play 
mode in nam dovoli, da zelo hitro preverimo delovanje aplikacije, odpravimo 
napake in dodamo nove funkcije. Moramo pa se zavedati, da ta način ne posnema 
delovanja na ciljni platformi, zato ta način ne zadostuje za testiranje. Vsaka 
platforma ima svoje posebnosti, zato se lahko zgodi, da funkcije, ki delujejo 
normalno v razvojnem okolju, na končni napravi sploh ne delujejo. 
 
Unity privzeto podpira razvijanje aplikacij za navidezno resničnost, a 
moramo to nastavitev vključiti v nastavitvah, nato pa dodati ustrezen sistem v 
seznam podprtih sistemov za navidezno resničnost (Oculus VR, GoogleVR ipd.). 





Zelo koristna funkcionalnost, ki igra veliko vlogo v naši aplikaciji, je dogodkovni 
sistem v Unity-ju (ang. »event system«). Z njim je možno pošiljati razne dogodke, kot 
so recimo kliki ali dotiki, do objektov v aplikaciji. Kako je implementiran v aplikaciji 
je opisano v poglavju 4.2, kjer je razložena arhitektura aplikacije v Unity-ju. 
 
2.3.3 Vtičniki 
Za želeno delovanje aplikacije je bilo potrebno v Unity dodati nekaj vtičnikov, ki 
so mi olajšali razvijanje in mi dovolili, da sem se ukvarjal s stvarmi, ki so se bolj 
navezovale na projekt, ter mi s tem prihranili ogromno časa. 
 
2.3.3.1 Easy Movie Texture 
Za prikaz prenosa tekme v aplikaciji je bilo potrebno dodati ustrezen vtičnik, saj 
integrirana rešitev za predvajanje videa v Unity-ju ni dovolila popolne funkcionalnosti. 
Namen je bil, da se prenos predvaja v prostoru in da lahko uporabnik vmes opazuje 
okolje in športno statistiko, ki je prikazana zraven. Tega Unity na Androidu ne podpira, 
saj ima le možnost, da video posnetek predvajamo čez cel ekran, kar za naš projekt ni 
bilo ustrezno. Po kratkem iskanju sem našel plačljiv vtičnik, ki je to omogočal. 
Posnetek je bilo možno dodati na platno v prostoru in z njim upravljati. Podpira vse 
osnovne operacije, kot so predvajanje ali ustavljanje posnetka, skok na določen čas, 
zraven pa ima še par funkcij, s katerimi dobimo čas trajanja posnetka, pretečen čas 
predvajanja itd. 
 
2.3.3.2 GoogleVR vtičnik 
Osnovne funkcionalnosti za razvoj mobilnih VR aplikacij nam omogoča vtičnik, 
ki ga je ustvaril Google za potrebe platform Daydream in Cardboard. Vtičnik zahteva 
naložen Android API (ang. »application programming interface«) SDK za verzijo 21 
(razvijalni pripomočki za Android verzijo 5.0). Da lahko aplikacijo poženemo, 
potrebujemo operacijski sistem verzije 4.4 za Android naprave, ali iOS 8 za Applove 
naprave. Naprava mora vsebovati tudi žiroskop, da lahko sledi premikom glave. 
 
Vtičnik vsebuje vse potrebne skripte za navidezno resničnost, razne 
tridimenzionalne modele, teksture, vnaprej nastavljene objekte in scene za 






2.3.3.3 OVR vtičnik 
Za potrebe razvijanja Oculus in GearVR aplikacij v Unity-ju so pri Oculusu 
ustvarili vtičnik OVR. Ta vsebuje skripte, vnaprej nastavljene objekte, kot je 
kamera, teksture, senčilnike (ang. »shaders«) in že narejene scene za 
demonstracijo, podobno kot GoogleVR. Ker ima GearVR ob strani še dodaten 
krmilnik, so dodane skripte za upravljanje z gumbi. 
 
Za razliko od GoogleVR pa moramo aplikacije za GearVR podpisati s 
ključem, ki ga dobimo, ko se prijavimo kot razvijalec na Oculus spletni strani. Vse 
aplikacije morajo biti potrjene s strani Oculusa, da se lahko prikažejo na njihovi 
trgovini in jih uporabniki sploh lahko naložijo preko uradne Oculus trgovine. 
 
2.3.3.4 JSON vtičnik 
Športni podatki, ki jih aplikacija prejema iz spletnega strežnika, so 
posredovani v obliki JSON (ang. »Javascript Object Notation«), ki je standard pri 
interakciji z REST API-ji. Na žalost programski jezik Unity-ja C# ne zna prebrati 
JSON oblike sam po sebi, zato bi bilo treba lastnoročno spisati funkcijo, ki bi jo 
znala interpretirati. Na srečo za to obstaja mnogo vtičnikov. Za potrebe aplikacije 
je bil izbran preprost pretvornik, ki JSON obliko pretvori v razred, s katerim lahko 
upravljamo v C#. 
 
2.3.3.5 Material Design vtičnik 
Za lepši uporabniški vmesnik sem v Unity dodal Google Material Design 
vtičnik, ki vsebuje pisave, animacije in vnaprej nastavljene objekte za 






Android je mobilni operacijski sistem za pametne telefone, ki je osnovan na 
Linuxovem jedru. Razvijati so ga začeli že leta 2003, a zagon je dobil leta 2005, ko je 
podjetje Android prevzel Google. 
 
Android 1.0 je bil izdan 23. septembra 2008 in je bil na voljo le za peščico 
mobilnih naprav, a ga je zaradi odprtokodne narave kmalu začelo uporabljati vse več 
proizvajalcev mobilnih naprav. Tako je počasi pridobival na priljubljenosti in je danes 
najbolj razširjen mobilni operacijski sistem. Celotna koda operacijskega sistema je bila 
dostopna na spletu že od samega začetka in jo lahko koristimo tudi danes, a sistem 
postaja pod okriljem Googla vedno bolj zaprt. Velika večina funkcionalnosti namreč 
temelji na Googlovih aplikacijah in na prisotnosti njihovega računa na napravi. 
 
Ob izdaji prve verzije je bila že na voljo trgovina »Android Market«, kjer so bile 
na voljo aplikacije, ki jih je lahko uporabnik naložil na svojo napravo. Med njimi so 
bile tudi najbolj popularne aplikacije, kot sta Youtube in Gmail, do tedaj na voljo le 
na spletu. Privzeto je možno naložiti samo aplikacije iz trgovine, ampak Android 
ponuja možnost, da aplikacijo naložimo tudi iz lokalne shrambe ali preko računalnika. 
 
Skupaj s programsko opremo je napredovala tudi strojna oprema samih naprav, ki 
so postajale večje, zmogljivejše, imele so boljši zaslon, vse več senzorjev itd. Android 
je postajal vedno bolj zmožen poganjati grafično intenzivne igre, ki jih je bilo na trgu 
vedno več. Sam Android uporablja grafično knjižnico OpenGL ES, ki je verzija 
OpenGL specifikacije, narejena za mobilne naprave [21]. Na voljo je tudi risanje po 
platnu (ang. »canvas«), kar pa za tridimenzionalne igre ni najbolj primerno. 
 
Večina aplikacij za Android je napisanih v Javi, a se zadnje čase vedno bolj 
uveljavlja Kotlin, nov programski jezik, ki je interoperabilen z Javo. Da lahko 
začnemo z razvijanjem, moramo na računalnik naložiti JDK (ang. »Java Development 
Kit«), ki vsebuje vse potrebno za ustvarjanje aplikacij v jeziku Java, in Android SDK 
(ang. »software development kit«), ki vsebuje mnoga orodja za razvijanje Android 
aplikacij. Najpomembnejše izmed teh je ADB (ang. »Android Debug Bridge«), orodje 
v ukazni vrstici, ki omogoča komunikacijo z napravo. Več o procesu urejanja 





Ob pisanju te naloge je bil Android na verziji 8.1, konec leta 2018 pa bo izšla 
že verzija 9. Danes sistem Android prevladuje na trgu mobilnih naprav, saj ima 
skoraj 90-odstotni delež, kar gre pripisati veliki dostopnosti operacijskega 
sistema, nižji ceni naprav in sami nasičenosti trga z napravami. 
 
2.4.1 Navidezna resničnost in Android 
Kot mnogo drugih, je tudi podjetje Google kmalu po ustanovitvi podjetja 
Oculus začelo jemati navidezno resničnost bolj resno. Njen začetek na Androidu 
je bil Google Cardboard. Prvi tovrstni projekti so bili 360-stopinjski videi, ki so 
bili na voljo na Youtubu. Druga platforma, ki so jo ustvarili, je bila Google 
Daydream. Medtem ko je bila navidezna resničnost pri Cardboardu vključena v 
posamezne aplikacije, je bil Daydream vključen v sam operacijski sistem, začenši 
z verzijo 7.1.  
 
Dejstvo je, da mobilni telefoni ne morejo tekmovati z osebnimi računalniki v 
procesorski moči in zmogljivosti grafičnih čipov. A kjer so naglavni zasloni za 
računalnike celoviti, torej vsebujejo zaslon, senzorje, krmilnike, so sistemi za 
mobilne naprave dosti bolj skalabilni, vsaj v smislu zmogljivosti. Pri teh vizirjih 
lahko telefon, ki poganja aplikacijo, preprosto zamenjamo. Sam sem pri testiranju 
aplikacije uporabljal tri telefone, kjer je bil najnovejši občutno hitrejši in je 
aplikacija tekla gladko, medtem ko se je na starejših modelih malce zatikala. 
 
Da navidezna resničnost lahko deluje, mora telefon nekako zaznati svoj 
položaj in orientacijo v prostoru. Moderne naprave to dosegajo z dvema 
specializiranima senzorjema; s pospeškomerom in žiroskopom.  
 
Pospeškomer (ang. »accelerometer«) je, kot ime nakazuje, zmožen meriti 
veličino in smer pospeška ter s tem tudi sile, ki vplivajo nanj. Te so lahko 
dinamične, kot so recimo sile pri premikanju naprave, ali statične, kot je Zemljina 
gravitacija. Prvotno se je v napravah uporabljal predvsem za določanje orientacije 
naprave ravno z uporabo gravitacijskega pospeška. Zmožen je zaznati tudi blage 
spremembe rotacije naprave, ampak je pri tem zelo nenatančen, potrebuje pa tudi 
pomoč vgrajenega kompasa [22]. Android zna iz pospeškomera pridobiti veličino 






Žiroskop (ang. »gyroscope«) je naprava za merjenje kotne hitrosti naprave, ki je 
predstavljena v stopinjah ali radianih na neko časovno enoto. S tem omogoča 
zaznavanje hitrosti rotacije naprave v vseh treh oseh, s čimer lahko zelo točno 
določimo orientacijo telefona v prostoru.  
 
Oba senzorja sta zelo občutljiva in natančna, zato merjenje uvede veliko šuma, ki 
bi ga morali filtrirati, če bi želeli dobiti uporabne podatke. Na srečo imamo na voljo 
ogromno knjižnic in razvijalnih orodij, ki za to poskrbijo. 
 
2.5 Strojna oprema 
2.5.1 Android telefoni 
 Rešitev je bila razvita za Android operacijski sistem, zato je bil seveda potreben 
Android telefon. Na srečo sem jih imel na voljo kar nekaj, med njimi LG G6, OnePlus 
One in Samsung Galaxy S6. Pri prvih dveh je možno uporabljati samo Google 
Cardboard način navidezne resničnosti, medtem ko Galaxy S6 podpira še GearVR 
platformo. Vsi telefoni so bili dovolj zmogljivi, da so aplikacijo poganjali, vendar se 
opazi razlika med novejšim G6 in starejšima napravama, saj prihaja pri slednjih do 
zatikanja. 
 Tabela 1: Primerjava mobilnih naprav 
 OnePlus One Samsung Galaxy 
S6 
LG G6 
Leto 2014 2015 2017 
Zaslon LCD IPS Super AMOLED LCD IPS 
Osveževanje 60 Hz 60 Hz 60 Hz 
Ločljivost 1080x1920 1440x2560 1440x2880 
Procesor Snapdragon 801 Exynos 7420 Octa Snapdragon 821 
















Da Android telefon podpira Cardboard način navidezne resničnosti, mora 
imeti naloženo različico večjo od 4.4 Kitkat in vsebovati žiroskop, da lahko 
učinkovito sledi pogledu glave, kar so izpolnile vse tri testne naprave. Platforme 
Daydream žal ne podpira nobeden izmed izbranih, GearVR pa je na voljo samo 
za Galaxy S6. 
 
Zelo pomembni dejavniki pri prikazu navidezne resničnosti so tehnologija 
zaslona, nivo osveževanja zaslona, njegova ločljivost in samo delovanje 
aplikacije, torej ali se zatika, se objekti izrišejo pravočasno itd. Vse to vpliva na 
uporabnikovo izkušnjo, za katero hočemo, da je dobra. Samsung Galaxy S6 in LG 
G6 imata višjo ločljivost ekrana od OnePlus One, kar se pri uporabi opazi, še 
posebej pri navidezni resničnosti. Za razliko od ostalih dveh Galaxy S6 ne 
uporablja LCD IPS zaslona, ampak Samsungov Super AMOLED zaslon, ki je 
osnovan na OLED tehnologiji.  
 
OLED tehnologijo sem omenil že pri opisu naglavnih sistemov, ki so danes 
na voljo, kot na primer Oculus Rift in HTC Vive. Razlog za njihovo uporabo v 
navidezni resničnosti tiči v načinu prižiganja in ugašanja slikovnih elementov. 
Proces je pri LCD ekranih daljši, kar pomeni, da slika ostane dlje časa na zaslonu, 




preden jo nadomesti nova. OLED ekrani za to potrebujejo manj časa, kar pomaga pri 
blaženju simptomov simulacijske bolezni. 
 
2.5.2 VR BOX vizir 
Za aplikacijo, ki je kompatibilna z vsemi Android telefoni, nisem potreboval 
posebne strojne opreme, dovolj je bil že preprost VR vizir VR BOX, ki je pravzaprav 
zelo podoben Google Cardboard vizirju. Prav tako ni bilo treba naložiti nobene 
programske opreme. Sam vizir ne vsebuje nobenih senzorjev, saj vse delo opravi 
telefon s svojimi senzorji.  
 
Vizir ima prostor v katerega vstavimo telefon in dve leči, ki jih lahko premikamo 
naprej, nazaj, levo in desno, da si pravilno nastavimo razdaljo do očes in med očesoma. 
Če imamo vse razdalje pravilno nastavljene, lahko naši možgani brez problemov sliki 
združijo v celoto.  
 
Leče v vizirju imajo goriščno razdaljo od 70 do 75 milimetrov, vidni kot pa je 70 
stopinj, kar ni idealno, a služi svojemu namenu. Leče lahko nastavimo od 65 do 75 











2.5.3 Samsung GearVR vizir 
Za razliko od popolnoma pasivnega vizirja za Google Cardboard, je GearVR 
sistem deloma aktiven, saj vsebuje nekaj senzorjev in ima vgrajeno integrirano 
vezje, ki komunicira z napravo. Telefon vstavimo v držalo in ga povežemo z 
vizirjem preko micro USB konektorja, ki vizirju tudi dovaja energijo. Ima dodaten 
sistem za krmiljenje na strani, ki prepozna lahek dotik, močnejši dotik in poteg v 
vseh smereh. Te ukaze lahko v Unity-ju prepoznamo s pomočjo OVR vtičnika, ki 
je opisan v poglavju 2.3.4.3. Sam sistem vsebuje senzor za bližino, ki napravi 
pove, ali uporabnik nosi vizir, in senzor za merjenje vztrajnosti. 
GearVR je bil ustvarjen s sodelovanjem Samsunga in Oculusa ter je omejen 










3. Športni podatki in posnetki 
3.1 Vrste podatkov 
Športne podatke, uporabljene v aplikaciji, smo pridobili od podjetja Sportradar, ki 
se ukvarja z urejanjem in analizo športnih podatkov za ogromen nabor športov, med 
katerimi je tudi nogomet. Njihova zbirka podatkov je zelo obširna in lepo urejena, zato 
je uporaba plačljiva. Na srečo Sportradar ponuja brezplačen razvijalni račun, ki pa je 
omejen na 30 dni in vsebuje samo 1000 klicev, kar je bilo za potrebe demonstracije 
dovolj. Ta račun je bil narejen za uporabo v podjetju, ki razvija tovrstne rešitve in kjer 
smo tudi dobili idejo za razvoj aplikacije. 
 
Na voljo imajo več vrst podatkov, kot so celoten urnik turnirjev, statistiko ekip, 
statistiko posameznih igralcev, primerjavo dveh ekip, statistiko tekem itd. V aplikaciji 
sem v tej fazi uporabil samo ključne informacije o tekmi, ki pa sem jih združil s podatki 
o postavitvah, časovnico in statistiko ekip. 
 
3.2 Dostava podatkov 
Podatki so shranjeni na centralnem strežniku, kjer so zapisani v mongoDB 
podatkovni bazi v obliki binarnega JSON-a. Ta sistem je bil postavljen še pred 
začetkom razvoja aplikacije, pri njegovem razvoju pa sem sodeloval tudi sam. 
 
Same podatke izvorno pridobiva Sportradar, ki ima zgrajen celovit sistem za 
aktualizacijo podatkov, skozi katerega njihovi uslužbenci na raznih športnih dogodkih 
te podatke v realnem času vnašajo in posodabljajo. Podatki so shranjeni v oblikah 
XML ali JSON, zato da razvijalci z lahkoto pridobijo format, ki jim najbolj ustreza. 
Da smo lahko te podatke pridobivali tudi mi, smo, kot sem že omenil, uporabili 
razvijalni račun. Dostopni so na REST API končnih točkah, kjer vsak klic vrne 
ustrezne podatke, ki smo jih zahtevali za nek določen parameter. Primer odgovora, ki 
ga aplikacija prejme s strežnika, je prikazan na sliki 30. Vsebuje statistiko, časovnico, 
postavitve, status športnega dogodka, v kateri turnir spada tekma ipd. Prav tako je 




Na vsakih nekaj ur se naša podatkovna baza posodobi z novimi podatki iz 
Sportradarja, ki jih dobimo preko klica na njihov API. Sistem podatke sprejme, 
jih obdela, ustvari ustrezne povezave med zbirkami in jih na koncu shrani. Na 
voljo je več zbirk, med njimi podatki o ekipah, podatki o posameznih igralcih, 
podatki o tekmi, časovnica tekme, podatki o turnirjih … Da so bili podatki 
dostopni od zunaj, smo tudi mi morali na strežniku ustvariti REST API končne 
točke, na katere smo potem izvajali klice s protokolom http (ang. »Hypertext 
Transfer Protocol«). Strežnik ob sprejemu klica najde ustrezno zbirko podatkov, 
jo po potrebi združi z ostalimi zbirkami, ki jih želimo dodati, in podatke pošlje 
nazaj odjemalcu v obliki JSON. 
 
3.3 Prikaz podatkov 
Podatki na strežniku so trenutno fiksni in se ne posodabljajo, saj je aplikacija 
namenjena le demonstraciji. Iz naše podatkovne baze aplikacija pridobiva tri vrste 
podatkov o tekmi, ki so združeni v en sam klic. Z eno zahtevo tako dobi podatke 
o postavitvah, časovnici in statistiki ekip. Podatki so v aplikaciji prikazani na treh 
panojih. Postavitve so prikazane ob straneh video predvajalnika, časovnica pa 
spodaj. Podatkov je veliko, prostor za prikaz pa je omejen, zato sem v seznam 









3.4 Posnetek nogometne tekme 
Največji del aplikacije in njen namen je seveda prenos nogometne tekme. Za 
demonstracijo smo želeli prikazati domači nogomet, zato smo morali posnetek in 
pravice za predvajanje pridobiti od Nogometne zveze Slovenije. Posnetke smo shranili 
na naše strežnike, od koder se tudi strujajo. Za potrebe demonstracije je bil izbran 
posnetek tekme med Mariborom in Olimpijo, ki je potekala 8. avgusta 2016. 
Aplikacija posnetek pridobiva iz strežnika z uporabo protokola HLS (ang. »HTTP Live 







4. Tehnična rešitev virtualnega prikaza tekem in statistik 
4.1 Ideja 
Ko sem začel razmišljati o diplomski nalogi, sem se z mentorjem pogovoril o 
možnih idejah, ki bi se nanašale na moj študij in bi bile tudi nek izziv. Že takoj je 
pogovor nanesel na navidezno resničnost in kako bi jo aplicirali.  
 
V sklopu preteklih projektov sem že ustvaril nekaj aplikacij, ki so bile 
namenjene športnemu trgu, vse pa so se vrtele okoli prikazovanja aktualnih 
podatkov in vprašanja, kako uporabniku čim lažje dostaviti informacije, ki ga 
zanimajo. Ena izmed teh rešitev je bila Android aplikacija, kjer je uporabnik lahko 
izbral turnir in tekmo, ki ga zanimata, ter si ogledal tudi prenos te tekme, če je bil 
seveda na voljo. Ob ogledu je imel uporabnik sočasno prikazane vse podatke o 
zamenjavah, strelih na gol, zadetkih, skratka vse podatke, ki bi ga lahko zanimali. 
Izbira posameznega dogodka na tekmi je sprožila predvajanje posnetka tega 
dogodka. Tako smo uporabniku, namesto da bi moral sam iskati tisti del prenosa, 
ki ga zanima, dali na voljo lažji, preglednejši in precej hitrejši način. 
 
V tej aplikaciji se je prenos tekme predvajal na tradicionalen način, če lahko 
uporabim ta izraz, torej z ogledom posnetka na zaslonu naprave in interakcijo z 
dotikom. Začeli smo razmišljati, kako bi lahko to aplikacijo nadgradili in pri tem 
uporabili neko tehnologijo, ki je aktualna, ni pretirano zahtevna za implementacijo 
in bi prinesla neko dodano vrednost, ki bi ljudi navdušila. Po nekaj sestankih smo 
prišli na idejo, da bi lahko tekmo gledali v navideznem svetu, podatke, ki so se 
sedaj prikazali le po interakciji uporabnika in so hkrati tudi zakrili prenos, pa bi 
postavili v ta prostor kot njegov sestavni del, ki bi bil uporabniku vedno na voljo. 
 
4.2 Načrtovanje 
Sprva je bil projekt mišljen kot del prvotne aplikacije, z nadaljnjim razvojem 
pa je vedno bolj divergiral in je počasi postal lasten projekt. Na voljo naj bi imeli 
gledanje tekme brez VR vizirja ali z njim, tako da bi imeli uporabniki obe 
možnosti in bi uporabili tisto, ki jim bolj ustreza. Za potrebe navidezne resničnosti 
smo se odločili uporabiti Samsungov sistem GearVR, ki sem ga opisal v prejšnjih 
poglavjih, in tudi Googlov VR sistem, ki ne potrebuje posebnega vizirja in ga 





Podatke, ki smo jih pri rešitvi potrebovali, smo imeli že na voljo in so bili 
vključeni v prvotno aplikacijo, a zaradi drugega programskega jezika je bilo potrebno 
najdi novo rešitev. V Android aplikaciji so bili vsi modeli spisani v programskem 
jeziku Java, Unity pa, kot sem že omenil, omogoča uporabo C# ali Javascripta. 
Uporabili smo vtičnik za Unity, ki zna pretvoriti JSON v objekt, uporaben v C#.  
 
Začeli smo z nekaj preprostimi skicami, kako bi aplikacija izgledala in kaj vse bi 
vsebovala. Z vsako novo skico se je kaj dodalo ali izbrisalo, glede na lastno mnenje in 
pa seveda mnenje ostalih, ki sem jim skice pokazal. 
 
Za naglavni sistem sem izbral preprost VR vizir VR BOX, v katerega lahko 
vstavimo telefon in z aplikacijo upravljamo. 
 
4.3 Postavitev razvojnega okolja 
Ko sem bil pripravljen začeti z razvojem, je bil repozitorij na Githubu prva stvar, 
ki sem jo naredil. To je spletna storitev za upravljanje z izvorno kodo z uporabo Gita. 
Git omogoča, da več razvijalcev dela na istem projektu, vsak s svojim podprojektom, 
ki se nato združijo. Prav tako omogoča sledenje verzijam produkta in nam da možnost, 
da projekt ponastavimo na prejšnjo verzijo. To orodje je danes nepogrešljivo pri 
razvoju programske opreme.  
 
Preden sem začel z delom, sem moral tudi pregledati, kaj potrebujem za razvoj 
aplikacije, ki uporablja navidezno resničnost v Unity-ju. Že na začetku sem hotel 
narediti aplikacijo za GearVR in Cardboard platformi. Na srečo sta obe zelo dobro 
podprti, zato sem brez problema našel vtičnika GoogleVR in OVR, ki sem ju opisal v 
poglavju 2.3.4. Ta vtičnika sta mi delo precej olajšala, ker sta poskrbela za kamere, 
vnos in transformacije pogleda, ki bi jih moral sicer implementirati sam. 
 
Da lahko razvijamo aplikacije za Android, potrebujemo dodatno programsko 
opremo. Naložiti moramo JDK in Android SDK, ki sta namenjena ustvarjanju 
aplikacij, ter gonilnike za mobilno napravo, da jo računalnik lahko prepozna. Na strani 
mobilne naprave moramo vključiti razhroščevanje preko USB-ja, ki nam dovoli 
komunikacijo z napravo preko ADB-ja, s katerim lahko aplikacijo naložimo na telefon. 
Unity nas pri namestitvi vpraša, za katere platforme bomo ustvarjali aplikacije. Če 





Zelo pomembno je bilo tudi, da so bile končne točke REST API že 
postavljene, saj je aplikacija preko njih pridobivala vse podatke. 
 
4.4 Funkcionalnosti aplikacije 
Za aplikacijo seveda potrebujemo VR vizir, če hočemo pravo navidezno 
resničnost, čeprav deluje tudi brez njega. Trenutno je omogočeno samo rotacijsko 
sledenje glavi, kar pomeni, da se ne moremo premikati po navideznem prostoru, 
ampak le opazujemo v vse smeri. Za premikanje bi potrebovali dodatne zunanje 
senzorje, s katerimi bi naglavni sistem komuniciral in pridobival podatke o 
lokaciji uporabnika v danem prostoru. 
 
Aplikacija vsebuje samo dve sceni, med katerima lahko menjamo. Ko jo 
zaženemo, se prikaže začetni zaslon Unity-ja, ki ga pri brezplačni verziji ne 
moremo spremeniti. Po končani inicializaciji se odpre prva scena, ki je prikazana 
na sliki 31. Tu sem naredil nek zametek menija, ki trenutno vsebuje samo en gumb 
za odpiranje druge scene.  
V vtičniku GoogleVR je že ustvarjen celoten objekt za kamero. Zelo 
pomemben del objekta je kazalec, ki vedno kaže v smeri našega pogleda in nam 
da vidni znak, ko lahko upravljamo z nekim predmetom, saj se takrat razširi. Ob 
pregledu sem ugotovil, da je to dejansko tridimenzionalni objekt v prostoru na 




fiksni razdalji od kamere. Njegovo delovanje temelji na dogodkovnem sistemu Unity-
ja, viden pa je na sliki 32. 
Podoben objekt je na voljo tudi v OVR vtičniku. Ker je aplikacija narejena za VR 
naglavni sistem brez dodatnih gumbov, je krmiljenje zelo omejeno, saj imamo na voljo 
le pogled. Edini način interakcije z okoljem je usmerjanje pogleda, zato sem 
potreboval nek sistem, ki bi izvedel akcijo ob pogledu na določen predmet, ampak šele 
po nekem pretečenem času. Tak sistem je implementiran v vtičniku OVR, v GoogleVR 
pa na žalost ne, zato sem ga moral implementirati sam. Pri tem mi je bila rešitev 
Oculusa v veliko podporo. Ustvarili so objekt, ki je vezan na kazalec in prav tako sledi 
pogledu. Ko s kazalcem pristanemo na predmetu, ki ima nase vezano neko akcijo, se 
pokaže odštevalnik časa. Če takrat, ko se odštevanje konča, še vedno opazujemo isti 
objekt, se akcija končno izvede. Ta sistem je za navidezno resničnost brez dodatnih 
krmilnikov popoln. Delovanje je prikazano na sliki 33. 









Ko aktiviramo gumb v prvi sceni, se odpre druga, ki vsebuje prikaz tekme in 
podatkov. Zaradi boljše uporabniške izkušnje sem dodal prikaz statusa, ali so se 
podatki naložili ali je mogoče prišlo do napake.  
 
Če se podatki pravilno naložijo, ta prikaz izgine in prikaže se jedro aplikacije. 
Postavljeni smo v prostor, kjer imamo postavljena 4 platna. Na sredini je zgoraj 
predvajalnik video posnetka, spodaj časovnica, levo in desno pa je prikaz 
postavitve obeh ekip, kot je vidno na sliki 34. 
Tudi tukaj ima zelo veliko vlogo kazalec, saj ga zopet potrebujemo za 
interakcijo z objekti v okolju. Vsak interaktiven objekt, ki ga pogledamo, povzroči 
povečanje kazalca, kar nakazuje, da je z njim povezana neka akcija. Na sezname 
sem dodal puščice, ki ob pogledu premikajo seznam gor ali dol, saj je podatkov 
preveč, da bi jih prikazali vse naenkrat. Primer puščic je prikazan na sliki 35. 
Slika 34: Druga scena 




Seznam postavitev je razen drsenja statičen, torej z njegovimi elementi ne moremo 
upravljati. Pri časovnici pa tudi posamezni elementi sprožijo neko akcijo ob pogledu, 
kar nam nakaže povečan kazalec in translacija elementa navzgor. 
 
Ko se odštevalnik izteče, video posnetek tekme skoči na tisti dogodek, ki smo ga 
opazovali, naj bo to menjava, karton ali gol. Na samem platnu, ki predvaja posnetek, 
sem dodal tudi gumbe, ki upravljajo z njim, in informacijo o dolžini posnetka. S 
pogledom lahko tako posnetek ustavimo, predvajamo, ali ga postavimo v 
celozaslonski način. 
 










4.5 Arhitektura v okolju Unity 
Unity ima zelo dobro implementirano hierarhijo scene, saj lahko objektom 
zelo preprosto dodajamo potomce, ki so nato vezani na starševski lokalni prostor, 
ali objektom menjamo starše, vse to pa imamo prikazano v pogledu hierarhije. 
 
V aplikaciji sem ustvaril samo dve sceni. Prva ima vlogo začetnega menija, 
kjer lahko trenutno samo zaženemo drugo sceno, a se gumbi lahko prosto 
dodajajo. Hierarhija prve scene je zato zelo preprosta, saj vsebuje le vnaprej 
nastavljen objekt za kamero, globalno luč, prazen objekt, na katerega so vezane 
skripte in vnaprej nastavljen objekt, ki vsebuje interaktivne gumbe. Hierarhijo 
vidimo na sliki 37. Vnaprej nastavljeni objekti oz. prefabi, so v Unity-ju zelo 
koristni, saj nam dovolijo, da vstavimo identičen objekt v več scen, ali pa ga 
vstavimo večkrat v sklopu kakšne funkcije (kot sem naredil pri seznamih v drugi 
sceni).  
Celoten objekt kamere vsebuje vse pomembne komponente, ki jih GoogleVR 
potrebuje za normalno delovanje. Prvi izmed teh je dogodkovni sistem, ki je 
nadgradnja vgrajenega dogodkovnega sistema v Unity-ju. Ta omogoča, da se 
dogodki, ki jih sproži kazalec, ko recimo zadane interaktiven objekt, širijo po 
celotnem sistemu in aktivirajo poslušalca tega dogodka na dotičnem objektu.  
 
Na objekt kamere je seveda vezan tudi kazalec, ki se skupaj z njo 
transformira, tako da vedno stoji točno na sredini pogleda. Deluje na principu 
sledenja žarku (ang. »ray tracing«), ki je način preverjanja kolizij. Predstavljajmo 
si ga, kot da iz našega pogleda v smeri kazalca sije žarek, ki seka vse predmete na 
njegovi poti. Da vpliva na nek predmet, moramo temu dodati komponento za 
detekcijo trkov in poslušalec dogodkov (Unity komponenta Event Trigger). 
Kazalec sproži naslednje dogodke: 
- OnPointerEnter (s kazalcem smo zadeli objekt) 
- OnPointerExit (s kazalcem smo nehali sekati objekt) 




- OnPointerHover (s kazalcem nekaj časa neprekinjeno sekamo objekt) 
- OnPointerClickDown (s kazalcem sekamo objekt in pritisnemo gumb) 
- OnPointerClickUp (s kazalcem sekamo objekt in spustimo gumb) 
 
Ko dodamo poslušalca dogodkov na objekt, moramo specificirati, kaj naj posluša. 
Sam sem uporabil samo OnPointerEnter in OnPointerExit, ki sta implementirana pri 
seznamih. Ko se dogodek sproži in ga poslušalec zajame, se izvede funkcija, ki smo 
jo določili. Primer je prikazan na sliki 38. 
Zraven kazalca sem sam dodal tudi objekt za časovno zamaknjeno akcijo. Pri 
nekaterih objektih nisem želel, da se akcija izvede takoj, ker lahko uporabnik 
nenamerno usmeri pogled nanj. Implementacija 3D objekta za kazalec odštevanja je 
zelo preprosta. V sceno sem dodal valj, ki sem mu nastavil zelo majhno višino, ker se 
njegovih strani v pogledu sploh ne opazi. Temu valju sem na vrh nalepil teksturo 
preprostega kroga, ki je znotraj transparenten, kot je vidno na sliki 39. Ta krog sem 
moral nekako animirati in s tem prikazati, koliko časa je že minilo. Unity na srečo 
omogoča, da pri prikazu slike uporabljamo animacije. S sistemom za animacije sem 
ustvaril animacijo, ki traja tri sekunde in v vsakem novem okvirju pokaže večjo 
površino slike. Tako sem dobil efekt, da slika nekako odšteva. Na sliki 40 sta prikazani 
komponenti za sliko in animacijo. Pri sliki imamo možnost, da zamenjamo tip slike. 
Če ga nastavimo na tip Filled, lahko izberemo, kako bomo sliko izrisali. Za to metodo 
je izbran način Radial 360, kateremu lahko nastavljamo količino izrisa oz. Fill 
Amount, ki teče od 0 do 360. To količino izrisa lahko dejansko animiramo. 
 




Celotno logiko za prikaz odštevalnika sem spisal v skripti ReticleGazeTimer, 
ki jo dodamo v sceno. Da bi si olajšal delo, sem hotel dodajanje odštevalnika 
narediti čim bolj enostavno, saj ga je bilo potrebno dodati na kar nekaj objektov. 
Kot primer delovanja bom navedel gumb, ki odpre drugo sceno. Na gumb, ki je 
UI-element, sem moral dodati dogodkovni sistem, ki je poslušal dogodka 
OnPointerEnter in OnPointerExit. Na poslušalca sem zvezal ustrezni funkciji 
OnEnter in OnExit, ki kot parameter vzameta objekt, ki ga je žarek zadel. Tako 
Slika 40: Komponenti, ki skrbita, da se slika prikaže in animira 





ima skripta referenco do objekta in lahko začne z odštevanjem. Prikaže se odštevalnik, 
na katerem teče animacija. V skripti nato poslušam, ali se je animacija končala, ker to 
pomeni, da se mora dogodek sprožiti. Vsak objekt, ki sproža odštevalnik, mora 
vsebovati skripto, ki razširja abstraktni razred GazeInputTimerAbstract, ki vsebuje 
funkcijo OnGazeInputTimerFinished. To funkcijo moramo implementirati na vsakem 
objektu, saj se kliče ob koncu animacije. 
 
Ko se gumb sproži, pridemo do druge scene, ki vsebuje nekaj več objektov, kot je 
prikazano na sliki 41. Zopet so prisotni vnaprej nastavljen objekt za kamero, usmerjena 
luč, prazen objekt za skripte, objekt, ki vsebuje vse objekte v sobi, med drugim platno 
za video posnetek in platna za prikaz podatkov, dodal pa sem še črno sfero, ki jo 




uporabljam za prikaz statusa. Kamero in vse objekte, ki spadajo zraven, sem že 
opisal, zato se bom tu posvetil predvsem prikazu posnetka in podatkov. 
 
Ko se druga scena zažene, se takoj na začetku prikliče skripta OnStart, kjer 
se v začetni funkciji »Start« izvede klic na strežnik za podatke, v skripto za 
upravljanje s posnetkom pa se nastavi video URL. Klic na strežnik se izvede v 
posebni funkciji, ki jo vsebuje Unity, imenovani Coroutine. Ta poskrbi, da 
izvajanje ni vezano na posodobitev okvirjev v Update funkciji, ampak teče 
vzporedno na drugi niti in je pri vsaki posodobitvi zmožna nadaljevati od tam, kjer 
je končala izvajanje. Ker je pridobivanje podatkov iz strežnika asinhrona operacija 
in nočemo, da nam prekine delovanje aplikacije dokler traja, je uporaba tega tipa 
funkcije nujna.  
 
Ko podatki pridejo do odjemalca, se seznami napolnijo z njimi. Za vsak 
element se v sceno doda nov vnaprej nastavljen objekt, ki vsebuje skripto za 
nadzor vseh komponent za prikaz besedila, ki se v Unity-ju imenuje Text. Glede 
na tip podatka (časovnica ali postavitev) sem ustvaril dva vnaprej nastavljena 
objekta, ki imata seveda drugačno postavitev. Oba sta vidna na slikah 42 in 43. 
 
 
Video posnetek se med tem naloži preko spleta na izbrano platno. Da vtičnik 
deluje, moramo na dotično platno dodati njegovo skripto, ki skrbi za delovanje in 
jo vidimo na sliki 44. Uporaba je zelo preprosta; sam vtičnik nam da dostop do 
poslušalcev, ki opazujejo, ali se je posnetek naložil ali je prišlo do napake itd. 
Slika 42: Primer elementa seznama časovnice 




Javno dostopne so tudi funkcije, ki skrbijo za ustavljanje ali predvajanje posnetka, za 




4.6 Problemi pri razvoju 
Pri razvoju rešitve sem naletel na nešteto težav, ki sem jih moral rešiti. Ena izmed 
največjih, vsaj v sklopu navidezne resničnosti, je bila učinkovitost aplikacije. Narejena 
je za mobilne naprave, ki so zelo omejene v procesorski in grafični moči, zato sem 
moral implementirati nekaj optimizacij, nekatere funkcionalnosti, ki niso bile nujno 
potrebne, pa preprosto izključiti. Poganjanje tridimenzionalnih iger je samo po sebi 
zahtevno za neko napravo, navidezna resničnost pa še toliko bolj zaradi dveh kamer in 
dvojnega računanja transformacij pogleda. S tem, ko sem zmanjšal podrobnosti, 
izključil sence, zmanjšal ločljivost tekstur in uporabil materiale, ki niso odbijali 
svetlobe, sem hkrati izboljšal delovanje aplikacije in zmanjšal porabo baterije. 
 
Glavni del aplikacije, prikazovanje tekme na nekem samostojnem zaslonu v 
okolju, bi bilo na Android napravi zelo težko implementirati, saj Unity privzeto 
podpira samo prikazovanje video posnetka čez celoten zaslon. Rešitev sem na srečo 
našel v vtičniku Easy Movie Texture, ki sem ga opisal v poglavju 2.3.4.3. Z njim je bil 
prikaz tekme zelo nezahteven proces, saj podpira tudi strujanje preko http protokola.  
 
Problem sem imel tudi pri pridobivanju podatkov za tekmo. Unity ima 
implementirano rešitev za omrežne klice na strežnike, a ne zna brati JSON formata, ki 




ga večina strežnikov vrača. Sprva sem razmišljal, da bi sam spisal funkcije, ki bi 
JSON pretvorile v uporaben razred, a na koncu bi porabil preveč časa za 
funkcionalnost, ki mi ne bi prinesla nobene dodatne vrednosti. Na srečo sem našel 
že omenjeni vtičnik, ki je implementiral vse potrebno za delovanje aplikacije po 
načrtih. 
 
Zelo pomemben aspekt aplikacije, za katerega sem porabil največ časa, je bila 
interakcija z okoljem. Največji problem je bil, ker sem imel na voljo samo pogled, 
torej sem se moral vprašati, kako bi s pogledom nakazal neko namero in sprožil 
akcijo. Rešitev na ta problem sem že opisal v poglavju 4.2. 
 
4.7 Športni trg 
Na delovnem mestu sem že razvijal aplikacije, ki so bile namenjene 
športnemu trgu, tako da sem z njim že nekoliko seznanjen. Šport je gonilo za 
ogromno novih tehnologij, predvsem na področju multimedije. V prenosih 
športnih dogodkov se že nekaj časa uporablja obogatena resničnost (npr. 
namišljena pot žoge pri nogometu), vedno bolj pa se veča zanimanje tudi za 
navidezno resničnost.  
 
Pojavili so se že 360-stopinjski posnetki iz tekem za navidezno resničnost, ki 
gledalca postavijo na sam štadion (tudi za svetovno prvenstvo v nogometu 2018 
so za določene tekme na voljo prenosi, namenjeni naglavnim zaslonom). Nekateri 
so navidezno resničnost uporabili kot orodje za analizo preteklih tekem ali za 
učenje novih spretnosti [23]. Možnosti za implementacijo navidezne resničnosti 












V diplomskem delu smo ustvarili delujoč prototip mobilne aplikacije, ki je 
osnovana na navidezni resničnosti. Namenjena je športnim navdušencem, ki bi radi 
tekme spremljali na nov način z uporabo najnovejših tehnologij računalniške grafike. 
V nalogi je opisan celoten postopek razvoja aplikacije od zasnove do končnega 
produkta in vse tehnologije, orodja ter pripomočki, ki smo jih pri tem uporabili. 
 
Seveda aplikacija še ni končna, saj imamo že ogromno idej, kako bi jo bilo možno 
nadgraditi. Trenutno je rešitev implementirana samo za točno določeno tekmo, zato je 
kar omejena. Dalo bi se jo razširiti, da bi podpirala več tekem in turnirjev, ki bi jih 
lahko izbrali iz seznama. Dodati bi se morale nove končne točke na strežniku in 
omrežni klici iz naprave, ki bi do teh točk dostopale. Dodati želimo tudi možnost 
spremljanja tekme v živo in posodabljanja v realnem času, ki bi se izvajalo v nekem 
intervalu. 
 
Sam grafični vmesnik je dokaj preprost in vsebuje samo komponente, ki so nujne 
za delovanje. Prav tako je aplikacija omejena s strojno opremo telefonov, zato je tudi 
izgled sveta zelo generičen in dokaj pust. Z razvojem mobilnih naprav se bo 
izboljševala tudi strojna oprema, kar bi pomenilo več procesorske in grafične moči ter 
posledično bolj proste roke pri ustvarjanju virtualnega sveta. 
 
Če bi se aplikacija komercializirala, bi se moral dodati tudi nek način 
monetizacije. Lahko bi sklenili sodelovanje z raznimi športnimi organizacijami, ki bi 
oglaševale svoje storitve na naši platformi, ali pa bi se dogovorili s ponudniki vsebin, 
da bi predvajali njihove vsebine. Možnosti je veliko, prav tako pa je trg za navidezno 
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