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ESTIMATION UNDER NOISE AND ASYNCHRONICITY
By Sebastian Holtz∗
Humboldt-Universita¨t zu Berlin
Abstract: The estimation of the covariance structure from a dis-
cretely observed multivariate Gaussian process under asynchronic-
ity and noise is analysed under high-frequency asymptotics. Asymp-
totic lower and upper bounds are established for a general Gaussian
framework which provides benchmark cases for various Gaussian pro-
cess models of interest. The parametric bounds give rise to infinite-
dimensional convolution theorems for covariation estimation under
asynchronicity, which is an essential estimation problem in finance.
1. Introduction. We study inference on scaling parameters of a con-
ditionally Gaussian process under discrete noisy observations over a fixed
time interval. There are still many open questions in the field of covari-
ance estimation of Gaussian processes under high-frequency asymptotics.
Existing results reveal surprising phenomena, such as unusual convergence
rates and unexpected emergences of parameters in the asymptotic covari-
ance of estimators, which calls for a better understanding of how the under-
lying signal process drives asymptotic quantities of interest. Particularly, the
multidimensional interplay of estimation targets encumbers the understand-
ing of central object, such as asymptotic information. Moreover, for covari-
ance operators that depend on high-dimensional or possibly even infinite-
dimensional parameters, the mathematical analysis is not trivial.
Gaussian processes constitute a versatile class with a wide range of appli-
cations. Finance marks a major field of interest in practice, where usually
models driven by Brownian motions are regarded. Fractional processes yield
a more controversial approach, cf. Rogers [1997], but are also highly relevant
in, for example, geophysics and biomechanics, cf. Mandelbrot and McCamy
[1970] and Bardet and Bertrand [2007]. Integrated Gaussian processes are
used in Physics and Biology, e.g. for modelling particles, cf. Tory [2000], or
in the meteorological literature, cf. Boughton et al. [1987]. The increasing
∗Supported by the Deutsche Forschungsgemeinschaft via IRTG 1792 High Dimensional
Nonstationary Time Series and FOR 1735 Structural Inference in Statistics.
MSC 2010 subject classifications: Primary 62G20, 62M10; secondary 62B15
Keywords and phrases: Asymptotic equivalence, asynchronous observations, Gaussian
processes, high-frequency data, microstructure noise, semi-parametric efficiency
1
2 S. HOLTZ
usage of sophisticated Gaussian processes, such as multifractional Brownian
motions, cf. Bianchi et al. [2013], calls for a general understanding of lower
and upper bounds, at least for benchmark cases.
As mentioned conditionally Gaussian models play a major role in fi-
nance, where inference is commonly performed conditionally on the un-
derlying volatility process, cf. Mykland [2012] for a general framework.
A fundamental estimation problem is the extraction of the quadratic co-
variation (or integrated covolatility) of a continuous martingale in terms
of a Brownian motion under microstructure noise. Moreover, application-
driven generalisations, such as asynchronous and irregular (non-equidistant)
observation schemes with varying sample sizes, are considered. Several
famous approaches exist, e.g. Zhang et al. [2005], Jacod et al. [2009],
Barndorff-Nielsen et al. [2011], Bibinger et al. [2014], Hayashi and Yoshida
[2005] and Christensen et al. [2013], with varying limiting behaviours de-
pending on the employed estimation techniques. These variations make a
comparison of the existing approaches difficult. Additionally and impor-
tantly, the asymptotic lower bounds are not yet completely understood,
even under regular observation schemes. The reason for this lies in the fact
that the underlying statistical properties in these models are mathematically
highly involved, which can be seen by regarding the results on efficiency in
the literature.
Notable works in the one-dimensional field exist, for a parametric set-up
by Gloter and Jacod [2001], and in a semi-parametric case by Reiß [2011],
whose results are based on the verification of local asymptotic normality
(LAN) and use sophisticated arguments such as asymptotic equivalences
of experiments. An interesting finding in both cases, parametric and semi-
parametric, is that due to the noise the optimal rate is of the unusual or-
der n−1/4. A multidimensional extension of these results marks the semi-
parametric Crame´r-Rao lower bound derived by Bibinger et al. [2014]. As
the latter is only provided under rather strong assumptions for synchronous
and regular finite samples, in which non-parametric estimators are biased,
an asymptotic characterisation of efficiency under asynchronicity is required.
Little is known about efficient estimation if the assumption that the signal
is driven by a Brownian motion is dropped. The one-dimensional Crame´r-
Rao bound derived by Sabel and Schmidt-Hieber [2014] is noteworthy, where
the signal is given by a fractional Brownian motion. However, an asymptotic
and particularly multidimensional lower bound and its dependence on the
Hurst parameter remain an open question.
Estimation of scaling parameters of Gaussian processes under noise also
attracts interest in other fields. Related models appear in nonparametric
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Bayesian problems, where Gaussian process priors subject to an unknown
parameter (hyperparameter) are used, cf. Szabo´ et al. [2013]. The difference
in their setting lies in the asymptotic behaviour of the scaling parameter
itself, whose estimation is carried-out pathwise. Latent variance estimation
can also be found in genetic fields, e.g. Verzelen and Gassiat [2018]. Here,
the task of estimating the heritability bears structural similarities to the
problems in this work.
The aim of this paper is to provide a general asymptotic theory for Gaus-
sian covariance estimation models. In the following Section 2 the funda-
mental parametric model is introduced, in which the superposition of a
scaled multivariate Gaussian process with additive errors is observed in
equation (2.1). A main contribution of this paper is the universal Convo-
lution Theorem 2.3, which gives a precise asymptotic characterisation of
efficient estimation and includes the set-ups of Gloter and Jacod [2001] and
Sabel and Schmidt-Hieber [2014] as special cases but also applies to more
models of practical relevance given as examples below. Even though an ide-
alised parametric model might not be as such utilisable for practical pur-
poses, its asymptotic lower bounds provide a basic case benchmark for com-
paring estimation procedures of more general models. Moreover, the insight
gained in the fundamental model might be used in far more complex mod-
els. This phenomenon resembles the approach with which the second main
result, Theorem 2.11, is derived, which marks a semi-parametric convolu-
tion theorem for estimating the integrated covolatility matrix. This result
not only extends the set-up in Reiß [2011] by multidimensionality and asyn-
chronicity, but also weakens smoothness assumptions to Sobolev regularity
β > 1/2.
The following section gives an overview of the main results along with
their proof techniques, imposed assumptions and examples. Section 3 con-
tains the parametric analysis, particularly the verification of Theorem 2.3.
The construction of efficient estimators is followed by further asymptotic
equivalences that provide further insight on the estimation problem. Sec-
tion 4 concludes this work by the stepwise deduction of Theorem 2.11. Most
of the proofs and reviews of several mathematical concepts can be found in
the Appendix.
2. Methodology and main results.
2.1. Notation. We introduce spaces of matrix-valued functions as they
appear as canonical parameter sets. For A,B ∈ Rv×w and C ∈ Rvw×vw, let
〈A,B〉C := vec(A)⊤Cvec(B),
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and set 〈·, ·〉 := 〈·, ·〉Ivw , where vec(A) ∈ Rvw is the vectorisation of A and
Ik denotes the identity matrix in R
k×k. Denote the corresponding induced
norms by ‖ · ‖C and ‖ · ‖, given that C > 0, i.e. if C is positive-definite. Note
that ‖ · ‖ is just the Hilbert-Schmidt norm.
Further let for u ∈ N, Ω := [0, 1] and f, g : Ωu → Rv×w the inner product
〈f, g〉L2 :=
∫
Ωu
〈f(t), g(t)〉dt
induce the norm ‖ · ‖L2 and the space L2 = L2(Ωu,Rv×w). For β ∈ (0, 2) the
L2-subspace Hβ = Hβ(Ωu,Rv×w) consists of all f : Ωu → Rv×w such that
‖f‖Hβ :=
∑
k:|k|<β
‖f (k)‖L2 + |f |Hβ <∞.
Here | · |Hβ denotes the Sobolev-Slobodeckij semi-norm given for β 6= 1 by
|f |2Hβ := sup
k:|k|=⌊β⌋
∫
Ωu
∫
Ωu
‖f (k)(x)− f (k)(y)‖2
|x− y|2(β−⌊β⌋)+u dxdy,
and by
∑
k:|k|=1 ‖f (k)‖2L2 otherwise, where k ∈ {0, 1}u denotes a multiindex
with |k| = ∑ui=1 ki. Within a Sobolev space Hβ the ball of radius L > 0 is
defined via
HβL := {f ∈ Hβ : ‖f‖Hβ ≤ L}.
For γ ∈ (0, 1] and N > 0 Ho¨lder balls are given by
CγN := {f : Ω→ R : sups,t∈Ω |f(s)− f(t)|γ/|s − t| ≤ N}.
Symmetric co-domains Rv×vsym := {A ∈ Rv×v : A = A⊤} are highlighted by
the notation L2sym := L
2(Ωu,Rv×vsym) and H
β
sym(L) := Hβ(Ωu,Rv×vsym). It is a
basic fact that if β > u/2 for any f ∈ Hβ(Ωu,Rv×w) a continuous version can
be obtained after possibly modifying f on a zero-subset of Ωu. An overview
over Sobolev spaces and their embedding properties with respect to Ho¨lder
spaces can be found in Triebel [2010].
For Z ∼ N (0, Id) the matrix Z = Cov(vec(ZZ⊤)) is twice the so-called
symmetriser matrix, i.e. it has the property Zvec(A) = vec(A + A⊤), see
e.g. Abadir and Magnus [2005]. Any d2 × d2-matrix A ⊗ A commutes with
Z. Moreover, Z is positive semi-definite and therefore not invertible.
Finally, for a set of parameters Θ the Le Cam distance between two
statistical experiments E = {(X,X , Pθ) : θ ∈ Θ} and F = {(Y,Y, Qθ) :
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θ ∈ Θ} on Polish spaces is given by ∆(E ,F) := max{δ(E ,F), δ(F , E)}. Here
δ denotes the one-sided deficiency
δ(E ,F) := inf
K
sup
θ∈Θ
‖K · Pθ −Qθ‖TV ,
where the infimum is taken over all Markov kernels from (X,X ) to (Y,Y).
Sequences (En)n≥1 and (Fn)n≥1 of experiments are called asymptotically
equivalent if ∆(En,Fn) = o(1). The latter implies that asymptotic properties
transfer from one model to the other and vice versa. Properties of ∆ can
be found in Appendix A.1 and A.2, see also Le Cam and Yang [2000] for a
thorough introduction.
2.2. Fundamental parametric model. Consider the d-dimensional
discrete observation model generated by the observations
(2.1) Y ′i = Σ
1/2Gi/n + εi, i = 1, . . . , n,
where G = (Gt)t∈[0,1] is such that G ∼ N⊗d0,Γ , for a centred Gaussian measure
N0,Γ on L2(Ω,R) with covariance operator Γ. Assume that G is independent
of the i.i.d. errors ε1, . . . , εn ∼ N (0, η2Id). The noise level η > 0 is a nuisance
parameter, whereas Σ is the parameter of interest subject to
Θ0 := {Σ ∈ Rd×d+ : S−1Id < Σ < SId},
where S > 1. Here Rd×d+ denotes all positive-definite R
d×d-matrices and the
ordering S−1Id < Σ < SId is meant with respect to positive definiteness.
An important tool paving the way to asymptotic lower bounds in the
present work are several asymptotic equivalences in Le Cam’s sense. In order
to obtain a mathematically more convenient working basis, consider the
spectral analogue of (2.1) given by
(2.2) Yp ∼ N (0, Cp), Cp := Σλp + η
2
n
Id, p ≥ 1.
The sequence λ = (λp)p≥1 denotes the eigenvalue sequence of the covariance
operator of Γ. The approximation error between the models (2.1) and (2.2)
is quantifiable by the Le Cam ∆-distance, which is shown to converge to
zero under the following regularity assumption.
Assumption 2.1-G(β). The function (s, t) 7→ Cov(Gs, Gt), s, t ∈ [0, 1], lies
in Hβ for some β ∈ (1, 2).
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As an important consequence of asymptotic equivalence, LAN-expansions
and convolution theorems in (2.1) and (2.2) coincide. However, as there
are infinitely many non-identically distributed vectors Yp in (2.2) it is not
clear at all whether a LAN-expansion holds since the sum of infinitely many
remainder terms needs to be controlled. For the latter it will be crucial that
the behaviour of certain subsequences (λpn)n≥1 carries over to the entire
sequence (λp)p≥1 which can be done under the following.
Assumption 2.2-λ(δ). The eigenvalues λ = (λp)p≥1 of Γ are strictly-
positive and regularly varying at infinity with index −δ, δ > 1, i.e.
(2.3) lim
p→∞
λ⌊ap⌋
λp
= a−δ, ∀a > 0,
where ⌊ap⌋ denotes the integer part of ap.
If PnΣ denotes the measure induced by (2.2) then Assumption 2.2-λ(δ)
ensures that a certain LAN-expansion holds, i.e. for H ∈ Rd×dsym one has
log
dPnΣ+rnH
dPnΣ
QnΣ→ ∆H − 1
2
‖H‖2I(Σ)Z ,
where ∆H ∼ N (0, ‖H‖2I(Σ)Z ) and I(Σ)Z ∈ Rd
2×d2
+ is the asymptotic Fisher
information matrix. The underlying rate rn → 0 is given by the relation
λ⌊r−2n ⌋ =
1
n
,
hence a slow decay of λ implies a fast decay of rn and vice versa. Note
that the Fisher information I(Σ)Z is singular and it is not obvious how
classical implications from LAN-theory, e.g. a convolution theorem, can be
obtained. This problem is overcome by symmetrising properties of Z which
allow for certain isometries, cf. Remark 3.5 below. In a non-noisy set-up
Brouste and Fukasawa [2018] recently derived asymptotic lower bounds by
usage of certain rate matrices. For a further discussion of rn and I(Σ) see
Section 3.2.
Consider a differentiable target of estimation ψ(Σ) ∈ Rk in the sense that
(2.4) r−1n (ψ(Σ + rnH)− ψ(Σ))→ ∇ψΣvec(H), H ∈ Rd×dsym,
holds, for some ∇ψΣ ∈ Rk×d2 . In the following, sequences of regular estima-
tors ϑˆn of ϑ are regarded, cf. Appendix A.2 for a definition.
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Theorem 2.3. Let ϑˆn be a sequence of regular estimators of ψ(Σ) ∈ Rk
with (2.4). Then under under PnΣ+rnH , H ∈ Rd×dsym , one has
r−1n (ϑˆn − ψ(Σ + rnH)) d→ N
(
0, 14∇ψ⊤ΣI(Σ)−1Z∇ψΣ
)
∗R,
for some distribution R.
The deduction of the above result offers a comprehensive understanding
of how efficient estimation, particularly the optimal estimation rate rn and
the geometry of the Fisher information matrix, depends on the spectral
properties of the signal. Moreover, Theorem 2.3 extends the knowledge of
asymptotic lower bounds in a few one-dimensional models to a general class
of underlying multidimensional Gaussian processes. It is noted that only the
leading term of (λp)p≥1 has to be known for the derivation of lower bounds.
As mentioned before, several estimators have been designed for particular
Gaussian models. In this work a universal estimation approach is given by
ϑˆadn :=
∑
p∈pin
Wpλ
−1
p vec(YpY
⊤
p − η2/nId),
where Yp is as in (2.2), πn ( N and Wp are adaptive weights. A spectral
approach has been already used, e.g. by Bibinger et al. [2014], for a covari-
ation estimator, where martingale properties inherited from the Brownian
motion are a key argument. In contrary, constructing Wp independently of
(Yp)p∈pin is the crucial idea in this work, which yields generality and gives
r−1n (ϑˆ
ad
n − ψ(Σ + rnH)) d→ N
(
0, 14∇ψ⊤ΣI(Σ)−1Z∇ψΣ
)
,
under PnΣ+rnH , for any H ∈ Rd×dsym. In particular, the matching upper bounds
imply that the derived lower bounds from Theorem 2.3 are sharp.
Remark 2.4. The given derivation technique of both, lower and upper
bounds, allows for an extension to weakly dependent noise. Let us consider
stationary m-dependent noise, i.e. E[εiεi+j ] = ηj with ηj = 0, j > m, which
is used in high-frequency statistics, e.g. by Hautsch and Podolskij [2013].
With η2n := Var(n
−1/2
∑n
i=1 εi) = η0 + 2
∑m
j=1
n−j
n ηj a ‘big-block-small-
block’ argument gives rise to the desired connection between discrete and
sequence space model in the sense that η2 in (2.2) has to be replaced with
limn→∞ η
2
n and the theory provided by this work can be applied. However,
this results in more assumptions on β, γ and m and is therefore omitted.
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Remark 2.5. The techniques of this work can also be carried out if Σ is
random but independent of G. The derivation of a conditional convolution
theorem is then obtained if Assumption H0 (which replaces the usage of Le
Cam’s third Lemma) of the general result by Clement et al. [2013] is met.
Again, precise derivations are omitted.
Example 2.6. A basic example is given if G denotes a d-dimensional
Brownian motion, where λBMp = (π(p − 1/2))−2, i.e. Assumption 2.3 holds
with δ = 2. Then efficient regular estimators ϑˆn of ϑ = vec(Σ) satisfy
(2.5) n1/4(ϑˆn − ϑ) d→ N (0, 2η(Σ ⊗ Σ1/2 +Σ1/2 ⊗ Σ)Z).
For d = 1 this result coincides with Gloter and Jacod [2001] and for d ≥
1, (2.5) extends asymptotically the Crame´r-Rao bound of Bibinger et al.
[2014].
Example 2.7. If G is a fractional Brownian motion with Hurst exponent
H ∈ (0, 1), then, by Chigansky and Kleptsyna [2018], the corresponding
eigenvalues satisfy (2.3) with δ = 2H + 1:
λfBMp =
sin(Hπ)Γ(2H + 1)
(πp)2H+1
+ o(p−(2H+1)), p ≥ 1.
Precise asymptotic lower bounds have only been known for d = 1 in a non-
noisy setting, cf. Brouste and Fukasawa [2018]. In the multivariate noisy set-
up Theorem 2.3 implies for H ≥ 1/2 that the rate of of efficient estimators is
rn = n
−1/(4H+2). The optimal asymptotic covariance can be easily calculated
by Theorem 3.3 below. Note that Theorem 2.3 gives for d = 1 the asymptotic
extension of the Crame´r-Rao bound in Sabel and Schmidt-Hieber [2014].
Example 2.8. The eigenvalues λBBp = (πp)
−2 corresponding to a Brow-
nian bridge have the same leading term as λBMp in Example 2.6, hence (2.5)
holds as well. Similarly, regard the (stationary) Ornstein-Uhlenbeck process
Σ1/2Gt = Σ
1/2G0e
−βt +Σ1/2
∫ t
0
e−β(t−s)dBs, t ∈ [0, 1],
where G0 ∼ N (0, (2β)−1Id), β > 0 and B is a standard Brownian motion.
Under the normalisation β = 1/2 the eigenvalues λOUp =
2β
p2pi2
+o(p−2) imply
(2.5) as well. This means that an additional drift or the behaviour of bridges
have no impact on estimation of Σ. In fact, the three models corresponding
to λBMp , λ
BB
p and λ
OU
p are even asymptotically equivalent, cf. Proposition 3.9.
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Similarly a fractional Brownian bridge and a fractional Ornstein-
Uhlenbeck process seem to offer the same asymptotics as λfBMp , cf. the (yet
unpublished) drafts by Chigansky et al. [2017] and Chigansky et al. [2018].
Example 2.9. For the m-fold integrated Brownian motion the eigen-
values satisfy λmBMp = (πp)
−(2m+2) + o(p−(2m+2)), cf. Wang [2008]. This
implies rn = n
−1/(4m+4), which reveals the interesting phenomenon that
very smooth signal paths lead to rather poor estimation rates, also cf. Ex-
ample 2.7, where regularity is increasing in H whereas rn is decreasing.
2.3. Semi-parametric results under asynchronicity. On the basis
of the parametric results asymptotic lower bounds in the more sophisticated
asynchronous observation model
(2.6) Y
(j)
i = X
(j)
t
(j)
i
+ ε
(j)
i , 1 ≤ i ≤ nj, 1 ≤ j ≤ d,
are derived, whereXt = X0+
∫ t
0 Σ
1/2(s)dBs denotes a continuous martingale
in terms of a d-dimensional standard Brownian motion B = (Bt)t∈[0,1]. The
noise variables ε
(j)
i ∼ N (0, η2j ), 1 ≤ i ≤ nj, with ηj > 0 known, 1 ≤ j ≤ d,
are mutually independent and independent of the signal X = (Xt)t∈[0,1].
Assume that Σ belongs to the parameter set
Θ1 :=
{
A : Ω→ Θ0 : A ∈ HβM
}
,
where β > 1/2 and M > 0. Moreover, suppose for the asymptotics nmin :=
min1≤j≤d nj →∞ that nmin/nj → νj for some νj ∈ (0, 1], j = 1, . . . , d.
Assumption 2.10-F (γ). The observation times satisfy t
(j)
i = F
−1
j (i/nj)
for a differentiable distribution function Fj : [0, 1]→ [0, 1] with
(i) Fj(0) = 0 and Fj(1) = 1,
(ii) F ′j ∈ CγN and F ′j > 0,
for j = 1, . . . , d, and some γ ∈ (β − 1, 1], N > 0.
As in the parametric set-up, observing (2.6) is approximated by a spectral
representation, namely by the mutually independent random vectors
(2.7) Ypk ∼ N (0, Cpk), k = 0, . . . ,m− 1, p ≥ 1,
where Cpk := Σ(k/m)λmp + n
−1
minΞ
2(k/m), λmp := (πpm)
−2 and
Ξ2(t) := diag(η2j νj/(F
′
j(t)))1≤j≤d.
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However, this approximation only holds true under localisations Σ +
n
−1/4
min H, H ∈ Hβsym, which nevertheless is the right ingredient to ensure
that LAN-expansions in the sequence space carry over to (2.6). Note that
(Ypk)p≥1 is of the same type as the fundamental sequence space model in
(2.2), for each k. Indeed the parametric results can be applied simultane-
ously (over k) to the setting (2.7), where the target of estimation is given
by
(2.8) ψ(Σ) :=
∫ 1
0
(W (Σ))(t)dt.
The weight W : Θ1 → L2(Ω,Rd2) is assumed to satisfy
(2.9) n
1/4
min(W (Σ + n
−1/4
min H)−W (Σ))→ ∇WΣ · vec(H), H ∈ Hβsym,
for some ∇W· ∈ L2(Ω,Rd2×d2).
Theorem 2.11. Let ϑˆn be a sequence of regular estimators of ψ(Σ) as
in (2.8) with (2.9). Then it holds under Pn
Σ+n
−1/4
min H
, H ∈ Hβsym, that
n
1/4
min(ϑˆn − ψ(Σ + n−1/4min H))
d→ N
(
0,
1
4
∫ 1
0
(∇WΣI−1Σ Z∇W⊤Σ )(t)dt
)
∗R,
for some R, where PnΣ is the measure induced by (2.7), I−1Σ is given by
I−1Σ (t) = 8(Σ1/2Ξ (t)⊗ Σ(t) + Σ(t)⊗ Σ1/2Ξ (t)), t ∈ [0, 1],
and Σ
1/2
Ξ := Ξ(Ξ
−1ΣΞ−1)1/2Ξ.
The above statement extends the one-dimensional asymptotic efficiency
results of Reiß [2011] in various ways. Firstly, the needed Ho¨lder-regularity
(1 +
√
5)/4 ≈ 0.81 in Reiß [2011] can be relaxed to Sobolev regularity
β > 1/2. This relaxation is achieved by focussing on asymptotically equiv-
alent experiments that share the same semi-parametric lower bounds for
targets as in (2.8), whereas Reiß even considers experiments with common
asymptotic non-parametric lower bounds. Moreover, Theorem 2.11 allows
for multidimensionality of Σ as well as for asynchronicity and therefore ex-
tends asymptotically the basic case Crame´r-Rao bound for continuously dif-
ferentiable Σ by Bibinger et al. [2014]. Since the local method of moments
estimator provided by Bibinger et al. [2014] attains the Gaussian part of the
limit distribution of Theorem 2.11, the derived bounds are sharp.
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Remark 2.12. The steps that are taken to establish Theorem 2.11 can
be developed analogously if Σ = (Σt)t∈[0,1] is treated as a stochastic process.
Again the result by Clement et al. [2013] gives a conditional convolution
theorem, cf. Remark 2.5. The estimator provided by Altmeyer and Bibinger
[2015] attains the corresponding asymptotic stochastic lower bounds. Sim-
ilarly, extensions to weakly dependent noise can be obtained as illustrated
in Remark 2.4.
3. Analyis of the fundamental parametric model.
3.1. Connection between discrete and sequence space model.
Consider the discrete observation model (2.1) and its continuous analogue
given by
(3.1) dYt = Σ
1/2Gtdt+
η√
n
dWt, t ∈ [0, 1],
whereW is a Wiener process independent of G. The model (3.1) is consistent
with observing the stochastic bilinear forms
(3.2) Yf := (f, dY ) :=
d∑
j=1
∫ 1
0
(f(t))jdY
(j)
t , f ∈ L2([0, 1],Rd).
Yf is Gaussian with E[Yf ] = 0 and Cov(Yf , Yg) = 〈KΣ,nf, g〉L2 . The under-
lying covariance operator KΣ,n is given by
KΣ,n := TΣ1/2diag(Γ)1≤j≤dTΣ1/2 +
η2
n
Id,
with TΣ1/2 : f 7→ Σ1/2f, Id : f 7→ f and diag(Γ)1≤j≤d : f 7→ (Γfj)1≤j≤d
being the covariance operator of G. For the orthonormal eigenbasis (ϕp)p≥1
of Γ and epi := (1{i=j}ϕp)1≤j≤d the vectors (Yep1 , . . . , Yepd)
⊤, p ≥ 1, follow
the same distribution as the sequence (Yp)p≥1 in (2.2).
Definition 3.1. Denote by Fn and Fsn the statistical experiments that
are generated by the observations (2.1) and (2.2), respectively.
Since (ϕp)p≥1 is a basis, observing the sequence (Yp)p≥1 in (2.2) is equiv-
alent to observe (3.1). Moreover, the following is just a consequence of the
more general Theorem B.3 given in the Appendix.
Proposition 3.2. Under Assumption 2.1-G(β) the experiments Fn and
Fsn are asymptotically equivalent. More precisely, the Le Cam distance obeys
∆(Fn,Fsn) = O(Sn1−β).
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3.2. Local asymptotic normality. Denote the score in Fsn by
∇ℓn(Σ) :=
∑
p≥1 ℓnp(Σ) and set In(Σ)Z := Cov(∇ℓn(Σ)), where
(3.3) ∇ℓnp(Σ) := 1
2
λpvec(C
−1
p YpY
⊤
p C
−1
p −C−1p ).
The Fisher information In(Σ)Z =
∑
p≥1 Inp(Σ)Z ∈ Rd
2×d2 is driven by
Inp(Σ) := 1
4
λ2p(C
−1
p ⊗C−1p ) p ≥ 1.
In the derivation of ℓn and In the following well-known identity was used:
vec(ABC) = (C⊤ ⊗A)vec(B), A,B,C ∈ Rd×d.
By Assumption 2.3 In(Σ)Z is finite. A crucial quantity is the rate rn → 0
such that the asymptotic Fisher information
I(Σ)Z := lim
n→∞
r2nIn(Σ)Z
is well-defined, where rn is assumed to be normalised with respect to scalars,
e.g. rn = n
−1/4. The key to finding this rate rn lies in the interplay between
the operators diag(Γ)1≤j≤d and
1
n Id along with the regular variation of λ.
More precisely, in the covariance matrices Cp = Σλp +
η2
n Id, the impact of
signal and noise is (nearly) balanced at the index pn with λ(pn) =
1
n .
Note that λ can be identified with some continuously interpolated non-
increasing analogue λ : R+ → R+. It is well-known, that the representation
(3.4) λ(p) = p−δL(p)
is valid, for some slowly varying L : R+ → R+, cf. Bingham et al. [1989].
Theorem 3.3. Grant Assumption 2.2-λ(δ) on Γ. Then the Fisher in-
formation satisfies
(3.5) p−1n In(Σ)Z → I(Σ)Z, as n→∞,
where pn is given by λ(pn) = 1/n. If Q is an orthogonal matrix such that
Σ = Q⊤diag(s1, . . . , sd)Q then
I(Σ) = (Q⊗Q)⊤diag(v11, . . . , v1d, v21, . . . , v2d, v31, . . . , vdd)(Q⊗Q)
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with eigenvalues
vi,j =
ζ
4η2/δ
∫ 1
0
(si + x
δ)−1(sj + x
δ)−1dx, i, j = 1, . . . , d,
where ζ = limn→∞ r
2
npn for rn ∼ p−1/2n standardized. Moreover, the con-
vergence in (3.5) already holds for Ipin(Σ) :=
∑
p∈pin
Inp(Σ), whenever
πn = [πn, πn] ∩ N, with πn/pn → 0 and (πn ∧ πn/pn)→∞.
By the above statement the rate rn satisfies the relation
rnL(r
−1
n )
1/(2δ) ∼ n−1/(2δ),
with L as in (3.4). Thus the rate rn is completely determined by the decay
of λ. The slower λ decreases the more observations Yp carry significant in-
formation about Σ and the faster Σ can be estimated. Moreover, solely the
limiting behaviour of L determines the constant ζ. For instance, in the Brow-
nian motion case λBMp = (p − 1/2)−2π−2 one has δ = 2, pn =
√
n/π + 1/2
and L(p) = (π(2− 1/(2p)))−2, which gives rn = n−1/4 and ζ = 1/π.
A simple calculation, cf. Remark C.1, shows, that the eigenvalues obey
vi,j =
ζπ
4δ sin(π/δ)η2/δ
· s
1/δ−1
j − s1/δ−1i
si − sj
and that they are driven by the slope of x 7→ −x1/δ−1 between all pairs
(si, sj). Whenever si = sj the slope equals the derivative at si. In particular,
for the case Σ = σ2 ∈ R+ the Fisher information becomes
I(σ2) = ζπ(1− 1/δ)
4δ sin(π/δ)η2/δ
σ2/δ−4.
Sufficient information to estimate Σ efficiently in asymptotics is already
provided by those observations Yp in Fsn, such that p is subject to an interval
πn as in Theorem 3.3. This means that maximal information about Σ is
asymptotically contained in (arbitrarily slowly) increasing neighbourhoods
of pn within the spectrum of Yt in Mcn. This gives canonical choices of
truncation indices for spectral estimators of Σ, cf. Section 3.4.
For Σ ∈ Θ0 consider local alternatives of the form Σ + rnH, H ∈ Rd×dsym,
where rn is chosen according to Theorem 3.3. Note that Σ + rnH ∈ Θ0
for n sufficiently large, i.e. PnΣ+rnH might be defined arbitrarily, whenever
Σ + rnH /∈ Θ0. Denote by ∆H the centred Gaussian process with
Cov(∆H1 ,∆H2) = 〈H1,H2〉I(Σ)Z , H1,H2 ∈ Rd×dsym,
where it is noted that I(Σ)Z is positive definite on Rd×dsym .
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Proposition 3.4. Under Assumption 2.2-λ(δ), for any Σ ∈ Θ0, the
following asymptotic expansion is satisfied in Fsn:
(3.6) log
dPnΣ+rnH
dPnΣ
= ∆n,H − r
2
n
2
‖H‖In(Σ)Z + ρn, H ∈ Rd×dsym ,
where ∆n,H
d→ ∆H , under PnΣ , r2n‖H‖In(Σ)Z → ‖H|I(Σ)Z and ρn = oPnΣ (1).
Note that ∆n,H = rnvec(H)
⊤∇ℓn(Σ), where ∇ℓn denotes the score in Fsn.
Moreover, the remainder obeys ρn = ρ
(1)
n + ρ
(2)
n with E[ρ
(1)
n ] = 0 and
Var(ρ(1)n ) ≤r2n‖H‖2‖Σ−1‖2r2n‖H‖In(Σ)Z = O(r2n),(3.7)
ρ(2)n ≤2rn‖H‖‖Σ−1‖r2n‖H‖In(Σ)Z = O(rn).(3.8)
An implication of the LAN-property (3.6) is weak convergence of the
localisations {PnΣ+rnH : H ∈ Rd×dsym} to the Gaussian shift experiment
G := {N (I(Σ)Zvec(H),I(Σ)Z) : H ∈ Rd×dsym}. Given an observation Y in
G the property of Zvec(H) = 2vec(H) implies that the best estimator of
vec(H) is given by 12I(Σ)−1Y ∼ N (vec(H), 14I(Σ)−1Z). This determines
the asymptotic distribution of regular estimators, which is made precise in
the following.
3.3. Verification of Theorem 2.3.
Proof. If one closely follows the steps as in the verification of the general
(convolution) Theorem 3.11.2 in van der Vaart and Wellner [2013] then the
only peculiarity to be taken into account is the matrix Z. More precisely, for
an orthonormal basis h1, . . . , hd∗ , d
∗ := d(d+1)/2, of vec(Rd×dsym) := {vec(A) :
A ∈ Rd×dsym} with respect to the inner product 〈·, ·〉I(Σ)Z , Proposition 3.4 and
Le Cam’s Third Lemma yield
(3.9) r−1n (ϑˆn − ψ(Σ + rnH)) d→ N
(
0,
d∗∑
k=1
∇ψΣhkh⊤k ∇ψ⊤Σ
)
∗R,
under PnΣ+rnH , for some R. The independence of h now follows by
( d∗∑
k=1
∇ψΣhkh⊤k ∇ψ⊤Σ
)
i,j
=
d∗∑
k=1
〈∇ψ(i)Σ , hk〉〈∇ψ(j)Σ , hk〉
=
1
4
d∗∑
k=1
〈I−1Σ ∇ψ(i)Σ , hk〉I(Σ)Z〈I−1Σ ∇ψ(j)Σ , hk〉I(Σ)Z =
1
4
〈∇ψ(i)Σ ,I−1Σ ∇ψ(j)Σ 〉Z ,
where ∇ψ(i)Σ denotes the i-th column of ∇ψ⊤Σ and 1 ≤ i, j ≤ d.
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Remark 3.5. Note that the singularity of I(Σ)Z has no critical impact
as 〈·, hk〉I(Σ)Z = 2〈·, hk〉I(Σ) is the essential isometry-type ingredient used.
3.4. Estimation. For each observation Yp in (2.2) an unbiased estima-
tor of ψ(Σ) = vec(Σ) can be obtained via
ϑˆp := λ
−1
p vec
(
YnpY
⊤
np −
η2
n
Id
)
.
Since ϑˆp, p ≥ 1, are independent it is reasonable to consider a weighted
average to reduce variability. For an index set πn = [πn, πn]∩N as in Theo-
rem 3.3 let Ipin(Σ) :=
∑
p∈pin
Inp(Σ) denote a truncated Fisher information
matrix. Then, by a Lagrange approach, the choice of weights
Wp(Σ) := Ipin(Σ)−1Inp(Σ)
ensures unbiasedness and minimal covariance of the oracle estimator
ϑˆorn :=
∑
p∈pin
Wp(Σ)ϑˆp.
Let π′n ( N\πn be such that |π′n| → ∞ and define the estimator Σˆpren :=
|π′n|−1
∑
p∈pi′n
λ−1p (YpY
⊤
p − η
2
n Id). An adaptive version of ϑˆ
or
n is obtained by
(3.10) ϑˆadn :=
∑
p∈pin
Wp(Σˆ
pre
n )ϑp.
Note that it is crucial that eachWp(Σˆ
pre
n ), p ∈ π′n, is independent of (Yp)p∈pin .
Theorem 3.6. The estimators ϑˆorn and ϑˆ
ad
n of ψ(Σ) = vec(Σ) are regular
and efficient in the sense of Theorem 2.3. In particular, it holds that
r−1n (ϑˆ
ad
n − ψ(Σ + rnH)) d→ N (0, 14I(Σ)−1Z),
under PnΣ+rnH , for any H ∈ Rd×dsym .
Remark 3.7. The estimator ϑˆadn = ϑˆ
ad
n ((Yp)p≥1) in Fsn can be obtained
in the initial model Fn by the explicit construction via interpolations given in
the proof of Theorem B.3. In particular, for an interpolated version (Y¯t)t∈[0,1]
of (B.1), cf. (B.4), the estimator ϑˆadn = ϑˆ
ad
n ((Y¯p)p≥1) in Fn can be built as
in (3.10) from
Y¯p := ((epj , Y¯ ))1≤j≤d, p ≥ 1,
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where epi = (1{i = j}ϕp)1≤j≤d and ϕp is the eigenfunction corresponding
to λp, cf. Section 3.1. For the limit distribution of ϑˆ
ad
n ((Y¯p)p≥1) note that
for Pn := L((Yp)p≥1), P¯n := L((Y¯p)p≥1) and f continuous and bounded one
has that
EP¯n [f(ϑˆ
ad
n )] = EPn [f(ϑˆ
ad
n )] +O(‖f‖∞ · ‖Pn − P¯n‖TV)
where the total variation norm satisfies ‖Pn − P¯n‖TV → 0, by the proof
of Theorem B.3. In particular, the estimator ϑˆadn ((Y¯p)p≥1) has the same
asymptotic properties as its counterpart constructed in Fsn and it satisfies
the statement of Theorem 3.6.
3.5. Further asymptotic equivalences. The adaptive estimator ϑˆadn
in (3.10) allows for further asymptotic equivalence statements that com-
pletes the asymptotic analysis of the fundamental parametric model Fn.
By Theorem 3.3 the asymptotically significant information for estimating
Σ efficiently in Fsn is already contained in the subexperiment Fsn,pin that is
generated by the observations (Yp)p∈pin , where πn is as in Theorem 3.3, i.e.
πn = [anpn, bnpn] ∩ N, an ↓ 0, bn →∞.
Clearly, Fsn is at least as informative as Fsn,pin , but even the reverse can be
shown, at least asymptotically.
Proposition 3.8. The experiments Fsn and Fsn,pin are asymptotically
equivalent in Le Cam’s sense. More precisely,
∆(Fsn,Fsn,pin) = O(log n)O(aδ−1/2n ∨ b1/2−δn ).
Proposition 3.8 gives a further intuition on smoothing choices for several
known estimation methods such as pre-averaging, where the frequencies of
order
√
n play a central role for models driven by a Brownian motion, cf.
Jacod et al. [2009].
Next the impact of deviations in the underlying eigenvalue sequence λ is
investigated. As seen in Theorem 3.3, the leading term of (λp)p≥1 completely
determines the asymptotic lower bounds. As an example consider the cases
in which G in (3.1) is a Brownian bridge (BB) or a Brownian motion (BM).
The respective underlying eigenvalue sequence read as
λBBp = (πp)
−2 and λBMp = π
−2(p − 1/2)−2,
respectively, and thus the bounds obtained by Theorem 2.3 coincide. In fact,
even a general characterisation of asymptotic equivalence on the basis of the
underlying eigenvalue sequence can be given.
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Proposition 3.9. For eigenvalue sequences λ and λ′ satisfying Assump-
tion 2.2-λ(δ) (with possibly different δ) let Fsn and Fs
′
n , respectively, be se-
quence space models of type (2.2). Then the following are equivalent:
1. λp/λ
′
p → 1, as p→∞.
2. rn/r
′
n → 1, as n→∞, and I(Σ) = I ′(Σ), for all Σ ∈ Θ0.
3. ∆(Fsn,Fs′n )→ 0, as n→∞,
where r′n and I ′(Σ)Z are the rate and asymptotic Fisher information in Fs
′
n .
The impact of the leading term of λ yields an interesting finding in the
particular scenario, in which the signal process is a mixture
Gt = Z1,t + Z2,t,
of two independent Gaussian processes Zi = (Zi,t)t∈[0,1], i = 1, 2. If the
covariance operators of Z1 and Z2 are diagonalisable by the same basis then
the process with more slowly decaying eigenvalues completely determines
the asymptotic properties of the estimation problem. Therefore one might
conjecture for G being a so-called mixed fractional Brownian motion of Hurst
index H > 1/2, cf. Cheridito [2001], that solely the Brownian motion part
contributes to the underlying asymptotics.
4. Semiparametric efficiency under asynchronicity.
4.1. Locally parametric approximation. As in the parametric set-
up, observing (2.6) is approximated by its continuous analogue. However,
in order to use the parametric results, locally constant approximations of
Σ and F = (Fj)1≤j≤d are considered. More precisely, for m disjoint blocks
Imk := [k/m, (k + 1)/m), k = 0, . . . ,m− 1, and Σm,k := Σ(k/m) introduce
Σm :=
m−1∑
k=0
Σm,k1Imk(·), F ′j,m :=
m−1∑
k=0
F ′j
( k
m
)
1Imk(·), j = 1, . . . , d.
and the corresponding continuous observation model
(4.1) dY mt =
(∫ t
0
Σ1/2m (s)dBs
)
dt+ Ξm(t)dWt, t ∈ [0, 1],
where
Ξ2m := diag(η
2
j /(njF
′
j,m))1≤j≤d.
Definition 4.1. For n = (n1, . . . , nd) letMn andMcn be the statistical
experiments that are generated by the discrete and continuous observations
(2.6) and (4.1), respectively.
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The Le Cam distance between Mn and Mcn is bounded by the approx-
imation errors of Σm and F
′
j,m. As m will have to be chosen such that
m = o(
√
nmin), the restriction β > 1/2 is evident in view of the following.
Proposition 4.2. Assume that Assumption 2.10-F (γ) is met. Then the
Le Cam distance between Mn and Mcn satisfies
∆(Mn,Mcn) = O(Mnmaxn−βmin) +O(Sn1/4max(Mm−β ∨Nm−γ)).
In particular, asymptotic equivalence holds, given that m = o(
√
nmin).
4.2. LAN for correlated and uncorrelated sequence space models.
As described in Section 3.1 a continuous experiment can be represented in
the sequence space. To this end, consider the (normalised) L2([0, 1],R)-basis
ϕ0,0(t) :=
√
m1Im,0(t),
ϕ0,k+1(t) :=
√
m√
2
(1Imk(t)− 1Im,k+1(t)), k = 0, . . . ,m− 2,
ϕpk(t) :=
√
2m cos(pπ(tm− k))1Imk(t), p ≥ 1, k = 0, . . . ,m− 1.
Via epki = (1{i=j}ϕpk)1≤j≤d Gaussian random vectors
(4.2) Spk := ((epki, dY
m))1≤i≤d, p ≥ 0, k = 0, . . . ,m− 1
are obtained, cf. (3.2). Clearly observing the correlated vectors
(Spk)p≥0,k=0,...,m−1 is equivalent to observing (4.1) and more informative
than observing (Spk)p≥1,k=0,...,m−1. However, the latter sequence is indepen-
dent and close to observing (2.7), hence it is similar to experiment Fsn which
has been intensively studied in Section 3.
Proposition 4.3. Let Assumption 2.10-F (γ) and m = o(
√
nmin) be
satisfied. Then any LAN-expansion in Msn with respect to perturbations Σ+
n
−1/4
min H, H ∈ Hβsym, is also valid in Mcn and Mn.
4.3. Verification of Theorem 2.11.
Proof. The score induced by (2.7) equals ∇ℓn(Σ) :=
vec(∇ℓ(0)n (Σ), . . . ,∇ℓ(m−1)n (Σ)), where ∇ℓ(k)n (Σ) is of the exact same
shape as the parametric score in (3.3) with λmp, Cpk and Ypk replacing
λp, Cp and Yp, respectively. Therefore the (not Z-normalised) Fisher
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information in Msn is given by the block diagonal matrix
In,m(Σ) :=


I(0)n (Σ) 0 · · · 0
0 I(1)n (Σ) · · · 0
...
. . .
...
0 · · · · · · I(m−1)n (Σ)

 ,
with blocks
I(k)n (Σ) :=
1
4
∞∑
p=1
λ2mp(C
−1
pk ⊗ C−1pk ), k = 0, . . . ,m− 1.
As in Theorem 3.3, regular variation of the eigenvalues λ yields that on each
block Imk the Fisher information grows with rate
√
nmin/m such that
(4.3) n
−1/2
min
m−1∑
k=0
I(k)n (Σ) =
1
m
m−1∑
k=0
IΣ(k/m) + o(1)→
∫ 1
0
IΣ(t)dt,
where the integrand equals
IΣ(t) = 1
8
(Σ
1/2
Ξ (t)⊗ Σ(t) + Σ(t)⊗ Σ1/2Ξ (t))−1, t ∈ [0, 1].
For H ∈ Hβsym - (as before) in the sense that Σ + n−1/4min H ∈ Θ1, for n
sufficiently large - and Hm,k := H(k/m), k = 0, . . . ,m− 1, applying Propo-
sition 3.4 simultaneously leads to
log
dPn,m
Σ+n
−1/4
min H
dPn,mΣ
=
m−1∑
k=0
(
vec(Hk)
⊤∇ℓ(k)n (Σ)−
1
2
√
nmin
‖Hm,k‖I(k)n (Σ)Z,L2
+ ρ(1,k)n + ρ
(2,k)
n
)
,
where (4.3) implies n
−1/2
min
∑m−1
k=0 ‖Hm,k‖I(k)n (Σ)Z,L2 → ‖H‖IΣZ,L2 with
〈H,H〉IΣZ,L2 :=
∫ 1
0 〈H(t),H(t)〉IΣ(t)Zdt (similarly for ‖ · ‖I(k)n (Σ)Z,L2). More-
over, for k = 0, . . . ,m− 1 (3.7) and (3.8) imply E[ρ(1,k)n ] = 0 as well as
Var
(m−1∑
k=0
ρ(1,k)n
)
= O(n−1/2min ),
m−1∑
k=0
|ρ(2)n,k| = O(n−1/4min ).
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Since a central limit theorem applies for n
−1/4
min
∑m
k=1 vec(Hk)∇ℓ(k)n (Σ) anal-
ogously as in Theorem 3.6 the sequence of experiments Msn satisfies
(4.4) log
dPn,m
Σ+n
−1/4
min H
dPn,mΣ
= ∆n,Σ,H +
1
2
‖H‖2IΣZ,L2 , H ∈ Hβsym,
where ∆n,Σ,H
d→ ∆Σ,H , under Pn,mΣ , with ∆Σ,H being the centred Gaussian
process with Cov(∆Σ,H1 ,∆Σ,H2) = 〈H1,H2〉IΣZ,L2 .
In order to establish a convolution theorem, the verification of Theorem
3.11.2 in van der Vaart and Wellner [2013] is once more closely followed.
First denote for the asymptotic perturbation error
n
1/4
min(ψ(Σ + n
−1/4
min H)− ψ(Σ))→
∫ 1
0
(∇WΣvec(H))(t)dt =: κ˙(H).
For U ≥ 1 let LU be a U -dimensional subspace of L2sym(Rd×d) and let
H1, . . . ,HU be an orthonormal basis of LU with respect to 〈·, ·〉IΣZ,L2 . De-
note by W˙
(i)
Σ the i-th column of (∇WΣ)⊤ and let hu := vec(Hu), u =
1 . . . , U . Then (4.4) and Le Cam’s 3rd Lemma yield that the limit distribu-
tion of regular estimators under Pn
Σ+n
−1/4
min H
is a convolution of some R with
N (0,∑Uu=1 κ˙(Hu)κ˙(Hu)⊤), cf. (3.9). This implies that the (i, j)-entry of the
optimal asymptotic covariance of estimating ψ(Σ + n
−1/4
min H) is obtained by
a limiting argument and (again) by the properties of Z via
lim
U→∞
U∑
u=1
(κ˙(Hu)κ˙(Hu)
⊤)i,j = lim
U→∞
U∑
u=1
〈W˙ (i)Σ , hu〉L2〈W˙ (j)Σ , hu〉L2
= lim
U→∞
1
4
U∑
u=1
〈I−1Σ W˙ (i)Σ , hu〉IΣZ,L2〈I−1Σ W˙
(j)
Σ , hu〉IΣZ,L2
=
1
4
〈I−1Σ W˙ (i)Σ ,I−1Σ W˙ (j)Σ 〉IΣZ,L2 .
APPENDIX A: LE CAM EQUIVALENCE, LAN AND REGULAR
VARIATION
A.1. The Le Cam ∆-distance. Next some facts of Le Cam theory are
given, cf. Le Cam and Yang [2000] and Mariucci [2016] for an overview. For
some set Θ of parameters let E = {(Y,Y, Pθ) : θ ∈ Θ} and F = {(Y,Y, Qθ) :
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θ ∈ Θ} be two statistical experiments on a common Polish space (Y,Y).
Then it holds that
(A.1) ∆(E ,F) ≤ sup
θ∈Θ
‖Pθ −Qθ‖TV ≤ sup
θ∈Θ
H(Pθ, Qθ).
Here H(P,Q) := (
∫
(
√
f −√g)2dµ)1/2 denotes the Hellinger distance, where
P and Q are probability measures with µ-densities fP and fQ. For Gaussian
laws P ∼ N (µ1,Σ1) and Q ∼ N (µ2,Σ2) on Rd with invertible covariance
matrices Σ1,Σ2 ∈ Rd×d it is well-known (cf. Reiß [2011]) that
(A.2) H2(P,Q) ≤ 4‖Σ−1/21 (µ1 − µ2)‖2 +
1
2
‖Σ−1/21 (Σ2 − Σ1)Σ−1/21 ‖2.
More generally, let Gi(Θ) = {(X,X ,Nµi ,Ki : θ ∈ Θ}, i = 1, 2, where Nµi,Ki
is a (possibly cylindrical) Gaussian measure on some Hilbert space X, such
that both, the mean µi ∈ X and the positive self-adjoint covariance operator
Ki : X → X, are driven by θ. Combining (A.1) with the infinite-dimensional
analogue of (A.2) yields
(A.3) ∆(G1,G2) . sup
θ∈Θ
‖K−1/21 (µ1 − µ2)‖L2 ∨ ‖K−1/21 (K2 −K1)K−1/21 ‖HS,
where ‖ · ‖HS denotes the Hilbert-Schmidt norm on X and ‘an . bn’ means
that an = O(bn). Note that for integral operators K with kernel k one has
(A.4) ‖K‖HS = ‖k‖L2 .
A.2. Weak convergence, LAN and regular estimators. Le Θ be
an open subset of a linear subspace H of some Hilbert space. A sequence of
experiments En = {Pnθ : θ ∈ Θ} on Polish spaces is said to converge weakly
to an experiment E = {Pθ : θ ∈ Θ} if
∆(En(I), E(I)) → 0, as n→∞,
for any finite I ⊆ Θ. Assume that Pθ ≪ Pθ′ and Pnθ ≪ Pnθ′ , for any θ, θ′ ∈ Θ
and n ∈ N. Then weak convergence of En to E is equivalent to
L
((dPnθ′
dPnθ
)
θ′∈I
|Pnθ
)
→ L
((dPθ′
dPθ
)
θ′∈I
|Pθ
)
,
for any finite I ⊆ Θ, for any θ ∈ Θ. This means that verification of the LAN-
property for En with rate rn implies weak convergence of rn-localisations of
En to a normal limit experiment. Since the distance ∆ satisfies the triangle
inequality, the LAN-property of the sequence En carries over to sequences of
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experiments Fn whose rn-localisation are asymptotically equivalent to the
one of En (at least for finite parameter subsets).
A sequence of estimators ϑˆn of a target ψ(θ) ∈ Rk is called regular if
r−1n (ϑˆn − ψ(ϑ + rnh)) d→ Lϑ,
under Pnθ+rnh, with limit distribution Lϑ that does not depend on h ∈ H.
A.3. Regular variation. In the following let f, g : (0,∞)→ (0,∞) be
regularly varying. Then an immediate consequence is the following.
Proposition A.1. If f and g are regularly varying with index δ then
1. f2 is regularly varying with index 2δ,
2. 1/f is regularly varying with index −δ,
3. f/g is slowly varying.
An important property of regularly varying functions is the following
uniformity result that is stated as Theorem 1.5.2 in Bingham et al. [1989].
Theorem A.2. For a regularly varying function f the convergence
lim
x→∞
f(ax)
f(x)
= aδ,
holds uniformly
1. on each [y, z], if δ = 0 (i.e. if f is slowly varying),
2. on each [y,∞), if δ < 0,
3. on each (0, y], if δ > 0 and if supx∈(0,y] f(x) <∞, for any y > 0.
APPENDIX B: ASYMPTOTIC EQUIVALENCE BETWEEN
DISCRETE AND CONTINUOUS GAUSSIAN MODELS
B.1. General Gaussian models. In the following, discrete and con-
tinuous versions of a universal Gaussian model are introduced that are kept
as general as possible in the sense that the unknown parameter consists of
the mean and covariance function itself.
For n = (n1, . . . , nd) ∈ Nd consider the discrete observation model
(B.1) Y
(j)
i = µ(t
(j)
i )
(j) + Z
(j)
t
(j)
i
+ ε
(j)
i , 1 ≤ i ≤ nj, 1 ≤ j ≤ d,
where Z = (Zt)t∈[0,1] denotes a centred d-dimensional Gaussian process
which is independent of the mutually independent noise variables ε
(j)
i ∼
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N (0, η2j ), 1 ≤ i ≤ nj, with ηj > 0 known, for 1 ≤ j ≤ d. It is assumed
that under nmin → ∞ one has nj/nmin → νj for some νj ∈ (0, 1], 1 ≤
j ≤ d. Moreover, t(j)i relates to some distribution function (Fj)1≤j≤d as
in Assumption 2.10-F (γ). The parameter of interest is given by (µ, k) ∈
Θ := HαL × HβM , for some α ∈ (1/2, 2), β ∈ (1, 2) and L,M > 0, where
k(s, t) := Cov(Zs, Zt), s, t ∈ [0, 1]. Set further nmax := max1≤j≤d nj and let
(B.2) dYt = (µ(t) + Zt)dt+Ψn(t)dWt, t ∈ [0, 1],
where Ψ2n(t) := diag((η
2
j /njF
′
j(t))1≤j≤d).
Definition B.1. Denote by Gn and Gcn the experiments that are gener-
ated by the observations in (B.1) and (B.2), respectively.
Remark B.2. It is evident that Fn and Mn are just special cases of Gn
and that Gcn includes the models Fcn and Mcn.
B.2. Asymptotic equivalence.
Theorem B.3. Let Assumption 2.10-F (γ) be satisfied with γ > (α ∨
β)− 1. Then Gn and Gcn are asymptotically equivalent. In particular,
∆(Gn,Gcn) = O(Lη−1n1/2maxn−αmin ∨Mη−2nmaxn−βmin).
The above asymptotic equivalence result holds uniformly over a large class
of Gaussian processes. Note that α > 1/2 and β > 1 are common sufficient
(and often necessary) assumptions among uni- and bi-variate asymptotic
equivalence results, cf. Reiß [2008]. In order to gain from higher regularities
α, β ≥ 2 more derivatives have to be controlled, e.g. by not only piecewise
constant approximations, but this lies beyond the scope of this work.
Proof of Theorem B.3. For Inj ,i := ((i − 1)/nj , i/nj ] and gij(t) :=
1Inj,i
(Fj(t)), 1 ≤ i ≤ nj, 1 ≤ j ≤ d, consider the continuous observation
(B.3) Y˜
(j)
t :=
nj∑
i=1
Y
(j)
i gij(t), j = 1, . . . , d, t ∈ [0, 1].
Note that observing (B.3) is equivalent to the observations in (B.1) and that
Cov(Y˜s, Y˜t) = Cov(ΠnZs,ΠnZt) + diag
((
η2j
nj∑
i=1
gij(s)gij(t)
)
1≤j≤d
)
,
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where ΠnZt = (
∑nj
i=1 Z
(j)
t
(j)
i
1Inj,i
(Fj(t)))1≤j≤d. The Cauchy-Schwarz inequal-
ity implies for f = (f1, . . . , fd) ∈ L2([0, 1],Rd)
nj∑
i=1
〈fj, gij〉2L2 ≤
1
nj
nj∑
i=1
∫
Inj,i
fj(F
−1
j (t))
2
F ′j(F
−1
j (t))
2
dt =
1
nj
∫ 1
0
fj(t)
2
F ′j(t)
dt
Thus by adding uninformative noise the observation
(B.4) dY¯t := Πn(µ(t) + Zt)dt+Ψn(t)dWt, t ∈ [0, 1],
can be constructed from (B.3). On the other hand, it is easy to see that the
law of (Y
(j)
i )i=1,...,nj ;j=1...,d coincides with
L
((
nj
∫
F−1j (Inj,i)
F ′j(t)dY¯
(j)
t
)
i=1,...,nj;j=1...,d
)
,
i.e. observations of type (B.3) can be constructed from (B.4). In particular,
(B.1) and the experiments generated by (B.3) and (B.4) are equivalent.
Next it is shown that (B.2) and the experiment generated by (B.4)
are asymptotically equivalent. Denote by K and KΨn the covariance op-
erators of Z and ΨndW . Then with nmax := max1≤j≤d nj and c
2
η :=
max1≤j≤d ‖F ′j‖∞/η2j the bound (K + KΨn)−1/2 ≤
√
nmaxcηId along with
(A.3) and (A.4) gives ∆(Dn(Θ), Cn(Θ)) = O(ψn(Θ)) with
ψn(Θ) := sup
θ∈Θ
(√
nmaxcη‖µ−Πnµ‖L2(Rd) ∨ nmaxc2η‖k − kΠn‖L2(Rd×d)
)
,
and kΠn being the covariance function of ΠnX. In particular it suffices to
show ψn(Θ) = o(1) to obtain asymptotic equivalence. For this note that for
fixed α ∈ (1/2, 2) all f ∈ Hα(Ω,R) vanishing at some x0 ∈ Ω obey the
uniform bound
(B.5) ‖f‖L2(Ω) ≤ cα|f |Hα(Ω),
with cα > 0. The bound (B.5) can be obtained by contradiction in a similar
way as the Poincare´ inequality, cf. Chapter 5.8.1 in Evans [2010]. By a scaling
argument it can be easily verified that (B.5) yields for intervals Q = [a, a+ε]
of length ε > 0 the uniform bound
(B.6) ‖f‖L2(Q) ≤ cαεα|f |Hα(Q),
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for all f ∈ Hα(Q) vanishing at some x0 ∈ Q. Note that Hβ(Q) is defined in
an analogous way as Hβ(Ω). Now with fn := ((µ − Πnµ)j ◦ F−1j )1≤j≤d and
F ′min := min1≤j≤dmint∈[0,1] F
′
j(t) > 0 the approximation error of µ satisfies
(B.7) ‖µ −Πnµ‖2L2(Ω) ≤
1
(F ′min)
2
d∑
j=1
nj∑
i=1
‖(fn)j‖2L2(Inj,i).
Note that F−1j ∈ C1N ′ and (F−1j )′ ∈ CγN ′′ with N ′ = (F ′min)−1 and N ′′ =
N(F ′min)
−3, which implies that |(fn)j |2Hα(Inj,i) ≤ L
′
ij with
L′ij =


‖F ′j‖2∞(N ′)2α+1|(µ)j |2Hα(Inj,i), α ∈ (1/2, 1),
N ′|(µ)j |2Hα(Inj,i), α = 1,
2(N ′′)2|(µ)j |2Hα(Inj,i) + 2N
′′‖(µ)j‖2L2(Inj,i)n
−κ
j /κ, α ∈ (1, 2),
where κ := 2(α − γ) ∈ (0, 4). In particular, (fn|Inj ,i)j lies in ∈ Hα(Inj ,i)
having the root i/nj, 1 ≤ i ≤ nj, 1 ≤ j ≤ d. Thus by (B.6), (B.7) and the
explicit bounds L′ij it follows that
sup
µ∈Bα,M
‖µ−Πnµ‖2L2(Ω) ≤ sup
µ∈Bα,M
c2α,Fn
−2α
min ‖µ‖2Hα(Ω) ≤ c2α,FL2n−2αmin ,
where cα,F depends on α and F only. The statement for ‖c − Πnc‖2L2(Ω2)
follows analogously, where a similar bound as L′ij for the case α ∈ (1, 2) is
used.
APPENDIX C: PROOFS OF PARAMETRIC RESULTS
C.1. Proofs for asymptotic information and LAN.
Proof of Theorem 3.3. Introduce the matrix
(C.1) Dnp := diag{diag{(si + η2/(λpn))−1(sj + η2/(λpn))−1}1≤j≤d}1≤i≤d.
Then In(Σ) = 14Q⊗2(
∑∞
p=1Dnp)(Q
⊤)⊗2 and, by Σ ≥ S−1Id, one has
(C.2)
∑
p≥1
Dnp ∼
∫ ∞
0
(S−1+ η
2
λ(p)n)
−2dp = pn
∫ ∞
0
(S−1+η2xδ)−2dx+o(pn).
The equality in (C.2) follows from λ(pn) = n
−1 along with dominated con-
vergence over sets (0, y] and [y,∞) under usage of Theorem A.2 (2) and (3)
applied to 1/λ and λ, respectively. Similarly one easily gets
lim
n→∞
r2n
∞∑
p=1
D
ij
np = ζ
∫ ∞
0
(
si + η
2xδ
)−1(
sj + η
2xδ
)−1
dx,
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where ζ = limn→∞ r
2
npn. It is clear that the same limit is already attained
for sums over p ∈ πn, where πn is as in Theorem 3.3.
Remark C.1. For δ > 1 and b ∈ N the substitution z = (1+xδ)−1 gives
(C.3)
∫ ∞
0
(
1 + xδ
)−b
dx =
1
δ
B
(
b− 1
δ
,
1
δ
)
=
π
∏b−1
j=1
(
b− j − 1δ
)
δ(b− 1)! sin(π/δ) .
where
∏
j∈∅
(
b − j − 1δ
)
= 1 and B denotes the Beta function. Explicit
expressions of (C.2) now follow with (C.3) and observing that for si 6= sj
∫ ∞
0
(
si + η
2xδ
)−1(
sj + η
2xδ
)−1
dx
=
1
si(sj − si)
∫ ∞
0
(1 + xδη2/si)
−1dx− 1
sj(sj − si)
∫ ∞
0
(1 + xδη2/sj)
−1dx.
Proof of Proposition 3.4. With Hn := rnH it is easy to see that
log
dPnΣ+Hn
dPnΣ
=
∞∑
p=1
(
− 1
2
log |Id + λpC−1p Hn|(C.4)
− 1
2
Y ⊤p
(
(Cp +Hnλp)
−1 −C−1p
)
Yp
)
.(C.5)
In the following let n be large enough in the sense that λpC
−1
p ≤ Σ−1 implies
(C.6) |tr(λpC−1p Hn)| ≤ ‖Σ‖‖Hn‖ < 1/2, p ≥ 1.
A Mercator series expansion applied to the determinant in (C.4) yields
−1
2
log(|Id + λpC−1p Hn|) = −
1
2
tr(λpC
−1
p Hn) +
1
4
tr((λpC
−1
p Hn)
2)− 1
2
R(1)np ,
where R
(1)
np =
1
2
∑∞
k=3(−1)k+1tr((λpC−1p Hn)k)/k. The term −12tr(λpC−1p Hn)
is the deterministic part of vec(Hn)
⊤∇ℓp(Σ) and it holds that
(C.7)
1
4
tr((λpC
−1
p Hn)
2) =
1
2
vec(Hn)
⊤Inp(Σ)Zvec(Hn).
For R
(1)
n :=
∑∞
p=1R
(1)
np the bound |tr(A2+k)|2 ≤ tr(A4)tr(A2k) ≤
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tr(A2)2‖A‖2k, A ∈ Rd×dsym, as well as λpC−1p ≤ Σ−1 and (C.7) give
|R(1)n | ≤
1
2
∞∑
p=1
∞∑
k=1
|tr((λpC−1/2p HnC−1/2p )k+2)|
≤1
2
∞∑
p=1
tr((λpC
−1
p Hn)
2)
∞∑
k=1
‖Σ−1‖k‖Hn‖k
≤2vec(H)⊤r2nIn(Σ)Zvec(H)‖Σ−1‖‖Hn‖ = O(rn),
where Theorem 3.3 was used. Denote the approximation error between (C.5)
and the stochastic part of vec(Hn)
⊤∇ℓp(Σ) by Y ⊤p AnpYp, where
Anp :=
1
2
(
C−1p − (Cp +Hnλp)−1 − λpC−1p HnC−1p
)
=− λ
2
p
2
(Cp +Hnλp)
−1HnC
−1
p HnC
−1
p .
Then ρ
(1)
n :=
∑∞
p=1 Y
⊤
p AnpYp−E[Y ⊤p AnpYp] is a sum of independent random
variables and with ρ
(2)
n := R
(2)
n − 12R
(1)
n one gets
log
dPnΣ+Hn
dPnΣ
= ∆n,H − 1
2
vec(Hn)
⊤In(Σ)Zvec(Hn) +R(2)n −
1
2
R(1)n + ρ
(2)
n ,
where R
(2)
n := vec(Hn)
⊤In(Σ)Zvec(Hn) +
∑∞
p=1 E[Y
⊤
p AnpYp] and
|R(2)n | ≤
∞∑
p=1
λ2p
2
|tr((C−1p − (Cp + λpHn)−1)HnC−1p Hn)|
=
∞∑
p=1
λ3p
2
|tr((Cp + λpHn)−1Hn(C−1p Hn)2|
≤rn‖Σ−1‖‖H‖vec(H)⊤r2nIn(Σ)Zvec(H) = O(rn).
Using independence the stochastic remainder satisfies
Var(ρ(1)n ) =
∞∑
p=1
vec(Anp)
⊤(Cp ⊗ Cp)Zvec(Anp)
=
∞∑
p=1
λ4p
2
tr(Hn(Cp + λpHn)
−1HnC
−1
p Hn(Cp + λpHn)
−1HnC
−1
p )
≤r2n‖Σ−1‖2‖H‖2r2nvec(H)In(Σ)Zvec(H) = O(r2n).
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Let πn ⊆ N be as in Theorem 3.3. Then ∇ℓpin(Σ) :=
∑
p∈pin
∇ℓnp(Σ)
satisfies Cov(rnℓpin(Σ)) → I(Σ)Z. Denote by Ipin(Σ) the invertible matrix
such that Ipin(Σ)−1/2Cov(rnℓpin(Σ)) = Z. Then Lyapunav’s condition can be
verified by bounding 4th moments of Gaussians, which implies Lindeberg’s
condition. Thus Theorem 5.12 from Kallenberg [2002] is applicable and gives
rnIpin(Σ)−1/2∇ℓpin(Σ) d→ N (0,Z).
By Cov(rn
∑
p∈picn
∇ℓnp(Σ))→ 0 and Slutsky’s Lemma the claim follows.
C.2. Proof of estimation results. Let A,B ∈ Θ0 and Ap := Aλp +
η2/nId and Bp = Bλp+η
2/nId, p ≥ 1. Then ‖λpB−1p ‖ ≤ ‖B−1‖ . S implies
‖A−1p −B−1p ‖ . ‖A−B‖S(S−1 + η2/(λpn))−1, uniformly in p, which gives
(C.8) ‖Inp(A)− Inp(B)‖ . ‖A−B‖‖Inp(A)‖,
uniformly in p ≥ 1. By similar arguments, (C.8) implies (again uniformly)
(C.9) ‖Ipin(A)− Ipin(B)‖ . ‖A−B‖‖Ipin(A)‖.
Proof of Theorem 3.6. By construction, ϑˆorn is unbiased. Under the
measure PnΣ+rnH it can be easily seen that
Cov
(
ϑˆorn − ψ(Σ + rnH)
)
=
1
4
Ipin(Σ + rnH)−1Z =
1 +O(rn)
4
Ipin(Σ)−1Z,
where the last equality is a consequence of (C.9). With r−2n Ipin(Σ)−1 →
I(Σ)−1, cf. Theorem 3.3, the central limit theorem follows in the same way
as in Proposition 3.4. Similarly, vec(Σˆpren ) is unbiased and one has
Cov
(
vec(Σˆpren −(Σ+rnH))
)
= |π′n|−1
∑
p∈pi′n
Inp(Σ+rnH)−1Z = O(|π′n|−1Id4),
under PnΣ+rnH , where an integral approximation as in (C.2) was used. In
particular, there is some εn → 0 such that |π′n|−1/2 = o(εn) and such that
the event En := {‖Σˆn − (Σ + rnH)‖ ≤ εn} satisfies
(C.10) PnΣ+rnH(E
c
n) = o(1).
By Slutsky’s Lemma, the claim for ϑˆadn follows if ‖ϑˆorn − ϑˆadn ‖ = oPnΣ+rnH (rn).
W.l.o.g. assume that Σˆpren ∈ Θ0 (otherwise project onto Θ0). Then
‖Ipin(Σ)−1‖ = O(r2n), ‖Inp(Σ)‖ . (S−1 + 1/(λpn))−2, (C.8) and (C.9) yield
(C.11) ‖Wp(Σ+rnH)−Wp(Σˆpren )‖1En . r2nεn(S−1+1/(λpn))−2, ∀p ∈ πn.
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By ‖Inp(Σ + rnH)−1 − Inp(Σ)−1‖ . rn/(λpn), uniformly in p ∈ πn, (C.11),∑
p∈pin
Inp(Σ) = O(r−2n ) and independence due to πn ∩ π′n = ∅ imply
E[tr((ϑˆorn − ϑˆadn )(ϑˆorn − ϑˆadn )⊤1En)] =
1
4
∑
p∈pin
tr
(
Inp(Σ + rnH)−1Z·
E[(Wp − Wˆp)21En ]
)
= O(r2nε2n),(C.12)
Markov’s inequality now gives
PnΣ+rnH(r
−1
n ‖ϑˆorn − ϑˆadn ‖ ≥ ε) ≤ PnΣ+rnH
(
d2r−1n max
1≤i≤d2
|(ϑˆorn − ϑˆadn )i| ≥ ε
)
≤ d
4
r2nε
2
d2∑
i=1
E[((ϑˆorn − ϑˆadn )i)21En ] + P (Ecn).
This along with (C.10) and (C.12) implies ‖ϑˆorn − ϑˆadn ‖ = oPnΣ+rnH (rn).
C.3. Proofs of further asymptotic equivalences.
Proofs of Proposition 3.8. Let Σˆn be the adaptive estimator provided
by (3.10). Note that πn can be split up into two sets π
′
n and π
′′
n such that
the pre-estimator is build on π′n and Σˆn only uses observations subject to
π′′n. For i.i.d. Zp ∼ N (0, Id) set Y ′p := (Σˆnλp + η
2
n Id)
1/2Zp, p ∈ πcn := N\πn.
Then, given (Yp)p∈pin , Y
′
p is centred Gaussian with covariance Σˆnλp +
η2
n Id.
Let Y := (Yp)p≥1 and Y
′ := (Yp)p∈pin ∪ (Y ′p)p∈picn . Now observe that (with
Ppin := L((Yp)p∈pin))
H2(L(Y ),L(Y ′))
≤Epin [H2(L(Y |(Yp)p∈pin),L(Y ′|(Yp)p∈pin))1An ] + 2Ppin(Acn)
for An := {‖Σˆn − Σ‖ ≤ Svn}. Under regular variation of λ one gets
Epin[H
2(L(Y |(Yp)p∈pin),L(Y ′|(Yp)p∈pin))1An ]
.S2v2n
∑
p∈picn
(S−1 +
η2
λpn
)−2 . S2−1δη−2/δ log2(n)
∫
(an,bn)c
(1 + xδ)−2dx
.S2−1δη−2/δ log2(n)(a2δ−1n ∨ b1−2δn ).
Moreover, Ppin(A
c
n) . log
2(n)(a2δ−1n ∨ b1−2δn ) can be easily shown by Hoeffd-
ing’s inequality. With (A.1) the claim follows.
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Proof of Proposition 3.9. (iii) implies (ii): Assume ∆(Fsn,Fs′n ) → 0.
Then also any pair of local sub experiments satisfies ∆(Fs,locn,Σ,rn ,F
s′,loc
n,Σ,rn
)→ 0
and therefore, by Proposition 3.4, both experiments satisfy the same LAN
expansion with rn/r
′
n → 1 and I(Σ) = I ′(Σ).
(ii) implies (i): I(Σ) = I ′(Σ) and rn/r′n → 1 imply pn/p′n → 1. Due to
uniform convergence of λ′(· p)/λ′(p) on [infn pn/p′n,∞) ( (0,∞) (cf. Theo-
rem A.2 (2)) it follows that λ(pn)/λ
′(pn) = λ
′(p′n)/λ
′(pn) → 1. Therefore,
for any p > 0
(C.13) lim
n→∞
λ(pn · p)
λ′(pn · p) = limn→∞
λ(pn · p)
λ′(pn · p)
λ′(pn)
λ(pn)
= 1.
By Proposition A.1 (3) g := λ/λ′ is slowly varying. Thus the convergences
in (C.13) hold uniformly over any [a, b] ⊂ R+, cf. Theorem A.2 (1). Thus for
any ε > 0 and reals 0 < x < y <∞ there is some n∗ ∈ N with |g(p)−1| ≤ ε,
for all p ∈ [pnx, pny], n ≥ n∗. Since there is some N ≥ n∗ such that
[pnx,∞) =
⋃
n≥N
[pnx, pny],
one has for any p ≥ pnx that |g(p)− 1| ≤ ε, i.e. λ/λ′ → 1.
(i) implies (iii): Assume λp/λ
′
p → 1 and denote by Fs,evenn and Fs,oddn the
experiments that are generated by (Yp)p∈2N and (Yp)p∈2N+1, respectively,
such that Fsn = Fs,evenn ⊗Fs,oddn . Similarly, obtain the decomposition Fs
′
n =
Fs′,evenn ⊗Fs
′,odd
n . Since ∆ satisfies the triangle inequality it suffices to show
that both, Fsn and Fs
′
n are asymptotically equivalent to the experiment
En := Fs′,evenn ⊗Fs,oddn ,
which will be shown under the localisation approach of
Grama and Nussbaum [2002]. Let vn := Srn log(n) and denote for
fixed Σ ∈ Θ0 by Fsn,loc and Fs
′
n,loc the localisations that are generated by
Yp ∼ N (0, (Σ + vnH)λp + η2n ), p ≥ 1,
Y ′p ∼ N (0, (Σ + vnH)λ′p + η
2
n ), p ≥ 1,
respectively, where H ∈ Br(Σ) := {A ∈ Rd×dsym : ‖A − Σ‖ ≤ r} is unknown,
for r > 0. Similarly introduce the local experiments Fs,evenn,loc ,Fs
′,even
n,loc and
Fs,oddn,loc ,Fs
′,odd
n,loc that are generated by the even and odd indices, respectively.
Comparing Fs,evenn,loc with Fs
′,even
n,loc one sees that whenever λp ≥ λ′p then Yp
is at least as informative as Y ′p. To see this one could consider the equivalent
ASYMPTOTIC EFFICIENCY FOR COVARIANCE ESTIMATION 31
normalisation λ
−1/2
p Yp and add uninformative noise to match (λ
′
p)
−1/2Y ′p in
law. W.l.o.g. assume therefore that λp < λ
′
p, ∀p ∈ 2N. By adding uninforma-
tive and independent N (0,Σ(λ′p − λp))-noise to Yp obtain the independent
sequence
Y ′′p ∼ N (0,Σλ′p + vnHλp + η
2
n Id), p ∈ 2N.
For an → 0 such that anpn →∞ let π(an) := [anpn,∞) ∩ 2N. Then Propo-
sition 3.8, the Hellinger bound (A.2) and S−1Id < Σ give
(C.14)
H2(L((Y ′′p )p∈2N),L((Y ′p)p∈2N)) . (log2(n)a2δ−1n ) ∨
( ∑
p∈pi(an)
v2n(λp − λ′p)2
(S−1λp +
η2
n )
2
)
.
By an integral approximation (cf. the proof of Theorem 3.3) it follows with
τ(p) := |λ(p)− λ′(p)|/λ(p) = o(1) that
v2n
∑
p∈pi(an)
(λp − λ′p)2
(S−1λp +
η2
n )
2
.τ(anpn)
2v2n
∑
p∈pi(an)
(S−1 + η2/(λpn))
−2
=O(r2τ(anpn)2 log(n)2S4−1/δη−2/δ),
which along with (A.1) and (C.14) implies
(C.15) sup
Σ∈Θ0
∆(Fs,evenn,loc (Br(Σ)),Fs
′,even
n,loc (Br(Σ))) = o(1).
Let An = {‖Σˆn − Σ‖ ≤ vn}. Using the adaptive estimation approach from
(3.10), it can be easily seen that there is an estimator Σˆn in Fs,oddn such
that PnΣ(A
c
n) = o(1), where the latter can be verified by Hoeffding’s in-
equality. Since PnΣ(A
c
n) can be controlled uniformly in Σ ∈ Θ0, and since on
An the bound (C.15) applies, one has ∆(Fsn, En) = o(1). In the same way
∆(Fs′n , En) = o(1) can be obtained and (i) follows.
APPENDIX D: PROOFS OF SEMI-PARAMETRIC RESULTS
D.1. Piecewise constant approximation.
Proof of Proposition 4.2. Let Mc′n be the statistical experiment that
is generated by observing
dYt = Xtdt+Ψn(t)dWt, t ∈ [0, 1],
where Ψ2n := diag(η
2
j /(njF
′
j))1≤j≤d. Then, given that Assumption 2.10-F (γ)
is met for γ > β − 1, Theorem B.3 gives
∆(Mn,Mc′n ) = O(Mnmaxn−βmin).
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Next ∆(Mcn,Mc′n ) = 0 is shown. Introduce the L2([0, 1],Rd)-operators
TΣ : f 7→ Σf, R : f 7→ −
∫ 1
· f(s)ds and R
∗ : f 7→ − ∫ ·0 f(s)ds. Then
K ′Σ,n := KΣ + TΨ2n = R
∗TΣR+ TΨ2n
is the covariance operator inMc′n . Note that KdBM := R∗R is just the covari-
ance operator of the d-dimensional standard Brownian motion. Let further
KΣ,n := KΣm + TΞ2m
be the covariance operator in Mcn. Since TΨ2n − TΞ2m is not Hilbert-Schmidt
in most cases, it is meaningful to consider the one-to-one transformations
K˜ ′Σ,n := TΨ−1n K
′
Σ,nTΨ−1n and K˜Σ,n := TΞ−1m KΣ,nTΞ−1m .
Then (A.3) yields the following bound for the Le Cam distance
(D.1) ∆(Mcn,Mc
′
n ) . sup
Σ∈Θ1
‖(K˜ ′Σ,n)−1/2(K˜ ′Σ,n − K˜Σ,n)(K˜ ′Σ,n)−1/2‖HS.
Let τn := nminmin1≤j≤dmint∈[0,1] F
′
j(t)/η
2
j . By S
−1Id < Σ and τ
1/2
n Id ≤
TΨ−1n one has
(D.2) τnS
−1KdBM + Id < K˜
′
Σ,n.
Let ϕp(t) :=
√
2 sin((p − 1/2)πt), p ≥ 1, be the eigenbasis of K1BM and
eip := (1{i=j}ϕi)1≤j≤d, i = 1, . . . , d, p ≥ 1, be a basis of L2([0, 1],Rd). For
A = diag(a1, . . . , ad) : [0, 1]→ Rd×d+ integration by parts yields
|〈TAKΣTAeip, eip〉| =
∣∣∣
d∑
l=1
∫
[0,1]2
(∫ s∧t
0
(Σ(u))lidu
)
ai(s)ϕp(s)ai(t)ϕp(t)dsdt
∣∣∣
=
∣∣∣
d∑
l=1
∫
[0,1]
(Σ(u))li
(
−
∫ 1
u
ai(s)ϕp(s)
)2
du
∣∣∣
=〈ΣEA,ip, EA,ip〉.
Here EA,ip(t) := −
∫ 1
t A(s)eip(s)ds satisfies with λp := ((p− 1/2)π)−2
(D.3) ‖EA,ip‖∞ ≤
√
2λp‖A‖∞,
because s 7→ −√2 cos(λ−1/2p s)sgn(ϕp(s))λ1/2p is the anti-derivative of |ϕp(s)|.
For B := Ψ−1n and C := Ξ
−1
m the bound ‖F ′j − F ′j,m‖∞ ≤ Nm−γ implies
(D.4)
‖(B − C)jj‖∞ = n1/2j η−1j
∥∥∥
√
F ′j −
√
F ′j,m
∥∥∥
∞
≤ n1/2maxm−γNν−1j ‖(F ′j)−1/2‖∞,
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for any j = 1, . . . , d. Moreover
|〈(TBKΣTB − TCKΣmTC)eip, eip〉|
≤|〈ΣEB,ip, EB−C,ip〉|+ |〈(Σ− Σm)EB,ip, EC,ip〉|+ |〈ΣmEC,ip, EB−C,ip〉|
(D.5)
Now by ‖C‖∞ ≤ ‖B‖∞ ≤ n1/2maxmax1≤j≤d ‖(F ′j)1/2‖∞/η2j , (D.3) and (D.4)
|〈ΣEB,ip, EB−C,ip〉|+ |〈ΣmEC,ip, EB−C,ip〉| . Snmaxm−γNλp,(D.6)
|〈(Σ − Σm)EB,ip, EC,ip〉| . nmaxm−βMλp,(D.7)
uniformly in Σ ∈ Θ1 and p ≥ 1, where the Sobolev-bound supΣ∈Θ1 ‖Σ −
Σm‖L2(Rd×d) = O(Mm−β) has been used, cf. the proof of Theorem B.3.
Thus (D.5), (D.6), (D.7) and λp = 〈KdBMeip, eip〉 imply
(D.8) |〈(K˜ ′Σ,n − K˜Σ,n)eip, eip〉| . S(N ∨M)nmaxm−(β∧γ)〈KdBMeip, eip〉
By (D.2) and (D.8) the right-hand side of (D.1) can be bounded by
(D.9) S(N ∨M)nmaxm−(β∧γ)τ−1n ‖(S−1KdBM + τ−1n Id)−1KdBM‖HS .
Applying (τnS
−1KdBM + Id)
−1KdBM to the basis (eip)i=1,...,d;p≥1 yields
(D.10)
‖(S−1KdBM + τ−1n Id)−1KdBM‖2HS = d
∞∑
p=1
(S−1 + λ−1p τ
−1
n )
−2 = O(τ1/2n ),
cf. the proof of Theorem 3.3 for δ = 2. Then ∆(Mcn,Mc
′
n ) = 0 follows by
(D.1), the bound (D.9) and the asymptotics in (D.10).
D.2. Proof of Proposition 4.3. Denote by Sn :=
{
QnΣ : Σ ∈
Θ1
}
, S ′n :=
{
Qn
′
Σ : Σ ∈ Θ1
}
and Msn =
{
PnΣ : Σ ∈ Θ1
}
the statistical
experiments that are generated by (Spk)p≥0,k, (Spk)p≥1,k and by the obser-
vations in (2.7), respectively, where Spk is as in (4.2). For Σ ∈ Θ1 fixed and
r > 0 denote the corresponding localisations by
Sn,loc =
{
Qn
Σ+n
−1/4
min H
: H ∈ Bβr,n(Σ)
}
, S ′n,loc =
{
Qn
′
Σ+n
−1/4
min H
: H ∈ Bβr,n(Σ)
}
,
Msn,loc =
{
Pn
Σ+n
−1/4
min H
: H ∈ Bβr,n(Σ)
}
,
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respectively, where Bβr,n(f) := {f + n−1/4min g ∈ Hβsym : ‖g‖∞ ≤ r}. Then, by
∆(Mn,Mcn) = o(1) and ∆(Mcn,Sn) = 0, Proposition 4.3 follows if
(D.11) ∆
(
Sn,loc,Msn,loc
)
= o(1).
In fact, (D.11) is implied by the following two Lemmas, given m = o(
√
nmin).
Lemma D.1. For any r > 0 it holds that
∆(Sn,loc,S ′n,loc) = O
(
rmn
−1/2
min
)
.
Proof. The anti-derivatives Φp,k(t) = −
∫ 1
t ϕp,k(s)ds satisfy
Φ0,0 = 2
∞∑
p=1
Φp,0, Φ0,k =
∞∑
p=1
(−1)p+1Φp,k−1 +Φp,k
and the signals X0,k of S0,k, k = 0, . . . ,m− 1, can be represented by
XH0,0 := 2
∞∑
p=1
XHp,0, X
H
0,k :=
∞∑
p=1
(−1)p+1XHp,k−1 +XHp,k
with XHp,k = (−
∫ 1
0 E
⊤
pkj(t)(Σ
H)
1/2
m (t)dBt)1≤j≤d. Note that L(XHpk|Spk) =
N
(
MHpkSpk, V
H
pk
)
with
MHpk := Σ
H
pk(Σ
H
pk + Ξ
2
m,k)
−1, V Hpk := ((Σ
H
pk)
−1 + Ξ−2m,k)
−1,
ΣHpk := (Σ + n
−1/4
min H)(k/m)λpm,
where Ξ2m,k := Ξ
2
m(k/m). For an i.i.d. sequence Zpk ∼ N (0, Id), k =
0, . . . ,m− 1, p ≥ 1, independent of (Spk)p≥1,k, construct the signals X0p,k :=
M0pkSpk + (V
0
pk)
1/2Zpk and create the corresponding X
0
0,k by plugging in via
X00,0 := 2
∞∑
p=1
X0p,0, X
0
0,k :=
∞∑
p=1
(−1)p+1X0p,k−1 +X0pk.
With an independent d-dimensional Brownian motion W ′ set
S′0,k := X
0
0,k +
(∫ 1
0
ϕ⊤0,k(t)Ξm(t)dW
′
t
)
1≤j≤d
, k = 1, . . . ,m− 1.
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Conditioned on (Spk)p≥1,k the expectation of S0,k is given by
mH0 := 2
∞∑
p=1
MHp,0Sp,0, m
H
k :=
∞∑
p=1
(−1)p+1MHp,k−1Sp,k−1 +MHpkSpk,
for k = 1, . . . ,m− 1, and the conditional covariance KH of (S0,k)k=0,...,m−1
is a Rdm×dm-triangular block matrix with block diagonal
KH0,0 := 2
∞∑
p=1
V Hp,0 + Ξ
2
m,0,
KHk,k :=
∞∑
p=1
V Hp,k−1 + V
H
pk +
1
2
(Ξ2m,k−1 +Ξ
2
m,k), k = 1, . . . ,m− 1,
and lower and upper block diagonal
KH0,1 := 2
∞∑
p=1
(−1)p+1V Hp,0 +
1√
2
Ξ2m,0,
KHk,k+1 :=
∞∑
p=1
(−1)p+1V Hpk −
1
2
Ξ2m,k, k = 1, . . . ,m− 2.
For S′0,k the conditional mean and covariance are given by m
0
k and K
0,
respectively. With An ∼ Bn meaning An . Bn as well as Bn . An regular
variation of λpm as in the proof of Theorem 3.3 yield
∞∑
p=1
Vpk =
∞∑
p=1
((ΣHpk)
−1 + Ξ−2m,k)
−1 ∼ 1√
nminm
Id,
∞∑
p=1
(−1)p+1Vpk ∼ Id,
hence n
−1/2
min m
−1Idm . K
0. Let S := (Spk)k=0,...,m−1,p≥0 and S
′ :=
(S′0,k)k=0,...,m−1 ∪ (Spk)k=0,...,m−1,p≥1. Then conditioning on (Spk)p≥1,k along
with (A.2) yields
H2(L(S′),L(S′)) = Ep≥1,k[H2(L(S|(Spk)p≥1,k),L(S′|(Spk)p≥1,k))]
.
√
nminmEp≥1,k[‖mH −m0‖2] + nminm2‖KH −K0‖2HS(D.12)
If the underlying bounds of Θ0 and the same calculations as for Theorem 3.3
are used it is not hard to see that for any k = 0, . . . ,m− 1
Ep≥1,k[‖mHk −m0k‖2] .
∞∑
p=1
‖(MHp,k −M0p,k)⊤(ΣHpk + Ξ2m,k)1/2‖2HS
. r2n
−3/2
min
∞∑
p=1
‖λ1/2pm (Σp,k + Ξ2m,k)−1/2‖2HS .
r2
nminm
,
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uniformly in H ∈ Bβr,n, as well as
‖KH −K0‖2HS . r2
m−1∑
k=0
∞∑
p=1
‖V Hpk − V 0pk‖2HS
. n
−5/2
min r
2
m−1∑
k=0
∞∑
p=1
‖λpm(Σm,kνp + Ξ2m,k)‖2HS . r2n−2min,
uniformly in H ∈ Bβr,n. Thus (A.1) and (D.12) yield the claim.
Lemma D.2. For any r > 0 it holds that
∆(S ′n,loc,Msn,loc) = O(rξn),
where ξn := max1≤j,j′≤d |nmin/√νjνj′ −√njnj′| = o(1).
Proof. Let J := {j : (Kn)jj ≥ (K ′n)jj}. Then, for k = 1, . . . ,m, p ≥ 1,
the observations in Msn,loc and S ′n,loc are given by
Ypk ∼N
(
0, λmp(Σ + n
−1/4
min H)(k/m) +G(k/m)K
2
n
)
,
Spk ∼N
(
0, λmp(Σ + n
−1/4
min H)(k/m) +G(k/m)(K
′
n)
2
)
,
respectively, where K2n := diag(νj/nmin)1≤j≤d, (K
′
n)
2 := diag(n−1j )1≤j≤d
and G := diag(η2j /F
′
j,m)1≤j≤d. As in the proof of Proposition 4.2 consider
equivalent one-to-one (covariance) transformations. More precisely, set
Y ′pk := K
−1
n Ypk, k = 1, . . . ,m, p ≥ 1,
which generates an experimentMs′n,loc equivalent toMsn,loc. For i.i.d. vectors
Zpk ∼ N (0, Id), k = 1, . . . ,m, p ≥ 1, independent of (Spk)k=1,...,m, p≥1, set
S′pk := (K
′′
n)
−1(Spk + (G(k/m)Wn)
1/2Zpk), k = 1, . . . ,m, p ≥ 1
where
Wn := diag((K
2
n − (K ′n)2)jj1(j ∈ J))1≤j≤d.
and where
K ′′n := (K
′)2n +Wn = diag((K
2
n)jj1(j ∈ J) + ((K ′n)2)jj1(j ∈ Jc))1≤j≤d.
Take a further i.i.d. sequence Z ′pk ∼ N (0, Id), k = 1, . . . ,m, p ≥ 1, indepen-
dent of ((Spk, Zpk))p≥1,k. With K
′′′
n := K
−1
n − (K ′′n)−1 ≥ 0 set
S′′pk := S
′
pk + (λmpK
′′′
n Σ(k/m)K
′′′
n )
1/2Z ′pk, k = 1, . . . ,m, p ≥ 1.
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Note that µn,H := L((Y ′pk)p≥1,k) and µ′n,H := L((S′′pk)p≥1,k) are Gaussian
product measures with
Y ′pk ∼ N (0, λmpK−1n ΣH(k/m)K−1n +G(k/m)),
and
Cov(Y ′pk)− Cov(S′′pk) = n−1/4min λmp
(
K−1n H(k/m)K
−1
n
− (K ′′n)−1H(k/m)(K ′′n)−1
)
.(D.13)
Set νmax := max1≤j≤d νj, ηmin := min1≤j≤d ηj and F
′
max :=
max1≤j≤dmaxt∈[0,1] F
′
j(t). Then by (A.1), (A.2) and (D.13) one easily gets
(D.14) sup
H
‖µn,H−µ′′n,H‖2TV . n−1/2min mξ2nr2d
∑
p≥1
( S−1
νmax
+
η2min
λmpnminF ′max
)−2
.
The sum on the right-hand side of (D.14) can be approximated by an in-
tegral, which is of order O(√nmin/m) (by the substitution x = pm/√nmin
and Remark C.1). This gives supH ‖µn,H − µ′′n,H‖TV = O(ξnr), hence
δ(S ′n,loc,Msn,loc) ≤ δ(S ′n,loc,Ms
′
n,loc) = O(ξnr).
Finally, proceed analogously to obtain δ(Msn,loc,S ′n,loc) = O(ξnr).
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