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Abstract
Decision making support systems (DSS) are actively used in all spheres of human life. The system of the electronic environ-
ment analysis is not an exception. However, there are a number of problems in the analysis of the electronic environment, for example: 
the signals are analyzed in a complex electronic environment against the background of intentional and natural interference. Input 
signals do not match the standards, and their interpretation depends on the experience of the operator (expert), the completeness of 
additional information on a particular task (uncertainty condition). The best solution in this situation is found in the integration with 
the data of the information system analysis of the electronic environment, artificial neural networks and fuzzy cognitive models. 
Their advantages are also the ability to work in real time and quick adaptation to specific situations. The article develops a method for 
assessing and forecasting the electronic environment.
Improving the efficiency of evaluation information processing is achieved through the use of evolving neuro-fuzzy artificial 
neural networks; learning not only the synaptic weights of the artificial neural network, the type and parameters of the membership 
function. The efficiency of information processing is also achieved through training in the architecture of artificial neural networks; 
taking into account the type of uncertainty of the information that has to be assessed; synthesis of rational structure of fuzzy cognitive 
model. It reduces the computational complexity of decision-making; has no accumulation of learning error of artificial neural networks 
as a result of processing the information coming to the input of artificial neural networks. The example of assessing the state of the elec-
tronic environment showed an increase in the efficiency of assessment at the level of 15–25 % on the efficiency of information processing.









Decision making support systems (DMSS) are actively used in all spheres of human life. 
The creation of intelligent DMSS has become a natural continuation of the widespread use of the 
classical type DMSS. Intelligent DMSS have been widely used to solve specific military tasks [1, 2]:
– planning the deployment, operation of communication systems and data transmission;
– automation of troops and weapons control;
– collection, processing and generalization of intelligence information about the intelligence 
objects state, etc.
One of such tasks for using intelligent DMSS is the analysis and forecasting of the electronic 
situation, which is also reduced to a multi-criteria analysis of alternatives, given the large number 
and diversity of troops (forces) groups. From a practical point of view, the efficiency of the use 
of radio frequency resources and the efficiency of radio communication systems (electronic sup-
pression) depend on the efficiency of analysis and forecasting of the electronic environment. How-
ever, while analyzing the tasks of the radio electronic environment (REE) there is a number of 
problematic issues, for example:
1. Signals are analyzed in a complex electronic environment against the background of 
different origins interference.
2. The input signals do not match the standards due to the influence of different interfe-
rence types.
3. Interpretation of signals depends on the experience of the operator (expert), the complete-
ness of additional information on a specific task (conditions of uncertainty).
2. Materials and methods of research
The work [3] reveals the essence of cognitive modeling and scenario planning. The system 
of complementary principles of construction and realization of scenarios is offered, various ap-
proaches to construction of scenarios are allocated, the procedure of scenarios modeling on the 
basis of fuzzy cognitive maps is described. It is proposed to identify the concepts of the cognitive 
map based on the analysis of the internal and external environment of the organization, which will 
systematically look at the business conditions of the enterprise, predict further development and 
make the right management decisions. The approach proposed by the authors does not take into 
account the type of uncertainty about the analysis object state and does not take into account the 
delay in processing data about the state of the object.
The work [4] conducts the analysis of the main approaches for cognitive modeling. Cogni-
tive analysis allows to: explore problems with fuzzy factors and relationships; take into account 
changes in the external environment and use objectively formed trends in the situation to their 
advantage. It is noted that it is necessary to develop a system of criteria for the possibility of for-
malization and automation of decision-making in problem areas. It is also stated that the objectivity 
of the processed information must be taken into account.
The work [5] describes the agent-based approach used in a multi-agent information-analyti-
cal system and the problems of decision-making support system are considered. The disadvantages 
of this approach include the limited representation of complex systems, for example, none of the 
agents has an idea of the whole system.
The work [6] presents the method of large data sets analysis. This method is focused on find-
ing hidden information in large data sets. The method includes operations of generating analytical 
baselines, reducing variables, detecting sparse features and specifying rules. The disadvantages of 
this method include the inability to take into account different decision evaluation strategies.
The work [7] proposes an approach for estimating the client living cost in the field of 
air transportation. In this approach, a regression model is used first, followed by an indirect 
estimation model. At the final stage, the evaluation results are compared using both evaluation 
models. The disadvantages of this approach include the inability to determine the adequacy of 
the assessment.
The work [8] proposes a complex method of processing various data types in intelli-
gent DMSS. This approach is based on the concept of a data lake. This approach allows to process 
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both structured and unstructured data. The disadvantages of this approach include the inabi-
lity to determine the adequacy of the assessment and to establish the impact of each indicator 
on each other.
The vast majority of known intelligent DMSS use methods of multi-criteria fuzzy alterna-
tives evaluation. However, the analysis of works [1, 3–13] showed that in the vast majority of these 
methods have the following common limitations:
– complexity of forming a multilevel evaluation structure;
– lack of the compatibility consideration of unevenly significant indicators;
– lack of possibility to jointly perform direct and inverse evaluation tasks with the support 
of choosing the best solutions;
– lack of possibility to form a generalized evaluation indicator and the choice of solutions 
based on sets of partial indicators, which change taking into account the complex multi-level struc-
ture of evaluation;
– complexity of aggregating heterogeneous indicators (both quantitative and qualitative) of 
evaluation and selection of solutions that differ in measuring scales and ranges of values;
– failure to take into account different decision making evaluation strategies;
– complexity of setting up (adaptation) of evaluation models while adding (excluding) indi-
cators and changing their parameters (compatibility and significance of indicators);
– not taking into account the type of uncertainty of the initial data about the object state.
To achieve this aim, the following objectives are set:
– to carry out the mathematical formulation of the problem of developing methods for RES 
assessing and forecasting in intelligent decision making support systems;
– to develop a methodology for assessing and forecasting RES in intelligent decision mak-
ing support systems;
– to evaluate the effectiveness of the proposed method.
In developing a methodology for RES assessing and forecasting in intelligent decision mak-
ing support systems used the following methods:
– fuzzy temporal models – to establish mutual relations between indicators and determine the 
degree of indicators influence on each other to solve the problem of RES analysis and forecasting;
– evolving artificial neural networks – for training and adjusting the knowledge bases of 
the electronic environment. For the training of evolving artificial neural networks, the method of 
training artificial neural networks developed in previous works was used, which allows to perform 
the in-depth training of artificial neural networks, which consists in learning the architecture, type 
and parameters of the membership function.
RES modeling estimation and forecasting methods in intelligent decision making support 
systems was performed with the following parameters:
– radio devices with pseudo-random adjustment of the operating frequency. Frequency 
range is 30–512 MHz; transmitter power is 10 W; radiated frequency bandwidth is 12.5 kHz, re-
ceiver sensitivity is 120 dB; the number of radio communication devices (RCD) in the network is 5. 
The number of frequency channels for radio reconfiguration (RR) is 10000; the number of adjust-
ments is from 333.5 to 1000 jumps/sec;
– radio electronic suppression (RES) complexes is 2. The frequency range of RES com-
plexes is 30–2000 MHz; transmitter power is 2000 W; the maximum frequency band that can be 
suppressed simultaneously is 80 MHz. The type of interference of RES complexes is noise obstruc-
tion interference with frequency manipulation, as one of the most common and the influence of 
which is well known; the strategy of the RES complex is dynamic.
The simulation was performed using MathCad 2014 software and an Intel Core i3 PC. 
5 programmable LimeSDR transceivers (USA) with GNU Radio software (Germany) were con-
nected to the PC and connected to the RIGOL DG5252 noise generator (Germany), which simu-
lated the operation of the RES complex.
For the experiment, a training sample was used, which contains data on the state of the elec-
tronic environment of the group. 5000 observations from this sample were used for experiments. 
The training sample contained 3,000 observations, the test sample contained 2,000 observations.
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3. The results of research on the RES assessment and forecasting in intelligent decision 
making support systems
3. 1. Mathematical problem statement for the development of methods for RES assess-
ing and forecasting in intelligent decision making support systems
Let’s perform a mathematical formulation of the problem of developing methods for the 
RES assessing and forecasting in intelligent decision making support systems.
Setting the objectives.
Given: radio communication devices settings Ψ = ={ }, :ψ i i m1,  S is the number of transmit-
ting antennas, V is the number of receiving antennas, vtran is the operating frequency tuning speed, 
Ksub is the number of frequency subchannels, М is the type of signal modulation and its positioning; 
Kchange is the number of options for the speed of adjustment of the operating frequency, Ps is the 
useful signal power, ∆Fs  is the signal frequency band, hn2  is the signal-to-noise ratio, H(t) is the 
transmission characteristic of the communication channel, R is the coding speed; vi is the speed of 
information transmission by radio communication.
It is necessary: to identify the radio communication devices, its type, parameters and ope-
ration mode, the current position of the frequency-time parcel and to predict the further position of 
the frequency-time parcel of its signal with a given accuracy at the time with minimum identifica-
tion time tid → min.
Restrictions and assumptions according to the limitations and assumptions given in the 
previous section of the research.
The task of identifying the radio communication devices, its type, parameters and mode of 
operation and predicting the future position of the frequency-time sending of its signal is reduced 
to a typical optimization problem. The system of equations for solving the optimization problem 
is the following:
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Since the process of analysis of the electronic environment is a dynamic process, let’s write 
the functional (1) RES state analysis and prediction for a dynamic system in the form of a multidi-
mensional time series:
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where Ψt  is the multidimensional time series; Ψt
t t
N
t= ( )( ) ( ) ( )ψ ψ ψ1 2, ,...,  is the time slice of the RES 
analysis state is presented in the form of a multidimensional time series at the t-th moment of 
time, namely the parameters of radio communication devices Ψ = { }ψ i  at a time with a given 
accuracy Ω t( ); ψ jt( ) is the value of the j-th component of the multidimensional time series at the 
t-th time; Lji  is the maximum value of the time delay of the i-th component relative to the j-th; 
φij is the operator to take into account the interaction between the i-th and j-th component of the 
multidimensional time series; Fi is the conversion to obtain s(t), i = 1,…, N; N is the number of 
components of the multidimensional time series; ι is the operator to take into account the degree 
of awareness of the RES state.
From expression (2) it is possible to conclude that the expression allows to describe the pro-
cesses of RES analysis, taking into account time delays. Delays are required to collect, process and 
summarize information on the RES state, as well as to take into account the degree of awareness 
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of the RES state. Also, this expression (2) allows to describe processes that have both quantitative 
and qualitative units.
Given the above, it is proposed to develop a methodology for assessing and forecasting the 
electronic environment in intelligent decision making support systems in order to reduce the time 
to identify the parameters of radio communication devices with a given accuracy.
3. 2. Development of methods for assessing and forecasting the electronic environment 
in intelligent decision making support systems
The improved method of assessment and forecasting of the electronic environment in in-
telligent decision making support systems consists of the following sequence of actions (Fig. 1):
1. Enter the source data. At this stage, the initial data available on RES are entered. The 
basic model of the RES state of the region with typical parameters of radio electronic devices and 
radio electronic warfare devices is initialized [14, 15].
2. Identify the factors and relationships between them. At this stage, there is an analysis of 
the problem, determining the purpose and objectives of the analysis and forecasting the RES state 
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3. Setting the values of factors and relationships between them.
3. 1. Processing of initial data.
The values of the parameters of the vertices xvi, i h= 1,  (h is the number of factors) can 
be represented as: numbers that differ in units and order of magnitude; intervals x x xv v vi i i=  1 2, , 
where xvi1, xvi2 are the minimum and maximum value of vertices and verbal descriptions; fuzzy 
triangular numbers x x x xv v v vi i i i=  1 2 3, , , where xvi1, xvi2, xvi3 are the minimum, most expected 
and maximum value of the vertices; fuzzy trapezoidal numbers x x x x xv v v v vi i i i i=  1 2 3 4, , , , where 
xvi1, xvi2 are the pessimistic and optimistic estimates of the boundaries of the intervals, xvi 3, xvi 3 are 
the interval of the most possible estimate.
3. 2. Normalization of values of parameters of vertices presented in the form of intervals, 
fuzzy numbers.
3. 3. Normalization of values of relations between vertices, presented in the form of inter-
vals of fuzzy numbers.
3. 4. Structuring the values of connections between vertices.
4. Fuzzy Cognitive Maps (FCM) construction.
FCM of the RES state is to establish structural relationships (in the form of time lags) 
bet ween the FCM concepts, weighted by the fuzzy values wij
t li
j-( ) of their influence on each other. 
In this work, modified ANFIS-type models (Adaptive Neuro-Fuzzy Inference System) are pro-
posed as FSi FCM that implement fuzzy temporal transformations of Fi:
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where T is the T-norm operation.
Then there is an aggregation based on the operation of the T-norm of the truth degrees of 
the rules preconditions:
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Then, activate the conclusion of the relevant rules in accordance with the degrees of truth of 
their assumptions based on the operation of implication (here, the implications of Mamdani ope-
ration of min-activation) [16, 17]:
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Then, the max-disjunction operation is performed, accumulating activated conclusions of 
all model rules:
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Next is the normalization, storage and output of fuzzy values of the output variables of 
the model required for FCM with time delays:
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5. Topological analysis of the FCM structure.
The procedure of topological analysis of the FCM structure consists of the following se-
quence of actions:
Step 5. 1. Enter the values of the relationships between the FCM vertices.
Step 5. 2. If the values of the connections between the vertices are presented in the form of 
verbal descriptions are followed, then go to step 5. 3, and if not then go to step 5. 4.
Step 5. 3. Structuring the values of the relationships between the vertices.
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Step 5. 4. If the condition that the values of the relationships between the vertices are rep-
resented as intervals of fuzzy numbers is fulfilled, then let’s move on to step 5. 5; if the condition 
is not fulfilled, so the values of the connections between the vertices are represented by numbers 
from the interval wij ∈ [1, 1] then let’s proceed to step 5. 6.
Step 5. 5. Normalize the values of the relationships between the vertices, which are repre-
sented as intervals, fuzzy numbers.
Action 5. 6. FCM construction in the form of a matrix of relations.
Step 5. 7. Go from undefined values to «–1», «0» and «1». To apply the topological analysis 
of the FCM structure, it is recommended to convert the obtained normalized interval values of 
connections between vertices as follows:
1) if the normalized values are in the interval [–1, 0), then it is a minus «one»;
2) if the normalized value is in the interval (0, 0.5) it means «zero»;
3) if the normalized value is in the interval [0,5, 1] it means «one».
Step 5. 8. Construction of a matrix of relations consisting of «–1», «0» and «1».
Step 5. 9. Calculation of the dimension of the simplexes of the complex Kx(Y; λ)Firstly, 
the units in each i-th line are counted, i = 1, 2, …, m, and then the dimension of the simplexes of the 
complex Kx(Y; λ) is calculated.
 q q i ij
j
m





Step 5. 10. Calculation of the simplexes dimension of the complex Ky(X; λ*).
Firstly, the units in each j-th column are counted, and then the dimension of the simplexes 
of the Ky(X; λ*) complex is calculated.
 q q j ij
j
m





Step 5. 11. Matrix transformation is performed.
The transformation of the matrix Λ into (1)Λ – ordering the terms from top to bottom is 
carried out according to the following rule:
 q q qi i i1 2 3 0 1
( ) ( ) ( )> > > > -... .  (10)
The transformation of the matrix (1)Λ into (2)Λ – the ordering of j-columns from left to 
right is carried out by the rule:
 q q qj j j1 2 3 0 1
( ) ( ) ( )> > > > -... . (11)
Step 5. 12. Simplicial complexes are constructed.
The construction of the K Yx q
vi;λ δ( ) = { }( )  complex is a sequence of δqvi( ) simplexes, which 
is ordered by the rule (10) of decreasing their dimension.
The construction of the K Yx q
vi;λ δ( ) = { }( )  complex is a sequence of δqvi( ) simplexes, which 
is ordered by the rule (11) of decreasing their dimension.
Step 5. 13. Determine the first structural vector on the matrix (2)Λ of the Kx(Y; λ) complex.
Determination of the matrix (2)Λ of the first structural vector Qx = {Qdim K,…, Qg, Q1, Q0} of 
the complex Kx(Y; λ) is as follows. For each dimension q(i) the number of simplexes in each equiv-
alence class Qq is set by the rule: if at least one unit of the i-string is not included in the previous 
strings i–1, i–2, …, 1, then the simplex corresponding to this line forms a separate equivalence class.
Step 5. 14. The first structural vector on the matrix (2)Λ Ky(Y; λ*) is determined. For each 
dimension q( j) the number of simplexes in each equivalence class Qq is set by the rule: if at least 
one unit of the j-th column is not included in the previous columns j–1, j–2, …, 1, then the simplex 
corresponding to this column forms separate equivalence class.
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6. ANN (artificial neural networks) training.
In this procedure, the ANN is taught using the evolving method developed by the 
authors in the work [2, 18]. This method differs from the known ones because it allows train-
ing not only synaptic scales, but also the parameters of the membership function together with 
the ANN architecture.
7. Forecasting the RES state.
Multidimensional analysis and prediction of the complex system/process state is performed 
on the basis of structurally and parametrically configured FCM and can be performed in the fol-
lowing modes:
‒ firstly, direct multidimensional prediction of the complex system/process state for the t-th 
time, so the calculation of the values of the output variable models FSі, і = 1,…, N on each given by 
the respective sets of values of the input variables of these models;
‒ secondly, self-development and forecast assessment of changes in the state of a complex 
system/process, in which modeling the dynamics of state change is carried out from a situation 
given the initial values of all concepts FCM, in the absence of external influences;
‒ thirdly, the development and forecast assessment of changes in the state of a complex 
system/process in which modeling the dynamics of state change is carried out in a given situation. 
The situation is given by the initial knowledge of all the concepts of FCM, with external influence 
on the meaning of the concepts and/or on the relationship of influence between the FCM concepts.
4. Discussion
Modeling and evaluation of the effectiveness of the proposed method was performed in 
accordance with the conditions of modeling with the involvement of tools, which are described 
in detail in section 2 of this research. Fig. 2, 3 show the simulation of the duel conflict of radio 
communication and electronic warfare devices. Moreover, the proposed method of estimation and 
prediction was used in the means of electronic warfare at the stage of identification of the radio 
communication devices and prediction of the position of the signal in the frequency-time plane.
Fig. 2. Operation of 5 transceivers according to the specified method and two noise 
generators RIGOL DG5252: a – the general representation of FHSS; b – the detailed representation 












Fig. 3. Demonstration of the effectiveness of the use of the training and forecasting procedure 
using the proposed methodology
Fig. 2, 3 shows, however, when using the procedure of training and prediction, the number 
of affected frequency elements increased by an average of 20 %.
The square root of the standard error was used as a criterion for the quality of forecasting.
A multilayer perceptron (MLP), a radial-base neural network (RBNN), and an evolving 
artificial neural network were used to compare the quality of the prediction.
The forecasting results for different systems are presented in Table. 1.
Table 1
Forecasting results for different systems





Multilayer perceptron 51 0.1058 0.1407 0.1081
Radial-basic neural network 21 0.1066 0.2155 0.1081
Evolving cascade system with neo-phase nodes 20 0.0784 0.1081 0.1081
These results can be seen from the results in the last terms of Tables 1, 2 as the difference 
of the Xi-Beni index.
The main advantages of the proposed evaluation methodology are:
‒ it has a flexible hierarchical structure of indicators, which allows to reduce the task of 
multi-criteria evaluation of alternatives to one criterion or to use a vector of indicators for selection;
‒ unambiguity of the received estimation of RES condition;
‒ wide scope of use (support and decision-making systems);
‒ simplicity of mathematical calculations;
‒ it does not accumulate a learning error;
‒ ability to adapt the system of indicators in the course of work;
‒ learning not only the synaptic weights of the artificial neural network, but also the type 
and parameters of the membership function;
‒ learning the architecture of artificial neural networks;
‒ calculation of data for one epoch without the need to store previous calculations;
‒ possibility of synthesizing the optimal structure of FCM.
It should be noted that the proposed training procedure showed the best PC (partition co-
efficient, PC) in comparison with EFCM and the best result in time compared to FCM. The study 
showed that this training procedure provides on average 10–18 % higher learning efficiency of 
artificial neural networks and does not accumulate errors during training (Table 1).
The disadvantages of the proposed method include:
– loss of informativeness in assessing the RES state due to the construction of the mem-
bership function. This loss of information can be reduced by choosing the type of membership 








ing systems. The choice of the type of membership function depends on the computing resources of 
a particular electronic computing device;
– lower accuracy of estimation on separately taken parameter of estimation of RES condition;
– lower accuracy of estimation in comparison with other estimation methods.
This technique will allow to:
– assess the RES state;
– identify effective measures to improve management efficiency;
– increase the speed of RES assessment;
– reduce the use of computing resources and decision-making support systems.
Restrictions about the use of this technique include:
‒ the need to form and constantly update the knowledge base;
‒ RES assessment status occurs with delays caused by the need for calculations and delays 
arising from the remoteness of the RES collection and analysis from each other;
‒ for the correct start of work it is necessary to have a standard knowledge base of RES of 
the work region;
‒ the method should not be used in RES one-parameter assessment;
‒ the use of the knowledge base training procedure requires correct long test and training 
sequences for each type of radio sources.
The analysis of the method showed that the computational complexity is 15–25 % less, 
compared with the methods used to assess the effectiveness of decisions, which are presented 
in Table 1. This research is a further development of research aimed at developing methodolo-
gical principles for improving the efficiency of information and analytical support, published 
earlier [1, 2, 5].
Areas of further research should be aimed at reducing computational costs in the processing 
of various types of data in special purpose systems.
5. Conclusions
Mathematical formulation of the problem of developing methods for RES assessment and 
forecasting in intelligent decision making support systems. This allows to describe the processes 
that take place in intelligent decision making support systems in solving problems of RES analysis 
and forecasting. As a criterion for the effectiveness of this technique, the accuracy of analysis and 
prediction of the RES state when the restrictions on the time of identification. The statement of the 
research task shows that the process of analysis and forecasting is a complex hierarchical process, 
which is reduced to solving the problem of multi-criteria analysis of alternatives.
That is why, in the course of this research, a methodology for RES assessing and forecasting 
in intelligent decision making support systems has been developed, which allows to:
– conduct a multidimensional RES analysis and forecasting in conditions of uncertainty;
– provide a forecast estimate in conditions of non-stochastic uncertainty, nonlinearity of 
mutual influence, partial inconsistency and significant interdependence of components of a multi-
dimensional time series;
– train artificial neural networks for intelligent decision making support systems;
– conduct a topological analysis of the FCM structure;
– process the values of connections between factors, which are presented in the form of 
numbers, verbal descriptions, and also allows to substantiate the choice of target and control verti-
ces of FCM in the conditions of uncertainty of initial data.
An example of using the proposed method on the example of assessment and forecasting the 
RES state. This example showed an increase in data processing efficiency at the level of 15–25 % 
due to the use of additional advanced procedures.
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