ABSTRACT We propose a new class of partially information coupled (PIC) polar codes to improve the transmission efficiency of transport block (TB)-based communication standards. In the proposed PIC polar codes, every two consecutive systematic polar code blocks (CBs) in a TB are coupled by sharing a few systematic information bits. Dummy bits are inserted at the two ends of the TB to construct terminated PIC polar codes. We propose a CB decoding scheme which only uses the information associated with correctly decoded coupled bits to mitigate the serious error propagation problem in successive cancellation based polar code decoding algorithms. We also propose an inter-CB decoding scheme which realizes a windowed decoder with variable window size to achieve a flexible tradeoff between the decoding performance and complexity. We derive a closed form expression for the TB error rate (TBER) of the PIC polar codes. We further optimize the coupling scheme based on the derived TBER. Simulation results confirm the effectiveness of the TBER analysis and the coupling scheme optimization results. They also show that the PIC polar codes can significantly outperform the uncoupled polar codes for various code rates with a slightly increased decoding complexity.
I. INTRODUCTION
Polar codes, proposed by Arıkan [1] , are proved to be capacity-achieving for any binary-input discrete memoryless symmetric (B-DMS) channels. In 2017, polar codes were chosen as the coding scheme for control channels in the 5G mobile communication standards [2] . It has been reported that polar codes outperform some turbo codes and LDPC codes under specific code rates and code lengths [3] , [4] . Polar codes may also be used for transmitting long data sequences in future communication standards.
In this work, we consider the design of polar codes for long data sequence transmission. In particular, we consider a communication system which adopts a transport block (TB) based hybrid automatic repeat request (HARQ) transmission protocol, which is used in both LTE (4G) and 5G mobile communication standards [5] for high speed data transmission. In this protocol, a long information sequence is segmented into several finite-length code blocks (CBs) under the practical decoding complexity and decoding latency constraints. Though each CB is encoded and decoded independently, multiple CBs are transmitted as one TB. This mechanism minimizes the HARQ feedback overhead but results in a waste of transmission power and spectrum efficiency since any CB errors will lead to the retransmission of the whole TB. To improve the resource utilization efficiency of this protocol, TB error rate (TBER) should be improved.
One straightforward approach that leads to better TBER is to improve the block error rate (CBER) of each CB. This can be done by leveraging advanced decoding algorithms or code concatenation techniques. Regarding polar codes, various decoding algorithms have been proposed to improve the finite-length CBER performance based on the successive cancellation (SC) decoding algorithm [1] . In [3] , an SC list (SCL) decoder was introduced and achieves the near maximum likelihood (ML) performance with a sufficiently large list size. Belief propagation (BP) decoding algorithms with parallel and sequential message scheduling were also proposed in [6] and [7] , respectively. BP list decoding is proposed in [8] . In [9] , machine learning based decoding algorithms were studied. The concatenation of polar codes with short outer codes was also studied in recent works [3] , [6] , [10] - [13] . It was reported in [3] that the CRC-aided polar codes can outperform LDPC codes by using CRC-aided SCL (CASCL) decoder. Moreover, it was reported in [4] , [14] , and [15] that CRC-aided polar codes can provide near-PPV bound [16] performance.
Another way to improve the TBER performance is to exploit the benefits of long codes through spatial coupling [17] - [19] . Theoretically, an infinite long codeword chain can be constructed by coupling an infinite number of finite length CBs in a certain structure. Spatially coupled codes can achieve considerable coding gains over uncoupled counterparts while maintain the decoding complexity in a reasonably low level by using windowed decoders [20] , [21] . Inspired by spatially coupled codes, authors in [22] proposed a class of partially information coupled (PIC) turbo codes by sharing a few information bits between consecutive CBs. These codes achieved considerable coding gains over the LTE turbo codes. Most importantly, they preserved the encoder of the underlying codes, and hence, allowed the independent decoding of each CB without modifying the decoding algorithm of the underlying codes. PIC LDPC codes were also proposed in [23] which provided 0.5-0.7 dB coding gains compared to the IEEE802.16e LDPC codes.
In this paper, we construct PIC polar codes by applying the partially information coupling technique to polar codes. Though the code construction is straightforward, it is very challenging to obtain the promised coding gain compared to PIC turbo and PIC LDPC codes. In addition, partial polarization problem of finite length polar codes and error propagation problem of SC based decoding algorithms ask for an analysis and optimization framework to design PIC polar codes with good TBER performance. We aim to tackle these challenges in this paper and the main contributions are summarized as follows.
• We propose a class of PIC polar codes and the corresponding decoding scheme. The PIC polar codes are constructed by sharing a few systematic information bits between every two consecutive systematic polar CBs and inserting dummy bits in the first and the last CBs. A CB decoding scheme and an inter-CB decoding scheme are proposed. Different from PIC turbo codes and PIC LDPC codes which always use extrinsic information of coupled bits for CB decoding, PIC polar codes only use extrinsic information of correctly decoded coupled bits for CB decoding, in order to mitigate the serious error prorogation problem in SC based decoding algorithms of polar codes. In addition, the inter-CB decoding scheme realizes a windowed decoder with variable window size. It provides a flexible trade-off between decoding complexity, decoding latency and decoding performance for the PIC polar codes.
• We develop an analytical framework for the PIC polar codes. In particular, we derive a closed form expression for TBER of the PIC polar codes. We also derive a TBER lower bound. Simulation results confirm the effectiveness of the derived TBER and TBER lower bound.
• We optimize the coupling schemes for the PIC polar codes based on the derived TBER expression. Optimization results suggest that coupling between the most unreliable bits of consecutive polar CBs provides the best TBER performance for the PIC polar codes. Simulation results confirm the optimization results.
• We evaluate the TBER performance and decoding complexity of the PIC polar codes. Numerical results show that the PIC polar codes outperform the uncoupled counterparts for various code rates for a TBER above 10 −3 with a slightly increased decoding complexity. This paper is organized as follows. Section II gives a general overview of polar codes. In Section III, we present the construction of PIC polar codes by expressing the construction method in both encoding scheme and matrix representation. Section IV presents the decoding schemes of the proposed PIC polar codes. In Section V, the TBER of the proposed PIC polar codes is derived. Section VI focuses on the design of coupling schemes. Numerical results are shown in Section VII. Section VIII draws the conclusions.
II. POLAR CODES
In this section, we first review some preliminaries related to the construction of polar codes. Then, the core concept of polar codes, i.e., channel polarization, is reviewed. Last, we review the encoding and various decoding algorithms of polar codes.
A. PRELIMINARIES
As in [1] , we denote a row vector (x 1 , x 2 , . . . , x N ) as x N 1 , and denote a subvector (x i , x i+1 , . . . , x j ) of x N 1 as x j i , where 1 ≤ i < j ≤ N . For a given indices set A ⊂ {1, 2, . . . , N }, we denote the subvector {x i } i∈A of x N 1 as x A , and denote
For a given pair of indices sets A and B, we denote the submatrix of G N which consists of {g i,j } i∈A,j∈{1,2,...,N } as G A , and denote the submatrix of G N which consists of {g i,j } i∈A,j∈B as G AB .
Let W : X → Y be a B-DMS channel with input alphabet X = {0, 1} and output alphabet Y. Let W (y|x) denote the transition probability that y ∈ Y is observed while x ∈ X is transmitted. The symmetric capacity [1] of W is defined as
.
Note that in this paper, when the capacity of a channel is considered, it always refers to the symmetric capacity.
B. CHANNEL POLARIZATION
Channel polarization is a two-phase operation which consists of the channel combining phase and the channel splitting phase. With this operation, a set of N subchannels
N } 1≤i≤N can be constructed from N independent copies 63690 VOLUME 6, 2018
of a given B-DMS channel W . As N increases, I (W (i) N ) converges to either 1 or 0. This phenomenon is referred to as the channel polarization phenomenon [1] . Now, we consider the channel polarization for two independent copies of B-DMS channel W , denoted by W 
Here, u 1 , u 2 ∈ X denote the inputs of W 2 , and ⊕ denotes the modulo-two addition operation. After obtaining the vector channel W 2 , two sub-channels
: X → Y 2 × X } can be split from W 2 with transition probabilities
In this paper, we denote the above channel transformation as
1 } ⇒ {W
2 }. The above channel polarization process can be performed on any N = 2 n independent copies of B-DMS channels W . Arıkan [1] defined this process in a recursive manner. Let n be the maximum recursion layer. At the beginning of the recursion, i.e., the layer 0, the channels are initialized as W (i) 1 = W for 1≤ i ≤ N . In the recursion layer λ, where 1 ≤ λ ≤ n, 2 n−λ copies of vector channel W 2 λ are obtained by combining 2 n−λ+1 copies of vector channel
can be split from the vector channel W N with transition probabilities
In the recursion layer λ, the channel transformations can be expressed as {W
From the encoding and decoding perspectives, the encoding of polar codes conducts channel combining operation and the SC decoding of polar codes conducts channel splitting operation. Polar codes take advantage of the channel polarization effect by transmitting information bits via the subchannels with the highest capacity, and leaving other subchannels unused. The indices of subchannels used for transmitting information bits are collectively called as information indices.
C. POLAR CODE ENCODING
As presented in [1] , the recursive construction of a vector channel W N can be written as G N = F ⊗n , where F = 1 0 1 1 is the kernel matrix, and ⊗ denotes the Kronecker power. Let u K 1 denote a sequence of uncoded information bits, and A denote the information indices. The encoding of a non-systematic polar code (NSPC) can be written as
where v N 1 is defined as {v A = u K 1 , v A c = 0}. Hence, the encoding process can also be written as
D. POLAR CODE DECODING
In [1] , the SC decoding algorithm was proposed to decode polar codes. Letv N 1 denote the estimation of v N 1 , andv A denote the estimation of information bits u K
where
is the decision function defined as
Based on the SC algorithm, an SCL decoding algorithm was proposed in [3] . The SCL decoder conducts parallel searches among the polar codes decoding tree. In each intermediate decoding stage, up to decoding paths with the highest transition probabilities are reserved to the next decoding stage. In the last decoding stage, one path with the highest transition probability is determined as the decoder output. Here, is the maximum list size of the SCL decoder. Note that an SCL decoder is a generalization of an SC decoder. For = 1, an SCL decoder degrades to an SC decoder. For = 2 K , an SCL decoder becomes an ML decoder. Tal and Vardy [3] also proposed the CRC-aided polar codes and the associated CASCL decoders. A CRC-aided polar code is constructed by appending a few CRC bits to information bits before polar code encoding. In the CASCL decoder, the SCL decoding is conducted first. In the last decoding stage, the CASCL decoder performs CRC error detection on all survival paths in a descend order w.r.t path transition probabilities. The first path which passes the CRC error detection is declared as the decoder output. If all paths failed in the CRC error detection, the path with the highest transition probability is considered as the decoder output. It is reported that the CRC-aided polar codes can surpass the ML bound of polar codes with no CRC.
In addition to the SC based decoding algorithms, BP based algorithms were also proposed for decoding polar codes in [6] and [7] . We omit the introduction of these algorithms here as we only consider the SC based decoding algorithms for our proposed PIC polar codes in this paper.
III. PARTIALLY INFORMATION COUPLED POLAR CODES
This section presents the construction of PIC polar codes by applying spatial coupling to systematic polar codes (SPCs). To this end, we first review the encoding and decoding of SPCs. Then we propose an encoding scheme to implement the PIC polar codes by coupling multiple SPCs. We also interpret the construction process of PIC polar codes by using matrix representation.
A. SPC ENCODING AND DECODING
For an NSPC, the encoding is performed by (6) . Now considering splitting x N 1 into two parts {x A , x A c } and correspondingly splitting G A into two parts {G AA , G AA c }, (6) can be rewritten as
With (9), it can be seen that the codeword of an SPC can be obtained by first mapping
AA , and then performing the non-systematic encoding
The resultant systematic codeword can be rewritten as
where I K is the identity matrix of size K × K and
. Note that as shown in (10), the systematic bits u K 1 = x A are interleaved with the parity bits x A c . To be comply with conventional definition of systematic codes, i.e., the information bits appear first in the output codeword and followed by parity bits, a column permutation operation can be appended after the encoding of (10) Here, is a permutation matrix of size N × N . As a result, the codeword of an SPC can be written as
AA , an implementation of the SPC encoder is proposed in [24] . Given information bits u K 1 , the SPC encoding can be performed as follows:
Note that the SPC encoder can also be implemented in other ways [25] , [26] . We adopt the above implementation because it ensures that the indices of information bits inū N 1 and in x N 1 are the same, i.e.ū A = x A = u K 1 . To decode an SPC, the receiver first computesv N 1 by using a non-systematic decoding algorithm. Then, the receiver computesû N 1 =v N 1 G N , andû A gives the estimation of the information bits u K 1 . Knowing thatv A c = 0,û A can also be expressed byû A =v A G AA .
B. ENCODING SCHEME OF THE PIC POLAR CODES
In this subsection, we present an encoding scheme to implement the PIC polar code encoders. We consider terminated codes since information sequences are usually of finite length in practical applications. In addition, we take the TB based transmission as an example to show the potential applications of the proposed codes.
The proposed encoding scheme is shown in Fig. 1 . It consists of two stages: 1) TB segmentation and coupling, and 2) polar CB encoding. The detailed encoding scheme is described as follows: 
|A| = K , and
l ,ū A\B = {u l , c l }}. c) Systematic encoding:ū A is encoded by an SPC encoder. d) Puncturing: For the l-th CB, the coded sequence
In the scheme, dummy blocks {u c 0 , u c L } are not transmitted, and the coupled blocks {u c l } 1≤l≤L are only transmitted once even though each of them is encoded by two consecutive CBs. Hence, the effective code rate of the proposed PIC polar codes is given by
1 is the length of the input information sequences of the SPC encoder and
We define r c = K c /K as coupling ratio of the proposed PIC polar codes.
Remark 1: Note that in the proposed encoding scheme, the information sequence is interleaved before entering the SPC encoder (Step. 2b), and the interleaving pattern is determined by the coupling indices B = {B h , B t }. The coupling indices decide how many reliable coupling informations can be spread between CBs, and consequently affect the TBER performance of the proposed PIC polar codes. The optimization of coupling indices will be presented in Section VI.
C. CONSTRUCTING THE PIC POLAR CODES VIA GENERATOR MATRIX COUPLING
In Section III-A, it is shown that the generator matrix of a polar code can be written in the systematic form 1 We treat CRC bits as a part of information sequence here since it is always employed in practical applications for the receiver side error detection. In addition, the length of CRC is generally much smaller than that of information sequence, which introduces a negligible rate loss.
It can be further rewritten into a form as
Here, I K c and I K u are identity matrices of size K c × K c and K u × K u , respectively, and K = 2K c + K u . P 1 and P 3 are submatrices of P of size K c × (N − K ), P 2 is a submatrix of P of size K u ×(N −K ). ⇔ means that the lower matrix in (13) is obtained by swapping the columns of the upper matrix in (13) . It can be seen from (13) that the top-left submatrix I Kc and the bottom-right submatrix I Kc of the lower matrix are the same. Therefore, spatially coupled polar codes can be constructed by sharing the submatrix I Kc between consecutive polar CBs.
In particular, the encoding of the proposed PIC polar codes can be written as follows
Here, u is the infinite-long input information sequence to the PIC polar code, G PIC represents the generator matrix of the PIC polar code, {u c l−1 , u l , u c l } constitute the input information sequence for the l-th polar CB and {u c l , u l+1 , u c l+1 } constitute the input information sequence for the l + 1-th polar CB. The l-th and the l + 1-th polar CBs are coupled together via the shared information sequence u c l . To obtain a terminated PIC polar code for a finite-length information sequence, the first and the last (the L-th) polar CBs are shortened by setting the first and the last K c bits in u to zeros, i.e., u c 0 = 0 and u c L = 0.
IV. DECODING OF THE PIC POLAR CODES
In this section, we first propose a polar CB decoding scheme, and then propose an inter-CB decoding scheme to exploit the coupling information. It can be seen from Section III-B that the underlying encoder of each polar CB is the same as that of a conventional SPC. Therefore, each polar CB can be decoded separately at the receiver side. Then, by exchanging the coupling information between the consecutive polar CBs, the TBER of PIC polar codes can be improved.
A. POLAR CB DECODING SCHEME 
Note that for any spatially coupled codes, the decoding of a CB can make use of the extrinsic information from coupled CBs to improve the decoding performance. In our proposed polar CB decoding scheme, we only use the perfect extrinsic information of coupled bits which are believed to be decoded correctly. 2 In particular, the input LLRs y c l−1 and y c l of the SPC decoder are generated by
and
respectively. Here, y We only use the perfect extrinsic information of coupled bits for CB decoding. If the perfect extrinsic information is not available, the CB decoder only uses the channel LLRs of the coupled bits as the input. This is motivated by the observation that SC based decoding algorithms are very sensitive to error propagation. That is to say, by propagating the extrinsic information with errors to a CB, there is a high probability that this extrinsic information will introduce more errors in the target CB. In addition, the optimization of coupling scheme in Section VI will suggest that coupling the unreliable bits between consecutive CBs can obtain more coupling gain. This means that when the decoding of a CB fails, there is a high probability that errors would appear in the extrinsic information. Therefore, exchanging the extrinsic information in a conservative way should be more beneficial under this coupling strategy.
B. INTER-CB DECODING SCHEME
Based on the polar CB decoding scheme proposed above, an inter-CB decoding scheme is required to exploit the coupling information between neighbouring CBs. Generally, several decoding scheduling and decoding schemes can be employed in an inter-CB decoder. A full parallel inter-CB decoder decodes all polar CBs simultaneously and then exchanges extrinsic information about coupled bits for a few number of iterations. It has a low decoding latency for the whole TB, but suffers from a high decoding complexity. A fully serial inter-CB decoder decodes CBs one-by-one from the first CB to the last CB (feed-forward decoding) and then proceeds in the opposite direction (feed-back decoding) for several iterations. It has a low decoding complexity but a high decoding latency.
In this paper, we propose a new look-back and go-back inter-CB decoding scheme based on the serial inter-CB decoding scheme to reduce the decoding latency and decoding complexity without sacrificing decoding performance. To see this, consider the case that the l-th polar CB was decoded successfully while the decoding of l − 1-th polar CB failed in the feed-forward decoding process. Then in the feed-back decoding process, the perfect extrinsic information information y c,e l−1 of the coupled bits u c l−1 will be used for decoding l −1-th polar CB according to (15) and (17) . Therefore the decoding results for the l + 1-th and the following polar CBs are irrelevant to the decoding of the l − 1-th polar CB in the feed-back decoding process since y c,e l−1 only depends on d l andû c l−1 as shown in (17) . Based on this observation, we propose to immediately go-back to decode the l − 1-th polar CB instead of proceeding to the l + 1-th polar CB in the feed-forward decoding process when the above case happens. This look-back and go-back decoding process is performed continuously. If there is a decoding failure in this go-back decoding process, the decoding of the whole TB terminates since any further feed-forward and feed-back decoding will not provide more information to the polar CB which cannot be decoded in the go-back decoding process. This early termination property of the proposed inter-CB decoding scheme saves the computation resources of the receiver and enables an earlier retransmission request. Therefore, it leads to a lower TB transmission latency. We also note that this look-back and go-back decoding scheme sacrifices no decoding performance compared to the fully serial decoding scheme since any decoding failures in the go-back decoding process will also happen in the feed-back decoding process of the fully serial decoding scheme.
We would like to emphasize that the CB decoder outputs a single codeword even if list decoding algorithms, e.g., SCL and CASCL, are used therein. Therefore, only the extrinsic information related to this codeword will be exchanged between consecutive CBs. No list will be maintained between neighbouring CBs.
The proposed look-back and go-back decoding scheme is described as below: nates all the hard-decision CB estimations, and outputs the estimation of the whole TB. Remark 3: Note that the proposed look-back and go-back inter-CB decoding scheme can be seen as a windowed decoding scheme with variable window size. The window starts from the first polar CB which was not decoded successfully in the feed-forward decoding process and ends with the polar CB which has been decoded successfully in the feed-forward decoding process. An example for this variable length windowed decoder is shown in Fig. 3 . The window size in this case is L W = l 2 −l 1 +1. In addition, the decoding complexity of the proposed inter-CB decoding scheme can be further reduced by limiting the maximum window size to L W . More specifically, the decoder terminates the inter-CB decoding in the feed-forward decoding process if the decoding of L W consecutive polar CBs were failed. Unless otherwise specified, we always let L W = L in this paper.
V. TBER PERFORMANCE ANALYSIS FOR THE PIC POLAR CODES
In this section, we derive the TBER performance of the PIC polar codes under the look-back and go-back inter-CB decoding scheme. To this end, we first review the approximation of the CBER of uncoupled polar codes for SC decoding under AWGN channels by using Gaussian approximation (GA) [27] - [30] . Then we define four possible error events for the CB decoding of the PIC polar codes. We also elaborate the methods to obtain the possibilities of these four error events based on the CBER GA analysis for uncoupled polar codes or via simulations. Based on these error event possibilities, we derive the CBERs of the PIC polar codes in the feed-forward and feed-back processes, respectively, which are used for deriving the TBER of the PIC polar codes.
A. CBER OF UNCOUPLED POLAR CODES
For a given AWGN channel W , let σ 2 denote its noise variance per real dimension. With normalized signal power, the SNR is written as
Assuming that an all-zeros sequence is transmitted over W , the distribution of the LLRs of the received bits, i.e., the LLR density function, is N ∼ { 
2N }, the evolution of the LLR density function can be described by
where f (x) can be approximated by [27] f (x) = exp (−0.4527x 0.86
With the knowledge of m
N , the error probability of W
can be approximated by [28] , [29] 
Then, for SC decoding, an approximation on the CBER is given by [29] 
B. CBER of a Polar CB in the PIC Polar Codes
Different from uncoupled polar codes in which the CB decoding solely depends on the channel information, the CBER of polar CB with coupling also depends on the availability of the coupling information. To derive the TBER performance VOLUME 6, 2018
of the PIC polar codes, the CBER of each polar CB under different decoding conditions should be characterized first. Here, the decoding conditions refer to that whether the head coupling information and/or the tail coupling information is known by the CB decoder.
To describe the error probability of the CB decoding for different decoding conditions, we define four CB error events that the decoding of the l-th CB fails with In the following, the probabilities of these four events are denoted by P 0 , P 1h , P 1t , and P 2 , respectively.
For the PIC polar codes, the dummy bits are known by the encoder and decoder in advance. This is equivalent to transmit the dummy bits over a noiseless channel. For the same token, if the head and/or tail coupling information bits are available by the decoder, it is equivalent to transmit these bits over a noiseless channel since only perfect information of the coupled bits is used in the proposed polar CB decoding scheme. Now, assuming that the coupled bits (or dummy bits) at indices B ∈ {{φ}, {B h }, {B t }, {B h , B t }} are available by the CB decoder, P 0 , P 1h , P 1t , and P 2 can be calculated through (18) - (21) by setting m (i) 1 = ∞ for i ∈ B and m (i) 1 = 2/σ 2 for i ∈ B c for SC decoding. For other decoding algorithms, P 0 , P 1h , P 1t , and P 2 can be obtained by Monte-Carlo simulations.
C. CBER IN THE FEED-FORWARD DECODING PROCESS OF THE INTER-CB DECODING SCHEME
In the feed-forward decoding process of the proposed inter-CB decoding scheme, the decoder decodes polar CBs sequentially from the first CB to the L-th CB. For the first to the L − 1-th CBs, the CB decoder has no tail coupling information since their succeeding CBs have not been decoded yet. Therefore, for the first CB which has dummy bits known by the CB decoder, the CB decoder fails with only one error event, i.e., fails with only head coupling information available. For the second to the L − 1-th CBs, the CB decoder may fail with two possible error events: 1) fails with no coupling information available, and 2) fails with only head coupling information available. For the last CB, with the existence of the tail dummy bits, the CB decoder may also fail with two possible error events: 1) fails with only tail coupling information available, and 2) fails with both head and tail coupling information available.
Based on the above analysis, the CBER of the l-th CB in the proposed PIC polar codes in the feed-forward decoding process can be calculated by
D. CBER IN THE FEED-BACK DECODING PROCESS OF THE INTER-CB DECODING SCHEME
The probability that a CB cannot be decoded in the feed-back process can be written as Pr{FB fail} = Pr{FF fail} − Pr{FB success | FF fail}, (23) where Pr{FB fail} represents the probability that the decoding of a CB fails in the feed-back decoding process, Pr{FF fail} represents the probability that the decoding of this CB fails in the feed-forward decoding process, and Pr{FB success | FF fail} represents the conditional probability that this CB is successfully decoded in the feed-back decoding process given that it was not decoded in the feed-forward decoding process. In (23), the term Pr{FF fail} is given by (22) for any CB. Next, we derive the conditional probability Pr{FB success | FF fail} in (23) .
For the proposed look-back and go-back inter-CB decoding scheme, the event that the decoding of a CB, say the l-th CB, fails in the feed-forward decoding process and then is successful in the feed-back decoding process (i.e., Here, the M -th CB can be any CB from the l + 1-th to the Lth CBs. For a better understanding, we show the appearance of above events in Fig. 4 . In the figure, the direction of the arrows denote the order of these events. The arrows with solid lines means that coupling information is passed between CBs, while the arrows with dash lines represents that no coupling information is passed between CBs.
In the above five serial events, the first three events happen in the feed-forward decoding process. Therefore, the probabilities of these events can be derived based on (22) and P 0 , P 1h , P 1t , P 2 . In particular, the probabilities corresponding to the first three events are written as 
The last two events happen in the feed-back decoding process given that the decoding of the associated CBs fails in the feed-forward decoding process. To derive the probabilities corresponding to these two events, we first obtain the probability that the decoding of a CB, say the l-th CB, fails in the feed-back decoding process given that it has also failed in the feed-forward decoding process. Note that, a CB will be decoded in the feed-back decoding process only when it was not decoded in the feed-forward decoding process and it obtains the tail coupling information y c,e l from the l + 1-th CB. Otherwise, the decoding will always fail in the feed-back decoding process if it fails in the feed-forward decoding process. There are two cases when a CB will be decoded in the feed-back decoding process:
• Decoding in the feed-forward decoding process fails with no coupling information and tail coupling information is available in the feed-back decoding process, and
• Decoding in the feed-forward decoding process fails with head coupling information and both head and tail coupling information are available in the feed-back decoding process. The probabilities that the decoding of a CB fails in the feed-back decoding process in these two cases can be calculated by
respectively.
With (25) and (26), the probabilities of the last two events can be written as
Now, with (24) - (27), the conditional probability Pr{FB success | FF fail} for the l-th CB in the case where no coupling information is available in the feed-forward decoding process is written by
Pr{j} .
Here, the summation runs from l + 1 to L since the feed-back decoding process may be triggered from any CB in the l+1-th to the L-th CBs in the proposed inter-CB decoding scheme. Similarly, with (24) - (27), the conditional probability Pr{FB success | FF fail} for the l-th CB in the case where head coupling information is available in the feed-forward decoding process is written by
Based on (22), (24), (28), and (29), the probability that the decoding of the l-th CB in the feed-back decoding process fails can be calculated by
E. TBER OF THE PIC POLAR CODES UNDER THE INTER-CB DECODING SCHEME
With (30), the TBER of the PIC polar codes under the look-back and go-back decoding scheme can be written as
In addition, the CBER of the PIC polar codes is lower bounded by the error rate of the polar CB with both head and tail coupling information available, i.e., P B l ≥ P 2 . Therefore, the TBER can be lower bounded by
We will show in Section VII that the TBER derived in (31) and the TBER lower bound derived in (32) match the simulation results. In the next section, which will suggest an optimized coupling scheme, (31) and (32) are adopted to describe the TBER performance of PIC polar codes for different coupling schemes.
VI. DESIGN OF COUPLING SCHEME FOR THE PIC POLAR CODES
In this section, we design the coupling scheme of the proposed PIC polar codes to maximize their coding gains over VOLUME 6, 2018 the uncoupled polar codes. To achieve this, we first generate the coupling indices corresponding to various coupling schemes. Then, we use the TBER derived in (31) to evaluate which coupling indices result in the lowest TBER.
Recall that for a sufficiently large codeword length N , the capacities of subchannels converge to either 0 or 1. However, for a finite codeword length, there is a non-negligible fraction of partially polarized subchannels whose capacities approach neither 0 nor 1 [31] - [33] . For a finite length polar code, a few information bits are transmitted through the partially polarized subchannels. These bits are less reliable than those being transmitted via the fully polarized subchannels, and hence, dominate the CBER performance of the polar codes.
Intuitively, it is beneficial to couple the most unreliable bits in the information bits to combat the partial polarization problem of finite length polar codes. Therefore, we will consider two coupling schemes which relate to the most unreliable bits:
• couple the most unreliable bits between consecutive CBs, and
• couple the most unreliable bits of one CB to the most reliable bits of another CB. In addition, we will also consider to couple the most reliable bits between consecutive CBs for comparison. Here, we use ''U-U'',''U-R'', and ''R-R'' to represent the above three coupling schemes, respectively.
In order to implement the above three coupling schemes, the most unreliable and the most reliable bits in the information bits should be identified first. In other words, the reliability orders of all information bits should be identified. Note that the proposed PIC polar codes are constructed based on SPCs, while the GA is used for determining the reliability orders of all information bits for NSPCs. Therefore, the correspondence between the reliability orders of systematic information bitsû A and those of non-systematic information bits should be identified.
We use the mean of the LLR density function m for each information bit to measure its reliability, i.e., a greater m refers to a higher reliability. Let {m N ,s } i∈A denote the means of the LLR density functions of non-systematic information bitsv A and systematic information bitsū A , respectively. For non-systematic information bits, {m
N } i∈A is calculate by GA expressed in (18) and (19) . Recall thatū A =v A G AA . For each v i ⊕v j computation introduced by G AA , the corresponding density function evolution is expressed by Unfortunately, it is difficult to directly show the correspondence between the reliability orders of information bits for SPC and those for NSPC via (33) . However, numerical results obtained from GA and (33) show that m
In Fig. 5 , we show the calculated m and an NSPC, respectively. Here, N = 1024, K = 341, and i ∈ A. It can be seen that m
N for i ∈ A is valid for this case. This observation means that the reliability orders of information bits in NSPC can approximate that in SPC. Hence, the indices of the most unreliable bits are chosen as
and the indices of the most reliable bits are chosen as
For the ''U-U'' coupling scheme, let |U| = 2K c , and B = U. For the considered coupling schemes, the TBER and the corresponding TBER lower bound can be calculated by (31) and (32), respectively. In Fig. 6 , we show the calculated TBERs and the TBER lower bounds 3 of rate-1/3 PIC polar codes with N = 1024, L = 10, and R c = 0.15 for three different coupling schemes under SC decoding. In specific, K = 383, and K c = 57. From both calculated TBER and the TBER lower bound, it can be seen that the ''U-U'' coupling scheme should provide the best TBER performance. This evidence the previous intuition that coupling between the unreliable bits can partly solve the partial polarization problem in finite length polar codes, and therefore has a 3 Instead of (21), we use the empirical equation
to derive a lower bound P 2,LB of P 2 . Here, M is an indices set satisfies that m
N for any i ∈ M and j ∈ A \ M, and |M| = 10. Then, we use P f ≥ 1 − (1 − P 2,LB ) L as the TBER lower bound. This is because the CBER derived by (21) tends to be slightly greater than the simulated CBER due to the approximation error of GA. better coupling gain. In the following, the ''U-U'' coupling scheme will be considered for constructing PIC polar codes. Also, we use Monte-Carlo simulations to compare the TBER performance for these three coupling schemes. The related results will be shown in Section VII.
As to the coupling ratio of the PIC polar codes, note that although a larger coupling ratio bring more reliable coupling information during decoding, it also introduces a larger rate loss to the PIC-polar codes. This suggests that the extra reliable messages might not be able to compensate the rate loss if the coupling ratio is too large. According to the derived TBERs as well as the simulation results, an empirically good coupling ratio range is between 0.15 -0.25.
VII. NUMERICAL RESULTS
In this section, we first confirm that the derived TBER of the PIC polar codes in Section V complies with the simulation results. Then, we use the simulated TBER performance for different coupling indices to evaluate the optimization of the proposed coupling schemes. The TBER performance of PIC polar codes with different code rates is simulated and compared to that of uncoupled polar codes, as well as PIC turbo codes [22] , for the same code length and code rate. We also evaluate the decoding complexity and TBER performance trade-off for the look-back and go-back decoding scheme under the optimized coupling schemes.
In this section, we use N = 1024 and L = 10 for both uncoupled polar codes and PIC polar codes. For the construction of PIC polar codes, the ''U-U'' coupling scheme and R c = 0.15 are used if not specified. As to the decoding of polar CBs, unless otherwise specified, CASCL decoder with maximum list size of 8 is used. The look-back and go-back decoding scheme with L W = 10 is used for inter-CB decoding of PIC polar codes if not specified. For the PIC turbo codes, the LTE standard rate-1/3 turbo code is used for code construction. In each turbo CB, the coded sequence is punctured to ensure N = 1024. Also, the PIC turbo codes use the same coupling ratio as the PIC polar codes of the same rate.
A. DERIVED TBER VS SIMULATED TBER
To evaluate the TBER derived in (22) - (31), we obtain the TBER of the PIC polar codes via simulations and compare it with the calculated TBER. Fig. 7 shows the TBER of a rate-1/2 PIC polar code and a rate-1/3 PIC polar code under SC decoding. The CBER of polar CBs, i.e., {P 0 , P 1h , P 1t , P 2 }, are calculated via (18) - (21) . Fig. 7 also shows the TBER of a rate-1/2 PIC polar code and a rate-1/3 PIC polar code under CASCL decoding, where {P 0 , P 1h , P 1t , P 2 } are obtained through simulations. It can be seen that the calculated TBERs are very close to the simulation results for all PIC polar codes under both SC and CASCL decoding. At a relatively high
, the SNR gap between the calculated TBER and the simulated TBER is less than 0.1 dB. The SNR gap between the calculated and simulated TBERs under CASCL decoding is smaller than that for SC decoding. This is because {P 0 , P 1h , P 1t , P 2 } are more accurate for the CASCL decoding since they are obtained through simulations. In Fig. 7 , we also plot the TBER lower bound derived in (32) . Under both SC decoding and CASCL decoding, it can be seen that the TBERs of the PIC polar codes approach to the TBER lower bounds as
increases. This observation suggests that the look-back and go-back decoding scheme can effectively exploit the coupling gain of the PIC polar codes.
B. TBER FOR VARIOUS COUPLING SCHEMES
To confirm the optimized design of coupling scheme for the PIC polar codes, we obtain the TBER performance of the codes used in Fig. 6 under three different coupling schemes via simulations. Here, both SC decoding and CASCL decoding are considered. The TBER performance is shown in Fig. 8 . It can be seen that the trend of TBER performance for uncoupled polar codes and PIC polar codes VOLUME 6, 2018 with three coupling schemes under SC decoding agrees with that in Fig. 6 . In addition, for both SC and CASCL decoding, the ''U-U'' coupling scheme provides the best TBER performance, which complies with the results in Section VI.
C. TBER FOR VARIOUS CODE RATES
In Fig. 9 , we show the simulated TBER performance of the PIC polar codes for R ∈ {1/4, 1/3, 1/2, 2/3}. It can be seen that the PIC polar codes can bring a consistent coding gain of 0.25 -0.3 dB over the uncoupled polar codes at a TBER between 10 −2 and 10 −3 . Here, we also plot the TBER performance of the PIC turbo codes for R ∈ {1/3, 1/2, 2/3}. It can be seen that the PIC turbo codes outperform the PIC polar codes at P f = 10 −2 . As E b N 0 increases, the PIC turbo codes reach the error floor. Hence, at P f = 10 −3 , the PIC polar codes outperform the PIC turbo codes.
D. TBER FOR VARIOUS DECODING WINDOW SIZES
As we discussed in Section IV-B, the proposed go-back and look-back decoder can be seen as a windowed decoder with variable window size. In this subsection, we evaluate the effect of the maximum window size L W on the performance of the proposed decoder. In particular, we evaluate the TBER performance of rate-1/3 PIC polar codes with coupling ratios r c ∈ {0.15, 0.25} for various maximum window sizes. The results are shown in Fig. 10 . It can be seen that for r c = 0.15, the decoder with L W = 2 exhibits obvious TBER performance loss. However, the decoder with L W = 3 almost approaches the best TBER performance given by the decoder with L W = 10. For r c = 0.25, it can be observed that the decoder with L W = 3 shows a considerable TBER performance degradation. However, with L W = 5, the decoder provides a TBER performance close to the best TBER performance given by the decoder with L W = 10.
E. DECODING COMPLEXITY
To evaluate the decoding complexity of the PIC polar codes, we compare it to that of the uncoupled polar codes with the same TB length and the same code rate. For simplicity, we normalize the decoding complexity of a length-N polar CB to 1. In addition, for the uncoupled codes, a fully parallel and a fully serial decoding (with early termination) schemes are considered as the benchmark schemes. We investigate the decoding complexity in two scenarios: 1) the TB based retransmission and the associated re-decoding complexity are not considered, and 2) the TB based retransmission and the associated re-decoding complexity are taken into account. Let us consider the first scenario. For an uncoupled polar code with L CBs, the fully parallel decoding scheme has a constant decoding complexity ofD P = L as all CBs will be decoded once and only once. The fully serial decoding scheme with early termination stops decoding if a CB decoding error happens during the decoding process. The average decoding complexity can be evaluated bȳ where P u is the CBER of an uncoupled polar CB. It is obtained through simulations in this paper for CASCL decoding. For a PIC polar code with L CBs, the decoding complexity is written as
where D l ∈ {0, 1, 2} is the number of decodings performed for the l-th CB in the inter-CB decoding scheme, which are collected through simulations. Here, D l ∈ {0, 1, 2} since any CB will be decoded at most twice in the proposed inter-CB decoding scheme. Fig. 11a compares the average decoding complexity of a rate-1/3 PIC polar code to that of an uncoupled polar codes for L = 10. At a low E b N 0 , the uncoupled polar code has the lowest decoding complexity since early termination happens frequently. On the other hand, the PIC polar code has a higher decoding complexity than the uncoupled polar code with fully serial decoding scheme since some CBs are decoded repeatedly to obtain a better TBER performance. In addition, we can observe that the decoding complexity of the PIC polar codes can be significantly reduced by reducing the maximum window size L W . At a high E b N 0 , the probability that most CBs can be decoded in the feed-forward decoding process increases. Therefore, the decoding complexity of the PIC polar code and that of the uncoupled polar code with fully serial decoding approaches L. Now, we consider the second scenario in which the TB based retransmission is taken in to account for evaluating the decoding performance of both codes. In a practical E b N 0 range, if the received signal power is doubled, the TBER rate will drop significantly. Therefore, we assume that at most one retransmission will happen when the chase-combining is used at the receiver side. For the same token, it is assumed that when retransmission happens, the decoding complexity of the retransmitted TB is L. Hence, the average decoding complexity with retransmission for the uncoupled polar code with fully parallel and fully serial decoding schemes is written asD P =D P + P u f L andD S =D S + P u f L, respectively. Here, P u f is the TBER of the uncoupled polar code in the first transmission. The average decoding complexity with retransmission for the PIC polar code is written as D =D + P c f L, whereD is the average decoding complexity in the first transmission, and P c f is the TBER of the PIC polar code in the first transmission.D, P u f , and P c f are obtained through simulations. Fig. 11b shows the average decoding complexity for the rate-1/3 PIC code and the rate-1/3 uncoupled polar code with TB based retransmission. For a low
, the decoding complexity of the PIC polar code is slightly higher than that of the uncoupled polar code with fully serial decoding. As values, the PIC polar code always has a lower decoding complexity than that of the uncoupled polar code with fully parallel decoding. Therefore, we can conclude that the PIC polar code achieves a better TBER performance with a slightly increased or even lower decoding complexity compared to the uncoupled polar code under the simulated code parameters.
VIII. CONCLUSION
In this paper, we constructed partially information coupled polar codes to improve the transmission reliability for long information sequences. A CB decoding scheme and an inter-CB decoding scheme were proposed as well. A closed form expression for the TBER of the PIC polar codes under SC decoding was derived, and was applied to optimize the coupling schemes. Simulation results confirmed the analysis results and demonstrated the improvement on the TBER performance of the PIC polar codes over uncoupled polar codes.
