Abstract
Introduction 2
Interactions among cells in a group are captured by a pairwise game. The game is determined 
where α [i,j] and β [i,j] are the average payoff of A type cells and B type cells in a group of i type B, where w 1 is the selection strength. Therefore, the probabilities that the dividing 
where P A [i,j] is the probability that some cell of type A will be chosen to divide in a group of i 
where T i+j is the size dependent component of growth, and
is an average payoff 142 of cells in a group. 
Population growth rate

155
We assume that the population can grow without any bounds. For our model, the density of 156 groups follows a linear differential equation and growth is exponential [Pichugin et al., 2017] .
of the trajectory as N(τ ) = (N 1 , N 2 , · · · , N S ). The growth rate of population λ is given by the solution of equation (Appendix A.1)
where I is the identity matrix and Q is a matrix, in which
is the contribution of groups born as type i to the production of newborn groups of type j, 176 see also [De Roos, 2008] .
177
3 Results
178
Our model allows to calculate the growth rate of any given life cycle provided the elements of the largest λ, as these will be the winners of evolutionary growth competition.
182
In our study, we assume that in the absence of interactions (w = 0), all cells divide 
208
Among these eight, only the life cycle 4+3 reflects the imposed limit of the maximal 209 group size equal to seven cells. We observed that if the group size is limited to M ≤ 5, the 210 life cycle 3+2 can be evolutionary optimal. Extending the size limit to M ≤ 6, that life cycle 211 is replaced by 3+3, and finally at M ≤ 7, the life cycle 4+3 takes this place. Therefore, the 212 life cycle 4+3 listed in this study is likely the manifestation of the more general rule "grow 213 as large as possible and divide into two equal or almost equal parts".
214
We break the analysis of our results into two parts. First, we consider specific life cy-215 cles and outline the conditions which promote their evolution. Then, we take the opposite 216 direction and focus on specific games to investigate which life cycles are promoted by them. M=4   1+1+1+1  2+1+1  3+1  2+2   1+1+1+1+1  2+1+1+1  2+2+1  3+1+1  4+1  3+2   1+1+1+1+1+1  2+1+1+1+1  2+2+1+1  3+1+1+1  3+2+1  4+1+1  2+2+2  5+1  3+3  4+2   1+1+1+1+1+1+1  2+1+1+1+1+1  2+2+1+1+1  3+1+1+1+1  2+2+2+1  3+2+1+1  4+1+1+1  3+2+2  4+2+1  5+1+1  3+3+1  6+1  5+2  4+3   M=5  M=6  M=7  M=3 1+1+1 2+1
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Figure 2: The list of all life cycles with critical sizes M ≤ 7. The coloured life cycles are those found to be evolutionarily optimal for some combination of the control parameters m, ψ and φ. Most of life cycles were never found to be optimal. Among 24 life cycles corresponding to two largest critical sizes M = 6 and M = 7, only one is found to be evolutionary optimal -4+3.
outcomes. If so, the optimal life cycle must be the fragmentation into two equal-sized (or 227 nearly equal) offspring group at the maximal available size (4+3 in our case). Next, we focus 228 on the more complex case of ψ > 0, see Fig. 3A .
229
When φ > 1, the life cycle 4+3 is evolutionarily optimal. At these values of φ, all groups off resulting from defecting behaviour is always larger than payoff from mutual cooperation.
274
The conflict between individual's and group's interests makes this game a social dilemma.
275
The payoff matrix of the simplest Prisoner's dilemma is given by bottleneck. This is due to the fact that in a group with at least one cooperator, some bene-
283
fit is already produced and shared across the group. Thus, preserving group living is more 284 advantageous for the population than producing single cell propagules.
285
Other notable social dilemmas are snowdrift and stag hunt games. In the snowdrift game, 
293
In the stag hunt game, players may pursue a hare -small prey providing payoff h, or a 294 stag -large prey giving payoff s > h. Hare hunt is always successful, but only both hunters 295 together can hunt down the stag. The payoff matrix of the stag hunt game is
This results in ψ = s+h > 0 and φ = h s+h
. These parameters promote the life cycle 2+2.
297
In contrast to the Prisoner's dilemma and snowdrift games, in the stag hunt game a group of 298 mixed composition has the smallest combined payoff (which is still larger than zero payoff 299 for solitary cells). Therefore, the stag hunt game strongly favours a life cycle preserving 300 homogeneity of groups, i.e. 2+2. Prisoner's dilemma) may have any value φ, so they can promote any of 8 found life cycles. We found that social dilemma games may not promote the evolution of single cell bottle- to the given developmental trajectory, p k (τ ) -the probability that a group that emerged as 417 initial type k will follow the trajectory τ , so 
429
From the perspective of the population dynamics, any two groups sharing the same devel-430 opmental trajectory τ and age η are identical. Thus, the state of the whole population can be 431 described by the density function ζ(τ, η, t), which shows how many groups on the develop-432 mental trajectory τ have age η at the given time t. In the stationary regime, where the fraction 433 of groups of each type stays constant, the density function grows exponentially,
where ρ(τ, η) is the stationary density distribution of groups in a population.
435
Within a given developmental trajectory, ageing occurs at the same rate for all groups.
436
Therefore, the dynamics of the density function at a given age η is determined by the balance 437 between influx of maturing younger groups and the outflux of groups becoming too old. Both 438 processes occur with the same rate
, thus the density function must satisfy the transport
Combining Eqs. (8) and (9) we get
The solution of this equation is
where ρ 0 (τ ) is the stationary density distribution of newborn groups with η = 0.
443
To find ρ 0 (τ ), we use the fact that each newborn organism is produced as a result of the 444 fragmentation of some mature organism. Thus, the rate of emergence of newborn organisms 445 in the population (j 0 ) is the same as the rate of production of offspring in the course of 446 reproduction of mature organisms (j 1 ).
447
For any developmental trajectory τ , the rate of entering into the newborn state per time 448 unit is equal to
where the right hand side of the equation is the product of the number of newborn groups and 450 the rate of ageing. The number of offspring with developmental trajectory τ is equal to the 451 product of the total number of offspring of type i(τ ) produced by all mature organisms and the probability of the offspring to adopt this developmental trajectory (p i(τ ) (τ ))
where summation is performed over all possible developmental trajectories of parent groups.
454
Since each produced propagule is a newborn organism, j 0 (τ ) = j 1 (τ ). Therefore,
To obtain the expression connecting the population growth rate λ with parameters of 456 developmental trajectories τ , we multiply both parts by N j (τ )e −λT (τ ) (note that in general 457 j = i(τ )) and sum over all possible developmental trajectories
We define
Note that p j (τ ) = 0 if j = i(τ ).
460
Taking into account that p j (τ ) = 0 if j = i(τ ), Eq. (14) becomes
Also in the definition of Q i,j , the result of summation over all trajectories τ is the same as 
where elements of matrix Q are defined by Eq. (16) and I is identity matrix. This equation To construct the matrix Q and find the growth rate of considered life cycles, we need to 
where k denotes the size of the newborn offspring.
490
An arbitrary life cycle can be characterized by the distribution of offspring sizes produced 
To prove the step of induction, we verify whether λ = 1 is the solution of Eq. (18), with
For convenience, we neglect the coefficient and denote
as K i . Thus, the determinant is
Next we calculate the determinant by splitting the first row,
For the second part, splitting the second row, we can get
The second term in Eq. (25) 
Now, we look back at the first term in Eq. (24), we split the second row
For the second term at the right hand side of Eq. (27), similar to Eq. (25) in the last step,
507
we can work out that it equals (−1)
when split the j-th row. So we keep the same procedure to split the remaining rows of the 509 first term in Eq. (27). After that, the initial determinant changes to
where we used In the absence of cells' interactions, all cells are identical i.e. the cell type has no influence 516 on groups. Essentially, all groups can be treated as homogeneous groups, in which only 517 group sizes affect growth rate. In this case, groups have fixed developmental trajectories.
518
For instance, the life cycle 1+1+1 has to go through the unique developmental trajectory: 519 two successive divisions and then producing three single cells (see Fig. 5 ). In this unique 520 developmental trajectory, only one initial type exist -independent cell, so p(τ ) = 1 and 521 N(τ ) = 3. and n ≤ 4, respectively. A) describes the growth rates of life cycles when n ≤ 3 i.e. 1+1, 1+1+1 and 2+1. B) shows the optimal life cycle when n ≤ 4 with respect to T 2 and T 3 . In both situations, T i is the size increment time and we set T 1 = ln(2) for convenience.
matrices Q corresponding to these life cycles are
According to Eq. (4), the growth rate of each life cycle are given by the solutions of
where λ 1+1 , λ 2+1 and λ 1+1+1 are the growth rate of 1+1, 2+1 and 1+1+1, respectively, see and preserving one offspring group in the most productive bi-cellular state (unlike 1+1+1) is 531 most successful in growth competition. In the opposite limit of large T 2 , the life cycle 1+1 532 leads to the largest population growth rate. In this case, independent cells are better off than 533 bi-cellular groups. Thus, the best reproductive strategy is to avoid the growth to bi-cellular 534 state, which can only be achieved with a single life cycle 1+1. In both situations of T 2 , the 535 growth rate of 1+1+1 is always between that of 1+1 and 2+1.
536
For the next scenario, we increase the maximal size of the group to three cells. This 
For large T 3 , the life cycles which do not produce slow-growing three-cellular groups have 540 the highest growth rates. Therefore, for large T 3 , the optimal life cycles are the same as ones 541 presented in the previous paragraph. For small T 3 , the life cycles capable of producing three-542 cellular groups gain an evolutionary advantage. Specifically, 2+2 achieves the maximum 543 growth rate when both T 2 and T 3 are comparatively small. In this case, an independent cell is 544 the least productive state, whereas 2+2 is the only life cycle not producing independent cells.
545
Life cycle 3+1 leads to the largest growth rate if T 3 is small but T 2 is large. There, the three-546 cellular group stands out as the most productive state, and 3+1 is the only life cycle keeping 547 it as one of its offspring groups. Similarly to the previous scenario, life cycles with more than 548 two offspring: 1+1+1, 2+1+1, 1+1+1+1, are never optimal. An important exception to this is 549 the point T 1 = ln(2), T 2 = ln( ), where all seven life cycles lead to the same 550 growth rate (λ = 1).
551
Previously, we considered another model of life cycles evolution [Pichugin et al., 2017] .
552
There, the growth of groups from size i to size i + 1 occurs spontaneously with rate ib i .
553
Therefore, in that model, the time between cell divisions varies between groups of the same 554 size, in contrast to the scenario considered here, where this time is always equal to T i . Despite 555 the differences between two models, they both share a number of findings: existence of the 556 neutral point, only binary fragmentation is evolutionarily optimal, same optimal life cycles 557 in the limit cases. Therefore, these features, are independent from the model design. (2) ln (2) ln (2) ln (2) ln ( To construct the matrix Q, we need to obtain the distribution of offspring (N i ), the 566 probability of realization (p) and total developmental time (T ) for each trajectory. Offspring distributions are apparent from Fig. 7 . The probability of each trajectory can be directly 568 computed from the phenotype switch probability m. The developmental time is T = T 1 = 569 ln(2) for each trajectory here. Therefore, the elements of Q are given by
←− τ 6 ,
where arrows indicate the index of the developmental trajectory contributing a given term.
571
Solution of the Eq. (18) leads to λ 1+1 = 1 in the life cycle 1+1. 
577
The elements of matrix Q are given by
T ( 
+ 2mn
2 (2mP
Here, P
(1 − wa), (1 − wd). Arrows indicate the contributions of each developmental trajectory to Q ij .
581
The solution of Eq. (18) for life cycle 1+1+1 yields For the life cycles 1+1+1+1 and 2+2, we just list the growth rate λ
−2m(5 ln(2) − ln(3)) + 2m 2 (11 ln(2) − 4 ln(3)) − 8m 3 (2 ln(2) − ln(3)) , 
For more complex life cycles, the analytical expressions are too large to be meaningful by naked eye analysis. Therefore, we used a combination of analytical and numerical ap- 
where P 1 (m), P 2 (m), P 3 (m) are some polynomials of m of the finite power. We obtained 595 exact expressions for these polynomials using the symbolic algebra software. However, the 
