ABSTRACT Off-grid sparse Bayesian learning algorithms for estimating the directions-of-arrival (DOAs) of multiple signals using an array of sensors are attractive in practice due to three primary reasons. First, these algorithms are fully automatic Bayesian algorithms and hence tuning of regularization parameters (hyperparameters) is not necessary. Second, since these algorithms are based on sparsity, they can produce high accuracy DOA estimates by exploiting the spatial sparsity of acoustic signals even when the signals are coherent. Third, they can also estimate the offset in the DOAs for signals, whose DOAs are not exactly aligned with the steering vectors. Two previously proposed off-grid sparse Bayesian DOA estimation algorithms are considered. The first off-grid model is based on the Taylor series expansion method (OGSBL-T algorithm) and the second is based on the linear interpolation method (OGSBL-I algorithm). The Cramer-Rao lower bound (CRLB) of the off-grid bias parameters for both the algorithms is derived for multiple snapshots. It is shown that the CRLB of the off-grid bias parameters for the OGSBL-T algorithm is significantly less than that for the OGSBL-I algorithm. It is also shown that the CRLBs of the off-grid bias parameters for both the algorithms get worse when we move from the broadside to the endfire directions. A simulation study is also carried out to characterize the performances of both the algorithms in terms of the root-meansquared error in the DOA estimates. It is shown that the OGSBL-T algorithm performs comparably to the OGSBL-I algorithm when the signals are relatively broadside and better than the OGSBL-I algorithm when the signals are relatively endfire. Finally, the application of the OGSBL-T algorithm for high resolution DOA estimation in an underwater communication system is demonstrated by analyzing passive sonar data from the SWellEx-96 ocean acoustic experiment.
I. INTRODUCTION AND RELATED WORK
Estimating the directions-of-arrival (DOAs) of multiple signals using an array of sensors via sparse signal representation has received growing attention in array signal processing in underwater communication systems. This is because of their higher resolution, robustness to noise and correlation between signals, and good performance with a limited number of snapshots compared to the conventional high resolution DOA estimation algorithms [1] - [6] . Among the most widely used sparse signal processing methods, several deterministic methods such as matching pursuit methods [7] - [9] , basis pursuit methods [8] - [10] , and iterative reweighted methods [8] , [11] are the most noteworthy.
But one of the limitations of these deterministic methods is that the regularization parameters (hyperparameters) have to be manually tuned to the given application which significantly increases the computational complexity. Furthermore, the exact determination of regularization parameters also is a difficult task in practice, which results in a deterioration in performance. For these deterministic sparsity based methods, researchers have proposed methods for the selection of regularization parameters. Wei et al. [12] and Xu et al. [13] have proposed for adaptively selecting the regularization parameters, but these methods assume that the noise variance is known a priori, which is not true in general. In [14] , researchers have proposed to use homotopy based algorithms to select the regularization parameters, but these algorithms are based on the assumption that the number of signals must be known a priori, which is also not true in general. This makes the deterministic methods unsuitable to be applied in practice, especially in underwater acoustical communication systems, in which the noise variance and number of signals are usually unknown and need to be estimated. To alleviate the shortcomings of the deterministic sparsitybased methods, hyperparameter-free sparsity based signal processing algorithms such as SBLRVM [15] , [15] , [16] , SPICE [17] - [21] , LIKES [20] , SLIM [20] , and IAA [20] are available in compressed sensing (CS) literature. These methods are fully automatic methods. For these methods to be applied in practice, the noise variance or number of signals need not be known a priori, which makes them extremely useful in real underwater applications.
However, one of the most important limitations of the above hyperparameter-free methods is that they assume the DOAs of the incident signals to be exactly aligned with the angular grids and estimate the DOA of each signal to be one of the predefined grid points. This might not be a reasonable assumption in practice. If the discretization of the angular spread is too coarse, then there might be large errors in the estimated DOAs. On the other hand, if the discretization is too fine, then this will significantly increase the computational complexity. In practice, the grid interval has to be determined empirically to obtain a satisfying performance, which also increases the complexity of the DOA estimation algorithms [22] .
To alleviate the short comings of the on-grid DOA estimation algorithms, recently hyperparameter-free off-grid DOA estimation algorithms based on the SBL principle have been proposed [23] - [25] . In [23] , researchers propose an off-grid model based on a first order Taylor series expansion. The researchers also exploit the spatial sparsity of signals by assuming a Laplace prior. The parameters in this algorithm were estimated using the expectation maximization (EM) algorithm [26] . Wu et al. [24] present an off-grid model based on a linear interpolation approach and infer the parameters in the model by using the EM algorithm and SBL principle [15] . In our previous work [25] , we also have proposed an off-grid DOA estimation algorithm based on the SBL principle. In our off-grid model, we used the first order Taylor series expansion method from [23] .
In this paper, we consider the two previously proposed off-grid DOA estimation algorithms based on the SBL principle. The first off-grid model is based on the Taylor series expansion method [25] and the second is based on the linear interpolation method [24] . We derive the CramerRao lower bound (CRLB) of the off-grid bias parameters for both the models for multiple snapshots. We also derive two different algorithms namely, the OGSBL-T (off-grid-SBL-Taylor) algorithm and the OGSBL-I (off-grid-SBL-interpolation) algorithm, based on these two models in a unified manner. We carry out a simulation study to characterize the performances of both the algorithms in terms of the root-mean-squared-error (RMSE) in the DOA estimates. Finally, we demonstrate the application of the OGSBL-T algorithm by analyzing data from the SWellEx-96 ocean acoustic experiment.
It is worth mentioning here that the algorithms discussed in this paper can also be straightforwardly extended for DOA estimation of wideband signals which may occur in underwater communication systems. In our previous work [25] , we have demonstrated the usability of the OGSBL-T algorithm for weideband DOA estimation. For wideband signals, we estimate one spatial power spectrum by simultaneously exploiting sparsity from all frequency bins. This approach yields more accurate DOAs than incoherently combining the power spectra, using a narrowband sparsity-based DOA estimation algorithm, from all the individual frequency bins. The advantages of the algorithms discussed in this paper still apply to the wideband case (see [25] for a discussion on this) and we emphasize on the narrowband case in this paper and focus on their advantages and disadvantages.
II. DATA MODEL A. ON-GRID MODEL
Consider a uniform-linear-array (ULA) with N identical sensors. Assume the sensor spacing to be d. Also assume that the ULA receives K far field narrowband stationary plane wave signals from directions θ 1 , θ 2 , . . . , θ K . Let λ denote the wavelength corresponding to the frequency of the signals. Using complex signal representation, the output of the array at the jth instant can be represented by [6] y ·j = A(θ )s ·j + n ·j (1) where y ·j is the N × 1 array output data vector of Fourier coefficients obtained via the FFT, the K ×1 vector s ·j contains the complex amplitudes of the K signals at the jth instant, the N × 1 vector n ·j is the additive noise at the jth instant and
Here a(θ k ) represents the direction vector associated with the kth signal and a(θ k ) =
, where
We assume that the signals and noise vectors are zeromean, stationary complex Gaussian random processes [27] . We also assume that signal and noise are independent of each other. Noise is further assumed to be uncorrelated from sensor-to-sensor and across measurements with common variance σ 2 .
We assume that the signals are sparse in the spatial domain, i.e., a small number of signals are present. We then formulate the DOA estimation problem as a sparse signal recovery problem. We discretize the angular spread [0 • , 180 • ] of the ULA to result in M steering vectors having the same formulation as the direction vectors. We construct the N × M matrix A G which contains the M steering vectors as its columns with N M . Note that A(θ ) represents the direction vectors of the signals whereas A G represents the steering vectors of the potential DOAs where a signal may or may not be present. We also assume L snapshots i.e., j = 1, 2, . . . , L in (1). We construct the M × L matrix X G where each row contains the complex amplitudes of a potential signal in the corresponding steering direction. We also assume that a very few number of signals are present i.e., X G is row-sparse. We represent the array output vectors y ·j as the columns of a matrix Y and the noise vectors n ·j as the columns of a matrix E. Hence, we can equivalently write the set of equations in (1), where j = 1, 2, . . . , L, as
We note that in (2), the observation matrix Y and the overcomplete matrix A G are given and our objective is to recover the row-sparse matrix X G . This is a case of noisy sparse signal recovery problem with multiple snapshots or multiple measurement vectors (MMVs). However, one major shortcoming of this model is that it assumes the DOAs of the signals to be exactly aligned with the steering vectors, which is not true in general. We next describe the off-grid DOA estimation models which model the offset in the DOAs if they are not exactly aligned with the steering vectors.
B. OFF-GRID MODELS 1) Taylor SERIES EXPANSION MODEL
This model is taken from [23] .
and let A G denote the corresponding steering matrix. Assume that the true DOA set is
We make a linear approximation of the direction vector a(θ k ) using the Taylor series expansion as
where b θ m k is the derivative of a θ m k with respect to θ m k .
where m = 1, 2, . . . , M . Hence the data model in (2) can be written as
where T = diag(δ T ) and X T is the corresponding M × L amplitude matrix. The model in (5) is the off-grid data model based on Taylor series expansion.
2) INTERPOLATION MODEL
This model is taken from [24] . Let θ = { θ 1 , θ 2 , . . . , θ M } be a uniform discretization of the angular spread in [0 • , 180 • ] and let A G denote the corresponding steering matrix. We assume that the true DOA set is {θ 1 , θ 2 , . . . , θ K } and that θ k / ∈ { θ 1 , θ 2 , . . . , θ M } for some k ∈ {1, 2, . . . , K }. Also assume that θ m k and θ m k +1 are the two adjacent steering vectors of θ k where m k ∈ {1, 2, . . . , M − 1}. We represent the direction vector a(θ k ) as a linear interpolation of the two adjacent steering vectors as
Hence the modified DOA estimation model in this case can be written as
where X I is the modified row-sparse amplitude matrix of size (M − 1) × L and A is the modified steering matrix given by (8) where
the submatrix consisting of the ith column through the jth column of A G . By denoting
and (8) can be rewritten as
Hence the data model in (7) can be written as
The model in (10) is the off-grid data model based on interpolation. Note that (5) and (10) have similar structure. Hence, for the derivation of our algorithms in the following Section, we use one representation for (5) and (10) as
by excluding the subscripts T and I .
In the next Section, we briefly review algorithms to estimate the DOAs from the data model in (11).
III. OFF-GRID DOA ESTIMATION ALGORITHMS
To estimate the DOAs from the signal model in (11), we have proposed an algorithm based on the SBL principle in [25] using the Taylor series expansion method. The authors in [24] have an algorithm based on the same principle using the interpolation method. As we showed in the previous Section, both the Taylor series expansion model and the interpolation model can be written in a general model form given in (11) . In this Section, we briefly review the proposed algorithms to solve (11) in a unified manner.
A. STOCHASTIC MODEL
Denoting A = A + B , the off-grid model in (11) becomes [25] 
Since the additive noise E has complex white Gaussian distribution with variance σ 2 , p(Y|X; σ 2 ) also is complex Gaussian. Thus for each y ·j , x ·j pair, we have the likelihood of the array output as [25] p(y ·j |x ·j ;
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and hence [25] 
Following the SBL principle [15] , we assign the following M -dimensional complex Gaussian prior (M = M for the Taylor series expansion model and M = M − 1 for the interpolation model) for each x ·j as [25] p(
where is the variance matrix given by = diag(γ ) where
Such a prior can exploit the spatial sparsity of the signals [15] . Hence we arrive at the full weight prior given by [25] 
After combining the likelihood and prior distributions, we can write the joint distribution as [25] 
We here clarify certain things regarding the prior in (15) . We have assumed that the signals are spatially uncorrelated with each other. But this might not hold true in practice, i.e., the signals can be significantly correlated with each other. However, algorithms based on the SBL principle are known to be robust to the correlation between signals; see [15] for a theoretical analysis and [22] for empirical evidence. We also observe that the likelihood in (13) and the prior in (15) are assumed to be complex Gaussian which might not be true in general. But SBL is also known to be robust to the distribution of the signals [28] . The choice of such a distribution and the structure of the likelihood and prior is a simple way to promote sparsity as we will discuss later (also see [15] ). Next we describe the EM algorithm for the estimation of the hidden variables and parameters of the off-grid models.
B. ESTIMATION OF HIDDEN VARIABLES AND PARAMETERS
There are two iterative steps in the EM approach, namely, the E-step and the M-step. In the E-step, we compute the first and second posterior moments of the hidden variable X and in the M-step, we estimate the parameters σ 2 , δ, and . This can be done as follows.
1) INFERENCE OF X
By considering the posterior distribution p(X|Y; σ 2 , δ, ), it can be straightforwardly shown that the covariance and mean of this distribution are given respectively by [25] , [29] 
where y σ 2 I N + A A H . We observe that row-sparsity is obtained whenever a γ i is equal to zero. This ensures that the posterior mean of the ith row, x i· , is zero as desired.
2) ESTIMATION OF σ 2 , δ, and
In the EM approach, we treat the weights X as hidden variables and maximize E X|Y;σ 2 ,δ, log p(Y|X; σ 2 , δ)p(X; ) . For , ignoring the terms in the logarithm independent thereof, we equivalently maximize [25] , [29] 
which, after taking derivative, gives the estimates for γ i as [25] , [29] 
Following the same procedure for the noise level σ 2 , we equivalently maximize [25] , [29] 
which gives [25] , [29] 
To estimate δ, we also equivalently maximize [25] , [29] 
which leads to [25] , [29] 
where
and
where in (25) denotes the Hadamard (elementwise) product and diag (·) in (26) denotes the column vector containing the diagonal of the matrix under brackets. Hence we have,
If P is not invertible, then we can update δ elementwise as done in [23] . Equations (18), (20), (22) , and (24) are the iterative update equations for the off-grid Bayesian algorithms and are summarized in Table 1 . To localize the DOAs of the signals in the off-grid models, we first select the K largest peaks in the power spectrum of X . We denote the grid indices of these peaks as m k where k = 1, 2, . . . , K . For the Taylor series expansion model, the estimates of the DOAs of the K signals will be
For the interpolation model, the estimates of the DOAs of the K signals will be
The algorithms are locally convergent due to the properties of the EM algorithm [25] . Note that since δ i ∈ − r 2 , r 2 in the Taylor series model, where r denotes the grid interval, if the estimate δ i of δ i falls outside this interval, then we set δ i to be the corresponding upper limit of the interval. Similarly, since δ i ∈ [0, 1] in the interpolation model, if the estimate δ i of δ i falls outside this interval for this case, then we set δ i to be the corresponding upper limit of the interval. Observe that since we can estimate the offset in the DOAs, we can now adopt a coarse discretization of the angular domain. This will not only reduce the computational complexity, but also help in achieving high accuracy in the DOA estimates. Moreover, the algorithms are fairly robust to different initialization conditions since they are based on the SBL principle [15] , [22] .
Note that the sensor-to-sensor uncorrelation assumption in (13) might not be true in practice. In ocean acoustics, strong sensor-to-sensor correlation can be observed due to the presence of ambient noise [30] , [31] . However, our methods are semiparametric and thus, similarly to the non-parametric methods, they are robust to such assumptions, unlike parametric methods such as MUSIC [1] , ESPRIT [4] , and the DML and SML methods [6] . Furthermore, there are additional advantages of this assumption. Without this assumption, we have to estimate all the pairwise correlation in our algorithms. This will result in over-parameterization and our algorithms will fail (see [32] for a discussion regarding overparameterization in SBL). This will also increase the computational complexity. Furthermore, in our previous work in [22] , [25] , and [29] , we have shown that this assumption is a reasonable assumption, by analyzing passive sonar data from an ocean acoustic experiment, and thus demonstrated the robustness of the algorithms to modeling assumptions.
IV. CRLB
Here we derive a Bayesian CRLB (BCRLB) [6] for the off-grid bias parameters δ of the off-grid model in (11) . Since the off-grid bias parameters in the Taylor series method lie in the interval [− Hence the unknown random variables in our off-grid model are the signal X and the off-grid bias parameters δ. We denote θ = [X; δ]. In order to find the BCRLB of the parameters δ, we need to evaluate the following [6] , [24] 
where p(Y, θ ; σ 2 , ) = p(Y|X, δ; σ 2 )p(X; )p(δ). Noting that
and ∂ ∂δ
we have
We note that − log p(Y|X, δ;
is a quadratic in δ and it is straightforward to show that
and hence
The BCRLB for the parameters δ can now be written as
where SNR (signal-to-noise ratio) = γ i σ 2 . We note from (34) that, for fixed SNR and fixed number of snapshots, the BCRLB is dependent on (B H B) ii , which is dependent on the angular position of the signals and different for the Taylor series and interpolation methods and hence, becomes crucial in determining the achievable lower bounds for the MSEs of the off-grid bias parameters. Fig. 1 shows the variation of the BCRLB for the entire angular domain for both methods. For this example, we have considered a ULA with 12 sensors with half wavelength sensor spacing, 50 snapshots, and 1 • grid interval. From the plots of (B H B) ii in Fig. 1(a) and 1(b) , we clearly note that BCRLB gets worse when we move from broadside towards endfire for both methods. We also note that (B H B) ii values for the Taylor series method are several orders of magnitude greater than those for the interpolation method indicating that the BCRLB for the former is much smaller than that for the later. This can also be seen by plotting the 1 (B H B) ii values for both methods (see Fig. 1(c) and 1(d) ). We have shown Fig. 1(c) and 1(d) to underscore the fact that the performance of the interpolation method is significantly deteriorated as compared to the Taylor series method when we move from broadside towards endfire directions when the BCRLB is considered.
Even though the performance of the OGSBL-T and OGSBL-I algorithms (in terms of RMSE) and the BCRLBs of the off-grid bias parameters for the Taylor series and interpolation methods cannot be related, it so happens that, in terms of RMSE, the performance of the OGSBL-T algorithm is significantly better than the OGSBL-I algorithm when signals are relatively endfire. We show this by carrying out a simulation study in the next Section.
We here clarify that we have only derived the BCRLB for the off-grid bias parameters for the methods in our paper. The reader is referred to [33] for the derivation of the BCRLB for X, γ , and σ 2 .
V. SIMULATIONS
Here we compare the RMSE in the DOA estimates for the OGSBL-T and OGSBL-I algorithms. For comparison, we consider both on-grid and off-grid DOAs. For all the simulations, we consider a ULA with 12 sensors and half wavelength sensor spacing.
A. ANALYSIS IN TERMS OF SNR
In this case, we assume that the DOAs are exactly aligned with the steering vectors and study the performance in terms of SNR. A grid interval of 1 • and L = 50 snapshots are assumed. We consider a total 200 trials. For each trial, we consider 2 coherent signals of equal power levels whose DOAs are 30 • and 60 • . Note that we have assumed that the signals are spatially coherent (perfectly correlated) to demonstrate the robustness of the methods to the spatial uncorrelation assumption in (15) . Since the algorithms are based on sparsity, their performance does not change much when we vary the spatial correlation between the two signals. The RMSE results for both signals are shown in Fig. 2 . We note that OGSBL-T and OGSBL-I algorithms have comparable performance.
B. ANALYSIS IN TERMS OF GRID INTERVAL
Here, we analyze the performance of the algorithms in terms of grid interval when the DOAs are not exactly aligned with the steering vectors. The grid interval values are chosen to be 0. assumption. The value of SNR is fixed at 15 dB and L = 50 snapshots are assumed. The analysis results for both signals are shown in Fig. 3 . Observe that OGSBL-T is able to outperform OGSBL-I for the signal which is relatively endfire. The performances of both the algorithms are comparable for the signal which is relatively broadside.
C. ANALYSIS IN TERMS OF PROBABILITY OF RESOLUTION
Here we analyze the probability of resolution of the methods versus the SNR. We define a resolution criterion as in [34] - [36] . Let θ 1 and θ 2 denote the true angles of arrivals of two signals and let θ = denote the mid-angle between them. Let P(θ 1 ), P(θ 2 ), and P(θ ) denote the estimated power levels at the angles θ 1 , θ 2 , and θ respectively. We define a resolution metric as:
We say that two signals are resolved if their average of the power level, i.e., 1 2 P(θ 1 ) + P(θ 2 ) , is greater than the power level at the mid-angle, i.e., P(θ ). Otherwise we declare the signals unresolved. Hence the probability of resolution P res can be written as A 1 • discretization on the angular spread and L = 50 snapshots are assumed. We consider two spatially coherent signals at DOAs 60 • and 68 • of equal power levels. For this case, we assume that the DOAs are exactly aligned with the steering vectors. We consider a total of 200 trials and calculate the probability of resolution for both methods. The result is shown in Fig. 4 . We note that both algorithms have comparable performance. 
D. ANALYSIS IN TERMS OF NUMBER OF SNAPSHOTS
Here we analyze the RMSE of the algorithms versus the number of snapshots. A 1 • discretization on the angular spread and 6 dB SNR are assumed. We consider two spatially coherent signals at DOAs 60 • and 75 • of equal power levels. We assume that the DOAs are exactly aligned with the steering vectors. We consider a total of 200 trials and calculate the RMSE of the signals for both methods. The result is shown in Fig. 5 . Again, we note that both algorithms have comparable performance.
VI. THE SWellEx-96 OCEAN ACOUSTIC EXPERIMENT A. OVERVIEW OF THE EXPERIMENT
The SWellEx-96 experiment [37] - [39] Hz, and 397 Hz sinusoidal transmissions. Note that there is no spatial aliasing at these tonal frequencies.
The sound speed profile (SSP) for the experiment is shown in Fig. 7 . We note that the sound speed changes with change in depth. It is known that high resolution spatial processors can smear a single arrival into multiple arrivals at an array when the sound speed profile does not remain constant along the length of the array [40] . By analyzing the bottom-most 21 elements of the VLA, for which the sound speed remains relatively constant (see Fig. 7 ), we show that the resolution of this sub-aperture array (note that the sub-aperture is approximately 1 3 of the full aperture) using the OGSBL-T algorithm is comparable to that of the full aperture array using conventional beamformer (CBF), which is relatively robust to the variation in sound speed along the array. Moreover, processing a sub-aperture array, in comparison to the full aperture array, for the high resolution OGSBL-T helps reduce the computational complexity (CPU time).
B. DATA PROCESSING
The start time of our data from the SWellEx-96 experiment is Julian Day 131 2315 UTC. First, we extract the 388 Hz, 391 Hz, 394 Hz, and 397 Hz tonals by using nonwindowed, overlapping FFTs of length 2 12 = 4096 with approximately 63% overlap. We process a total of 60 snapshots from the start time and our purpose here is to resolve the DOAs of the multipath signals present in the sinusoidal transmissions using the OGSBL-T algorithm. The 60 snapshots are approximately 60 s in duration. A 0.4 • discretization on the angular spread is assumed. Fig. 8, 9 , 10, and 11 show the DOA estimation results for OGSBL-T and CBF for the four tonals respectively. The CBF spatial power spectrum P CBF is defined as [6] , [20] 
C. DOA ESTIMATION RESULTS AND DISCUSSION
where θ denotes an arbitrary arrival angle and R is the estimated output array covariance matrix. Ground truth DOAs were not available for this experiment. The CBF provides a reasonable (though not high resolution) representation of the acoustic field observed by the array and hence the CBF estimate was used as the ground truth. To estimate the spatial spectrum of CBF, we used a Dolph-Chebyshev spatial window. For this window, the sidelobe level was 28 dB below the mainlobe peak. For OGSBL-T, we first estimated the spatial power spectrum and rejected all the peaks in the power spectrum whose power levels were below a threshold level. We then reestimated the power levels of the remaining peaks by using least squares to obtain more accurate estimates of the power levels. The least squares reestimation of the power levels was necessary since it is known that the sparsity based methods may significantly underestimate the true power levels of the signals [8] , [41] - [43] . The arrivals estimated by the OGSBL-T algorithm (see Fig. 8(a) (results reported up to four decimal places). The DOA of the signal at 72.6000 • by the OGSBL-T algorithm is also clearly resolved by both CBF sub-aperture and full aperture array processing. We note that CBF is not able to resolve the two arrivals at 82.2000 • and 85.0000 • in the sub-aperture array processing due to low resolution. However, these two arrivals are approximately resolved by CBF in the full aperture array processing in Fig. 8(b) as indicated by the unusually broadened CBF spectrum. The two arrivals at 97.4000 • and 105.4000 • estimated by OGSBL-T are not resolved by CBF when 21 array elements are considered, but they can be seen resolved by CBF when all the array elements are processed as indicated by the two peaks in the CBF spectrum. Similarly, two arrivals at 105.4000 • and 111.1943 • are estimated by OGSBL-T using the sub-aperture array which are indicated by CBF full aperture processing, but are not resolved in the CBF sub-aperture processing. In Fig. 8(b) , CBF indicates another arrival at approximately 92.0000 • , but this is not resolved by OGSBL-T sub-aperture processing. The DOAs estimated by OGSBL-T (see Fig. 9(a) Fig. 9(b) ) as indicated by the three peaks. The two DOAs 79.0000 • and 83.4000 • resolved by OGSBL-T sub-aperture array processing are resolved by CBF full aperture processing as indicated by the two peaks in Fig. 9(b) , but are not resolved by CBF sub-aperture array processing in Fig. 9(a) . CBF indicates the presence of another arrival at approximately 86.0000 • by a peak, but this arrival is not resolved by OGSBL-T subarray processing. The arrivals at 89.0000 • and 93.4000 • estimated by the OGSBL-T algorithm, which are not resolved by CBF in Fig. 9(a) , are resolved by CBF in Fig. 9(b) . The DOA of the signal at 99.4000 • estimated by OGSBL-T is more clearly resolved by CBF full aperture array processing than by the CBF sub-aperture array processing. Furthermore, OGSBL-T estimated two signals at DOAs 105.4176 • and 110.2000 • , which are resolved by CBF in Fig. 9(b) , but not in Fig. 9(a) . The DOAs resolved by the OGSBL-T algorithm (see Fig. 10(a) Fig. 10(b) ). Another arrival with relatively small power level, which is at DOA 70.0000 • , is estimated by the CBF full array processor in Fig. 10(b) , but is not resolved by the OGSBL-T algorithm in Fig. 10(a) . The signal at DOA 73.4000 • estimated by OGSBL-T is resolved by both CBF sub-aperture and full aperture processors. The two arrivals at DOAs 83.4000 • and 88.2000 • estimated by OGSBL-T are not resolved by the CBF sub-aperture and full aperture array processing, but both indicated the presence of the two signals by unusually broadened spectra. The arrival at DOA 93.0000 • resolved by the OGSBL-T algorithm is also resolved by both CBF sub-aperture and full aperture processors. OGSBL-T estimates three signals at DOAs 99.3129 • , 105.6288 • , and 110.6000 • . These three signals are not resolved by the CBF The estimated DOAs by the OGSBL-T algorithm (see Fig. 11(a) Fig. 11(a) and the CBF full array processor in Fig. 11(b) as indicated by the peaks. The three arrivals at 80.0988 • , 83.9671 • , and 88.2000 • estimated by the OGSBL-T algorithm for subarray processing are not resolved by the CBF subarray processor, but are clearly resolved by the CBF full array processor. The two signals at DOAs 93.4000 • and 99.0000 • are resolved by OGSBL-T, but not by the CBF subarray. However, the CBF full aperture array processing is able resolve these two signals as indicated by the two peaks in Fig. 11(b) . Similarly OGSBL-T estimates two DOAs at 105.4975 • and 110.2000 • which are not resolved by the CBF sub-aperture array processing, but can be seen to be clearly resolved by the CBF full array as indicated by the two peaks.
We have also estimated the DOAs by OGSBL-T using the full aperture array and obtained 26, 36, 33 , and 25 angles of arrival for the 388 Hz, 391 Hz, 394 Hz, and 397 Hz tonals respectively. These results are significantly less sparse than those obtained from the OGSBL-T sub-aperture processing. Such large number of arrivals for each tonal are attributed to the smearing of each angle of arrival into multiple arrivals which is a consequence of the variation of the SSP across the length of the array. Due to such large number of arrivals, we also could not obtain any valid power level estimates, using the least squares reestimation method, of these arrivals, i.e., the power level estimates were significantly different from those obtained from the CBF full aperture array processing and hence these results are not shown here.
Furthermore, we have also analyzed the eigenvalue spectra for the sub-aperture array for all the sinusoidal transmissions reported here. For each of the 391 Hz and 394 Hz frequencies, the eigenvalue spectrum clearly showed one dominant eigenvalue (at least 10 dB higher than the others) indicating that the multipath signals for these two tonals are coherent (no dominant eigenvalues were found for the other two tonals). In such a coherent multipath propagation scenario, the CS based OGSBL-T algorithm is attractive since conventional high resolution array signal processing algorithms such as MUSIC, ESPRIT, and MVDR fail to provide accurate DOA estimates due to the high spatial correlation between the multipath signals. Even though spatial smoothing techniques can be employed to relatively improve the performance, these techniques reduce the effective aperture of the array and hence reducing the resolution [22] , [44] .
Overall, we observe that the resolution of the OGSBL-T sub-aperture, which is approximately 1 3 of the full aperture, is significantly higher than that of the CBF sub-aperture and comparable to the CBF full aperture. Moreover, the DOAs estimated by the OGSBL-T sub-aperture array processing are consistent with the CBF full aperture array processing demonstrating the superior performance of the OGSBL-T algorithm for resolving DOAs with high accuracy and resolution in real underwater scenarios. When hydrophone elements span relatively larger depth in the ocean, the sound speed changes with depth, and hence, subarray processing, for which the sound speed remains relatively constant, is necessary for high resolution DOA estimation methods. In the OGSBL-T algorithm, we are able to get back the resolution of the CBF full aperture processing, which is relatively robust to changes in sound speed, by only using a small subarray of hydrophones. The performance of the OGSBL-I algorithm for the experimental data analysis is similar to that of OGSBL-T and hence results for OGSBL-I are not shown.
VII. CONCLUSION
We derived the CRLB for two off-grid models namely, the Taylor series model and the interpolation model, for DOA estimation of multiple signals with multiple snapshots using an array of sensors, in a unified manner. The CRLB of the off-grid bias parameters for the Taylor series model was found to be several orders of magnitude smaller than the interpolation model and the CRLBs for both models increased when we moved from braodside to endfire of the array. We also derived two different algorithms namely, the OGSBL-T algorithm and the OGSBL-I algorithm, based on these two models in a unified manner. A simulation study was also carried out to characterize the RMSE of the algorithms. We showed that the OGSBL-T algorithm is comparatively better than the OGSBL-I algorithm especially when the DOAs are relatively endfire. Finally, the application of the OGSBL-T algorithm was demonstrated for resolving the DOAs of multipath signals by analyzing data from the SWellEx-96 ocean acoustic experiment. We showed that the resolution of the OGSBL-T sub-aperture, which was approximately 1 3 of the full aperture, was significantly higher than that of the CBF sub-aperture and comparable to the CBF full aperture. When the sound speed is changing across the hydrophone elements of an array, sub-aperture array processing for high resolution DOA estimators is necessary and OGSBL-T proved to be a very promising method in such underwater acoustics applications. Furthermore, in some tonals where the multipath signals were coherent, a scenario in which conventional high resolution DOA estimators such as MUSIC, ESPRIT, and MVDR are known to fail, CS based OGSBL-T was able to produce highly accurate DOA estimates which makes it attractive for underwater wireless communication systems in which coherent multipath signals are ubiquitous.
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