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 This thesis develops mathematical models of multiphase turbulent flow and investigates 
multiphase flow issues arising in the continuous casting process of steel through the application of 
the developed models. In the continuous casting of steel, argon gas injection at Upper Tundish 
Nozzle (UTN) wall or stopper tip is well known to decrease clogging and remove inclusions. 
Besides this intended gas injection, gas may be passively sucked into the system by negative 
pressure development inside of nozzles. The injected gas through these two paths is redistributed 
into small bubbles through complex gas redistribution processes, and the size distribution of the 
bubbles affects flow patterns as well as defect mechanisms in molds. Estimation of the exact 
amount of argon gas and size distribution of bubbles is crucial to optimize this multiphase flow 
manufacturing process for minimizing defects. In this thesis, existing multiphase flow models are 
reviewed first to model the multiphase flow issues discussed above. A new hybrid multiphase flow 
model Eulerian-Eulerian Discrete-Phase Model (EEDPM), which can estimate flow pattern and 
bubble interactions such as coalescence, breakup, shearing off and volumetric expansion is 
proposed. Also, a simple 1D pressure energy model is developed to estimate pressure distribution 
in multiphase flow systems with complex geometry. These newly developed models are applied 
to estimate the flow pattern associated with the locally time-varying bubble size distribution in the 
system. Parametric studies are implemented to understand effects of operating conditions on the 
bubble size distribution and the flow pattern. This work gives insights on mechanisms of bubble 
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CHAPTER 1: INTRODUCTION 
Analysis of multiphase flow systems has received significant attention as a grand challenge 
problem in Computational Fluid Dynamics (CFD) due to its importance for a wide variety of 
industrial processes (cooling, energy generation, material processing, chemical reactions, and so 
on). Despite numerous studies to date, modeling of liquid-gas systems is still challenging due to 
its complexity and lack of fundamental understanding. Among the various issues, this research 
focuses on issues of multiphase turbulent flow in the continuous casting of steel.  
Section 1.1 briefly describes the continuous casting process. Section 1.2 classifies six 
multiphase flow issues happening in the continuous casting. Section 1.3 discusses research 
objectives.   
 
1.1 Continuous casting of steel 
Continuous casting is the most widely used casting method (~95%) to produce steel in the 
world for decades. Based on 2016 data [1], more than 1400 million tons of steel is produced in the 
world annually by continuous casting, which is worth 1.0 trillion dollars per year. Thus, even small 
improvements of this process can give huge impacts on the world economy. Figure 1.1(a) and (b) 
depict a schematic of the typical continuous casting process. Superheated liquid steel is supplied 
from the ladle to the tundish, and it flows down to the bottomless water-cooled copper mold 
through the tundish nozzle consisting of a ceramic refractory. As shown in Figure 1.1(b), the 
tundish nozzle is composed of the Upper Tundish Nozzle (UTN), slide-gate and Submerged Entry 
Nozzle (SEN). The opening of slide-gate controls the flow rate of liquid steel. There is another 
popular method to control the flow rate, called a stopper rod system: the stopper rod tip is located 
2 
 
near the inlet of UTN and controls the flow rate by adjusting the opening. The controlled gravity-
driven liquid steel is injected from the bifurcated nozzle ports, which are submerged inside of the 
liquid steel pool surrounded by the mold. Due to the heat transfer from the liquid steel to the mold, 
solidification starts to happen from the meniscus region. The shell grows as it is continuously 
withdrawn at the casting speed.   
 
 Figure 1.1 (a) Overview of continuous casting [2]  (b) Magnified view from tundish to mold [3] 
In this continuous casting process, multiphase flow issues arise because argon gas is 
injected into the UTN porous wall or stopper tip. It is widely known that the argon injection is 
beneficial to avoid nozzle clogging and removal of impurities, but the argon gas makes the system 
highly complex. In addition to the gas injection from UTN, there is another unintended gas flow 
coming in from the slide-gate by aspiration phenomenon. Gas can be sucked into the nozzle 
through a gap or crack near the slide-gate or stopper by negative pressure (below atmosphere 
pressure) which is generated in the nozzle when the slide-gate or stopper rod opening is small 
because it causes a considerable pressure drop. Once air comes in, oxygen included in the air reacts 
with liquid metals and creates impurities in the system. Argon gas is supplied to be sucked in 
passively instead of air to avoid this scenario in common. The injected and aspirated argon gas is 
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redistributed through coalescence and breakup in the turbulent liquid steel flow within the complex 
geometry of nozzles, sometimes generating large gas pockets in the low-pressure regions. The 
multiphase mixture of steel and gas exits the nozzle and flows into the mold with a specific bubble 
size distribution. This size distribution is an important issue since it has a significant influence on 
the flow pattern and defect generation in the mold. For studying these complex multiphase flow 
phenomena, CFD simulations based on mathematical modeling are valuable due to the difficulty 
of measurements and scaling of lab-scale experiments. Notably, the bubble size distribution in the 
mold remains unknown despite its importance mentioned above. Water model experiments 
provide a possible way to understand the multiphase flow phenomena, yet it is hard to estimate 
quantitative values due to the differences of material properties (especially surface tension), 
operating conditions and absence of solidification. Therefore, accurate mathematical modeling for 
the multiphase flows in continuous casting is of great significance.  
 




1.2 Description of six multiphase flow issues in the continuous casting 
Figure 1.2 shows a schematic of multiphase flow in the continuous casting. Known issues 
about the multiphase flow are organized and related previous works are mentioned together. 
 
1.2.1 Gas injection through the UTN porous wall 
The first issue (① of Fig. 1.2) is about the starting point of gas injection. Mostly, the gas 
flow rate is calculated from a measured gas flow rate in standard temperature and pressure 
conditions with consideration of thermal expansion through the ideal gas law. However, this ideal 
gas flow rate is different from the real gas flow rate coming into the system since the ideal gas 
flow rate is based on two assumptions: no gas leakage and uniform temperature and pressure 
distribution on the porous wall of UTN, which are hardly satisfied in real plant condition [4]. Liu 
and Thomas considered the effect of non-uniform pressure and temperature, geometry and joint 
sealing conditions, and estimated the real gas flow rate coming into the system through a porous 
flow model with one-way flow pressure boundary condition on the UTN porous wall. Through 
this model, gas velocity and pressure distribution in the porous wall are calculated, which are 
valuable information to study not only the real gas flow rate but also the initiation of bubbles at 
the wall. Bai and Thomas implemented experiments of air injection from a nozzle into the turbulent 
downward flowing water with high-speed videos and developed a semi-empirical model for the 
initial air bubble size [5]. The model is extrapolated to the steel-argon system to estimate the initial 
argon bubble size from the porous UTN wall. Lee et al. [6] studied active sites of porous material 
in turbulent downward flows through water-air model experiments and developed a correlation for 
the number of active sites per unit area, which is a function of gas flow rate, average liquid velocity, 
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the permeability of the porous material and contact angle. By combining above three works, it is 
possible to estimate the initial argon bubble size distribution from the UTN porous wall.   
 
1.2.2 Passive argon gas injection (aspiration) at the slide-gate 
The second issue (② of Fig. 1.2) is about another gas source of the system at the slide-gate. 
When a negative pressure (below atmosphere pressure) forms in the nozzle due to a small slide-
gate opening or stopper opening which causes enormous pressure drop, gas can be sucked into the 
nozzle through a gap or crack near the slide-gate. Once air comes in, oxygen included in the air 
reacts with liquid metals and creates impurities in the system. Argon gas is allowed to be sucked 
in passively instead of air to avoid this scenario in common. A mathematical model is required to 
estimate the pressure distribution inside the nozzle to compute this passively injected argon gas 
flow rate. From the pressure difference between inside and outside, the passively sucked gas can 
be calculated. A 1D pressure energy model is developed by the author [7] for calculating the 
pressure distribution inside the system. This model can predict the negative pressure and calculates 
how much gas comes into the system. Details will be discussed in Chapter 3. It is worth mentioning 
that the first (1.2.1) and second (1.2.2) issues have great significance for studying multiphase flow 
in the continuous casting as they determine the total gas flow rate in the system.  
 
1.2.3 Bubble interactions and bubble size distributions 
The third issue (③ of Fig. 1.2) is about bubble interactions and bubble size distribution. Once the 
gas flow rate is calculated, the next step is to estimate how the gas is distributed and interacts with 
each other in the system. The distribution process of gas into small bubbles is a highly challenging 
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topic as mentioned in the introduction, and few previous studies have been done so far. The 
phenomena happening in the system can be organized as follows: 1) generation of recirculation 
zones by flow separation, 2) formation of gas pocket by the accumulation of bubbles at the 
recirculation zones, 3) bubble detachment from the gas pocket by shearing off process, and 4) 
bubble interactions (coalescence and breakup). Proper turbulence model and multiphase flow 
model must be chosen to capture those phenomena. Due to the absence of consensus in multiphase 
flow, there are numerous multiphase flow models, and each of them has pros and cons [8]. To 
choose a proper model, a review of existing multiphase flow models is implemented in Chapter 2. 
Then, a new hybrid model is suggested to capture the four phenomena mentioned above in Chapter 
4, and ultimately, the bubble size distribution in the mold is studied in Chapter 7. 
 
1.2.4 Fluid flow in the mold 
The fourth issue (④ of Fig. 1.2) is the flow pattern in the mold. The quality of final product 
is strongly influenced by the flow pattern through defect mechanisms [9]. Numerous studies have 
been implemented to investigate the effect of bubbles [10-12], magneto-hydrodynamics(MHD) 
[13-19] and casting geometry [20, 21] on flow pattern and mold level fluctuation. However, these 
works simplify the bubble size distribution by a constant number of pre-fixed size distributions. 
Thus, the previous works will be improved if realistic bubble size distributions can be estimated 





1.2.5 Shell formation 
The fifth issue (⑤ of Fig. 1.2) is solidification of liquid steel at the meniscus. The reason of 
mentioning the shell formation in the discussion of multiphase flow issues is that the shell shape 
affects the flow pattern by changing the impinging angle of liquid steel jet, and the shell shape is 
an essential factor to study bubble capture phenomenon. Especially, prediction of a hook formation 
has a great importance since it makes the bubble capture much worse. Several previous works have 
been done to estimate fluid flow, heat transfer and initial solidification at meniscus [22-26]. 
 
1.2.6 Bubble capture on the shell    
The last issue (⑥ of Fig. 1.2) is the bubble capture on the shell. Injected bubbles have three 
final destinations: 1) escape to the top of the mold, 2) capture near the meniscus, 3) capture deep 
in the caster. Ideally, argon gas is expected to escape from the mold harmlessly through the mold 
top, but small bubbles are hard to remove from the mold. The behavior of bubbles is strongly 
affected by the liquid steel flow delivering the bubbles. It is widely known that the classic double-
roll flow pattern (left flow pattern in Fig. 1.2) is beneficial for removing the bubbles by letting 
them circulate in the upper roll region. Once the bubbles are delivered to downstream (right flow 
pattern in Fig. 1.2, called single roll flow pattern), there is no chance to escape from the system 
anymore. The bubbles are captured on the solidification front, causing internal defects. Even 
though the bubbles may not be delivered deeply, they can still be captured when bubbles touch the 
solidified shell. Several previous works suggested capture criteria [27-30] to determine whether 
the bubbles are captured or not. In those criteria, the bubble size is one of the most critical factors: 
if the bubble size is smaller than the primary dendrite arm spacing (PDSA), the bubble is captured, 
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and if not, capture is determined by a force balance on the bubble. Therefore, the proper bubble 
size distribution has a great importance to determine the success of this model as an input 
parameter.      
 
1.3 Research objectives 
The goal of this thesis is to improve current ability to simulate multiphase turbulent flows 
in the continuous casting of steel. This will be achieved by focusing on the two multiphase flow 
issues which are necessary to be studied: passive argon gas injection (aspiration) at slide-gate 
(1.2.2), and bubble interactions and size distribution (1.2.3). Despite their significance, few studies 
have been devoted to these issues. Knowledge of the exact amount of passive argon injection is 
essential to study multiphase flow behavior as an initial input of gas flow rate. Also, the bubble 
size distribution has a significant influence on flow pattern and defect mechanisms in the mold 
including bubble capture. However, no definitive solution has been given to estimating the bubble 
size distribution in the continuous casting system yet. In previous works, these issues are neglected 
or simplified through crude assumptions due to their complex nature. Therefore, this research will 
improve previous studies by giving better estimates of total gas flow rate including passive 
injection. Furthermore, more accurate predictions of pressure, velocity, and gas volume fraction 
fields, which are vital factors to estimate defect mechanisms in the continuous casting, will be 







Chapter 2 presents a literature review of existing multiphase flow models that have 
potential to treat the multiphase flow issues discussed above. These multiphase flow models are 
classified into six groups, and the inherent advantages and disadvantages are discussed with 
example applications in the continuous casting process. Chapter 3 introduces the simple 1D 
pressure energy model for argon-liquid steel two-phase flow system to predict pressure and 
aspiration from the tundish to the mold top surface via submerged entry nozzle ports. Parametric 
studies of two different designs of the nozzle are tested to minimize aspiration using the 1D 
pressure energy model. Chapter 4 proposes the new hybrid model EEDPM. Overall mechanism of 
the hybrid model and details of models for bubble interactions (such as coalescence and breakup), 
shearing off and volumetric expansion are discussed. Chapter 5 shows an application of EEDPM 
to a turbulent bubbly flow in a vertical pipe for validation of models for bubble interactions and 
volumetric expansion. The contribution of those effects on bubble size distributions is compared 
through parametric studies by isolating each effect numerically. Chapter 6 applies EEDPM to a 
lab-scale stopper rod system to validate models for the gas pocket formation and shearing off 
process. The gas pocket shape and bubble size distribution are compared to Galinstan-argon model 
experiments measured by X-ray. Chapter 7 discusses simulations of a real-scale continuous caster 
with EEDPM. Evolution of bubble size distribution and associated flow pattern are calculated. 
Parametric studies of operating conditions are implemented to understand their effects on the 
bubble sizes and flow patterns. Chapter 8 summarizes important findings of each chapter and 
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LITERATURE REVIEW OF MULTIPHASE FLOW MODELS 
This chapter reviews multiphase flow models for continuous casting of steel from classical 
models to recent methods. These multiphase flow models are classified into six groups in this 
paper: quasi-multiphase models, multi-fluid models, moving grid methods, interface tracking 
methods, particle-based models / methods and hybrid models. For each model, the governing 
equations are summarized, and the inherent advantages and disadvantages are discussed. Example 
applications of each model are presented from previous literature, illustrating typical results and 
accuracy that can be obtained.  The objective of this paper is to guide readers to choose an 
appropriate multiphase flow model for their application. Argon gas bubble effects on the flow 
pattern can be modeled with simple mixture models, Eulerian-Eulerian models, Multiple size 
group models which also track bubble size distributions, and Discrete-Phase Models (DPM).  Gas 
pockets and slug flow can occur inside the nozzle, and hybrid models which combine different 
models, such as Eulerian-Eulerian, level-set, Volume of Fluid (VOF), and DPM, appear promising 
to capture the complex phenomena.  The shape of the slag/steel interfacial profile, level 
fluctuations, and slag entrainment can be modeled with free surface methods, such as moving grid, 
VOF, or other interface tracking methods. Particle transport and entrapment, including inclusions 
and gas bubbles, can be added via DPM models and also require a capture criterion model. 
Solidification and meniscus phenomena require flow models coupled with heat transfer and 





2.1 Introduction  
In continuous casting of steel, multiphase flow arises in many different ways [2]. Argon 
gas is often injected into the molten steel, usually through the upper tundish nozzle walls [3, 4] or 
stopper rod tip [5]. This is beneficial to avoid clogging [6] and air aspiration [7]. However, argon 
bubbles affect the flow pattern in the mold [8-13] and can lead to the capture of small bubbles by 
the solidifying shell and defects in the final product [14]. Introduction of solid phase particles such 
as inclusions from upstream processes, released nozzle clogs, entrained slag, or re-oxidation via 
air aspiration, creates another class of multiphase flow behavior [15-18]. Free surfaces between 
the flowing molten steel and the surrounding gas, as encountered in free stream pouring [19, 20], 
or inside the submerged entry nozzle (SEN) where gas pockets may form [5, 21, 22], represent a 
different kind of multiphase flow problem. The interaction between the liquid and powder mold 
slag layers with the molten steel at the top surface of the mold, and the changing shape of that 
interface, also requires a multiphase flow analysis [23-27]. Stabilizing this interface to avoid 
excessive surface velocities, level fluctuations, and profile variations is of critical importance to 
avoid slag entrainment, achieve uniform slag infiltration, and avoid surface defects, which are 
essential to achieving high quality in the continuous-cast product [28, 29]. The solidified shell is 
another solid phase to consider in the analysis of mold flow as the shape of the solid shell can 
affect the flow pattern [30] and the capture of particles such as bubbles [31-33]. A meniscus region 
is a place where four phases coexist, and it is further complicated by the oscillatory motion of the 
mold and solidification of the liquid steel [34-36].  
Numerical simulation is a valuable tool to investigate these multiphase flow phenomena, 
as the extreme environment of continuous casting makes plant experiments difficult. Water model 
experiments are accurate for single-phase flow, but have accuracy issues in multiphase flow due 
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to the differences of material properties (such as relative density, viscosity, surface tension), 
contact angle, domain length, and the absence of solidification [30]. Single phase flow is modeled 
by solving the continuity equation for mass conservation and a set of Navier-Stokes equations for 
momentum balance. These coupled partial differential equations are solved numerically using a 
variety of well-established numerical approaches [37-40]. To handle turbulent flows, relevant to 
processes such as continuous casting, the most accurate method is Direct Numerical Simulation 
(DNS) [41, 42]. DNS resolves the details of the flow using a fine computational grid, and requires 
no empirical turbulence model, but has a very high computational cost which increases with 
Reynolds number (decreasing turbulent eddy size) of the flow. The high velocities of continuous 
casting make it practically difficult to use DNS. Large Eddy Simulation (LES) is an alternative to 
simulate turbulent flow with reasonable accuracy by using a subgrid-scale model to account for 
turbulent eddies smaller than the grid size [43-45]. Reynolds Averaged Navier-Stokes (RANS) 
models simulate time-averaged fields by solving additional scalar transport equations for 
turbulence, which enables coarse grids. They are popularly used for their low computational cost 
but are less accurate in transient simulations [46-49].  
Numerous numerical methods are available to model multiphase flows. However, the 
variety of choices makes it difficult for users to choose a good model for their application and 
objectives. The purpose of this study is first to summarize the different multiphase flow models 
that are currently available, organizing them into groups. Secondly, the advantages and 
disadvantages of each model are discussed, explaining how the model can be applied, using 
examples in the context of modeling of continuous casting of steel.  
Current multiphase flow models are classified into six groups according to their common 




Figure 2.1 Overall classification of multiphase flow 
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These different models are discussed according to this framework together with example 
applications to the modeling of continuous casting of steel.  
 
2.2 Quasi-multiphase models 
This early modeling approach approximates multiphase flow as an inhomogeneous mixture 
of liquid and gas. With the classic Algebraic-Slip Mixture (ASM) model [50, 51], only one 
continuity equation (Eq.(2.1)) and set of momentum equations (Eq.(2.2)) are solved for the liquid-
gas mixture. This ASM model tracks the secondary phase (argon gas) through one additional 




+ 𝛻 ∙ (𝜌𝑚𝒖𝑚) = 0                                                     (2.1) 
𝜕
𝜕𝑡
(𝜌𝑚𝒖𝑚) + 𝛻 ∙ (𝜌𝑚𝒖𝑚𝒖𝑚) = −𝛻𝑝 + 𝛻 ∙ (𝜇𝑚(𝛻𝒖𝑚 + 𝛻𝒖𝑚
𝑇))  + 𝜌𝑚𝒈 + 𝛻 ∙
(𝛼𝑔𝜌𝑔𝒖𝑑𝑟,𝑔𝒖𝑑𝑟,𝑔 + 𝛼𝑙𝜌𝑙𝒖𝑑𝑟,𝑙𝒖𝑑𝑟,𝑙)     (2.2) 
𝜕
𝜕𝑡
(𝛼𝑔𝜌𝑔) + 𝛻 ∙ (𝛼𝑔𝜌𝑔𝒖𝑚) = −𝛻 ∙ (𝛼𝑔𝜌𝑔𝒖𝑑𝑟,𝑔)                              (2.3) 
where:    𝒖𝑚 =
𝛼𝑔𝜌𝑔𝒖𝑔+𝛼𝑙𝜌𝑙𝒖𝑙
𝜌𝑚
 , 𝜇𝑚 = 𝛼𝑔𝜇𝑔 + 𝛼𝑙𝜇𝑙, 𝜌𝑚 = 𝛼𝑔𝜌𝑔 + 𝛼𝑙𝜌𝑙              (2.4) 
 
The material properties (density ρ, viscosity μ) and velocity u for the mixture are mass or volume-
weighted averages based on the local liquid and gas phase fractions (Eq.(2.4)). The averages vary 
spatially because the volume fraction varies in the mixture. The mixture velocity, the shared 
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pressure field, and the gas volume-fraction field are obtained from the continuity, momentum, and 
volume-fraction transport equations. The ASM model requires the drift velocity, 𝒖𝑑𝑟,𝑔 and the 
relative velocity between the gas and liquid phases, 𝒖𝑔𝑙 , which are found from two further 
equations: an algebraic equation, Equation (2.5), and a slip equation, Equation (2.6). 
 
𝒖𝑑𝑟,𝑔 = 𝒖𝑔 − 𝒖𝑚 = (1 −
𝛼𝑔𝜌𝑔
𝜌𝑚
 )𝒖𝑔𝑙                                              (2.5) 






(𝒈 − (𝒖𝑚 ∙ 𝛻)𝒖𝑚 −
𝜕𝒖𝑚
𝜕𝑡
)                             (2.6) 
 
Finally, the velocity of the gas phase, 𝒖𝑔 can be recovered from the mixture and drift velocities 
via Equation (2.5).  
 Note that Equation (2.3) was rewritten from a classic transport equation of gas volume 
fraction: to solve for the mixture velocity instead of the gas velocity, and to include the 
accompanying diffusion term that involves drift velocity 𝒖𝑑𝑟. Relative to single-phase flow, this 
method needs to solve only one additional transport equation (for the volume fraction).  Thus, this 
is one of the most efficient models to handle two phase flows. The main focus of this model is to 
find a reasonable flow field, with minimum expense to include the effect of the gas phase. This 
model requires prefixed bubble drag (size and shape) as an initial input, which often oversimplifies 




The Modified-Mixture model [52] is another quasi-multiphase model, developed to 
simplify the ASM approach by substituting the slip equation with a relative velocity fixed to the 
bubble terminal velocity [53-55], and solving directly for the liquid velocity. In addition, turbulent 




+ 𝛻 ∙ (𝛼𝑔(𝒖𝑙 + 𝒖𝑡𝑒𝑟)) = 𝛻 ∙ (𝐷𝛻𝛼𝑔)                                     (2.7) 
 
where the diffusivity of gas bubbles, D, is calculated by 𝐷 =
𝜇𝑡
𝜌𝑆𝑐𝑡
 .  This method is quite reasonable 
for bubbly flows where the gas bubbles reach terminal velocity quickly.   
The most significant advantage of these mixture models is their low computational cost: 
they require only simple equations to incorporate the effects of the gas phase. The output is velocity 
and volume fraction of each phase and the shared pressure field. The limitations of quasi-
multiphase models arise from this simplicity: defining gas behavior via a relative velocity is 
accurate only in bubbly flows, where the gas volume is reasonably small (e.g., < 10%), and the 
bubble size does not change much from its prefixed value.  
In the modeling of continuous casting of steel, quasi-multiphase models have been 
efficiently used to simulate the two-phase flow of argon and liquid steel in the nozzle and mold [8, 
52, 56]. Liu [8] compared top surface velocity with mold level to nail board measurements of 
surface velocity from the operating plant and showed reasonable agreement (Fig. 2.2). Thomas 
[52] and Bessho [56] used modified mixture models and showed that the flow pattern in the mold 
is controlled by a balance between the inertia of the steel jet exiting the ports and the buoyancy of 
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regions rich in gas bubbles. Huang et al. [57] further estimated mold level fluctuations through a 
turbulent kinetic energy correlation with the modified mixture model. Hwang [58] and Li [59] 
combined ASM with MHD (magnetohydrodynamics) to model two-phase flow in the mold with 
EMBr (electromagnetic braking). Kubo and coworkers [60] compared surface velocity and argon 
gas floatation of ASM and DPM model (with and without stochastic effects) with real caster 
measurements and found good agreement. 
 
Figure 2.2 (a) Validation of ASM surface velocity through nailboard measurement and (b) its gas 
volume fraction field [8] 
 
2.3 Multi-fluid models 
2.3.1. Eulerian-Eulerian (EE) model 
The so-called EE two-fluid model solves one continuity (Eq.(2.8)) and set of momentum 




phases, in addition to the volume fraction field and the shared pressure field [61]. Eulerian 




+ 𝛻 ∙ (𝛼𝑙𝜌𝑙𝒖𝑙) = 0                                               (2.8) 
𝜕(𝛼𝑙𝜌𝑙𝒖𝑙)
𝜕𝑡
+ 𝛻 ∙ (𝛼𝑙𝜌𝑙𝒖𝑙𝒖𝑙) = −𝛼𝑙𝛻𝑝 + 𝛻 ∙ (𝜇𝑙𝛼𝑙(𝛻𝒖𝑙 + 𝛻𝒖𝑙
𝑇))  + 𝛼𝑙𝜌𝑙𝒈 + 𝑭𝑑𝑟𝑎𝑔 + 𝑭𝑙𝑖𝑓𝑡 +






𝛼𝑔𝜌𝑙|𝒖𝑔 − 𝒖𝑙|(𝒖𝑔 − 𝒖𝑙), 𝑭𝑙𝑖𝑓𝑡 = −𝐶𝐿𝛼𝑔𝜌𝑙(𝒖𝑔 − 𝒖𝑙) × (∇ × 𝒖𝑙)      (2.10) 
 
A similar set of Eulerian equations are solved for the gas phase, with opposite signs for the 
momentum-exchange source terms (force per unit volume), 𝑭𝑑𝑟𝑎𝑔 and 𝑭𝑙𝑖𝑓𝑡 and Fothers, for the 
drag, lift and other forces that act between the phases. The choices of drag coefficient 𝐶𝐷 and lift 
coefficient 𝐶𝐿 depend on the bubble shape and size and the flow regime. Modeling the bubble drag 
coefficient is more complex than for solid particles due to its deformability, internal circulation of 
gas flow and its sensitivity to surfactant concentration distributions, such as associated with water 
contamination. Lift force can be generated by several different mechanisms, such as velocity 
gradients, bubble shape, and wall effects. Other momentum interactions ( 𝑭𝑜𝑡ℎ𝑒𝑟𝑠 ) can be 
considered, such wall lubrication, and turbulent dispersion. Wall lubrication is added to consider 
a hydrodynamic force caused by an asymmetric drainage of surrounding liquid at a wall. This force 
is necessary if an accurate gas volume fraction field near the wall is required. Turbulent dispersion 
is added to make up for the turbulent fluctuation effects when RANS models are used [62]. Other 
forces such as electromagnetic forces, and forces that act on or near interfaces or on particles are 
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discussed in the DPM model section.  In general, this model is more accurate than quasi-multiphase 
models because it allows the gas phase to behave differently than the liquid. For example, in mold 
flow, some EE bubbles can rise immediately after exiting the port, while other EE bubbles are 
carried with the jet of molten steel across the mold cavity. This behavior is not possible with a 
quasi-multiphase model. However, this benefit of EE models comes with the significant extra 
computational cost of solving another complete set of partial differential equations. Another 
limitation is that, like quasi-multiphase models, average bubble characteristics (shape, size) must 
be input to EE models either from measurements of bubble size distribution or from additional 
models.   
Numerous studies have been conducted with EE models to investigate fluid flow in 
continuous casting. Nozzle design and related issues such as air aspiration, nozzle clogging, and 
the effects on flow in the mold have been extensively studied by Thomas and coworkers,[7, 63] Li 
and coworkers [9, 64, 65], and others [66].  These EE models also require either a RANS [7, 63, 
65, 66] or LES turbulence model for the liquid phase [9, 64]. The gas phase usually does not need 
a turbulence model because of its smaller velocities relative to the liquid phase in the continuous 
casting process.  Liu et al. input the average bubble size measured in water model experiments into 
their EE model and compared the resulting flow pattern with a photograph (Fig. 2.3) [9].   





Figure 2.3 Validation of EE model using water model experiment with average bubble size from 
the experiment measurement [9] 
(a) Snapshot of water model experiment 
(b)  Bubble size distribution from water model experiment 
(c)  Air volume fraction from EE model with average bubble diameter (2.88mm)  
 
EE models are readily extended to study particle transport, by adding a transport model for 
the solid-phase inclusion. Lou and Zhu [66] coupled their EE model with a Population Balance 
Theory to simulate the behavior and size distribution of inclusions in gas-stirred ladles. Several 
researchers have used a DPM model to simulate particles, often together with EE models [65], as 
will be discussed later. 
 
2.3.2 Interfacial Area Concentration (IAC) model 
A limitation of quasi-multiphase and EE models is that the local bubble size distribution 
cannot be estimated from the volume fraction field alone. To overcome this limitation, Ishii and 
Hibiki introduced interfacial area concentration as another bubble parameter [62]. This model 




the interfacial area concentration, 𝑎𝑖𝑛𝑡, (Eq.(2.11)) in addition to the volume fraction and velocity 




+ 𝛻 ∙ (𝑎𝑖𝑛𝑡𝒖𝑔) = 𝑆𝑅𝐶 + 𝑆𝑊𝐸 + 𝑆𝑇𝐼 + 𝑆𝑅𝑂 + 𝑆𝑆𝐼 + 𝑆𝑅𝑉 + 𝑆𝐿𝑆 + 𝑆𝑣𝑔              (2.11) 
 
Once the 𝑎𝑖𝑛𝑡 field is obtained, average bubble sizes are recovered from the gas volume 
fraction (𝛼𝑔), through a Sauter-mean diameter, 𝐷𝑠𝑚 =
6𝛼𝑔
𝑎𝑖𝑛𝑡
, which is a locally averaged bubble size. 
If desired, the number of bubbles in a given volume can be recovered by assuming the bubble 
shape, (typically a sphere). The effects of different coalescence and breakup mechanisms can be 
modeled as source terms in RHS of Equation (2.11). Breakup increases interfacial area, and 
coalescence decreases it. The advantage of this model is that bubble size distribution is obtained 
by solving just one additional transport equation, so its computational cost is lower than the MUlti-
SIze Group (MUSIG) models or Population Balance Theory, which are discussed later. A 
disadvantage of IAC is that its accuracy depends on the coalescence and breakup modeling, which 
require empirically-based calibrations.  This calibration has been done only for a limited number 
of flow conditions in water-air systems. Thus, additional work is required before this model is 
applied to liquid steel-argon systems such as continuous casting.  
 
2.3.3 Homogeneous MUlti-SIze Group model  
The Homogeneous MUlti-SIze Group (MUSIG) model is an extension of the Eulerian-
Eulerian model to improve the estimation of the evolution of the bubble size distribution [67]. 
24 
 
Using Population Balance Theory in a continuum framework, newly modified continuity equations 




+ 𝛻 ∙ (𝒖𝒈𝜌𝑔𝛼𝑔𝑠𝑖) = 𝑆?̌?(𝒙, 𝑡) = 𝐵𝑖,𝐵 − 𝐷𝑖,𝐵 + 𝐵𝑖,𝐶 − 𝐷𝑖,𝐶                        (2.12) 
𝛼𝑙 + 𝛼𝑔 ∑ 𝑠𝑖
𝑀
𝑖=1 = 1  ,   ∑ 𝑠𝑖
𝑀
𝑖=1 = 1                                               (2.13) 
 
This model solves a separate continuity equation for the liquid phase and each predefined 
bubble size group, i, in the gas phase. By modifying the continuity equations (Eq.(2.12)) with 
source terms 𝑆?̌?(𝒙, 𝑡) (mass per unit volume) for coalescence and breakup, the Homogeneous 
MUSIG model can track the evolution of bubble size within each size group, in addition to tracking 
spatial variations in size evolution in the domain. Each bubble size group has its own continuity 
equation so it is treated as a different fluid, which exchanges gas volume with the other groups. 
However, all bubble sizes share a single gas velocity field, and an average bubble size is used for 
the calculation of momentum interactions between the gas and liquid phases. As a consequence, 
the different bubble sizes are restricted to behaving in a similar manner, as in the EE model. 
Another shared limitation is that the initial bubble size distribution, which defines the initial 
volume fractions of each size group, must be predefined as an initial input. Thus, the model relies 
on finding information from elsewhere which greatly affects the results.  
Several previous studies have investigated multiphase flow in continuous casting with 
Homogeneous MUSIG models. Shi [10, 11] compared results from a Homogeneous MUSIG 
model using k-ε RANS model for turbulence and 11 discrete bubble groups (0.5mm to 10.5mm) 
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with water model PIV measurements and obtained good agreement. As shown in Figure 2.4, some 
of the flow exiting the nozzle port floats is buoyed upward, which is enabled by the high volume 
fraction of bubbles, especially large bubbles, in that region of the domain. The flow contrasts with 
the steel jet that traverses directly across the mold cavity, which has little buoyancy owing to the 
small gas fraction and mainly smaller bubbles. Liu et al. [12, 68] made similar flow-field 
comparisons and further compared the Sauter-mean bubble sizes in 16 zones in the upper part of 
the mold with measurements in a water model. As shown in Figure 2.5 [12], the trends and bubble 
sizes match well, except near the SEN.     
 
Figure 2.4 Validation of Homogeneous MUSIG model through comparison with water model 
experiments [10, 11]  
(a) Flow picture of water model 
(b) Simulation result 





Figure 2.5 Validation of Homogeneous MUSIG model through water model [12]  
(a) Bubble size distribution in nozzle and mold 
(b) Comparison of 16 Sauter-mean diameters from 16 zones water model experiments 
 
2.3.4 Inhomogeneous MUSIG model  
A limitation of the Homogeneous MUSIG model is that all bubbles share the same velocity 
field regardless of size. The sophisticated Inhomogeneous model extends the Homogeneous 
MUSIG model by enabling different bubble size groups to have different velocity fields, by solving 
more than one set of Navier-Stokes equations for the gas phase, in addition to the modified 




+ 𝛻 ∙ (𝜌𝑔𝛼𝑔𝑗𝒖𝒈𝒋𝒖𝒈𝒋) = −𝛼𝑔𝑗𝛻𝑝 + 𝛻 ∙ (𝜇𝑔𝛼𝑔𝑗(𝛻𝒖𝒈𝒋 + 𝛻𝒖𝒈𝒋
𝑇))  + 𝛼𝑔𝑗𝜌𝑔𝒈 
                                                                                              +𝑭𝑫 + 𝑭𝑳 + 𝑭𝑴                (2.14) 
The Inhomogeneous MUSIG model has the advantage of allowing different bubble sizes 
to behave differently. However, the multiple sets of Navier-Stokes equations require significantly 
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increased computational cost, so only two velocity groups have been used in practice [13]. 
Moreover, it is a challenge to apply this model with expensive turbulence models such as LES, so 
only less-accurate RANS models have been used with this method in practice. This model also has 
the limitation as other EE and homogeneous models in requiring the initial bubble size distribution 
as input.  
 A few recent applications of this methodology have been made to flow in the continuous 
casting nozzle and mold [13]. Various choices of RANS turbulence model and coefficients in the 
momentum interactions were tested and adjusted. The resulting Sauter-mean diameter results are 
compared with water model measurements, and Figure 2.6 shows overall agreement, similar to the 
previous simpler models.  
 
Figure 2.6 Comparison of Inhomogeneous MUSIG model with water model experiments [13] 
(a) Comparison of velocity profiles to water model 




2.4 Moving grid methods 
The Arbitrary Lagrangian Eulerian (ALE) method features movement of the nodes or cells 
which make up the mesh or grid of the computational domain [70]. The domain lies somewhere 
between pure Lagrangian (nodes and cells move with the fluid) and pure Eulerian (fluid moves 
through the mesh/grid, which remains fixed in space and time with respect to the other points in 
the grid, typically in the laboratory frame of reference). Thus, in ALE, the grid points move with 
respect to each other in order to track some aspect of the fluid, such as keeping the gas/liquid 
interface at the boundary between cells in multiphase flow. On that boundary, the grid/cell 
velocities are set to the interface velocity.  Physically, this means that those cell surfaces are 
attached to the interface between phases, and the grid deforms with time. Adaptive gridding or 
rezoning process(es) can be applied to recover the quality of the deformed mesh if the interface 
cell boundaries move too much.  
Muzaferija and Peric [71] applied this ALE concept to derive a finite-volume based method 
to simulate free-surface motion, applied to inviscid fluids with no surface tension, but with no 
discussion of rezoning. Liu [23] extended this method to a practical Moving Grid method, which 
includes viscous effects, surface tension and rezoning of the grid within each time step.  The 
location of the interface is found by solving exact boundary conditions at the interface (Eq.(2.15), 
(2.16)) together with a single continuity equation and set of single-phase momentum equations 
within each phase region above and below the interface (Eq. (8-9) with 𝛼𝑙 = 1 or 𝛼𝑔 = 1 and all 
𝑭 = 0) through iteration within each time step.  
 
Kinematic BC: (𝒖𝑙 − 𝒖𝑔) · 𝒏 = 0                                                             (2.15) 
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     Dynamic BC: 𝒏(𝑝𝑙 − 𝑝𝒈) = −𝒏 ∙ (𝝉𝑙 − 𝝉𝑔) + 𝒏(𝜅1 − 𝜅2)𝜎                   (2.16)  
 
Once the interface location is obtained, the mesh coordinates are adjusted to spread the 
deformation of the interface cells over more cells. Liu [23] re-gridded a significant portion of the 
domain using the energy-minimization-based rezoning method in ANSYS-FLUENT [72]. This 
method enables relatively large deformations of the interface relative to the cell size. The largest 
advantage of this method is the sharp and accurate capture of the exact interface shape, including 
surface tension effects. This is due to the exact boundary conditions, enabled by alignment of the 
interface with the cell boundaries. However, the moving grid is subject to convergence problems 
and has significant computational cost. Furthermore, this methodology is limited to simple 
interfaces, such as the relatively calm free surface at the top of the mold, as it cannot accommodate 
interfaces that have excessive deformation, break apart or intersect.  
Takatani et al.[73] dropped the RHS terms in Eq. 16, so that vertical deformation of the 
grid is calculated by a simple pressure method.  This was found to simulate transient flows in the 
continuous casting mold as good as the moving grid method [73]. Further simplification treating 
the free surface as a flat wall and converting the pressure variations across the surface to potential 
energy gives a simple analytical method to easily predict free surface level variations as an 
uncoupled post processing step [8, 23, 74].  This pressure method estimates the surface height 









This pressure method shows good accuracy when the change of surface level is small so 
that surface tension effect is negligible because curvature of the top surface is small.  It has been 
used successfully by many researchers to predict profile variations and variations in surface level 
in continuous casting [8, 23, 74, 75]. Displacement of the slag layer that floats above the liquid 
steel surface can be considered by adjusting the reference density used in Equation 2.17 from 
𝜌𝑟𝑒𝑓 = 0 to a density difference (𝜌𝑟𝑒𝑓 = 𝑐 ∗ 𝜌𝑠𝑙𝑎𝑔), where c is an empirical constant between 0 
and 1.  Average surface profiles have matched well with plant measurements when c=1 [74]. 
However, the displacement effect of the slag layer is often negligible compared to simple lifting 
of the slag layer by the steel, especially during rapid level fluctuations, when comparison with 
measurements shows that c is nearly 0 [75]. Owing to the instant response of the calculated level 
to pressure changes, and its neglect of transverse flow effects, this method cannot handle complex 
transient behaviors and instabilities, such as wave crashing or breakup.   
Theodorakakos [26] and Panaras [25] applied a 2D steady-state version of the moving grid 
method to capture the interface wave between water and oil, validated it with measurements of 
interface shape in a water-oil model of a continuous-casting slab mold, and suggested a minimum 
oil layer thickness to cover the free surface. Liu [23]  implemented a 3D transient version of this 
moving grid method with a Detached Eddy Simulation (DES) turbulence model and applied it to 
simulate transient level fluctuations of the liquid steel pool in 3D. They investigated the effect of 




Figure 2.7 Effect of dithering on mold level fluctuation using Moving grid model [23] 
(a) Single-phase flow  
(b) Two-phase flow (bubble diameter = 5mm) 
The Spines method, developed by Engleman for the commercial finite-element program, 
FIDAP [76], is a similar type of moving grid method but uses a different procedure for rezoning. 
Specifically, lines of nodes are allowed to move along pathways called spines, according to 
constraints which are mesh- and problem-dependent. The general procedure for all of these moving 
grid methods is as follows: 1) define an initial interface shape and a pressure field as initial guesses, 
2) solve momentum equations with the dynamic boundary condition (Eq.(2.16)) based on the 
current shape of interface and assumed pressure field, 3) solve the continuity equation and 
calculate mass fluxes passing through the interface, 4) move the interface according to the amount 
and direction of mass fluxes, 5) reconstruct rest of the mesh according to the rezoning method, 6) 
iterate on 1 - 5 until Equation 15 is satisfied (i.e., no mass flux across the interface). This method 




Rietow [77] used the Spines method with finite-element analysis of turbulent flow to 
capture the interface between the liquid steel and slag to simulate the nail board experiment in 
continuous casting. This work showed how to use the lump height difference around each nail to 
provide an accurate estimate of surface velocity, which was validated in subsequent work [8]. 
Surface tension effects were found to be important for the short distance across the nail diameter.   
 
2.5 Interface tracking methods 
An important class of multiphase models uses a fixed grid for solving the continuity 
equation and a single set of momentum equations in the 3D domain volume, Equation (2.1-2), 
combined with some other method to approximate the location of the 2D interface between phases 
within that domain. 
 
2.5.1 Volume of Fluid (VOF) model  
The VOF model, developed by Hirt [78] finds the gas fraction field by solving a transport 
equation of gas volume fraction, similar to Eq. 3, except the RHS drops because there is only one 
velocity field. This enables the interface between the gas and liquid regions to be estimated from 
the cells with volume fractions between 0 and 1, generally found between cells on both sides which 
have 1 (purely liquid) and 0 (purely gas). Surface tension forces, which affect the momentum (Eq. 
(2.2)) require a method to estimate the curvature of the estimated interface shape [79] 
 
𝑆𝑠𝑢𝑟𝑓 = ∫ 𝜎𝜅𝒏𝛿(𝒙 − 𝒙
′)𝑑𝑠                                                  (2.18) 
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The big advantage of VOF is that complex interface shapes can be tracked from a simple 
volume fraction transport equation, without the convergence problems associated with moving 
grids. However, it is difficult to resolve the interface, unless a very refined mesh is used, especially 
for small gas volumes, such as bubbles, which require at least 16 cells across their diameter [80, 
81]. In addition, numerical diffusion of the gas volume fraction tends to cause smearing of the 
interface, which makes the calculation of surface tension difficult. Higher-order solution methods 
and methods to redistribute the gas volume, such as geometric reconstruction, are useful to sharpen 
the interface [82-84]. To further avoid spurious interface velocities, the sharp surface force (SSF) 
method[85] has been applied successfully to bubble motion [80, 81].   
Another limitation of VOF is imposed from the treatment of the advection terms in the 
volume fraction transport equation to avoid mass loss. This restricts the time step according to the 









< 1, which requires the time step to decrease with the 
cell size. Thus, the computational cost becomes prohibitive for modeling a real continuous caster 
where argon bubbles can be smaller than 3 mm, which would require cell size ~0.1mm and time 
step ~10−6 second.  Moreover, bubble interactions (coalescence and break up) cannot be captured 
physically in VOF, as mesh resolution on the molecular scale of the interfaces would be required. 
Even with well-resolved bubbles, coalescence always occurs when two bubbles collide, for 
example [87]. Thus, VOF models applied to continuous casting can simulate gas pockets and steel-
slag interface motion, but not small bubbles. 
Several VOF models have been successfully applied to the continuous casting of steel. 
Wang et al. [88] studied start-up of the continuous casting process, tracking the rising steel/air 
interface using VOF and simulating dummy bar withdrawal with the time-dependent generation 
of new cells and a fixed grid. Some VOF models [22] have simulated gas pocket formation near 
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the top of a SEN water model. Others [89, 90] have used VOF to investigate the shape and stability 
of the top free surface in a casting mold (without gas injection). Zhao et al. [29] studied slag 
entrainment by benchmarking a water-oil experiment using VOF and simulating the formation of 
slag eyes, and detachment mechanisms of slag droplets depending on the casting speed. 
Similar investigations have been done to track the motion of the molten metal/slag interface 
in electroslag remelting (ESR) [91], in horizontal belt casting [92], and in continuous casting of 
steel billets [93, 94]. The latter investigated the effect of nozzle misalignment on the flow pattern 
and surface motion in a billet mold [93] and shell thickness, using a solidification model [94].  
Singh et al. [27] captured not only the water-air free surface motion but also large air bubbles in a 
1/3 scale water model using a 2D VOF model.   
VOF models have also been applied to investigate the detailed transient behavior of the 
meniscus region during mold oscillation. Ojeda et al. [95] initiated computational modeling of this 
complex problem, including the solidifying steel shell, liquid steel, liquid slag and solid slag. 
Ramirez-Lopez et al. [34, 35] extended this approach to include solidification of the liquid steel, 
and evaluated shell solidification, oscillation mark formation, and slag infiltration (Figure 2.8). 
Jonayat et al. [36] further included temperature-dependent slag properties (viscosity, thermal 
conductivity, and specific heat), and predicted mold temperature variations and slag consumption 
during mold oscillation that matched with lab and plant measurements. Recent work has extended 
this model to include shell solidification and using a very refined grid were able to predict 




Figure 2.8 Comparison of transient behavior of meniscus region using VOF from Ramirez-Lopez 
et al. (2010) [35] (right) and Ojeda et al.(2006) [95] (left) at different periods of the cycle. 
 
2.5.2 Level Set (LS) method  
The Level Set method is similar to VOF, except that it estimates the interface location 




+ 𝒖𝒇 · 𝛻𝜙 = 0                                                         (2.19) 
 
The interface function 𝜙  describes the shape of the interface through a smooth and 
continuous curve 𝜙(𝒙, 𝑡) = 0. Like gas fraction in VOF, the fluid properties are calculated in 
Level-Set models through 𝜙-weighted averages. In contrast with VOF, the Level Set method 
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involves additional reinitialization processes: smoothing of the interface and sharpening of the 
𝜙 field. Through these processes, the Level Set method achieves more realistic material property 
gradients across the interface. The biggest advantage of the Level Set method is an accurate 
curvature calculation, which is important for surface-tension calculation. Also, the LS method is 
free from the Courant number limit for time step size, as it does not use donor-acceptor style 
advection methods. However, 𝜙 is not conservative through these reinitialization processes, which 
can lead to mass conservation problems. This method requires a fine mesh with high order 
numerical schemes to avoid numerical smearing of the interface. In addition, LS has the same 
weakness as VOF regarding inability to resolve small bubbles and bubble interactions. 
The LS method has been applied, together with an energy equation solution, to investigate 
the behavior of bubbles rising into an inclined solidification front [100]. A porosity-dependent 
body force is activated when the bubble enters the mushy zone, where it may become entrapped. 
 
2.5.3 Front Tracking (FT) method  
 The Front Tracking method combines a standard fixed (Eulerian) mesh of the flow domain 
with a moving (Lagrangian) mesh to track the moving interface between phases [101]. Tryggvason 
[102] suggested the generation of a Lagrangian surface mesh by connecting massless markers 
(𝒗𝑚𝑎𝑟𝑘𝑒𝑟 = 𝒖𝒎) on the interface, which are tracked every time step in the Eulerian mesh. The 
main advantage of this Front Tracking method is a sharp interface compared to other interface 
tracking methods, and the accompanying benefits. A disadvantage of this method is that the 
interaction between the fluid properties in the Eulerian domain and the Lagrangian interface needs 
to be handled carefully. A complex algorithm is required to reconstruct the Lagrangian surface 
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mesh dynamically from the markers. Also, gas regions can never merge owing to the separation 
between each interface. Thus, additional modeling is required to handle interactions such as 
coalescence and breakup. As with the LS method, mass loss can happen in the process of advection 
of the moving interface and its reconstruction. Sufficient resolution of the Eulerian mesh is 
required for accuracy, and the time step size is restricted by the Courant number limit. No 
application to continuous casting has yet been made with this method. 
 
2.6 Particle-based models / methods 
2.6.1 Discrete Phase Model (DPM)  
The DPM model treats the secondary phase as a discrete particle in a Lagrangian manner 
[103, 104]. It inherently requires another model for the velocity field dominated by the primary 
phase, typically involving an Eulerian approach. In DPM, each particle is tracked individually as 
a point mass moving through the flow domain by integrating two simple ordinary differential 
equations: Newton’s equation of motion for the velocity (Eq. (2.20)) and the particle trajectory 





= ∑ 𝑭 = 𝑭𝐷 + 𝑭𝐿 + 𝑭𝐵 + 𝑭𝑉 + 𝑭𝑃                                    (2.20) 
𝑑𝒓𝒊
𝑑𝑡
= 𝒗𝒊                                                                (2.21) 
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The drag (𝑭𝐷), lift (𝑭𝐿) and buoyancy (𝑭𝐵) forces are usually dominant, but the virtual 
mass (𝑭𝑉 )
 and pressure gradient (𝑭𝑃 ) forces are important in transient simulations when the 
particles experience very curved trajectories with sharp accelerations [106, 107]. These forces 
require separate models to account for the particle shape and the boundary layer around each 
particle, which are not resolved directly. 
With a RANS model, the discrete random walk (DRW) method [108] is a popular way to 
account for turbulent fluctuations, by adding a Gaussian distributed random velocity component,    
 
𝑢′ = 𝑣′ = 𝑤′ = ζ√2𝑘/3                                             (2.22) 
 
where the random number ζ  is normally-distributed between -1 and +1 and is changed after a time 
interval chosen by the smaller of the eddy crossing time and the eddy life time [72]. Because 
isotropic turbulence is assumed, the DRW method generates equal fluctuation components in every 
direction.  Near boundaries, the extra velocity component normal to the wall therefore becomes 
excessive, as discussed later. 
The DPM model can be combined with several different models to find the required 
velocity field that is dominated by the primary molten steel phase. When the particle fraction is 
small, (𝛼𝑔 < 10
−6) [109, 110], such as the modeling of inclusions in the continuous-casting 
process, DPM may be used in a one-way coupled approach, after solving a single continuity 
equation and a set of momentum equations (Eq. (2.8), (2.9) with 𝛼𝑙 = 1  and ignoring the 
momentum exchange source terms 𝑭𝑑𝑟𝑎𝑔 𝑭𝑙𝑖𝑓𝑡 and Fothers in Eq. (2.9)). For larger gas fractions, a 
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more accurate one-way coupled method is to solve for the velocity field using a full EE model 
[111].  Alternatively, the momentum exchange source terms in a single Eulerian model can be 
found by a two-way coupling approach, summing over all of the particles to find the net forces 
acting on the continuum phase per unit volume (−
∑ 𝑭
𝑉𝑐𝑒𝑙𝑙
). The latter method is limited to dilute 
phases because the liquid volume fraction is always assumed to equal 1, which neglects the particle 
volume, and introduces inaccuracies for high particle volume fractions. 
The intuitive DPM model is easy to apply to simulate bubble behavior with realistic 
distributions of size, shape, as the forces may be adjusted as appropriate for each bubble. Also, the 
behavior of all the bubbles can be easily and clearly visualized during post-processing. As it avoids 
solving partial differential equations for the secondary phase, the computational cost is lower 
unless the number of particles tracked is very large.  
A DPM approach is often applied to simulate particles (oxide inclusions, bubbles, and slag 
entrainment) in the liquid steel in continuous casting systems. In the studies of flow pattern in the 
mold, Pfeiler et al. [112] studied how bubbles affect the flow pattern in the mold through a 
comparison of one-way and two-way coupled simulation results. They showed that the two-way 
coupling causes more spreading of bubbles and inclusions, and gives more realistic results by 
including the effects of large bubbles on the flow pattern. The DPM method has been used to study 
the effect of EMBr on two-phase flow in the mold: bubbles are tracked by DPM, and the 
magnetohydrodynamics (MHD) equations are solved together with the Eq. 8-9 for the liquid steel 
phase [113-117]. Yu [114] found that EMBr stabilizes flow pattern, but it does not help bubbles 
to escape to the top surface. Toh [113] compared numerical simulation results to measurements 
from a mercury-argon model system. The numerical result is validated by comparing the frequency 
of bubbles floating up to the top surface. Cho applied LES turbulence model and EMBr for the 
40 
 
liquid steel with the DPM gas bubbles and obtained good agreement to nailboard measurements 
from plants [115]. Lopez et al. [24] used DPM with VOF: DPM was used for tracking bubbles, 
and VOF was used for capturing the liquid slag-liquid steel interface in 2D simulations. The 
simulation result was compared with measurements from a low melting point alloy (58%Bi-
42%Sn)-argon-oil system.   
The behavior of inclusions in the mold has been previously studied in recent years using 
DPM [15, 31-33, 118]. Yuan et al. [33] included a simple contact criteria for the capture 
mechanism (particles are captured when they hit the wall and when the particle diameter is smaller 
than the primary dendrite arm space, PDAS). Also, Yuan developed a capture criterion involving 
9 forces, which is applicable to particles larger than PDAS considering a force balance on a particle. 
Thomas et al. [32] and Jin et al. [31] applied these criteria for the flow in the mold. Thomas et al. 
compared the bubble capture results of different turbulence models (LES and RANS) and showed 
that LES is more accurate because RANS models slightly overestimate particle capture due to the 
excessive wall-normal velocity caused by isotropic turbulence near the wall from the DRW model 
mentioned above. Jin et al. [31] firstly obtained the flow pattern using a two-way coupled DPM 
calculation and released inclusion particles with the capture criteria on the solidified shell (Fig. 
2.9).  The result showed that the sizes and locations of captured particles reasonably match 
experimental data from plants. Lee et al. [119] considered the Marangoni force caused by 
temperature and concentration gradients near the solidification front for the estimation of 
entrapment of the particles. The DPM is also used for nozzle clogging, which is another 
phenomenon that happens in continuous casting. Zhang et al. [15] predicted clogging locations 
using the simple contact criteria in the SEN, and investigated the effects of the one-sided clogged 
nozzle on flow pattern and particle capture. Long et al. [118] studied clogging of billet casting 
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SEN through semi-analytical solutions of a pipe flow. They assumed that particles are captured 
when they touch the nozzle wall or in the viscous sublayer. 
Zhang [17] and Xu [16] studied attachment of inclusions to a single bubble by simulating 
a flow around a sphere with small solid inclusions which are tracked by the DPM. They showed 
that smaller bubbles with larger inclusions increase the removal rate. Many works implemented 
the DPM for simulating flows in the tundish [120-124]. The DPM is used for tracking gas bubbles 
and inclusions. Optimization of the tundish design (gas curtain, weir, turbulence inhibitor, and so 
on) was investigated through several parametric studies.   
 
Figure 2.9 Results of bubble capture on shell faces with DPM [31]: 




2.6.2 Dense Discrete Phase Model (DDPM) with modeling of bubble interactions 
The Dense Discrete Phase Model was developed to improve the DPM to be able to simulate 
highly packed particle flows [125]. The DDPM governing equations uses an Eulerian model, Eq. 
(8-9) for the continuum phase, in which every term has the appropriate local liquid volume fraction, 
found by summing the volume contribution of every particle. By imposing a packing limit, this 
model does not allow overlapping of particles in a computational cell. A limitation of DDPM is 
particle sizes larger than the computational cell size are not allowed, in order to avoid negative 
liquid volume fractions. Thus, special treatments such as smoothing functions or cutoff volume 
fractions function are needed to distribute the particle volume to neighboring cells. 
Furthermore, it is possible to add bubble interactions such as coalescence and breakup to 
DPM or DDPM through additional modeling. However, this increases the computational cost in 
proportion to 𝑂(𝑛2) when particle interactions are considered. By applying a method to identify 
likely collision partners, typically found in neighbor cells, the computational cost can be dropped 
to 𝑂(𝑛) [126]. Recently, Zhang et al. [127, 128] included coalescence and breakup modeling based 
on Weber number criteria with DDPM (Fig. 2.10) to simulate bubbles in the mold.  
 
Figure 2.10 Simulation of bubble breakup at port by DDPM [127, 128] 
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2.6.3 Discrete Element Method (DEM)  
The Discrete Element Method is a Lagrangian-based particle tracking method similar to 
DPM that was originally developed for modeling highly packed solid particles such as granular 
materials (collection of solid particles) or fluidized beds [129]. For example, inclusions interacting 
with bubbles or fluid flow which also requires solving a continuum equation for the velocity field.   
Alternatively, this method is often used without a continuum equation if the other phase 
(gas) can be neglected. For example, this model could be applied to simulate the delivery and 
behavior of solid or granulated mold powder particles on the surface of a continuous casting mold. 
Every particle is tracked every time step by solving a system, such as DPM (Eq.(20) and (21)), 
together with collisions among the particles. To incorporate the collision effect, a collision force 
𝑭𝒄𝒐𝒍𝒍 is modeled in addition to other forces in Equation (20).  
 
𝑭𝒄𝒐𝒍𝒍 = 𝑭𝑛 + 𝑭𝑡                                                   (2.23) 
 
The normal collision force 𝑭𝑛  depends on mechanical properties of the particle: hard 
particle collisions generate elastic collisions where kinetic energy is conserved, while soft particles 
experience damped, inelastic collisions   
 
hard) linear spring model: 𝑭𝑛 = (𝑘𝑛∆𝑛) 𝒆12                                                      (2.24) 
   soft) linear spring-dashpot model: 𝑭𝑛 = (𝑘𝑛∆𝑛 + 𝛾(𝒗𝒓𝒆𝒍 · 𝒆12)) 𝒆12                (2.25) 
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The tangential force, Ft, is due to friction (Coulomb’s law): 
   𝑭𝑡𝑎𝑛 = 𝜇𝑓|𝑭𝒏𝟏|                                                         (2.26) 
No study could be found yet using this model in the modeling of continuous casting. 
 
2.6.4 Smooth Particle Hydrodynamics (SPH)  
Smooth Particle Hydrodynamics (SPH) is a hybrid model that combines a continuum 
approach with a discrete approach [130, 131]. Like DPM, a set of equations is solved for every 
particle (Eq.(2.21)), but this model solves Lagrangian versions of the continuity equation 
(Eq.(2.27), Navier-Stokes equations (Eq.(2.28)) and an equation of state (Eq.(2.29)) to calculate 




= −𝜌𝑖 ∑ 𝑉𝑗(𝒗𝒊 − 𝒗𝒋)
𝑵






∑ 𝑉𝑗(𝑝𝑗 + 𝜌𝑖𝛱𝑖𝑗)
𝑵







𝑗=1 + 𝒈𝒊      (2.28) 
𝑝𝑖 = 𝑐𝑠
2(𝜌𝑖 − 𝜌0) + 𝑝0                                                  (2.29) 
 
where pressure is found with the help of an artificial viscosity function, Equation (2.30), and 
density is interpolated with a kernel function (Eq.(2.31)),  





       (𝒗𝒊𝒋𝒓𝒊𝒋 < 𝟎)                                           (2.30) 
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(𝑞3 − 6𝑞 + 6)   , (0 ≤ 𝑞 < 1)                                        (2.31) 
                  =
1
3𝜋ℎ2
(2 − 𝑞)3  ,   (1 ≤ 𝑞 < 2) 




                                                         (2.32) 
 
 The steps of this model proceed as follows: 1) guess initial velocity and location of each 
particle (Eq.(2.21));  2) calculate density from the fluid particle distribution (Eq.(2.27)) using the 
kernel function (Eq.(2.31)); 3) calculate particle pressures from the density equation of state 
(Eq.(2.29)); 4) solve for particle velocities with Eq. (2.28) using the new pressures; 5) calculate 
the new positions of each particle  (Eq.(2.21)); 6) Repeat 2-5.  
The great advantage of the SPH model is that it can handle large deformation of gas/liquid 
interfaces in complex free surface flows, such as splashing inlet streams. Since the fluid is treated 
as a set of particles and tracked in a Lagrangian framework, a computational mesh is not needed. 
The interface is a consequence of the particle distribution, without no modeling of the interface. 
Also, it captures continuum-level variations such as pressure and density using state functions, 
which integrate the contributions of all of the particles in the local region. Furthermore, SPH 
requires a relatively small number of particles compared to other particle-based methods as this 
model was developed to capture macro-scale phenomena. The disadvantage is that cost increases 
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significantly with the number of particles, and details of the free surface, such as bubble size, 
cannot be resolved better than the particle size. 
Recently, Natsui et al. [132] investigated transient behavior of interfaces within molten 
slag/molten matte including suspended slag droplets in copper smelting processes. Parametric 
studies on slag properties and droplet size concluded that the interface tension is the primary factor 
in deciding interface shape, droplet size and settling time. Prakash et al. applied SPH models to 
free surface flow in die casting and wheel casting of aluminum ingots [19, 20]. Oxide generation 
by exposure to the air is modeled at the free surfaces calculated by SPH [19]. Solidification can be 
added into SPH through a temperature-dependent viscosity model [20].  This method has good 
potential for capturing free-surface flows with reactions in other systems such as transfer 
operations in steel continuous casting.  
    
2.6.5 Lattice Boltzmann Method (LBM)  
The Lattice Boltzmann method is a linearized version of the Boltzmann equation that 
models the flow of liquid and gas via two sets of fluid particles on a predefined lattice [133]. It 
solves for the particle distribution function f, which has seven dimensions (x (space), c (velocity), 
t (time)).  
𝑓𝑏
 (𝒙 + 𝒗𝒃𝛥𝑡, 𝑡 + 𝛥𝑡) − 𝑓𝑏





+ 𝐹𝑏                           (2.33) 
Space and velocity fields are discretized by choosing a lattice that is denoted by DaQb, 
where a is the number of dimensions, and b is the number of possible directions the particle can 
move. Time typically marches explicitly with a time step Δt. Macroscopic variables such as 
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velocity v and density ρ are recovered by summing the particle mass and momentum at each node. 
To treat multiphase problems, a special body force modeling [133] is required which recovers 
interface curvature and surface tension accurately even at high density ratios [134-136].  
 
𝐹𝑏
 (𝒙) = −𝐺𝑐𝑠
2 𝜓 (𝒙) ∑ 𝜔(|𝒗𝒃|
2) 𝑏 𝜓
 (𝒙 + 𝒗𝒃)𝑣𝑏                           (2.34) 
 
The advantage of LBM is that it can simulate mesoscale phenomena such as flow in 
boundary layers, and can be easily parallelized. A limitation of LBM is its inherent anisotropy due 
to the choice of the lattice. Also, this method suffers from numerical instability in multiphase flow 
systems with high-density ratios such as molten steel and argon gas. Furthermore, LBM has the 
same problem as the VOF and Level set methods regarding bubble interactions [84]. 
Wang et al. [18] studied the behavior of different shapes of inclusion clusters floating in 
stagnant liquid using LBM. The net force acting on each solid particle is calculated by summing 
the forces acting on interface nodes. They found a correlation for terminal velocity as a function 
of the density and number of particles in the cluster. Zhang et al. [137] showed that LBM can 
capture transient turbulent asymmetric single-phase flow behavior in a continuous casting mold. 
Inamuro et al. [138] simulated capillary wave and binary collision of liquid droplets,  and rising 






2.6.6 Dissipative Particle Dynamics (DPD)  
Dissipative Particle Dynamics (DPD) is another particle-based method used to simulate 
multiphase flow.  It is a coarse-grained version of Molecular Dynamics (MD) and is used to 
simulate mesoscale phenomena [139]. Each particle in DPD contains a large group of molecules, 
which contrasts with MD where each particle is a single atom or molecule. So, although DPD does 
not resolve molecular level phenomena, it can treat mesoscale phenomena. Like DEM, SPH, and 
MD, DPD is a Lagrangian method that solves the particle trajectory equation (Eq.(2.20)), together 
with a version of Newton’s equation that includes interaction forces among neighboring groups of 








𝑗≠𝑖                                            (2.35) 
 
where the force components include: 1) dissipative force 𝑭𝑫 : works to reduce relative velocities 
between particles and generates a viscous effect, 2) conservative force 𝑭𝑪 : from an inter-particle 
potential such as Lennard Jones in MD , 3) random force 𝑭𝑹 : provides extra degrees of freedom 
to account for particle internal behavior. Details of these forces are given elsewhere [140].  
The potential advantage of DPD is its ability to capture mesoscale / molecular-based 
phenomena in flows with any number of phases, large deformations, and it does not have the 
inherent anisotropic motion problems of LBM.  Its disadvantage is that DPD would require a large 
number of particles even to approach the phenomena captured by MD simulations, so would have 
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great computational cost.  Perhaps it could be applied to mechanistic modeling of thin films such 
as arising during bubble coalescence and breakup. 
 
2.7 Hybrid models  
Considering that every method presented has both advantages and disadvantages, it seems 
logical to improve existing models by combining them with other models. A few such hybrid 
models have been developed. For example, VOF has been combined with the Level Set method 
(CLSVOF).[ref] to better calculate curvature.  VOF has also been combined with Eulerian-
Eulerian models, with MUSIG models, or with DPM models to better handle bubbles that are 
smaller than the grid size. In these hybrid models, the VOF resolves mesh scale bubbles, while the 
other model treats sub-grid scale bubbles. Recently, another approach that combines EE with DPM 
has been introduced (EEDPM).  
 
2.7.1 Coupled Level Set and Volume of Fluid model (CLSVOF) 
Combining VOF with Level Set methods aims to exploit the better ability of VOF for mass 
conservation, with the better ability of Level set methods to track interface shape in order to 
calculate curvature more accurately. This is important to calculate interfacial tension for 
applications such as detailed behavior of individual bubbles. Recently Sussmann’s group 
combined these two methods to simulate free surfaces [141]. However, several other limitations 
of the VOF and the Level Set method, such as handling complex free-surface shapes involving 
large deformations, such as bubble coalescence and breakup mentioned previously, are still present. 
CLSVOF methods have not yet been applied to continuous casting. 
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2.7.2 NP2 phase model  
The NP2 phase model is a hybrid of the VOF and inhomogeneous MUSIG models.[142] 
As implied by the name of this model, this model solves N+2 continuity equations and N+1 sets 
of momentum equations: one set for the continuous phase (VOF liquid and gas) and N fields for 
the discrete phase (inhomogeneous MUSIG model bubble-size phases). The inhomogeneous 
MUSIG model part is to model the sub-grid scale bubbles (bubble diameter ≤ mesh size) while 
large gas regions and free surfaces (interface >> mesh size) are captured by the VOF equations. 
Mass and momentum exchange source terms are needed to exchange gas between the VOF and 
MUSIG phases, and when MUSIG bubbles become too large, they are converted to VOF gas. The 
N+2 phase model has advantages of both models in capturing the interface shape of large bubbles 
and free surfaces using an appropriate relatively-coarse grid for the VOF method, together with 
tracking the evolution of small sub-grid bubbles including coalescence and breakup. The main 
limitation of the NP2 model is its computational cost because of solving so many sets of continuity 
and momentum equations, and converging all of the mass and momentum exchanges. To relax this 
high computational cost, Tomiyama et al. [142] assumed that the discrete (bubble) phases are all 
inviscid. Tomiyama et al. [143] investigated effects of hydrophilic particles on slurry flows 
through water-air model experiment and simulated the associated effects by applying a 
concentration coefficient to a coalescence model of NP2. Calculated gas volume fraction fields 
showed a reasonable agreement to measurements.     
 
2.7.3 Multifluid VOF model  
The Multifluid VOF model is a hybrid of the EE model and the VOF model [144]. Actually, 
this model is very similar to the EE model except that the continuity equations of both phases 
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(Eq.(8)) has an additional divergence term of artificial compression velocity 𝛻 ∙ (𝒖𝑐𝑘𝛼𝑘(1 − 𝛼𝑘)). 
This artificial velocity for phase k, 𝒖𝑐𝑘 = 𝐶𝛼|𝒖𝒌|
𝛻𝛼𝑘
|𝛻𝛼𝑘|
 is only activated when the cell is located on 
the interface of phases, and compresses the interface in the normal direction to make the interface 
sharp. This model does not need any reconstruction as used in the VOF method and it generates a 
lesser accurate interface shape, but performs faster with mass conservation. The gist of this model 
is that the interface compression coefficient 𝐶𝛼 changes dynamically. With aid of another model 
such as the IAC model or the population balance theory, compression velocity can be activated 
locally (𝐶𝛼equals unity implies theVOF mode) when bubble size is resolvable by the mesh. In 
other words, the interface is tracked (VOF mode) only when the bubble is big enough so that it is 
resolvable by the current mesh, otherwise EE mode is activated (𝐶𝛼 = 0). Because of this idea, 
Multifluid VOF model does not lose its accuracy for the sub-grid bubbles. Limitation of this model 
is that it still needs a low Courant number for the interface tracking, and an artificial drag force is 
required to let both fluid velocities become equal at the interface.  
 
2.7.4 DPM + VOF model  
Pirker et al. [145] combined VOF with DPM for simulation of argon bubbles in the nozzle. 
Pirker made a volume transfer from DPM to VOF when the gas volume fraction calculated from 
DPM gas particles satisfies a certain threshold (bubble concentration >0.9*density of gas in a cell). 
Because of this, big bubbles are formed as VOF bubbles through accumulations of small DPM 
bubbles (Figure 2.11). A limitation of this model is that it does not consider mesh resolution of 
VOF model when the volume transfer happens. When only one cell is activated as a VOF bubble, 
VOF cannot reconstruct that volume as a VOF bubble since VOF requires several cells to 
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reconstruct a bubble shape. Thus, this model cannot avoid smearing of volume fraction. Another 
limitation is that this has only one-way coupling from DPM to VOF. The other way of transfer, 
from VOF to DPM, is not considered.  
 
Figure 2.11 Visualization of small discrete bubbles and continuous gas bubbles near port region 
using DPM+VOF model with their vorticity [145]  
 
2.7.5 EEDPM model 
 As already discussed, the EE model can be combined with DPM. Recently, Yang et al. [21, 
146] extended that approach by combining the EE model with the DPM by supplying locally time-
varying DPM bubble sizes to the EE model. The bubbles are tracked individually as point masses 
in DPM, and the change of bubble size distributions is estimated by additional coalescence and 
breakup modeling of the DPM bubbles. Another model is implemented to predict shearing-off 
process happening near the gas pockets. The local and time-varying DPM bubbles give the bubble 
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size information to the EE model so that a local interface area between gas and liquid phase can 
be estimated. Momentum interactions are calculated based on the interface area from the DPM 
bubble sizes. This model was applied to a lab-scale stopper-rod system using liquid Galinstan and 
argon gas [5]. The gas pocket behavior, flow pattern and bubble size distributions are compared to 
the measurements.  
 
2.8 Conclusions 
 This paper has reviewed several computational methods and models for multiphase flows 
and their applications to the continuous casting of steel.  More than 20 different models are 
discussed here and classified into six different groups. Each model has advantages and 
disadvantages, hence researchers must choose a model carefully based on the governing 
phenomena important to their objectives, and according to available computational resources. 
Multiphase flow modeling is becoming better at tackling complex real-world phenomena, owing 
to the increase in model sophistication combined with more powerful computational hardware, 
such as parallel solution techniques. However, more research is needed to introduce fundamental 
phenomena to enable models to accurately predict complex multiphase flow behavior in processes 
such as continuous casting of steel.  Several promising methods and models have not yet been 
applied to continuous casting problems. Meshless particle-based methods such as SPH or DPD 
have the potential to handle free surfaces with gas interactions such as open-stream pouring, or 
bubble coalescence and breakup, better than the continuum-based methods. Hybrid models are 
another promising approach to solve complex multiphase problems in continuous casting. The 
attraction of hybrid models is that they combine the advantages of two existing or new methods to 
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overcome their disadvantages. New developments with hybrid multiphase models, including those 
reviewed in this paper, are expected in the near future.   
 
2.9 Nomenclature  
2.9.1 Symbols 
𝑎𝑖𝑛𝑡 : interfacial area concentration 
𝐵𝑖,𝐵 : bubble birth rate in size group i due to breakup of larger bubbles 
𝐵𝑖,𝐶 : bubble birth rate in size group i due to coalescence of smaller bubbles 
𝐶𝛼 : interface compression coefficient 
𝐶𝐷 : drag coefficient 
𝑐s : speed of sound 
𝐷𝑖,𝐵 : bubble death rate in size group i due to breakup (becomes smaller bubbles) 
𝐷𝑖,𝐶 : bubble death rate in size group i due to coalescence (becomes larger bubbles) 
D : turbulence diffusion coefficient 
𝑑 : diameter of bubble 
𝑑𝑐 : damping constant 
𝒆12 : unit normal vector between particle 1 and 2 
𝑓 : particle distribution function 
F : force term for LBM 
𝑭 : momentum source (force per unit volume) 
G : strength of the interaction 
𝒈 : gravity 
ℎ : smooth length parameter 
𝐾𝑖𝑗 : momentum transfer coefficient from phase i to j 
𝑘𝑛 : normal stiffness 
m : mass 
𝑀 : total number of bubble size groups 
𝑁 : total number of discrete particles 
n : normal vector to interface 
n : total number of phases 
∆𝑛 : deformation of a particle in normal direction 
𝑝 : pressure 
𝒓   : Discrete particle position vector 
𝒓𝒊𝒋 : relative position (𝒓𝒊 − 𝒓𝒋 ) 
𝒓𝒃 : position vector for a neighbor particle 
𝑠𝑖 : size fraction of bubble size i = 
a number of bubble in size group 𝑖
total number of bubbles   
  
𝑆?̌? : continuity equation source term for size group i 
𝑆𝑅𝐶 : coalescence through random collision driven by turbulence eddies 
𝑆𝑊𝐸 : coalescence through collision due to acceleration by wake 
𝑆𝑇𝐼 : breakup due to turbulent eddies 
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𝑆𝑅𝑂 : shearing off around the base rim of the cap bubbles 
𝑆𝑆𝐼 : breakup of large cap bubbles due to surface instability 
𝑆𝑅𝑉 : collision due to the difference in the bubble rise velocity 
𝑆𝐿𝑆 : breakup due to the laminar shear in viscous fluid 
𝑆𝑣𝑔 : collision due to the velocity gradient 
𝑺𝑴𝒈 : momentum transfer to velocity group j due to coalescence and breakup of bubbles 
𝑆𝑐𝑡 : turbulent Schmidt number 
𝑡 : time 
𝒖 : fluid velocity field  
𝒖𝑐𝑘 : compression velocity for phase k 
V : volume 
𝒗 : discrete particle velocity 
𝒗𝒊𝒋 : relative velocity (𝒗𝒊 − 𝒗𝒋 ) 
𝑤 : kernel function 
𝒙 : position 
𝛼 : volume fraction 
𝛾 : damping constant 
𝜅 : curvature 
𝜇 : viscosity 
𝜇𝑓 : friction coefficient 
𝛱𝑖𝑗 : artificial viscosity between particle i and j 
𝜌 : density 
𝜎 : surface tension 
𝜙 : interface function 
𝜈 : kinematic viscosity 
𝜂 : SPH model constant (𝜂 = 0.1ℎ)  
𝜏 : relaxation time 
𝜓 : density dependent interaction potential 
𝜔 : weight function 
 
2.9.2 Subscripts 
b : bin number (for LMB) 
B : buoyancy 
D : drag 
dr,k : drift velocity of phase k 
eq : equilibrium 
𝑖 : particle ID  
𝑗 : pair particle of particle i 
k : arbitrary phase (liquid or gas) 
q : the other phase  
G : gravity 
g : gas 
gj : gas phase velocity group j 
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L : lift 
l : liquid 
m : mixture 
M : momentum transfer from different size groups by breakup or coalescence 
p : particle 
P : pressure gradient force 
rel : relevant 
t : turbulent 
TD : turbulence dispersion 
tan : tangential 
ter : terminal 
V : virtual mass 
WL : wall lubrication 
0 : reference 
 
2.9.3 Superscripts 
n : new 
o : old 
T : transpose 
 
2.9.4 Math 
𝛻 : gradient 
𝛻𝑖 : gradient in particle i ‘s velocity direction 
𝛻 ∙ : divergence 
|| : absolute value 
𝜕
𝜕𝑡
  : partial derivative with respect to time  
𝑑
𝑑𝑡
  : exact derivative with respect to time 
𝐷
𝐷𝑡
  : material derivative 
× : cross product 
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ESTIMATION OF PRESSURE DISTRIBUTION IN SLIDE-GATE SYSTEMS USING A 
1-D PRESSURE ENERGY MODEL AND EFFECT OF NOZZLE DIAMETER ON AIR 
ASPIRATION 
  
Air aspiration is an important cause of nozzle clogging and inclusions in the final product 
of continuous casting of steel. In this work, a simple 1D pressure energy model for argon-liquid 
steel two-phase flow system is developed to predict pressure and air aspiration from the tundish to 
the mold top surface via Submerged Entry Nozzle (SEN) ports. This model relates a flow rate, 
geometry and operating conditions using the Bernoulli equation with pressure losses in the slide-
gate system. The two-phase flow effects on the flow velocity, density and friction factor are 
considered properly. Predicted pressure distribution and flow rates are validated with a 3-D two-
phase turbulent numerical simulation and plant measurements. Parametric studies using the 1-D 
model suggest an optimized nozzle diameter to minimize the air aspiration. Our study shows that 
concentration of pressure loss must be avoided due to the generation of negative pressure. A small 
SEN diameter could avoid the negative pressure in the nozzle by redistributing the pressure loss 
from the slide-gate to the SEN friction loss. All the contents presented in this chapter is going to 
be published as a journal article [1].  
 
3.1 Introduction 
Air aspiration is a reason of nozzle clogging and inclusions in the final product in the 
continuous casting process. Oxygen penetrated into the nozzle by the air aspiration generates non-
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metallic solid oxides through re-oxidation of Al, Si or Mn, which are typical de-oxidizer in the 
steelmaking process. The air aspiration occurs due to a negative pressure inside of the nozzle, 
mainly just below flow control systems where huge pressure drop happens. The flow control 
systems such as slide-gate and stopper rod are designed to control the throughput by adjusting the 
slide-gate opening or stopper position. In a low casting speed, a huge pressure drop is generated 
just below the flow control systems through two mechanisms: pressure loss and flow acceleration. 
The pressure loss is created by a sudden contraction-expansion structure of the flow control 
systems. Since the liquid metal flow cannot adjust the sudden change of geometry due to its inertia, 
pressure energy is dissipated as a pressure loss. Also, the small opening area accelerates the flow, 
and it causes another pressure drop: the pressure energy of the flow is transformed into the kinetic 
energy. These two factors, which are dominantly affected by the opening area of flow control 
systems, drop the pressure inside of the nozzle. When this pressure drop is severe, and the pressure 
becomes negative (lower than the atmosphere pressure), the pressure difference between the 
outside (atmosphere) and inside of the nozzle drives air flow into the nozzle through gaps, joints 
or cracks on the flow control system. Since continuous casting systems undergo severe temperature 
change from room temperature to operating temperature which is similar to the melting point of 
liquid steel (~1500℃), gaps or cracks by thermal distortion on the nozzle is difficult to avoid. Once 
non-metallic oxides are generated by re-oxidation, fate of the oxides whether it causes nozzle 
clogging or inclusions in final products is determined by a position where the oxides are captured. 
Nozzle clogging happens when they are captured on the nozzle wall. Recirculation zones 
developed in the nozzle such as just below the flow control systems and top of port outlets [2, 3] 
by flow separation are the best places for oxides to be accumulated and captured. The clogging 
changes original SEN designs that are carefully designed to control flow patterns in the mold and 
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activates several different types of defect mechanisms [4, 5]. Also, the clogging shortens the 
replacement period, leads to an increase of production cost [6]. When the impurities are captured 
on the solidified shell after coming into the mold, they become inclusions in the final product. 
These inclusions lower the strength and toughness, and also cause surface defects such as sliver 
[7-9]. Whether the particle is attached to the nozzle wall or the solidified shell is determined by 
capture mechanisms. Yuan et al. [10] included a simple contact criteria for the capture mechanism 
(particles are captured when the particle diameter is smaller than a Primary Dendrite Arm Space, 
PDAS) with Discrete Phase Model particles. Also, Yuan developed an advanced capture criteria 
which are applicable to particles larger than PDAS, by considering a force balance [11]. Thomas 
et al. [12] and Jin et al. [13] applied these criteria to the mold flow. Zhang et al. [3] predicted 
clogging locations using the simple contact criteria in SEN, and investigated an effect of the one-
side clogged nozzle on flow pattern and particle capture.  
All the troubles discussed above happen due to the non-metallic oxides in the system, and 
a source of the oxides is the re-oxidation through air aspiration. Therefore, minimization of the air 
aspiration is beneficial to reduce the nozzle clogging and inclusion problems. There are several 
studies to avoid the air aspiration. POSCO [14] and NUCOR steel suggested a use of vacuum 
chamber to make the outside of the slide-gate vacuum. The chamber seals around the slide-gate 
and a pump connected to the chamber lowers the pressure outside of the nozzle. By lowering the 
outside pressure than the inside pressure of the nozzle, it can eliminate the air flow aspirated into 
the nozzle. This method is a direct way to eliminate aspiration, but it takes additional facility and 
careful maintenance to keep the chamber vacuum. And still it needs to know the exact inside 
pressure of the nozzle to avoid air aspiration perfectly. The second method is to inject argon gas 
to increase the pressure inside the nozzle. Injection of argon gas has another advantage that it fills 
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recirculation zones where the clogging forms easily and reduces accumulation of oxides. However, 
a high argon flow rate can be harmful since it changes flow pattern in the mold and causes 
instability of mold top surface, which activates several defect mechanisms such as slag layer 
entrainment. For this reason, Bai and Thomas [2] suggested the minimum argon gas flow rate to 
avoid aspiration in the nozzle. The third way is to change the geometry of the nozzle. As mentioned 
above, the aspiration happens due to the huge pressure drop in the nozzle, generally just below the 
flow control systems by the partly open slide-gate or the gap between a stopper and a nozzle wall. 
The two factors of the pressure drop, pressure loss and flow acceleration, are determined by the 
slide-gate opening or stopper position, flow rate, tundish level, argon gas injection and nozzle 
geometries such as nozzle diameters. Since they are interrelated each other, there were efforts to 
understand the mechanism of the flow rate of the slide-gate system and the pressure drop in the 
nozzle. Liu and Thomas [15] proposed a 1-D theoretical model about the flow rate of the slide-
gate system using the Bernoulli equation and showed a good match to the plant measurement. Bai 
and Thomas [2] suggested a model to estimate the minimum pressure in the nozzle through a 
polynomial function using 150 data points, which are obtained from computational simulations. 
They showed that a smaller nozzle bore diameter increases the minimum pressure in the nozzle 
and decreases the aspiration. In this article, a simple 1-D mathematical model for argon-liquid steel 
two-phase flow system to estimate a pressure distribution from the tundish to the mold top surface 
via Submerged Entry Nozzle (SEN) ports of a slide-gate system is developed. Also, through a 
parametric study with the 1-D mathematical model, an optimized design of nozzle diameter to 





3.2 Description of the 1-D pressure energy model 
3.2.1 Geometry of the slide-gate system 
Since the pressure distribution in the system is strongly geometry dependent, the geometry 
must be predefined before applying this model. In this study, a typical slide-gate system (Baosteel 
3CCM) is considered. The blueprint and specific nozzle dimensions are shown in Figure 3.1 and 
Table 3.1. 
Table 3.1 Nozzle dimensions  
Dimensions and Operating conditions Values 
UTN bore diameter, 𝐷𝑈𝑇𝑁  [mm] 80 
UTN length [mm] 255 
Upper plate thickness [mm] 50 
Upper plate bore diameter, 𝐷𝑢𝑝𝑝𝑒𝑟 [mm] 80 
Slide gate thickness [mm] 25 
Slide gate bore diameter, 𝐷𝑠𝑙𝑖𝑑𝑒 [mm] 80 
Slide-gate orientation [degrees] 90 
Lower plate & Lower nozzle bore diameter, 𝐷𝑙𝑜𝑤𝑒𝑟 [mm] 80 
Lower plate thickness + Lower nozzle length [mm] 160 
SEN whole length [mm] 714 
SEN upper part bore diameter, 𝐷𝑆𝐸𝑁,𝑈 [mm] 80 
SEN upper part length [mm] 40 
SEN tapered part length [mm] 40 
SEN lower part bore diameter, 𝐷𝑆𝐸𝑁,𝐿 [mm] 75 
SEN lower part length [mm] 634 
Port width × port height [mm×mm] 60 × 80 
Port angle (down) [degrees] 15 
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Table 3.1 (cont.) 
Port thickness [mm] 23.5 
Slab geometry: T (thickness) × W (width) [m] 0.3 x 1.9 
 
 
Figure 3.1 Geometry of slide-gate system 
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Relation between the 𝑓𝑃  and 𝑓𝐿 
𝑓𝑃 = (1 − 𝑀)𝑓𝐿 + 𝑀 ,   𝑀 =
𝐸𝑚𝑎𝑥−𝐷𝑙𝑜𝑤𝑒𝑟
𝐸𝑚𝑎𝑥
                                     (3.3) 
 
The geometry shown in Figure 3.1 is the slide-gate system considered in this work. It is composed 
of Upper Tundish Nozzle (UTN), slide-gate (upper plate, slide plate, lower plate and lower nozzle), 
and SEN. The diameter from the UTN to the lower nozzle is constant to 80mm, and it decreases 
to 75mm in the SEN through the tapered section at the joint of lower nozzle and SEN. The port 
has a flat bottom and rectangle port outlets (60mm×80mm) with the downward 15-degrees angle. 
The slide-gate opening is defined in various ways:  𝑓𝑃 and 𝑓𝐿 are length-based ratio, and  𝑓𝐴 is area-
based ratio. Figure 3.2 and Equation 3.1 show the definition of each slide-gate opening ratio and 
Equation 3.2 and 3.3 show how to translate them to others. Generally, a slide-gate opening in plant 
data is expressed as 𝑓𝑃 with the length 𝐸𝑚𝑎𝑥 and 𝐸 in Figure 3.2 based on its arbitrary reference 





3.2.2 Derivation of the 1-D pressure energy model for a pressure distribution in the slide-
gate system 
The energy conservation (pressure energy + potential energy + kinetic energy + pressure 
energy loss = constant) is applied on the selected 10 points which are on a streamline of the two-
phase flow in the slide-gate system to derive the 1D pressure energy model as shown in Equation 
3.4.  








2 + 𝛴𝑃𝐿                    (3.4) 
Here, all the flow properties such as pressure, density and velocity are cross-section area-averaged, 
i.e., one dimension. This calculation is a bottom-up approach: the pressure at the top surface of the 
mold (at Point 10, which is atmosphere pressure) is used for the reference pressure (the endpoint), 
and the pressure calculation goes against to the flow direction. On the streamline, two points are 
chosen to compose the energy conservation: right-hand side is always fixed to Point 10 (total 
energy at Point 10 and a sum of pressure energy losses 𝛴𝑃𝐿 happened on the path from an arbitrary 
point x to 10). The left-hand side is for a total energy of the arbitrary point need to be calculated. 
In this model, mold surface flow velocity (𝑉10
 ) is assumed to zero. Also, by choosing Point 10 as 
a height reference point (ℎ10 = 0), the total energy at Point 10 becomes  𝑃𝑎𝑡𝑚 , which is zero (gage 
pressure). By reorganizing Equation 3.4, the arbitrary point pressure  𝑃𝑥 is obtained by  




2 + 𝛴𝑃𝐿                                           (3.5) 
The height of arbitrary point ℎ𝑥 is easily obtained. The density of arbitrary point 𝜌𝑥 becomes liquid 
steel density if the point is in tundish, otherwise mixture density is used since argon gas is injected 
from the UTN. The velocity is calculated through the flow rate and the effective cross-section area 
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) with a 1-D fully developed turbulent flow assumption. Here, the flow 
rate must be calculated first to obtain the velocity: details of the flow rate and velocity calculation 
are discussed later in Section 3.2.4. There are some points (Point 4~7) that the fully developed 
assumption is not applicable due to the sudden expansion or change of flow direction by the 
geometry of slide-gate system. To adjust this effect, velocity drop constants (𝜒, 𝛾, 𝛽) are applied 
for calculations of representative velocities at the points. Also, the pressure energy losses 𝛴𝑃𝐿 
require modeling to estimate, which is totally geometry dependent. It is discussed in Section 3.2.3.  
Through the pressure-energy equation (Eq. 3.5), pressures of 10 points in the slide-gate 
system from the tundish top surface to the mold top surface (shown in Figure 3.3) are obtained 
below as general expressions. 
 
Point ⑩ (mold level): 𝑃10 = 𝑃𝑎𝑡𝑚 = 0                                                                                     (3.6) 




2                                               (3.7)                                                                                                








2 + 𝑃𝐿𝑝𝑜𝑟𝑡 + 𝑃𝐿𝑒𝑙𝑏𝑜𝑤   
(3.8)                                                         
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+ 𝑃𝐿𝑐𝑜𝑛𝑡        (3.10) 
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+ 𝑃𝐿𝑠𝑙𝑖𝑑𝑒                (3.12) 
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2 + 𝑃𝐿𝑡𝑢𝑛 + 𝑃𝐿𝑡𝑤𝑜                                     (3.14)                                                                 





















































































 2                                                                                                                         (3.22)                                        
 
where 𝑃𝑎 is the pressure at Point a [Pa], 𝑃𝑎𝑡𝑚 is the atmosphere pressure [Pa], ℎ𝑎 is the height from 
the mold level to Point a [m], ℎ𝑎_𝑏 is a height difference |ℎ𝑎 − ℎ𝑏 | [m], 𝜌𝑙 is the liquid steel density 
[kg/m3], 𝜌𝑚 is the mixture density [kg/m
3], g is the gravitational acceleration [m/s2], 𝑉𝑝𝑜𝑟𝑡 is the 
area-averaged liquid steel velocity in the port [m/s], 𝑉𝑆𝐸𝑁 is the velocity in the submerged entry 
nozzle [m/s],  𝑃𝐿𝑝𝑜𝑟𝑡 is the pressure energy loss by the change of cross-section area from the SEN 
to the port [Pa], 𝑃𝐿𝑒𝑙𝑏𝑜𝑤 is the pressure energy loss by the change of flow direction in the port [Pa], 
f is the wall friction factor, 𝐷𝑆𝐸𝑁,𝐿 is the SEN lower diameter [m], 𝑉𝑔𝑎𝑝 is the velocity in the slide-
gate opening [m/s], 𝛽,  𝛾,  𝜒  are the velocity drop constants, 𝑉𝑈𝑇𝑁  is the velocity in the upper 
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tundish nozzle [m/s], 𝑃𝐿𝑐𝑜𝑛𝑡 is the pressure energy loss by the change of the nozzle cross-section 
area [Pa].  
 
Figure 3.3 Example of pressure analysis through 1D model (Tundish level=1430mm, slide-gate 
opening 𝑓𝐿 = 0.3714, other casting conditions are same to Case12) 
 
𝑉𝑙𝑜𝑤𝑒𝑟 is the velocity in the lower nozzle [m/s], 𝐷𝑙𝑜𝑤𝑒𝑟 is the lower nozzle diameter [m], 𝐷𝑠𝑙𝑖𝑑𝑒 is 
the slide-gate diameter [m], 𝑃𝐿𝑠𝑙𝑖𝑑𝑒 is the pressure energy loss by the partly open slide-gate [Pa], 
𝐷𝑈𝑇𝑁 is the UTN diameter [m], 𝑃𝐿𝑡𝑢𝑛 is the pressure energy loss by the change of cross-section 
area from the tundish bottom to the UTN [Pa], 𝑃𝐿𝑡𝑤𝑜 is the pressure drop by argon gas effect [Pa], 
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𝑄 is the liquid steel throughput [m3/𝑠],  𝛼 is the argon gas volume fraction, 𝐴𝑈𝑇𝑁 is the cross-
section area of UTN [m2], 𝐴𝑆𝐸𝑁 is the cross-section area of SEN [m
2], 𝐴𝑔𝑎𝑝 is the area of the slide-
gate opening [m2], 𝐴𝑇𝑈𝑁 is the tundish bottom area [m
2], 𝑉𝑔𝑎𝑠 is the volume of argon gas in the 
nozzle [m3], 𝐴𝑝𝑜𝑟𝑡  is the port cross-section area [m
2] and 𝐾 is the minor loss constant for the 
change of flow direction. 
Physically, the pressure at the tundish top surface (Point 1 in Fig. 3.3 and Eq. (15)) must 
go back to the atmosphere pressure. It is one way to check whether the model works properly or 
not. Commonly, the minimum pressure happens at 𝑃5 due to the huge pressure drop by the partly 
open slide-gate (Point 5 in Fig. 3.3). Thus, the air aspiration is most likely to happen when the 𝑃5 
becomes negative and if there is a gap or crack nearby. 
 
3.2.3 Calculation of pressure losses 
Three kinds of pressure losses are considered in this model: friction loss, minor loss and 
buoyancy effect. The friction factor to calculate a single phase wall friction is obtained from the 
Moody diagram [16]. For convenience, a mathematical expression for turbulent flows in rough 
walls is used as follows [17]: 











                                         (3.23) 
where 𝑓𝑙  is the single-phase friction factor,  is the average absolute roughness, 𝐷  is the pipe 
diameter, 𝑅𝑒 is the Reynolds number. This formula is an explicit expression of Colebrook equation 
[18], and applicable for friction factors within 𝑓𝑙 < 0.02. The ε is measured from the real SEN 















= 0.0125 ) and the 
Reynolds number calculation ( 𝑅𝑒 ≅ 105 ), single phase friction factors for the nozzle wall 
𝑓𝑆𝐸𝑁,𝐿,𝑙 = 0.042  and 𝑓𝑈𝑇𝑁,𝑙 = 𝑓𝑢𝑝𝑝𝑒𝑟,𝑙 = 𝑓𝑠𝑙𝑖𝑑𝑒,𝑙 = 𝑓𝑙𝑜𝑤𝑒𝑟,𝑙 = 𝑓𝑆𝐸𝑁,𝑈,𝑙 = 0.041  are obtained. 
Friction factors for two-phase flows can be obtained by multiplying a power function of viscosity 
ratio to the single-phase friction factor as follows [19]:  





                                                     (3.24) 
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                                                         (3.26) 
where,  𝑓𝑚  is the two-phase friction factor, 𝜇𝑙  is the liquid steel viscosity, 𝜇𝑔  is the argon gas 
viscosity, 𝑚𝑓 is the gas mass fraction, 𝜌𝑔 is the argon gas density, 𝜌𝑙 is the liquid steel density, 𝑄𝑔 
is the argon gas flow rate, and 𝑄𝑙 is the liquid steel flow rate. The viscosity ratio becomes almost 
1 in low gas volume fraction conditions such as cases in this study since it causes very small gas 
mass fraction. Thus, the two-phase friction factor becomes approximately equal to the single-phase 
friction factor (𝑓𝑙 = 𝑓𝑚) in the low gas volume fraction conditions (𝛼𝑔 < 10%). For the minor 
losses, pressure losses caused by the change of cross-section area [20, 21] (Eq.(3.17), (3.19-21)) 
or flow direction [22, 23] (Eq. (3.22)) are estimated through the empirical correlations. There is an 
additional pressure required to make argon gas flow against the buoyancy direction when the argon 
gas is injected on the UTN wall. This additional pressure is modeled as a pressure loss between 
Point 2 and 3. This pressure is calculated by dividing the buoyancy force generated from the gas 
volume in the nozzle by the UTN cross-section area (Eq. (3.18)).  
78 
 
3.2.4 Calculation of velocities  
The flow rate 𝑄 and the gas volume fraction 𝛼 of the system are necessary to calculate the 
average velocity of an arbitrary point, as shown in Equation 3.16. Through the Bernoulli equation 
approach with Point 1 and 9 as the starting and end point, an equation for the flow rate 𝑄 is derived 
as follows [15]. 
 























































     
(3.27) 
Here, ℎ𝑇𝑈𝑁 is a tundish height, ℎ2 is a height from mold top to tundish bottom, C is a clogging 
constant. Other nomenclature is mentioned in Section 3.2.2. In reality, a desired flow rate is 
determined as an operating condition. Thus, the flow rate equation (Eq. 3.27) is used to obtain a 
required slide-gate opening 𝑓𝐴 for the desired flow rate. 
For the accurate calculation of gas volume fraction, a volumetric expansion of argon gas 
by the pressure and temperature change from the standard temperature and pressure (STP) to the 
UTN inlet condition must be considered. The argon gas expansion ratio is calculated using the 









                                                    (3.28) 
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where 𝑉𝑔𝑎𝑠,𝑆𝑇𝑃 is the gas volume in STP condition, 𝑇𝑈𝑇𝑁 is the gas temperature when it enters to 
UTN, 𝑇∞ is the room temperature, 𝑃𝑈𝑇𝑁 is the gas pressure when it enters to UTN, and 𝑃𝑎𝑡𝑚 is the 
atmosphere pressure. With the expansion ratio, the argon gas flow rate given in Standard Liter Per 
Minute (SLPM) can be translated to the hot gas flow rate 𝑄𝑔𝑎𝑠,ℎ coming into the UTN as follows.  
𝑄𝑔𝑎𝑠,ℎ [𝑚
3/𝑠 ] = 𝑄𝑔𝑎𝑠,𝑆𝐿𝑃𝑀[𝑆𝐿𝑃𝑀] ×
𝑉𝑔𝑎𝑠
𝑉𝑔𝑎𝑠,𝑆𝑇𝑃
× 0.001/60                    (3.29) 




                                                            (3.30) 
The volume fraction 𝛼 is used to estimate the effective cross-section area for the liquid steel. As 
the argon gas volume fraction 𝛼 increases, the liquid steel velocity becomes faster since the argon 
gas takes more space in the pipe. Thus, the area-averaged liquid steel velocity is calculated by 
dividing the liquid steel flow rate by the effective cross-section area 𝐴𝑒𝑓𝑓 which is obtained by 







                                                      (3.31) 
Here,  𝑉𝑥 𝑎nd 𝐴𝑥  are the velocity and cross-section area of Point x. 
To calculate the kinetic energy of the flow at each point, a proper representative velocity 
should be chosen. The flow velocity is calculated by the average velocity equation (Eq. (3.31)) 
except some points where flow separation happens by the sudden expansion (Point 5 and 6) or 
change of flow direction (Point 9). The area-averaged velocity is not a good representative velocity 
for these points since the flow is not a fully developed flow anymore by the recirculation zones. 
In this work, the local structure of recirculation zone is considered to get the proper representative 
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velocities in the flow separation regions through the velocity drop constants 𝛽,  𝛾 and 𝜒. At the 
points below the slide-gate and port, the velocity field is divided into two regions: jet zone and 
recirculation zone. Since the flow cannot adjust the sudden expansion or direction change when it 
is turbulent, only a part of the area is filled by the flow which contributes the flow rate (throughput), 
and the remaining region is filled by a recirculating flow. The former is the jet region, the latter is 
the recirculation region. This jet region penetrates the recirculation region as it goes to the 
downstream due to the momentum diffusion. In the 1D pressure-energy model, the representative 
velocity is calculated by estimating this momentum diffusion through a geometric analysis of the 
recirculation zones.  
To get the structure of recirculation zone below the slide-gate, a correlation from 
experimental data of the backward-facing step flow (separated flow in an expanded pipe) [24-26] 
is used based on their geometric similarity. According to the previous works, the recirculation zone 
length 𝑥1 in Figure 3.4 is independent of the Reynolds number, but a function of geometry when 
the flow is turbulent. Also, a 2D flow approximation is available when the Reynolds number > 




 in Fig. 3.4), the geometric ratio of the recirculation zone (the recirculation zone length 𝑥1 
and the expansion step size s, 
𝑥1
𝑠
) is investigated by experiments. Since the UTN diameter, slide-
gate diameter and UTN lower diameter are equal in the given geometry, the expansion rate can be 






 . Through the least square method with the experiment data of Armaly, 












+ 2.671223                                             (3.32) 
Now, the momentum diffusion depth 𝑑m  is estimated by assuming that the center of the 
recirculation is located in the middle of the thickness direction: based on the center, the cross-
section velocity on the jet side has the downward velocity, but the other side (on the wall side) has 
the upward velocity (red arrows in the recirculation zone, Fig. 3.4). The downward velocity is 
caused directly by the momentum diffusion from the jet, but the upward velocity is caused by the 
continuity effect (or say, mass conservation). By assuming the recirculation center is located on 
the middle of the recirculation zone thickness 𝑡𝑠, the momentum diffusion depth 𝑑m is estimated 
by taking the half of the recirculation zone thickness (𝑑m =
𝑡𝑠
2
).   
 









For calculating 𝛾  at Point 5 (just below the slide-gate, red dot line in Fig. 3.4), the 
recirculation region thickness 𝑡𝑠 becomes the expansion step size s, which is 𝐷𝑙𝑜𝑤𝑒𝑟 − 𝐿. Then, 
the momentum diffusion depth 𝑑m becomes the half of the thickness 𝑡𝑠, i.e. 𝑑𝑚 = 0.5𝑠. The 𝛾 is 
calculated by the equation 𝛾 =
𝐿
𝐷𝑙𝑜𝑤𝑒𝑟−0.5𝑡𝑠
 which is from a simple 1-D flow rate conservation 
(𝑉𝑔𝑎𝑝𝐿 = 𝑉5(𝐷𝑙𝑜𝑤𝑒𝑟 − 0.5𝑡𝑠)). Therefore, the velocity at Point 5 becomes 𝑉5 = 𝛾𝑉𝑔𝑎𝑝. Similarly, 
the 𝜒 at Point 6 (at the SEN upper part, red dot line in Fig. 3.5) is calculated by obtaining the 
recirculation region thickness 𝑡𝑠 from the linearization of the recirculation zone shape, i.e. (𝑡𝑠 ≅
(𝑥1−0.2)𝑠
𝑥1
). Then the 𝜒 is calculated by the same formula, 𝜒 =
𝐿
𝐷𝑈𝑇𝑁−0.5𝑡𝑠
 , and the velocity at Point 
6 becomes 𝑉6 = 𝜒𝑉𝑔𝑎𝑝.  
 
Figure 3.5 Schematic for calculation of 𝜒 
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The velocity constant 𝛽 is used to consider the momentum diffusion of the recirculation 
zone at the port outlet (Fig. 3.6). Since the port length is short (port length < port diameter), the 
momentum diffusion is almost negligible. Thus, 𝛽  is assumed to 1 in this study, meaning no 
momentum diffusion into the recirculation zone, and the representative velocity at the port outlet 
is calculated using the half of SEN cross-section area (Fig. 3.6) as the flow area as shown in 
Equation 3.16 for the 𝑉𝑝𝑜𝑟𝑡
  . 
 
Figure 3.6 Schematic for calculation of 𝛽 
 
3.3 Description of the 3-D numerical model for the pressure distribution in the nozzle 
A 3D steady state turbulent two-phase flow model is used to simulate the pressure 
distribution in the nozzle for a validation of the 1D pressure-energy model. For the turbulence 
modeling, a standard 𝑘 − 𝜖 model [27] is used with a modified wall function for the rough wall on 
the nozzle (average absolute roughness = 1mm). Due to the thin viscous sublayer in turbulent 
flows, a small roughness could break up the viscous sublayer and reach the overlap layer directly, 
which increases the wall friction greatly [28]. Previous study [29] turned out that the viscous 
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sublayer becomes negligible due to the interference of rough surface, and the outer layer shows 
the log-law relation as shown in the standard law of the wall, but it has a different intercept at the 








) + 𝐵 − Δ𝐵( +)                                           (3.33) 
where 𝑢 




), 𝜅 is the Karman’s constant (= 0.41), 𝐵 =
5.5 [30],  𝜐∗ is the friction velocity, 𝜈 is the kinematic viscosity,  and the + is the non-dimensional 
average roughness height ( + =
𝜐∗
𝜈





𝑙𝑛(1 + 0.3 +)                                               (3.34) 
This modified wall function is used for the flow near the wall. For the two-phase flow, the 
Eulerian-Eulerian model is used to model the liquid steel and argon gas flow. This model treats 
each phase separately using a continuity (Eq. (3.35-36)) and a set of momentum equations (Eq. 
(3.37-39)) for each phase:  
𝜕(𝛼𝑙𝜌𝑙)
𝜕𝑡
+ 𝛻 ∙ (𝛼𝑙𝜌𝑙𝒖𝑙) = 0                                                (3.35) 
𝜕(𝛼𝑔𝜌𝑔)
𝜕𝑡
+ 𝛻 ∙ (𝛼𝑔𝜌𝑔𝒖𝑔) = 0                                               (3.36) 
𝜕(𝛼𝑙𝜌𝑙𝒖𝑙)
𝜕𝑡
+ 𝛻 ∙ (𝛼𝑙𝜌𝑙𝒖𝑙𝒖𝑙) = −𝛼𝑙𝛻𝑝 + 𝛻 ∙ (𝜇𝑙𝛼𝑙(𝛻𝒖𝑙 + 𝛻𝒖𝑙
𝑇))  + 𝛼𝑙𝜌𝑙𝒈 + 𝑭𝑑𝑟𝑎𝑔,𝑙    (3.37) 
𝜕(𝛼𝑔𝜌𝑔𝒖𝑔)
𝜕𝑡
+ 𝛻 ∙ (𝛼𝑔𝜌𝑔𝒖𝑔𝒖𝑔) = −𝛼𝑔𝛻𝑝 + 𝛻 ∙ (𝜇𝑔𝛼𝑔(𝛻𝒖𝑔 + 𝛻𝒖𝑔









𝛼𝑔𝜌𝑙|𝒖𝑔 − 𝒖𝑙|(𝒖𝑔 − 𝒖𝑙)                           (3.39) 
where 𝛼 is the volume fraction, subscript l is the liquid phase, subscript g is the gas phase, 𝑡 is the 
time, 𝜌 is the density, 𝒖 is the fluid velocity field, 𝑝 is the pressure, 𝜇 is the viscosity, 𝒈 is the 
gravity, 𝐾𝑝𝑞 is the momentum exchange coefficient by drag. The choice of drag coefficient 𝐶𝐷 
depends on the bubble characteristics and regime of the flow. Here, a bubbly flow is assumed with 
the bubble diameter d=3mm. The gravity is modeled as the body force in the momentum equations, 
so the buoyancy is acting on the argon gas.  
The same geometry used in the plant (Fig. 3.1) is considered for the 3-D numerical 
simulation. The liquid steel mass flow rate is given at the inlet of the UTN based on the casting 
speed as the constant mass flow rate boundary condition. Argon gas is injected with the given 
argon gas flow rate from two places: UTN side wall and upper plate of the slide-gate. For the wall 
boundary, no-slip boundary condition with the modified wall function (Eq. (3.33-34)) is used to 
simulate the accurate friction loss on the ceramic nozzle wall. For the outlet boundary at the port, 
constant pressure boundary condition is used with the hydrostatic pressure based on the 
submergence depth. 
 
3.4 Validation of the 1-D pressure energy model through comparison with plant data and 
the 3-D numerical simulation 
3.4.1 Validation of the flow rate model  
Several plant data regarding different casting conditions are compared in Table 3.2 for the 
validation of the flow rate model (Eq. (3.27)).  
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1 GL4G71R1 0.3×1.7 0.74 6.5 1.02 49 42.2 
2 GL4G71R1 0.3×2.1 0.70 10.2 1.02 66 47.7 
3 GL4G71R1 0.3×1.7 0.80 7 1.02 45 44.4 
4 GL4G71R1 0.3×2.1 0.70 8.6 1.02 61 47.1 
5 GL4G71R1 0.3×1.7 0.80 7 0.98 39 44.7 
6 GL4G71R1 0.3×2.1 0.70 8.4 0.93 63 47.8 
7 JV7Q13P6 0.3×2.1 0.70 4.2 1.02 37 45.4 
8 JV7Q13P6 0.3×2.1 0.66 8.2 1.02 45 45.3 
9 JV7Q13P6 0.3×2.1 0.66 4 1.10 46 43.1 
10 JV7Q13P6 0.3×2.1 0.66 4.3 1.08 43 43.4 
11 JU5P5CP6 0.3×1.9 0.60 6 1.03 40 39.6 
12 JU5P5CP6 0.3×1.9 0.60 6 1.03 40 39.6 
 
The color of the cells on the slide-gate opening of plant data shows severity of clogging in 
the SEN (green: non-clogged, orange: clogged, red: severely clogged). The slide-gate openings 
obtained from the flow rate model reasonably match the plant data: The error of the slide-gate 
opening is ~1% for the non-clogged SEN, ~5% for the clogged SEN, ~15% for the severely 
clogged SEN. The reason of the error for the clogged conditions is because the flow rate model is 
assuming non-clogging (i.e., C=0 in Eq. (3.27)) due to the difficulty of quantification of the 
clogging conditions to the scalar value C. The flow rate model can match the clogged conditions 
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by choosing a proper C value. Case 12 (non-clogged condition) is chosen for the validation of the 
1-D pressure model with the 3-D numerical simulation. Details of the operating conditions and 
material properties of Case 12 are shown in Table 3.3. 
 
Table 3.3 Operating conditions and material properties of Case 12 
Operating condition Values 
Slide-gate orientation [deg.] 90 (orthogonal to mold width direction) 
Slide-gate opening 𝑓𝐿 0.4 
Tundish depth ℎ𝑇𝑈𝑁 [mm] 1030 
Casting speed 𝑉𝑐 [m/min] 0.60 
Argon gas flow rate 𝑄𝑔𝑎𝑠,𝑆𝐿𝑃𝑀 [SLPM] 
3.8 (from UTN wall) 
2.2 (from upper plate) 
Submergence depth ℎ𝑠𝑢𝑏 [m] 0.21 
Absolute average roughness of nozzle wall  
[mm] 
1 (non-clogged condition) 
Hot argon gas temperature 𝑇𝑈𝑇𝑁 [K] 1823 
Hot argon gas pressure 𝑃𝑈𝑇𝑁 [kPa] 70.7 (=𝜌𝑠𝑔ℎ𝑇𝑈𝑁) 
Material property Values 
Liquid steel density 𝜌𝑠  [𝑘𝑔/𝑠] 7000  
Liquid steel viscosity 𝜇𝑠  [Pas] 0.006  
Argon gas density 𝜌𝑔   [𝑘𝑔/𝑠] 1.6228  
Argon gas viscosity 𝜇𝑔  [Pas] 2.125× 10−5 




Figure 3.7 shows the relations between the slide-gate opening fraction 𝑓𝐿  and the flow rate 𝑄 
obtained by the flow rate equation (Eq. (3.27)). It shows a S shape curve: non-linear behavior near 
the ends and linear on the middle. As shown in Figure 3.7, the flow rate at the slide-gate opening 
fraction 𝑓𝐿 = 0.3961 is 0.0057 𝑚
3/𝑠 , which approximately matches the slide-gate opening of the 
plant data in Table 3.3. 
 
Fig 3.7 Relation between slide-gate opening 𝑓𝐿 and flow rate Q 
 
3.4.2. Result of the 1-D pressure energy model 
Figure 3.8 shows a pressure distribution of the selected 10 points calculated by the 1-D 
pressure energy model in the slide-gate system. All the calculated points are connected by straight 
lines. At Point 1 and 10, both pressures must be zero gauge pressure since they are exposed to the 
atmosphere. As expected, pressure starts from zero at Point 10, and it goes back to zero at Point 1. 
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One thing to be mentioned is that the zero pressure value at Point 1 is calculated. This shows that 
the 1D pressure energy model is working properly. From Point 1 (P=0 (gauge pressure)), the 
pressure increases as it goes down to the tundish bottom (Point 2) due to the hydrostatic pressure. 
At the UTN inlet (Point 2 ~ 3), there is a pressure drop due to two reasons: the sudden change of 
cross-section area from the half of the tundish bottom area to the UTN cross-section area, and the 
buoyancy force from the argon gas. In the upper region of UTN (Point 3~4), the pressure drop by 
wall friction and the pressure increase by hydrostatic pressure happen together as it goes down, 
and the slope of the line is determined by the consequence of these two effects. This mechanism 
is applied to all regions in the nozzle. In the slide-gate (Point 4~5), a huge pressure drop happens 
due to the slide-gate structure. The pressure becomes negative just below the slide-gate, and this 
makes the air aspiration if there is a gap or cracks on the nozzle wall or slide-gate near Point 5. 
Since the flow separation happens in the lower nozzle and upper part SEN by the sudden expansion 
from the slide-gate opening, the velocity drop constants γ  and χ  are used to calculate the 
representative velocities for accurate kinetic energy estimations at Point 5 and 6. The pressure 
increases considerably in the contracted joint region (Point 6~7) due to the hydrostatic pressure 
and the flow velocity drop from 𝜒𝑉𝑔𝑎𝑝 to 𝑉𝑆𝐸𝑁. Even though there is a pressure energy loss by the 
contraction structure, the magnitude is small compared to the above two effects. In the lower part 
SEN region (Point 7~8), the conflict between the pressure increase by hydrostatic pressure and the 
pressure drop by the friction loss happens again. The difference to the UTN region is that the 
friction loss is greater because the flow velocity in SEN (𝑉𝑆𝐸𝑁) is higher by the smaller cross-
section area. In the port (Point 8~9), a small pressure drop happens due to the port structure: 
expansion of the cross-section area from SEN to port outlet and the change of flow direction. At 
the outlet of the port, the pressure becomes the hydrostatic pressure caused by the submergence 
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depth. Finally, when the streamline reaches at the top surface, the pressure goes back to the 
atmosphere pressure.  
 
 




3.4.3 Comparison to the 3-D numerical simulation result    
Figure 3.9 shows the pressure and velocity distribution from the 3-D numerical simulation 
in the UTN, slide-gate, and SEN. As expected, a huge pressure drop happens at the slide-gate: the 
pressure changes from the maximum to the minimum near the inlet and outlet of the slide plate. 
Also, a large recirculation zone is developed below the closed side of the slide-gate, and the 
thickness of the recirculation zone decreases as it goes down by the momentum diffusion. One 
way to validate the 3-D numerical simulation result is by comparing the tundish level to the plant 
data. Since the throughput (liquid steel flow rate 𝑄), slide-gate opening, and argon gas flow rate 
are given by the geometry and boundary conditions before the numerical calculation, the tundish 
level can be counted as an output. The tundish level is recovered from the obtained numerical 








                                         (3.40) 
This relation can be easily derived from the energy conservation (Eq. 3.4) with Point 1 and Point 
3 as the starting and end point. Since the 3-D numerical model does not calculate 𝑃𝐿𝑡𝑢𝑛 and 𝑃𝐿𝑡𝑤𝑜, 
the values of the 1-D pressure energy model are used. Based on the obtained values, 𝑃𝑖𝑛𝑙𝑒𝑡 =
50.6kPa, 𝑉𝑈𝑇𝑁
 = 1.21m/s , 𝑃𝐿𝑡𝑢𝑛 = 5.393𝑘𝑃𝑎  and 𝑃𝐿𝑡𝑤𝑜 = 6.293𝑘𝑃𝑎 , the calculated tundish 
height is 978 mm as shown in Table 3.4, which has 5.0% error to the plant data of 1030 mm. As 
discussed in Figure 3.7, the flow rate is an output in the flow rate equation (Eq. (3.27)), which is a 
part of 1D pressure energy model, but the tundish level is the output in the 3-D numerical 





Table 3.4 Comparison of the slide-gate opening, tundish level and flow rate 
 Slide-gate opening  
𝑓𝐿 
Tundish level  ℎ𝑇𝑈𝑁 Flow rate  𝑄 
Plant data 0.4 1030 mm 0.0057 𝑚3/𝑠 
3D model 0.4000 978 mm 0.0057 𝑚3/𝑠 
1D model  0.3961 1030 mm 0.0057 𝑚3/𝑠 
 
Figure 3.10 shows the comparison of the pressure distributions between the 3-D numerical 
simulation and the 1-D pressure energy model results. The ten pressure points in the 1-D model 
agree with the pressure distribution of 3-D numerical simulation approximately.    
 




Figure 3.10 Comparison of pressure distribution between the 1-D model and 3-D model 
 
3.5 Parametric study of the nozzle diameter 
3.5.1 Parametric study 1: effect of SEN lower part diameter 𝑫𝑺𝑬𝑵,𝑳 
Based on the validated 1D pressure-energy model, two parametric studies are implemented. 
In the first parametric study, four different SEN lower part diameters 𝐷𝑆𝐸𝑁,𝐿 are tested (𝐷𝑆𝐸𝑁,𝐿 = 
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49, 58, 66 and 75mm) to understand the effect of SEN diameter on the air aspiration using the 1D 
pressure energy model. Other parts of the geometry are fixed to the original case (Case 12) and the 
same throughput and gas flow rate (Case 12) are used for comparing the results with the original 
case (𝐷𝑆𝐸𝑁,𝐿 = 75mm). Since these are hypothetical conditions, slide-gate openings 𝑓𝐿 need to be 
estimated first through the flow rate equation (Eq. 3.27) to get the same throughput with the 
different diameter conditions. Figure 3.11 shows the flow rate change with respect to the slide gate 
opening 𝑓𝐿of each run. Table 3.5 summarizes the slide-gate openings and friction factors for each 
run. Basically, increase of the SEN lower part diameter 𝐷𝑆𝐸𝑁,𝐿 decreases the slide-gate opening 𝑓𝐿. 
It is because increase of the diameter decreases the area-averaged velocity, and consequently 
decreases pressure losses happening in the SEN lower part, which are proportional to the velocity 
square. Thus, more pressure energy must be lost at the slide-gate through the smaller slide-gate 
opening to obtain the same throughput.  
 














75 0.042 0.0057 0.3961 
Run 1 66 0.044 0.0057 0.4042 
Run 2 58 0.046 0.0057 0.4232 





Fig 3.11. Effect of SEN diameter on relation between slide-gate opening 𝑓𝐿 and flow rate Q 
 
Figure 3.12 shows the axial pressure distributions of each run obtained by the 1-D pressure 
energy model. It is clear that a larger SEN lower part diameter 𝐷𝑆𝐸𝑁,𝐿 is harmful by causing more 
pressure drop just below the slide-gate due to the smaller slide-gate opening 𝑓𝐿. Only the smallest 





Fig 3.12. Axial pressure distributions for different SEN lower part diameters 𝐷𝑆𝐸𝑁,𝐿 
 
3.5.2 Parametric study 2: effect of the overall nozzle diameter (𝑫𝑼𝑻𝑵 = 𝑫𝒖𝒑𝒑𝒆𝒓 = 𝑫𝒔𝒍𝒊𝒅𝒆 =
𝑫𝒍𝒐𝒘𝒆𝒓 = 𝑫𝑺𝑬𝑵,𝑼 = 𝑫𝑺𝑬𝑵,𝑳) 
In the second parametric study, all diameters are fixed to a same value and changed together 
(i.e., a straight vertical pipe). Four different diameters (48.9, 58, 75, 100mm) are tested as a 
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parametric study. As the first parametric study, the same throughput and gas flow rate (Case 12) 
are used for comparing the results with the original case. Again, the slide-gate openings 𝑓𝐿 are 
estimated through the flow rate equation (Eq. (3.27)). Fig 3.13 shows the change of flow rate with 
respect to the slide gate opening 𝑓𝐿of each run. Table 3.6 summarizes the slide-gate openings and 
friction factors for each run. As discussed in the first parametric study, increase of SEN lower part 
diameter 𝐷𝑆𝐸𝑁,𝐿 decreases the slide-gate opening 𝑓𝐿. 
 





All 𝑓𝑚  
(friction factor) 





Run 4 48.9 0.049 0.0057 1.000 
Run 5 58 0.046 0.0057 0.606 
Run 6 75 0.042 0.0057 0.428 





Fig 3.13. Effect of nozzle diameter on relation between slide-gate opening 𝑓𝐿 and flow rate Q 
 
Figure 3.14 shows the axial pressure distribution for each run obtained by the 1D pressure 
energy model. A difference to the first parametric study is that the pressure drop happening at the 
inlet of UTN takes a significant portion in the cases of small diameters. This is because the pressure 
loss caused by the change of cross-section area (𝑃𝐿𝑇𝑈𝑁, Eq. (3.17)) increases at the UTN inlet while 
the pressure loss caused by slide-gate (𝑃𝐿𝑠𝑙𝑖𝑑𝑒 , Eq. (3.19)) decreases as the diameter decreases. A 
smaller diameter increases the slide-gate opening as shown in Table 3.5, and it decreases the 
pressure loss by the slide-gate. However, it causes a higher sudden contraction at the UTN inlet, 
and consequently a higher pressure loss happens at there. One thing to notice is that Run 4 (𝐷 =
48.9𝑚𝑚) is a fully-opened slide-gate condition. Even though the slide-gate is fully-opened, still a 
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negative pressure is happening near the slide-gate. The second parametric study shows that a 
straight pipe design cannot avoid aspiration by changing the nozzle diameter only in the current 
casing conditions.     
 






An analytical 1-D pressure energy model is developed to estimate a pressure distribution 
from the tundish top to the mold top surface via the port outlet. From the Bernoulli equation 
approach, equations for calculating pressures at the selected 10 points are derived. In the viewpoint 
of energy conservation, continuous casting systems are operated by gravity (gravity-driven flow 
system). Thus, potential energy (height difference from tundish top to mold top surface) is the 
input energy of the system. Some portion of the energy is converted to kinetic energy, and the 
remaining portion is consumed by pressure losses. Once a required throughput is decided, the 








. Since the height difference (input potential 
energy) is not a factor can be changed easily, the issue is how to handle or redistribute the pressure 
losses to consume the remaining potential energy with avoiding the negative gage pressure in the 
nozzle. In the conventional slide-gate system operations, most of the potential energy is consumed 
at the slide-gate through the narrow slide-gate opening when a small throughput is required. Our 
study shows that this is not a good method to consume the potential energy since it can cause a 
negative pressure by concentrating the pressure loss at the slide-gate as shown in the original case 
(Fig. 3.8). Of course, slide-gate systems are designed to do this process: control the flow rate 
through the pressure loss. However, severe concentration of pressure loss causes negative pressure 
which could lead air aspiration. The cases of small diameters in Parametric study 2 show another 
bad scenario: pressure loss is concentrated at the UTN inlet as the pressure loss at the slide-gate 
decreases. Even in the case 𝐷 = 48.9 𝑚𝑚 that the slide- gate is fully open, a huge pressure drop 




There are three methods to avoid the negative pressure and aspiration problem: the easiest 
method is to increase the throughput. If more energy is taken by the kinetic energy, less energy is 
required to be dissipated by the pressure losses. The slide-gate opening will be larger for the higher 
throughput, and it decreases the pressure loss at the slide-gate. Also, the increase of throughput 
makes the average velocity higher, and it increases the friction loss. The friction loss is beneficial 
in this situation since it distributes the pressure loss in the whole region of the nozzle. The second 
method is to control the potential energy by the height difference adjustment. Changing the tundish 
height or submergence depth are available ways to control the height difference. The last method 
is to redistribute the pressure losses evenly as much as possible. Parametric study 1 shows a 
potential for this idea. The case 𝐷𝑆𝐸𝑁,𝐿 = 49𝑚𝑚 shows three pressure drops at the UTN inlet, 
slide-gate and tapered joint between the SEN upper part and the lower part. By redistributing the 
required pressure losses into the three places, it is able to avoid negative pressure near the slide-
gate. The 1-D pressure-energy model can be applied for all above three methods and give 
estimation of pressure distributions. Also, this model has a good potential to be used for the real-
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FORMULATION OF EULERIAN-EULERIAN DISCRETE-PHASE MODEL 
 
 In the continuous casting process, argon gas injection can help to avoid nozzle clogging 
and to remove impurities, but it causes complexity associated with turbulent multiphase flow. In 
particular, the actual bubble size distribution in the mold remains unclear, even though it has a 
great influence on the flow pattern and the generation of defects. In this chapter, a new 
computational model has been developed in order to simulate the complex gas redistribution 
process associated with turbulent flow and gas behavior in continuous casting. This hybrid model 
combines two existing multiphase flow models together simultaneously, an Eulerian-Eulerian 
model (EE) coupled with a Discrete-Phase Model (DPM), called EEDPM. Large gas pockets are 
simulated directly by the Eulerian-Eulerian model, and smaller bubbles are tracked by the Discrete 
Phase Model. Another model is implemented to predict the shearing-off process to calculate the 
number, sizes and frequency of bubbles that detach from the large gas pockets, and the calculated 
bubbles are then injected as Discrete Phase Model bubbles. The local, time-varying bubble sizes 
from the DPM are input to the EE model for local momentum interactions such as drag and lift 
forces. All the contents presented in this chapter have been published [1-3].  
 
4.1 Multiphase flow and bubble size distribution in continuous casters using a hybrid 
EEDPM model  
A new hybrid model is developed to estimate transient flow pattern and bubble size 
distribution in continuous casting. Previous experiments of Galinstan-argon multiphase flow in a 
lab-scale stopper rod system [4] have shown that the bubble size distribution in the mold is a 
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consequence of the gas redistribution process composed of the four steps: 1) generation of 
recirculation zones in the flow near the stopper rod, 2) formation of gas pockets by accumulation 
of bubbles in the recirculation zones, 3) bubble detachment from the gas pockets by shearing off 
process, and 4) bubble interactions (coalescence and breakup) as the flow continues down the 
nozzle. To capture each of these steps, a hybrid model combining Eulerian-Eulerian model and 
Discrete Phase Model called EEDPM is developed. The larger gas pockets are simulated by the 
Eulerian-Eulerian model, and smaller bubbles are tracked better by the Discrete Phase Model. In 
addition, another model is implemented to predict the shearing-off process to calculate the number, 
sizes, and frequency of bubbles that detach from the large gas pockets, and are then injected as 
Discrete Phase Model bubbles. DPM bubble size distributions also evolve according to 
coalescence, breakup and volumetric expansions. The local, time-varying bubble sizes from the 
DPM are transferred to the EE model for calculation of local momentum interactions (drag, lift, 
and so on).  
Several cases are set to validate the models using this new framework, EEDPM. The four 
steps mentioned above must be captured properly through the modeling. Table 4.1 shows how the 
models are validated by different test problems. Test problem 1 is designed to validate drag force 
model and volumetric expansion model through the simplest problem, a rising air bubble in 
stagnant water. Transiently expanding bubble size and continuously decreasing terminal velocity 
due to the expansion are validated through comparisons with analytical solution and previous 
works. Test problem 2, a bubbly upflow in a vertical pipe is simulated with the EEDPM. Since 
this geometry does not allow gas pocket formation, this test problem is used for the validation of 
bubble interactions (coalescence and breakup) and flow fields affected by the DPM bubble size 
distribution as a consequence of the coalescence, breakup and volumetric expansion models. 
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Details are discussed in Chapter 5. In Test problem 3, simulations of lab-scale stopper rod system 
[4] are implemented with the EEDPM. With the validated models in test problem 1 and 2, the 
shearing off model is validated by comparing the bubble size distribution in the mold. Details are 
discussed in Chapter 6. Finally, these validated models are applied to the real scale continuous 
caster in Test problem 4. A typical slide-gate system with a mold is considered as the geometry. 
Since it is difficult to measure bubble sizes in a real caster, the simulation result is validated 
indirectly by nail board measurement (surface velocity on the mold top surface). The bubble size 
distributions in the mold by different casting conditions are estimated. In these four test problems, 
all the models constituting the EEDPM are implemented to show the adaptability of the EEDPM 
in various cases.  
Table 4.1 Test problems for the validation of new models  
Case Framework Target phenomena  Validated model 
1. A bubble rising 





Volumetric expansion model 
Drag force model 
2. Bubbly upflow 
in a vertical pipe 
EEDPM  Bubble interactions Coalescence & breakup model 
3. Lab-scale 
stopper rod system 
EEDPM  
Recirculation zone 
Gas pocket formation 
Shearing off 
Shearing off model 
4. Real scale 
continuous caster 
EEDPM  All phenomena above All models 
 
4.2 Literature review of the gas redistribution mechanism 
As discussed in Section 4.1, the argon gas is redistributed in the continuous casting system 
through the four step mechanisms. Previous works for each of the mechanism are discussed below. 
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4.2.1 Generation of recirculation zones by flow separation 
In continuous casting, the flow rate is regulated by a pressure loss generated through the 
contraction and expansion structure of slide-gate or stopper rod system. Due to this sudden 
expansion geometries, flow separation occurs just below the flow control system. A recirculation 
zone generated by this flow separation is of significance since it plays a role to contain gas pockets. 
An accurate single-phase turbulence model is required to estimate the size of recirculation zone. 
Many works are done extensively within the framework of backward facing step flow [5-8], which 
is very similar to the slide-gate system geometry. They revealed that turbulent flow shows simpler 
features than laminar flow: 1) one recirculation zone, 2) fixed separation point at the corner of the 
step, 3) recirculation zone length is uniquely determined by expansion ratio, 4) flow becomes 2D 
in Re<400 or Re>6000. Since the flow in the continuous casting is highly turbulent, the same 
features can be expected in the sudden expansion part. The backward facing step flow has been 
frequently used as a benchmark problem to validate turbulence models [9-12]. These show that 
numerical turbulence models are able to capture generation of recirculation zones reasonably.   
4.2.2 Formation of gas pockets by accumulation of bubbles at the recirculation zones 
Once the recirculation zone is formed, bubbles start to fill the zone. Several experimental 
and numerical studies have been performed of a bubbly flow (water-air) with a sudden expansion 
channel [13-16]. Unfortunately, all existing studies are about upward flows in an expansion, which 
is different to the case of continuous casting which has a downward flow with expansion. It is 
worth noting that the flow direction makes a huge difference on the gas bubble accumulation: 
when it is downward flow (flow direction is toward the gravity direction), buoyancy helps 
accumulation of bubbles into the recirculation zones. Also, since the top is blocked by the channel 
of expanded part, it is highly expected to form a gas pocket by the accumulation of bubbles. On 
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the other hand, buoyancy works in the opposite way in upward flow with expansion: many bubbles 
escape rather than be captured at the recirculation zone by buoyancy. There is no force or 
obstruction to keep big bubbles in the recirculation zone. The experiments of upward flow in water 
observed that it is still bubbly flow inside of the recirculation zone even though the gas volume 
fraction is a little higher than other regions. An experiment done by Timmel’s research group [4] 
gives a good intuition regarding the gas pocket formation: in a lab-scale stopper rod system, the 
argon gas pockets and bubbles flowing with liquid metal are visualized by X-ray shots. Since the 
stopper-rod system is a downward flow, gas pockets are formed at the recirculation zones where a 
sudden expansion occurs, by accumulation of bubbles injected from the stopper tip.  
4.2.3 Detachment of bubbles from gas pockets by shearing off 
Among several bubble breakup mechanisms, there has been minimal research regarding an  
estimation of bubble sizes by shearing off processes. Fernandes et al. [17] and Fu et al. [18, 19] 
studied breakup of Taylor bubble (large axisymmetric bullet shaped gas bubble) by shearing off 
process in vertical tubes. Fernandes calculated the sheared-off gas volume from a Taylor bubble 
by taking account of the entrained gas layer with annular liquid film surrounding it. Fu estimated 
a birth rate of small detached bubbles by dividing the sheared off volume by the small bubble 
volume, which is calculated by multiplying empirical coefficients to the maximum stable bubble 
size given by Evans et al. [20]. Evans obtained the maximum stable bubble diameter from a 
plunging liquid jet experiment: when a free jet falls into a water pool, the liquid stream may entrain 
air into the water and a large number of air bubbles are generated by the shear flow. From the 
similarity of the shearing off process between the liquid film and gas, Fu used the same equation 




4.2.4 Bubble interactions (coalescence and breakup) 
Previous works show that there are several approaches to analyze the evolution of bubble 
size distribution: one of the most popular approaches especially in the chemical engineering field 
is Population Balance Theory (PBT) [21-23]. In this model, a transport equation of number density 




+ ∇ ∙ (𝒗𝒊(𝑉𝑖, 𝑥, 𝑡)𝑛(𝑉𝑖, 𝑥, 𝑡)) = 𝑆𝑏 + 𝑆𝑐                                   (4.1) 
𝑆𝑏 = ∫ 𝑁𝑏(𝑉𝑖)𝛽(𝑉𝑖, 𝑉)Ω(𝑉)𝑛(𝑉, 𝑡)𝑑𝑉 − Ω(𝑉𝑖)𝑛(𝑉𝑖, 𝑡)
∞
𝑣𝑖








∫ 𝜆(𝑉𝑖, 𝑉)ℎ(𝑉𝑖, 𝑉)𝑛(𝑉𝑖 , 𝑡)𝑛(𝑉, 𝑡)𝑑𝑉
∞
0
                                        (4.3) 
 
Coalescence and breakup effects are modeled as source terms of the number density transport 
equation (Eq. 1) through birth and death rates. Numerous works are done to close these source 
terms [24-32].  
The most difficult part of this equation is the modeling of source terms: the birth rate and 
death rate can be estimated only when the change of bubble sizes by coalescence and breakup is 
accurately modeled. Each source term has the birth rate (first terms on the right-hand side of 
Equation 2 and 3) and the death rate (second terms on the right-hand side of Equation 2 and 3). To 
close those source terms, models for daughter bubble size distribution 𝛽and breakup frequency Ω 
for breakup, and models for coalescence efficiency 𝜆 and collision efficiency ℎ for coalescence 
must be determined properly [26, 27]. 
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The coalescence models can be classified into three categories based on how the 
coalescence efficiency 𝜆 is handled. Since not always coalescence happens after collision, the 
probability of coalescence is estimated by the coalescence efficiency 𝜆. The most popular approach 
is the Drainage model [25, 28, 33], which decides the bubble coalescence based on the ratio of 




The other approaches are the Energy model [34, 35] and the Critical velocity model [36, 37]. As 
the names suggest, energy or relative velocity is used for the coalescence criteria in those models. 
For the collision frequency ℎ, there are a variety of models based on physics causing bubble 
collisions: shear [38], buoyancy [28], turbulence [39-41], wake entrainment [42] and so on.     
In the breakup modeling, the breakup frequency Ω can be classified into four categories 
based on the cause of breakup: turbulent fluctuation [29-31, 43], viscous shear stress [44, 45], 
shearing off [18, 19] and surface instability [40, 41, 46]. Especially, the breakup by turbulent 
fluctuation is widely studied due to the necessity in many applications related to turbulent flows. 
The models are subdivided further based on what property is used in the breakup criteria 
(turbulence kinetic energy, velocity fluctuation, inertial force and so on). For the daughter bubble 
size distribution 𝛽 , it is largely classified into three categories: empirical [47], statistical and 
phenomenological models. Statistical models assume that the probability density function for 
daughter bubble size follows a simple curve such as normal [48], beta [49, 50] or uniform 
distribution [28]. In case of phenomenological models, they have analytical expressions for the 
daughter bubble size distribution, which are derived from fundamental fluid mechanics with 
simplified assumptions. Based on the shape of the size distribution curve, they are classified into 
bell-shape [51, 52], U-shape [31] and M-shape [43].    
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In the discrete approach of PBT, the bubble size distribution is discretized into a prefixed 
finite size groups [53-55]. The gas volume is exchanged among the size groups through the 
coalescence and breakup mechanisms. This approach is attractive since it provides an 
approximated bubble size distribution directly by the series of discrete size groups in the 
predefined range. A difficulty of using this approach in practical industrial problems is the high 
computational cost as the number density transport equation is a complex integro-differential 
equation and the required number of the transport equations increases with the number of bubble 
size groups tracked in the simulation. Generally, more than 10 bubble size groups are required for 
a reasonable approximation of the bubble size distribution in complex 3D multiphase turbulent 
flow systems [56, 57], and the computational effort to track them is considerable. Also, this 
approach requires a possible bubble size range and the interval of the discrete size groups in the 
range as input values of the simulation, which causes additional experimental works for the 
possible bubble size range [58] and a sensitivity study for the interval of the discrete bubble size 
groups [57, 59].  
Several different models have been developed to alleviate those issues in the approach of 
Method of Momentum (MOM) [21, 60]. Instead of the number density of bubbles, this approach 
solves transport equations for lower order moments of the bubble size distribution. This approach 
reduces the computational burden by decreasing the number of transport equations tracking in the 
calculation to the several moments transport equations, and avoids difficulties associated with the 
bubble size group selection. A popular method of this approach is the Interfacial Area 
Concentration (IAC) model [61]. This model expresses the bubble distribution as interface area of 
bubbles (2nd moment) and track it by solving a transport equation for the interface area instead of 
the number density.  
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The biggest limitation of the MOM approach is that estimation of the bubble size 
distribution is not available anymore because the obtained bubble size from the MOM is locally 
averaged (Sauter-mean). Also, a closure problem arises due to the mathematical complexity of the 
source terms for coalescence and breakup [62], and it requires further simplifications [63] or 
introduction of empirical modeling [39, 64]. 
In contrast with these Eulerian based approaches, there is a discrete approach using a 
Lagrangian point-particle, called Discrete Phase Model (DPM) [65, 66]. In this model, a discrete 
phase is tracked individually as point masses through Newton’s equations of motion. Based on the 
interaction with a continuous phase, it is classified to one-way (only the continuous phase affects 
the discrete phase) [67] or two-way coupled (both phases interact each other) [68]. Recently, four-
way coupled simulations are introduced by including particle-particle interactions such as collision, 
coalescence and breakup [69-71]. This approach allows to simulate a high gas volume fraction 
bubbly flows. A weakness of DPM is that a Lagrangian point-particle is not suitable to represent 
large sized bubbles such as Taylor bubbles or gas pockets, and also large number of bubbles 
because the computational cost is proportional to the number of bubbles instead of mesh size or 
number of bubble size groups. 
There are totally different approaches that do not require bubble interaction modeling: one 
is the interface tracking method (Front Tracking method [72], Volume Of Fluid [73], Level Set 
method [74]). Courtesy of the feature of tracking interfaces, coalescence and breakup are 
automatically resolved in these methods without any additional modeling. However, it is known 
that the bubble interactions are not accurate [75]: bubbles always coalesce after collision due to 
the limitation of reconstruction scheme, and breakup is not physically correct because it requires 
mesh resolution of molecular scale at the moment of breakup on the interface. There is an effort 
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to solve this issue by using an adaptive mesh near the interface [76]. However, it is still very 
challenging numerically and physically to use molecular-level-fine mesh and resolve liquid flow 
near the interface to estimate the bubble interactions properly. Especially, the computational cost 
increases exponentially as the computational cell size decreases since the time step decreases with 
the cell size to satisfy the CFL number condition. Perhaps, modeling bubble interactions would be 
a more practical way to handle coalescence and break up with those methods.  
The last approach is mesoscale or microscale particle-based methods (SPH [77], LBM [78], 
DPD [79] and MD [80]). As it can be imagined from the name, each phase is treated as particles 
in those methods. The interface is just a consequence of two different particle distributions. Thus, 
modeling for the interface is not necessary: it is naturally obtained by the distribution of two fluid 
particles through interactions among the particles. Even though this approach is promising due to 
its simplicity and intuitiveness, however, there are insurmountable mathematical and numerical 
difficulties in applying those methods to macroscale engineering problems. For those reasons, very 
few works are done for multiphase flow problems so far. 
There were several efforts to combine an Eulerian framework model with a Lagrangian 
framework model to take advantage of the both approaches (combination of EE and Discrete 
Element Method (DEM) [81], mixture model and DPM [82], VOF and DPM [83] etc.). The 
primary benefit of those hybrid models is in their numerical efficiency and simplicity. A realistic 
bubble size distribution is easily simulated in the Lagrangian framework by solving the simple 
Newton’s equation of motion. Thus, those hybrid models have advantages over the PBT methods 




4.3 A new mathematical model of breakup by shearing off process and a new hybrid model 
of Eulerian-Eulerian model + Discrete Phase Model (EEDPM) 
4.3.1 Governing equations 
𝜕(𝛼𝑔𝜌𝑔)
𝜕𝑡
+ 𝛻 ∙ (𝛼𝑔𝜌𝑔𝒖𝑔) = 0                                                    (4.4) 
𝜕(𝛼𝑙𝜌𝑙)
𝜕𝑡
+ 𝛻 ∙ (𝛼𝑙𝜌𝑙𝒖𝑙) = 0                                                      (4.5) 
𝜕(𝛼𝑔𝜌𝑔𝒖𝑔)
𝜕𝑡
+ 𝛻 ∙ (𝛼𝑔𝜌𝑔𝒖𝑔𝒖𝑔)  
= −𝛼𝑔𝛻𝑝 + 𝛻 ∙ (𝜇𝑔𝛼𝑔(𝛻𝒖𝑔 + 𝛻𝒖𝑔
𝑇))  + 𝛼𝑔𝜌𝑔𝒈 + 𝛼𝑔 ∑ 𝑭𝑔 − 𝛻𝛼𝑔 ∙ 𝝉𝒈                  (4.6)                 
𝜕(𝛼𝑙𝜌𝑙𝒖𝑙)
𝜕𝑡
+ 𝛻 ∙ (𝛼𝑙𝜌𝑙𝒖𝑙𝒖𝑙)  
= −𝛼𝑙𝛻𝑝 + 𝛻 ∙ (𝜇𝑙𝛼𝑙(𝛻𝒖𝑙 + 𝛻𝒖𝑙



















                                             (4.8) 
𝑑𝒙𝒊
𝑑𝑡
= 𝒗𝒊                                                                (4.9)                                                       
∑ 𝑭𝑔 = − ∑ 𝑭𝑙 = 𝑭𝐷 + 𝑭𝐿 + 𝑭𝑊 + 𝑭𝑇 + 𝑭𝑉 + 𝑭𝑃                            (4.10) 
As the name of the model suggests, the governing equations are composed of two sets: the 
EE model has two continuity equations (Eq. 4-5) and two momentum equations (Eq. 6-7) for the 
two phases to calculate velocity and volume fraction fields of each phase and a shared pressure 
field. Here, summation of the volume fraction of each phase becomes 1 (i.e., 𝛼𝑙 + 𝛼𝑔 = 1) [84]. 
Interfacial shear terms ( 𝛻𝛼𝑔 ∙ 𝝉𝒈  or 𝛻𝛼𝑙 ∙ 𝝉𝒍 ) are considered in the momentum equations to 
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calculate the additional shear stress acting on the gas pocket interface. These terms are generally 
not taken into account in bubble flows becuase 𝛻𝛼𝑔  is small. However, these terms are not 
negligible near the interface of gaspockets, so they are considered in this work to analyze the 
shearing off phenomenon happening on the interface of gas pockets formed at the recirculation 
zones. The effect of the interfacial shear on the behavior of gas pockets are discussed in Chapter 
6 in detail. 
The DPM equation (Eq. 8 and 9) tracks each bubble as a point-mass and store its position, 
velocity, and acceleration [65, 66]. The two models are run together as separate models in the same 
domain, but they are coupled by calculating ∑ 𝒇𝑝 for the DPM bubbles using the Eulerian liquid 
phase flow field. The net force ∑ 𝒇
𝑝
 is calculated for each different DPM bubble in a domain based 
on its size and properties. The DPM bubbles do not affect the liquid phase fields directly, but the 
DPM bubble size distribution influences the calculation of the EE model momentum interaction 
∑ 𝑭𝑙  and ∑ 𝑭𝑔  by transferring the DPM bubble sizes to the EE model. The net momentum 
interaciton forces are calculated for each computational cell and applied to EE liquid and gas 
phases inside the cell. The transiently evolving DPM bubble sizes by bubble interactions and 
volumetric expansion are calculated through mathematical modeling with DPM bubbles. Since the 
DPM bubble sizes change the Eulerian liquid phase flow field in the end, this model is two-way 
coupled in one sense. The motivation of EEDPM is to improve the EE model results (velocities 
and gas volume fraction) by supplying a locally and time-varying bubble size distribution using 
the DPM. The EEDPM uses calculated values of gas velocity and gas volume fraction from the 
EE model like the conventional EE model. The role of DPM model is solely to calculate the 
evolution of bubble size distribution. 
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It is important to decide which models are applied for modeling momentum interaction 
terms (∑ 𝑭𝑙and ∑ 𝑭𝑔). Based on previous works [85, 86], each force is modeled as follows. Same 
models are chosen for momentum interactions in the EE model (∑ 𝑭𝑔) and DPM (∑ 𝒇
𝑝
) for the 
consistency of gas behavior between the EE model and the DPM model. 
For the drag force, the Tomiyama drag model [87] is chosen. This model considers 
deformation of bubble shape by including the Eotvos number 𝐸𝑜 in the drag coefficient calculation 
𝐶𝐷. Thus, it can be applied to a wide range of bubble shape regimes such as spherical, ellipsoidal 
and spherical caps (this model covers conditions of 10−2 < 𝐸𝑜 < 103 and 10−3 < 𝑅𝑒𝑝 < 10
5). 







𝜌𝑙𝛼𝑔|𝒖𝒈 − 𝒖𝒍|(𝒖𝒈 − 𝒖𝒍)    [𝑁/𝑚








𝜌𝑙𝑉p|𝒗𝒊 − 𝒖𝒍|(𝒗𝒊 − 𝒖𝒍)       [𝑁]                              (4.12) 


















 ,  𝑅𝑒𝑃 =
𝜌𝑙|𝒖𝒈−𝒖𝒍|𝑑
𝜇𝑙
 (for EE) or  𝑅𝑒𝑃 =
𝜌𝑙|𝒗𝒊−𝒖𝒍|𝑑
𝜇𝑙
  (for DPM)           (4.14) 
The Tomiyama drag model is composed of three zones expressed by the three drag coefficient 




0.687)) , 2) spherical bubble with 𝑅𝑒𝑝 > 1000  (𝐶𝐷 =
72
𝑅𝑒𝑝






). A high turbulence makes the transition between zone 1 and 2, and a shape 
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change of the bubble from spherical to non-spherical makes the transition between zone 2 and 3.  
The non-spherical shape includes ellipsoidal and spherical cap, and it is handled in zone 3 by 
converging the 𝐶𝐷  for zone 3 to 8/3 as 𝐸𝑜  increases, which is a typical drag coefficient for 
spherical cap bubbles (𝐸𝑜 > 40 and 𝑅𝑒𝑝 > 1). The reason of decrease of terminal velocity from 
d=~1mm to 10mm is because of a wobbling effect of bubble.  
 
Figure 4.1 Calculated terminal velocity from Tomiyama model including three zones 
The lift force is important for lateral migration of bubbles. It is known that bubbles migrate 
differentially depending on their size. Large bubbles have more chance to be deformed due to their 
smaller surface tension forces and the substantial deformation changes the lift force direction. The 
Tomiyama lift model [88] captures this sign inversion of lift force at a critical bubble size 
𝑑𝑐𝑟=5.8mm based on the bubble shape through the Eotvos number.  
  
𝑭𝐿 = 𝐶𝐿𝜌𝑙𝛼𝑔(𝒖𝒈 − 𝒖𝒍) × (𝛻 × 𝒖𝒍)    [𝑁/𝑚





= 𝐶𝐿𝜌𝑙𝑉𝑝(𝒗𝒊 − 𝒖𝒍) × (𝛻 × 𝒖𝒍)       [𝑁]                                    (4.16) 
𝐶𝐿 = min[0.288 tanh(0.121𝑅𝑒𝑃) , 𝑓(𝐸𝑜
′)]                                (𝐸𝑜′ ≤ 4)             
    = 𝑓(𝐸𝑜′)                                                (4 < 𝐸𝑜′ ≤ 10)   






,    𝑑ℎ
 = 𝑑(1 + 0.163𝐸𝑜0.757)
1
3                           (4.18)  
𝑓(𝐸𝑜′) = 0.00105𝐸𝑜′3 − 0.0159𝐸𝑜′2 − 0.0204𝐸𝑜′ + 0.474                 (4.19) 
 
However, Hibiki et al. (2001) [89] observed that this sign inversion happens at a smaller critical 
bubble size 𝑑𝑐𝑟=3.6mm, not 𝑑𝑐𝑟=5.8mm in his experiments with a multi-bubble situation. This 
trend could be a consequence of neighbor bubble effect or contamination effect. The author 
observed the decrease of critical bubble size when the surface tension decreases in Tomiyama lift 
force model as shown in Figure 4.2. In other words, the lift force curve is shifted toward the left 
when the surface tension decreases.  Since contamination reduces surface tension between water 
and air, the transition of critical bubble size may be caused by contamination or contamination 
with neighbor bubble effect.  In this study, this lift force model is modified to match this 






Figure 4.2 Change of Tomiyama lift coefficient by different surface tension 
 
 
Figure 4.3 Lift coefficient of Tomiyama model and a modified model 
 
A wall lubrication force [90] is introduced to account for hydrodynamic forces near the 
wall. Basically, this force always pushes bubbles away from the wall so that bubbles are kept 
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detached from the wall. For small bubbles, the wall lubrication force acts in the opposite direction 
to the lift force: the balance between these lateral forces, i.e., lift and wall lubrication forces plays 
a key role in determining the radial gas fraction profile. The Hosokawa wall lubrication force 
model is used in this work.  
 
𝑭𝑾 = 𝐶𝑊𝐿𝜌𝑙𝛼𝑔|𝒖𝒈 − 𝒖𝒍|
2
𝒏𝑾    [𝑁/𝑚
3]                          (4.20) 
𝒇𝑾
𝒑
= 𝐶𝑊𝐿𝜌𝑙𝑉𝑝|𝒗𝒊 − 𝒖𝒍|









)                                                 (4.22) 
𝐶𝑤 = max (
7
𝑅𝑒𝑝
1.9 , 0.0217𝐸𝑜)                                             (4.23) 
 
A turbulent dispersion force [91] is also included to consider a force from turbulent 
fluctuations. Berns et al. [91] derived this force through the Favre average of drag force. 


































)      [𝑁]                              (4.25)   
 
The effect of bubbles on the turbulence of the liquid phase is modeled as a source term of 








+ 0.6𝛼𝑔𝑑|𝒖𝒈 − 𝒖𝒍|                                      (4.26) 
 
For transient forces, the virtual mass force 𝑭𝑉 and pressure gradient force 𝑭𝑃 are added 
[92, 93]. The virtual mass force (Eq. 27-28) is an additional force required to accelerate the 
surrounding fluid when the bubble is accelerated. The pressure gradient force (Eq. 29-30) arises 



























       [𝑁]                                            (4.30) 
 




= 𝒈𝑉𝑝(𝜌𝑔 − 𝜌𝑙)       [𝑁]                                           (4.31) 
 
For the turbulence modeling, the SST 𝑘 − 𝜔  model is used [94, 95]. This Unsteady 
Reynolds Averaged Navier Stokes (URANS) model is a hybrid of standard 𝑘 −  and standard 
𝑘 − 𝜔 model by combining them with a blending function, which varies between zero and one 
based on a distance from walls. The SST 𝑘 − 𝜔 model uses a summed solution of the two models 
(standard 𝑘 −  and standard 𝑘 − 𝜔 model) with a calculated ratio by the blending function. The 
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model becomes the standard 𝑘 − 𝜔 near the wall (blending function = 1), standard 𝑘 −  model 
away from the wall (blending function = 0), and a blended solution in between. The Reynolds 
stresses in the Navier-Stokes equations are modeled in the SST 𝑘 − 𝜔 model as follows by the 
Boussinesq hypothesis [96]: 




(𝜌𝑘 + 𝜇𝑡(∇ ∙ ?̅?))𝑰                                 (4.32) 







                                                   (4.33) 








)                                         (4.34)     
where y is the mininum distance from the nearlist wall. 
































  (4.36) 
Where the blending function 𝐹1 is defined by: 











)                               (4.37) 









) , 10𝛽∗𝜌𝑘𝜔]                                      (4.38) 







, 10−10]                                         (4.39) 
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All the constants such as 𝛽∗, 𝛽, 𝜎𝑘, 𝜎𝜔 are blended with the blending function 𝐹1 as follows: 
x = x1𝐹1 + x2(1 − 𝐹1)                                                   (4.40) 
where, x is an arbitrary variable, which can be one of 𝛽∗, 𝛽, 𝜎𝑘 and 𝜎𝜔. 
Other constants are defined as follows: 
β∗ = 0.09, 𝛼1 =
5
9
, 𝛼2 = 0.44, 𝛽1 =
3
40
, 𝛽2 = 0.0828                        (4.41) 
𝜎𝑘1 = 0.85, 𝜎𝑘2 = 1, 𝜎𝜔1 = 0.5, 𝜎𝜔2 = 0.856                             (4.42) 
By coupling the DPM and the EE with the turbulence model above, this hybrid model can 
transiently estimate locally and time-varying bubble sizes and update it for the momentum 
interaction calculations. These governing equations are solved by ANSYS-Fluent with extensive 
subroutines developed by the author. Validations of this solver regarding the EE and the DPM 
model are implemented by numerous previous researchers elsewhere [97-100].   
 
4.3.2 Framework of EEDPM  
Figure 4.4 shows a flowchart of the overall algorithm of the EEDPM including the shearing 
off process. A new mathematical model is developed to simulate the shearing off process of small 
bubbles from a large gas pocket [1]. To locate the gas pockets, the EEDPM uses the gas volume 
fraction field from the EE model solution. The EE model captures both flow recirculation zones 
and gas pocket formation. A criterion is used (𝛼∗ = 1 𝑖𝑓 𝛼 ≥ 0.95, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝛼∗ = 0) to extract 
a sharp interface 𝛼∗ from the continuous gas volume fraction field 𝛼. Contact of DPM bubbles on 
the approximated gas pocket is counted as coalescence of the bubbles into the gas pocket. Thus, 
the DPM bubbles are removed from the computational domain, but the volume is stored in a bin 
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as an accumulated DPM gas volume at the gas pocket (𝑉𝐷𝑃𝑀). From the shape of gas pocket 
interface, the sheared interface area (𝐴𝑖𝑛𝑡) and the detachment point of small bubbles are calculated 
numerically. The detachment point is assumed to be the lowest point of the gas pocket. The sheared 
off volume from the gas pocket is calculated by multiplying the interface area by the thickness of 
the sheared off layer (𝑉𝑠𝑜 = 𝐴𝑖𝑛𝑡𝛿𝑔
∗). The sheared off gas layer thickness (𝛿𝑔
∗) is calculated using 
the boundary layer theory. Details are discussed in the next section 4.3.3. The shearing off process 
happens when the accumulated DPM gas volume is enough to supply the sheared-off volume 
(𝑉𝐷𝑃𝑀 > 𝑉𝑆𝑂). Once this condition is satisfied, the sheared off volume is redistributed into small 
DPM bubbles. According to previous works for bubble breakup, the daughter bubble size is a 
stochastic variable [47]. Thus, the detached bubble size by the shearing off process is assumed to 
be a random variable (all sizes have equal probability). However, it is still important to specify a 
range of allowable daughter bubble sizes using mass, force and energy balance criteria. By 
adjusting the criteria of Luo and Svendsen (1996) [31] and Wang et al. (2003) [32], energy and 
force criteria are derived for the shearing off process (⑤ in Fig. 4.4). Also, a new mass criterion 
is added based on the mass conservation, so that the total volume of detached bubbles cannot 
exceed the sheared off volume from the gas pocket. The force criterion generates the lower bound, 
and the mass and energy criteria generate the upper bound of the bubble size range. The daughter 
bubbles must satisfy all the three criteria. Then, the daughter bubble size is decided through a 
random generator in the range, and a bubble is injected at the detachment point as a Discrete Phase 
Model (DPM) bubble with that bubble size. The bounds evolve because mass, momentum and 
energy are consumed as bubbles detach from the gas pocket: the upper bound of bubble size range 
decreases, and the lower bound increases. The shearing off process ends when the upper bound 
becomes less than the lower bound. The shearing off frequency is found by dividing the gas pocket 
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length by the average liquid velocity near the gas pocket. Detached DPM bubbles change their size 
transiently by coalescence, breakup and volumetric expansion. The locally and time-varying 
bubble size distribution obtained from DPM bubbles is updated every time step to the EE model 
for the calculation of accurate momentum interactions.    
 
Figure 4.4 Flow chart of the EEDPM including the shearing off process 
 
There are several ways to sample the DPM bubble size information for the EE momentum 
interaction terms. In current works, computation domains are divided according to the number of 
computer cores used in simulations and Sauter-mean diameters of the divided zones are calculated 
every time step. In the bubbly upflow test problem (Chapter 5), Sauter-mean averaged radial size 
distributions of five zones equally dividing the computational domain are used for the EE 
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momentum interaction terms. In the lab-scale stopper rod system (Chapter 6) and the real caster 
nozzle simulations (Chapter 7), a DPM bubble size is directly used for a computational cell that 
have a DPM bubble inside, and a Sauter-mean averaged bubble size from a zone that a cell is 
located is used for a computational cell that does not have any DPM bubble inside. In the startup 
of EEDPM simulations (simulation time<1st time step), an input bubble size is necessary. And 
then, bubble size distribution transferred from DPM bubbles is applied after the 1st iteration of the 
model.  
 
4.3.3 Details of the shearing off model 
After capturing an approximated gas pocket interface, a detached gas volume by the 
shearing off process is calculated. Since the no-slip condition is applied on the interface of the gas 
and liquid, the velocity profile near the interface is developed continuously with a shape like an 
error function (but not perfectly symmetric due to the difference of kinematic viscosities of each 
phase). Boundary layers are developed in both side of the fluids due to the velocity differences 
between the bulk flows and the interface. The gas inside the gas boundary layer is the part entrained 
along with the interface motion by the no-slip boundary condition. Since the gas inside the gas 
boundary layer cannot adjust the shape of the gas pocket at the tip (high curvature point) due to 
the strong inertia heading down, it is detached from the gas pocket. Thus, the detached gas volume 
is estimated by considering the gas flow inside the gas boundary layer.  
Figure 4.5 displays the details of the boundary layers developed in both sides near the 
interface. The amount of detached gas by one-time shearing-off process can be calculated by the 
equation as follows: 
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 ×  ∆𝑡𝑐                                         (4.43) 
∆𝑡𝑐 = 𝐿𝑔𝑎𝑠/𝑈𝑖𝑛𝑡                                                       (4.44) 
Where, ∆𝑡𝑐 is the required time that liquid sweeps the gas pocket, 𝐿𝑔𝑎𝑠 is the length of gas pocket, 
𝑈𝑖𝑛𝑡 is the average velocity of interface. Numerically, the integration can be discretized by the 
summation of sheared-off volumes from each interface computational cell. 
 




Using the concept of displacement thickness 𝛿𝑔
∗ [101, 102] as shown on Figure 4.6, with 
assumptions that the gas pocket geometry does not vary in x direction and the boundary layer is 
fully developed in z direction, the equation (x) can be simplified to  





 ×  ∆𝑡𝑐 ≅ 𝑈𝑖𝑛𝑡 × (𝛿𝑔 − 𝛿𝑔
∗) × ∆𝑋 × ∆𝑡𝑐 = (𝛿𝑔 − 𝛿𝑔





                                                             (4.46) 
𝛿𝑔
∗ ≅  
1
3
𝛿𝑔  for 𝑅𝑒 < 10
6, 𝐴𝑖𝑛𝑡 ≅ 𝐿𝑔𝑎𝑠∆𝑋                                    (4.47) 
The interface area (𝐴𝑖𝑛𝑡) and detachment point of small bubbles are calculated numerically. The 
detachment point is the location that the sheared-off DPM bubbles are injected, and it is assumed 
to be the lowest point of the gas pocket.  
 
Fig. 4.6 Schematic of boundary layers developed near the interface 
 
Once the sheared off volume is calculated, it is redistributed into small DPM bubbles. 
According to previous works for the bubble breakup, the daughter bubble size is a stochastic 
variable [47]. Thus, the detached bubble size by the shearing off process is assumed to be a random 
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variable (all sizes have equal probability). However, it is still important to specify a range of 
allowable daughter bubble sizes using mass, force and energy balance criteria. By adjusting the 
criteria of Luo and Svendsen (1996) [31] and Wang et al. (2003) [32], energy and force criteria 
are derived for the shearing off process as follows:  









                                            (4.48) 






                                    (4.49) 
Also, a new mass criterion is added based on the mass conservation, so that the total volume 
of detached bubbles cannot exceed the sheared off volume from the gas pocket.  













                                         (4.50) 
The force criterion generates the lower bound 𝑑𝑚𝑖𝑛 , and the mass and energy criteria 
generate the upper bound of bubble size range (min(𝑑𝑚,𝑚𝑎𝑥, 𝑑𝑒,𝑚𝑎𝑥)). The daughter bubbles must 
satisfy all the three criteria. Then, the daughter bubble size is decided through a random generator 
in the range, and a bubble is injected at the detachment point as a Discrete Phase Model (DPM) 
bubble with that bubble size. The bounds evolve because mass, momentum and energy are 
consumed as bubbles detach from the gas pocket: the upper bound of bubble size decreases, and 
the lower bound increases. The shearing off process ends when the upper bound becomes less than 
the lower bound. The shearing off process occurs with a certain frequency, which is found by 




4.3.4 Modeling of bubble interactions with the Discrete Phase Model (DPM) 
Existing models for bubble breakup and coalescence are mostly developed in the 
framework of Population Balance Theory (PBT). Since bubbles are expressed with the Eulerian 
description in the PBT, a suitable adjustment is required to transform the existing bubble 
interaction models to the Lagrangian framework for applying these theories into DPM bubbles. 
Through this process, the complex integro-differential equations in PBT are simplified into 
ordinary differential equations and algebraic equations, which are more intuitive and 
computationally cheap. 
Figure 4.7 shows how the drainage model in the population balance theory is applied for 
the coalescence of DPM bubbles. Instead of the collision frequency in PBT to estimate collisions 
among the bubbles, collision is easily handled from the calculation of distances between a pair of 
DPM bubbles, which is conducted every time step. Here, only the distance of pairs located in the 
same computational cell is calculated to decrease the computational cost from 𝑛2 to 𝑛. Once the 
distance between the pair is smaller than the sum of radius of two bubbles (r1 + 𝑟2), the pair is 
counted as a collided pair. And then, the coalescence efficiency 𝑒 is calculated by the drainage 
time (𝑡𝑑𝑟𝑎𝑖𝑛𝑎𝑔𝑒) for liquid film formed between the collided bubble pair and the contact time 
(𝑡𝑐𝑜𝑛𝑡𝑎𝑐𝑡) of the bubble pair based on previous works [27]. The coalescence efficiency 𝑒 is the 
probability of coalescence after collision of two bubbles: If 𝑒 < 𝑅, where 𝑅 is a random variable 
between 0 and 1, two bubbles coalesce: coalesced bubble size and velocity are determined by mass 
and momentum conservation. Otherwise, two bubbles bounce back: here, the collision is assumed 
as an elastic collision. This is reasonable assumption for small bubbles because the strong surface 
tension makes bubbles like a hard sphere. In this work, a constant value 𝑒 = 0.01 is used for the 
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simulations due to inaccurate results of existing models. Future work is necessary to find a suitable 
model to estimate the coalescence efficiency more accurately.    
 
Figure 4.7 Flow chart of coalescence process 
 
Figure 4.8 and 4.9 show the flow charts of two different breakup criteria by turbulence 
fluctuation. The two criteria are checked every eddy lifetime for each DPM bubble because 
turbulent eddies are the cause of turbulence fluctuation and bubble breakup. Figure 4.8 shows 
breakup criterion 1 developed from Luo and Svendsen and Wang et al. [31, 32]. In this criterion, 
a bubble breaks up into two daughter bubbles when it meets an eddy that has a smaller size than 
the bubble, but enough kinetic energy to create a new surface caused by the breakup and enough 
iniertia force to overcome capillary force. According to Nambiar et al. (1992) [103], large eddies 
mostly cause translation of bubbles, but small eddies induce deformation of bubbles. Thus, bubble 
that meet eddies smaller than the bubbles are counted as candidates for the breakup event. To 
decide which eddy size hits a bubble, an eddy size is randomly determined in the range of 𝜆𝑚𝑖𝑛 <
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𝜆 < 𝜆𝑚𝑎𝑥 based on the eddy size distribution function. The eddy size distribution is derived from 
the number density of eddy 𝑛𝜆𝑑𝜆 =
𝑐3(1−𝛼)
𝜆4
𝑑𝜆 in Luo and Svendsen’s work [31]:  
𝑃(𝜆) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓𝑒𝑑𝑑𝑦 𝑡ℎ𝑎𝑡 ℎ𝑎𝑠 𝑠𝑖𝑧𝑒 𝜆

















4                 (4.51) 
𝜆𝑚𝑎𝑥 = 𝐿, 𝜆𝑚𝑖𝑛 = 11.4~31.4 ×  𝜂                                            (4.52) 
Here, 𝜆𝑚𝑎𝑥 and 𝜆𝑚𝑖𝑛 stand for the maximum and minimum eddy size in the inertial subrange since 
the number density expression is derived under an assumption of isotropic turbulence in inertial 
subrange [104]. 𝐿 is the characteristic length of domain, 𝜂 is Kolmogorov length scale, where this 





. Once an eddy size 
is determined randomly with the probability density function 𝑃(𝜆), it is checked if the eddy size 
is smaller than the bubble diameter. If so, the possible size range for a daughter bubble is calculated 
based on mass, force and energy balance criteria. For the mass balance criterion, it is based on 
common sense that the daughter bubble cannot be larger than the parent bubble. The energy 








2𝜎 − 𝜋𝑑 
2𝜎 = 𝑐𝑓𝜋𝑑






                    (4.53) 
Where 𝑐𝑓 = 𝑓𝐵𝑉
2
3 + (1 − 𝑓𝐵𝑉)
2






Breakup happens when the eddy has enough kinetic energy so that the energy is larger than the 









3 [105, 106]. For the force balance criterion, balance between the 















≤ 𝑑1                                                   (4.54) 
Luo and Svendsen’s theory had only energy criterion, and it encountered an unphysical result such 
that tiny bubbles are created extensively compared to experiments since it does not have any 
restriction on the minimum bubble size. To improve this model, Wang et al. (2003) [32] added the 
minimum bubble size from the force balance criterion above. By combining all three criteria, we 
get  












)                        (4.55) 
Since the daughter bubble must satisfy all the three criteria, a smaller upper bound is chosen for 
the maximum diameter between the energy and mass criteria. If the upper bound is greater than 
the lower bound, it means there is a daughter bubble size that satisfies all the three criteria. Then, 
a bubble size 𝑑1 is randomly picked in the diameter range with the uniform probability density 
function [47]. The diameter of another daughter bubble 𝑑2 is calculated by subtracting the first 





Figure 4.8 Flow chart of breakup criterion 1 
 
Another breakup criterion described in Figure 4.8 is a simplified algorithm with Evans’ 
maximum stable bubble size [20] instead of the criteria using a turbulent eddy. The first step of 
breakup is to check the bubble size: if the size is greater than the maximum stable bubble size 𝑑𝑐𝑟𝑖𝑡 
[20], the Evans criterion is satisfied. And then, a range of smaller daughter bubble size is calculated 
by mass and force balance criteria. If the upper bound is greater than the lower bound, the model 
counts that the parent bubble breaks up and a smaller daughter bubble diameter is randomly 
determined in the range. The other daughter bubble size is determined by the mass conservation. 
It turned out from the test problems that breakup criterion 1 is applicable to the water-air system, 
but not suitable for the liquid metal-argon system. Reasonably matching bubble size distributions 
to measurements are obtained from test problem 2 (the upward bubbly pipe flow) with breakup 
criterion 1. However, the breakup is significantly under-estimated in test problem 2 (the lab-scale 
stopper rod system with liquid metal-argon system) with breakup criterion 1. Breakup criterion 2 
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generated a proper bubble size distribution in test problem 2. Thus, breakup criterion 2 is used for 
the EEDPM simulation of real casters (liquid steel-argon system). 
 
Figure 4.9 Flow chart of breakup criterion 2 
 
Bounce back of DPM bubbles when a bubble hit a wall is treated properly by considering 
a bubble size and a distance from the wall. First, a collision is detected when the distance between 
a wall and a center of a bubble is smaller than the bubble radius. And then, a sign of wall normal 
velocity component of DPM bubble becomes opposite so that the bubble moves away from the 
wall after collision. 
    
4.3.5 Modeling of volumetric expansion with Discrete Phase Model (DPM) 
Gas bubbles can expand or shrink according to the surrounding liquid pressure field. To 
calculate the size change of bubble due to the liquid pressure, a cubic equation with respect to the 



















= 0                                (4.56) 
By solving this equation for the individual DPM bubble, volumetric expansion or shrinkage of 
bubbles by the surrounding liquid pressure is calculated. In this work, the volumetric expansion is 
counted every 10-time step to decrease the computational cost. 
 Through the application of all the mathematical models described above in the framework 
of the new hybrid model EEDPM, the four steps of the gas redistribution process are captured 
numerically. All the models are implemented through parallelized subroutines with ANSYS-




𝐶𝐷 : drag coefficient 
𝐶𝐿 : lift coefficient 
𝐶𝑊𝐿 : wall lubrication coefficient 
𝐶𝑇𝐷 : turbulent dispersion coefficient 
𝐶𝜇,𝑙 : empirical constant of turbulence model 
D : pipe diameter 
𝑑 : bubble diameter 
?̅?32 : Sauter-mean diameter 
Eo : Eotvos number 
F : cumulative probability density function 
𝑭 : force 
𝒇𝒑  : DPM force 
𝒈 : gravity acceleration 
ℎ(𝑉𝑖 − 𝑉, 𝑉) : collision frequency between bubbles that have volume 𝑉𝑖 − 𝑉 and 𝑉 
ℎ𝑖 : initial film thickness 
ℎ𝑓 : final film thickness 
𝑰 : identity tensor 
𝐾𝑘𝑞 : momentum transfer coefficient from phase k to q 
𝑘 : turbulent kinetic energy 
𝑚𝑏 : mass of bubble 
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𝑁 : number of iterations in the shearing off model loop 
𝑁𝑏 : number of generated daughter bubbles by breakup  
𝑛 : number density 
𝒏𝑾 : unit normal wall vector 
𝑛?̇?  : number density of turbulent eddy 
𝑝 : pressure 
?̃?𝑘 : production limiter 
𝑅 : uniform probability density function that varies from 0 to 1 
r : bubble radius 
𝑅𝑒𝑃 : particle Reynolds number 
𝑆 : invariant measure of strain rate 
𝑡 : time 
𝒖 : velocity field 
𝑢 : velocity magnitude 
?̅?𝜆 : turbulent eddy velocity 
𝒖′ : turbulent fluctuation velocity 
𝒗𝒊 : i-th bubble velocity 
𝑉 : arbitrary bubble volume 
𝑉𝑖 : bubble volume for bubble size i 
𝑉𝐶 : computational cell volume 
𝑊𝑒𝑐 : critical weber number 
𝒙 : position vector 
𝒙𝒊 : Position vector for DPM bubble i 
𝑦𝑤 : distance from a wall 
𝛼 : volume fraction 
𝛽(𝑉𝑖, 𝑉) : probability density function of a bubble breaking from 𝑉𝑖 to 𝑉  
𝜇 : viscosity 
𝜌 : density 
𝜎 : surface tension coefficient 
 : turbulent dissipation rate 
𝜆 : turbulent eddy size 
𝜆(𝑉𝑖 − 𝑉, 𝑉) : coalescence efficiency between bubbles that have volume 𝑉𝑖 − 𝑉 and 𝑉 
𝜂 : Kolmogorov eddy scale 
𝛤 : gamma function 
𝛿 : parameter of Rosin-Rammler distribution 
𝛩 : angular position in a pipe 
Ω(𝑉) : breakup frequency of bubble volume 𝑉 
ω : specific dissipation rate 
  
4.4.2 Subscripts 
𝐵 : buoyancy 
b : bubble 
c : computational cell 
cr : critical bubble size that sign inversion happens in the lift force model 
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D : drag 
di : i-th detached bubble 
eq : equivalent 
g : gas phase 
𝐺 : gravity 
i : i-th DPM bubble 
L : lift 
l : liquid phase 
lf : liquid film  
max : maximum 
min : minimum 
n : normal 
new : new position 
old : old position 
P : pressure gradient 
p : parent bubble 
T : turbulent dispersion 
t : turbulence 
t : tangent 
V : virtual mass 
W : wall lubrication 
𝜆 : turbulent eddy 
1 : a smaller bubble in a pair 
2 : a larger bubble in a pair 
3 : newly created bubble by coalescence 
 
4.4.3 Superscripts 
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ANALYSIS OF TURBULENT BUBBLY FLOW IN A VERTICAL PIPE USING EEDPM 
The Eulerian-Eulerian two-fluid model (EE) [1] is a powerful general model for multiphase 
flow computations. However, one limitation of the EE model is that it has no ability to estimate 
the local bubble sizes by itself. In this work, we have combined the Discrete Phase model (DPM) 
[2] to estimate the evolution of bubble sizes with the Eulerian-Eulerian model. In the DPM, the 
change of bubble size distribution is estimated by coalescence and breakup modeling of the 
bubbles. The time-varying bubble distribution is used to compute the local interface area between 
the gas and liquid phase, which is then used to estimate the momentum interactions such as drag, 
lift, wall lubrication and turbulent dispersion forces for the EE model. In this work, this newly-
developed hybrid model (EEDPM) is applied to compute an upward flowing bubbly flow in a 
vertical pipe, and the results are compared with previous experimental work of Hibiki et al. [3]. 
The EEDPM model can reasonably predict the locally different bubble size distributions and the 
velocity and gas fraction fields. On the other hand, the standard EE model without the DPM shows 
good comparison with measurements only when the prescribed constant initial bubble size is 
accurate and does not change much. Parametric studies are implemented to understand the 
contributions of bubble interactions and volumetric expansion on the size change of bubbles 
quantitatively. The results show that coalescence is larger than other effects, and naturally 
increases in importance with increasing gas fraction.  All the contents presented in this chapter 






Analysis of multiphase flow systems has received great attention as a grand challenge 
problem in Computational Fluid Dynamics (CFD) due to its importance for a wide variety of 
industrial processes (cooling, energy generation, material processing, chemical reactions, etc.). 
Despite numerous studies to date, the modeling of liquid-gas systems is still difficult due to its 
complexity and lack of fundamental understanding. The Eulerian-Eulerian (EE) model has been 
demonstrated to provide some success in simulating practical multiphase flow problems. However, 
the accuracy of this model is limited by the absence of reliable models for interphase coupling. EE 
models require additional help from measurements or additional modeling of interfacial coupling 
such as bubble characteristics (size, shape and so on) to calculate momentum interactions. 
The present paper specifically addresses multiphase flows in the bubbly and transition 
regime to slug flow. Here we have combined and improved a model for the bubbly flow regime 
within the Eulerian-Eulerian model. One of the uncertainties in bubbly-EE models is the bubble 
size distribution. Previous works show that there are several approaches to analyze the evolution 
of bubble size distribution. One of the most popular approaches, especially in the chemical 
engineering field, is Population Balance Theory (PBT) [6]. In this model, a transport equation is 
solved for the number density of bubbles for each bubble size in addition to solving the EE model, 
which consists of at least two sets of continuity and momentum equations. Coalescence and 
breakup effects are modeled as source terms in the number density transport equation as birth and 
death rates. Numerous works have been published to close these source terms. A difficulty of using 
PBT in practical industrial problems is the high computational cost as the number density transport 
equation is a complex integro-differential equation, and governing equations must be solved for 
several bubble sizes. Several other models have been developed to alleviate this issue: 1) Multi-
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size group (MUSIG) models [7, 8]  reduce the number of tracked bubble sizes by predefining them 
as a discrete distribution at input; 2) Interfacial Area Concentration (IAC) models [9] express the 
bubble distribution as interface area of bubbles and track it by solving a transport equation for the 
interface area instead of the number density. A major limitation of the MUSIG model is 
predefining the range of discrete bubble sizes as bubble interactions are estimated only for the 
prefixed finite bubble sizes. Therefore, this model relies on intuition to determine the bubble size 
range, and the results are dependent on this choice. With IAC models, the bubble size obtained 
from the IAC model is a locally averaged (Sauter-mean) bubble size. Hence, it is not possible to 
evaluate the bubble size distribution. Also, this model is difficult to apply for new fluids as it 
requires many empirical constants. 
In contrast with these Eulerian-based approaches, discrete approaches use Lagrangian 
point-particle tracking, for example, the Discrete Phase Model (DPM) [2]. With DPM, each 
particle making up the discrete phase is tracked individually as a point mass using Newton’s 
equations of motion. Based on the interaction with the continuous phase, it is classified to be one-
way coupled (only the continuous phase affects the discrete phase) or two-way coupled (both 
phases interact with each other). Recently, four-way coupled simulations have also been 
introduced by including particle-particle interactions such as collisions, coalescence, and breakup  
[10-12]. This approach allows simulation of high gas volume fraction bubbly flows. A weakness 
of DPM is that a Lagrangian point-particle is not suitable to represent large bubbles such as Taylor 
bubbles or gas pockets formed by the accumulation of bubbles in recirculation zones.  
Recently we have [13] combined a discrete approach for estimating the evolution of bubble 
sizes with a Eulerian-Eulerian model: the evolution of bubble size distribution is captured by DPM, 
and the bubble size information is used to calculate local momentum interactions in the EE model. 
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In this chapter, this model is applied in an upward-flowing bubbly flow in a vertical pipe, and the 
results are validated against previous experimental work of Hibiki et al. (2001) [3]. 
 
5.2 Numerical setup for benchmark test problems 
5.2.1 A bubble rising in stagnant fluid 
 To validate the models for volumetric expansion and drag force, those models are tested in 
DPM simulations of an air bubble rising in stagnant water. A single air bubble with zero velocity 
is released at the center of the pipe. Physically, a released bubble rises by buoyancy and accelerates 
until it reaches a terminal velocity. However, since the bubble size increases by volumetric 
expansion due to decrease of surrounding hydrostatic pressure as it goes up, the bubble adjusts to 
a new terminal velocity transiently based on the time-varying bubble size.  
A 1/6 sector of 3m length pipe with 50.8 mm diameter (D) is considered as a domain of 
the simulation under an assumption of axisymmetric flow (Figure 5.1). The flow is considered as 
a laminar flow. Mesh is 42,000-hexahedral mesh. Several different bubble sizes are tested 
(d=1~7mm), and the chosen bubble sizes are much smaller than the diameter of the pipe (d<<D) 
to avoid wall effect. All surfaces are counted as no-slip walls or symmetric boundarys except top 
surface of the pipe, which is a constant pressure boundary with atmosphere pressure 
(𝑃𝑜𝑢𝑡𝑙𝑒𝑡 = 𝑃𝑎𝑡𝑚). The calculated bubble size and terminal velocity are compared to measurement 




Figure 5.1 Geometry and mesh of the domain 
 




Figure 5.3 Decrease of bubble terminal velocity by bubble expansion from 3 seconds to 8 seconds 
 
Details of the volumetric expansion model and drag force are discussed in Chapter 4. Figure 5.2 
displays an expanding bubble as it rises due to the volumetric expansion effect. The injected size 
of the bubble is d=2.5mm at the beginning. The slice color shows the hydrostatic pressure of 
surrounding water. Since the hydrostatic pressure decreases as the bubble rises, bubble size 
increases by the decrease of surrounding water pressure. According to the increased bubble size, 
the terminal velocity of the bubble decreases as shown in Figure 5.3. Because of the smaller 
response time of the bubble (τ = 0.023 sec.) than the time step (∆t = 0.05 sec.), the velocity of 
the bubble reaches at the terminal velocity concerning the current bubble size every time step.   
Figure 5.4 shows the variation of terminal velocity based on the bubble size. Tomiyama 
combined three empirical equations for the drag coefficient to estimate the terminal velocity (zone 
1 & 2: spherical, zone 3: non-spherical) [14]. The tested bubble sizes (d=1~7mm) are in the 
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ellipsoidal shape regime (zone 3), and the terminal velocity decreases from d=1mm to 8mm as the 
bubble size increases due to the wobbling effect. Figure 5.3 reflects the same trend as well.  
  
Figure 5.4 Drag coefficient and terminal velocity obtained from Tomiyama drag force model [15] 
 
The calculated results are validated with analytical solutions and other experimental data. Table 
5.1 compares the calculated water pressure, air pressure, and bubble diameters to analytical 
solutions, and they match well each other. 
 
Table 5.1. Validation of pressures and bubble size with analytical solution  
Particle at bottom (Z=0m) Simulation Analysis 
Liquid pressure 1.3136e05 Pa 1.3136e05 Pa 
Gas pressure 1.3148e05 Pa 1.3148e05 Pa 
Bubble diameter 2.500 mm 2.500 mm 

















Table 5.1 (cont.) 
Particle at top (Z=3.0m) Simulation Analysis 
Liquid pressure 1.0194e05 Pa 1.0191e05 Pa 
Gas pressure 1.0197e05 Pa 1.0194e05 Pa 
Bubble diameter 2.727 mm 2.721 mm 
 
Figure 5.5 visualizes terminal velocities from previous works done by different researchers. The 
results of current work match well to the simulation and experiment results of considering ultra-
clean water. Details of the previous works are discussed in elsewhere [16].  
 





5.2.2 Bubbly flow in a vertical pipe    
Based on measurements by Hibiki et al. [3], a vertical acrylic resin pipe with 50.8mm 
diameter (D) and 3.061m length test section is considered in this work as a test problem for the 
EEDPM model. The details of the governing equations and mechanism of EEDPM are described 
in Chapter 4. The test section of experiments is chosen as the model domain (Z=0 is the domain 
inlet at the bottom, and Z=60.3D is the domain outlet at the top, which is assumed to be close to 
the outlet of the experimental system itself, so is set to 1atm pressure). Measurements of the 
velocity of both phases, gas fraction and bubble size were taken on two measurement planes, Z=6D 
and 53.5D. By assuming axisymmetric flow, a 1/6th sector of a pipe is used for the 3D domain, 
using a 42,000-hexahedral mesh (1.5mm ×1.5mm×20mm parallelepiped cells). Because the 
incompressible EE models cannot account for gas expansion and the corresponding increase in gas 
fraction and velocity with distance up the pipe, the inlet velocity and gas fraction are specified as 
constants at the bottom of the pipe as an inlet of the EE model to match the average experimental 
data at the outlet measurement plane from Hibiki et al. [3]. Table 5.2 shows the EE inlet boundary 
conditions of the three cases modeled in this study. 
Table 5.2 Experimental conditions used in the simulation 
Operating condition Case 1 Case 2 Case 3 
Water superficial velocity 0.491 m/s 0.986 m/s 0.986 m/s 
Air superficial velocity 0.030 m/s 0.070 m/s 0.445 m/s 
Gas fraction 4.14 % 5.75 % 26.96 % 
Water velocity at inlet 0.512 m/s 1.046 m/s 1.350 m/s 
Air velocity at inlet 0.734 m/s 1.217 m/s 1.650 m/s 
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Cases 1 and 2 are typical bubbly flows, and case 3 is in a transition between a bubbly and 
a slug flow regime. DPM bubbles are injected at Z=6D, based on the measured bubble sizes at that 
plane with gas flow rates taken from measurements at Z=6D, and inlet pressure from the EE model. 





× √R , θ =
π
3
× R                                                      (5.1) 
Where R is a uniform probability density function that varies from 0 to 1. These distribution 
functions make a uniform distribution on a fan-shape cross-sectional area. Once the injection point 
is determined, the injected bubble size is determined by the radial bubble size distribution from 
measurement data (d̅32 = d̅32(r)). Instead of using the Sauter-mean bubble size d̅32  from the 
measurement directly, a Rosin-Rammler size distribution is assumed for the injected bubble sizes.  






                                                  (5.2) 
where δ = 4, d̅32 is from the measurement on Z=6D associated with the randomly determined 
radial injection point r, R is a uniform probability density function that varies from 0 to 1. The pipe 
wall is assumed to be a smooth wall, and a no-slip boundary condition is used for the liquid while 
a free-slip boundary condition is used for the gas. A wall function for single-phase turbulent flow 
is applied to the liquid at the pipe wall. For DPM bubbles, a reflection boundary condition is 
applied to the wall. Elastic collisions are assumed when the distance from the wall becomes smaller 
than the bubble radius. This boundary condition is important to estimate an accurate bubble size 
near the wall since the DPM model allows a bubble to approach the wall until its center hits the 
wall. Side faces of the 1/6th sector of the pipe are prescribed as symmetric boundary conditions. 
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 For the EE model and the EE part of the EEDPM model outlet, constant pressure boundary 
condition (P = 1 atmosphere pressure) is assumed at the outlet of the domain. For turbulence 
modeling, the SST k − ω model is used, which transitions from k − ε in bulk to k − ω near the 
wall through a blending function, as described elsewhere [17, 18]. A time step of 0.001 seconds is 
chosen, based on satisfying the CFL number condition. Radial Sauter-mean bubble size 
distributions are calculated from vertically integrated DPM bubbles in five equally-divided zones 
in height, and the transiently-updated radial bubble size distributions (d=d(r)) are used for the EE 
model momentum interaction calculation of each zone. Velocity, gas fraction and bubble size 
distribution on the Z=53.5D plane are compared to the measurements. The new hybrid model is 
implemented in the commercial software ANSYS-Fluent through new user-defined (UDF) 
subroutines. The computer execution time was ~6 seconds per time step and about ~33 hours were 
taken to get a 20 seconds simulation results for the both cases (case 1: ~10,000 bubbles, case 2: 
14,000 bubbles).   
 
5.3 EE model results with Tomiyama lift force 
First, the standard Eulerian-Eulerian model is used with a constant bubble size to simulate 
the three cases. The original Tomiyama lift force model is used to calculate the lift force [19]. Case 
1 and 2, in the bubbly flow regime, have nearly equal gas fractions, but case 2 has twice the 
Reynolds number of case 1 for both phases. The average bubble sizes measured on the 
measurement plane Z=53.5D are 2.6mm for case 1, and 3.0mm for case 2. It was observed in the 
experiments that small bubbles (d<3.6mm) moved toward the wall due to the lift force and caused 
peaks of gas fraction and bubble diameter at ~2.5mm from the wall. Figure 5.6 shows velocity, 
gas fraction, and local bubble size distribution profiles at Z=53.5D for case 1. We observe a 
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reasonable agreement with the experimental data because the local bubble sizes do not deviate 
much from the average prescribed input bubble size of 2.6mm used in the simulation.  
 
Fig. 5.6 Comparison of velocity, gas fraction and bubble size profiles at Z=53.5D between 
measurements and EE simulation of case 1 
 
Figure 5.7 shows the same comparisons for case 2. These results under-estimate the 
velocities in the core region for both phases. The gas fraction peak near the wall is over-estimated 
slightly. 
 
Fig. 5.7 Comparison of velocity, gas fraction and bubble size profiles at Z=53.5D between 
measurements and EE simulation of case 2  
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Figure 5.8 shows the same comparisons for case 3. The experiments observed that in case 
3 the flow regime transitions from a bubbly flow to a slug flow. The big bubbles created by the 
coalescence process migrate toward the center of the pipe and cause a high gas fraction and large 
bubble sizes near the center. Due to the significant change of bubble size in the radial direction, 
the average bubble size of 4.0 mm cannot adjust the local bubble size properly. This causes a large 
deviation of the velocity magnitudes from the measurements. The gas fraction profiles are 
completely different. The simulations show a wall-peak profile, but measurements show a core-
peak profile. One reason for this disagreement is the lift force model. The Tomiyama lift force 
estimates a critical bubble size for the inversion of force direction as 5.8mm, so the lift force acts 
towards the wall for the 4.0mm bubbles.   
 
Fig. 5.8 Comparison of velocity, gas fraction and bubble size profiles at Z=53.5D between 
measurements and EE simulation of case 3 
 
5.4 EE model results with the modified lift force 
To improve the lift force calculation, a modified lift force model is used to re-compute case 
3. Before doing that, the radially-varying bubble size distribution from the measurement at 
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Z=53.5D is used everywhere along the pipe instead of a constant averaged bubble size of 4.0mm. 
Figure 5.9 shows the EE model results, with the original Tomiyama lift model. Even though the 
bubble size distribution is imposed to match the measurements, there is still significant 
disagreement of the velocity and gas fraction profiles. 
 
Fig. 5.9 Comparison of velocity, gas fraction and bubble size profiles at Z=53.5D for EE 
simulation of case 3 with Tomiyama lift 
 
On the other hand, the simulation results are improved when the modified lift model is 
used, as shown in Figure 5.10. Velocity profiles show reasonable agreement with the 
measurements, and the gas fraction correctly shows a core-peak profile. This result implies that 
modification of the lift force is necessary when there is a transition of flow regime from bubbly to 
slug flow in multi-bubble situations. Also, the EE model has potential to accurately simulate the 




Fig. 5.10 Comparison of velocity, gas fraction and bubble size profile at Z=53.5D for EE 
simulation of case 3 with modified lift 
 
5.5 EEDPM results 
We next recomputed cases 2 and 3 using the new EEDPM model including changes to the 
bubble size due to coalescence, break up and volumetric expansion. These bubble sizes are then 
used to compute the interactions between the bubble and the liquid phase. Figure 5.11 and 5.12 
show two snapshots of bubble distributions, illustrating that two bubbles are coalescing and 
another bubble breaking up into two bubbles.     
Figure 5.13 (left) shows the DPM bubble sizes at Z=53.5D for case 2. Despite the low gas 
fraction, collisions between bubbles happened, and the coalescence effect on the bubble size 
distribution was not negligible. Modeling of elastic bounce after non-coalescing collisions is 
crucial to get a realistic bubble motion, and spatial distribution of bubbles since the DPM model 
does not otherwise have a mechanism to avoid overlapping of bubbles. Unrealistic accumulation 
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of DPM bubbles at the wall was observed due to the lift force if the elastic bounce effect is not 
included. A few breakups are observed near the wall, caused by the high turbulent dissipation rate 
which decreases the Sauter-mean diameter near the wall.  
 
Fig. 5.11 Coalescence of bubbles near the center of the pipe 
 
 




Fig. 5.13 DPM bubble distributions of case 2(left) and case 3(right) near Z=53.5D 
 
Figure 5.14 shows Sauter-mean diameters of DPM bubbles at several locations for case 2 
and compares them with the measurements. The injected DPM bubbles at the Z=6D plane increase 
in size due to both volumetric expansion and coalescence as they float upwards in the duct. It is 
seen that the Sauter-mean diameter of the DPM bubbles passing through Z=53.5D plane matches 
the measurements well. The Sauter-mean diameter profile obtained from vertically integrating 
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over the DPM bubbles in the zone including Z/D=53.5 shows a similar trend to the results at 
Z=53.5D but produces a slightly rough bubble size distribution because it is a spatial average of 
bubbles in the zone at simulation time t=18 seconds. This radial bubble size distribution is 
transferred to the EE model for the calculation of local momentum interactions at each time step.  
 
Fig. 5.14 Profiles of Sauter-mean diameter (case 2) of DPM bubbles from EEDPM at Z=6D, 
Z=53.5D, and vertical integration, compared with measurements 
 
Figure 5.15 shows the velocity and gas fraction from the EEDPM model and compares 
them with the measurements. The newly-computed velocity fields agree better with the experiment 
and are higher near the center, but the gas fraction is over-estimated near the center and under-
estimated near the wall compared to the measurements and the original EE model results shown 
in Fig 5.7. This error in the gas fraction is due to an under-estimation of the lift coefficient by the 
modified lift force model. This suggests that a more sophisticated lift model is needed as discussed 




Fig. 5.15 Velocity and gas fraction profiles (case 2) from EEDPM at Z=53.5D and comparisons 
with measurements 
 
Figure 5.16 shows the distribution of Sauter-mean diameters of the EEDPM bubbles for 
case 3 at different axial locations compared with the measurements. As shown in Figure 5.13 
(right), the bubble size increases significantly near the center of the pipe due to the coalescence 
effect. Large bubbles (d>3.6mm) migrate toward the center by the lift force and create even larger 
bubbles through coalescence. On the other hand, the breakup of bubbles near the wall creates 
smaller bubbles and causes a decrease in Sauter-mean bubble diameter. The Sauter-mean 
diameters obtained by the DPM model at Z=53.5D matches well with the measurements. Figure 
5.17 compares the velocity and gas fraction distributions with measurements. Compared to the 




Fig. 5.16 Profiles of Sauter-mean diameter (case 3) of DPM bubbles from EEDPM at Z=6D, 
Z=53.5D, and vertical integration, compared with measurements 
 
Fig. 5.17 Velocity and gas fraction profiles (case 3) from EEDPM at Z=53.5D and comparisons 
with the measurement 
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5.6 Evaluation of bubble interaction and expansion effects 
 
To understand the importance of different contributions to the size change of bubbles 
quantitatively, parametric studies of case 2 and 3 are conducted by numerically activating only 
some of the effects, which include bubble collisions, volumetric expansion, breakup, and 
coalescence. Table 2 lists the activated effects in each run. The collision effect is always activated 
to avoid the unphysical overlapping of DPM bubbles. 
 
Table 5.3 The activated effects in each case of the parametric study 
 
Figure 5.18 and 5.19 show the comparison of these effects for case 2. It turned out that the 
coalescence effect is larger than the expansion effect despite the low gas fraction (α ≅ 6%), and 
both effects are not negligible. The increase of the Sauter-mean diameter from Z=6D to Z=53.5D 
by coalescence was 13.1%, compared to 7.0% by expansion. The total average increase in diameter 
from Z=6D to Z=53.5D was 18.9%. Especially, the coalescence effect is important to capture the 
peak near r/R≅ 0.95. The decrease of the Sauter-mean diameter by breakup averaged 2.8%. The 
breakup effect is small and decreases average bubble sizes mostly near the wall.    
 collision expansion coalescence breakup 
Run 1 Yes No No No 
Run 2 Yes Yes No No 
Run 3 Yes No Yes No 
Run 4 Yes No No Yes 
Run 5 Yes Yes No Yes 




Fig. 5.18 Comparison of DPM bubble sizes from EEDPM at Z=53.5D about run 1~3 for case 2 
 
 
Fig. 5.19 Comparison of DPM bubble sizes from EEDPM at Z=53.5D about run 4~6 for case 2 
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Figure 5.20 and 21 display the comparison of the effects in case 3. The coalescence effect 
is dominant compared to other effects due to the higher gas fraction (α ≅ 27%). The computed 
results with collision and coalescence roughly match the measurements at Z=53.5D. The total 
increase of Sauter-mean diameters from Z=6D to Z=53.5D of 30.0% consisted of 20.6% from 
coalescence and 10.9% by expansion. The decrease of the Sauter-mean diameter by breakup was 
negligible. From the comparison with case 2, while the volumetric expansion effect is determined 
mostly by height (both absolute height and height difference) and initial bubble size, the 
coalescence effect depends greatly on local flow conditions. 
 








A new hybrid EEDPM model for gas-liquid multiphase flow in gas-liquid systems has been 
developed and is tested for three cases of upward bubbly flow. The EEDPM model gives improved 
results compared to the EE model with a constant bubble size in both the bubbly flow regime (case 
1 & 2) and the transition regime (case 3). This is due to the improved calculation of the local 
bubble size distribution, which evolves space and time dynamically by coalescence, breakup and 
volumetric expansion, using a modified lift force relation and coalescence efficiency of 0.01. 
Further work is needed to improve the internal models for lift force and coalescence efficiency. 
The parametric studies of bubble interactions and volumetric expansion in case 2 and 3 show that 
the coalescence effect is larger than other effects, and the importance is dependent on the flow 





CD drag coefficient 
CL lift coefficient 
CWL wall lubrication coefficient 
CTD turbulent dispersion coefficient 
Cμ,l empirical constant of turbulence model 
D pipe diameter, m 
d bubble diameter, m 
d̅32 Sauter-mean diameter, m 
Eo Eotvos number 
𝐅 force, N 
𝐠 gravity acceleration, m/s2 
hi initial film thickness, m 
hf final film thickness, m 
Kkq momentum transfer coefficient from phase k to q 
k turbulent kinetic energy, m2/s2 
mb mass of bubble, kg 
𝐧𝐖 unit normal wall vector 
nλ̇ number density of turbulent eddy, 1/m
3 
p pressure, Pa 
R a uniform probability density function that varies from 0 to 1 
F cumulative probability density function 
r radial position in a pipe, m 
ReP particle Reynolds number 
t Time, s 
𝐮 velocity field, m/s 
u velocity magnitude, m/s 
u̅λ turbulent eddy velocity, m/s 
𝐯𝐢 i-th DPM bubble velocity, m/s 
V volume, m3 
𝐱 DPM bubble position, m 
yw distance from a wall, m 
α volume fraction 
169 
 
μ viscosity, Pas 
ρ density, kg/m3 
σ surface tension coefficient, N/m 
ε turbulent dissipation rate, m2/s3 
λ turbulent eddy size, m 
η Kolmogorov eddy scale, m 
Γ gamma function 
δ parameter of Rosin-Rammler distribution 





c computational cell 
G gravity 
D drag 
di i-th detached bubble 
eq equivalent 
g gas phase 
i i-th DPM bubble 
L lift 
l liquid phase 
max maximum 
min minimum 
new new position 
old old position 
P pressure gradient 
T turbulent dispersion 
t turbulence 
V virtual mass 
W wall lubrication 
λ turbulent eddy 
1 a smaller bubble in a pair 
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CHAPTER 6:  
IMPLEMENTATION OF EEDPM IN A LAB-SCALE STOPPER ROD SYSTEM  
In continuous casting of steel, argon gas injection into the Upper Tundish Nozzle (UTN) 
or the stopper tip is a popular method to reduce nozzle clogging and remove impurities. The 
multiphase turbulent flow of molten steel with argon gas through complicated-geometry nozzles 
increases the complexity of the flow dynamics.  In particular, the actual bubble size distribution in 
the mold remains unclear, even though it has a significant influence on the flow pattern and the 
generation of defects. In this study, these complex multiphase turbulent flow behaviors are 
simulated in a lab-scale continuous caster using a new hybrid model that involves an Eulerian-
Eulerian (EE) model coupled simultaneously with a Discrete Phase Model (DPM). The complex 
behavior of the argon gas including the formation of gas pockets, intermittent shearing-off of the 
gas pockets, volumetric expansion, coalescence and breakup of bubbles, and transport of the 
bubbles in both the nozzle and mold are all simulated. The model is validated with measurements 
on a benchmark experiment of liquid-metal argon flow in a laboratory-scale system. This hybrid 
model is a promising tool to estimate realistic bubble size distributions and multiphase flow in a 
real caster. The contents presented in this chapter have been published [1, 2]. 
 
6.1 Introduction 
In continuous casting of steel, argon gas injection has an important influence on the fluid 
flow in the mold, including surface velocity, level fluctuations, and the consequent entrainment of 
mold slag and formation of other defects. The bubble size distribution is essential, controlling not 
only the flow pattern [3] but also the distribution of bubbles and particles entrapped into the 
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solidifying shell [4]. This size distribution is complicated to determine, and it is an ongoing issue 
in computational modeling where unjustified assumptions must be made. A previous study [5] 
showed that the evolving argon bubble size distribution is a consequence of the four core 
phenomena: the formation of recirculation zones due to the flow-control geometry such as slide-
gate or stopper rod, generation of argon gas pockets in low-velocity regions inside the recirculation 
zones, intermittent shearing-off of the gas pockets, bubble interactions such as coalescence and 
breakup, and volumetric expansion of the bubbles according to the surrounding liquid steel 
pressure. Through those complex steps, the injected argon gas is redistributed into small bubbles 
with a certain bubble size distribution. Even though there are previous works for each of the step, 
no work considered the whole steps as integrated phenomena. Literature review of previous works 
regarding each step is discussed in Chapter 4.2. Sophisticated numerical and mathematical models 
are required to model the complex gas redistribution process above accurately and estimate the 
evolution of the locally and time varying bubble size distribution. In this work, a new hybrid model 
EEDPM is developed to model the phenomena mentioned above.  
 
6.2 Description of EEDPM 
 Details of the EEDPM are discussed in Chapter 4.3.  
 
6.3 Geometry and experimental conditions 
An experiment of lab-scale stopper rod system done by Timmel at al. [5] is benchmarked 
to validate the EEDPM hybrid model. As shown in Figure 6.1, this is a slot-shaped geometry: front 
view geometry is projected into the thickness direction by 12mm. Liquid Galinstan is supplied 
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from the top of funnel shape and flows downward by gravity. Argon gas is injected from the tip of 
stopper rod. Operating conditions and material properties are given in Table 6.1.  
 
Table 6.1 Operating condition and material properties [5] 
Operating condition Value Material property Value 
Operating 
temperature 
293 K Galinstan density 6440 kg/s 
Stopper rod position 
9.5 mm (Case 1) 
19 mm (Case 2) 
Galinstan viscosity 0.0024 Pa 




Galinstan flow rate 
115 cm3/𝑠 (Case 1) 
140 cm3/𝑠 (Case 2) 
Argon gas density 1.6228 kg/m3 
Argon gas flow rate 
1.7 cm3/𝑠 (Case 1) 
0.24 cm3/𝑠 (Case 2) 
Argon gas viscosity 2.125× 10−5 Pas 
Submergence depth 92 mm   
Wall roughness smooth wall (acrylic)   
Mold size 100 x 15 x 426  𝑚𝑚3   
Gas volume fraction 
1.4% (Case 1) 
0.2% (Case 2) 
  
 
Due to the low melting point of Galinstan, this experiment is conducted at room 
temperature. Argon gas behavior is measured through X-ray shots from the front: projected gas 
volume fraction field is obtained from the X-ray intensity (brightness ≅ volume fraction). Since 
this geometry is much smaller, thinner, and rectangular than the real scale stopper-rod system, the 
argon gas behavior may be different than in a commercial casting nozzle. However, this 
experiment is still valuable for validation as: 1) behavior of bubbles in liquid metal is measured 
(with similar high surface tension and buoyancy to the liquid steel-argon system), 2) experiments 




Figure 6.1 Geometry of lab-scale stopper rod system 
 
6.4 Numerical setup of the benchmark test problem 
Based on the experimental conditions above, the numerical setup of the EEDPM simulation 
is as follows. Since the EE and DPM models are run simultaneously in the same domain, two set 
of boundary conditions are required for each model. For the EE model, constant mass flow rate 
boundary conditions are used for the inlets of liquid Galinstan and argon gas at the proper locations 
shown in Figure 6.1 with the same mass flow rates in Table 6.1. The top surface of the mold is 
defined as a degassing boundary so that gas can escape through the surface. The wall is no-slip 
boundary with smooth wall and the bottom of the mold is defined as a constant pressure outlet 
boundary condition calculated from the hydrostatic pressure. For the DPM, bubbles with a 
diameter d=3mm are randomly injected into a small region just below the tip of the stopper to 
avoid artificial coalescences by overlapping of injection location with satisfying the gas flow rate 
175 
 
given in Table 6.1. The injection bubble size is determined from the hole size at the stopper tip. 
Escaping boundary conditions are used for the top and bottom of the mold, and a bounce back 
boundary condition is used for all the walls in the domain. All the mathematical models 
(coalescence, breakup, shearing off and volumetric expansion) are implemented in the simulation 
to capture the complex gas redistribution process through extensive subroutines with ANSYS-
FLUENT as a main solver. The random walk model is used with the DPM calculation to recover 
the turbulence fluctuation effect on bubble trajectories. Details of the model are discussed in 
Chapter 2. For the turbulence modeling, the SST k − 𝜔 model is used. Details of the model are 
discussed in Chapter 5.  The liquid flow is assumed as turbulent, but gas flow is assumed to be  
laminar due to its small particle Reynolds number. The wall function is used for the liquid 
boundary layer. A 0.6 million hexahedral mesh (cells ranging from 0.5mm cubic cells near the 
stopper to 1mm×1mm×3mm parallelepiped cells in the mold) is used for the simulations.  ∆𝑡 =
0.0025 second is chosen for the time step of the EE model calculation based on the CFL number 
calculation, but ∆𝑡 = 2.5 × 10−5  second is used for the time step of the DPM calculation to 
accurately capture the motion and interaction of bubbles. The computer execution time of EEDPM 
was ~18 seconds per time step and ~100 hours were taken to get a 50 seconds simulation result 
with ~500 DPM bubbles in the domain. 
 
6.5 Results and discussion 
6.5.1 Gas pocket formations  
Timmel et al. measured the gas pocket behavior and the bubble size distribution in different 
conditions. A transient behavior of gas pockets near the stopper tip is measured in Case 1. Since 
an important role of the EE model in the EEDPM is to capture the gas pocket formation and 
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behavior, the calculated gas pockets from the EE model is checked first with Case 1. Figure 6.2 
shows how the gas pockets are initiated at the recirculation zones near the stopper tip in Case 1.  
 
 











Figure 6.2 Initiation of gas pocket formation and a cycle of periodic oscillation of the gas pockets 
(gas volume fraction and liquid velocity field at t=0.8 sec. (a, b), t=1.2sec. (c, d), t=1.8sec. (e, f) 














A bubble size from the input bubble size d=3mm is used for the EE model simulation. The 
numerical solution is started with zero velocities and zero gas volume fraction fields. The 
simulation result shows that the gas pockets are formed in ~1 second. The gas injected from the 
stopper tip is supplied to the recirculation zones equivalently upto t=0.8 second (Fig. 6.2(a)) by 
the symmetric flow pattern (Fig. 6.2(b)).  After that, asymmetry appears in the gas volume fraction 
and the liquid velocity fields. It can be seen from the results at t=1.2sec. that the liquid velocity 
stream is tilted to the left (Fig. 6.2(d)) and shears the expanding left gas pocket more strongly (Fig. 
6.2(c)). Figure 6.2(e) shows that a gas lump is sheared off from the left gas pocket by the shearing 
of liquid flow. It is difficult to tell that which field initiates the asymmetry, but the liquid velocity 
and gas volume fraction fields show a coupled behavior. Once the liquid stream hits the left nozzle 
wall, it moves to the right and shears the right gas pocket (Fig. 6.2(f)) at this time. This causes a 
detachment of another gas lump from the right gas pocket (Fig. 6.2(g)). Finally, the liquid stream 
goes toward the left gas pocket again by passing through the center and this oscillation cycle is 
repeated continuously (Fig. 6.2(g, h)). 
6.5.2 Effect of interfacial shear  
The effect of interfacial shear term on the gas pocket behavior is studied through a 
comparison of the simulation results with and without the interfacial shear (Fig. 6.3). The initiation 
stage of the gas pocket formation is almost identical between the cases with (Fig. 6.3(a)) and 
without the interfacial shear (Fig. 6.3(b)).  However, the oscillation period becomes faster with the 
interfacial shear as time goes by. With the interfacial shear, the detachment of the left gas pocket 












Figure 6.3 Comparison of gas pocket behaviors between the result with interfacial shear (a, c, e), 
and the result without interfacial shear (b, d, f) 
 
Figure 6.3(e) and (f) show that almost half of the oscillation period is preceded with the interfacial 
shear. The right gas pocket is about to be detached with the interfacial shear (Fig. 6.3(e)), but still 
the left gas pocket is sheared without the interfacial shear (Fig. 6.3(f)). Thus, more breakups of gas 
pockets are observed in a certain time period with the interfacial shear.  
6.5.3 Validation of the gas pocket behavior to the measurements 
Figure 6.4 shows a comparison of gas pocket shape between the measurement through x-
ray and the EE model simulation for Case 1. In the experiment, intensity of X-ray or brightness of 
the image expresses the gas volume fraction. The simulaiton result is properly post-processed to 
compare the results one to one. The simulation and measured results both show that gas pockets 




the side walls. The location and size of the gas pockets match qualitatively. Oscillation of the two 
gas pockets on the walls are observed in both results while the simulation result shows a symmetric 
oscillation with a regular period. The measurement result shows an asymmetric irregular oscillation 
of the two gas pockets. This difference might be originated from a misalignment of the stopper or 
other unintended asymmetric conditions in the experiment. It is very difficult to make a perfect 
symmetric result in the experiment because of the chaotic nature of the multiphase turbulent flow. 
Small asymmetry can cause a big difference such as the gas pocket oscillation.  
   
Figure 6.4. Comparison of the measurement (a) and the simulation result (b) for the gas pocket 
shape 
 
6.5.4 Simulation of the shearing off and bubble breakup near the gas pockets 
To validate the bubble size distribution calculated from the EEDPM with the measured 
bubble size distribution in the mold in Case 2, the EEDPM is applied to Case 2. Details of the 
conditions are discuressed in Table 6.1. Figure 6.5 shows the DPM bubbles with the gas volume 















Formation of the two gas pockets are captured from the gas volume fracition field with the 
𝛼𝑔 > 0.95 criteria. Constant d=3mm sized bubbles are injected near the stopper tip with satisfying 
the gas flow rate from the experimental conditon. It is observed that most of the injected bubbles 
from the stopper tip join the gas pockets and the constant DPM bubble size is re-initialized by the 
shearing off model. As discussed in Chapter 5, the DPM bubbles that touch the gas pocket (αg >
0.95) are counted as coalesced bubbles to the gas pocket. The volume of the DPM bubbles that 
touched the gas pocket is stored in a bin of the gas pocket and redistributed to DPM bubbles with 
different bubble sizes through the shearing off mechanism.  The four snapshots (Fig 6.5 (a)~(d)) 
display the moment of DPM bubble detachment from the right gas pocket and breakup of the 
detached bubbles by the turbulence. Based on the shearing off model discussed in Chapter 5, the 
size and number of bubbles are calculated and they are injected as DPM bubbles at the tip of the 
gas pocket (Fig. 6.5(a)). Several big bubbles (d>5mm) are detached at t=58.1325 sec., but they 
break down to smaller bubbles in the short time interval (∆t =~0.04 sec.) (Fig. 6.5(b) ~ (d)) due 
to the high turbulence dissipation rate developed near the gas pocket. The breakup model 
determines whether a bubble is going to breakup or not using the maximum stable bubble size 
𝑑𝑐𝑟𝑖𝑡, which is a function of turbulence dissipation rate . 
Figure 6.6 shows the turbulence dissipation rate  and the maximum stable bubble size 𝑑𝑐𝑟𝑖𝑡 
based on the  near the stopper. The high turbulence dissipation rate generated near the gas pockets 
(~10 m2/s3) causes a small maximum stable bubble size 𝑑𝑐𝑟𝑖𝑡 (~1mm) so that breakup is likely to 
occur whenever big bubbles are sheared off from the gas pockets. It is found that vicinity of gas 
pocket is one of the highest  regions in the domain, thus a major breakup point of bubbles.  The 





Figure 6.6. Turbulence dissipation rate  and maximum stable bubble size 𝑑𝑐𝑟𝑖𝑡 fields near 
the gas pockets 
 
 
Figure 6.7. Transition of the size distribution of bubbles created by the shearing off: (a) 
immediately after the shearing off (t=58.1325 sec.), (b) after breakup by turbulence (t=58.17 
sec.)  
 
Five bubbles are detached from the right gas pocket at t=58.1325 seconds (Fig. 6.5(a)) and the 




seconds later (Fig. 6.5(d)), large sized bubbles break down to smaller bubbles by the high 
turbulence and the size distribution is changed to Fig. 6.7(b), which is similar to a typical Rosin-
Rammler distribution.  
6.5.5 Swirl generation at the bottom of the nozzle and bubble breakup  
Another major breakup point in the domain is near the bottom of the nozzle. A swirl is 
generated by the collision of liquid stream to the flat-shaped nozzle bottom and creates another 
high turbulence dissipation rate zone there. Figure 6.8 displays the turbulence dissipation rate  and 
maximum stable bubble size 𝑑𝑐𝑟𝑖𝑡 fields near the port outlets.  
 
Figure 6.8 Visualization of the swirl development at the nozzle bottom 
The high  region is developed horizontally along the core of swirl over the two port outlets. 
Small bubbles (d<1mm) are easily captured by this swirl due to their small Stokes number. They 




simulation result showed that big bubbles (d>6mm) cannot survive without breakup when they are 
injected into the mold. Big bubbles mostly go through the top of the port as shown in Figure 6.9 
due to the large bouyancy.  
 
Figure 6.9. Breakup of DPM bubbles by the swirl developed near the port outlets with the 
turbulence dissipation rate  and the maximum stable bubble size 𝑑𝑐𝑟𝑖𝑡 fields  
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And then, the swirl developed inside of the port breaks down the big bubbles before they 
come out to the mold. This result corresponds to the experimental observation of Timmel et al. [6]. 
6.5.6 Double roll flow pattern in the mold and bubble coalescence in the lower roll 
Figure 6.10 displays the DPM bubbles with several flow fields. Strong liquid jets coming 
out from the ports divide the mold into two regions (upper mold and lower mold regions) and 
creates a double-roll flow pattern in the mold as shown in Figure 6.9(b).  
 
Figure 6.10 DPM bubbles with gas volume fraction (a), liquid velocity magnitude (b) and 
turbulence dissipation rate fields (c) in the mold 
 
(a) (b) (c) 
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Due to the very thin mold thickness (12mm) which is identical to the port thickness, bubbles 
flowing into the lower mold are mostly obstructed from rising to the upper mold by the jets injected 
into the mold while the bubbles located in the upper mold easily escape to the top surface of the 
mold. Since big bubbles are broken to smaller bubbles inside the nozzle, relatively small sized 
bubbles (d=1~3mm) are supplied to the lower mold. It is observed that the bubbles in the lower 
mold circulate and experience coalescence and breakup repeatedly. Occasionally, very large 
bubbles (d>7mm) evolve due to serial coalescences inside of the lower roll as shown in Figure 
6.11. The large bubbles have enough buoyancy to overcome the jet obstruction so that they float 
to the upper mold eventually.  
                      






Figure 6.12 shows that the bubbles located in the lower mold have longer residence time 
compared to the bubbles in the upper mold due to the jet obstruction.  
 
Figure 6.12 Residence time (bubble color) and velocity field (contour) in the domain 
One important thing to point out is that this phenomenon is not likely to happen in the real 
caster. As real casters have a larger mold thickness which is typically thicker than the port 
thickness, the liquid jets coming from the ports cannot obstruct most the bubbles in the lower roll. 
The bubbles can detour the jet region and rise to the top easily. Thus, contribution of the bubble 





have more chance to coalesce and breakup by the long residence time in the lower mold circulation. 
And this difference makes this benchmark problem suitable to validate the bubble interaction 
models. Even though the coalescence and breakup happen repeatedly, the EEDPM calculation was 
able to reproduce the sporadic rising of big bubbles from the lower mold which is observed in the 
experiment as well and obtain a quasi-steady state bubble size distribution in the mold.  
6.5.7 Bubble size distribution in the nozzle and the mold 
Figure 6.13 describes the time-averaged results of number, size and residence time of DPM 
bubbles in the domain.  
 
Figure 6.13 Size, number and residence time of DPM bubbles in the computational domain  
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In the nozzle, roughly 2000 bubbles are found during the sampling period and Zone 1 and Zone 2 
have the most of bubbles due to the accumulation of bubbles in the recirculation zones near the 
inlet of nozzle. Even though bubbles that joined the gas pockets are removed from the domain, the 
recirculation zones where they are not filled by the gas pockets are the best places for bubbles to 
stay longer in the nozzle. Residence time of Zone1 and 2 are longer than Zone 3 because of the 
same reason. Zone 4 has the longest residence time in the nozzle because small bubbles show a 
tendency of entrapping into the core of the swirl. The average bubble size increases as it goes down 
except Zone 4 due to the residence time effect: big bubbles try to stay longer in the downward flow 
due to their stronger buoyancy. The reason that Zone 4 does not follow this trend is because of the 
breakup of bubbles by the swirl developed at the bottom of the nozzle. In case of the bubbles in 
the mold, 2188 bubbles are observed in total, and Zone 7 has the largest number of bubbles due to 
the jet obstruction effect and buoyancy of the bubbles. Also, Zone 7 has the largest average bubble 
size in the mold because of the coalescence among the bubbles: high number density of bubbles 
in Zone 7 results more collision, and ultimately more chance of coalescence. The residence time 
of Zone 7 and 8 is longer than other zones, due to the jet obstruction effect.  
Figure 6.14 shows the transition of bubble size distribution by time. It shows that the bubble 
size distribution oscillates due to the shearing off events happening sporadically, however, it does 
not show any trend by time. The DPM bubble size distribution of each zone displayed in Figure 
6.13 is shown in Figure 6.15. Majority of bubbles in the nozzle (Zone 1-4) have d=~1.5mm due to 
the breakup caused by high turbulence dissipation rate ε (1-10 m2/𝑠3) in the nozzle. Relatively 
large bubbles (d>3mm) are mostly generated in the lower mold (Zone 7 and 8) by the coalescence.  
Figure 6.16 compares the bubble size distribution with the experimental measurement [5]. 
The DPM bubble size distribution in the test section (the X-ray window in the mold in Fig. 6.1) 
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including Zone 6 and 7 matches to the measurement reasonably. The small bubbles supplied from 
the nozzle contribute to the peak of the bubble size distribution, and the relatively large bubbles 
created in the lower mold forms the portion of large size distribution in the test section.  
 
Figure 6.14 Transition of bubble size distribution by time 
 




Figure 6.16 Comparison of bubble size distribution to the measurement  
 
6.6 Conclusions 
The lab-scale stopper rod system is simulated through the new hybrid model EEDPM. The 
complex behavior of argon gas in the process is modeled, including the formation of argon gas 
pockets, intermittent shearing-off of the gas pockets, volumetric expansion, coalescence and 
breakup of bubbles. Those models are validated by comparison with the measured bubble size 
distribution in the mold. The formation of gas pockets by the gas accumulation at the recirculation 
zones is properly captured near the inlet of SEN as measured by the X-ray in the experiments. 
Majority of the injected bubbles near the stopper tip with the initial bubble size d=3mm join the 
gas pockets, and the sizes are re-initialized by the shearing off process. The EEDPM is able to 
simulate realistic phenomena observed in the experiment such as intermittent floatation of big 
bubbles near the narrow face in the lower mold by the serial coalescence, and the breakup of big 
bubbles at the bottom of the nozzle by the swirl development. The turbulent dissipation rate 
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strongly affects the bubble size distribution through the maximum stable bubble size in the breakup 
model. High turbulence dissipation rate is obtained near the stopper tip and nozzle bottom. This 
makes the two locations major bubble breakup points in the domain. The breakup effect is 
dominant in the nozzle flow due to the high turbulent dissipation rate and determines the highest 
frequent bubble size in the mold. On the other hand, the coalescence effect is important to generate 
big bubbles that comprise the portion of large size distribution in the test section. The argon gas 
behavior shown in this benchmark problem will be different to cases of the real caster. In this lab-
scale test problem, the angular corner makes flow separation more severely and affects gas pocket 
formations. Also, the thin mold thickness causes circulation of bubbles in the lower mold by the 
jet obstruction, that is unlikely to happen in the real caster due to the thicker mold thickness than 
the port thickness. It is anticipated that the breakup effect in the nozzle would be still significant, 
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CHAPTER 7:  
SIMULATION OF ARGON GAS BEHAVIOR IN A REAL CASTER  
WITH A SLIDE-GATE SYSTEM  
In spite of the ent techniques in extreme conditions. Especially, the bubble size distribution 
in the mold has been a missing key factor to study flow pattern and bubble entrapment in the mold. 
In this work, the complex distribution and evolution of argon gas bubbles in the continuous casting 
process with a slide-gate system are simulated through the newly introduced multiphase flow 
model Eulerian-Eulerian Discrete Phase Model (EEDPM) in Chapter 4. Core phenomena such as 
gas pocket formation, shearing-off of the gas pockets, bubble interactions (coalescence and 
breakup) and volumetric expansion of the bubbles are all properly modeled and simulated. With 
the calculated bubble size distribution inside of the nozzle, flow in the mold is validated by the 
measured surface liquid steel velocity from nailboard measurements. Also, a parametric study of 
the slide-gate opening is implemented to analyze the effect on the gas redistribution process and 
the bubble size distribution in the mold. This work is meaningful by improving existing study of 
continuous casting regarding multiphase flow through a better estimation of bubble size 
distribution in the nozzle and mold. 
 
7.1 Introduction 
Argon gas injection is a common method for lessening nozzle clogging [1, 2] with the 
calcium treatment [3] in continuous casting of steel. It is known that nonmetallic solid oxides and 
sulfides (such as Al2O3 or CaS) are one of the main sources of nozzle clogging [4]. Al, Si or Mn 
are generally used as de-oxidizers of iron oxides (Fe2O3, Fe3O4) in the steelmaking process. After 
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the ladle refining process, remained nonmetallic oxides in the liquid steel (especially in Al or Si-
killed steel) can be supplied to the continuous casting system and cause nozzle clogging by 
attaching on the nozzle wall or generate inclusions in the final product by flowing out to the mold. 
Air aspiration is another source of oxides through reaction of remained de-oxidizer in the liquid 
steel with oxygen sucked from the outside of the nozzle by negative pressure developed near the 
flow control systems as discussed in Chapter 3.  
Argon gas injection is ideally harmless when the bubbles escape to the mold top since it 
does not react with any other materials as a noble gas. There are several reasons why clogging is 
reduced with argon gas injection [5] 1) Gas pockets formed in the recirculation zones (where are 
the best places for particle accumulation) or a film of argon gas formed on the nozzle wall when 
the multiphase flow is in annular flow regime prevent attachment of oxides, 2) Argon gas injection 
reduces air aspiration by increasing the minumum pressure near the flow control system, 3) Argon 
bubbles remove impurities by capturing oxides on the floating bubble surface [6], 4) Argon 
injection increases turbulence in the nozzle and flush the oxides, 5) Argon gas lessen a chemical 
reaction between the refractory and the steel. 
However, the bubbles change the fluid flow, especially in the mold during the floating 
process [7] and may cause transient transitions of flow pattern between double-roll and single-roll. 
Minimizing variation of casting circumstance such as mold top surface velocity and height, power 
consumption rate and so on is the essential task to obtain clean steel since the continuous casting 
is designed to operate in a stable quasi-steady state. Previous works show that excessive argon gas 
flow rate leads unstable and asymmetric flow pattern and increase surface defects. 
Stable mold flow patterns can be classified into two types in continuous casting, single-roll 
and double-roll flow pattern. It is well known that a double-roll flow pattern in the mold (two flow 
198 
 
circulation regions are formed with a liquid steel jet coming out from the nozzle port outlet as a 
boundary) is ideal since the single-roll flow pattern (jets hit the top surface and flow toward the 
narrow face) causes typically higher surface velocity and level fluctuation, which increases slag 
entrainment and surface defects. However, there are positive sides of the single-roll flow pattern 
such as removing oxides supplied from the nozzle flow by directing them to the slag layer, and 
keeping the top surface hot so that it reduces the chance of hook formation, where is the best place 
for bubble/oxides entrapment. Previous works showed that argon gas flow rate can be used for 
manipulating the flow pattern from the double-roll to single-roll with other factors such as 
submergence depth and casting speed. Combination of high argon gas flow rate with shallow 
submergence depth and low casting speed makes flow pattern single-roll flow.  
Argon bubbles can directly aggravate the top surface stability by impinging the top surface. 
Emulsification of slag, slag layer rupture and top surface balding are the direct effect of bubbles 
on the top surface [8]. Due to the difficulties of stabilizing flow pattern and top surface with argon, 
the argon gas injection is generally used for the thick-slab casters with low-casting speed, which 
is another strong factor to increase the instability of mold flow. Therefore, argon gas injection must 
be carefully designed with accurate physical/mathematical modeling to aim the optimal operating 
condition.  
The calcium treatment is easier to obtain a stabilized top surface and flow pattern in an 
aspect that it does not need to deal with the multiphase flow, which requires more efforts to control 
compared to single-phase flow. Thus, this method is popular for thin-slab casters with high casting 
speed these days. However, the calcium treatment can cause corrosion of refractory lining in the 
nozzle and generates additional solid oxides such as CaS or CaOAl2O3 depending on the contents 
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of sulfur and aluminum. Thus, this method also requires special attention to decide an exact amount 
of Ca treatment. 
With the effect on the flow pattern, another issue of using argon gas injection is the bubble 
capture. Some bubbles fail to be removed and captured in the solidified shells [9], that are sources 
of surface and internal defects [10]. Physically, bubbles are captured by the dendrite solidification 
front after entering the mushy zone. There are several possible scenarios for bubbles near the 
solidification front: 1) entrapped between the dendrite arms, 2) engulfed by the fast solidification 
front, 3) engulfed by bubbles staying at the front due to force balance, 4) pushed back to the outside 
of solidification. There are several capture criteria to model this phenomenon. The simplest way 
that covers the first and fourth scenario is to count bubbles touching the solidification front as 
captured bubbles in the dendrite arms. This is a fair assumption for the bubbles that have smaller 
diameters than the Primary Dendrite Arm Spacing (PDAS). The second way is to use the critical 
velocity criterion that covers the second and fourth scenario. Bubbles can be engulfed even though 
they are not entrapped in the dendrite arms when the solidification speed is fast enough (i.e., 
solidification front speed > critical velocity). The third way is to calculate the local forces acting 
on the particle and dendrite tip and check whether it reaches a force balance or not. This covers 
the third and fourth scenario.   
All the complex issues mentioned above regarding the argon gas injection in the continuous 
casting are strongly affected by the bubble size distribution. Even though same gas flow rate is 
given, the flow pattern in the mold will be totally different by how the gas is distributed by certain 
bubble distributions [11]. Also, the bubble size is a critical factor in determining its transport and 
fate that whether it floats to the top, traps on the solidified shell or goes deep in caster.  However, 
the bubble size distribution in the mold has been simplified with unjustified assumptions in 
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previous works due to an absence of methodology to estimate the complex gas distribution and 
evolution process [12, 13].  
Recent work by Timmel et al. [14] visualized the complex gas re-distribution process and 
evolution of argon bubbles in liquid metal turbulent flow with a lab-scale stopper rod-like system 
such as formation of gas pockets at the recirculation zones by the accumulation of injected gas 
[15-18], detachment of small bubbles by the shearing-off process [19-21], bubble interactions such 
as coalescence and breakup [22-24], and volumetric expansion of the bubbles [25]. Through those 
complex gas re-distribution processes, the injected argon gas from the stopper tip or UTN porous 
wall is distributed into small bubbles with a certain bubble size distribution. Even though there are 
previous works for each of the process, no work has been considered the whole processes as 
integrated phenomena to obtain the realistic bubble size distribution in the mold. In this work, the 
complex distribution and evolution of argon gas bubbles in the continuous casting process with a 
slide-gate system are simulated through the newly introduced multiphase flow model Eulerian-
Eulerian Discrete Phase Model (EEDPM) in Chapter 4. 
 
7.2 Geometry and operating conditions of the Baosteel real caster  
The geometry and operating condition used in the Baosteel plant are applied to the EEDPM 
simulation in this work. The geometry of the nozzle which is considered as a computational domain 
of the EEDPM is shown in Figure 7.1 The operating conditions and material properties are given 




       
Figure 7.1 Geometry of the Baosteel nozzle 
Table 7.1 Operating conditions of the process and material properties  
Operating condition  Material properties  
Slide-gate opening (𝑓𝐿) 
44.5 %  
(original, Case 1) 
60.0 % (Case 2) 
75.0 % (Case 3) 
Liquid steel density, 𝜌𝑙 7000 kg/m
3 
Casting speed 0.6 m/min Argon density 1.6228 kg/m3 
Measured gas flow rate at 
UTN, 𝑄𝑔𝑎𝑠 
3.2 SLPM Surface tension 1.2 N/m 
Measured gas flow rate at 
Upper plate  
2.3 SLPM Steel viscosity 0.006 Pa∙s 
UTN porous wall area, 
𝐴𝑈𝑇𝑁𝑝𝑜𝑟𝑜𝑢𝑠  
0.0641 m2 Liquid steel temperature 1550 ℃ 
Submergence depth 186 mm 
Permeability of porous 
material, 𝑃𝑒𝑟𝑚 
10.1 nPm 
Port size 90 × 54 mm Static contact angle, 𝜃𝑐𝑜𝑛𝑡𝑎𝑐𝑡 107 degrees 
Port angle 15 degrees UTN gas porous hole 0.3mm 
Tundish height, ℎ1 1040 mm   
Tundish bottom area, 
𝐴𝑇𝑈𝑁 
21.4 m2   
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7.3 Estimation of the input bubble size from the UTN porous wall  
The initial bubble size from the UTN porous wall is calculated from the models developed 
by Bai and Thomas (2001) [26] and Lee et al. (2010) [27]. Liu proposed a methodology to get the 
initial bubble size from the UTN porous wall as follows: 1) Calculate gas velocity distribution on 
the UTN porous wall from a porous gas flow simulation in the UTN refractory [28], 2) Estimate 
number of active sites on the UTN wall using an empirical equation suggested by Lee et al. (2010), 
3) Calculate gas flow rates per hole and use them for the estimation of initial bubble sizes through 
Bai’s model [26]. 
In this work, Step 1 is simplified by assuming that the gas flow rate at each hole is uniform 
and gas leakage is negligible. To apply this methodology to the real caster simulation properly, 
expansion of argon gas by the operating condition of continuous casting (high temperature and 
high pressure) must be considered. Through the ideal gas law, the expanded gas flow rate is 
calculated as follows: 






                                              (7.1) 
Here, the liquid steel temperature is used for the UTN temperature (𝑇𝑈𝑇𝑁). The pressure inside of 
the UTN (𝑃𝑈𝑇𝑁) is calculated using Equation 2 from the 1D pressure model discussed in the 
Chapter 3.  


















Figure 7.2 Schematic of tundish and UTN for the calculation of 𝑃𝑈𝑇𝑁 
This pressure is used together with the gas flow rate from the pump measured in the 
Standard Temperature and Pressure (STP) condition, and the liquid steel temperature to calculate 
the expanded gas flow rate in Equation 7.1. Once the expanded gas flow rate 𝑄𝑔𝑎𝑠_𝑒𝑥𝑝 is calculated, 
the next step is to estimate the number of active sites on the UTN porous wall. Lee et al. [27] 
proposed an empirical correlation as follows:  






× 𝐴𝑈𝑇𝑁𝑝𝑜𝑟𝑜𝑢𝑠                          (7.3) 
 
By dividing the expanded gas flow rate 𝑄𝑔𝑎𝑠_𝑒𝑥𝑝 by the calculated number of active sites 𝑁𝑎𝑐𝑡𝑖𝑣𝑒, 
the gas flow rate per hole is calculated under the assumption of uniform gas flow on the porous 




                                                          (7.4) 
This gas flow rate per hole 𝑄ℎ𝑜𝑙𝑒 becomes the input value to Bai’s model [26] with the pore hole 
diameter and the vertical liquid steel velocity in the UTN, 𝑉𝑈𝑇𝑁
 . Based on the calculation result of 
Bai’s model, 𝑑𝑖𝑛𝑖𝑡 = 2.67mm is selected for the initial bubble size of the EEDPM simulation as 




in STP condition (Standard Liter Per Minutes, SLPM), the gas flow rate per hole, number of active  
sites (and per unit area) and the formed initial bubble size from the hole of UTN wall.   
 
            
Figure 7.3 Relation among gas flow rate from pump (SLPM), expanded gas flow rate, active sites, 
gas flow rate per hole and initial bubble size 
 
 
7.4 Simulation of argon gas redistribution in the nozzle flow   
7.4.1 Numerical setup 
With the given geometry, operating condition and initial bubble size, the numerical setup 
of the EEDPM simulation for the nozzle flow is as follows. As discussed in Chapter 6.4, the 
EEDPM requires boundary conditions for the EE model and the DPM model both since they are 
run simultaneously in the same domain. Figure 7.4 displays the boundary conditions used in the 
calculation. For the EE model boundary conditions, the UTN inlet is defined as an EE gas and 
liquid phase inlet. Constant mass flow rate boundary conditions are used with the given values 
from Table 7.1. DPM bubbles with the calculated initial bubble size (d=2.67mm) are randomly 
injected inside of the UTN to avoid artificial coalescence by overlapping of injection location with 
satisfying the given gas flow rate. The gas enters from the upper plate is assumed to be injected 
from the UTN because it is challenging to estimate bubble sizes from the upper plate. The wall is 





















































































defined as a no-slip boundary condition for the EE gas and liquid phase, a bouncing back boundary 
condition for the DPM gas bubbles. The port outlets are defined as outlets of the domain. Constant 
pressure boundary conditions are used for the EE gas and liquid, and an escaping boundary 
condition is used for the DPM bubbles. All the validated mathematical models (coalescence, 
breakup, shearing off and volumetric expansion) in Chapter 5 and 6 are implemented through 
extensive subroutines with ANSYS-FLUENT. For the turbulence model, the SST- 𝑘 − 𝜔 model 
is used. The random walk model is used together with the RANS turbulence model to recover the 
turbulence fluctuation effect on bubble trajectories. A 0.23 million hexahedral mesh (2.5mm cubic 
cells) is used. The calculation marches with a time step ∆t = 0.002 second.  
 
Figure 7.4 Boundary condition of the EEDPM simulation 
 
This time step is also used for the time interval of breakup criterion check (i.e. it is assumed 
that the time step is equal to the eddy lifetime). A justification is discussed in Section 7.5. The 
computer execution time of Case 1 (~0.5million bubbles) was ~0.25 hours per time step and about 
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28 days were taken to get a ~5 seconds quasi-steady state result, and the execution time of Case 2 
and 3 (~50,000 bubbles) were 45 seconds per time step and about 63 hours were required to get 
10 seconds quasi-steady state results. 5 seconds for Case 1, 10 seconds for Case 2 and 3 are chosen 
for the sampling of DPM bubbles. 
7.4.2 Initial condition to the EEDPM from an EE simulation 
To shorten the simulation time, the EEDPM simulation is started from an EE model 
transient solution that reaches a quasi-steady state. The initial bubble size calculated above (𝑑𝑖𝑛𝑖𝑡 =
2.67mm) is used for an input bubble size of the EE model calculation. The EE model solution 
reaches the quasi-steady state in ~2 seconds of flow time. The gas volume fraction field obtained 
from the EE model (Fig. 7.5) shows that gas pockets are not formed in the recirculation zones 
based on the gas pocket criteria 𝛼𝑔 > 0.95 in the given operating condition.  
                                     






Even though the argon gas is accumulated in the recirculation zone just below the slide-gate, the 
gas volume fraction is 𝛼𝑔 ≅ 0.5, which is lower than the gas pocket criteria 𝛼𝑔 > 0.95. This can 
be explained by the fact that the accumulated gas is spread into the wide recirculation zone 
developed by the narrow slide-gate opening. Argon gas exists as a collection of small bubbles 
instead of merging into a big gas pocket. High gas volume fraction (𝛼𝑔 > 0.95) is observed just 
below the slide-gate and top of the ports, but too small to define them as gas pockets. Thus, the 
shearing off process is not going to happen in this operating condition with EEDPM simulation 
due to the absence of gas pocket. Gas pockets are expected at the top of the ports if a mold is 
considered together because a backward flow which is eliminated by the pressure outlet boundary 
condition at the port outlet will supply more gas to the recirculation zone at the top of the port. 
7.4.3 Implementation of the EEDPM to the nozzle flow 
 With the calculated initial bubble size d=2.67mm and the initial condition above, the 
EEDPM is applied to the nozzle flow simulation. This bubble size distribution was set to a constant 
because pore size and size distribution spread parameter information were hard to obtain and the 
coalescence and breakup models dominate the ultimate bubble size distribution. Half of the domain 
is considered for the simulation in order to reduce the computational cost. Residence time of 
bubbles in the nozzle is about 1 second and reach a quasi-steady state by ~3 seconds. Figure 7.6 
displays a transient simulation result of the EEDPM after reaching a quasi-steady state. The gas 
phase tracked in the Lagrangian framework by the DPM (DPM bubbles) and in the Eulerian 
framework by the EE model (gas volume fraction field) are compared in Figure 7.6(a) and 7.6(b). 
Even though they are not restricted to match in the governing equations of EEDPM, gas bubbles 
tracked by DPM correspond to the distribution of gas phase captured by Eulerian-Eulerian model 
qualitatively. The number density of DPM bubbles is proportional to the gas volume fraction, and 
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the DPM bubble sizes are larger in the high gas volume fraction regions due to the coalescence 
caused by frequent collisions among the neighbor bubbles.  
       
Figure 7.6 EEDPM transient simulation result at t=11.0 second: (a) DPM bubbles, (b) gas 
volume fraction 
 
One thing needs to be mentioned is that the motivation of EEDPM is to improve a flow calculation 
of EE model (velocities, pressure and gas volume fraction) by supplying a locally and time-varying 
bubble size distribution from DPM. Based on this concept, the EE model calculation results such 









conventional EE model although the EEDPM produces another set of gas velocity and gas volume 
fraction from DPM as a kind of by-product through some post-processing. The role of DPM in the 
EEDPM is solely to calculate the evolution of bubble size distribution by considering coalescence, 
breakup, shearing off and volumetric expansion. However, it physically makes sense that both 
models estimate corresponding gas behavior in different frameworks. 
Figure 7.7 visualizes liquid steel velocity, turbulence dissipation rate and maximum stable 
bubble size on the symmetric plane.  
  
Figure 7.7 (a) Liquid steel Z velocity, (b) turbulence dissipation rate ε and (c) maximum stable 
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High velocity and turbulence dissipation rate are developed near the slide-gate due to its narrow 
slide-gate opening. Maximum stable bubble sizes smaller than the initial bubble size (𝑑𝑐𝑟𝑖𝑡 < 𝑑𝑖𝑛𝑖𝑡) 
are obtained below the slide-gate due to the high turbulent dissipation rate . Injected bubbles in 
the UTN mostly break to smaller bubbles (𝑑 ≅ 1mm) when they go through the slide-gate region. 
Also, the streamlines of liquid steel flow show that a swirl is developed at the flat bottom of the 
nozzle on the opposite side of the slide-gate opening and a high turbulence dissipation rate is 
developed at there.   
Figure 7.8 shows magnified views of DPM bubbles near the slide-gate and port outlet 
where gas volume fraction is relatively high by gas accumulation in the recirculation zones.  
 
 
Figure 7.8 Magnified views of DPM bubbles at t=11.0 second: (a) near the slide-gate, (b) near 





As discussed above, injected bubbles from the UTN with the initial bubble size d=2.67mm mostly 
break down to smaller bubbles, but bubbles larger than the injected bubble size are created by 
coalescence in the recirculation zone developed below the slide-gate on the opposite side of the 
slide-gate opening. Red color bubbles (d>8mm) are accumulated just below the closed slide-gate 
by buoyancy, and they are pushed toward the opened gap and washed away with the breakup. Also, 
relatively larger bubbles are formed at the top of the port where a small recirculation zone is 
developed, by the accumulation and coalescence of bubbles. This effect will be more significant 
when a backflow is considered properly by including a mold geometry together. 
Figure 7.9 displays time averaged DPM bubble information in the nozzle. Roughly 0.5 million 
DPM bubbles are obtained in the half of the nozzle geometry. The 𝑑𝑎𝑣𝑔 in Zone 1 is same to the 
injection bubble size 𝑑 = 2.67𝑚𝑚 . This shows that coalescence and breakup in UTN are 
negligible. The Sauter-mean bubble diameter decreases as it goes downstream up to Zone 3 due to 
the breakup phenomenon. Zone 2 has the largest bubble size among the zones below the slide-gate 
because of the coalescence effect caused by the high number density of bubbles at the recirculation 
zone. The number of bubbles significantly increases below the slide-gate by the breakup. Most of 
the DPM gas volume is distributed in Zone 2 as expected from the previous gas volume fraction 
field in Fig. 7.5(b). From the comparison of bubble size distribution of each zone, it is visualized 
that the size distribution is shifted from the initial bubble size d=2.68mm to a typical Rosin-
Rammler styled distribution with average bubble sizes 𝑑 ≅ 1𝑚𝑚. Zone 2,3 and 4 have very 
similar size distributions even though Zone 2 includes a few large bubbles compared to other zones 





Figure 7.9 (a) Time-averaged Sauter-mean bubble diameter, number (and %) and volume 
(and %), (b) size distribution of bubbles in the four zones of the nozzle (total number: 491522 
bubbles, total volume: 4.6 × 10−4 m3) 
  
 A bubble size distribution calculated from the bubbles exiting through the port outlet is 
shown in Figure 7.10. Almost 90% of the bubbles have a diameter smaller than 1mm due to the 
breakup dominant flow in the nozzle caused by the narrow slide-gate opening. The Sauter-mean 







Figure 7.10 Size distribution of bubbles exiting from the nozzle port  
 
7.5 A parametric study of the slide-gate opening in the nozzle flow 
 An effect of slide-gate opening on the bubble size distribution is studied through a 
parametric study. The slide-gate opening is increased to 𝑓𝐿 = 0.60 (Case 2) and  𝑓𝐿 = 0.75 (Case 
3) from the original value 𝑓𝐿 = 0.4450 (Case 1), but the throughput and other casting conditions 
are identical to the original condition (Case 1). This is a typical scenario happening in plants to 
compensate the effect of decreasing tundish level to keep a constant casting speed. 
 Figure 7.11 visualizes transient simulation results of the Eulerian-Eulerian model 
calculation after reaching quasi-steady states. The initial bubble size calculated above (𝑑𝑖𝑛𝑖𝑡 =
2.67mm) is used for an input bubble size of the EE model calculation likewise the original case 
(Case 1).  
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Figure 7.11 EE quasi-steady state transient simulation results: (a) Case 2 (𝑓𝐿 = 0.60) and  
(b) Case 3 (𝑓𝐿 = 0.75) 
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An important difference to the original case 𝑓𝐿 = 0.4450 (Case 1) is the formation of gas pocket 
just below the slide-gate. Case 2 (𝑓𝐿 = 0.60) shows a thicker and shorter gas pocket, while Case 3 
(𝑓𝐿 = 0.75) shows a thinner and longer gas pocket by the shape of recirculation zones developed 
based on the slide-gate openings. Since the size of recirculation zone just below the slide-gate 
decreases as the slide-gate opens more, accumulated gas can be concentrated with a higher gas 
volume fraction and form a gas pocket (𝛼𝑔 > 0.95).    
 The effect of slide-gate opening on turbulence and bubble breakup is shown in Figure 
7.12. As the slide-gate opens more, turbulence is generated less by the slide-gate structure, and it 
causes an increase of maximum stable bubble size 𝑑𝑐𝑟𝑖𝑡 in the nozzle flow. 
 
 




The zone that has 𝑑𝑐𝑟𝑖𝑡 > 10 𝑚𝑚 (red zone from the UTN) is penetrated deeper to the downstream 
as the slide-gate opening increases. Thus, injected bubbles from the UTN can survive to the deeper 
region of the nozzle without breakup. Figure 7.13 visualizes the distribution of eddy lifetime of 
the three cases.  
 
                        
Figure 7.13 Distribution of eddy lifetime in the nozzle flow 
 
The eddy lifetime filed is pretty similar to the maximum stable bubble size fields shown above 
since it is also a function of turbulence dissipation rate: 
𝑇𝐿 = 0.3
𝑘
                                                            (7.5) 
Eddy lifetime [s] 
𝒇𝑳 = 𝟒𝟒. 𝟓% 𝒇𝑳 = 𝟔𝟎% 𝒇𝑳 = 𝟕𝟓% 
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As shown in Figure 7.13, most of the regions in the nozzles have the eddy lifetime between 0.001 
~ 0.002 second, which is close to the time interval used in these simulations, 0.002 second.   
The EEDPM is implemented with the above EE model quasi-steady state solutions as initial 
conditions. Figure 7.14 displays the DPM bubbles with gas pockets calculated from the transient 
simulation of EEDPM. As expected from the lower turbulence dissipation rates compared to the 
original case, the breakup is significantly decreased below the slide-gate.  
                  
Figure 7.14 EEDPM transient simulation results of Case 2 (𝑓𝐿 = 0.60) and Case 3 (𝑓𝐿 = 0.75), 








A considerable number of bubbles survives with keeping their initial bubble size d=2.67mm. 
Bubbles circulating in the recirculation zone merge into the gas pocket when they touch the gas 
pocket, and the volume is redistributed into the detached DPM bubbles through the shearing off 
process. Detachments of large bubbles (d>10 mm) are allowed in the shearing off process due to 
the large interface area of gas pocket. However, the large bubbles mostly break down to smaller 
bubbles before reaching the port.     
Figure 7.15 shows the DPM bubbles near the port in the EEDPM simulation for Case 2 
(Fig. 7.11a) and Case 3 (Fig. 7.11b). There is no significant difference between the two cases, but 
they have larger sized bubbles near the port compared to the original case (Fig. 7.6). In common 
with the original case, relatively large sized bubbles are created in the recirculation zone developed 
at the top of the port by coalescence. Also, a small gas pocket is observed there as shown by the 
red zones. 
 




  Time-averaged DPM bubble information for Case 2 is displayed in Figure 7.16. Compared 
to the original case (𝑓𝐿 = 0.4450), larger sized bubbles are obtained in Zone 2 (below the slide-
gate). Again, the 𝑑𝑎𝑣𝑔 in Zone 1 is same to the injection bubble size 𝑑 = 2.67𝑚𝑚 .  
 
Figure 7.16 (a) Time-averaged Sauter-mean bubble diameter, number (and %) and volume (and %), 
(b) size distribution of bubbles in the four zones of the nozzle for Case 2 (total number: 57086 
bubbles, total volume: 1.9 × 10−4 m3) 
 
The Sauter-mean averaged bubble diameter does not decrease much as bubbles flow from Zone 1 





Zone 4. Zone 2 has a smaller number of bubbles compared to the original case and other zones in 
Case 2 because of the gas pocket. Taking account of the gas pocket, Zone 2 has the largest gas 
volume among the four zones. Total number of the bubbles in the domain is significantly decreased 
compared to the original case due to the larger slide-gate opening: breakup of bubbles in the nozzle 
is lessened by reduced turbulence, and the size of recirculation zone below the slide-gate becomes 
smaller so that more bubbles flow and exit to the mold directly rather than staying in the 
recirculation zone. The bubble size distribution is shifted slowly from the input bubble size to the 
Rosin-Rammler size distribution compared to the original case in Fig. 7.16 (b). The size 
distribution in Zone 2 has two peaks because ~40% of the bubbles that have initial bubble size 
d=2.67mm still survive from the breakup phenomena, but ultimately most of them break down to 
smaller bubbles and the size distribution settled down to the Rosin-Rammler distribution with a 
larger average bubble size compared to the original case.  
 Figure 7.17 visualizes the time-averaged DPM bubble information for Case 3. Like the 
previous cases, the 𝑑𝑎𝑣𝑔 in Zone 1 is same to the injection bubble size 𝑑 = 2.67𝑚𝑚 . The average 
bubble size in Zone 2 is larger than in Zone 1 because of the increased coalescence effect 
happening in the small recirculation zone with the reduced breakup effect by the large-slide-gate 
opening. A wider slide-gate opening makes the recirculation zone smaller. Thus a higher number 
density of bubbles in the recirculation zone causes more collision and coalescence among the 




Figure 7.17 (a) Time-averaged Sauter-mean bubble diameter, number (and %), and volume 
(and %), (b) size distribution of bubbles in the four zones of the nozzle for Case 3 (total number: 
53810 bubbles, total volume: 2.7 × 10−4 m3) 
 
Size distributions of bubbles exiting from the nozzle port for Case 2 and Case 3 are 
visualized in Figure 7.18. Slightly the portion of bubbles larger than 2mm is increased in Case 3. 
Sauter-mean average of the bubble diameters are 𝑑𝑎𝑣𝑔 = 1.7mm for the both cases.  From the 
comparison of the size distributions in Fig. 7.18(c), it is shown that the size distribution shifts 
toward the larger size as the slide-gate opening increases. The trend is clear between Case 1 (𝑓𝐿 =









Figure 7.18 Size distributions of bubbles exiting from the nozzle port (a) Case 2, (b) Case 3, (c) 
Comparison of the three cases 
 
7.6 Validation of bubble size distribution from EEDPM through nailboard measurements 
A calculated bubble size distribution from EEDPM is validated indirectly by comparing a 
simulation result of mold flow to the nailboard measurement used in Jin et al. [29]. The geometry 
(a) (b) 
(c) 
        
223 
 
and operating conditions are discussed elsewhere [29]. For the numerical simulation of mold flow, 
firstly a bubble size distribution in the nozzle is calculated with EEDPM. And then, the obtained 
bubble size distribution is approximated to the Rosin-Rammler size distribution. Finally, the 
bubble size distribution is used for the two-way coupled DPM simulation with the nozzle and mold. 
One premise to be able to apply this methodology is that bubble interactions such as coalescence 
and breakup are negligible in the mold flow. This will be justified in the next section with some 
simulation results. 
7.6.1 Nozzle flow with the EEDPM 
Firstly, the EEDPM is applied to the multiphase flow in the nozzle to obtain the DPM 
bubble size distribution by considering coalescence, breakup, shearing off and volumetric 
expansion. Input bubble size is calculated to 𝑑𝑖𝑛𝑖𝑡 = 2.72𝑚𝑚 from the same procedure discussed 
in Section 7.1. Figure 7.19 (a) shows the DPM bubbles flowing in the nozzle flow. Due to the large 
slide-gate opening, a considerable amount of bubbles coming from the UTN survive after passing 
through the slide-gate without breakup. High gas volume fraction is estimated near the slide-gate 
and top of the port, but too small to define them as gas pockets. The size distribution obtained from 
the exiting bubbles at the port outlet is displayed in Figure 7.19 (b). It shows a typical trend of 





Figure 7.19 (a) Visualized DPM bubbles in the nozzle by EEDPM and (b) the obtained bubble 
size distribution exiting from the port outlet  
 
 Based on the obtained size distribution of the DPM bubbles, it is approximated to a Rosin-
Rammler distribution function. Figure 7.20 shows that it matches well to the Rosin-Rammler 
distribution function with an average 𝑑𝑎𝑣𝑔 = 1.5mm  and a distribution factor 𝛿 = 3 . This 
function is used for generating DPM bubbles in the UTN for the two-way coupled DPM simulation 
including nozzle and mold.  
(a) 
(b) 




Figure 7.20 Approximation of DPM bubble size distribution to Rosin-Rammler distribution 
function 
 
7.6.2 Nozzle and mold flow with the two-way coupled DPM simulation  
With the obtained Rosin-Rammler size distribution as an initial size input of DPM bubble 
in the UTN, the nozzle and mold flow are calculated by the two-way coupled DPM simulation. 
Figure 7.21 displays the velocity, streamline and DPM bubble distribution on the symmetric plane 
inside of the nozzle. A thin recirculation zone is developed below the slide-gate because of the 
large open slide-gate, and DPM bubbles are accumulated there. A large swirl is observed at the 
bottom of the nozzle due to the well-bottom nozzle geometry.   
Velocity magnitude, streamline and DPM bubble distribution in the mold are visualized in 
Figure 7.22. Fig. 7.22 (a) shows a double-roll like flow pattern, but another small roll on the top 
flowing toward the narrow face is generated by a rising flow from the floating bubbles near the 
SEN as shown in Fig. 7.22 (b).  




Figure 7.21 Y-velocity, streamline and DPM bubble distribution inside of the nozzle flow from 
the two-way coupled DPM simulation 
 











Turbulence dissipation rate and corresponding maximum stable bubble size are displayed 
in Figure 7.23. A high turbulence region is observed at the bottom of the nozzle, and it is connected 
to the liquid jet region in the mold. It is necessary to point out that the smallest maximum stable 
bubble size (𝑑𝑐𝑟𝑖𝑡 < 1𝑚𝑚) is mostly in the nozzle bottom and port. Thus, most of the breakup 
happens inside of the nozzle and the decreased sized bubbles are released into the mold. Since the 
mold flow has a greater maximum stable bubble size due to the lower turbulence, the breakup does 
not happen in the mold for the bubbles that have decreased bubble sizes by breakup inside of the 
nozzle. Likewise, coalescence is difficult to happen in the mold compared to the nozzle flow 
because of the low gas volume fraction. Bubbles have a lesser chance to collide with neighbor 
bubbles since they are released into the mold, which is more spacious than the nozzle. Also, the 
majority of the bubbles just float to the top and escape from the mold.  
  
Figure 7.23 Turbulence dissipation rate and maximum stable bubble size in the mold flow on the 
symmetric plane 
  
It is important to mention that accumulation of bubbles in the lower mold by the liquid jet 







Turbulence dissipation rate 
 [m2/𝑠3] 
e−4.5  e−3  e−1.5    1   e−1.5 
228 
 
is greater than the port thickness (65mm). Thus, even though bubbles flow into the lower mold 
region, they can easily float to the top surface by detouring the liquid jets. Therefore, bubble 
interactions such as coalescence and breakup are negligible in the mold flow. The gas 
redistribution process is significantly affected by the nozzle flow, and the determined bubble size 
distribution in the nozzle flow is not changed much in the mold. Transport of the bubbles is 
important in the mold flow, and the two-way coupled DPM simulation can estimate this 
phenomenon properly. 
Figure 7.24 visualizes a velocity field on the meniscus. A strong cross-flow is generated 
by the rising flow hitting the meniscus. Figure 7.25 shows that the large bubbles (𝑑 > 2𝑚𝑚) 
floating near the SEN cause the rising flow. While the bubbles larger than 𝑑 = 2𝑚𝑚 escape 
through the meniscus near the SEN, bubbles smaller than 𝑑 = 2𝑚𝑚 reach out to the narrow face 
due to its lower buoyancy.  
  







Figure 7.25 Bubbles floating to the top surface (a) bubbles larger than 𝑑 > 2𝑚𝑚, (b) bubbles 
smaller than 𝑑 < 2𝑚𝑚 
 
Finally, the two-way coupled DPM simulation with the bubble size distribution obtained 
from the previous EEDPM simulation in the nozzle flow is compared to nailboard measurements 
in Figure 7.26. Both results show a strong cross-flow toward the outer radius (OR) direction. The 
velocity magnitude is under-estimated as in the previous simulation done by Jin et al. [29].  
 
Figure 7.26 Validation of mold flow through a comparison with nailboard measurements 
 
One explanation of this lower velocity magnitude is because velocities obtained from RANS 












Considering typical cases that turbulent fluctuation is ~20% of the average velocity magnitude in 
highly turbulent flows, this simulation result is roughly matching to the snapshot of turbulent flow 
on the meniscus measured by nailboard measurements. The visualized measurement velocity data 
is from two nailboard measurement samples. A better matching result is expected if enough 
number of nailboard samples are time-averaged and compared to this RANS simulation result.   
 
7.7 Conclusions 
 The complex argon gas behavior in the real caster with the slide-gate system is simulated 
using a newly introduced EEDPM. It is found out that the gas redistribution process is significantly 
affected by the nozzle flow. Since the size of the bubbles is reduced by the breakup phenomenon 
before coming out to the mold when bubbles go through the highest turbulent regions near the 
slide-gate and nozzle bottom in the nozzle and the coalescence is unlikely to happen in the mold 
due to the low chance to collide among the bubbles, the bubble size distribution is nearly 
determined inside of the nozzle. The slide-gate opening is a critical factor for the gas redistribution 
process in the nozzle by influencing the recirculation zone, gas pocket formation, breakup and 
coalescence. A narrow slide-gate opening makes the recirculation zone wider and causes high 
turbulence below the slide-gate. The wider recirculation zone allows more bubble to be 
accumulated, but in dilute manner. The coalescence mostly happens in the recirculation zones 
developed below the slide-gate and top of the port. The maximum stable bubble size which is a 
function of the turbulence dissipation rate decreases when a high turbulence is generated by the 
narrow slide-gate opening, and the caused breakup produces a large number of small bubbles. A 
wide slide-gate opening helps the gas pocket formation by shaping the recirculation zone narrow. 
Concentrated gas in the narrow recirculation zone leads a high gas volume fraction which is higher 
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than the gas pocket criteria 𝛼𝑔 > 0.95 , and generates gas pocket. The obtained bubble size 
distribution from the EEDPM simulation of the nozzle flow is validated through the comparison 
of surface velocity on the meniscus from nailboard measurements. Corresponding strong cross-
flow toward the outer radius is estimated from the two-way coupled DPM simulation with the 
calculated bubble size distribution by the EEDPM. The magnitude of the velocity is 
underestimated compared to the measurements. A better matching result is expected if enough 
number of nailboard samples are time-averaged and compared to this RANS simulation result. 
 
7.8 Nomenclature 
𝑓𝐿 slide-gate opening 
𝑄𝑔𝑎𝑠 measured gas flow rate at UTN, m
3/s 
𝐴𝑈𝑇𝑁𝑝𝑜𝑟𝑜𝑢𝑠 UTN porous wall area, m
2 
ℎ1 tundish height, m 
𝜌𝑙 liquid steel density, kg/m
3 
𝜌𝑚 mixture density, kg/m
3 
𝑃𝑒𝑟𝑚 permeability of porous material, nPm 
𝜃𝑐𝑜𝑛𝑡𝑎𝑐𝑡 static contact angle, degree 
𝑄𝑔𝑎𝑠_𝑒𝑥𝑝 expanded gas flow rate, m3/s 
𝑃𝑎𝑡𝑚 atmosphere pressure, Pa 
𝑃𝑈𝑇𝑁 average pressure inside of UTN, Pa 
𝑇𝑈𝑇𝑁 temperature inside of UTN 
𝑇∞ room temperature, K 
ℎ2 half of UTN length, m 
𝑉𝑈𝑇𝑁
  average liquid velocity in UTN, m/s 
𝑄ℎ𝑜𝑙𝑒 gas flow rate per hole, m
3/s 
𝑁𝑎𝑐𝑡𝑖𝑣𝑒 number of active sites 
𝑑𝑖𝑛𝑖𝑡 initial bubble size from UTN wall, m 
𝛼𝑔 gas volume fraction 
𝑑𝑐𝑟𝑖𝑡 maximum stable bubble size, m 
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𝑑 bubble diameter, m 
𝑑𝑎𝑣𝑔 average bubble diameter, m 
𝑛𝑎𝑣𝑔 time averaged number of bubbles 
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CHAPTER 8:  
CONCLUSIONS, RECOMMENDATIONS AND FUTURE WORK 
This study introduced an integrated methodology to investigate complex multiphase flow 
phenomena in continuous casting by combining existing models with newly developed 
mathematical models by the author. The system features models to predict gas leakage, pressure 
distribution in the entire system, gas pockets and the size distribution and trajectories of bubbles 
using a new hybrid method (EEDPM), and multiphase flow in the nozzle and mold including the 
bubble capture on the solidified shell.  
Firstly, the gas injection through porous nozzle walls was predicted by integrating the 
existing sub-models (Chapter 7.2). Under the assumption of no gas leakage and uniform gas 
velocity distribution, the constant initial bubble size entering the nozzle was estimated from the 
expanded gas flow rate, the number of active sites on the porous wall and the gas flow rate per 
hole. A more realistic input bubble size distribution is expected by considering a non-uniform gas 
velocity distribution on the porous wall through the one-way flow pressure boundary condition. 
For the gas injection through the stopper tip, the initial bubble size from the tip was simplified to 
the gas hole size in this study (Chapter 6). It is necessary to develop a mathematical model to 
predict the initial bubble size distribution for the stopper-rod system in the future.  
Secondly, the existence of passive argon gas injection (aspiration) was predicted through 
the 1-D pressure-energy model (Chapter 3) developed by the author. Throughputs and pressure 
distributions in the flow system, including important negative pressure regions, were calculated 
and they were validated with the 3-D Eulerian-Eulerian simulation result and plant data. Since the 
driving force of continuous casting system is gravity, the potential energy created by the height 
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difference between the tundish level and mold level is the input energy of the system in the 
viewpoint of energy conservation. Under the same atmosphere pressure condition at the top surface 
of the tundish and mold, the throughput of the system which is associated with the kinetic energy 
is determined by the pressure loss happening in the nozzle. The flow control systems such as slide-
gate and stopper rod are designed to control the pressure loss by adjusting the slide-gate opening 
or stopper position. It was found that the aspiration problem happens when the pressure loss is 
concentrated at the flow control system. A huge pressure loss generated by the narrow slide-gate 
opening to obtain the low throughput caused a negative pressure just below the slide-gate system. 
A solution was suggested to avoid aspiration by redistributing the pressure loss to the SEN by 
decreasing the SEN nozzle diameter. A proper nozzle diameter was estimated through the 
parametric study using the 1-D pressure energy model. From the pressure difference between the 
inside and outside of the negative pressure region, the flow rate of this passively-injected gas 
entering the system can be calculated. The argon flow rate needed to sustain positive pressure 
inside the nozzle (above 1 atm) or casting condition changes that could avoid negative pressure 
generation can be predicted with this model in the future. Also, it is necessary to develop a 1-D 
pressure energy model for stopper rod systems. 
 Thirdly, redistribution and evolution of gas bubbles through the coalescence, breakup, 
shearing off and volumetric expansion of the bubbles in the nozzle were investigated through the 
newly developed hybrid model EEDPM. This new model were systematically validated through 
the three test problems and then applied to simulate the formation of gas pockets and bubble size 
distributions in molten-metal / argon gas systems.  
In the lab-scale stopper rod system (Chapter 6), gas pocket formations were observed at 
the stopper tip and side walls by the gas volume fraction field with the gas pocket criteria (αg >
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0.95). The location and shape of the gas pockets corresponded to the measurements, but the 
simulation result showed symmetric oscillation of gas pockets with a regular period compared to 
the measurements. The interfacial shear acting on the gas pocket interface caused more breakup 
of gas pockets by the shearing off process in a certain period. Majority of the injected bubbles near 
the stopper tip with the initial bubble size d=3mm (from the gas hole at the tip) joined the gas 
pockets, and the sizes were re-initialized by the shearing off process. Intermittent floatation of big 
bubbles near the narrow face in the lower mold by the serial coalescence and the breakup of big 
bubbles at the bottom of the nozzle by the swirl were simulated as observed in the experiments. It 
was found that the turbulent dissipation rate strongly affects the bubble size distribution through 
the maximum stable bubble size in the breakup model. High turbulence dissipation rate obtained 
near the stopper tip and nozzle bottom made two locations major bubble breakup points in the 
domain. The breakup effect was dominant in the nozzle flow due to the high turbulent dissipation 
rate and determined the highest frequent bubble size in the mold. On the other hand, the 
coalescence effect was important to generate big bubbles that comprise the portion of large size 
distribution in the test section. The argon gas behavior shown in this lab-scale stopper rod system 
is expected to be different to a real-scale stopper rod system due to the angular corner and thin 
mold thickness. A simulation of real-scale stopper rod system with the EEDPM is suggested in the 
future.  
For the real-scale slide-gate system (Chapter 7), the calculated initial bubble size from the 
UTN wall was used for the input diameter of the DPM bubbles. It turned out that the slide-gate 
opening is a critical factor for the gas redistribution process in the nozzle by influencing the 
recirculation zone, gas pocket formation, breakup, and coalescence. The narrow slide-gate opening 
(𝑓𝐿 = 0.4450) made the recirculation zone wider and caused high turbulence below the slide-gate. 
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The wider recirculation zone allowed more bubble to be accumulated, but in a dilute manner. The 
coalescence mostly happened in the recirculation zones developed below the slide-gate and top of 
the port and caused larger bubble sizes compared to other locations. The maximum stable bubble 
size was decreased when the high turbulence is generated by the narrow slide-gate opening, and 
the breakup occured by the small maximum stable bubble size produced a large number of small 
sized bubbles. The wide slide-gate openings (𝑓𝐿 = 0.60, 0.75) helped the gas pocket formation by 
shaping the recirculation zone narrow. Concentrated gas in the narrow recirculation zone lead a 
high gas volume fraction and generated a gas pocket. The overall Rosin-Rammler styled size 
distribution of bubbles exiting the nozzle port was shifted toward a larger size as the slide-gate 
opening is increased from Case 1 (𝑓𝐿 = 0.4450) to Case 2 (𝑓𝐿 = 0.60). However, the difference 
of bubble size distribution between Case 2 (𝑓𝐿 = 0.60) and Case 3 (𝑓𝐿 = 0.75) were negligible. 
The size distribution of bubbles exiting to the port outlet was obtained as a consequence of the 
complex gas redistribution process simulated in the nozzle with the EEDPM. 
Lastly, the multiphase turbulent flow in the mold was studied with the obtained bubble size 
distribution from the nozzle flow. It is assumed that the bubble size distribution is nearly 
determined inside of the nozzle since the size of the bubbles is reduced by the breakup phenomenon 
before coming out to the mold and the coalescence is unlikely to happen in the mold due to the 
low chance to collide among the bubbles. With this premise, the calculated bubble size distribution 
from the EEDPM simulation of the nozzle flow was used as the input bubble size distribution in 
the 2-way coupled DPM simulation of the nozzle and mold flow. The obtained bubble size 
distribution from the EEDPM in the nozzle flow was approximated to the Rosin-Rammler 
distribution function. The obtained mold flow with the bubble size distribution was validated by 
the surface velocity of the meniscus from the nailboard measurements. Corresponding strong 
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cross-flow toward the outer radius is estimated from the simulation, but the magnitude of the 
velocity is a little underestimated compared to the measurements. A better matching result is 
expected if enough number of nailboard samples are time-averaged and compared to the simulation 
result.  
Limitations of current EEDPM are as follows. Firstly, users need to make a good selection 
of zones. Since a Sauter-mean average bubble size calculated in each zone is applied to the cells 
that do not have DPM bubbles, a computational domain need to be partitioned carefully. Also, the 
gas injection conditions at the UTN need to reflect a real situation: injecting gas from the UTN 
wall will be more realistic boundary condition for the gas injection of EE and DPM models. A 
more realistic UTN inlet flow condition can be obtained by considering a tundish bottom. This 
will create a higher turbulence in the UTN and affects a bubble size distribution in the UTN. Fake 
forces were introduced (wall lubrication, turbulence dispersion forces) to obtain a zero-gas volume 
fraction at the wall in the upward bubbly pipe flow (Chapter 5) because the bubble size effect very 
near the wall is neglected in the EE model calculation. A better improvement of Tomiyama lift 
force model is necessary to estimate the sign inversion of the lift coefficient by treating it as a 
function of gas volume fraction. Since the EE model is time-averaged method, temporal averaging 
of DPM bubbles is more appropriate to use in the calculation of EE model momentum interactions.   
The new model system discussed above with the EEDPM has the potential benefit to 
improve the design and operation of continuous casting systems by better modeling the transport 
and capture of bubbles and solid particles which are important for clean steel production. 
Numerous previous studies of the multiphase turbulent flow in the mold including the effects of 
bubbles, magneto-hydrodynamics (MHD) and casting geometry on the flow pattern and top 
surface stability can benefit from the realistic bubble size distribution calculated with the proposed 
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methodology. Especially, the simulation of bubble capture into the solidifying shell can be 
improved with the realistic bubble size distribution because the bubble size is a crucial component 
of the bubble capture criteria, to decide the fate of bubbles such as escaping to the top of the mold, 
capturing by hooks near the meniscus or capturing by the dendrites deep in the caster. Future 
studies of bubble capture can produce more realistic predictions by incorporating more accurate 
bubble size distributions based on this methodology. As future work, the EEDPM model can 
readily track the transport of additional solid particles as another DPM phase in the model, in 
addition to gas bubbles, and the advanced capture criteria are readily applicable to their entrapment 
into the solidifying shell.  In addition to capture into the shell, it is possible to simulate the 
attachment of solid particles onto the bubble interfaces, by considering the interaction of bubbles 
and solid particles with proper capture criteria. In addition, the removal of bubbles across the 
interface between the steel and top slag layers is not automatic, and deserves proper modeling 
treatment. Consideration of complex physical effects such as surface tension gradient and surface 
oxide entrapment / formation will be important for inclusion redistribution. Real-scale water-air 
model experiments with a stopper rod or a slide-gate geometry will be useful to validate bubble 
size distributions through a comparison to measurements. A smaller bubble size distribution is 
expected compared to the steel-argon system due to its ~17 times smaller surface tension 
coefficient. By combining the EEDPM model with other existing models, and improving them, 
the new system introduced in this thesis has a potential to enable future improvements to complex 
commercial systems involving the multiphase turbulent flow of metals, such as steel continuous 
casting.  
 
 
