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Two-inlet microfluidic channels were fabricated using 
polydimethylsiloxane, and laminar fluid flow within them was visualised 
under epi-illumination using an inverted microscope. Analyte diffusion 
occurred across the channel width, and its concentration profile was 
extracted and analysed by a custom-written Java plugin within 
ImageJ to give the diffusion coefficient and quenching constant of 
various analytes.  
The measurements quantified extents of wall hindrance and the 
Butterfly Effect occurring in the microchannel, due to the presence of 
parabolic velocity profiles during flow. This analysis method is 
inexpensive, expedient, requires only small analyte volumes, and can 
be used to complement existing means of diffusion measurements 
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Brief introduction to the project. In this work, the diffusion coefficients of 
various diffusing species, such as fluorescent dyes and ions, are 
quantified using microfluidic channels. Various inlet geometries of 
microchannels, and diffusion measurements obtained from them 
throughout the entire channel length, are used to evaluate the effects 
of the different geometries. Additionally, correction methods are 
applied to the diffusion measurements, to allow accurate diffusion 
coefficent determinations at all points along the length. It is hoped that 
through this work, the microfluidic channel system can be adapted for 
routine laboratory use for measuring the diffusion rate of various 
molecules. 
Diffusion. Diffusion is the fundamental process occurring in 
microchannels. It is the net ensemble movement of molecules, usually 
down its own concentration gradient, and therefore is a transport 
phenomenon, and can happen in solids, liquids, and gases. The micro-
scale involves molecular random walk, in that molecules in a fluid or 
solution undergo random motion and collisions, being thermally-
activated with an Arrhenius-type temperature dependence,  
      
  
  
    (1) 
where D0 refers to the diffusion coefficient, EA is the activation energy, 
R is the gas constant and T is the temperature. 1 The randomised 
movement of molecules of interest due to collisions with a body of 
molecules in a fluid is known as Brownian motion. Taken in ensemble, 
numerous molecules of interest tend to move away from one another, 
towards parts of the fluid that are sparsely populated by their own type. 
This results in the homogenisation of a mixture. 2 However, even without 
an ostensible concentration gradient of unlike molecules, self-diffusion 
can also occur when only one type of molecule exists in a particular 
body, such as a metal block, and can be verified using radio-isotope 
labelling studies. 1 
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The importance of diffusion coefficient. Numerous chemistry techniques 
involve, or utilise the diffusion coefficient to make measurements and 
calculations. In cyclic voltammetry, the Randles-Sevcik equation, 
 
              
     
  
     (2) 
used to calculate peak current in the voltammogram, contains 
diffusion coefficient in the equation D0. This value is commonly 
estimated, or uses established literature values that are determined 
only under specific conditions such as temperature or even solution 
concentration and viscosity, which may not be immediately relevant 
to the experiment at hand if conversions based on temperature or 
other conditions are not performed first. 3 
In liquid chromatography, capillary or microchannel electrophoresis, 
the separation efficiency down the column of a few components of 
interest is given by the plate number N, which quantifies the number of 
theoretical plates along a unit column length. 4 N is inversely 
proportional to D0, and the higher the D0, the larger the extent of band 
broadening which reduces the separation efficiency. Where D0 is often 
unknown and therefore estimated, knowing more precise values of D0 
from expedient and precise measurements allows the separation 
efficiency of the column to be calculated to determine if separation is 
taking place properly as intended. 3 
In the fluorescence correlation spectroscopy technique (FCS), the 
diffusion coefficient of the fluorescent species in the confocal 
detection volume gives information on the fluidity or mobility of the 
local cell environment that is being probed, such as cell membranes, 
organelles, or the cytoplasm. The parameter can therefore be used to 
discern different cell environments, or probe the dynamics of 
macromolecular changes, such as DNA or protein folding and 




The technique gives diffusion times, which are converted to diffusion 
coefficient only with the absolute confocal volume known, as well as 
calibration against another fluorescent dye of known diffusion 
coefficient also present in the viewed volume. FCS as a method of 
measuring D0 therefore has its share of limitations due to its more 
elaborate instrumentation and the need to calibrate against a known 
compound. 
Fick’s first law. In order to understand and quantify diffusion 
measurements to various situations, Adolf Fick’s two laws are employed. 
The first law is 
 




where J is the flux, or amount of material moving through a cross-
sectional area with time, C is concentration, and x is a physical length 
parameter. The derivative 
  
  
 refers to the concentration gradient or 
the driving force behind the transport process, which is proportional to 
the magnitude of flux that happens in the opposite direction of the 
gradient as indicated by the negative sign. D0 is a proportionality 
constant that quantifies the propensity, or conductivity, that a 
particular species would diffuse, and is the diffusion coefficient. Heat, 
matter, electricity can all diffuse, and the diffusion coefficient indicates 
the mobility of these species in a given environment, such as air, a 
viscous fluid, or even a crystalline solid network in that order of 
decreasing magnitudes of diffusion coefficient. Diffusion therefore 
happens from a region of higher, to one of lower concentration. 2 
Fick’s first law refers to an instant in time, and a concentration profile 
with respect to distance that is a straight line, or a constant 
concentration gradient everywhere in the substance. 5 It therefore 
refers to steady-state diffusion. No net change of concentration 









      
   
   
   (4) 
which is that the concentration change with time in one infinitesimal 
volume slice,  
  
  




  . Unlike the first law, the second law describes non-steady state 
diffusion, and makes provisions for curvatures in the concentration 
profile with x. The instantaneous flux gradient can be understood in 
terms of the net amount of flux entering or leaving the infinitesimal 
volume slice, which contributes to its concentration change over time 
(the term  
  
  
  ). Either side of the volume slice has constantly evolving 
concentrations, due to the diffusion process. Given a concentration 
profile with x, its extent of curvature tells us the magnitude of the 
second derivative of the concentration,  
   
   
  , or how quickly the 
concentration gradient is changing as we move down the x axis. This 
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   (5) 
This is the second law, which assumes that D0 is independent of x. 1, 2, 5, 6 
In order for Fick’s second law to be usable to quantify diffusion in the 
microchannel case, boundary conditions are then imposed on this law. 
The surface (x=0) concentration is set at a fixed amount, modelling 
material diffusing in the x direction that does not run out at the source. 
The initial concentration at all other x is set to zero, or a certain baseline 
and constant value. The one-dimensional diffusion is also assumed to 
be able to occur to infinite x, so the material length x used must be 






For Fick’s second law at steady equilibrium state, the relationship 
        
  
   (6) 
holds, meaning no concentration change with time, and solving Fick’s 
second law restores Fick’s first law (Equation 3). Fick’s first law is 
therefore a specific case of the second law, where concentration is 
constant with time. 8 
The boundary conditions for the microchannel case are that 
                 (7) 
meaning that the source concentration remains at cs level at all times. 
Also, we let 
                      (8) 
referring to the original concentration of analyte existing in the entire 
phase at all x, and c0 remains constant in the far bulk phase at x=∞. As 
time evolves, the concentration profile curves c against distance x, 
gets gradually pushed outwards from the source surface x=0. At each 
time point, all the concentration profile curves generated from t=0 up 
to that time point are summed to give the integral 
   
  
  
     
 
√    
  (9) 
where        is the error function 
 
√ 





, and c*/c2 refers to the 
fraction of the source concentration at any x. 1, 6 The error function has 
a complementary version 
                  (10) 
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Figure 1.1. An error function,   
  
  
        (
      
√    
)     . The curve is y-shifted by 1.0 
throughout, and the centre is at x = 0.38 for an x=axis span of 0.76. The quantity, √     
is the diffusion length, and is defined as the horizontal x displacement that vertically 
spans   
     
  
 
        
 
       , as marked by blue lines. 
The error function is related to the integral of the normal distribution 
and its profile resembles the cumulative distribution function. 2, 9 Many 
examples fall into the case of interdiffusion (an error function with both 
tails, Figure 1.1), including two semiconductor interfaces, or a metal-
semiconductor interface. In the case of interdiffusion along the semi-
infinite axis of the microchannel width, the infinite source of diffusing 
material with a fixed concentration is taken as the middle point of a 
microchannel width, with one half having an initial concentration of 
2c2, and the other half having an initial concentration of zero, and the 
resultant concentration profile would be a step function, passing 
through the centre concentration c2. 8 Under this condition, t = 0, and 
the diffusion length √      . 
This error function can then be used to fit raw data of fluorescence 
intensity profiles with respect to the microchannel width position, and 
the fitted parameter √     can be extracted to calculate for the 
diffusion coefficient, D0 when t is known. The diffusion length √     is 
proportional to the depth of penetration of a certain concentration of 
diffusing fluorophore into the material in the x direction, starting from 
the source at the middle of the microchannel. This corresponds to a 
distance having a fluorophore concentration that is 84.17% reduced 
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from the original source concentration. The depth of penetration x 
distance, is therefore proportional to the square root of the time 
elapsed,   √ . 1 As such, the overall curve shape becomes more 
gently-sloped with diffusion time, but the middle point would have a 
fixed concentration that stays at c2 even as diffusion occurs. 
Application of the error function to microchannel imaging. Two 
solutions giving different signal intensities would be introduced via two 
entry inlets, and the two fluid lanes merge in the main channel to flow 
adjacently in a laminar fashion (Figure 1.2). 10 The only significant form 
of inter-mixing between the two lanes would be by net lateral 
molecular diffusion. At a given pump flow rate and with known 
microchannel cross-section dimensions, the fluid flows at a known 
linear velocity, which allows visualising the intensity profile, and 
therefore the extent of diffusion, at various time points simply by 
observing at different physical points along the microchannel length. 
As more time is allowed for diffusion to occur, the extent of diffusion 
increases and this is represented by the progressive blending together 
of the two formerly-distinct fluid lanes, resulting in an intensity profile 
across the width that has a progressively gentler gradient (Figure 1.3). 
An increased diffusion length,   √     results, and if intensity is 
linearly related to analyte concentration, the diffusion coefficient D0 
can be calculated simply from one captured image of the 
microchannel. 
 
Figure 1.2. Top-down view of two-inlet microchannel, with phosphate buffered saline 
(PBS), a blank buffer, injected through the left port, and a fluorescent dye injected 
through the right. The two solutions flow adjacently in the main channel and inter-mix 




Figure 1.3. (Top images, from left to right) Progression of Rho 110 diffusion with time, 
taken at increasingly distant positions x from the starting microchannel junction, 
indicating the spread of analyte from the right side towards the left. The blending of 
the dark and bright zones is reflected as intensity profiles (bottom graphs) which begin 
with a steep gradient (red) and progress to more gentle slopes (blue, then green). The 
profiles shown are the intensity-normalised curve-fitted results from the raw intensity 
profiles, taken from the regions of interest highlighted as yellow boxes. Images are 
brightened to illustrate. 
Microfluidics and its uses. The field of microfluidics originates from four 
parent fields: molecular analysis and microanalytical methods, 
biodefence and field detectors for chemical and biological threats, 
molecular biology such as DNA screening, and microelectronics and 
device fabrication. 11 
The heart of microfluidic operation is diffusion. The Reynolds number, 
Re, describes the ratio between inertial and viscous forces, and a low 
Reynolds number indicates the absence of convective forces in the 
flow cross-section, resulting in laminar flow. For a microchannel of 
dimensions 380 µm by 100 µm at a flow rate of two pumps of 1.0 ml/h 
each, the Reynolds number is calculated as 
 











                  
     
)               
              
      (11) 
where   refers to fluid density, assumed to be equal to water due to 
the very low solute concentrations used,   is the cross-sectional area,   
the cross-sectional perimeter,  ̃  the linear flow velocity, and   is the 
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fluid viscosity. Hydrodynamic instabilities only begin appearing at 
about Re = 2000. 12, 13 Despite the lack of inertial forces, two lanes of 
fluids flowing adjacently in a microchannel will mix by diffusion, and 
such mixing cannot be reduced to infinitesimal amounts in such a 
device regardless of how rapid the flow is. 12  
Another dimension, the Péclet number, Pé, describes the ratio 
between fluid convection and diffusion in the flow direction. It is given 
by 
 




                  
              
      (12) 
where L refers to representative length (in the microchannel case, it is 
the height), U is the linear velocity, and D is the diffusion coefficient of 
fluorescein, one of the diffusing species used in the present study. 
Previous work with Pé up to 1000 assume that diffusion along the 
microchannel length axis is insignificant compared to that across the 
lateral width dimension. 12 Therefore, in this case this assumption also 
holds. 
Some main microfluidic uses include screening conditions such as pH, 
ionic strength, composition, cosolvents and concentration; separations 
coupled to other analytical techniques such as mass spectrometry; 
high throughput screening in drug development; examination and 
manipulation of single-cell samples; manipulation of multi-phase flows 
such as bubbles or droplets within a dispersed gas or liquid phase; and 
environmental monitoring. 11, 14 
Microfluidic channels are commonly fabricated using 
polydimethylsiloxane (PDMS) bonded to a glass slide. PDMS has low 
toxicity, and high permeability to oxygen and carbon dioxide. 11, 15 It is 
a thermal insulator, allows solution evaporation through the material, 
cheap, readily available, optically-transparent, and biocompatible. 15, 
16, 17, 18 It is also highly compliant and incompressible, and curing at 
higher temperatures for longer periods with a larger PDMS : curing 
agent ratio reduces compliance and makes it more rigid. 18 
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It is also insensitive to non-fluorescent compounds, not requiring a 
homogeneous sample such as that required by dynamic light 
scattering. 19 It allows parallel operation, high sensitivity and throughout, 
and only small amounts and volumes of sample are required, with 
typical flow rates of a few ml/h. 12, 14 
Other ways to measure diffusion. Besides microfluidics, one other way 
to measure diffusion is by fluorescence recovery after photobleaching 
(FRAP), where one patch of fluorophores in a membrane lipid bilayer is 
exposed to high levels of excitation to photobleach them, and the 
rate of fluorescence recovery in the bleached patch is used to 
calculate diffusion rates. 20 
By dynamic light scattering (DLS), a laser passes through a solution 
containing the diffusing fluorophore. The laser width acts as the 
detection volume, and a detector collects scattered light from the 
laser. The collected scattered light gives information of the time 
between scattering particles moving within the detection volume, with 
lighter particles moving faster resulting in more frequent fluctuations. 
The fluctuations within the scattered intensity can be auto-correlated 
with itself, to yield diffusion times. 21 A related technique by concept, 
pulsed field gradient nuclear magnetic resonance (PFG-NMR), makes 
use of echo pulse intervals to give information on diffusion rates. 
Fluorescence correlation spectroscopy (FCS) entails collecting 
fluorescent emissions from single molecules by a very small, laser-
induced, diffraction-limited volume element (down to femtolitres). The 
light intensity trace is then autocorrelated with itself with time lag, 
providing information on chemical rate coefficients, diffusion 
coefficients, and flow velocities. FCS enjoys high spatial resolution (0.4 
µm laser focus), short measurement times (seconds), not requiring any 
beads, and the analyte concentration required is very low (nM). 22 
However, only D0 ratios of two dyes can be obtained, so one of them 
must be known beforehand and used as a calibration reference. 23 
Laser-induced fluorescence (LIF) is a related technique, but that 
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requires small beads which may clog the microchannel and disturb 
flow properties. 22  
In two-focus fluorescence correlation spectroscopy (2fFCS), 
conventional FCS is modified, by having two lasers generating two 
streams of light that have been polarised orthogonal to each other 
using polarising beam splitters and a Nomarski prism. The two light 
beams are therefore spatially shifted relative to one another with a 
known shift distance. This generates two overlapping detection 
volumes with a known separation distance, which can be successfully 
described by a Molecule Detection Function, which on fitting gives 
absolute D0. 24 
In plug broadening and capillary flow (PB/CF), analytes are 
electromigrated down the detection portion of the glass capillary, and 
imaged at certain sections, with the flow rate varied by changing the 
potential. The analyte spread with time is fitted to the Gaussian 
function, to yield peak variance values at different migration times t. 25 
An example of such a measurement is that of the diffusion of various 
dyes and ssDNA oligonucleotides. 26 
Numerous other ways to visualise the diffusion intensity profile include 
micro-particle image velocimetry, NMR and Raman imaging. 22, 27 
Compared to techniques such as FCS, which probes molecular 
diffusion of an open-air solution droplet on a glass slide, microfluidic 
channels provide a containment system for the analyte solutions 
flowing within, and can be easily tuned and controlled for 
microchannel dimensions, flow rates, solution concentration, and 
perhaps even surface functionalisations. It is also therefore protected 
against ambient particulate or gaseous pollutants which may dissolve 
in an open droplet in FCS. 
Past work on measuring diffusion. Additionally, the more expensive and 
elaborate equipment used by past work included electron-multiplying 
CCD cameras. 27 In terms of data acquisition and analysis, most work 
to find diffusion coefficient used analytically-calculated mathematical 
12 
 
models to fit experimental microchannel intensity profiles. 12, 13, 19, 28 
Some authors used the error function to fit intensity profiles directly. 7, 27 
Others described plug flow broadening from the centre of a one-
dimensional tube, by fitting the intensity profile to a Gaussian bell curve, 
after which the variance was extracted and a straight-line trend fit was 
made with the Einstein-Smoluchowski relation 25, 26, 
         (13) 
Consistent D0 results with low standard deviations were obtained with 
this method, when only one or a few x positions well away from the 
entry length were measured at. It could be that some x positions are 
better suited than others for measurement. 19, 25 
Importance of project and general aims. To address some of the issues 
arising from past work and techniques, and to tap on the strengths of 
microfluidic channels for measuring diffusion processes, the current 
project aims to use two-inlet microchannels to characterise diffusion or 
concentration profile measurements over its entire length, over a 
range of different flow rates. This is in contrast to past work, which only 
characterised a limited range of length and flow rates. In so doing, the 
accuracy of the diffusion coefficients measured over such a wide 
range of conditions would be evaluated, and the diffusion coefficient 
trends, elevations or depressions compared to literature values would 
be used to identify some microchannel flow phenomena. The 
implications of these phenomena would be examined, and correction 
methods would be implemented in response, to allow diffusion values 
obtained over a wide range of microchannel positions and flow rates 
to be valid, hence widening its utility and expediency for such 
measurements to be in laboratory routine use.  
Introducing the Butterfly Effect. One of the main phenomena 
addressed and quantified in the course of this work is the Butterfly 
Effect. It is a curved concentration profile with respect to the cross-
sectional view of a microchannel, due to friction or shear experienced 
by fluid at the top and bottom walls. Friction is also experienced by 
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fluid flowing by the side walls. As a result, analyte molecules near the 
four walls of the cross section have a longer residence time than those 
in the cross section centre, and would experience a larger extent of 
diffusion than the channel centre. A parabolic velocity profile 
therefore exists across both microchannel dimensions, which is a 
consequence of using pressure-driven fluid pumping. 4 This has been 
verified by other workers using FCS, where flow measurements were 
obtained across the centre lines of a microchannel cross-section using 
the TMR-4-dUTP dye. 22 However, pressure pumps still retain their utility 
because they are inexpensive, flexible to implement, insensitive to 
surface contaminants, ionic strength and pH. 4 
Past work has also shown, with confocal imaging, an intensity slice at 
the ceiling, where the fluorescence profile is seen to curve, showing 
the presence of the Butterfly Effect (Figure 1.4). 27 
 
Figure 1.4. Cross-sectional slice, at x = 20 mm, at the microchannel ceiling, taken using 
confocal microscopy (adapted from 27). The intensity curve is evident at the ceiling, 
due to friction and a longer residence time near the ceiling than further away from it. 
The resultant butterfly-shaped, 3D profile is therefore due to 
hydrodynamics, and not any actual change in the nature of diffusion. 
In the project, the microchannel is viewed along the vertical height 
axis bottom-up. Therefore, at each point along the microchannel 
width, the intensity value is an average over the entire height element. 
At different height positions in the cross-section, different extents of 
lateral diffusion have occurred. An axis of points cutting through one 
width position over all of the microchannel height may therefore have 
varying concentrations, especially over a region where the 
concentration profile is curved as a butterfly wing (Figure 1.5). When 
the average intensity value is taken, this would invariably result in an 
overestimation of concentration over that at the height middle, which 




Figure 1.5. Schematic diagram of the evolution of analyte, from a cross-sectional view. 
The vertical yellow line cutting across a particular position of the microchannel width 
passes through regions of higher concentration at the channel ceiling and floor, even 
though at the height centre the concentration is actually lower. Another perspective is 
the diffusion length. With reference to the middle diagram, an arbitrary intensity 
penetration at the channel centre is about 0.0801 units, whereas at the ceiling and 
floor, the diffusion length is 0.2339 units, almost three times as much. This apparently-
increased diffusion contributes to the Butterfly Effect. 30 (Adapted from Salmon, J. B.; 
Ajdari, A., Transverse transport of solutes between co-flowing pressure-driven streams 
for microfluidic studies of diffusion/reaction processes. Journal of Applied Physics 2007, 
101 (7).)  
Numerous studies have quantified the extent of diffusion at different 
heights along the cross-section. This is described by 
       (14) 
where x is the diffusion length, which under non-flowing conditions 
should be proportional to the square root of the time taken t for 
diffusion, hence the power n should be 0.5. The traditional ½ power law 
of diffusion applies across all height levels in this case. With flow, 
though, starting from the height centre, the power law goes from ½, 
increases to 0.53, then decreases to 1/3 at the ceiling. The power law 
being above ½ near the ceiling results in faster-than-normal lateral 
analyte spreading. This is a consequence of vertical equilibration, in 
which analyte travels laterally as well as vertically converging towards 
the height centre, ‘filling up the hole’ in the curve. Such vertical ‘filling 
up’ results in the faster analyte spreading. At the height centre, 
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analytes only flux laterally so the power law stays at ½. The faster 
spreading (larger power than ½) moves towards the height centre with 
time, so fully ‘filling up’ the Butterfly curvature, a consequence of mass 
conservation. 4, 13, 29 
The initial vertical equilibration makes the appearance of lateral 
diffusion (height-averaged intensity readings) appear larger than if the 
Butterfly Effect was absent. When the power law above 0.5 reaches 
the height centre, diffusion reverts to the ½ power law at all heights. 
However, even as vertical equilibration is complete as such, the 
butterfly profile being dissipated, and the ½ power law being restored 
throughout, lateral diffusion has already advanced more throughout 
the microchannel width than if no friction was encountered at the 
ceiling and floor. 13, 29, 30 Consequently, analyte molecules having a 
small diffusion coefficient diffusing within a microchannel of large 
height produces a more dramatic Butterfly Effect, as the analyte 
undergoes inadequate equilibrating diffusion across the height. 4, 19 
Hence at small diffusion lengths, the Butterfly Effect is expected to 
significantly increase the average analyte diffusion extent and when 
viewed with the inverted microscope, diffusion coefficient calculations 
are overestimated. At large diffusion lengths where analytes approach 
very near to the side walls, the longer residence time experienced 
there may also result in significant overestimation in diffusion coefficient 
calculations. The implication is that diffusion lengths that are extremely 
high or low become invalid. 13 
Introducing the wall hindrance effect. In a previous project, the 
diffusion coefficient seems to decrease when the extent of diffusion is 
large. 31 The diffusion length seemed to reach very near to the vicinity 
of the opposing side wall along the width, which might have slowed 
down the rate of diffusion below that predicted by the error function. 
Another past work claimed that the interdiffusion zone of the analytes 
was within 10% of the microchannel width, and so is well and safely 
away from the channel sidewalls which experiences non-uniformity in 
velocity profile. 19 In the current project, this effect will be investigated 
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by comparing the diffusion results using microchannels of two different 
widths, by further probing the effect of extreme diffusion lengths that 
reach the side walls. 
Effect of mixing at junction confluence. There are past papers using 
different microchannel geometries, to compare side by side the effect 
on flow, but not on diffusion measurements. 32 Past work had also 
made direct comparisons of diffusion measurements using different 
methods, but their microchannel geometries are also different, one 
being an angled Y-junction, and another being a smooth curved 
junction geometry. This suggests the lack of awareness as yet in 
literature at the time, of the effects of having different entry geometries, 
or obstructions and artifacts at the junction on mixing. 19, 30 
This began to get addressed, when FCS was used to measure flow 
times at a T-shaped junction (straight channel with one terminal 90 ° 
branch point). Since the junction consisted of two inlet channels 
angled to one another, particles reaching the junction collide at a 
certain velocity with the perpendicular axis, resulting in a vortex-like 
turbulent flow at the intersection which decreased further down the 
junction. 33 A possible application to this geometry is low-shear nutrient 
transport for unbounded cell cultures in the no-flow branch point. 
Nutrient diffusion occurs to the cells, which are shielded from shear 
forces due to convective flow since the cells are in a protected 
branch point. 14, 15 
The work showed that mixing by convection, not just diffusion, happens 
at microchannel intersections. At the junction, laminar flow is disrupted, 
but is re-established further downstream the main channel. If mixing 
was due to both diffusion and convection, the values obtained from 
calculations assuming only diffusion will be higher than expected, due 
to the convective contributions. Despite the restoration of laminar flow 
downstream, some pre-mixing would have already occurred at the 
starting point. 14, 15 
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Fluorescence quenching. A phenomenon that involves diffusion, 
fluorescence quenching, can also be studied in microchannels. 
Quenching is the attenuation of fluorescence due to the presence of a 
quencher molecule, which would be pumped through a microchannel 
and diffuse through the width. Quenching processes include 
photobleaching, inner-filter effect and energy transfer. In the course of 
studying energy transfer, the former two should be excluded from 
occurring in experiments. 34 
Energy transfer mechanisms are categorised as dynamic and static 
quenching. Dynamic quenching occurs during the excited-state 
lifetime of the fluorophore, involving diffusion-controlled collisions 
between the fluorophore and quencher molecules. Dynamic 
quenching mechanisms include dipole-dipole interactions, electron 
exchange, and electron transfer. 35 Static quenching occurs in the 
ground state of the fluorophore, including the mechanism of ground-
state complex formation. 36 If the fluorophore’s surrounding volume 
(quenching sphere of effect) contains at least one quencher upon its 
excitation, it will be quenched immediately, at time zero. This process 
appears static-like, but is actually dynamic in nature. 34 
We study the case of iodide ions quenching the fluorescence of the 
fluorescein dye, in which the heavy atom effect of iodide perturbs the 
spin-orbit coupling of fluorescein. This facilitates the inter-system 
crossing of fluorescein from singlet to triplet excited state thus 
preventing fluorescence occurring by relaxation down from the singlet 
state. 3, 31, 35, 37 
The Stern-Volmer quenching constant, KSV is a product of fluorescence 
lifetime and bimolecular rate constant, τ0kq. However, lifetime 
measurements are not made for the current work and the entire KSV is 
measured instead. The relation between the extent of fluorescence 
quenching and the Stern-Volmer constant is 
   
 
       (15) 
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where F0 refers to the original fluorescence intensity, and F refers to the 
quenched, attenuated level. By performing experiments of 
fluorescence quenching in microchannels, the diffusion coefficient of 
the quencher ions acting on a fluorophore and the KSV of its quenching 




2. MICROCHANNEL FABRICATION 
 
Microchannel design. The work begins with various microchannel 
designs. Schematics were drawn using GNU Image Manipulation 
Program (GIMP) 2.8.4. Varying types of geometries were drawn (Figure 
2.1). 4, 10, 12, 13, 19, 27, 30 
    
 
Figure 2.1. Top-down schematics of microchannels at the start junction, (from left) two 
curved, easement, V-shaped, and T-shaped geometries. The two inlets are each half 
the width of the main channel which they join up to form. The second design has a 
main channel width of 760 µm, while the remaining are of width 380 µm. The reservoir 
ports are 1000 µm in diameter, giving ample allowance for hole-punching 500 µm holes 
that fall within the port. The first 1.5 mm of markings are also shown per schematic. A 
three-dimensional representation of a V-shaped microchannel junction is also shown 
(Figure 2.2, not drawn to scale). Diagrams are taken from the GIMP schematics. 
 
Figure 2.2. Three-dimensional representation of microchannel V-shaped junction. 
Microchannel is a hollow lumen at the base of a piece of polydimethylsiloxane, which 
is attached to a glass piece. h represents the channel height, r is the entry port radius, 
a is the angle between the two entry inlets (56.00 °) and w is the main channel width, 
which is twice that of either entry path. While the top-down schematic is determined 
by GIMP design and laser-writing, the height of the microchannel is determined by the 
spin-coating step. Diagram is not drawn to scale. 
The microchannel widths of at least 380 µm were chosen to allow for 
sufficient width to be visualised under the 2.5  objectives, under 3.9  
camera optical zoom, as an object of sufficient size so that a good 
number of pixels represents the microchannel width for a reasonable 
curve fit (at least 100 pixels). Under such settings, the 380 µm 
microchannel is represented by about 220 pixels, and the 760 µm 
microchannel about 440. 
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The markers were made to be thick – 200 µm for the 5 mm intervals, 
and 100 µm for the 1 mm intervals to be readily visible on manual local 
torchlight illumination. The 1 mm intervals were necessary to allow 
measurements at any point, and to provide as gauges for image and 
microscope stage positioning. They can also be used to measure and 
calibrate for the microchannel width measurements, and pixel-per-
unit-length conversions in ImageJ. The patterned-in length markers can 
achieve much greater accuracy and elegance of design than using a 
ruler and marker to manually rule out 5 mm parts on the gel itself. 31 
A 200 µm beam across all markings was designed to hold them 
together and prevent instances of markings falling out of the 
developed photoresist wafer during blow-drying or mechanical 
movements. Despite optimised fabrication procedures, structures of 
relatively smaller floor area with larger heights (a large aspect ratio) 
may be more fragile to mechanical stress. The combined markings 
structure was placed 150 µm away from the main microchannel to 
prevent possible distortions in structure due to their close proximity. This 
structure was tested not to interfere with diffusion analysis in ImageJ, as 
they do not contain dye solutions and are nearly invisible without 
torchlight illumination. 
The microchannel was designed to loop back, and exit behind the 
starting ports, so that it is possible to place all blunt needles on one side 
of the system to facilitate absorption measurements (Figure 2.3). In 
these measurements, the condenser must be positioned atop the 
collecting objectives, and the blunt needles and tubing connections 
springing from the microfluidic chip gets in the way. As a result, only 
points x = 24 mm and after can be visualised without severely distorting 
the microchannel shape by blunt needle bending, rendering the chip 
image out of the pre-calibrated plane of focus. 39 Having two exits 
makes the design symmetric about the microchannel length, and 
prevents an asymmetry or lop-sidedness in the intensity profile due to 





Figure 2.3.  Loop-back design of microchannel. In this design, the entry and exit ports 
are all clustered on one side of the chip. Diagram is not drawn to scale. 
With this loop design, fractionation and collection of solution mixture at 
either side of the stream is also possible, allowing further analysis of 
diffusion ratios or fluctuation effects. 
Drawing precise schematic diagrams of microchannels. All 
coordinates for the joints, circle centres and channel thicknesses are 
calculated prior to digital construction. Straight lines are rendered by 
specifying two points along the same plane, and filling the pixels in 
between. The port holes are drawn with circles, and the curves of the 
entry paths are rendered with two overlapping circles, with the 
difference between their radii forming the path width. These two entry 
paths in turn, converge at the starting junction to add up their widths 
to form the main microchannel path. The main path therefore has a 
width twice of either entry path. For the curves defining the exit paths, 
the bends are similarly defined by two overlapping circles of different 
diameters, while the remaining parts of the exit routes use straight lines. 
This design saves considerable schematic area, instead of using exit 
routes that curve throughout the U-turn bend that is entirely described 
by two overlapping circles of different diameters. Such savings were 
significant in allowing the cut-out, cured and patterned PDMS to fit on 
a glass slide completely with sufficient allowance to the gel or glass 
edge, facilitating leak-free flow as the microchannel formed by the gel 
ridges is completely sealed by the glass from the external environment. 
The entry paths were designed to have similar fluid travel lengths, of 
about 7600 µm. This reduces any possible effects upon fluid entry and 
convergence at the junction, of convective inter-lane mixing due to 




Laser-writing on a chrome mask (Figure 2.4). A laser writer (µPG-101, 
Heidelberg Instruments, Heidelberg, Germany) was used to print the 
designed pattern onto a chrome plate of side 3 inches, coated with 
AZ1516 photoresist on a glass sheet. 
 
Figure 2.4. Laser-writing, to manufacture a photolithographic mask. The microchannel 
blueprint is laser-written on AZ1518 photoresist, exposing the underlying chromium layer 
upon development. The exposed parts of chromium are etched, and the remaining AZ 
is removed. 
The laser power setting is “35% of 20 mW”. This strikes a balance 
between sufficient laser penetration and laser width. Teflon tweezers 
are used to handle the plate to avoid surface scratches, which can 
severely impact print quality and the final synthesised structures. The 
plate is placed gently on the writing platform, and vacuum suction is 
activated to hold the plate in place. The laser-writing vacuum must be 
kept steady by a self-charging compressor to hold the written mask 
firmly on the stage while it is being moved into the correct position, as 
well as during writing. 
The writer parses horizontally, and goes on to the next line sequentially, 
so horizontal features are produced more quickly. The entire schematic 
is broken up into different segments of the microchannel diagram, so 
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as to reduce parsing over non-writing surfaces and therefore reduce 
the writing time. The laser schematic is also hence divided into parts 
that are wider than tall per image. Positional coordinates are specified 
for each segment to line up the structures. This requires that the image 
size consists of even numbers of pixels in both dimensions. Having 
smaller file sizes also results in faster loading and editing of the 
schematic in the image editor software (GIMP 2.8), with the only 
precaution during schematic design being to ensure that the 
microchannel floorplans do not result in mutual physical overlaps or 
cross-over. The images are saved to .bmp format on the laser writing 
computer, before it is readable by the laser software (compatible with 
GIMP 2.6.8). 
The plate is developed for 2 minutes in a well-mixed 1:4 AZ developer 
solution in deionised water (AZ Electronic Materials, Somerville, NJ, USA), 
followed by a rinse with deionised water and blow-dried. It was 
followed by 2 minutes of chrome etching (1020AC, Transene Company 
Incorporated, Danvers, MA, USA), and rinse with deionised water, blow 
dry, acetone, and finally deionised water and blow dry. Acetone was 
not allowed to dry on the plate to prevent acetone stains. The etchant 
and acetone serve as solvents to chromium and the AZ photoresist 
respectively, and should not be allowed to saturate in a container so 
that dissolution of the solutes occur as intended without leaving 
residues behind. Isopropyl alcohol is then used to rinse the completely-
patterned plate, and rubbed with a silk cloth to remove any residual 
AZ photoresist, or dust marks on the glass surface. This also ensures a 
level mask plate during UV exposure, during which snug vacuum 
contact is required. 
For safety, the chrome etchant should be confined within the glove 
box to control its noxious, acidic fumes. Also, as the AZ developer 
solution is basic, it should not be allowed to mix in wastes with the 




Spin-coating photoresist onto a silicon wafer (Figure 2.5). A 500 µm 
thick, 4 inches diameter piece of silicon wafer (100 mm single-sided 
polished, N(100), Silicon Inc., Boise, ID, USA) is subjected to air-gun 
blowing to remove dust particles, dry-baked at 200 oC for 15 minutes to 
drive off moisture, then cooled to room temperature.  
 
Figure 2.5. Spin-coating a layer of SU-8 photoresist onto a silicon wafer. 
The wafer is placed centrally on the spin coating chuck (WS-400B-
6NPP/LITE, Laurell Technologies, North Wales, PA, USA), and held in 
place by vacuum suction. Under nitrogen gas environment, the wafer 
is then cleaned under spinning with thinner solution to remove any 
surface contaminants. The thinner is completely spun off such that 
there are no visible traces or streaks on the surface, to minimise its 
thinning effect on the final coat by dissolving parts of it. 
SU-8 2075 photoresist solution (Micro-Chem, Newton, MA, USA) is then 
poured carefully to cover one third of the surface, adhering to the 
manufacturer recommendation of 1 ml per inch of wafer. Pouring 
carefully also avoids bubble formation, to prevent outgassing later 
during soft-baking which scars the otherwise smooth coating. Sufficient 
photoresist is required to cover the entire wafer surface after spinning, 
and to avoid regions of uncoated wafer or comets, which results in 
surface inhomogeneity and invalidates the coat. Simultaneously, 
excessive photoresist application may not be completely spun-off and 
could result in a large edge bead, which is an outer rim of especially 
thick coating that thins towards the centre, forming an undesirable 
gradient of coating thicknesses on the same wafer. 40 
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The spinning programme is 
1. Acceleration 1 (112 rpm) to 500 rpm for 10 seconds, 
2. Acceleration 3 (336 rpm) to 2000 rpm for 35 seconds, and 
3. Acceleration 5 (560 rpm) to 0 rpm for 4 seconds. 
The first phase serves to distribute the SU-8 over the wafer surface. The 
second phase spins off excess resist to achieve a thin layer of coating 
of homogeneous thickness. The spin speed and duration are optimised 
to give coat thicknesses of about 100 to 110 µm. A larger spin speed 
and duration give thinner coatings, as more resist material gets spun off 
the wafer. The spin speed should not be set to about 1500 rpm or less, 
to prevent uneven coating. The third phase brings the coated wafer to 
a stop in a controlled manner to keep the coat intact. 40 
Soft-baking was done using a level and even hot plate (Cost Effective 
Equipment, 100CB, Brewer Science, Rolla, MO, USA) to drive off 
remaining photoresist solvent, temperature-controlled (Athena 
Controls, Plymouth Meeting, PA, USA) at 95 oC for one hour and forty 
minutes, using the guideline of heating for one minute per µm of 
thickness. 41 Sufficient evaporation is necessary to properly consolidate 
the photoresist material, as excess solvent present softens the structure 
which can damage and exfoliate easily. Inverted glass containers are 
used to cover and protect the heating wafers from ambient 
particulate contamination, and they are elevated with glass slides to 
allow evaporated solvent to escape in a controlled manner, 
homogenising the thinner evaporation process to give more even 
coats. All cleaning steps on the spin coater are done with clean room 
lint-free silk cloth to reduce ambient particulates, which permanently 
contaminate the coating if it settles there. Acetone is used to remove 
excess photoresist stains on the spin coater, followed by isopropanol to 
clear the residual acetone. Acetone is used sparingly for this purpose 




The coated wafer is then placed on a flat surface to cool for ten 
minutes, with glass container covering from ambient dust. A flat 
surface is necessary to prevent the reflowing of warm photoresist and 
therefore ensure that the homogeneous thickness remains so 
throughout the wafer. 
UV-expose pattern and substrate development (Figure 2.6). The spin-
coated silicon wafer is fragmented into rectangular pieces using glass 
slides for elevation, and a sharp diamond-tipped pen to nick the wafer 
edges. The pieces must be large enough to fit the microchannel 
design pattern on the chrome mask with enough allowance for cutting 
later, yet not so big that it becomes difficult to fit into a degassing 
weighing boat during PDMS casting, and it should also not exceed the 
chrome mask and interfere with proper vacuum contact. 
 
Figure 2.6. UV-exposure and PDMS casting. UV light crosses the photolithographic mask 
glass layer, to expose SU-8 and open its epoxy rings. Heating is done for these rings to 
cross-link and polymerise, therefore hardening the SU-8 and adhering to the silicon 
wafer. SU-8 developer solution removes unexposed SU-8. Liquid, viscous PDMS mixed 
with curing agent is then poured over the SU-8 mould, degassed, and cured overnight 
at 65 oC. The hardened gel is then bonded to a glass slide by plasma activation. 
During the fragmentation process, dust shards of silicon generated 
from the breakage can lodge themselves onto the coating and 
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permanently deface it. This is minimised by careful and gentle handling 
of the wafer while fragmenting it, and to constantly blow off 
particulates that are generated using an air gun. The patterned 
chrome mask is rinsed with acetone and isopropanol as needed, and 
blow-dried, to ensure clean, dust-free surfaces on the glass and the 
chrome to allow free passage to UV light through the chrome-etched 
pattern and the glass during exposure. Acetone stains on the chrome 
plate could compromise printing quality during UV exposure, and so 
acetone was not allowed to dry up on the plate.  
The wafer edges left over from fragmentation are rejected from use for 
exposure and creating microchannel structures. However, they are 
useful for micrometer screw gauge measurements. For this, acetone is 
used to dissolve the SU-8 photoresist away from some of these edge 
shards to measure the original wafer thickness. Subtraction of the wafer 
thickness from the coated wafer thickness gives the thickness of the SU-
8 coating. An idea of coating homogeneity can be obtained from 
such measurements at different parts of the wafer. However, since 
micrometer gauge measurements directly on wafer pieces to be 
exposed damage the coated surface and inflict defects on the final 
mould structure, measuring near the coating centre should be 
avoided. 
The photoresist side of the wafer is plastered against the chrome 
surface of the etched mask ensuring good contact. The chrome plate 
is fitted snugly, glass-face up, into a pre-made cured PDMS mould, with 
some holes punched at the underside of the PDMS, and the assembly 
is placed onto a vacuum suction platform under the UV lamp (arc 
lamp: 6292, 200W Hg(Xe), arc size 0.5   1.5 mm; housing: 66901, F/1.5 
single element fused silica condenser; power supply: 66907, Newport 
Corporation, Irvine, CA, USA) to seal the contact between the mask 
and substrate. 
Vacuum contact between the chrome mask and coated wafer piece 
is compulsory to ensure high-resolution printing. Poor contact results in 
light diffraction at the edges of the chrome mask pattern, resulting in 
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artificially-expanded structures. Light also becomes more diffuse, and 
underexposure distorts and further expands the structures beyond 
recognition (Figure 2.7).  
  
Figure 2.7. Test lines of SU-8 structures, 10 µm wide and 10 µm spaced in-between, 
when UV exposure was done without vacuum-tight contact between the SU-8 coating 
and the chrome mask (left), and with the tight contact applied (right). 
There are different types of alignment between the mask and wafer, 
and vacuum contact is used for this project. The advantage is better 
print resolution, but the disadvantage is possibly damaging the SU-8 
structure (the most extreme of which is exfoliation) and requiring 
constant mask cleaning using acetone and isopropanol. 41 
The UV lamp emits a focused spot of light that has the strongest 
intensity at a spot on the order of 20 mm in diameter, which hardly 
covers the span of the microchannel pattern which has an area of 
nearly 55   20 mm2. Exposure is weak outside of this strong spot area, 
and under-exposure would likely result without strong light. The 
assembly was therefore manually shifted under the lamp light at 
regular time intervals, to optimally and evenly expose all parts of the 
pattern to the strongest light illumination. 
The UV exposure timetable is 
- Starting position for 20 seconds 
- Subsequent 0.5 cm movements and park for 10 seconds each, 
and 
- Last position for 20 seconds. 
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The total exposure time is 2 minutes over 10 positions. The start and end 
points along the track experience less peripheral exposure from light 
outside the strong spot, and so are designated longer exposure times 
under the strong beam. 
If the wafer was not soft-baked adequately during the previous step, or 
if the vacuum contact was excessively strong, the SU-8 could crack, 
wrinkle, or exfoliate on separating from the chrome plate, 
contaminating the chrome mask and defacing the SU-8 structure 
beyond repair. 
Test lines are built into the microchannel pattern, to assess the quality 
of a UV exposure, and to assess and benchmark against all other 
exposures for suitability to be used in the later PDMS casting step. 
Under-exposed structures tend not to survive development well, and 
turn out degraded structures as the UV-exposed structures were not 
adequately hardened and made insoluble to developer solvent 
(Figure 2.8). These degraded structures, in turn, may not survive PDMS 
casting, curing and lifting and may degenerate further with each 
PDMS cast. This defeats the purpose of synthesising SU-8 moulds 
because they are designed to be difficult to remove once formed, 
and so retain a measure of permanence and reusability. Over-
exposed structures tend to be bloated and wider than they were 
intended to, but does not affect the main microchannel structure 
much (hundreds of µm compared to a few µm of expansion). When in 
doubt, overexposure of larger structures does not significantly increase 
its width. 
 
Figure 2.8. Test lines, detaching from the substrate upon development. The SU-8 
structures are not exposed adequately to UV. 
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Some test lines sections however, even when properly or over-exposed, 
were found not to survive the PDMS cast and lifting process, probably 
due to its large aspect ratio (10 tall: 1 wide). However, this does not 
affect the main microchannel structure which is relatively much wider 
but with the same height. 
The UV-exposed wafer is then placed on a hot plate for post-exposure 
baking using a temperature ramp schedule: 
- 50 oC for 2 minutes 
- 75 oC for 5 minutes 
- 105 oC for 10 minutes 
- The heating was switched off and the substrates are left on the 
hot plate to slowly cool for another 10 minutes.  
On UV exposure, a dissolved cationic antimony-containing salt 
decomposes into a Lewis acid, which opens the epoxy rings of the SU-8 
structure. Post-exposure baking cross-links these opened epoxy groups 
to form ether linkages, which are highly thermally- and chemically-
resistant. 42  
 
Figure 2.9. Molecular structure of SU-8, containing epoxy groups at the top and bottom. 
42 
Latent images can be seen about 10 seconds after heat application. 
On applying stronger heat, the image becomes more obvious and 
visible. This is a good benchmark for the extent of exposure and 
whether it is adequate. A clearly visible image before heat application 
might indicate overexposure. 43 The temperature ramp both upwards 
and downwards is necessary to reduce expansionary stress on the 
hardened photoresist material. At the peak temperature of 105 oC, a 
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longer baking time and a slightly elevated temperature over 
manufacturer recommendations would ensure that the cross-linking 
reaction is complete. 33 
During post-exposure baking, a level and clean mantle is required. 
When the SU-8 undergoes heating, some material reflowing occurs. A 
tilted mantle results in possible lop-sidedness of the material, giving rise 
to undesirable gradient microchannels. 
The substrate is then developed in SU-8 developer solution (1-methoxy-
2-propyl acetate, Micro-Chem, Newton, MA, USA) for 12 minutes, with 
constant solution agitation with a Pasteur pipette. Mechanical 
agitation by shaking the container introduces physical shock to the 
developing structures which may collide with hard surfaces and 
induce cracks. The developer solution is changed for a fresh batch 
after every 4 minutes to prevent saturation of the dissolved, unexposed 
SU-8. After development, the substrate is rinsed thoroughly with 
isopropyl alcohol and blow-dried. 
During SU-8 development, solution agitation is important to ensure 
complete development, especially of finer structures such as test lines. 
It may also help to ensure that the microchannel side walls are as 
vertical as possible as all the unexposed residues are cleanly washed 
off. Manufacturer specifications indicate that the time required for 
complete development is a function of dissolution time and rate of 
agitation, which requires consistent rates of agitation across successive 
fabrication attempts alongside strict timing regimens. 43 
Despite gentle handling using tweezers, mechanical stress might still 
result in some cracks on the SU-8 structure. Isopropanol cooling 
removes much heat from the structure, which may crack it, and 
washing with water does not improve the result. 44 The structure should 
hence be blow-dried as gently as possible. 
The spin-coated thickness of SU-8 is larger than the post-development 
SU-8 thickness. A micrometer screw gauge (0-1”, 293-766-30, Mitutoyo, 
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Kawasaki, Kanagawa, Japan) is used to measure the SU-8 thickness of 
the completed SU-8 mould to check for this, and whether the 
manufacturing was successful. The side exit channels are measured, 
and not the main channel, as the measurement process visibly 
damages and scratches the SU-8 structure. Hence, such a process of 
measuring the microchannel height by measuring the spin-coated 
thickness would overestimate the microchannel height. The final 
microchannel height is determined later on with sectioned PDMS 
pieces, without defacing the SU-8 mould or damaging any microchips 
to be used. 
PDMS casting. 30 grams of PDMS elastomer base is mixed with 3 grams 
of curing agent (Sylgard 184, Dow Corning, Midland, MI, USA) in a large 
weighing boat, and degassed under vacuum. PDMS is added to a 
depth of 3 to 4 mm, to allow blunt needles interfacing to the cured gel 
piece to hold steady and not easily fall off or bend, which might 
damage the gel and spring leaks which are difficult to repair. 
The developed SU-8 structures are placed loosely, spaced apart, into 
the degassed gel, and further vacuum degassed again (Figure 2.10). 
The SU-8 pieces should be placed on flat surfaces while curing, so as to 
avoid wafer bending when the gel hardens around it. 
 
Figure 2.10. SU-8 structures submerged in PDMS pre-polymer, being degassed in a 
vacuum dessicator. The pieces may overlap as shown during the process, which 
covers necessary SU-8 structures needed to pattern the PDMS structures. 
Small pieces of unused, cured PDMS could be placed to separate the 
SU-8 structures in the large weighing boat. Due to the shape of the 
boat in the vacuum dessicator, the pieces may float inward and 
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overlap during degassing. This not only risks covering parts of the 
microchannel pattern from being formed by the gel, but also even 
slight overlap or closely-spaced pieces pose problems during cutting. 
The pieces should not be taped down owing to copious, persistent air 
bubble formation underneath the wafers. To ascertain that the SU-8 
structures are immobilised and do not overlap during degassing and 
oven curing, the structures could be placed in a thin layer of PDMS-
curing agent mixture and left to oven-cure. The hardened PDMS holds 
the structures firmly in place, and the remaining PDMS-curing agent 
may then be poured atop the structures for subsequent curing. The 
vacuum strength should be moderated as required to prevent the 
degassing rate from becoming too rapid, lest gel spillage constitutes a 
loss of yield and final chip thickness which would impact hole 
punching, and blunt needle interfacing. 
Oven curing at 65 oC is done overnight. An overnight cure gives a 
harder, firmer gel than simply curing for a minimum of two hours, which 
would result in a softer, flimsier gel piece. 18 
The hardened gel is cut out, 0.5 mm diameter holes are punched 
through the entry and exit ports (hole puncher, Harris Uni-Core, 0.50 
mm diameter, Ted Pella Inc., Redding, CA, USA), and it is rinsed with 
isopropyl alcohol and blow dried. When cutting out the patterned 
cured gel from the moulds and boat container, care is taken not to 
apply pliant stress to the moulds in case of breakage. Isopropanol may 
be applied to gel-wafer interfaces to reduce surface tension for easier 
separation. The entire gel piece is first liberated from the boat by 
making incisions into the boat, then individual gel pieces holding a 
mould each are cut out. The thin layer of gel underneath each mould 
piece is then sliced out, and the gel is pried off carefully from the 
mould, and not the other way around to avoid breakage risk. Rough 
gel edges are excised, and the final gel piece containing the pattern is 
washed with isopropanol. Cleaning both the gel and glass pieces with 
isopropanol may improve its bonding due to the formation of hydroxyl 
groups and hydrophilic groups. The alcohol also acts as a cleaning 
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agent for any dust particles or chemical coating on the glass slides 
that reduce their adherence to one another upon removal from the 
packaging. 
The cutting process may cause some residual silicon particles from the 
previous UV step to lodge onto the PDMS gel. Isopropanol rinse, wipe 
and blow dry can help to remove most of these contaminants. The 
microchannel chip should be kept as transparent and clean as 
possible, so that it can remain optically-transparent for clear imaging. 
The gel and microscope glass slides (No. 1, 0.12 to 0.17 mm, 24   60 
mm, Cole-Parmer, Vernon Hills, IL, USA) are plasma-cleaned (PDC-32G, 
Harrick Plasma, Ithaca, NY, USA) under 300 mtorr vacuum with Medium 
settings for one minute, and then brought into contact. When the 
correct evacuated pressure is used, bonding should occur rapidly, 
automatically, completely, and irreversibly such that any attempts to 
separate the gel and glass would result in extensive glass 
fragmentation that continues adhering to the gel. The pressure valve 
of the plasma chamber is vented at a level where the pressure stays 
constant at 300 mtorr. This vents in sufficient oxygen into the chamber 
to perform the hydroxyl functionalisation of the bonding surfaces, 
which therefore requires a sufficiently strong vacuum generator to 
compensate suction loss. 
For plasma bonding, the plasma-oxidised PDMS gel surface must be 
completely flat to bond tightly with the glass. It was thus important that 
any overhanging bits of the bonding surface were excised. 33 
A large reservoir port size may result in flow fluctuation, depending on 
whether fluid pools properly or forms bubbles, when visualised under 
the inverted microscope. A smaller port size reduces the chance of this 
occurring. A port size that is identical to the needle poses a challenge 
in hole-punching, and slight inaccuracies may stress the bond 
between the gel and glass under pressurised fluid flow. The port 
diameter is therefore designed to be large enough to accommodate 
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small errors in hole-punching, and small enough not to cause uneven 




3. EXPERIMENTAL CONFIGURATION 
 
Solution preparation. 1 mM fluorescein (CAS 2321-07-5, Sigma-Aldrich, 
Gillingham, England) is prepared in phosphate-buffered saline (PBS, 
10  Ultra-Pure Grade, Vivantis Biochemical, Subang Jaya, Selangor, 
Malaysia) from its powder form, and dilutions are made from this stock. 
3.0 µM fluorescein is required for a 2.5  objectives (A-Plan, 441010-
9901-000, NA 0.06, Carl Zeiss, Jena, Germany) which has low numerical 
aperture and collects less emitted light than a 10  one, as used in 
previous work. 31 The concentration of fluorescent solutions required is 
found by measuring the intensities of a calibration series, and noting 
the maximum intensity that yields a linear dynamic detection sensitivity. 
In ImageJ, this is detected to be about 20.0 units.  
PBS is used as solvent, as it mimics physiological pH and buffers against 
pH changes. This is in lieu of using a methanol/aqueous buffer system, 
which helps to reduce analyte-wall interactions due to its lower surface 
tension, but loses the pH buffering capability. Additionally, such a 
binary solvent mixture becomes about 1.5 times as viscous as PBS or 
water, and the diffusion coefficients measured would hence decrease 
by the same magnitude, reducing the sensitivity of the microchannel 
system in measuring small differences of diffusion coefficients between 
some similar dyes. 25 
As alluded, diffusion measurements are concentration-dependent. A 
more viscous solution would result in lower diffusion coefficients. 
Solutions must therefore have low to negligible concentrations to have 
viscosities near to water and to prevent significant intermolecular 
interactions. 1 Previous authors have used solutions up to 50.0 µM or 
have listed 1% as the maximum concentration allowed that would not 
alter fluid properties. 19, 27 mM concentrations with thin microchannels 
(20 µm) were also permissible for use, as dynamic self-quenching and 
fluorescence reabsorption are deemed as insignificant. 12 The different 
fluorophore concentrations used for the present work, at 5.0 µM and 
below, are tested not to affect the D0 values collected.  
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The fluorescent dyes rhodamine 110, ATTO 488 and ATTO 565 are each 
prepared from a 1 mM stock in DMSO, while bromophenol blue and 
bromocresol green (Sigma-Aldrich, St. Louis, MO, USA) are prepared 
from powdered solids and made into 10 mM stocks. These are then all 
diluted down with PBS. 
A mixed solution of 3.0 µM fluorescein, 0.1 M potassium chloride and 
0.1 mM potassium thiosulphate is made by mixing 30.0 µM fluorescein, 
1.0 M potassium chloride, and 1.0 mM potassium thiosulphate and 
topping up with PBS to ten times the volume of each constituent, to 
dilute the constituents by ten times. A mixed solution of 3.0 µM 
fluorescein, 0.1 M potassium iodide and 0.1 mM potassium thiosulphate 
is prepared in the same way with 1.0 mM potassium iodide instead. 
The thiosulphate spiking was required to prevent stoichiometric loss of 
iodide by oxidation to iodine and tri-iodide. 45, 46 To further reduce 
oxidation, iodide powder and its solution preparations can also be 
stored away from light, and its solutions degassed to remove oxygen. 35 
The presence of potassium chloride ions does not quench the 
fluorescence intensity of fluorescein, and acts only to maintain a 
constant ionic strength throughout the microchannel width even as 
net chloride and iodide diffusion occurs. This eliminates any effects on 
diffusion due to an imbalance of charges at the start of diffusion when 
in the absence of potassium chloride, the side with potassium iodide 
has a larger concentration of charges than the other, and an impetus 
for charge redistribution over the microchannel width may artificially 
increase the diffusion rate. 
The measured KSV is also dependent on background salt concentration. 
It was shown to increase with salt concentration when the fluorescent 
molecule is of the same charge sign as the quencher, and to decrease 
with salt concentration when the fluorescer and quencher are of 
different signs. 38 These are due to charge effects and ion screening. 34 
To prevent these anomalies, it was important to keep the ionic strength 
constant across all measurements using potassium chloride, to keep 
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the Coulombic repulsions amongst analyte and solvent molecules 
constant across all determinations. 25, 46 
 
Figure 3.1. The ionisation states of fluorescein over a range of pH. 
The ionisation states of fluorescein are pH-dependent (Figure 3.1). At 
pH 7.4 maintained by PBS buffer, most fluorescein molecules are 
expected to be doubly negatively-charged. A homogeneous 
background of fluorescein is therefore required when studying iodide 
quenching and diffusion, and to prevent unexpected diffusion rate 
increases due to like charges between fluorescein and iodide repulsing 
one another. 47 
The final concentration of potassium iodide used is 0.1 M. Linearity of 
the Stern-Volmer plot (quenching extent F0/F against [Q]) can only be 
obtained with such low iodide concentrations (0.1 M). 38, 45 At higher 
iodide concentrations, the Stern-Volmer plot shows a positive deviation 
as the quencher appears to be more efficient in resulting solutions that 
are less fluorescent than expected.  For fluorescein quenched by 
iodide, lifetime studies have shown that a strict dynamic mechanism 
exists for the reaction, with no static contribution. Since the mechanism 
is purely collisional, the static-like process is caused by a greater 
proportion of excited fluorophore molecules having a quencher ion of 
iodide within its first solvent shell or its quenching sphere of effect, 
thereby appearing dark immediately. 46 
All final prepared solutions are filtered with a syringe filter (Minisart, 0.45 
µm, hydrophilic, Sartorius Stedim Biotech, Göttingen, Germany), and 
sonicated (FB 15051, Fisher Scientific, Loughborough, Leicestershire, 
England) for 15 minutes prior to use. The solutions are left overnight in 
the room where measurements are to be made, to allow their 
temperature to stabilise to ambient conditions, so that air temperature 
readings nearby the experimental setup will be close to the solution 
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temperature, and the temperature dependence on diffusion can be 
corrected accurately. 
Equipment set-up. Syringes (1 ml and 5 ml, Terumo Corporation, Tokyo, 
Japan) installed onto a mechanical pump (11 Plus, Harvard Apparatus, 
Holliston, MA, USA), are connected via adapting connectors (Luer 
Male 1/16 Barb, P-854X, IDEX Health and Science, Oak Harbor, WA, 
USA) and tubing (Silastic, 1.02 mm inner diameter, 2.16 mm outer 
diameter, Dow Corning, Midland, MI, USA) to blunt needles (Precision 
Tips, 22 GA, 5122-B, Nordson Engineered Fluid Dispensing, Westlake, OH, 
USA) that interface with the punched hole ports of the microchannel 
gel. 
 
Figure 3.2. Schematic of experimental set up on the inverted microscope. 
The syringe diameters are required as data entry by the syringe pump. 
The diameters are measured by taking the length h of the syringe over 
a fixed volume V, and assuming a cylindrical internal cross-section. 
Using 
        (16) 
 











and for measurements h = 5.25 cm over 0.9 cm3 on the 1 ml syringe, 
   √
   
       
                . For measurements h = 3.85 cm over 
5.0 cm3 on the 5 ml syringe,    √
   
       
                 . 
Measurements of h are made over different marked volumes on the 
syringes and the calculated diameters are found to be correct to the 
corresponding number of significant figures. 
The validity of the diameter calculations are checked by performing a 
flow rate calibration, by allowing the pump to run for a period of time 
and ascertaining that the fluid volume dispensed and collected by a 
graduated cylinder are identical to the expected value, to within 0.1 
ml. 
The microfluidic channel chip is placed onto a platform holder on the 
stage of an inverted microscope (Carl Zeiss Axiovert 200M, Göttingen, 
Germany) (Figure 3.2), which is checked to be level using a spirit 
bubble level. The effects of an inclined stage, and hence the 
microchannel, and gravity implications should be excluded before 
commencing measurements. For fluorescence images, the 
microchannel is illuminated by a mercury arc lamp (HBO 103 W/2, 
Osram, Augsburg, Germany) that is wavelength-filtered through 
rotatable cubes outfitted with filters and dichroic mirrors of varying 
transmission wavelengths. The desired excitation wavelength is 
reflected upwards by the mirror, passes through the 2.5  objectives 
and excites the fluorophores flowing within the chip bottom-up. On 
fluorescence relaxation, red-shifted photons are emitted isotropically, 
but collected in the downward direction by the same objectives, 
hence the technique term epifluorescence or epi-illumination. This light 
passes straight through the dichroic mirror, and is filtered of stray 
excitation light by the emission filter, before reaching the CCD camera 
detector (Nikon Coolpix 4500, Tokyo, Japan). For transmission 
microscopy, which is used to view chromophores that do not fluoresce, 
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a halogen lamp illuminates the chip top-down, and any transmitted 
light not absorbed by the diffusing chromophore within the 
microchannel is captured by the objectives situated below. 
The images are viewed live with a video software that interfaces the 
camera with a frame grabber (PCTV Vision, Pinnacle Systems, 
Mountain View, CA, USA) installed in the computer, and captured by 
manually depressing the shutter. They are then saved by transfer to the 
computer by USB connection (Nikon Viewer), and subjected to data 
analysis by a custom-written ImageJ plugin (Figure 3.3). 
 
Figure 3.3. Image acquisition, and saving of image file in computer. The image is 
brightened to show the fluorophore flowing within the right-hand-side of the 
microchannel side. 
Solutions used in measuring diffusion coefficient and quenching. 
Triplicate images are to be taken, for each geometry for each dye at 
five different flow rates, at 20 different points down the microchannel 
from x = 2 to 40 mm. The diffusion coefficients of all the diffusers listed 
are to be found (Table 3.1), and the KSV of iodide quenching 
fluorescein will be obtained from the captured and analysed 
microchannel images. In order to generate the suitable error function 
intensity profiles for diffusion and quenching measurements, the 
microchannel inlets are filled with the solutions previously mixed and 
































Table 3.1. Molecular structures of diffusers studied in this work, and the mode of 






Figure 3.4. The different combinations of solution introduction through the two 
microchannel inlets. (Left) Microchannel schematic with no solution flow. (Middle) For 
diffusion measurements, PBS buffer flows in via the left inlet, and the diffuser dye flows 
in the right inlet. (Right) For quenching experiments, both inlets contain dye, and only 
the left inlet is mixed with quencher ions, resulting in intensity attenuation.  
44 
 
4. DATA ACQUISITION 
 
Determining microchannel height and width by gel sectioning. A PDMS 
cast is made without attachment to a glass slide. It is then thinly-sliced 
with a scalpel to obtain the cross-section profile of the microchannels. 
These slices are placed onto another glass slide on the microscope 
stage, and imaged under halogen illumination. Measurements of 
height and width are made using line selection in ImageJ (Figure 4.1). 
An average height and width are taken over measurements of 
different slices of cross-section for each microchannel used. Along with 
these measurements, a microruler having 200 parts in 2 mm is also 
imaged at sharp focus, under halogen illumination, and used to set the 
scale for the ImageJ line picks (Figure 4.2). 
Slicing was not done for PDMS already bonded to a glass slide, as the 
glass would fragment and distort the cross-section imaging. Under the 
optimum plasma bonding conditions, the PDMS-glass bond cannot be 
easily separated without extensively fragmenting the glass, most of 
which will continue adhering to the PDMS. Heights measured on the 
SU-8 after spin-coating, or cross-linked and hardened SU-8 on the 
mould cannot be used to determine the microchannel height, as the 
height diminishes slightly with each fabrication step. These SU-8 height 
measurements also necessarily entail invasively clamping with a 
micrometre screw gauge, damaging and scratching the SU-8 structure 
which would be inherited by PDMS cast onto it to create 





Figure 4.1. Sectioned PDMS gel, visualised under halogen illumination using 2.5  
objectives. The blue measurement line over the microchannel width is 1785 pixels long 
(772 µm), while the yellow line indicates the height being 223 pixels long (96 µm). 
 
Figure 4.2. Microruler, 200 parts in 2000 µm, under halogen illumination, visualised with 
2.5  objectives without camera optical zoom. The green measurement line over 900 
µm is 2082 pixels long, giving a conversion of 2.313 pixels/µm. 
Installing and using light filters. The microscope is configured first for 
fluorescence imaging. A piece of lens tissue (Thorlabs, Newton, NJ, USA) 
is used to gently tap against both surfaces of filters. The surface 
presenting an image in contact with the tissue should be the side of 
light incidence. The other surface presenting an image that is out of 
focus, and having a gap with the tissue should be the side where light 
exits. 
Some filter combinations attenuate lower intensities and cannot be 
used, as diffusion coefficients will be underestimated, due to the 
altered raw intensity profile shape away from the expected error 
function fit (Figure 4.3). The best filters give linear detection of intensity 
with concentration, with a steady low background, and give flat 





Figure 4.3. Intensity profiles from visualising curved 380 µm width microchannel, at x = 
20 mm, with fluorescein flowing on one side and PBS on the other. (Top) An excitation 
filter of 480/30 is used with emission of 536/40, to yield a completely dark background 
of zero intensity at the left-hand side of the intensity profile. The resultant diffusion 
coefficient is 386 µm2/s. (Bottom) An excitation filter Z488 (Chroma Technologies) is 
used with an emission of 535/35, to give a profile consisting of some steady 
background intensity (about 3.5 intensity units). The D0 calculated is 456 µm2/s. 
Dye λex, / nm λem / nm Remarks 
fluorescein 494 521 48 
ATTO 488 501 523 49 
Rho 110 497 520 50 
ATTO 565 563 592 51 
Table 4.1. Excitation and emission peaks of the fluorescent dyes used. 
For fluorescein, ATTO 488 and Rho 110, the excitation filter is Z488 
(Chroma, Bellows Falls, VT, USA), while the emission filter is 535/35, with 
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a 505 nm wavelength long-pass dichroic mirror. For ATTO 565, the 
excitation filter used is 545/35, the dichroic mirror 570LP (Omega 
Optical, Brattleboro, VT, USA), and emission 590/20 (FF01-590/20, 
Semrock, Rochester, NY, USA) (Table 4.1). 
Calibration step. A single-path channel is used, and alternating 
pockets of solutions of increasing concentration, PBS buffer wash, and 
air, are passed through. The raw intensities of the solutions used are 
kept to 20.0 arbitrary units and below in ImageJ, given the filter cube 
settings, to be within the linear detection regime of the CCD camera. 
To achieve this, 3.0 µM of fluorescein, 2.0 µM of ATTO 488, 5.0 µM of Rho 
110, and 3.0 µM of ATTO 565 are needed.  
The mercury arc lamp illumination intensity increases steadily (about 
10%) when operating for an extended period (more than two hours). 
To prevent an upward intensity drift due to a stronger illumination over 
time, the overall illumination time is kept as short as possible. The 
mercury arc lamp is switched on for half an hour before using for 
measurements to allow it to warm up to a steady illumination level. 
Also, the measurements are done in the backward sequence and 
then repeated forwards, and an average of the two measurements is 
taken to further reduce intensity drifting effects. 
The arc lamp is adjusted using the screws and knurled knobs, to align 
the optics to achieve a defocused, even illumination onto the image. 
This is done iteratively until a flat intensity profile is obtained (with a ~2% 
intensity variation). 
The 2.5  objectives used have low magnification and therefore high 
depth of field. Such objectives also have a low numerical aperture, 
therefore requiring higher fluorophore concentrations, which 
consequently improves signal-to-noise ratio as less background 
illumination is collected. The depth of field used is larger than the 
microchannel height, to allow for the intensity read at each pixel on 
the image to represent the average over the microchannel height. 
Any point in the microchannel that falls outside the depth of field 
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range would have appeared out-of-focus, showing up as image blur 
that would be interpreted by intensity curve-fitting processes as an 
increased extent of diffusion. Having such objectives installed would 
exclude the possibility that any elevated diffusion values are due to 
image blurring instead of genuine diffusion, or effects such as the 3D 
Butterfly profile. 12 For the current work, microchannel heights of about 
100 µm are visualised with the objectives having a depth of field d of 




     
 
 
      
  (19) 
with the smallest distance resolvable in the image plane e as 1.736 µm, 
numerical aperture NA 0.06, magnification M 2.5 times, refractive index 
of air n as 1, and the illuminating light wavelength λ used in the depth 
of field computation as 0.491 µm (blue light). 52 The pixel size is 
determined by imaging an object of known length (in this case, the 
width of a microchannel), and measuring the number of pixels 
corresponding to the known physical length (as in Figure 4.12). It was 
found that each µm had 0.576 pixels, and therefore the pixels are 1.736 
µm apart. 
Light intensity adjustment for absorption measurements. After 
configuring the microscope for fluorescence imaging, it is then 
configured for transmission microscopy. While imaging a microchannel, 
the bright-field halogen lamp illumination intensity is iteratively adjusted 
until the brightest intensity is about 20.0 units on ImageJ. An illumination 
power of 1.4 V gives an intensity of about 23.0 units, and the next 
decrement by lightly tapping the adjustment button gives about 14.0 
to 17.0 units. To allow the light-absorbing chromophores sufficient 
image contrast, bromophenol blue is prepared to 1.0 mM, and 
bromocresol green is prepared to 2.0 mM. An experiment with 
bromophenol blue with a background of intensity 15.7 gave an 
absorption area of 11.8, while for bromocresol green the background 
was 16.8 with the darkened absorbing area of intensity 4.2. This keeps 
the detection sensitivity within the linear dynamic range, and also 
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arbitrarily ensures that bright parts are not whitewashed, and dark 
parts allow some light transparency. 9 
Köhler illumination is required to obtain an even field of illumination. 
The lamp aperture diaphragm is closed, and the condenser is moved 
until the diaphragm blades are in focus. The diaphragm is reopened 
beyond the field of view, then the condenser aperture is constricted 
until image details become sharp and lighting appears uniform 
throughout the image map. 9 
Light passing through chromophore solution in the microchannel has 
an intensity attenuated exponentially according to Beer’s law. Before 
fitting to the error function, the intensity was first converted to natural 
logarithm before being plotted against the width position. 9 This is 
performed during data analysis by the ImageJ plugin (Table 9.6, part 
66E). 
Camera settings for image acquisition. The Nikon CCD camera used is 
a regular, commercial general-purpose digital camera. Unlike the 
purpose it was built for, microchannel imaging requires the capturing 
of images as-is, without further retouching or sharpening that reduces 
the appearance of diffusion, which the camera may interpret as 
image blurring. Therefore, such camera features must be disabled 
during equipment installation, before imaging experiments. 
The camera is first screwed in place to the microscopic port, via a 
periscopic adapter, to keep it stationary as the shutter button is 
depressed during image acquisition. This minimises movement-related 
blurs. Upon installation to the microscope, the camera is then switched 
to Manual mode, and a shutter speed of 0.25 s is used, with aperture 
size maximised at f/5.1 at full optical zoom (about 3.9  ). Image 
adjustment is set at Normal, saturation control is set to Black and White, 
image quality is set to Fine, image size 2272 by 1704 pixels, and image 
sharpening and flash are all disabled. A continuous shot option is 
activated to allow for rapid triplicate imaging at each x position to 
reduce the total acquisition time. The zoom level is fixed at a halfway 
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mark between the macro and infinity zoom levels, and kept constant 
throughout all measurements. Image focusing is performed using the 
microscope knurled focus knobs in a subsequent step. 
Correlating pixel-physical length to check structural expansion. Using 
transmission microscopy, the markers forming part of the microchannel 
structure design are measured using a line pick in ImageJ, and used to 
calibrate against subsequent manual microchannel width 
measurements to ascertain the actual width post-fabrication, to check 
for the extent of over- or under-exposure and if fabrication proceeded 
correctly. Even if under or over-exposure has occurred, the markers 
would be bloated to the same extents relative to one another, due to 
earlier precautions to ensure even exposure illumination, and would still 
give accurate representations of the actual length measured within 
that number of pixels. With this method, the actual width of the 
microchannels could be found. For an intended fabricated width of 
760 µm, the widths measured were not more than 770 µm, and for 380 
µm microchannels, the widths did not exceed 385 µm (1.3% above 
380). 
Bubble-free method of filling microchannel. Air pockets are 
compressible, and can affect flow stability. They must therefore be 
eluted from the system as far as possible. An overview of the setup is 
shown as Figure 4.4. Blunt needles (blue) are first interfaced into the 
microchannel gel (part B). The syringes (part A) are then filled with the 
required solutions, taking care to plunge off all air pockets within the 
syringe barrels. The pumps are activated to fill the attached tubing 
and adapters. The entrance forward tubing are then interfaced to the 
blunt needles on the gel (at part B1), and the forward pump is 
activated. Solution is syringed forward through the microchannel, 
eluting air pockets via the exit openings until being completely filled 
with fluid. Two fluid droplets form on the exit blunt needles (at part B2), 
and the exit tubing droplets are merged with these on interfacing. 
During interfacing, an air pocket might be pushed into the tubing. 
When this is no longer seen on retrying, the exit blunt needles are 
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bubble-free. The entrance tubing (part B1) are disconnected from the 
system, and backward pumping is activated to flow fluid backwards to 
form two fluid droplets at the entrance needles (by connecting the exit 
tubing to another syringe pump, not shown). The entrance tubing 
droplets are then merged with these needle droplets (part B1). 53 
 
Figure 4.4. Overview of microchannel setup, on the inverted microscope platform. 
During data acquisition, fluid flow is in the direction from A, through the tubing and 
adapters of B1 (inset image) into the microchannel lumen, then out of the adapters 
and tubing of B2 (inset image), and finally into the drainage bottle C. The 
microchannel layout of the loop-back design can be seen in the schematic of Figure 
2.3. A petri dish and some absorbent tissue are used to hold any loose tubing that are 
disconnected from the microchannel system. 
 
The syringes may be changed at the entrance while keeping the exit 
syringes fixed, to avoid fluid movement within the system during syringe 
changing which results in air pocket formation. Alternatively, while 
keeping the entrance syringes connected, the exit syringes may be 
disconnected and the tubing placed into elevated receptacles of the 
relevant solutions to generate fluid flow backwards through to the 
entrance tubing, to facilitate a bubble-free interfacing of new 
entrance syringes with the tubing. 
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Once the required syringes are connected to the entrance tubing, the 
exit syringes may be disconnected and submerged within water in an 
eluent bottle (part C). Bubbles should be eluted through the exit, by 
merging droplets with the eluent waste solution, to prevent periodic 
bubble elution within the bottle resulting in flow fluctuations. The exit 
tubing are not plugged with syringes to collect the eluent, as the 
syringes increase the system pressure, and its uneven plunging creates 
fluctuating waves within the system. 
Before introducing the next analyte solution into the microchannel for 
study, syringes of air are injected to elute all solutions from the tubing 
and the microchannel, before introducing some PBS buffer to wash, 
followed by a small pocket of the next analyte, finally followed by the 
entire bubble-free filling method again. A less time-consuming 
alternative is to introduce successive analyte solutions into the 
microchannel, all in the forward flow direction, with intervening PBS to 
rinse off the previous analyte from the PDMS walls, without introducing 
air pockets into the system. This can be used for absorption 
measurements of coloured dyes, or with fluorophore solutions that 
have obvious colourations readily seen by inspection, so that 
measurements may begin when sufficient colour has reached from the 
tubing to the microchannel. This method keeps the channel from 
drying up and re-wetting, preventing bubble formation. 
Cleaning the microchannel chip surfaces. After the microchannel is 
filled with solution within, some analyte solution might have dripped 
onto the external PDMS or glass surface, wetting it. Ethanol and lens 
tissue are used to swab the glass and gel surfaces gently, to remove 
any stains. A blower is used to remove any dust particles on the 
surfaces. Wet stains and dust can show up in the captured images as 
artifacts, affecting the quality of curve fitting. The bottom glass surface 
of the microchannel is also placed onto a lens tissue, to prevent 
scratching it and incurring imaging artifacts. 
Flushing the system with ethanol and PBS. Despite the bubble-free 
microchannel filling method being done, bubbles may still form and 
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remain trapped against the microchannel walls (Figure 4.5), severely 
distorting the intensity profile at the afflicted spot, and possibly altering 
the expected laminar flow pattern and diffusion profile. Possible 
remedies include pumping fluid through the microchannel slowly 
during the initial filling stage, and using ethanol, then PBS solution, to 
flush the tubing and microchannel to reduce the surface tension at the 
walls, and to wash away most contaminants in the microchannel that 
may result in nucleation or bubble formation. 
  
Figure 4.5. Bubbles in microchannel, disrupting the laminar flow of fluorescent solution 
(left), and non-fluorescent transmission microscopy imaging (right). 
Syringe plunger and tubing stability. Once fluid flow is established in 
the microchannel, the pumps and syringes are then checked for 
proper installation to maximise flow stability. The syringe plunger is kept 
as straight and immobilised on the pump as possible to reduce flow 
fluctuations due to uneven pushing. The syringe is immobilised on the 
pump, without clamping down the syringe barrel with pressure, to 
avoid compressing the syringe barrel and affecting plunger pushing. 
Syringes used for diffusion coefficient measurements are not reused, to 
prevent uneven plunging of the barrel resulting in flow fluctuations. The 
tubing are also allowed to hang slackly and positioned away from 
possible contact during operation, which would visibly upset the flow 
stability as seen on the video capture. 
Testing for pump rate accuracy. Distilled water is dispensed from a 
syringe on the pump at various pump rates (0.5, 1.0, 2.0 ml/h). A 0.1 ml 
graduated cylinder is used to collect the dispensed fluid. It is found 
that the set flow rate is accurate in delivering the right volume of fluid 
(to 0.1 ml). Flow rates used are in the range of 0.2 to 10.0 ml/h. These 
settings minimised flow fluctuations that would have been evident on 
the live video feed, corresponding to the lowest possible pump step 
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rate, and allowed enough diffusion to occur for precise measurements 
and curve-fitting. 19 
Quantifying extent of channel height deformation. Under high pressure 
pump flow (1-2 atm), channel deformation might result that increases 
the cross-sectional area of the initial part of the length, which tapers 
back to normal down the length. This results in flow deceleration at the 
start, followed by flow acceleration down the later part. This is because 
volumetric flow rate remains constant throughout the entire 
microchannel by mass conservation. The implication is possibly higher 
diffusion coefficients in the beginning and lower diffusion coefficients 
near the end. 18 
To this end, microchannels fabricated should be moderately tall, at 
about 100 µm. Small heights with respect to the width (a large aspect 
ratio) are difficult to load fluids through, due to a high fluidic resistance. 
19 They are also susceptible to larger deformation, to the extent that 
the originally rectangular cross-section balloons into a hemi-cylindrical 
shape which would distort the fluorescence intensity profiles and 
subsequent parameter calculations. 17, 18 Furthermore, such high aspect 
ratio channels are prone to collapse into itself, whereby the PDMS roof 
adheres to the glass after plasma cleaning and bonding due to 
structural sagging, requiring water injection to hydrate the channel 
immediately after plasma cleaning. 17 
Conversely, the height should also not be too large, so that the 
microchannel can be fully visualised within the objective depth of field. 
A larger height would also give rise to a more severe Butterfly Effect 
from an insufficient rate of analyte vertical equilibration. 
To quantify and correct for deformation effects due to pump flow, the 
microchannel is first fully-filled with fluorescein from both inlets. The 
microchannel images are captured at a few x positions down the 
length, at a range of flow rates (0.2 to 10.0 ml/h). Using a fixed 
fluorophore concentration that gives intensities well within the linear 
dynamic range for detection, the fluorescence intensity captured 
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therefore linearly corresponded to channel height, which the 
detection path length traverses. The percentage channel height 
increases over various points of x are used to quantify the extent of 
deformation at various flow rates. A flow rate-height deformation 
relationship is hence formed for each type of microchannel width, 760 
(Figure 4.6) and 380 µm (Figures 4.7a and 4.7b). 
 
Figure 4.6. % increase in microchannel height at various flow rates, using the 760 µm 
width microchannel. This deformation extent is determined by averaging over positions 
across the length x=10, 20, 30 and 40 mm. Data points were generated using 1 ml 
syringes at flow rates 0.4, 0.667, 1.0, 1.333 and 2.0 ml/h, while using 5 ml syringes, flow 
rates used were 1.0, 2.0, 4.0, 6.0, 8.0 and 10.0 ml/h. 
 
Figure 4.7a. % increase in microchannel height at various flow rates, using the 380 µm 
width microchannel. This deformation extent is determined by averaging over positions 
across the length x=10, 20, 30 and 40 mm. Data points were generated with 5 ml 
syringes. Microchannel height deformation at flow rates lower than 1.0 ml/h were 
insignificant (less than 1%, not shown). 
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Figure 4.7b. % increase in microchannel height at various flow rates in 1.0 ml/h 
increments (in order of red, green, blue, orange and purple), using the 380 µm width 
microchannel, across the length x=10, 20, 30 and 40 mm. Except for flow rate 5.0 ml/h, 
there was no appreciable deformation trend with x. The large error bar in Figure 4.7a 
at flow rate 5.0 ml/h is due to significantly larger deformation at low x. Despite this, 
channel deformation for this case remains small, at about 4%. 
Because there was no significant deformation trend with x (except at 
higher flow rates such as 5.0 ml/h in the 380 µm microchannel, Figure 
4.7b), the extent of deformation, which is given by the percentage of 
intensity increase from a baseline low flow rate, is averaged for each 
flow rate over all x taken over the microchannel length. This is in lieu of 
taking a different deformation extent for each x, as a trend cannot be 
established for all cases of flow rates used. Therefore, any observations 
that diffusion coefficient decreases with x down the microchannel 
length cannot be due to channel deformation that occurs more 
severely at the start of the microchannel than near the exit. 
Measurements of the baseline intensity (which corresponds linearly to 
microchannel height) using zero flow rate are inconsistent from 
measurement to measurement. This could be due to draining of fluid 
through the exit tubing, or in the case where the tubing are isolated 
and disconnected from external eluent bottles, artificial bulging of the 
PDMS microchannel due to gravity, and the flowing down of fluids from 
the blunt needles into the microchannel. Persistently illuminating one 
spot along the microchannel length would also result in some intensity 
decrease, likely a manifestation of photobleaching (Figure 4.8). Small 
flow rates of 1.0 ml/h and below, using 1 ml syringe for fluid pumping 
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were shown not to bring about a significant increasing trend in 
fluorescence intensity with flow rate (Figure 4.9), and so the baseline 
intensity was determined as that with the smallest flow rate used (0.4 
ml/h for 760 µm microchannels, and 0.2 ml/h for 380 µm microchannels 
to give the same linear velocity). 
 
Figure 4.8. Fluorescence intensity under no-flow conditions, constantly imaging at one 
spot along the microchannel length over five minutes, likely resulting in 
photobleaching and therefore a decreasing intensity. Triplicates of measurements are 
taken at each minute mark.  
 
Figure 4.9. Fluorescence intensity at flow rates 1.0 ml/h and below, using 1 ml syringe, 
into 380 µm width microchannel. The intensities are determined by averaging over 
positions x = 10, 20, 30 and 40 mm at each flow rate. In the event of channel 
deformation at such low flow rates, fluorescence intensity should show an increasing 
trend with flow rate, which is not observed here. At this range of flow rates, 
fluorescence intensity varied by about 0.8% (0.1 out of 12.9), and the data points have 
an average standard deviation of 2.3%. 
The extent of deformation is about maximally 4% at a flow rate of 10.0 
ml/h. This should not affect diffusion coefficient measurements by more 
58 
 
than a corresponding 4% as well. The 760 µm microchannels have a 
higher aspect ratio than the 380 µm ones with the same 100 µm height, 
and are therefore expected to have a slightly larger extent of 
deformation as observed. Despite these differences, it was shown that 
D0 decreases only very slightly after factoring in the deformations. At a 
flow rate of 10.0 ml/h, the deformation extent is indeed about 4% or 4.0 
µm for a microchannel of about 96 to 100 µm in height (aspect ratios 
are therefore 7.6 to 8.0). The expected amount of deformation at 
similar flow rates used in past work for an aspect ratio of 10.0 was 
about 5.0 µm or less. 18 
Focus testing. Whereas for mere general intensity measurements such 
as to quantify channel deformation, only a rudimentary focusing effort 
is needed, for diffusion measurements in which the buffer-dye interface 
must be imaged to accurately reflect its extent of inter-lane mixing, 
accurate focusing is paramount for reliable measurements. Past works 
have claimed that the focal plane is trained directly at the 
microchannel half-height without further explanations. Different 
illumination sources may also have been used during focusing and 
actual image acquisition in these works. These are avoided in the 
present study, and it is imperative that a systematic, impartial method 
is devised to find the correct focal point of the device to give 
maximally accurate measurements of diffusion. 13, 19, 54 Proper focusing 
is necessary also to improve the intensity signal-to-noise ratio, by 
minimising scattering interferences from the microchannel surfaces. 22 
At x = 2, 20 and 40 along the microchannel length, images are 
acquired at intervals of 100 µm along the height axis traversed by the 
objectives. These accurate focus levels are set by pressing the ‘Zero’ 
button of the microscope, which activates a height readout on the 
LED screen. Pressing and holding the ‘Focus up’ button, followed by 
adjusting the focus knob, translocates the objectives up and down 
with the LED readout showing the exact distance travelled up or down 
(corresponding to positive or negative values).  
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The curved geometry is used, with fluorescein pumped through one 
side and PBS the other. The intensity profiles at different focus points are 
fitted with the ImageJ plugin (Chapter 11). Results have shown that at 
x=2, the correct focus spot is important to ensure a minimum value of C 
or D0, as in this zone the C and D0 values are usually elevated above 
the expected literature values due to possible Butterfly, wall, or other 
mixing effects. Furthermore, at low C values, any small increases in C 
above the expected level results in a dramatic corresponding increase 
in D0, since    
  
  
 and at early x where diffusion has just started, t is a 
very small value and D0 is very sensitive to changes in C especially 
since D0 responds to the square of C as well (Figure 4.11). Down the 
length at x=20 and x=40, however, the importance of focus diminishes 
as the value of t increases with increased diffusion time. This prevents 
the various effects that would elevate D0 values near the start of the 
microchannel from being over-estimated by the measurements, and 
such elevation would be much more severe nearer the junction 
(Figures 4.10 and 4.11). 
 
Figure 4.10. Diffusion lengths C, against vertical focus position, at various points along 
the microchannel length, using flow rate 1.0 ml/h. At x = 2 mm near the junction, the 
correct focus level is especially important to ensure that image blurring effects do not 






Figure 4.11. Diffusion coefficients against vertical focus position, at various points along 
the microchannel length, calculated from diffusion lengths C and the flow rate 1.0 
ml/h. At x = 2 mm near the junction, having the correct focus level is especially 
important in eliminating image blur that would artificially increase the appearance of 
diffusion, hence increase the diffusion coefficient values measured. 
Training the focal plane at the height centre gives the lowest possible 
diffusion coefficient, that reflects the average extent of diffusion 
modified by friction with the top and bottom walls constituting the 
Butterfly Effect. Training the plane anywhere else away from the 
middle height line results in visualising the increased extent of diffusion 
brought about by the Butterfly Effect nearer to the top and bottom 
walls, increasing the diffusion coefficient as observed in the figures. 
Furthermore, training the plane outside the microchannel confines 
results in image blurring, which further heightens diffusion values and 
gives a false sense of increased diffusion occurring, which is further 
indication of invalid focusing. 
The microchannel is also found to incline downwards from x=2 to x=40 
for about 150 µm, corresponding to an angle of 0.21o over 40 mm, or 
40000 µm of the length. However, this did not affect the measurement 
accuracy. There is a certain buffer range of focus points (in the range 
of 700-800 µm) that gives similar C and D0 values. It is therefore 
important to fix the microscope focus level at that determined at x=2 
for all other measurements. 
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Image acquisition of diffusion. With the correct solutions prepared by 
prior calibration, light filters installed, illumination intensities adjusted 
and defocused, camera settings confirmed, and the necessary 
focusing and height deformation characterisations complete, two-inlet 
microchannels of the various fabricated geometries are used, and the 
analyte solutions are pumped through the inlets while minimising air 
pocket introduction. Analyte enters through one inlet, while blank 
buffer (PBS) enters through the other, allowing diffusion to occur across 
the microchannel width as laminar, convective flow occurs 
downstream, in which its distance is linearly correlated with diffusion 
time (Figure 3.4). The diffusion time, in turn, can be varied even further 
by imaging along different points downstream using a range of flow 
rates. In general, points x = 2 to 40 mm are imaged from the start 
junction at 2 mm intervals, and flow rates of 0.2 to 10.0 ml/h are used. 
Most dyes can be pumped through and changed for another dye 
type easily with PBS rinsing in between, but ATTO 565 sticks to PDMS, 
and requires copious rinsing in-between different determinations. 
During data acquisition of diffusion, the highest flow rates giving the 
smallest diffusion lengths across the width should be measured first, so 
that minimal staining of PDMS occurs with time. 
Calibrating the pixel to physical length ratio in the images. The 
acquired diffusion images of the microchannel are visualised with 
ImageJ. The length markings along the main channel are used to 
measure and convert the pixel to the physical units of µm. One image 
is rotated manually using reference grid lines to straighten, and then 
brightened until the length marking edges are visible. Straight vertical 
selection lines are drawn at the same corresponding corners of each 
length marking, and the average pixel length is used to compare 
against the number of markings measured over (1000 or 2000 µm 




Figure 4.12. Microchannel image, brightened until the markers at the right can be seen. 
The vertical yellow line demarcates the distance between two 1000 µm markers, which 
in this case is 1152 pixels long. This gives a conversion factor of 0.576 pixels/µm. 
Determining microchannel width using fluorescence images. To the 
straightened images, the variance filter (set to value 5.0) is applied to 
find intensity edges. A short, wide box selection is then drawn to 
include the microchannel sides (Figure 4.13). The intensities at each 
pixel are displayed (Figure 4.14) and the number of pixels 
corresponding to microchannel width is found by subtracting the two 
flanking pixel numbers that correspond to variance intensity peaks, 
then adding 1 to obtain the desired value, which is the number of 
pixels that describes the width. This is then converted to a physical 
length value by dividing over the conversion ratio px/µm. 
 
Figure 4.13. Microchannel image, subjected to variance filter to show the 
microchannel outlines. A yellow selection box highlights a section of the microchannel 




Figure 4.14. Intensity profile of the selection box on the image of Figure 4.13, showing 
the peaks of the variance map. The spacing between the peaks gives the boundaries 
defining the microchannel width. 
This width is used in the D0 calculations done by the plugin later, and is 
also compared against the width determined earlier, to check for 
consistency.  
Determining distance between microchannel junction and 1 mm 
marking. Lines perpendicular to the microchannel length are then 
drawn to mark the junction, and the 1 mm marking position of the 
relevant image containing the junction. Line selection lengths are 
measured and averaged to find the junction-to-1 mm marking 
distance in pixels, then converted to physical length in µm. These 
measurements are used to adjust for the actual distances from the 
junction, from the original 2, 4, 6 … 40 mm. For instance, if the junction 
to 1mm distance is 1.2 mm, then 2.2, 4.2, 6.2 … 40.2 mm will be used in 
the calculation of D0 by the plugin. 
Output results from ImageJ plugin. When the microchannel images are 
analysed by the plugin, two sets of parameters may be obtained: the 
diffusion coefficients of various dyes and quencher ions (iodide in the 
current work), and the Stern-Volmer quenching constant of fluorescein 
quenched by iodide ions, KSV. Chapter 11 explains how the plugin 





5. DATA ANALYSIS 
 
Temperature dependence and height deformation correction. The 
plugin run produces fit parameters of diffusion length C, and the 
corresponding calculated diffusion coefficients D0 from C. These D0 are 
not yet corrected for channel height deformation and temperature 
adjustment to 25 oC. Using the flow rate-height deformation relation 
calculated earlier, the flow rate used for each image and the original 
microchannel height is used to calculate the new, deformed and 
increased height. This gives rise to a new linear velocity, which is 
calculated as 
   
   
 
     
   
   
        
 
 
               
          using a volumetric flow 
rate of 1.0 ml/h, and microchannel dimensions of 0.760 by 0.104 mm2. 
A rise of height by 4% results in a corresponding decrease of linear 




and new    
  
  
. This D0 with height deformation is slightly less than 4% 
below the original D0, and is then temperature-adjusted to 25 oC 
before comparing with literature values (which are usually presented 
at 25 oC), and for plotting D0 against x. Fluid viscosity is also 
temperature-dependent, and impacts the final calculated D0. The 
temperature adjustment is given by 56 
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where viscosity, which is also temperature-dependent and in units of 
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x-shifting of D0 versus x profile. D0 correction methods are then applied 
to the temperature and height deformity-corrected D0 values. In the 
first correction method, to each data point of the D0 versus x graph, 
the x values are increased iteratively with the same offset value, and 






and   
 
 
. The amount of offset for all x is incrementally increased until 
the graph flattens, where flattening refers to minimising the average or 
total difference of the individual D0 points against the average D0 line 
(Figure 5.1). To minimise the effects of data fluctuation in the process of 
minimising the differences from the D0 average, outliers are first 
removed from the D0 versus x plot, then it is fitted with a normal 
logarithmic function (or a power function if the logarithm fit fails to 
converge), and the fitted D0 values are used for the minimising step. 
This reduces the effect of outlier data points on the difference-
minimising process (for instance, in Figure 5.1). 
 
Figure 5.1. Example of x-shifting method of D0 correction, using fluorescein in curved 
760 µm microchannel at a flow rate of 2.0 ml/h. The red markers indicate the original 
D0 measurements (after correcting for height deformation), and the blue markers and 
curve represent the best fit through the red markers. The blue values are x-shifted, in 
this case, by 1.68 mm, to yield the green markers. The orange horizontal line represents 
the new, x-shifted average D0 of the green values, at 436 µm2/s. 
The benefit of this technique is that it is free of calibration with any 
reference dyes of known D0. One D0 value is obtained in the form of 
the average D0 line, which reduces the likelihood that any value 
fluctuations or outliers would result in an inaccurate D0. However, this 
method requires imaging regular intervals over the entire microchannel 
length, which is time-consuming. Otherwise, the more points taken over 
the length, the better will be the D0-x plot shape for x-shifting, and 
outlier points can be identified and removed.  
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Applying C-C correspondence equations per x. In the second 
correction method, calibration equations relating measured C 
(diffusion lengths) to the expected, literature C are plotted using all 
flow rates within a particular x position, using fluorescein as the 
calibration standard. In order to reduce the effects of outlier points on 
constructing the calibration equation, the C-x plot at each flow rate 
used is best-fit to a polynomial curve, to yield fitted C values in place of 
the raw measured values (Figure 5.2). 
 
Figure 5.2. x3 best fit of C-x plot, at flow rate 1.0 ml/h for fluorescein in 760 µm curved 
microchannel, to obtain fitted C values instead of relying on the raw C values which 
might be subject to fluctuation. 
For the calibration step, say fluorescein diffusion is first measured at x = 
10 mm (Figure 5.3). The experimental diffusion length is obtained at five 
different flow rates (measured or fitted C, horizontal axis), and each 
data point is corresponded to an expected C (vertical axis), which is 
calculated using   √    , where D0 refers to the literature diffusion 
coefficient of fluorescein at the experimental temperature, and t refers 
to the residence time at that x, after factoring in channel height 
deformation. These 5 points are then fitted to an x2 polynomial. 
Different equations are obtained at different x positions. Therefore, at 
each x, one calibration curve is produced to adjust the measured (raw) 




The effect of applying such a calibration is the reduction of early C 
which are elevated by the Butterfly Effect at early x, and the increase 
of high C which are depressed by wall hindrance effects. For instance, 
at an experimental C of 0.0400, the calibration equation adjusts the C 
to 0.0372. At an experimental C of 0.0700, the equation increases the C 
to 0.0710. 
 
Figure 5.3. Plot of expected C, against fitted C, at x = 10 mm over a few flow rates. 
Each data point represents C values measured at one flow rate, from lowest to highest 
C being 2.000, 1.333, 1.000, 0.667 and 0.400 ml/h respectively. 
To make use of these correction equations, different C values of other 
dyes are measured at different pump flow rate settings at selected x 
positions down the channel. These measured C are then converted to 
the expected C using the respective calibration equation unique to 
each x, determined earlier using a reference dye such as fluorescein. 
These corrected C are then converted to the diffusion coefficient 




The benefit of this method is the need to only measure at one or a few 
positions x down the microchannel length, while toggling a few flow 
rates to generate a range of C values. However, this method requires 
prior calibration with a dye of known diffusion coefficient, such as 
fluorescein, to generate the C-C correspondence equations at the 
desired x positions to use. It is also subject to measurement errors 
depending on how accurate the fluorescein diffusion data was 
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obtained before it is being used as reference calibration data for 
determining and correcting the D0 of other unknown dyes. Otherwise, 
this method is able to make reasonable predictions of diffusion 
coefficients that are significantly larger than fluorescein itself, such as 
that of iodide (2000 compared to 425 µm2/s). 
Corrections as a means of reducing errors. Even after all precautions 
and corrections are made, pump irregularities and unaccounted-for 
temperature fluctuations of fluid flowing within the system can still result 
in data noise. The only possible further action is to measure triplicate 
data and take the average. The solution temperature may be difficult 
to account for, since the microchannel is not thermostatically-
controlled, and PDMS is a thermal insulator. 16, 25 As such, the ambient 
temperature may differ from that of the actual solution, which directly 
affects the diffusion rate from that of the expected.  
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6. RESULTS AND DISCUSSION 
 
Diffusion coefficient values. For the 760 µm width microchannels of the 
curved geometry, the three methods yield comparable data (Table 
6.1). Despite the ‘Raw’ data yielding diffusion values comparable to 
the corrected data, values at low x tend to be elevated, while those at 
higher x are lower than expected (Table 9.1). The C-C, and x-shift 
corrections are required to ensure valid diffusion values at x taken over 
the whole microchannel length. Besides very early x (1 and 2 mm), 
diffusion values taken over all x are consistent within the same diffusing 
species using different correction methods, and consistent relative to 
one another with respect to diffusion coefficients, as detailed in Tables 
10.1 and 10.2. For the dyes fluorescein, rhodamine 110, bromophenol 
blue and the iodide ion, especially good agreement is attained with 
literature.  
For the dyes ATTO 488 and ATTO 565, the attained diffusion coefficients 
are slightly lower than expected, but are consistent across different 
correction methods, and highly consistent within the same correction 
method, across different x and different flow rates. The ATTO 488 and 
ATTO 565 dyes are also heavier and sterically bulkier than fluorescein 
(about twice the mass each), and are expected to have lower 
diffusion coefficients. 49, 51 This however does not hold true for the raw 
D0 values, which are always elevated at low x, when C is still 
comparatively low.  
For the x-shift results, D0 values tend to be lower for the lowest flow rates 
used in each diffuser (Table 9.2). When D0-x curve flattening is 
performed, the resultant average flattened D0 is lower due to wall 
hindrance effects decreasing the D0 values at later x. Notably, x-shift 
amounts generally increase with higher flow rates within the same 
diffuser, due to higher flow friction encountered at the microchannel 
walls, accentuating the parabolic velocity profile arc which intensifies 
the Butterfly Effect across the height element. Diffusers with low D0 take 
longer to equilibrate across this height element, and at early x near the 
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start junction such incomplete equilibration increases the D0 which 
would require a large x-shift to flatten. 
Exceptions arise for bromophenol blue, bromocresol green, and iodide. 
For iodide, data is collected only at every 5 mm, while for 
bromophenol blue and bromocresol green, data collection is possible 
only from x = 24 to 40 mm, due to the limitations of stage translocation 
before the blunt needles collided with a top-hanging condenser unit, 
even though data points are obtained at every 2 mm. 
Diffuser 
Diffusion coefficient / µm2/s 




425 ± 1 56 
417 ± 11 26 
640 28 
445 ± 16 393 ± 11 425 ± 22 
ATTO 488 
400 ± 10 56 
449 ± 32 57 
384 ± 18 335 ± 9 361 ± 8 
Rho 110 
470 ± 40 56 
502.760 ± 18.963 57 
518 ± 27 470 ± 19 471 ± 15 
ATTO 565 392.243 ± 13.927 57 345 ± 26 300 ± 17 323 ± 2 
b.p. blue 
440 (in agar) 58 
458 ± 30 (in agar) 7 
504 ± 32 462 ± 33 454 ± 33 
b.c. green - 427 ± 12 384 ± 11 366 ± 17 
iodide 
1985 ± 20, 2004, 
0.100 M KI 
2011, 0.050 M KI 
2001 ± 15, 0.048 M KI 
2020 ± 10, 0.010 M KI 
2050, infinite dilution 
59 
About 2000 ± 50 60 
2129 ± 99 1933 ± 132 1915 ± 159 
Table 6.1. Average diffusion coefficient values of various diffusing species in curved, 
760 µm width microchannel. ‘Raw’ refers to uncorrected diffusion coefficient data, 
while ‘C-C’ and ‘x-shift flatten’ represent various ways in which the raw data are 
corrected. At ‘Raw’ and ‘C-C’, values are averaged over x = 10, 20, 30 and 40 mm, 
where at each x, the diffusion coefficient is averaged over various flow rates. At ‘x-shift 
flatten’, diffusion coefficients are averaged over various flow rates, where at each flow 
rate, the values are averaged over a range of x. (b.p. = bromophenol, b.c. = 
bromocresol) 
Furthermore, the D0-x curve shape of iodide tend to show a less 
pronounced elevation at the beginning x, due to its much higher 
diffusion coefficient than all other diffusers used, allowing it to 
vertically-equilibrate its concentration along the height plane much 
quicker, diminishing any Butterfly Effects. These factors resulted in 
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inappreciable trends in x-shift amounts for iodide, even with increasing 
flow rates, because the D0-x curve shapes for these cases do not show 
increasing elevation at the beginning x with increasing flow rate. For 
bromophenol blue and bromocresol green, the lack of such D0 
elevation at early x results directly from the lack of such data in the first 
place due to the aforementioned data collection limitations. The 
consequence of different diffusers having a range of diffusion 
coefficients (350 to 2000 µm2/s) of varying vertical equilibration rates, 
the data collection limitations of absorption measurements, and the 
experimental variations in D0-x profile shapes, is that x-shift amounts 
cannot be generalised for certain flow rates across different diffusers. 
For increased reliability when determining D0 using microchannels, one 
of the two correction methods should be applied. Diffusion coefficients 
can possibly be determined raw, without further corrections when 
using x that is further away from the junction, as low x areas experience 
the Butterfly Effect, resulting in elevated D0. However, it is not trivial to 
determine a clear cut-off level for diffusion length C, above which raw, 
uncorrected diffusion values are not significantly affected by the 
Butterfly Effect, and is beyond the scope of this project. A faster 
diffusing species such as iodide would be able to equilibrate along the 
height plane much faster than the other fluorescent dyes such as 
fluorescein and rhodamine 110, and is much less affected by the 
Butterfly Effect, having a lower C cut-off value than fluorescein as a 
result. A previous work has determined that the best measurements of 
D0 result from C in the range of 0.06 to 0.07 mm. 31 This can possibly be 
used as a rudimentary estimate within which diffusion measurements 
are reliable. 
Quenching results. Table 6.2 shows the Stern-Volmer quenching 
constant values obtained over various flow rates, over the 
microchannel length span. The intercept values hover around the ideal 
1.00 at 2% deviation or less, indicating stable, reliable data fits to 
determine KSV. The values are largely accurate, and fall within the 







intercept Ksv / M-1 
Sort by 
x / mm 
intercept Ksv / M-1 
1.000 1.018 ± 0.031 10.751 ± 0.953 1.267 1.001 ± 0.001 7.799 ± 0.268* 
2.000 0.999 ± 0.002 9.627 ± 0.674 2.267 1.001 ± 0.001 8.759 ± 0.396* 
3.000 0.999 ± 0.002 9.521 ± 0.534 3.267 1.000 ± 0.001  9.543 ± 0.406 
4.000 1.000 ± 0.001 9.367 ± 0.583 4.267 1.001 ± 0.001 9.886 ± 0.515 
6.000 1.001 ± 0.002 9.219 ± 0.575 5.267 1.001 ± 0.002 9.849 ± 0.559 
8.000 1.001 ± 0.002 9.120 ± 0.573 10.267 1.000 ± 0.002 9.631 ± 0.557 
10.000 1.001 ± 0.001 9.139 ± 0.548 15.267 1.001 ± 0.003 9.555 ± 0.528 
   20.267 0.999 ± 0.004 9.692 ± 0.546 
   25.267 1.005 ± 0.015 9.929 ± 0.733 
   30.267 1.010 ± 0.026 10.008 ± 0.775 
   35.267 1.009 ± 0.027 9.874 ± 0.748 
   40.267 1.007 ± 0.020 9.893 ± 0.618 
Table 6.2. Intercept and Ksv values, by plotting the Stern-Volmer relation, Fo/F against [I-], 
extracted from microchannel images containing diffusing iodide against a fluorescein 
background. Images were taken at a range of flow rates and x positions, and data was sorted 
according to each in turn to give their respective averaged values. The anomalously low KSV 
values, marked with ‘*’, are due to a higher general fluorescence intensity on the 
microchannel images, due to the proximity of blunt needle adapters which reflect light 
towards the detector. 
 
Literature Ksv / M-1 Conditions Remarks 
9.80 ± 0.0102 
10.14 ± 0.0085 









7.6 4 °C, pH 8 46 
Table 6.3. Literature values for Ksv from various sources employing various experimental 
conditions. 
 
The slightly depressed KSV values at x = 1 and 2 are due to a larger 
intensity background in the sample images, due to excitation light 
bouncing off the nearby blunt needles (Figure 6.1). The general 
fluorescence intensity within the microchannel confines is therefore 
over-estimated, resulting in under-estimated quenching efficiencies 
and hence KSV. Otherwise, the technique has shown to be versatile 
enough to allow for measurements at a wide range of x and flow rates, 
while KSV and D0 measurements of iodide quenching fluorescein are 




Figure 6.1. Excitation light bounces off the blunt needles when placed nearby to probe 
near the microchannel junction, resulting in overall increased fluorescence intensity in 
the collected image. 
Quantifying the Butterfly Effect. The Butterfly Effect is manifested as an 
elevation of D0 over literature values at low diffusion lengths C. Imaging 
a microchannel with inverted microscope epifluorescence, where the 
intensity is averaged over the entire height axis, overestimates the 
extent of diffusion occurring at the channel height centre therefore 
giving larger D0. This effect is more pronounced the smaller the C, 
when the intensity profile is still very steep, especially at high flow rates 
and low x conditions. 
Past work can only obtain quantitative results of the diffusion length 
and Butterfly Effect evolution using simulations. 27 The paper has proven 
that the height-averaged intensity profile is in-between that of the 
simulated profiles at the height centre, and that of the height ceiling. In 
the current project, a survey of the Butterfly Effect extent at low x and 
high flow rate, and its effects on the height-averaged intensity profiles 
and the calculated D0 can be found, using the inverted microscope 
setup. This is quantified numerically, by determining the x-shift required 
when using different flow rates, of D0 against x plots. It is observed that 




Figure 6.2. x-shift imposed on plots of fluorescein D0 against x to flatten them, against 
the flow rates each D0-x plot was in. The procedure of flattening the D0-x plots (one per 
flow rate) yielded only one x-shift value, hence the absence of standard deviations. 
Expressing the Butterfly Effect in terms of D0 as a percentage of its 
expected literature value, it is found that the effect becomes more 
severe the lower the x (nearer to the junction) (Figure 6.3). At x = 40 
mm, far away from the junction, vertical equilibration has occurred 
over the height, and increasing the flow rate at this position does not 
significantly elevate the D0. 
Figure 6.4 shows another representation of the Butterfly Effect and its 
heightening of D0 values. It can be seen that at higher flow rates such 
as 10.0 ml/h, the extent of diffusion over-measurement becomes more 
severe at early x, and only begins to stabilise towards the literature 
diffusion coefficient value after about x = 15 to 20 mm. Even then, at 
the higher flow rates, diffusion coefficients remain elevated down 






Figure 6.3. Diffusion coefficients of fluorescein, expressed as a percentage of the 
expected literature value, against flow rate, at a few x. The black horizontal line 
indicates the level at which diffusion coefficient measurements match literature. 
Diffusion coefficient over-measurement increases at higher flow rates, as the Butterfly 
Effect becomes more pronounced especially at early x. 
 
Figure 6.4. Diffusion coefficients of fluorescein, expressed as a percentage of the 
expected literature value, against x, at a few flow rates. The black horizontal line 
indicates the level at which diffusion values match literature. Diffusion coefficient over-
measurement occurs at early x, and is more exaggerated at higher flow rates. 
According to Kamholz et al (2002), a tenfold increase in flow rate 
translates to a tenfold increase in necessary equilibrium distance, both 
over the height element, as well as over x length down the 
microchannel. Taller devices or a more slowly-diffusing analyte also 
require longer equilibrium distances to reach the reverted universal 
scaling law of half-power. 29 Comparing the setup of Kamholz et al (D0 
= 340, flow rate = 42 nl/s or 1.75 mm/s, w and h = 2405 µm   10 µm, x 
required = 2 mm) with the present paper (D0 = 425, flow rate = 2 ml/h or 
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14.62 mm/s due to two separate syringes, w and h = 760 µm   100 µm), 
the present flow rate is already 8.35 times, and the height is 10 times of 
Kamholz et al. Without even considering the height difference, this 
implies that the equilibrium distance x is at least 16 mm for flow rate = 
2.0 ml/h (and 8 mm for flow rate = 1.0 ml/h). This is a plausible reflection 
of the results obtained in the current work, where D0 values taken at 
early x tend to be elevated, and do not stabilise down towards 
literature until much later down the length. A low diffusion length C 
generated from high flow rates at low x is therefore indication for the 
occurrence of the Butterfly Effect, resulting in elevated D0. 
Effect of fully-developed parabolic velocity profile. Another possible 
flow complication arises from the meeting of fluids from two inlets at a 
junction point. From this point, fluid velocity starts at zero, and 
accelerates along the midline of the microchannel until the flow profile 
develops completely into the classic laminar shape. A concern is the 
resultant increased residence time of molecules along this 
accelerating midline, resulting in heightened diffusion coefficients. 13 To 
investigate this possibility, velocity particle image velocimetry 
simulations are performed.  
Estimates and measurements from velocity PIV images suggest that full 
velocity profile development occurs before 1 mm from the junction, 
which is very near the junction (Figure 6.5). This occurs even at the 
highest flow rate used in the present experiment (linear velocity of 76 
mm/s). 62  
 
Figure 6.5. Simulated micro-particle image velocity image, showing a linear flow rate of 
205.7 mm/s (in a 380 µm width microchannel, the corresponding volumetric flow rate is 
about 14 ml/h). 62 (Simulations and figure were provided by Prof. Corneliu Balan, 
Polytechnic University of Bucharest) 
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The width at the junction is determined as 405.9 µm. Taking length 
proportion of the distance before full velocity profile development, the 
development distances have been measured from the particle image 
velocimetry diagrams (Table 6.4). 






14.8 199.9 1.0 ml/h 
97.8 275.3  
205.7 466.8  
Table 6.4. Distance from the junction where velocity profile is fully developed as 
parabolic, at different simulated linear velocities. 
In literature, entry length is given by 
         ⁄         
                                  (22) 
for flow rate 1.0 ml/h in the same microchannel dimension of 380 µm 
by 100 µm. 13 It corresponds to 99% plug velocity profile development. 
13 This agrees well with the PIV data estimation of 199.9 µm. 
Had the distances required to reach full velocity profile development 
been greater than 2000 µm, D0 measurements taken at these x being 
abnormally elevated above literature expectation might be caused 
by the slower velocity at the centre line. However, this is not the case. 
Flow profile development and a possible increased residence time for 
more diffusion to take place, is therefore not a factor in the hiked D0 
values taken at earlier x. Further corroborating with literature, entry 
effects for a typical T-sensor were shown to have only a slight effect on 
the distribution of diffusing analytes. 29 
Convective mixing at the junction using different geometries. The 
effects of microchannel junction geometry on D0 elevation are also 
investigated, using 380 µm width microchannels. Since the 
investigation of the presence of convective mixing at the start junction 
does not entail large diffusion lengths that approach near the side 
walls, using wider 760 µm microchannels is not necessary. It is found 
that the different junction geometries – curved, easement, T or V 
junctions – did not show significant differences in terms of the extent of 
convective mixing at the respective junctions. x-shift values are 
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obtained by increasing all x, and recalculating the respective D0 
values so that the D0-x plot at each flow rate is flattened, for all 
geometries (Figure 6.6, Table 9.3). The diffusion coefficient values 
obtained at early x (10 mm and before) at each junction type are also 
compared, and expressed as a percentage of a reference diffusion 
coefficient value (Figure 6.7, Table 9.4). This reference value is 
obtained by taking the average D0 value after flattening each D0-x 
plot. Diffusion values taken at early x would be elevated to greater 
extents with more severe mixing effects. Although the x-shift value is 
slightly higher for the easement junction than other junctions, there 
seemed to be no significant differences of D0 in any geometry (Figure 
6.7), indicating that mixing effects do not significantly bring about 
different diffusion measurements across different junction types for the 
given technique of microchannel imaging. This could be due to low 
Reynolds number conditions (maximum about 23), so convective 
mixing is insignificant even with sharp microchannel junctions. 
 
Figure 6.6. x-shift amounts required for different junction geometries, averaged over 
flow rates 0.333, 0.500, 0.667, and 1.000 ml/h in 380 µm width microchannels. The x-shift 
required is slightly higher for the easement junction, possibly due to a defect during 





Figure 6.7. Diffusion coefficient measurements, taken as the average from x=2, 4, 6, 8 
and 10 mm, as a percentage of the diffusion coefficient derived from flattening the D0-
x plot by x-shifting, using different microchannel geometries. The values are averaged 
over the flow rates investigated. No significant differences in diffusion measurements 
are observed amongst the different microchannel geometries. 
In past literature, the best mixing occurred when the fluid path must 
flow around a sharp bend at an intersection. These included T-shaped 
and arrowhead-shaped junctions. This was followed by the V-shaped 
intersection, then finally a straight path with one right-angled branch 
point, where one of the inlet fluids does not have to travel around any 
bends at the intersection. Mixing is brought about by the deformation 
of material lines, which corroborates with the slight but non geometry-
specific convective mixing effect observed for the present project. 32 
Further literature has also corroborated that material line deformation 
effects do not influence mixing or the diffusion results, using the classic 
Y-shaped microchannels. 54 From simulation data, there is also 
insignificant inter-lane convective mixing happening within a 380 µm 




Figure 6.8. Simulated data, of fluid vectors at the junction of a curved 380 µm wide 
microchannel, showing fluid from both inlets entering the main channel at a small 
angle with respect to one another. 63 (Simulations and figure were provided by Prof. 
Corneliu Balan, Polytechnic University of Bucharest) 
At much higher flow speeds beyond the scope of this work, the 
geometry differences may bring about mixing effects to various 
degrees, which would contribute to elevated diffusion measurements 
near the junction, in addition to the Butterfly Effect contribution. 
Quantifying the wall hindrance effect. Diffusion is compared across the 
two different microchannel widths, using the curved geometry and 
fluorescein. The diffusion coefficient values are first expressed in terms 
of percentages against the literature values, and plotted against x. The 
plots of microchannels of widths 760 µm are compared against 380 µm. 
For all plots, the Butterfly Effect is evident, in that diffusion values are 
elevated at early x as expected from earlier discussion. However, the 
extent of diffusion tapering off or decreasing at later x differs. At low 
flow rates, the largest amount of diffusion decay occurs significantly 
below the literature expected value, with the narrower microchannel 
showing a more severe decrease than the wider one (Figure 6.9). At 
high flow rates, decay occurs from an elevated Butterfly Effect level, 
and stabilises near the literature level, but with the narrower 





Figure 6.9. Diffusion coefficients expressed as a percentage of the expected literature 
value (black horizontal line), against x, comparing between microchannel widths 760 
(red) and 380 µm (blue). The slowest flow rate is used (0.2 ml/h for 380 µm, and 0.4 ml/h 
for 760 µm, giving 3.00 mm/s linear velocity). Wall effects are more severe for the 380 
µm microchannel, as shown by the diffusion values being much lower than expected 
at x = 20 mm and higher. 
 
Figure 6.10. Diffusion coefficients expressed as a percentage of the expected literature 
value (black horizontal line), against x, comparing between microchannel widths 760 
(red) and 380 µm (blue). The fastest flow rate is used (1.0 ml/h for 380 µm, and 2.0 ml/h 
for 760 µm, giving 15.00 mm/s linear velocity). Wall effects at x = 20 mm and greater, 
are small due to the smaller residence time caused by the larger flow rate, resulting in 
diffusion extents that do not reach the side walls to get hindered. However, due to 
short diffuser residence times at x = 20 mm and before (low C), diffusion values are 
elevated above the expected level at low x, which is the Butterfly Effect. 
It can be seen generally, that the further the analyte travels through 
the microchannel width towards the other side wall, the greater is the 
wall hindrance effect encountered, as observed by a diminishing 
diffusion coefficient. Without Butterfly Effect considerations that would 
elevate D0 values, a rudimentary estimate for a diffusion length cut-off 
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value before significant wall hindrance effects are observed would be 
at about 25 to 30% of half the microchannel width (Table 6.5). This 
contrasts against the work of Kamholz et al (2001), which used diffusion 
lengths of only up to 10% of the width, which was claimed to be well 
and safely away from the side walls. 19 In light of the present findings of 
25%, Kamholz’s choice of keeping diffusion lengths within 10% of the 














 / % D0 / 
µm2/s 
  
    
 / % 
380 3.00 40.213 0.116657 61.4 285.4 67.2 
760 3.00 40.266 0.142549 37.5 406.1 95.6 
380 15.00 40.213 0.062124 32.7 416.7 98.0 
380 3.00 4.213 0.046331 24.4 428.8 100.9 
760 3.00 4.266 0.047627 12.5 429.0 100.9 
760 15.00 40.266 0.066761 17.6 434.7 102.3 
Table 6.5. Data sample, of fluorescein diffusion in two different microchannel widths, at 
various flow rates and x positions. Diffusion lengths C are expressed as a percentage of 





. The larger this percentage, the smaller the diffusion 
coefficient calculated. 
This decaying D0 is a manifestation at high diffusion length C values, 
and the higher this value, the more it falls short when compared to the 
expected, literature C values. The resultant calculated D0 from these 
lowered C would therefore be lower than the expected values, or 
those from previous literature. At high diffusion lengths, the error 
function shape is less pronounced, with less prominent side plateau 
tails. The curve-fitting process thus becomes highly dependent on the 
initial parameter guesses, rendering it inaccurate. This is a possible 
reason for the faster tapering of D0 values encountered with narrower 
microchannels, since fluorophore molecules reach the end walls 
sooner, so the plateaus disappear. 
Examining the possible consequences of analyte concentration 
reaching the side walls in greater detail, an example curve 
construction is used whereby the red curve in a microchannel of width 
800 µm (Figure 6.12), of diffusion length 100 µm, experiences diffusion 
and its diffusion length increases to 150 µm with time. The error function 
predicts that the red curve will evolve to the green curve. Because this 
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directly applies, and hence obeys Fick’s laws, this would give the 
expected C, and therefore calculated D0. 
However, if the same situation occurs in a 400 µm microchannel, with 
side walls demarcated by the purple vertical lines (Figure 6.11), the red 
curve after the same amount of diffusion time cannot possibly evolve 
to the green curve, because parts of the green curve that has finite 
intensity, except for values 0 and 100, fall outside the supposed 
microchannel boundary and therefore those concentration parts 
cannot possibly exist. The error function is obtained with imposed 
infinite boundary conditions in the plane perpendicular to the side 
walls. Therefore, the formula is only able to give accurate 
concentration calculations in the vicinity of the diffusion symmetry axis. 
27 Comparing the two figures, the same curves are being represented 
with the same diffusion lengths, with the only difference being the span 
of the x-axis which represents the microchannel width. The narrower 
width span truncates parts of the green curve, and even more of the 
blue curve (representing a more advanced extent of diffusion than the 
green curve). It is evident that the same error function shape is 
generated at the width centre regardless of how much of it is visible, 
and the curve extremes would eventually go to 0 and 100 given a 
sufficiently large microchannel width. Since the error function solution is 
meant to model the diffusion process in a semi-infinite width condition, 
a narrower width would result in some diffusing molecules hitting the 
side walls and bouncing back, as they cannot possibly lie outside of 
the wall. This causes the boundary conditions of the error function 




Figure 6.11. Theoretically-constructed error function curves, centralised to the width 
centre, in a microchannel of width 400 µm. Diffusion lengths are 100 µm (red), 150 µm 
(green), and 200 µm (blue). 
 
Figure 6.12. Theoretically-constructed error function curves in a microchannel of width 
800 µm. They have the same diffusion lengths as Figure 6.11. The purple vertical lines 
demarcate the centre 400 µm of the width. This figure shows that parts of the error 
functions with diffusion lengths 150 and 200 µm (respectively green and blue) fall 
outside the centre 400 µm. 
A natural consequence of molecules having reached the end walls, 
would be the redistribution of parts of the curve intensity that would 
otherwise end up outside the walls, back to within the wall confines. An 
example of this occurring is represented by the orange curve, derived 
from redistribution of the outlying intensities of the original green curve 
(Figure 6.11). Invoking Fick’s second law, the adding of concentration 
along points of the width weakens the gradient everywhere with 
respect to before this addition. This decreases the material flux, which is 
proportional to the concentration gradient resulting in a slowed rate of 
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diffusion than if the side walls were further away, hence reducing the 
diffusion rate than that modelled by the error function. 5 Such material 
bounce-back from the constraining side walls to go from the green to 
orange curve, also serves as a way in which the diffusion progress is 
artificially advanced. Because the diffusion length C increases with 
time as   √ , C increases at an incrementally slower rate with time, 
and being at a later stage of the diffusion progress than it should be if 
the side walls are absent results in a slowed diffusion rate. 
Using a wider microchannel therefore allows the diffusion length to be 
larger without it being prematurely depressed. 27 Figure 6.13 represents 
diffusion coefficient values collected for fluorescein, at various x and 
flow rates, comparing between microchannels of the two different 
widths. Although in both microchannels, D0 are elevated at early x, the 
values noticeably decay much more for the narrower microchannel 
than the wider one at later x, when diffusion length is more advanced. 
Figure 6.13. Diffusion coefficients expressed as a percentage of the expected literature 
value, against diffusion length, for fluorescein. The red markers represent fluorescein in 
760 µm microchannel, while the blue markers represent the 380 µm microchannel. The 
diffusion coefficients were collected over several x, and flow rates. The narrower 
microchannel (blue) experiences more pronounced wall effects. Both microchannels 
show the Butterfly Effect when C is small, shown by the diffusion values being elevated 
above the expected level. 
Correction method employing different x-shift amounts over different x. 
To allow a whole series of diffusion coefficients taken over x to be 
flattened, an estimate method would be to impose a uniform x-shift 
throughout all x. This is done for the current work. In reality, considering 
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the evolving power laws with diffusion extent that is due to the Butterfly 
Effect, the true x-shifts may vary over x (low, then high, then low again) 
(Figure 6.14). 30 This may be another manifestation of the Butterfly Effect, 
in which the diffusing species equilibrate vertically in the microchannel 
when a butterfly shape is formed, increasing the appearance of lateral 
diffusion from what is expected. 4 This may serve to further increase the 
diffusion extent (hence the hump), which peaks when the vertical 
equilibration is just complete. 
 
Figure 6.14. Required x-shift to apply, at each x down a curved 760 µm microchannel 
at a flow rate of 3.0 ml/h, to bring the measured D0 to match literature D0. The fit 
function is a cubic polynomial, y = K0 + K1 x + K2 x2 + K3 x3. 
Technical problems for the easement geometry. Out of the four 
junction types, the easement geometry is expected to have the least 
amount of convective mixing, owing to its most gradual angle of 
approach. However, the easement junction seems to encourage more 
mixing than expected, possibly owing to imperfections in the 
fabrication and junction formation process. An infinitesimally sharp tip is 
required, but the photoresist structures may not be able to achieve 
such resolution. During UV exposure, slight overexposure might have 
occurred, which widened the junction structure that was formed as 
cross-linked, hardened SU-8 on the silicon substrate with a wider 
bottom at the junction. Subsequent PDMS casting atop this slightly 
bloated SU-8 structure resulted in a microchannel junction with a PDMS 
overhang into the microchannel cavity, as shown in Figure 6.15. This 
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may have contributed to a mixing effect in the beginning, resulting in a 
slightly larger x-shift value when compared against other geometries. 
 
Figure 6.15. Easement geometry junction, showing a protruding PDMS section towards 
the roof of the microchannel structure. Solution flow appeared to be unperturbed 
through to the main channel (after the junction), which indicates that the protrusion 
affects only near the ceiling of the channel junction. 
Experimental inaccuracy in data collection. As in most experimental 
techniques, inaccuracies result arising from the procedure despite 
controlling for various errors and fluctuations. In a past work using 
confocal microscopy, the standard deviation (errors) was large for 
diffusion coefficient measurements, because the measurements were 
averaged from different x, flow rate, and confocal height positions. The 
resultant experimental intensity profiles were also slightly asymmetrically 
right-shifted, probably due to the pump or lens positioning. 27 In the 
current work, most D0 measurements have 5 to 10% standard 
deviations, but some D0 are significantly more uncertain than that, due 
to the averaging of D0 taken over a range of flow rates as in previously. 
For instance, the raw, uncorrected D0 of iodide at x = 10 mm is 
recorded as 2258 ± 282 µm2/s, as seven flow rates are used ranging 
from 1.0 all the way to 10.0 ml/h. Whereas for most cases, such as 
bromocresol green at x = 40 mm, the diffusion coefficient is 418 ± 22 
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µm2/s and its smaller deviation can be linked to a smaller range of five 
flow rates used, from 0.4 to 2.0 ml/h. 
As per past literature, curve-fitting uncertainty is mainly experimental in 
origin, due to factors such as position of the Y-junction on the 
microscope stage, flow rate stability, and quality of the recorded 
fluorescence images. Image artifacts, such as dust, imprints and 
strands, would impact negatively on the fit quality by distorting the 
error function curve shape. In terms of image quality, a compromise 
must be struck between higher capture resolution, and expediency of 
capture. Hence the camera settings are limited to FINE quality, rather 
than the prohibitively slow and memory-intensive HI setting. 12 
Furthermore, channel dimensions such as width and height, or surface 
roughness, may vary with different fabricated chips, but such 
unevenness is not specific to any chip and the average height values 
are taken over the entire length. 25 
The presence of bubbles. The presence of bubbles in microchannels 
further compound the possible factors contributing to experimental 
uncertainty, as they disrupt laminar flow, and hence the diffusion 
shape along the microchannel length. During error function fitting, 
artifacts from bubbles and other things would present as spikes in the 
extracted concentration profile. This distorts the curve especially at the 
centre, where the concentration gradient is steepest, having similar 
effects to dust particulates on the chip. 33 
Pump fluctuations. In past work, pump pulsing corrections, and slip-stick 
friction elimination under slow flow, were done. A speed reducer 
gearbox, and linear bearings were installed to retrofit the existing 
pump, also from Harvard Apparatus. 64 In the current project, the 
pumps are used as-is, without any such modifications, which could 
have contributed to the occasional but visible on-screen fluid border 
fluctuations, and the significant errors encountered in the raw 
measurement results. Past work used alternate two-pump pulsing out of 
phase, by reversing the pump direction relative to one another, to 
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induce mixing. A similar, but less exaggerated effect might have taken 
place for the present experiment, resulting in pulsed flow and some 
unwanted mixing. Flow fluctuations shift the centre point of the profile 
so the source concentration c2 does not stay constant with time. To 
alleviate the problem, taking triplicate measurements helps to reduce 
errors to a certain extent. 32 
To address the issue, electrokinetic methods could be used to drive 
flow instead of mechanical pumping, to enable plug flow velocity 
profiles, and to ensure smooth fluid passage. However, it could suffer 
from Joule heating and hence sample damage, and incur 
inaccuracies in temperature correction on the diffusion process. 64  
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7. CONCLUSIONS AND FUTURE OUTLOOK 
 
Main findings. Microchannel fabrication has been an enabling tool to 
manufacture various junctions and widths, and this work has 
capitalised on the varied microchannel geometries and dimensions to 
measure analyte diffusion occurring within the laminar flows. Some 
fabrication best practices have been included to provide insights into 
the specific, oftentimes overlooked, conditions in which fabrication 
results in an optimum product. 
An increased diffusion coefficient is found at low diffusion times, which 
occur generally near the microchannel start junction, and especially 
so when high flow rates are used to further restrict diffusion times. The 
Butterfly Effect has been identified as the probable cause of the 
increased diffusion values, owing to a parabolic velocity profile with 
respect to the vertical plane due to flow friction encountered with the 
ceiling and floor walls. Several factors appearing in microfluidics-based 
literature, that possibly contribute to an increase in diffusion coefficient 
measurements at the beginning of the microchannel have been 
excluded: errors in focusing, an objective depth of field that is 
encapsulated by the microchannel height, height deformation, 
angled junction geometry resulting in convective mixing, and fluid 
acceleration from the junction tip. 12, 13, 17, 18, 19, 29, 32, 54 Towards the other 
end of the microchannel length, wall hindrance effects occur to 
reduce diffusion rates from expected values predicted by the error 
function fitting process. Due to the presence of lateral side walls, 
diffusion progress is slowed when analyte molecules reach the wall 
vicinities, and the Fickian error function solution breaks down due to a 
violation of the boundary conditions. This is proved by using wider 
microchannels, which restores the diffusion values back up to the 
literature expected level.  
To correct for these two predominant microchannel effects, x-shifting 
and C-C correlation methods have been employed to give reasonably 
accurate measurements of D0 over a wide range of the microchannel 
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length x and flow rates. As a result, D0 measurements are made for a 
number of fluorophores, chromophores and the iodide ion and these 
values add to existing literature. The microchannel measurement 
method can be used for most other dyes which are fluorescent, 
absorbing, or even fluorescence-quenching ions, and complements 
laboratory measurement techniques such as FCS as an expedient, 
inexpensive tool that is readily available as commonplace laboratory 
equipment. 
A custom-written ImageJ plugin has been written in Java that greatly 
reduces image data analysis time, allowing the image intensity profiles 
to be detected, analysed, and curve-fitted to yield parameters 
calculated for the diffusion coefficient automatically and quickly. This 
enables a large number of images to be analysed in relatively short 
time, allowing rapid analysis and a short lead time to the next 
measuring experiment. In this regard, diffusion coefficients of non-
fluorescent ions such as iodide can also be found, by using the 
fluorophore to be quenched as the bright fluorescence background in 
the microchannel and analysing the attenuation profile on introducing 
the diffusing quencher. As a corollary, such quenching activity is 
readily quantified within the plugin as the Stern-Volmer quenching 
constant, KSV. Only one image is required to derive one diffusion 
coefficient and KSV value each, and an ensemble of such images and 
triplicate measurements allows for averaging which reduces standard 
deviations and improves accuracy. 
Determining limit of diffusion length to avoid wall hindrance. Instead of 
indefinitely widening a microchannel by successive fabrications to 
accommodate greater extents of diffusion, the cut-off diffusion length 
before wall hindrance effects set in could be determined. This 
threshold value is a complex interplay not only of the wall effects, but 
also of the preceding Butterfly Effect at earlier x, which acts to raise D0 
values. 
Determining the diffusion coefficients of protein-conjugated dyes. This 
project has shown that measurement of standalone, pure dyes is 
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possible. An expansion would be to measure the D0 of dyes 
conjugated to small proteins, which may be present in cell systems, or 
are injected into cell systems for further study, as these molecules 
experience viscosity or hindered diffusion effects. 
An example includes bioshuttles, which are amphiphilic peptide-
containing structures containing disulphide bonds that can be cleaved 
once it enters the target cell. It contains nucleic acids, and is used to 
cross cell membranes for possible drug delivery applications. D0 after 
conjugating to fluorophores is in the tens to hundreds, so making it 
possibly applicable to microchannel measurements using lower flow 
rates to increase the diffusion lengths. 57 Practical considerations 
include protein adherence to the PDMS side walls, which may be 
removed by submerging the chip for 2 hours into 50 µM bovine serum 
albumin, and treated devices could go for an hour before showing 
stray fluorescence again. 19 
PDMS functionalisation may also be performed to alter diffusion 
characteristics, or to act as a cell culture medium through which 
various chemical receptors or antibodies may be injected. Glass that 
had PDMS cured on it, and then peeled off, showed under atomic 
force microscopy a less uniform surface with taller features and a 
roughness of 3.53 nm, as opposed to an unmodified glass surface 
which is largely uniform with a roughness of 1.85 nm. PDMS peeling off 
the glass surface leaves some polymer material behind, and this 
improved surface roughness may support cell adhesion. 15 
Investigating anomalous diffusion in microchannels. The current project 
replicates free diffusion conditions in a dilute saline buffer solution. 
More complicated or viscous matrices could be used as buffer 
solutions within the microchannel and their effects on diffusion 
coefficients could be investigated, to mimic crowded cytoplasm, 
membrane or organelle conditions. The effect of having various 
functionalised walls on near-wall diffusion could also be investigated. 65 
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Further possible microchannel adaptations. The microchannel could 
be outfitted with various modifications to increase its data acquisition 
capability and extend its utility. Electrokinetic forces could be used to 
drive fluid flow, eliminating all the effects due to parabolic velocity flow 
by converting parabolic flows into plug flow and a flat velocity profile. 
Some functionalisation of the microchannel surface may be required 
to achieve this end and to reduce wall friction for plug flow to be 
properly effected. Some considerations include the calculations of 
linear velocity, which may involve calibration of volume of fluid 
dispensed per unit time, and possible problems introduced such as 
Joule heating. 4 
Another interesting expansion work involves using single-plane 
illumination microscopy techniques (SPIM), which entails planar light 
sheets to illuminate and visualise microchannel fluid and bead flows, 
allowing diffusion to be probed on both the micro and macro scale. 66 
Finally, the potential of the loop-back microchannel design has yet to 
be exploited for its use on solution and concentration fractionation, to 
extend the usable range of microchannel length beyond that of the 
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9. APPENDIX 1 – ADDITIONAL FIGURES AND TABLES 
 
Diffuser x /mm 
Diffusion coefficient / µm2/s 
Raw C-C 
fluorescein 
10 467 ± 32 400 ± 10 
20 435 ± 24 377 ± 15 
30 445 ± 20 402 ± 22  
40 433 ± 18 394 ± 14 
ATTO 488 
10 410 ± 21 347 ± 27 
20 376 ± 16 329 ± 19 
30 380 ± 15 338 ± 70 
40 370 ± 14 328 ± 15 
Rho 110 
10 555 ± 39 493 ± 24 
20 510 ± 32 453 ± 12 
30 492 ± 17 455 ± 28 
40 515 ± 32 477 ± 9 
ATTO 565 
10 382 ± 20 320 ± 11 
20 329 ± 13 281 ± 16 
30 345 ± 10 308 ± 21 
40 324 ± 8 292 ± 8 
b. p. blue 
30 526 ± 23 485 ± 58 
40 481 ± 18 439 ± 33 
b. c. green 
30 436 ± 9 392 ± 34 
40 418 ± 22 376 ± 13 
iodide 
10 2258 ± 282 1806 ± 229 
20 2139 ± 182 1915 ± 116 
30 2097 ± 149 2118 ± 155 
40 2022 ± 157 1896 ± 160 
Table 9.1. Diffusion coefficient values for each diffusing species, taken as average of 
various flow rates over various x down the microchannel length. 760 µm curved 
microchannels were used. For most diffusers, the diffusion at x=10 mm appear elevated, 


















0.400 389 1.57 0.55 
0.667 425 2.25 0.73 
1.000 432 4.24 0.92 
1.333 433 2.83 1.02 
2.000 436 4.26 1.68 
5 ml 
1.000 396 5.11 1.83 
2.000 402 10.95 2.23 
3.000 429 3.51 1.98 
4.000 425 7.21 2.46 
6.000 421 5.13 3.13 
8.000 459 2.02 2.70 
10.000 458 4.76 3.49 
ATTO 488 1 ml 
0.400 376 1.10 0.39 
0.667 356 4.60 0.89 
1.000 355 4.48 0.98 
1.333 359 5.68 1.18 
2.000 360 7.43 1.83 
Rho 110 1 ml 
0.400 448 7.76 0.88 
0.667 464 7.36 1.18 
1.000 480 5.92 1.10 
1.333 484 6.98 1.31 
2.000 479 5.66 2.39 
ATTO 565 1 ml 
0.400 325 2.37 0.56 
0.667 323 6.08 0.84 
1.000 323 6.26 1.11 
1.333 320 6.88 1.50 
2.000 323 4.91 1.95 
b. p. blue 1 ml 
0.400 443 12.75 3.22 
0.667 502 14.59 -1.07 
1.000 469 0.22 1.58 
1.333 414 2.17 6.36 
2.000 441 0.18 4.57 
b. c. green 1 ml 
0.400 338 0.48 6.25 
0.667 377 0.35 3.58 
1.000 362 0.34 5.53 
1.333 380 0.78 4.15 
2.000 372 3.18 5.43 
iodide 5 ml 
1.000 1749 52.30 1.53 
2.000 2117 4.15 -0.18 
3.000 1971 28.55 1.01 
4.000 2101 58.42 0.29 
6.000 1820 102.98 4.15 
8.000 1726 95.84 5.17 
10.000 1923 77.96 3.18 
Table 9.2. Diffusion coefficients, obtained with the D-x graph flattening 
method. 760 µm curved microchannels were used. The x-shift value required to 
bring about D-x graph flattening are listed, and the average difference of 
each data point away from the average D value, represented by diffusion 







curved easement V-shaped T-shaped 
D / 
µm2/s 












x shift / 
mm 
0.200 297.2 2.62 253.2 6.18 294.3 3.26 285.4 3.02 
0.333 376.7 1.25 317.0 2.71 351.7 1.50 337.8 1.68 
0.500 373.8 1.86 343.4 2.26 373.2 1.40 358.3 1.49 
0.667 388.8 1.75 352.9 2.04 383.7 1.55 366.3 1.59 
1.000 401.0 2.09 367.3 2.29 390.3 1.85 387.6 2.25 
Table 9.3. Resultant average diffusion coefficient from x-shift flattening D-x plots of 





Dexpt/Dflattened / %, at different geometries 
curved easement V-shaped T-shaped 
0.200 145.2 167.0 154.8 150.8 
0.333 119.3 134.7 129.3 133.6 
0.500 136.9 129.4 130.3 130.7 
0.667 133.7 127.3 133.5 133.8 
1.000 142.3 131.1 139.6 150.6 
Average 133.8 139.6 137.0 137.2 
SD 10.8 18.5 12.0 9.2 
Table 9.4. Diffusion coefficient measurements, taken as the 
average from x=2, 4, 6, 8 and 10 mm, as a percentage of the 
diffusion coefficient derived from flattening the D-x plot by x-




Parts Category or gate condition 
4-22 Pertains to calibration 
7A-22 calEqnsPresent TRUE 
22A calEqnsPresent FALSE 
24-32 analysis Quenching mode 
25-31 hasQuencherCal TRUE, calEqnsPresent TRUE 
33-68 Start of user line marked by i 
34-55 x-cycle to match N,B to S images 
35A-55 Original, many normalisation step 
45-54 aScore cycle 
56 Original, many normalisation ELSE case 
57 Original, many normalisation 
60-66 Original, many normalisation OR snaQuenching TRUE 
66A-66H Original, many normalisation OR snaQuenching ELSE case  






Part Description of plugin functions 
1 Ask for user input of calibration images. 
 
2 Ask for user input of sample images, the analysis mode 
(fluorescence diffusion, absorption diffusion, or quenching), the 
microchannel dimensions such as height, width, and number of 
pixels representing the width. 
 
3 If chosen by user at Part 2, ask for user input of quencher 
calibration. 
 
4 Processes user-input calibration concentrations (as double 
concListPre[]) and images (int imgListPre[][] jagged) into arrays. 
 
5 Determine highest and lowest concentrations from arrays, if 
calibration images are present. 
 
6 Remove images of minority dimensions, and images that do not 
exist in the user-provided folder.  
 
7 Check if images of highest and lowest concentrations still exist, for 
the program to continue. If images of the highest and lowest 
concentrations, and of three more unique middle concentrations 
exist, then boolean gate calEqnsPresent = true. 
 
7A If calEqnsPresent, import valid image numbers into ImagePlus 
imgList[][] by opening the image files into the array. 
 
8 A user-requested checkpoint that pops up if any user-listed 
images are removed by the program. 
 
8A Rotates images in Imageplus imgList[][]. 
 
9 Takes one image each from up to the three highest 
concentration values. Finds box region of large ROI 
corresponding to average 15% top point intensities. Takes 
average of these ROIs to form one big ROI. 
 
Or, simply define ROIs from the image height centre, each of 15 
pixels tall and total 300 pixels. 
 
10 Segments large ROI into small, wide ROIs by redefining several 
Rectangle objects (stored in an array) that stretch across the 
entire image width. 
 
11 Selects one image per concentration, to detect the small ROI 
borders.  
 
12 Saves small ROI borders in database ('tcrb') so that border 
averages of past brighter images can be used if the borders of a 
dark image cannot be detected. 
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13 Applies testing methods (intensity average, side intensity 
difference, flatness of profile) to score each candidate ROI in 
each image. 
 
Side intensity difference refers to the differences between the 
intensity values of the 2nd and 5th portions of a width split into six 
equal zones. 
 
Profile flatness refers to the percentage of points along the width, 
that have an intensity that is at least 95% of the average of the 
top 5% of points. 
 
14 Picks the best three ROI candidate positions based on their 
evaluated test scores. 
 
For intensity, the highest intensity ROI gets a score of 1.0 while the 
rest are scaled proportionally to it. For sector difference, a 
difference of 0.0 intensity between the 2nd and 5th sectors out of 6, 
corresponds to a score of 1.0 and a difference of 10 intensity 
points corresponds to 0.0 points. For flatness, the ROI with the 
highest number of flat high points is scored 1.0 and every other 
ROI is scaled proportionally to this. 
 
15 Each image has three candidate ROI positions. Averages these 
three positions (ROIs 1, 2 and 3) to give average ROI positions 
(selectedROIsAvg). 
 
16 For each bright image, takes the intensity profiles at each found 
average ROI position and saves their characteristics of width, 
centre intensity average, side intensity difference, flatness and 
number (double selectedBrightRoiStats[][]). Finds the cumulative 
(average) border positions of these average ROI positions for dark 
image reference. 
 
17 For each dark image, refocuses ROIs at found average ROI 
positions either by detection of faint dark borders, or by 
referencing past border pick history from previous part. Then, uses 
the refocused ROI to take the intensity profiles, and their 
properties of width, centre intensity average, side intensity 
difference, flatness and number are saved 
(selectedDarkRoiStats[][]). 
 
18 Opens Sample, Normal and Blank images for processing by 
accessing them in the ImagePlus arrays. 
 
19 Checks if bright image borders match within 95% of the width of 
previous records ('tsrb'). If not, use previous records in 'tsrb' to set 
the refocused ROI. 
 
20 Takes one slice of refocused ROI per image, and performs the 
method to subtract and normalise intensity profile. 
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Then, performs method to find centre intensity average and store 
in various jagged arrays, for profiles that have undergone only 
subtraction (avgIntValueSub[][]), only normalisation 
(avgIntValueNorm[][]), both (avgIntValueImg[][]), or none 
(avgIntValueRaw[][]). 
 
21 For each of three ROI positions, the average intensities found over 
all the images in one particular concentration are averaged over 
the number of images (to give avgIntValueConc[]). 
 
22 Does a POLY2 fit of the graph of concentration values against 
average intensities (concList[] against avgIntValueConc[]). 
 
Four calibration equations are generated to accommodate all 
possible analysis cases for sample analysis (profiles that have 
undergone subtraction, normalisation, both, or none). 
 
22A Opens existing supplied images, and picks their raw intensities 
only. No calibration equations are constructed. 
 
23 Processes user-input sample analysis x position, flow rate, and 
images data (of sample, normal and blank images) into the 
ArrayLists xExpand<>, flExpand<>, imgExpand<>, refImgProps<> 
and refImgN<>.  
 
24 Processes user-input quencher-fluorophore calibration curving 
data. Fills up int qImgList[] with image numbers. Checks for 
presence of at least one blank (PBS) and one bright (zero 
quencher concentration) image. If so, then boolean 
hasQuencherCal = true. 
 
25 Stores bright and dark quencher reference images into ImagePlus 
qBrightImgs[] and qDarkImgs[]. 
 
26 Invoke method, findThreeROIs, to evaluate three unique ROIs to 
use for quencher calibration. 
 
27 If method to find three unique ROIs fails, find three remedial ROIs. 
 
28 Subtract and normalise the quencher intensity images. Adjust the 
profile, and obtain the average intensity of the profile. The 
calibration equation used assumes that the image has 
undergone all of subtraction, normalisation and adjustment, and 
hence it was important to check for calEqnsPresent earlier. 
 
29 Take average intensity of all images of the same quencher 
concentration for its profile intensity. This is stored in qIntAvg[]. 
 
30 Plot a calibration curve of quencher concentration (qConcList[]) 




31 Convert [Q] vs F/Fo to Fo/F vs [Q] and obtain KSV from a straight 
line fit. This is possible as F/Fo is a fraction of 1.0, after undergoing 
normalisation procedures earlier. The coefficients are stored as 
ksvCoQ[], which are the calibration-derived intercept and Stern-
Volmer constants respectively. 
 
32 This part obtains the alternative calibration equation for 
quencher, polyCoQraw[]. 
 
ImagePlus qImgList[] images are rotated, ROIs are defined (6 
only), ROI borders are detected, and the average profile 
intensities are found per concentration. Plot qConcList[] against 
qIntAvg[] to obtain coefficients as polyCoQraw. If the calibration 
curve as at least 5 data points, hasQuencherCalRaw = true. 
 
If bright or dark reference images are listed, qBrightestInt and 
qDarkestInt are found, which are used to indicate the average 
intensity of a microchannel containing no quencher (brightest 
fluorescence), and that of non-fluorescent buffer (the blank 
image which is the darkest). 
 
33 Initialises xValues[] and xSelROIs[] arrays, to have a master list of 
unique x values and their corresponding found ROIs. Only images 
at the current user-entered line (entries separated by colon “;”) 
will be opened per loop iteration, from parts 33 to 68. Also rotates 
the images that are thus opened in imgListS[], and decide if the 
intensity profile is an erf (imgFlankS[h] = +1) or an erfc 
(imgFlankS[h] = -1). 
 
34 Fill up the reference (blank and bright) image numbers for that 
particular x, into refImgCat[]. The reference images are meant to 
cycle through subtracting and normalising a series of sample 
images, and hence are meant to be unique for one cycle. User-
input reference image repeats are therefore omitted.  
 
If there is at least one white reference, boolean nImgsPresent = 
true. If there is at least one dark reference, boolean bImgsPresent 
= true. 
 
35 Rotate the white reference images, then use the updated angle 
bank to rotate the dark reference images. 
 
35A Determines whether each reference image is a blank or a bright, 
by comparing differences in characteristics (average intensity, 
symmetry and flatness) to the previously-saved characteristics (in 
Parts 16 and 17, selectedBrightRoiStats and selectedDarkRoiStats). 
These are saved under refImgCat[image line][1]. 
 
36 Takes bright images only from the refImgCat list, and finds the 
large ROI by thresholding the top 15% of intensity points on the 
image. The average height ceiling and floors are taken to 
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determine the large ROI. The possibility of the program picking 
out of range of the image coordinates is eliminated by clipping 
away the box extremes should they exceed the image. 
 
37 Determine the range of microchannel widths that are 
acceptable, within 3% of selectedROIsRefocused (determined in 
Part 16). Then, segments large ROI into wide, smaller candidates 
of 15 pixels height each. 
 
38 Refocus each ROI position for each bright image, extract their 
resultant widths, and take the average over all images. 
 
39 Count how many candidate ROI positions segmented from the 
large ROI are within acceptable range of widths. Transfers the 
acceptable candidate ROIs into another array, roiCandidates3[]. 
 
40 Checks for number of white and black images.  
 
41 Stores border position data averaged over all white images in this 
user line. 
 
42 Assigns 3 remedial ROIs, setting the same height position as the 
selectedROIsAvg model ROIs (found in Part 15), but refocused to 
the average of the white images' borders. 
 
43 If there are less than 4 candidate ROIs, assign all available white 
and black images to this user line, and use the remedial ROIs, by 
transferring xRemROIs into the working xSelROIs array. 
 
44 If less than 4 candidate ROIs, calculate difference scores for the 
remedial ROIs applied on these white and black images, 
compared to the model ones, the selectedBrightRoiStats[] and 
selectedDarkRoiStats[]. 
 
45 Opens a reference image (black or white). 
 
46 Sets one of the candidate ROI positions on the reference image, 
and collects its stats such as average centre intensity, side 
intensity difference and flatness. 
 
47 Scores the currently selected ROI position on that image against 
the white model if it is a white image (selectedBrightRoiStats[]), or 
a black model if it is a black image (selectedDarkRoiStats[]). This 
selected ROI is compared to all three model ROIs. This is a 
difference score, so the lower the better. If the difference score is 
below a certain limit, the ROI position can be suitably used as one 
of the three ROIs, depending on which one it was compared 
with. aScore is iterated starting from 3.0, up to 14.0, while bScore, 
which is the total score of all three characteristics of average 




48 Rearrange difference score table to dsROI, to reflect the 
difference score (averaged over all pass images) and the 
number of pass images for a particular ROI candidate position for 
adopting either one of three ROIs (ROI1, 2 or 3). 
 
49 For each of ROI1, 2 and 3, ranks table dsROI first by number of 
image passes, then by average difference score of passing 
images. The top four candidate ROIs for each ROI1, 2 and 3 are 
crossed in 64 case combinations in caseCombis. 
 
50 Ranks caseCombis (becomes ccs) and accepts the first instance 
from the top, where all three candidate ROI positions are unique, 
and there is at least one black and one white reference image. 
 
51 (If three unique ROIs found) Updates results table for the ROI 
picking process. Uses the candidate ROIs from the chosen case 
combination and transfers them into the working xSelROIs[] array. 
 
52 (If three unique ROIs found) Formally label reference images in 
refImgCat[] whether or not they will be used for this user line. 
 
53 (If three unique ROIs found) Assigns usable reference images to 
sample images in the arrays corresponding to imgListS[], which 
are imgListN[] and imgListB[]. 
 
54 (If three unique ROIs found) Evaluates if the difference scores of 
the remedial ROIs are actually better than the current working 
ROIs. If so, transfer the remedial ROIs into the working ROIs array 
instead, xSelROIs. When this step is reached, three working ROIs 
will have been found. 
 
55 No three unique ROIs can be found from the case combinations. 
The remedial ROIs are used instead, like in Part 44. The loop 
starting from Part 34 ends for this user line and iterates. 
 
56 Assigns all reference images present into imgListN[] and imgListB[]. 
No ROIs are being found yet. 
 
57 Load the ROIs relevant for the image's x position (either remedial, 
or otherwise). 
 
58 Open the sample, normal and blank images (imgListS[], 
imgListN[], and imgListB[]). Results table specifies the images 
opened. 
 
59 Calculate the speed and time variables. 
 
If hasQuencherCal, calEqnsPresent, bImgsPresent, and 





60 Subtract, normalise and adjust intensity profile. Plot points of 
adjusted intensity (pp[]) against width position (px[]). Crop 10% of 
pixels from each side to avoid fitting near the microchannel walls. 
There is no need to take natural logarithm of intensity for 
absorption mode, as the intensity has already been adjusted to 
be proportional to concentration from calibration. 
 
61 (Diffusion coefficient option) Guess initial parameters, then fit 
graph pp[] against px[] to error function to obtain fit parameter 
C. Calculate D. 
 
62 (Quenching option, quencher calibration was done in Part 24) 
Adjusted intensity of y-axis are converted to quencher 
concentration values, using the quencher calibration equation 
from Part 30, coefficients that were stored as polyCoQ[]. Obtain 
diffusion coefficient of quencher, qDiffCoeff, from the resultant 
concentration profile of quencher.  
 
63 (Quenching option) Invert adjusted intensity F/Fo (pp[]) to get 
Fo/F (labelled as qq[]). 
 
64 (Quenching option) Fit curve of Fo/F (qq[]) against w (px[]) and 
centralise it by reassigning the fit parameter B to half the 
microchannel width value, then replot as profile qqCtr[] with all 
profile jaggedness removed as a result. 
 
65 (Quenching option) Construct theoretical curve of quencher 
concentration [Q] (pi[]) against w (px[]). The quencher diffusion 
coefficient (quencherD) and its concentration introduced 
(quencherConc) were used for this construction. The profile is 
flipped along the y-axis if the user-specified quencher is 
introduced from the left side of the microchannel. 
 
66 (Quenching option) Plot Fo/F (qqCtr[]) against [Q] (pi[]) fitting 
with straight line fit. Extract gradient for the Stern-Volmer constant, 
and the y-intercept for an indication of the goodness of fit (the 
nearer to 1.00, the better). 
 
66A If the pick mode is brightest fluorescence intensity, find centre 
level of which the ROIs branch out from. In intensity thresholding, 
the highest few intensity pixels are ignored, and the next few are 
taken of their average, and the threshold is set as 0.85 to 0.95 of 
this average value. This iterates until a sufficiently large ROI box, 
measuring at least 300 by 300 pixels is obtained. 
 
If the pick mode is centre-height of image, then the centre height 







66B Candidate ROI positions are defined from the branch point 
determined in 66A. 
 
Figure 9.1. ROIs from the branch point (blue), each 15 pixels apart, each 15 
pixels in thickness. The ROI above the branch point is 8 pixels above it, while that 
below is 7 pixels. The ROI widths are determined later during ROI refocusing. 
Should the image dimensions be exceeded by any ROI, it will be 
excluded from consideration. 
 
66C Expand out all ROIs, extract their intensity and variance profiles, 
and find the single border of the microchannel. ROIs focused 
upon the microchannel width are obtained. 
 
For fluorescence images, the intensity profile is checked against 
the image characteristics earlier determined (imgFlankS[]), to see 
if they are both erf or erfc-type profiles. If they match, the 
candidate ROI dimensions are accepted. 
 
For absorption images, the detected, refocused ROI is checked if 
its width falls within 3% of the correct, user-defined microchannel 
width. 
 
If the checks fail, the wide, searching ROI is expanded to 1.2, 
1.4 … 2.0 times the correct microchannel width to search around 
the vicinity of the microchannel image for viable borders. The 
candidate ROI is discarded if no viable borders are found after 
the widest ROI search setting. 
 
The findBorders custom method was used, to analyse an intensity 
profile and its corresponding variance profile for possible border 
positions. Variance peaks are chosen for consideration if they are 
at least 20% in intensity as the average fluorescence intensity in 
the wide ROI. If too many candidate variance peaks are 
detected this way (more than 6), the threshold for peak 
detection iterates upwards to 25%, 30% … 95%, until 6 peaks or 
less are found. The converse could happen that no peaks are 
found even at a low detection threshold of 20%. In that case, the 
method returns null to indicate a failed attempt to pick borders 
and the sample image is discarded. 
 
For searching two border points in fluorescence mode (not 
relevant to this part), the highest intensity is sought in between 
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two variance peaks. 
 
For searching two border points in absorption mode, a set of 
possible combinations of candidate border points are taken, and 
the cases are sorted first by their distances (representing the 
possible microchannel width) and their closeness to the actual 
width, and secondly sorted by the combined variance peak 
intensities of the two candidate peaks. 
 
For searching one border point (applicable for fluorescence 
only), the highest intensity at either side of any border point would 
mean that border point was the correct border of the 
microchannel, with fluorescent solution at its left or right (giving 
an erf and erfc profile respectively). In this search method, two 
border points may be detected that are adjacent, due to the 
buffer-fluorophore interface possibly being relatively unmixed at 
an early diffusion time, so resulting in a second sharp interface 
besides the microchannel border. In this case, amongst the two 
variance peaks that flank the fluorescent zone, the higher 
variance would be taken as the correct border. 
 
66D If there are no reference images associated with the sample 
image being analysed, and there are no calibration images for 
quenching, then qDarkestInt and qBrightestInt are estimated from 
the sample images themselves. 
 
For qDarkestInt, the search ROI is expanded to 120% the 
microchannel width, and 5% of the pixels of each side (out of the 
new 120%) are taken and averaged in intensity. 
 
For qBrightestInt, the search ROI is shrunk to 80% of the 
microchannel width, and curve-fitted to error function. The fit 
parameter C is checked to be sufficiently small, by ensuring that 
the two end-tails reach at least 99.9% of the maximum intensity at 
the extreme wall ends (for a width of 0.760 mm, C must be 
0.138624 mm and below) to preserve the shape of the error 
function. Then, the peak intensity of the fluorescence is estimated 
by adding together fit parameters A and D, derived as curve 
amplitude is 2A, and vertical displacement of the curve centre 
from the x-axis is D. The baseline intensity is therefore D – A, and 
the curve peak intensity is given by D – A + 2A = A + D. 
 
66E Prepare intensity profiles for curve fitting, pp[] versus px[]. If the 
analysis mode is fluorescence or absorption diffusion, the intensity 
profiles are subjected to subtraction, normalisation and 
adjustment if the relevant reference images and calibration 
curves are present. For absorption mode, the intensity values are 
modified with natural logarithm.  
 
If analysis mode is quenching, the intensity profile is subject to 
subtraction and normalisation (using reference images, or the 
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qBrightestInt and qDarkestInt values determined earlier). This 
brings the intensity to a fraction of 1.0 due to the normalisation 
step. This F/Fo is then inverted to give Fo/F (pp[]). Fo/F – 1 is 
proportional to [Q], by the Stern-Volmer relation, and so can be 
used to represent the diffusion profile of the quencher species 
within the microchannel, across its width. 
 
66F Crop the pp[] and px[] by 10% of pixels per side. 
 
66G Guess initial parameters. Parameters A, B and D represent parts of 
the curve; A is half the curve amplitude from the top to bottom 
tail, B and D are the horizontal and vertical displacements of the 
curve centre from the y and x-axes respectively. C is dependent 
on the curve slope at the centre, and the steeper the slope, the 
smaller C is. An equation was used to relate the gradient slope of 
a series of theoretically-generated error functions, to their curve-
fitted C values. The equation coefficients were then used to 
make an estimation of C based on the raw curve fed into the 
method, erfInitParamsGuess. 
 
A significant benefit of using the ImageJ plugin to analyse the 
microchannel images is the automatic parameter guessing 
included in the programme, removing the need for the user to 
make manual guesses with every curve fit for every ROI. The initial 
guesses can significantly affect the final fit result, and so they 
should be as close to the actual result as possible, requiring 
manual guessing to exercise similar graph calculation as the 
custom plugin. However, the fit parameter C is more difficult to 
determine manually. 
 
Curve-fit to the error function, pp[] against px[]. The numerical 
approximation to the error function solution 55 is written into a 
custom method, userFunction. 
 
66H Reject C that is greater than the absolute of 0.200000 mm, due to 
its curve shape no longer resembling the two end-tailed error 
function. The standard deviation and chi-squared are then 
calculated for the fit parameter C, and diffusion coefficient 
across all six ROIs (or less, depending on how many survived the 
checks). 
 
67 (Diffusion coefficient option) Calculate average C and average 
D over all three ROIs, and displays in results table. 
 
68 (Quenching option) If snaQuenching was used, calculate 
average Stern-Volmer constant over all three ROIs, and displays in 
results table. 
 
If not, the Fo/F profile (pp[]) is reconstructed (to become qqCtr[]) 
to centralise it, by using the curve fit results of Part 66G, and 
reassigning the B value to half of the microchannel width. 
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A theoretical quencher concentration profile curve (pi[]) is 
constructed using qCoeff and quencherD (both user provided). 
Finally, plotting the centralised Fo/F (qqCtr[]) versus [Q] (pi[]) 
gives the KSV and y-intercept. 
 




10. APPENDIX 2 – IMAGEJ PLUGIN USER MANUAL 
 
Setting up ImageJ. ImageJ is downloaded from http://rsbweb.nih.gov/ 
ij/download.html, with Java Runtime Environment bundled. To avoid 
user access rights issues, ImageJ and Java are preferably installed in 
folders other than the Program Files. 
ImageJ once opened shows a console (Figure 10.1). It can be 
periodically updated via Help > Update ImageJ. 
 
Figure 10.1. ImageJ console. 
The image brightening function used in the work is accessed from 
installing the plugin, IP_Demo.java, from http://rsbweb.nih.gov/ij/ 
plugins/download/IP_Demo.java. Copy the code in a .txt file, and save 
the file in the ImageJ > plugins folder by typing all of 
“IP_Demo.java” 
including the apostrophes, to save the file in .java format. The plugin 
can then be accessed and run from the ImageJ console under Plugins, 
where IP_Demo is listed amongst the numerous pre-available plugins. 
 
Figure 10.2. IP_Demo plugin, which allows various image functions such as Lighten, to 
increase general intensity. 
An image is opened by drag-dropping its file icon onto the ImageJ 
console. Multiple images can be opened and stacked, by Image > 
Stacks > Images to Stack. Vertically-oriented microchannel images are 
recommended, although the plugin provides for 90 ° flipping for 
horizontal microchannel images. 
To increase the general intensity of an image, simply select the 
opened image and click Lighten on the IP_Demo plugin (Figure 10.2) 




The custom plugin written in this work, D_Microchannel.java, is installed 
in the same way, via the research group web site http://staff.science. 
nus.edu.sg/~chmwt/ under Resources and Software, or attached in 
the thesis CD-ROM. 
Data entry for intensity-concentration calibration. Once run, the plugin 
prompts for data entry pertaining to intensity-concentration calibration 
(Figure 10.3). 
 
Figure 10.3. First screen of D_Microchannel.java, prompting data entry pertaining to 
intensity-concentration calibration. 
On the left column, concentration values in µM are entered, with each 
entry separated by a semicolon ‘;’. On the right column, the names of 
the image files are entered, with each concentration entry separated 
by a semicolon. The image files must be numbered as positive integers, 
and must be of the type .jpg.  As a result of the files being integers, it is 
possible for them to be processed in sequence, using a dash ‘-‘ to 
denote a range of file numbers, and comma ‘,’ to denote separate 
entries within the same concentration. 
The spaces can be left blank, doing which no intensity-concentration 
calibration will occur. If valid images and concentrations are provided, 
the plugin returns and displays a table (Figure 10.4) of the 
concentration values entered and the average raw intensity over the 
detected microchannel width, averaged over all images in the same 
concentration category. If sufficient concentrations are provided 
along with corresponding valid images (at least five distinct 
concentration values), a calibration curve relating intensity to 




Figure 10.4. Table of values generated by the plugin, of the concentrations and their 
corresponding intensities detected in the microchannel. ‘Sub intensity’ is obtained by 
subtracting the intensity of the background blank (corresponding to zero 
concentration, or the lowest concentration present) from the intensity of all images. 
‘Norm intensity’ is obtained by dividing all intensities of images by that of the highest 
present concentration to give fractions of 1.0. ‘SN intensity’ is obtained by both 
subtracting (including that of the highest concentration) and normalising against the 
highest (subtracted) concentration. 
 
Figure 10.5. Graph of concentration (µM) against raw intensities, generated by the 
plugin. 
Data entry for sample image analysis. The second screen prompts for 
diffusion analysis data (Figure 10.6). In the left column, the following 
data are included: the position down the start junction, x in mm; flow 
rates in ml/h at a particular x; and the number of repeats. These are 
delineated by slash ‘/’. Each x entry is demarcated by semicolon ‘;’. 
The corresponding line entry on the right column consists of the 
following data: image numbers of the sample images; numbers of the 
bright reference images; and numbers of the dark or blank 
background reference images. 
The repeats refer to the number of images adopting the specified flow 
rate. For instance, for x = 5 mm and a line entry of 5 / 1.5, 2.0, 3.0 / 3, 3, 
3; with a corresponding image line of 15-23;, images 15 to 17 will be 
analysed as having flow rate 1.5 ml/h, images 18 to 20 with a flow rate 
of 2.0 ml/h, and images 21 to 23 having a flow rate of 3.0 ml/h. If 
repeats are not specified for a particular line entry, the available 
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images are divided evenly between the specified number of flow rates, 
with the earlier flow rates taking priority. For instance, a line entry of 5 / 
1.5, 2.0, 3.0; corresponding with an image line of 15-21;, a total of only 
7 images, would cause the images 15 to 17 to belong to flow rate 1.5 
ml/h, images 18 and 19 to belong to flow rate 2.0 ml/h, and images 20 
and 21 to belong to flow rate 3.0 ml/h. 
If flow rates are omitted from a line entry, the flow rates specified in the 
previous line entry apply. Therefore, the first line entry demarcated by ‘;’ 
must have flow rates specified, lest no valid lines will exist and the 
programme ceases. 
 
Figure 10.6. Second screen of D_Microchannel.java, prompting data entry for the 
diffusion analysis of images of microchannels. 
Of the image numbers, only the sample images are compulsory, while 
the bright and blank reference images are optional. Should reference 
images be specified and exist, subtraction and normalisation 
procedures may be carried out to adjust for image illumination factors 
such as uneven illumination, or a non-linear response in the detector 
with regards to concentration and intensity. If not, only the sample 
images will be analysed as-are without further amendments. 
The entry of any characters other than whole, positive numbers, and 




The width, height and pixels must be specified for the programme to 
continue with analysis. For Analysis Type, ‘Diffusion coefficient’ refers to 
analysis of diffusion in a fluorescent image, ‘Absorption’ refers to 
analysis of diffusion in a transmission image, and ‘Quenching’ refers to 
analysis of quenching in a fluorescent image, with the diffusion of 
quencher also analysed. 
The starting coordinates whereby ROI search begins on the image may 
be specified, under ‘y-coordinate’ and ‘x-coordinate of ROI in image’. 
The possible values start from 0 at the top-left corner of the image. If 
the image is 2000 pixels in width and 1000 pixels in height, the 
maximum x value is 1999 and the maximum y value is 999, which 
corresponds to the bottom-right of the image. An exception is that 
leaving either value as zero defaults to the central coordinate for that 
axis. Specifying coordinates from which ROIs begin searching from is 
especially important for transmission images, since the microchannel 
borders may be detected incorrectly due to the presence of visible 
artifacts, or the microchannel side markers made visible by the general 
illumination level. 
There are three possible ROI pick modes. In ‘1. Compare with 
calibration’, the ROIs of the sample images are chosen based on their 
similarity with those chosen in the reference bright images during 
calibration, based on their profile characteristics. Characteristics such 
as high intensity, profile flatness, and profile symmetry will be favoured 
over others. In ‘2. Brightest zone’, the sample image ROIs will be chosen 
only around an area of the image of highest intensity. This method will 
not work for Absorption mode, due to the general illumination method 
employed. In such cases when reference images are not available, or 
the Analysis mode is incompatible with the ROI selection mode, the 
programme defaults to the remaining pick mode, ‘3. User-defined or 
centre’. In this mode, six ROIs branch out from a horizontal reference 
line on the image. This line is moved from the centre of the image by 
specifying a non-central value for the y-coordinate. This pick mode is 
usually used when analysing raw images, which have not undergone 
any subtraction or normalisation procedures to correct for uneven 
illumination, background noise, or non-linearity of detector response to 
concentration increases. 
If ‘Show raw data points used for curve fitting’ is checked, the 
intensities at each pixel along the intensity profile, for each of six ROIs, 
for each image, will be displayed in table form, significantly increasing 
the computation time. This is recommended only when analysing 
relatively small amounts of images, preferably 50 and below. 
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For analysis modes ‘Diffusion coefficient’ and ‘Absorption’, the plugin 
then prompts the user to select the folder containing the image 
numbers specified previously. Once this is done, the programme 
commences diffusion coefficient analysis automatically. Depending on 
processor performance and the number of images entered, analysis 
times can range from a few seconds for a few images, to about ten 
minutes or more for more than 300 images. 
 
Figure 10.7. Diffusion coefficient results from diffusion analysis, marked as ‘D’. Because 
six Regions of Interest (ROI) are obtained for intensity profile curve fitting, six diffusion 
length values C are obtained, from which the average was taken. imgS, imgN and 
imgB display the file number names, and displays ‘0’ if not applicable (imgN and imgB 
are not provided for image subtraction or normalisation reference in this case). 
For each image represented by one row of data, one diffusion length 
C is calculated as an average of six diffusion lengths from each of the 
six ROIs. The diffusion coefficient is calculated from this averaged C. 
For each image, the average chi-squared of the curve fit will also be 
shown, with the data spread shown by the standard deviation over the 
six ROIs. Also included in the data (offscreen, not shown in Figure 10.7) 
are the number of successfully-detected ROIs (out of six), which gives 
an indication of the image quality at the vicinity of the ROIs zone. More 
artifacts within or in the proximity of the microchannel, especially in the 
same horizontal plane, would result in a lower number of successfully-
detected ROIs. 
Additionally, the curve fit parameters of the error function are also 
shown as A (amplitude), B (shift) and D (shift). Note that D (shift) is not 
the same as D, which refers to diffusion coefficient. The parameter A is 
half the height of the curve fit, B is the horizontal distance of the curve 
fit centre to the y-axis, and D is the vertical distance of the curve fit 
centre to the x-axis. Along with chi-squared, these parameters should 
be consistent across images acquired in the same experiment, and 
can be used as useful indicators of unexpected errors occurring 
midway during experiment. 
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Data entry for quencher concentration calibration. For the ‘Quenching’ 
analysis mode, a third prompt screen appears for input of the 
theoretical quencher diffusion coefficient (must be known or estimated 
beforehand), which side of the microchannel the quencher ions are 
introduced from with respect to the image, and the quencher 
concentration used.  
The provided theoretical quencher diffusion coefficient is used to 
construct a graph of quencher versus width position, which is used to 
plot against a graph of F0/F against width position, therefore giving the 
Stern-Volmer plot of F0/F against quencher concentration. 
For accurate determination of the quenching Stern-Volmer constant, a 
low quencher concentration is recommended to prevent quencher 
over-saturation, resulting in a significant contribution of a static-like 
quenching process due to quencher ions being present in the 
proximity of the fluorophore upon excitation of the latter. 
Otherwise, the sample images analysed for quencher diffusion and 
quencher constant are specified in the previous (second) prompt 
screen. 
 
Figure 10.8. Third screen of D_Microchannel.java, prompting for data entry pertaining 
to quenching, and for the calibration of quencher concentration to the observed 
fluorescence intensity. 
A series of calibration images may be provided optionally, to relate 
quencher concentration used, to the observed intensity. The format is 
as stated in Figure 10.8. Importantly, quencher concentrations of ‘0’ 
and ‘blank’ must be included, to represent completely unquenched 
and brightest intensities, and the dark background fluorescence 
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respectively. This allows sample image intensity to be related directly to 
quencher concentration, which may be fit to the error function to give 
the quencher diffusion coefficient. Without these calibration images, 
the programme is still able to determine the diffusion profile of 
quencher ion in the microchannel, by estimating the brightest 
(unquenched) fluorescence and background intensities, which are 
then used to convert raw intensity values into normalised values F/F0. 
This may be inverted to give F0/F, which is proportional to quencher 
concentration and may be curve-fitted to error function give 
quencher diffusion coefficient (Figure 10.9). 
 
Figure 10.9. Quenching analysis results. C (Q theoretical) represents the calculated 
diffusion length of quencher given its diffusion coefficient (user-provided). Intercept 
refers to where on the y-axis the straight-line fit of the Stern-Volmer equation cuts, the 
closer to 1.0 the better. KSV (expt) refers to the slope of such a straight-line fit, 
representing the Stern-Volmer quenching constant. C (experimental) is the diffusion 
length extracted from curve-fitting to error function, a graph of F0/F against width 





11. APPENDIX 3 – IMAGEJ PLUGIN FOR MICROCHANNEL ANALYSIS 
 
Overview. A Java (Java Development Kit, v1.7.0_05, Sun Microsystems, 
Oracle Corporation, Redwood City, CA, USA) plugin, named 
D_Microchannel.java, is written to work within the image processing 
software ImageJ (v1.48a, National Institutes of Health, Bethesda, MD, 
USA), to analyse a large batch of images per experiment (~300). (An 
outline of the code functions is given in Tables 9.5 and 9.6 (page 87), 
and a user guide from page 97 onwards.) A typical analysis run takes 
about six minutes on an Intel Core i7 processor computer. The plugin 
prompts the user for data input, with regards to the image file names in 
the form of “<integer number>.jpg”, the position down the 
microchannel x, flow rates used, microchannel width in pixels and 
physical dimensions of mm, height, analysis type (diffusion of 
fluorophore, diffusion of non-fluorescent chromophore, or fluorescence 
quenching), and the coordinates specifying the centre from which 
Regions of Interest (ROIs) should be detected and picked, on the 
microchannel. There are optional input entries for the calibration of 
intensity-concentration, of either the analyte solution itself, or for the 
quencher in quenching experiments. 
For each input image, fluorescent or transmission, of a microchannel 
with diffusing fluorophore, one diffusion length and the corresponding 
diffusion coefficient is obtained. For images consisting of a full lane of 
background fluorophore, with quencher pumped in through one of 
the two inlets to attenuate the intensity of half the microchannel width, 
the Stern-Volmer quenching constant KSV can be obtained, along with 
the diffusion coefficient of the quencher. 
The benefits of automating data analysis with an ImageJ plugin are 
multi-fold. The plugin allows rapid analysis of a large batch of images 
by expediting the steps normally taken in manual analysis. One aspect 
includes having to input initial fit parameter guesses during curve-fitting, 
for the graphing software as a starting point for value iterations. The 
guesses must be reasonably close to the actual result, lest the result 
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becomes dependent on the guesses. It is cumbersome having to input 
guesses, sometimes multiple attempts for the same intensity profile to 
check for results consistency. The plugin greatly expedites this process 
by making the parameter guesses based on the general shape and 
span of the raw data, on behalf of the user. Consequently, the results 
become independent of initial guess validity which could vary due to 
human calculation errors. 
Another advantage is that the plugin affords an unbiased, consistent 
system of ROI picking from microchannel images. For instance, the user 
could specify that ROIs are always picked from the height centre on 
the microchannel image. The plugin detects the microchannel borders, 
based on user input of the width dimensions, and intensity peaks on 
the image so allowing ROIs of fixed y-axis thicknesses to zoom in 
accurately on to the microchannel to give consistent intensity profiles. 
Previous work made use of manual inspection to draw an ROI box 
within the microchannel width, and some selection bias might result 
when the user intentionally selects microchannel regions which are 
more defect-free. 31 In the current work, picked defects would show up 
as curve fit results that have abnormally high chi-squared, allowing the 
user to zoom in on these images to check for defects, and investigate 
the source of experimental errors that have resulted in these graph 
defects (for instance, water marks, dust or stains on the microchannel 
or glass surfaces). 
Another disadvantage of manual ROI picking is the need to be able to 
see fluorescence visibly on the image. If fluorescence is not high 
enough for visibility, picking ROIs of a large batch of 300 images one-
by-one would become difficult (but not impossible) and much more 
time-consuming. Artificially brightening the image so that the 
microchannel becomes visible is not viable, as it distorts the error 
function shape of the profile in the process, resulting in larger fit errors 
and a deviated diffusion coefficient result (Figure 11.1). Previous work 
used fluorophore concentrations that were high enough to give high, 
visible intensities. However, these intensities fell outside of the detection 
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linear dynamic range of the camera, and intensity-concentration 
calibration using a series of fluorophore concentrations was required to 
relate high intensity values to actual concentration, so as to properly 
represent microchannel intensities as concentration profiles. 31 The 
ability of the plugin to ‘see’ what average human users find barely 
visible on the image to pick ROIs, permits the usage of low fluorophore 
concentrations and intensities, that fall within the linear dynamic range 
of camera sensitivity, thus removing the need for intensity-
concentration calibrations. 




Figure 11.1. Intensity profiles of the yellow regions of interest in the respective 
microchannel image (red), their error function curve fits (blue), and their resultant fit 
parameters. (Bottom image) Image brightening is performed to make the 
microchannel fluorescence visible.  
 
Outline of operations. From the user input, the image files are opened 
and accessed. To each image, the borders are detected, the image is 
rotated to straighten the microchannel vertically, and the ROIs are 
drawn. Each image would have multiple ROIs drawn (3 to 6) and 
profile analysis would occur for each ROI, with the average result 
being taken per image (Figure 11.2). 
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Figure 11.2. In the plugin, the acquired microchannel image is first rotated to straighten 
vertically, and the intensity profile (red) is captured across the microchannel width. This 
is then fitted with the error function (blue), omitting the width sides, to give the fit 
parameters A to D. The microchannel images are brightened to illustrate. 
The calibration images are analysed first, if available. For a series of 
images representing a range of fluorophore concentrations, a second-
power polynomial is fitted to a plot of concentrations against intensities. 
Four polynomial calibration equations are obtained, corresponding to 
intensities that have undergone background subtraction (with images 
of blanks), normalisation to correct for uneven illumination (against 
images of microchannels fully-filled with fluorophore), both correction 
steps, or none (raw, uncorrected intensity profile). 
For a series of images representing a range of quencher 
concentrations mixed with a constant fluorophore concentration, the 
intensity profiles are subtracted, normalised, and adjusted by applying 
the polynomial equation from the previous step, to convert subtracted, 
normalised intensities (fractions of 1.0) to an adjusted value that is 
proportional to the fluorophore concentration, also adjusted to be 
fractions of 1.0. A second-polynomial is then used, to fit a graph of 
quencher concentrations against adjusted intensities, which are 
effectively F/F0, which refers to attenuated fluorescence intensity as a 
fraction of non-attenuated fluorescence. This plot is then manipulated, 
by inverting F/F0 and exchanging the axes, to give a plot of F0/F 
against quencher concentration, which can be fitted to a straight line 
and whose gradient represents the Stern-Volmer quenching constant, 
KSV. 
The sample images are then analysed proper. Subtraction and 
normalisation are performed if the relevant reference blanks or bright 
images are available, and adjustment is done if the relevant intensity-
concentration calibration equations are available from the previous 
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calibration step. The resultant intensity profiles are cropped at both 
ends, removing 10% of the total number of pixels at each end. This 
avoids curve fitting at the walls, where the microchannel borders 
appear darker, so reducing the intensity and increasing the fitting error 
at the two plateau regions. Prior to fitting, the fit parameters are first 
guessed from the general shape and span of the data profile, and the 
data is then fitted to the error function by using a numerical 
approximation. 55 The resultant fit parameters A to D are extracted, in 
the form 
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where v is converted from volumetric to linear velocity, from units of 
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by using the cross-sectional area which each of two inlet pumps is 
responsible for pushing liquid through in the microchannel (half the 




For quenching analysis in a previous work, the concentration profile of 
the quencher was inferred from the intensity profile that has been 
attenuated by the presence of the quencher, by converting the 
intensity to quencher concentration by means of a calibration 
equation, thereby requiring a calibration series beforehand. 31 In this 
current work however, such calibration is not required, and the 
quencher concentration profile required for error function fitting to give 
diffusion coefficient can be inferred using only the raw, unprocessed 
microchannel image itself. The intensity profile undergoes background 
subtraction, using a background intensity value estimated from the 
sample image at the areas falling just outside the microchannel 
borders. Areas outside of the microchannel that contains the 
fluorophore are necessarily dark if proper experimental procedures are 
taken, since quenching is applicable only for fluorescence 
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microchannel images that feature dark backgrounds (as opposed to 
transmission images which are lit generally throughout). The subtracted 
profile subsequently undergoes normalisation, by dividing the intensity 
values against a normal value determined to be the highest possible 
fluorescence under the experimental conditions, corresponding to the 
presence of a zero concentration of quencher. This is estimated from 
the sample image by means of sampling as close to the bright end of 
the wall as possible. To minimise data bias and inaccuracy effects due 
to a jagged, noisy intensity curve, the raw intensity profile is first error 
function fitted, and the fit parameters extracted. The peak intensity of 
the profile is estimated by adding together fit parameters A and D, as 
the curve amplitude is given by 2A, and vertical displacement of the 
curve centre from the x-axis is D. The baseline intensity is therefore D – A, 
and the curve peak intensity is given by D – A + 2A = D + A (Figure 11.3). 
Figure 11.3. Using a constructed error function example to estimate the peak intensity 
of a raw profile. 
It should be noted that only fit functions of sufficiently small diffusion 
length C can be used, when the two tails form clear plateaus (as in 
Figure 11.3). The plugin also includes a feature to exclude peak 
intensity estimations from curve fits whose peak intensity at the very 
right-hand does not reach at least 99.9% of the value of A + D. 
Instead of using the sample image itself to estimate the background 
and bright values, these values are preferentially extracted from 




Figure 11.4. Intensity profile over microchannel of 760 µm width, at x = 20.267 mm, flow 
rate 6.0 ml/h, and with 0.10 M iodide introduced from the left inlet to attenuate the 
fluorescence intensity. Curve fitting is not done at this stage, but a blue fit curve is 
shown to illustrate the fit parameters. Notably, C obtained in this figure is different from 
that obtained for the corresponding F0/F against w curve. 
Whichever way the background and bright intensities are obtained, 
the raw intensity (Figure 11.4) becomes F/F0 after subtraction and 
normalisation against these reference values, which are fractions of 1.0, 
where 1.0 corresponds to the brightest, unquenched intensity, and 0.0 
corresponds to the absence of any fluorophore. F/F0 is then inverted to 
give values of 1.0 and above, which are values of quenching extent in 
the form of F0/F. The Stern-Volmer equation can be expressed as 
  
 
         , which indicates that the quantity 
  
 
   is proportional to 
quencher concentration [Q] at any w along the microchannel width. 
Hence, the quenching extent profile, F0/F against w, can be fitted to 
the error function, and represents the concentration distribution of 




   by a factor    . The error function fit therefore yields the 
fit parameter C which represents the diffusion length of the quencher 
(Figure 11.5), and the    term is accounted for by the fit parameter D, 
which would be raised by one throughout w. Conversely, since the raw 
fluorescence intensity profile does not relate directly to quencher 
concentration, it cannot be used to correctly determine C and use it 




Figure 11.5. F0/F against width position, at x = 20.267 mm, and flow rate 6.0 ml/h. The 
blue curve is the error function fit, with the fit parameters shown. The green curve 
results from centralising the blue curve. 
Regardless of the vertical or horizontal displacement of the fit curve 
along the graph axes, diffusion length C is determined by the error 
function span over a defined x-axis range of values. Comparing two 
hypothetical curves with the same error function shape, the graph with 
a larger horizontal span would result in the larger diffusion length, 
regardless of the intensity amplitude or positional displacement of the 
curve (Figure 11.6). The quencher’s diffusion profile can hence be 
represented by F0/F against w, and the fit parameter C can be used to 
calculate the quencher’s diffusion coefficient the same way as for 
diffusing fluorophores or non-fluorescent chromophores. 
The quenching constant, KSV, can also be obtained. A theoretical 
graph of quencher concentration against width position is constructed, 
by defining the parameters of an error function. Parameter A is 
calculated as half the quencher concentration (0.10 M) used. B and D 
are horizontal and vertical positional offsets of the curve centre from 
the axes, and serve to centralise the curve. C is the diffusion length, 
defined as √     where    is the diffusion coefficient of quencher, and 
t is the residence time of the diffusing quencher at that x, which is 
dependent also on the linear velocity determined by the pump flow 






Figure 11.6. A series of constructed error function curves and their parameters. Curves 
(a), (b), (d) and (e) have the same shape. (a) is the reference curve for comparisons. 
(b) uses a width that is halved, and so its diffusion length is also half that of (a). (c) 
shows the curve if the same amount of diffusion has taken place in a microchannel of 
half the width. (d) is less by one unit at all w, reflected in parameter D. (e) has a scaled 
intensity value, reflected in parameters A and D. 
 
Figure 11.7. Theoretical graph of quencher concentration against width position, for x = 
20.267 mm, at flow rate 6.0 ml/h, using D0(quencher) = 2000 µm2/s. 
With the theoretical quencher profile constructed, F0/F is then plotted 






          (Figure 11.8). The y-intercept gives an 
indication of data reliability, and should intersect 1.000 as close as 
possible. The gradient gives the Stern-Volmer, or quenching constant, 
KSV, in inverse concentration units. 
 
Figure 11.8. Stern-Volmer plot, at x = 20.267 mm, at flow rate 6.0 ml/h. 
Border detection. The major methods used in the plugin are explained 
and their main functions highlighted thus. Border detection forms the 
core which allows the programme to detect the microchannel borders, 
and hone in on the focused ROIs without needing repeated manual 
user selection. It relies on sharp changes in image intensity values 
across a plane perpendicular to the microchannel length. This is 
achieved by converting the image of intensity pixels into Variance, 
where each pixel value is recalculated as the variance of the original 
intensities of itself and its surrounding pixels. Therefore a given pixel will 
have a high variance if its vicinity consists of intensity values that are 
widely different, which occurs at microchannel borders, and would 
also unfortunately highlight the presence of image artifacts or channel 
impurities. A setting of radius 5.0 (instead of the original 2.0 in the ‘Find 
Edges’ tool) is used to convert the intensity map to variance, allowing 
for most intensity jumps to be detected easily. 
For a fluorescence image, only the microchannel is significantly bright, 
while the rest of the image around the microchannel remains much 
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darker. A variance map would therefore easily highlight the 
microchannel border, and the blank buffer-fluorescent solution 
diffusion interface would be undetected as a border due to its gentler 
intensity gradient (Figure 11.9). An exception occurs for very small 
diffusion lengths, where the buffer-fluorophore interface becomes 
nearly as sharp as the microchannel border. For such a case, the 
plugin selects the higher variance peak, which would correspond to 
the microchannel border. The programme then determines if the 
fluorescence intensity is at the left or right of the detected border, and 
proceeds to draw the focused ROI to lock in the width of the 
microchannel based on the user-provided width, or by prior detection 
of calibration images. 
 
 
Figure 11.9. Intensity profile of microchannel with fluorescent solution (top), and its 
corresponding variance map and profile (bottom). The microchannel border is easily 
detected in this case. Images were brightened to illustrate. 
For a light transmission image, the image is generally-lit with the 
halogen lamp, with the microchannel transporting a light-absorbing 
chromophore that renders it slightly darker than its surroundings (Figure 
11.10). Therefore, the correct borders cannot be chosen based on 
image intensity. Instead, all the candidate variance peaks are 
compared, and the two peaks having an inter-distance that match 
closest to the correct microchannel width would be the chosen peaks. 
This method also minimises the possibility that stray artifacts will be 





Figure 11.10. Intensity profile of microchannel imaged using transmission microscopy 
(top), and the corresponding variance profile and map (bottom). The smaller peak at 
the left hand of the profile is the left microchannel border (at about 320 pixels), and is 
detected and chosen along with the first tall peak (about 770 pixels, giving a 
microchannel width of about 450 pixels) in place of the right most tall peak (about 830 
pixels) that corresponds to the length markers. Images were brightened to illustrate. 
Image rotation method. Microchannel images are often presented as 
slanted, due to the detector alignment, placement of the 
microchannel on the microscope stage, or inexact parallel alignment 
of the PDMS gel with the glass slide during bonding. The ROIs drawn in 
ImageJ must be rectangular and flushed with the y and x-axes of the 
image dimensions in order to give a profile plot. Drawing such a 
rectangular ROI on a slanted microchannel image would make 
diffusion measurements inaccurate, as the diffusion boundary within 
the microchannel spans over a few pixels along the width of the ROI 
and increases the appearance of diffusion. A slanted microchannel 
would also result in an apparent increase in microchannel width, which 
might be problematic during border detection attempts, which make 
use of microchannel width measurements made when the channel is 
properly aligned. 
Therefore, the plugin performs image rotation by detecting the edges 
of the microchannel, then noting the distance the border travelled in 
the x-direction while parsing a known distance down the y-direction. In 
an example schematic below (Figure 11.11), the sloping line represents 
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 it follows that        
 
        
 (27) 
and the angle the image would rotate would be –   to right the slope 
into a vertical line. 
 
Figure 11.11. Trigonometric diagram, showing a slope of gradient 3. The angle can 
therefore be described as        
 
        
. 
Different ways of picking ROIs. There are two main ways in which ROIs 
are selected on the image, after detecting the borders and focusing 
them to the microchannel width. 
In the first way, a calibration series is required, so that intensity-
concentration relation may be done. Using fully-bright microchannels, 
the brightest region of the image is selected, and from this zone, three 
ROIs are selected that has the flattest microchannel intensity profile, 
based on three characteristics of average intensity, differences in 
intensity between the left and right halves of the microchannel profile, 
and the number of points that exceed a certain intensity level. When 
analysing the sample images, three ROIs are selected per image, using 
the reference bright images used to normalise these sample images, 
by matching with the characteristics determined during the calibration 
step. This ensures that the ROIs give diffusion profiles that are not 
affected by uneven illumination, or other factors that alter the shape 
of the error function which would compromise fitting and the resultant 
fit parameters. 
In the second way, calibration series are not required and the 
programme works only with the raw sample images. A horizontal plane 
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is defined on the image, from where six ROIs originate, each of 15 pixel 
height and are mutually 15 pixels apart (Figure 11.12). This plane is 
either the image height centre, or is user-defined. The user ensures that 
the zone that the ROIs are in is free of artifacts. Otherwise, intensity 
profiles that are distorted from the error function shape would reflect as 
a larger chi-squared fitting value compared to other images in the 
batch, and the ROI selection zone can be refined. 
 
Figure 11.12. A centre line (blue), from which 6 ROIs originate. The ROI above the blue 
line is 8 pixels away, while that below the blue line is 7 pixels away. 
Parameter guessing. When fitting a custom function such as the error 
function to a set of data points, the software requires a set of starting fit 
parameters from which to iterate from. Convergence is reached only if 
the starting parameters are reasonably close by the actual results. 9 
Requiring the user to input guess parameters for every curve fit (up to 
1800 fits per batch of analysis, with 300 images and six ROIs each) is not 
only impractical, it thoroughly defeats the purpose of analysis 
automation brought about by authoring the ImageJ plugin. An 
alternative is to fix the guess parameters for every curve fit regardless 
of its slope, span, or amplitude, but this would invalidate diffusion 
lengths that are too distant from the initial guess values. Therefore, the 
programme is written to interpret the raw data profile and make the 
parameter guesses on behalf of the user, depending on the profile 
shape. 
The error function and its fit parameters are given as        
   
 
  . 
Parameters A, B and D represent parts of the curve. A is half the curve 
amplitude from the top to bottom tail, while B and D are the horizontal 
and vertical displacements of the curve centre from the y and x-axes 
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respectively. To estimate A, the average of the points near the edges 
of the profile are taken, and their difference taken to give 2A. D is 
estimated as the average of the two extreme tail averages from 
before, while B is given as half the profile width on the x-axis.  
C is dependent on the curve slope at the centre, and the steeper the 
slope, the smaller C is. An equation was used to relate the gradient 
slope of a series of theoretically-generated error functions, to their 
curve-fitted C values. The calculated parameters A to D are then used 
as initial guesses to fit the raw profile to the error function. 
 
