Random independent sets in graphs arise, for example, in statistical physics, in the hard-core model of a gas. A new rapidly mixing Markov chain for independent sets is de ned in this paper. We show that it is rapidly mixing for a wider range of values of the parameter than the Luby-Vigoda chain, the best previously known. Moreover the new chain is apparently more rapidly mixing than the Luby-Vigoda chain for larger values of (unless the maximum degree of the graph is 4). An extension of the chain to independent sets in hypergraphs is described. This chain gives an e cient method for approximately counting the number of independent sets of hypergraphs with maximum degree two, or with maximum degree three and maximum edge size three. Finally, we describe a method which allows one, under certain circumstances, to deduce the rapid mixing of one Markov chain from the rapid mixing of another, with the same state space and stationary distribution. This method is applied to two Markov chains for independent sets, a simple insert/delete chain and the new chain, to show that the insert/delete chain is rapidly mixing for a much wider range of values of than was previously known.
Introduction
An independent set in a graph G is a subset of vertices, no two of which are adjacent. In statistical physics, independent sets arise in the hard-core model of a gas, where a vertex is a possible site for a particle and adjacent sites cannot be simultaneously occupied.
The probability (X) that a particular con guration X is observed is proportional to jXj for some positive parameter . The normalising factor, Z( ), is called the partition function of the system. The two main tasks are evaluating the partition function and sampling according to the probability distribution . Both of these problems can be solved using the Markov Chain Monte Carlo method wherever a rapidly mixing Markov chain for independent sets is available (see, for example 13]). The simplest Markov chain for independent sets is the so called insert/delete chain. This chain was only known to be rapidly mixing for small values of . A slightly more complicated chain was proposed by Luby and Vigoda 15] . A rapidly mixing Markov chain for independent sets of xed size was introduced by Bubley and Dyer 3] . In this Supported by ESPRIT Working Group RAND2.
paper we concentrate on results relating to the set I(G) of all independent sets in the given graph.
Luby and Vigoda used the coupling method to establish the rapid mixing of their chain. Here we state tighter bounds on the mixing time of the Luby-Vigoda chain which can be established using the path coupling method 3] . Then a new Markov chain for independent sets is de ned which is an improvement on the Luby-Vigoda chain in two areas. The new chain is rapidly mixing for a wider range of values of than the LubyVigoda chain. Moreover, we show that the new chain has better time bounds than the Luby-Vigoda chain for \large" values of (unless the maximum degree of the graph is 4). This result is obtained by calculating the ratio of the known upper bounds of the respective mixing times. In fact we show that this ratio tends to in nity as increases. However, the Luby-Vigoda chain has better time bounds on -regular graphs for small values of , but never by more than a factor of two. Like the Luby-Vigoda chain, the new chain can be used to approximately count independent sets in graphs of degree at most four, and we give better time bounds for this than those given in 15]. Speci cally, the time bound given in 15] for this task is O(n 3 log(n)), while our chain has time bound O(n log(n)) if the graph has maximum degree three, and O(n 2 log(n)) if the graph has maximum degree four, where n is the number of vertices of the graph.
The new chain is easily extended to act on independent sets of hypergraphs. The mixing time apparently increases with the size of the largest edge in the hypergraph. We show that the new chain can be used to approximately count (in polynomial time) independent sets in hypergraphs where either each vertex is contained in at most two edges, or each vertex is contained in at most three edges and each edge contains at most three vertices. The former problem is related to the problem of approximately counting edge covers of a graph. The bound on the mixing time of the new chain is (n 2 ) smaller than the bound on the mixing time of the only previously available Markov chain for edge covers in graphs (where the ( ) notation hides factors of log(n)). As far as we are aware, the Markov chain presented here is the rst which can be used to approximately count the number of independent sets in hypergraphs of maximum degree three, maximum edge size three. We show that the problem of counting independent sets in graphs with maximum degree 3 is #P-complete, and that it is #P-complete to count independent sets in hypergraphs where every edge has at most three vertices and each vertex is contained in at most three edges.
To conclude, we show how the rapid mixing of one Markov chain can, under certain conditions, be used to deduce the rapid mixing of another Markov chain with the same state space and stationary distribution. This method, which involves relating the spectral gap of the two chains using a linear relationship between the entries of the transition matrices of the chains, provides a simple alternative to the approaches described in 5, 6, 7, 18] . We illustrate our method using the insert/delete chain and the new chain. This allows us to demonstrate that the simple insert/delete chain is rapidly mixing for a much wider range of values of than was previously known.
The plan of the paper is as follows. In the remainder of the introduction we review the path coupling method. In Section 2 we introduce some notation and describe the insert/delete chain and the Luby-Vigoda chain. The new chain is described in Section 3 and a proof by path coupling is given to show that it is rapidly mixing, and that the new chain is rapidly mixing for a wider range of values of than the Luby-Vigoda chain. An extension of the new chain to independent sets of hypergraphs is described in Section 4. Classes of hypergraphs for which this chain mixes rapidly when = 1 are discussed. In Section 5 we develop and apply the new method referred to above which allows us, under certain conditions, to deduce the rapid mixing of one Markov chain from the rapid mixing of another with the same state space and stationary distribution.
While completing this paper, we became aware of recent results obtained independently by Vigoda and Mitzenmacher 23] . They have also examined the new chain considered here for independent sets in graphs, and have improved some of the results in 15].
A review of path coupling
Let be a nite set and let M be a Markov chain with state space , transition matrix P and unique stationary distribution . In order for a Markov chain to be useful for of almost uniform sampling or approximate counting, it must converge quickly towards its stationary distribution . We make this notion more precise below. If the initial state of the Markov chain is x then the distribution of the chain at time t is given by P t x (y) = P t (x; y). A Markov chain will be said to be rapidly mixing if the mixing time is bounded above by some polynomial in n and log(" ?1 ), where n is a measure of the size of the elements of . (Throughout this paper all logarithms are to base e.) Sometimes it is convenient to specify an initial distribution for the Markov chain, rather than an initial state. Here one need only de ne and analyse a coupling on pairs at distance 1 apart.
2 Known Markov chains for independent sets in graphs Let G = (V; E) be a graph. A subset X of V is an independent set if fv; wg 6 2 E for all v; w 2 X. Let I(G) be the set of all independent sets in a given graph G and let be a positive number. The partition function Z = Z( ) is de ned by
The map de ned by (X) = jXj Z is a probability measure on I(G). The two main tasks are to approximately evaluate the partition function Z( ) and to approximately sample from I(G) according to the distribution . When = 1 the task of approximately evaluating Z( ) is equivalent to approximately counting I(G). Note that it is NP-hard to compute Z( ) to within any polynomial factor whenever > c= for some constant c > 0 (unless NP = RP). For a proof of this result see 15, Theorem 4] .
For the remainder of the paper we will assume that the maximum degree of the graph G is at least 3. This assumption is justi ed by the following theorem, the proof of which is easy, and omitted. Remark 2.1 Given the above bound on the mixing time of the insert/delete chain, we can only guarantee rapid mixing at = 1 when the input graph has maximum degree 2. Since jI(G)j can be calculated exactly for these graphs (see Theorem 2.1), this would suggest that the insert/delete chain is not useful in terms of approximate counting. However, the results of Section 5 below show that the insert/delete chain is rapidly mixing for a wider range of values of than stated above. In particular, we show that the insert/delete chain can be used to approximately count independent sets in graphs with maximum degree at most four.
In 15], Luby and Vigoda proposed the following Markov chain on state space I(G), which we shall denote by LV(I(G)). If the Markov chain is at state X t at time t, the state at time t + 1 is determined by the following procedure:
(i) choose an edge e = fv; wg from E uniformly at random, (ii) with probability =(1 + 2 ) let X 0 = (X t fvg) n fwg, with probability =(1 + 2 ) let X 0 = (X t fwg) n fvg, with probability 1=(1 + 2 ) let X 0 = X t n fv; wg, (iii) if X 0 2 I(G) then let X t+1 = X 0 else let X t+1 = X t .
The Luby-Vigoda chain is ergodic with stationary distribution . In 15], the chain is shown to be rapidly mixing for 4, 1=( ? 3), using the coupling method.
A bound for the mixing time of the Luby-Vigoda chain is given below which is an improvement on that stated in 15]. The Luby-Vigoda chain is also rapidly mixing when = 3, 1, as stated in 15]. A bound for the mixing time of the chain in this case is stated below. Both bounds were obtained using path coupling on pairs at distance 1 apart. The details are omitted, but note that the bounds improve those given in 15] by a factor of (n). above which approximate counting is impossible unless RP=NP. Moreover, they show that, for 6, no random walk can converge in polynomial time if it adds to, or deletes from the independent set only a \small" number of vertices. Thus, for random walks of the type described here, the issue of rapid mixing is only open for = 5.
A new Markov chain for independent sets in graphs
In this section we de ne a new chain M(I(G)) with state space I(G), the set of all independent sets in the graph G. If X t is the state at time t then the state at time t + 1 is determined by the following procedure:
(i) choose a vertex v uniformly at random from V , (ii) if v 2 X t then let X t+1 = X t n fvg with probability 1=(1 + ), if v 6 2 X t and v has no neighbours in X t then let X t+1 = X t fvg with probability =(1 + ), if v 6 2 X t and v has a unique neighbour u in X t then let X t+1 = (X t fvg)nfug with probability =(4(1 + )), otherwise let X t+1 = X t .
This chain is easily shown to be ergodic with stationary distribution . We prove below that M(I(G)) is rapidly mixing for 2=( ?2) using the path coupling method on pairs at Hamming distance 1 apart. This result improves that of Luby-Vigoda when = 3 or 5. A comparison of the mixing times of the two chains is given at the end of this section. When = 2=( ? 2) the mixing time satis es (") d2n 2 e (1 + )(log(n) + 1)edlog(" ?1 )e:
Proof. Let (X t ; Y t ) 2 I(G) I(G) be given. We can certainly construct a path X t = Z 0 ; : : : ; Z r = Y t between X t and Y t such that H(Z i ; Z i+1 ) = 1 for 0 i < r and Z i 2 I(G) for 0 i r, where r = H(X t ; Y t ). The path may be de ned by removing each element of X t n Y t one by one until the independent set X t \ Y t is obtained, then by adding each element of Y t n X t in turn. Therefore it su ces to de ne a coupling on elements (X; Y ) such that H(X; Y ) = 1. Let X and Y be independent sets which di er just at a vertex v with degree d. Without loss of generality, assume that v 2 X n Y . We now de ne the coupling on (X; Y ). Choose a vertex w 2 V uniformly at random. Suppose rst that w does not satisfy any of the following conditions:
(ii) fw; vg 2 E and w has no neighbour in Y , (iii) fw; vg 2 E and w has a unique neighbour in Y .
Then perform the following procedure:
if w 2 X then let (X 0 ; Y 0 ) = (X n fwg; Y n fwg) with probability 1=( + 1), if w 6 2 X and w has no neighbour in X then let (X 0 ; Y 0 ) = (X fwg; Y fwg) with probability =(1 + ), if w 6 2 X and w has a unique neighbour u in X then let (X 0 ; Y 0 ) = ((X fwg) n fug ; (Y fwg) n fug) with probability =(4(1 + )), otherwise let (X 0 ; Y 0 ) = (X; Y ).
It follows from the fact that w does not sa sfy Conditions (i){(iii) that procedure de nes a coupling of M(I(G)) and that H(X 0 ; Y 0 ) = 1 with probability 1. The coupling in the special cases will now be described and the contribution made to E H(X 0 ; Y 0 ) ? 1] will be calculated. 2 ? ( ? 2) n log(n" ?1 ); by Theorem 1.1. When = 2=( ? 2) we must estimate the probability that the Hamming distance changes in any given step. Rather than apply the second part of Theorem 1.1 directly, we will derive an improved bound. Suppose that H(X; Y ) = i. Then there exist i vertices v such that v 2 X n Y or v 2 Y n X. With probability 1=(1 + ) we will delete v from one independent set, decreasing the Hamming distance between X and Y . Therefore the probability that the Hamming distance changes is at least i=(n(1 + )). We estimate the expected time that a coupling starting at (X; Y ) decreases the Hamming distance to i ?1. By 14, Lemma 4], the expected time to reach Hamming distance i ? 1 is at most n(1 + ) i (2(n ? i + 1) ? 1) < 2n 2 (1 + )=i:
Therefore the expected time to couple is bounded above by
which is less than 2n 2 (1 + )(log(n) + 1). It follows using Markov's inequality that the probability that we have not coupled after T = d2n 2 e (1 + )(log(n) + 1)e steps is at most e ?1 . If we perform s independent coupling trials of T steps then the probability that we have not coupled at the end of these sT steps is at most e ?s . 1. Let r be the ratio of the upper bounds, with the bound for LV (") as the numerator and the bound for (") as the denominator. If r > 1 then we shall say that the new chain is apparently faster, while if r < 1 then we shall say that the Luby-Vigoda chain is apparently faster. A summary of the results for < 1, = 3, 1, = 4 and < 1=( ? 3), 5 is given in Figure 3 .
First suppose that = 3 and < 1. Then the ratio r is given by r = (1 + 2 )(2 ? ) 4(1 ? )(1 + ) = 2 + 3 ? 2 2 4 ? 4 2 : Now r < 1 if and only if < 1=2. As tends to zero the ratio r tends to 1=2. This means that while the Luby-Vigoda is apparently faster as tends to zero, the given bounds on the mixing times imply that it will be at most twice as fast. As tends to 1 the ratio tends to in nity and the new chain is apparently faster. For example, when = 1=4 the ratio r is 7=10, when = 3=4 the ratio r is 25=14 and when = 99=100 the ratio is 15049=398. When = 1 the new chain is apparently (n) times faster than the Luby-Vigoda chain. When 1 < 2 the new chain is rapidly mixing but it is not known whether the Luby-Vigoda chain is rapidly mixing. which is less than 1 for all values of < 1. Therefore the Luby-Vigoda chain is apparently faster when = 4, < 1. As tends to zero the ratio tends to 1=2. Therefore the given bounds on the mixing times imply that the Luby-Vigoda chain will be at most twice as fast as the new chain here. The ratio tends to 3=4 as tends to 1. When = 1 the ratio r is given by r = d12n 2 e (log(n) + 1)e d4n 2 e(log(n) + 1)e ; which is approximately equal to three for large values of n. This suggests that the LubyVigoda chain might be roughly three times slower than the new chain in the boundary case = 1.
Finally suppose that are of more interest. The ratio r tends to 1=2 as tends to zero. Therefore the given bounds on the mixing times imply that the Luby-Vigoda chain will be at most twice as fast as the new chain here. As tends to 1=( ? 3) the ratio tends to in nity. For example, suppose that = 8. When = 1=9 the ratio r equals 33=40, when = 1=7 the ratio is 9=8 and when = 24=125 the ratio is 9169=1490. If = 1=( ? 3) then the new chain is apparently (n) times faster than the Luby-Vigoda chain. When 1=( ? 3) < 2=( ? 2) the chain M(I(G)) is known to be rapidly mixing but the Luby-Vigoda chain has no proof of rapid mixing.
A Markov chain for independent sets in hypergraphs
In this section it is shown that the Markov chain M(I(G)) can be easily extended to operate on the set of all independent sets of a hypergraph. As we shall see, this gives an e cient method for approximately counting the number of independent sets of two classes of hypergraphs: those with maximum degree two and those with maximum degree three, maximum edge size three.
A hypergraph G = (V; E) consists of a vertex set V and a set E of edges, where each edge is a subset of V . We will insist that every edge contains at least 2 elements. Let m = max fjej : e 2 Eg; the size of the largest edge. Then the hypergraph G is a graph if and only if m = 2. Say that w is a neighbour of v if there exists an edge which contains both v and w. We use the degree function d de ned by d(v) = j fe 2 E : v 2 eg j for all v 2 V . Let the maximum degree of G be de ned by = max fd(v) : v 2 V g: An independent set in the hypergraph G is a subset of the vertex set, no subset of which is an edge in E. Consider a map X : V ! f0; 1g. An edge e is said to be a aw in X if and only if X(v) = 1 for all v 2 e. Let f(X) be the number of aws in the map X. An independent set corresponds to a map X : V ! f0; 1g with no aws, where the vertex v belongs to the independent set if and only if X(v) = 1. Let I(G) be the set of all independent sets in G, de ned by I(G) = fX : V ! f0; 1g : f(X) = 0g :
If v 2 e and X(v) = 0 but X(u) = 1 for all u 2 e n fvg, then v is said to be critical for the edge e in X. In this situation e is said to be a critical edge.
Let be a positive parameter. Just as in the graph case, we use the distribution on I(G) where (X) is proportional to jXj . We now give a de nition of the Markov chain M(I(G)) which agrees with the chain described in Section 3 whenever G is a graph. For ease of notation, let p = (m ? 1) = (2m( + 1)). If the chain is in state X t at time t, the next state X t+1 is determined according to the following procedure: (i) choose a vertex v 2 V uniformly at random,
(ii) if v 2 X t then let X t+1 = X t n fvg with probability 1=( + 1), if v 6 2 X t and v is not critical in X t for any edge then let X t+1 = X t fvg with probability =(1 + ), if v 6 2 X t and v is critical in X t for a unique edge e then with probability p choose w 2 e n fvg uniformly at random and let X t+1 = (X t fvg) n fwg, otherwise let X t+1 = X t . This chain is easily shown to be ergodic. Let P be the transition matrix of M(I(G)). If Y = X fvg then P(X; Y ) = P(Y; X) and hence (X)P(X; Y ) = (Y )P(Y; X). Suppose that v 6 2 X and v is critical in X for a unique edge e. Let w 2 e n fvg and let Y = (X fvg) n fwg. Then P(X; Y ) = p=(jej ? 1). Now w is critical for e in Y . The fact that X has no aws implies that w is not critical for any other edge in Y . Therefore P(Y; X) = P(X; Y ) and so (X)P(X; Y ) = (Y )P(Y; X). These observations show that M(I(G)) is reversible with respect to , so is the stationary distribution of M(I(G)).
The following theorem proves that the Markov chain M(I(G)) is rapidly mixing for m= ((m ? 1) ? m) ; using the path coupling method. When m = 2 both the chain, and the result, are identical to those of Theorem 3.1. Proof. As in Theorem 3.1, we can couple the pair (X t ; Y t ) of independent sets along a path of length H(X t ; Y t ), where consecutive elements of the path are at Hamming distance 1 apart. Let X and Y be independent sets which di er just at a vertex v with degree d. Without loss of generality, assume that v 2 X nY . We now de ne the coupling on (X; Y ). Choose a vertex w 2 V uniformly at random. Suppose rst that w does not satisfy any of the following conditions:
w is a neighbour of v and there exists an edge e such that fv; wg e and e is the only edge for which w is critical in X, (iii) w is a neighbour of v which is critical in X for more than one edge but is critical in Y for a unique edge e.
if w 2 X then let (X 0 ; Y 0 ) = (X n fwg; Y n fwg) with probability 1=( + 1), if w 6 2 X and w is not critical in X for any edge then let (X 0 ; Y 0 ) = (X fwg; Y fwg) with probability =(1 + ), if w 6 2 X and w is critical in X for a unique edge e then with probability p choose u 2 e n fwg uniformly at random and let (X 0 ; Y 0 ) = ((X fwg) n fug ; (Y fwg) n fug) ; otherwise let (X 0 ; Y 0 ) = (X; Y ). It follows from the fact that w does not satisfy any of Conditions (i){(iii) that this procedure is indeed a coupling for M(I(G)) and that H(X 0 ; Y 0 ) = 1 with probability 1. The coupling in the special cases will now be described and the contribution made In (i) we nd graphs with maximum degree 4, as mentioned in Remark 3.1. We discuss the remaining cases below.
First consider a hypergraph H = (V; E) with maximum degree two and maximum edge size m. Let n = jV j and q = jEj. Then q n. Now H is the dual hypergraph of a graph G = (V G ; E G ) with maximum degree m, where jV G j = q and jE G j = n. (The dual hypergraph of a hypergraph is obtained by transposing the incidence matrix, i.e., the (0,1)-matrix with rows corresponding to vertices, columns corresponding to edges and a 1 entry in the (v; e) position if and only if v 2 e). An independent set in H corresponds to a subset X E G which satis es the following condition: for every vertex v 2 V G there exists an edge e 2 E G such that v 2 e and e 6 2 X. The complement E G n X of X is an edge cover of the graph G. Counting edge coverings in graphs is a #P-complete problem (for a description of the decision version of the problem see 12] and for a sketch of the proof of #P-completeness see 2]). In 2] a rapidly mixing Markov chain for a generalisation of this problem is described. The mixing time of this chain is O ? n(n 2 + q 3 ) log(" ?1 ) , while the mixing time of M(I(G)) is mn log(n" ?1 ) . Therefore approximately counting edge coverings in a graph can be done (n 2 ) times faster, using the Markov chain M(I(G)).
Now consider the problem of counting independent sets in hypergraphs with maximum degree 3 and maximum edge size 3. We now sketch a proof that counting independent sets in graphs of maximum degree 3 is #P-complete (for full details see 10]).
Theorem 4.2 Let #INDEPENDENT-SETS(3) denote the following counting problem.
An instance is a graph with maximum degree three and the problem is to calculate the number of independent sets in that graph. Then #INDEPENDENT-SETS(3) is #P-complete.
Sketch of proof. The problem of counting the number of independent sets in graphs with maximum degree is #P-complete for 4, as follows from 21] or 19, Theorem 3.1]. We give a polynomial-time reduction from this problem to #INDEPENDENT-SETS(3). Let G = (V G ; E G ) be a graph with maximum degree where 3. We construct a graph H = (V; E) with maximum degree three and edge bipartion E = E 0 E 00 by replacing every vertex v 2 V G of degree greater than three by a chain of new vertices v 1 ; : : : ; v d?2 , each of degree three. Each neighbour of v in G is joined to exactly one v j by an edge in E 0 , while the edge fv j ; v j+1 g belongs to E 00 for 1 j < d ? 2. All other edges in G are placed in E 0 . Clearly H can be formed from G in polynomial time.
Next consider the following counting problem . An instance of is a graph L with maximum degree three and edge bipartion E = E 0 E 00 . The problem is to determine jJ(L)j, where J(L) is the set of subsets X of vertices of L which satisfy the following properties:
(i) if e 2 E 0 then e 6 X, (ii) if e 2 E 00 then e X or e \ X = ;.
The graph H with edge bipartition E = E 0 E 00 obtained from G is an instance of , and it is not di cult to see that jJ(H)j = jI(G)j. Therefore it su ces to describe a polynomial-time reduction from the problem to #INDEPENDENT-SETS(3). For the next step, let C r denote the chain graph with r edges and let H r denote the r-stretch of H with respect to E 00 . That is, H r is the graph obtained from H by replacing every edge in E 00 by a copy of C r . Let f r denote the rth Fibonnaci number, de ned inductively by f 1 = 1, f 2 = 1 and f r+2 = f r + f r+1 for r 1. Then jI(C r )j = f r+3 . Finally let m = jE 00 j and for 0 t m, 0 i t let n t;i denote the number of subsets X of V such that (i) if e 2 E 0 then e 6 X, (ii) j fe 2 E 00 : e \ X = ;gj = i, (iii) j fe 2 E 00 : e Xg j = t ? i. This completes the polynomial-time reduction from to #INDEPENDENT-SETS(3), proving that the latter problem is #P-complete.
The set of independent sets in a given hypergraph corresponds in a natural way to the set of satisfying assignments of a certain SAT instance (for background on SAT see, for example, 17, Section 4.2]). A SAT instance is said to be monotone if no variable appears negated. Using notation borrowed from Roth 19] , denote by l -kMON the class of all monotone SAT instances where each variable appears in at most l clauses and each clause contains at most k literals. Let G be a hypergraph where all edges have at most m vertices and all vertices appear in at most edges. Let each vertex correspond to a variable (denoted by the same symbol) and for each e 2 E form a clause C e as follows. is also #P-complete. As far as we are aware, the Markov chain M(I(G)) is the rst which can be used to approximately count the number of satisfying assignments of a #3 -3MON instance.
Remark 4.1 It is not di cult to further show that the problem of counting independent sets in 3-regular graphs is #P-complete. Moreover, it is possible to show that the problem of counting independent sets in hypergraphs with maximum degree three is #P-complete, even when every edge has size three. This disproves the (admittedly rather unlikely) conjecture that the counting problem #3 -3MON is #P-complete because of the possible presence of edges of size two. For full details of these proofs see 10]. This often results in a lack of tightness in the bound on the mixing time.
In this section we consider two Markov chains with the same state space and stationary distribution, one of which is known to be rapidly mixing. For the rst result we assume that a certain linear relationship exists between the entries of the transition matrices of these chains. We prove that this implies a linear relationship between the spectral gaps of the chains. In the second result the mixing rate of a Markov chain is used to provide an upper bound for the second eigenvalue of the chain. Combining these results, we show that the mixing time of one of the chains can be bounded in terms of the mixing time of the other using the relationship between the spectral gaps. In certain circumstances this allows us to deduce that the other chain is also rapidly mixing. The bound obtained on the mixing time of the other chain will be larger than the bound for the mixing time of the rst chain. This is partly due to the factor related to incurred through the use of the spectral gap bound, as mentioned above. At the end of the section we apply our method to two Markov chains of independent sets: the simple insert/delete chain described in Section 2 and the new chain M(I(G)) de ned in Section 3.
Our approach is quite simple, but gives similar results to those in 5, 6, 7, 18] , which provide alternative methods for relating the spectral gaps of two Markov chains. We consider only Markov chains with the same stationary distribution, but in this case, the conditions of 6, Theorem 2.1] and 7, Lemma 3.3] are met whenever our requirement holds; that is, when the transition matrices of the two chains are linearly related. While our approach may yield worse constants than those produced by 6, Theorem 2.1] or 7, Lemma 3.3], it has the advantage of being extremely simple to apply. In 18] an alternative method of bounding the mixing time of one chain, using the relationship between the spectral gaps of two chains, is given. The method we present here yields tighter bounds on the mixing time, assuming the same value of a certain parameter and an exponential number of states. Theorem 5.1 Let M 1 and M 2 be Markov chains with state space and stationary distribution . Let P i denote the transition matrix of M i and let 1 (P i ) be the second eigenvalue of P i , for i = 1; 2. Suppose that there exists 0 such that P 1 P 2 . Then
(1 ? 1 (P 1 )) (1 ? 1 (P 2 )):
Proof. De ne the matrix P 3 by P 3 = P 1 ? P 2 1 ? : Then every entry in P 3 is nonnegative and P 3 e = e, where e is the column vector with every entry equal to 1. Therefore P 3 is the transition matrix of a Markov chain on . Moreover P 3 is reversible with respect to . Let D be the diagonal matrix with (j; j)th entry equal to p j for 1 j j j. Let Proof. Consider a maximal coupling of M with an arbitrary pair of initial states. After performing T steps of the coupling the probability that the process has not coupled is at most e ?1 . If we run s independent coupling trials of length T then the probability that we have not coupled after these sT steps is at most e ?s . By the Coupling Lemma it follows that d TV (P t x ; ) (e ?1=T ) t (8) for t 2 fT; 2T; 3T; : : :g and for all initial states x. We now construct a particular initial distribution . Let v be a left eigenvector of 1 such that kvk 2 = 1, and let e be the column vector with each entry equal to 1. Now e is a right eigenvector corresponding to eigenvalue 0 . It follows that v:e = 0. Let = min f (x) : x 2 g. Then > 0 as M is irreducible. Finally let be the vector de ned by = ? v. Then 
Proof. Let 1 (P i ) denote the second eigenvalue of P i for i = 1; 2 and let T = 2 (e ?1 ). Substituting this into (10) we obtain
We now illustrate this method with reference to the insert/delete chain described in Section 2 and the chain M(I(G)) introduced in Section 3. Both chains have state space I(G), the set of independent sets of a graph G. The stationary distribution of both chains is given by (X) = jXj =Z for some positive parameter . We shall not compare the chain M(I(G)) directly with the insert/delete chain. One reason for this is the fact that a transition of M(I(G)) may involve two vertices of G while each transition of the insert/delete chain involves only one vertex. Another reason is that we must ensure that all the eigenvalues of the chains are positive. Therefore we consider the two-step insert/delete chain M 1 (I(G)) with a holding probability of 1=2 at each step. A transition of M 1 (I(G)) from current state X consists of performing the following procedure twice: with probability 1/2 do nothing, otherwise (i) choose v 2 V uniformly at random, (ii) let X 0 = X fvg with probability =(1 + ) otherwise let X 0 = X n fvg, (iii) if X 0 2 I(G) then move to X 0 , else stay at X. Similarly, let M 2 (I(G)) be the Markov chain obtained from M(I(G)) by adding a holding probability of 1=2 to every state. We prove below that the entries of the transition matrices of these chains satisfy a linear relationship. Proof. We need only verify the inequality P 1 P 2 for nonzero entries of P 2 . Now M 1 (I(G)) has a holding probability of 1=2 at every state. Therefore P 1 (X; X) 1 2 P 2 (X; X) for all X 2 I(G). Suppose next that H(X; Y ) = 1. We can assume without loss of generality that jY j = jXj + 1, so P 2 (X; Y ) = =(2n(1 + )). The probability that M 1 (I(G)) makes the same transition is given by the probability that the chain performs the correct insertion in one step and does nothing in the other step. Since the order that the steps are performed is immaterial it follows that P 1 (X; Y ) 2n(1 + ) = P 2 (X; Y ) P 2 (X; Y ) for these pairs (X; Y ). Finally suppose that Y = (X fvg) nfwg for some edge fv; wg. Then P 2 (X; Y ) = =(8n(1 + )) and 
which is either constant or linear in n. Thus, by Corollary 5.1, the Markov chain M 1 is rapidly mixing for 2=( ? 2). By de nition, the transitions of M 1 (I(G)) consist of two steps of the simple insert/delete chain, with a holding probability of 1/2 added at each step. The simple insert/delete chain (without the holding probabilities) has the same mixing time as M 1 (I(G)), since the factor 2 increase incurred by adding a holding probability of 1/2 is cancelled by taking two steps per transition. Thus the insert/delete chain is rapidly mixing for 2=( ? 2) with mixing time 1 (").
Let us compare this result with Theorem 2.2. We may conclude that the insert/delete chain is rapidly mixing for a wider range of than was previously known. In particular the insert/delete chain can be used to approximately count independent sets of graphs with maximum degree at most four. However, extending the range of for which rapid mixing of the insert/delete chain is known using this method comes at a cost. Ignoring constant factors, the upper bound for the mixing time of the insert/delete chain provided by Theorem 2.2 is O(n log(n)) for < 1=( ?1) and O(n 2 ) for = 1=( ?1). Using Theorem 3.1, it follows that the upper bound given by (11) is O(n 3 log(n)) when < 2=( ? 2), and O(n 4 ) when = 2=( ? 2). A factor of n is introduced by each of log( ) and ?1 , as can be seen from (12) and (13) respectively. This illustrates the warning given in Remark 5.2.
