Transmission links often have different maximum packet sizes. Thus most network protocols allow large packets to be fragmented in order to be carried over a link with a small maximum packet size. The fragments are then reassembled either at the next hop or at the destination to recreate the original packet.
issues that influence the choice of maximum packet size include the desire to limit the time occupied by one packet on a link, reducing header overhead, clock recovery and CRC coverage ISSWS.
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Fragments can be further fragmented, and fragments can take different routes to the destination. One implementation (used by the Internet Protocol [Po&l] and OSI [OSI] ) of this scheme is the following [Cla82]: each packet is given an identifier, which is copied to each of its fragments; each fragment also carries an offset field (indicating where the fragment starts in the original packet) and a fragment length. If all fragments arrive at the receiver, the common identifier allows the receiver to associate the fragments with a single packet, and the length and offset fields are used to paste the fragments together in the correct order.
Motivation: Although fragmentation and reassembly is a key tool in dealing with diversity, there has been a perception that fragmentation is harmful for performance. Kent and Mogul, in an influential paper[KM87], advocate avoiding fragmentation and reassembly altogether. They cite three reasons: fragmentation causes inefficient resource usage; fragmentation causes unstable performance when fragments are lost; and efficient implementation of reassembly is difficult. They suggest using a discovery protocol to find the smallest packet size along the path to destination.
By using a dis-covered minimum packet size or a default packet size small enough for all links, routers can avoid fragmentation.
Using the smallest packet size along the path does avoid fragmentation but has two disadvantages. First, if there is a single link with an MTU of 100 bytes in a path where all other links have an MTU of say 4096 bytes, this will cause 100 byte packets to be sent on all links. This will increase the number of packets sent (for a given amount of data) and the number of packet headers.
Since packet processing in routers and endnodes is dominated by header processing, this can result in lower data transfer throughput and smaller link utilization. Figure 1 illustrates this point. Using TCP3 packets of length 576 bytes over an ATM link of bandwidth4 139.5Mb/s and MTU 9180 bytes delivers only a throughput of 48Mb/s across two Pentium Pros, whereas using TCP packets of length 8192 bytes delivers a throughput of 118Mb/s.
Avoiding fragmentation costs even more for a multicast session.
If any of the links of a multicast tree has a small packet size, all senders to the group will have to use the smallest size packets in order to avoid fragmentation.
Since links with small packet sizes tend to be in the fringes of the network, the backbone routers, or the rest of the recipients in the case of a multicast session, should not have to process large number of packets.
Second, discovering the smallest packet size will cost at least one round trip time for both multicast and unicast sessions to collect the minimum packet size in the path. Since routers do not support such a service, a cruder approach is suggested in [KM871 and elaborated in RFC 1191 [MD81] . This approach sets the "don't fragment" flag in the packet and uses the MTU of the first hop as the initial packet size. Whenever a router cannot forward this packet because of a smaller MTU on the outgoing link, it discards the packet and sends a control message back to the sender. The sender can then retry with a smaller sized packet.
RFC 1191 suggests using a table of common MTU sizes so that the sender can converge quickly on a likely minimum MTU size.5 It is easy to see that this approach can cost roughly n/2 round trip delays if the packet sizes on the path are decreasing. There is also no easy way to generalize these techniques to multicast sessions. The most popular standard for this is AAL-(ATM Adaptation Layer-5).
In ATM, all cells are sent and received in FIFO order (but cells can be lost) and the last cell in a data packet is identified with a flag. The guaranteed FIFO delivery and the use of the flag makes it easy to reassemble at the destination.
In the last few years, there have been several real implementations that implement AALat gigabit rates. The existence of efficient AALimplementations suggest that efficient IP reassembly is not impossible.
Compared to ATM, the complexity of the IP reassembly algorithm stems from handling out of order fragments. In Appendix A we will use a simple expected case optimization that allows IP reassembly to be as simple as AALin the (likely) case when fragments arrive in order.
Reassembly Algorithms
In this section we first describe hop by hop reassembly and generalize it to Graceful Intermediate Reassembly.
Hop by Hop Reassembly
Although the general consensus among network designers is to avoid fragmentation and reassembly, the notion of hop by hop reassembly has been retained in the next generation of IP (IPv6) in order to use IPv6 over links with very small maximum packet sizes. According to the IPv6 specification (RFCI883)
[DH95], "lPv6 requires that every link in the internet have an MTU of 576 octets or greater.
On any link that cannot convey a 576-octet packet in one piece, link-specific fragmentation and reassembly must be provided at a layer below IPv6." This requirement ensures that if a node restricts itself to 576 byte long packets, its packets will not be fragmented.
However, it discourages implementations from using any packet size larger than the smallest MTU along the path that is discovered using the MTU discovery mechanism.
We believe that using hop by hop reassembly to project an MTU larger than 576 bytes, can improve throughput. Our claim is based on the following facts.
(1) Using a larger packet size implies fewer packets for the same amount of total data, which in turn implies less protocol processing, fewer interrupts to the end system CPUs and less load on the intermediate routers.
We did several experiments that measured end to end TCP performance using various segment sizes, and our results are described in Section 4. A quick summary can be found in Table 2 .
(2) Hop by hop reassembly can be implemented very efficiently. We have implemented an optimized version of the IP reassembly algorithm, which takes advantage of the expected case, where the fragments of a packet arrive in order and without loss. Our implementation requires only 34 instructions to process a fragment in the expected case. The earlier implementation in the NetBSD kernel uses too many list traversals and the amount of processing required increased linearly with the increase in the number of fragments.
The details of the implementation and pseudocode are in Appendix A.
Graceful Intermediate Reassembly
Hop by hop reassembly is only one form of reassembly. Figure 2 shows possible forms of fragmentation and reassembly. Figure 2 (A) allows packets to be fragmented at any node along the path from the sender to the destination, while reassembly is usually done only at the destination. however, in the general GIR algorithm, we "push" the coalesced large fragment on to the outgoing link.
It is easy to see that the code in Figure 3 increases. This was because of the numerous linear list traversals in the old implementation -each of these traversals paid a price proportional to the number of fragments received so far. This experiment proves that with an appropriately tuned implementation of fragmentation and reassembly the overall performance can improve.
As an aside, we modified the fragmenting code as well. The NetBSD fragmenting algorithm creates a list of fragments and hands them to the Ethernet driver in a tight loop. We re-implemented this in a more pipelined fashion, feeding the device driver with the fragments as we create them. Destination reassembly is the form of reassembly used in IPv4: when the sender sends a large packet, it gets fragmented at a router if the packet is routed to a link with a small MTU. The fragments are reassembled only at their final destination. In order to compare hop by hop reassembly and destination reassembly, we set the first hop's MTU to be 1500 bytes and the second hop's MTU to be 9180 bytes. The kernel on the router performed hop by hop reassembly, and those on the hosts were configured with optimized fragmentation and reassembly algorithms.
We found that HHR improved the throughput by 42% (See rows 6 and 7 in Table 2 ) over destination reassembly using a segment size of 8192 bytes.
Also note that hop by hop reassembly gave 47% better throughput than avoiding fragmentation using an MTU of 1460 bytes. Since the receiver is the slowest machine in our experimental setup, the smaller the number of packets that it has to process, the higher the overall throughput. This is a very likely situation in common practice.
Often, we have faster workstations as routers and slower workstations as user machines.
Performance Evaluation of GIR
The most general form of GIR as described in Section 3.2 is probably too complicated to be implemented in a router. So we advocate implementing a specialized version, augmenting the hop by hop reassembly (described in Appendix A) with one extra routing lookup whenever a new flow starts. Figure 7 shows the results of the experiments comparing GIR to fragmentation avoidance and destination reassembly. The experimental set up is shown in Figure 6 . In this experiment, link MTUs are set to 1500 bytes on the first hop and 9180 bytes on the second hop and the end systems were configured with a kernel that performed optimized reassembly. GIR gives the same performance improvement as HHR over avoiding fragmentation, and over destination reassembly (Figure 7 (a) and rows 6 and 8 in Table 2 ). In our configuration it is hard to see the benefit of GIR over HHR. Figure 7 (b) shows a small improvement in throughput while using GIR instead of HHR. The increase will be more pronounced as we go to higher packet sizes, or slower routers.
In our set up, the router is fast enough to reassemble and refragment the datagram, without slowing down the receiver. However, when the router has many other packets to process, the performance difference will be significant. Summary:
Using The problem arises because the unit of retransmission is a packet and not a fragment. For example, if we have a link that loses 1 in 10 fragments and every packet has 10 fragments, we can effectively have zero throughput.
To avoid this, we suggest that the sender should dynamically adjust the packet size. A wide range of dynamic segment sizing schemes are possible, based on how segment sizes are increased and decreased, as well as when they are done. A sentence in [KM871 suggests such a scheme but states that it will not work well unless coupled with a congestion control scheme. At the time [KM871 was written, congestion control [Jac88] was not implemented in TCP.
Dynamic segment sizing and congestion control algorithms have one feature in common -both are characterized by an increase policy (when and how to increase) and a decrease policy (when and how to decrease).
For example, a congestion control scheme may increase its window size9 (or rate) by a constant, when it has not observed any retransmissions for time T; it may decrease its window, whenever a retransmission is done, by halving the window [Jac88, RJ88].
The RFC 1191 [MD811 for path MTU discovery also provides a dynamic segment sizing policy by beginning with the MTU of the first link, and decreasing the MTU (using, for example, a table of common packet sizes) whenever an ICMP message is received.
RFC 1191 also recommends an increase policy of increasing the segment size after 10 minutes.
Thus rather than invent another set of policies and heuristics we can leverage these existing schemes. For the wide area the RFC 1191 scheme seems suitable.
However, whereas RFC 1191 schemes decrease the segment size after receiving a control message (ICMP), we decrease the segment size after a transport timeout (or timeouts). However, note that decreasing the segment size further reduces the transport window (since congestion control also decreases the number of segments in the window).
Thus it may be better to scale up the congestion window to compensate for the reduction in segment size.
We note that dynamic segment sizing is useful in three different scenarios:
(1) As a guard against liuelock due to deterministic fragment loss.
(2) As a guard against performance degradation in lossy environments.
For example, consider a TCP connection over a telephone line (or a wireless link with interference) that has a high bit error rate. If any bit in a packet is corrupted, the packet will be discarded (hopefully) by checksums. If the bit error rate is as high as 0.0005 and we use an MTU of size 296 bytes (roughly 2400 bits), then almost every segment will be lost and throughput will go down to zero. Using dynamic segment sizing, lowering segment sizes can help achieve some goodput even in such lossy environments.
(3) As a help to congestion control algorithms when there are too many flows through one link. When there are large number of flows across a congested link, the network can get into a state where its bandwidth delay product (i.e., the effective storage) is smaller than the amount of data that is pumped into it, even when each flow is sending only one segment (minimum congestion window). As a result flows do not make any progress for long periods of time. This problem was observed by Morris et.al. during their simulations of TCP [Mor97] .
In such a scenario, they also suggest using smaller segment sizes so as to ensure some progress for each flow.
By reducing the segment size, effectively we are reducing the congestion window.
The following experiment was done earlier on a different platform, and in an old version of NetBSD. We implemented one dynamic segment sizing scheme, where the segment size increase policy is quite aggressive:
When one packet is successfully transmitted, the segment size is increased in multiples of the default segment size for the interface.
We decrease the segment size by half (with the minimum anchored at the 'Window size is the largest amount, of data that can be sent from the source mto the network, wlthout waiting for an acknowledgment. default minimum segment size) when a retransmission timeout occurs. This can also be varied by waiting for more than k retransmissions.
We compared the performance for transfers between two Sun-4/300 series workstations on an Ethernet, with our dynamic segment sizing algorithm and ordinary TCP (whose segment size remains fixed at 1460 and hence did not fragment). We found that if we used a segment size of 16,260 and fragmentation the TCP with 16,260 bytes had higher throughput (8.85 Mb/s) compared to the TCP with 1460 byte packets (8.45 Mb/s) if there was no loss. However, when there is loss, the TCP that fragments packets shows drastically reduced throughput.
When we added dynamic segment sizing to the TCP that did fragmentation, the throughput reduction was much more contained.
The TCP that did fragmentation and dynamic segment sizing obtained reasonable throughput (about 2 Mb/s versus 4 Mb/s for ordinary TCP) even when the loss rate was as high as 0.01. Other more refined forms of dynamic segment sizing should do even better. A Implementation
In this section we describe our implementations of optimized reassembly in end systems and routers. Figure 8 shows our pseudocode for optimized reassembly.
IP reassembly has to handle lost, duplicate and out of order fragments.
This makes the complete implementation complex.
We apply the common case optimization to the reassembly algorithm in the same way header prediction [JacSO] has been applied to TCP processing.
In the expected case, fragments arrive in order, without loss or duplication. In this case reassembly is simple: we coalesce fragments as they arrive, until the last fragment arrives, and then pass the reassembled packet to the higher layer. We describe our implementation in detail after a brief introduction to the existing implementation. We also keep track of a pointer to the tail of the packet12 for easy addition of the new fragment. When a new fragment arrives, it is checked against the stored hints (expected source address, datagram identifier and offset) to check if it is the expected fragment.13
The expected case processing is identical in both the end system and the hop by hop cases. If we get a "cache hit", we append the new fragment to the partially reassembled datagram, effectively coalescing them.14 When the reassembly is complete, the packet is passed to the forwarding function in the router, whereas it is delivered to the higher layer in the end-system.
Note that we consider the arrival of a first fragment from the same flow as a hit, if we had just completely reassembled another datagram belonging to the same flow. This saves us some book keeping.
The end system and the hop by hop reassembly implementations differ in their handling of the unexpected case or the "miss".
On a miss, in the end system implementation one of the following two happens: (a) if the new fragment is the first fragment of a datagram, the packet (a big fragment) in the cache entry is passed to the old reassembly algorithm and the new fragment takes its place; (b) otherwise, the new fragment is passed to the old reassembly algorithm. We assumed that sources use a unique global identifier for each IP datagram they send. Therefore, the <source address, datagram identifier> pair should be sufficient to uniquely identify the datagram of a fragment at an end system. 14The original implementation uses the pointer to the IP header to chain the fragments of a datagram.
In our case we do not keep them as fragments but coalesce them to look like a single large fragment.We use the mbuf pointer itself instead of the data pointer that points to the IP header. This allows us to avoid a call to m-pullup(), an expensive call which ensures that the data pointer points to the data within the first mbuf. Throughput in Mb/s seen by the application wdile using fragmsntation.
Optimized implementation gives better throughput than the older implementation; this effect will be mcwe pronounced on a slower machine.
ment of a datagram, the packet in the cache entry is dropped and the new fragment takes its place; (b) otherwise, the new fragment is dropped.
