Abstract. This paper is concerned with the derivation of a priori and a posteriori error bounds for a class of linear functionals arising in electromagnetics which represent the far-field pattern of the scattered electromagnetic field. The a posteriori error bound is implemented into an adaptive finite element algorithm, and a series of numerical experiments is presented.
1. Introduction. In many physical phenomena modeled by partial differential equations, the key quantity of concern is a certain linear functional N (u) of the underlying solution u to the differential equation, rather than u itself. For example, in fluid dynamics one is frequently interested in calculating the lift and drag coefficients of a body immersed in a viscous incompressible fluid whose flow is governed by the Navier-Stokes equations. The lift and drag coefficients are defined as integrals, over the boundary of the body, of the normal and tangential components of the stress tensor, respectively. Similarly, in elasticity theory, the main quantities of interest are the stress at selected points, the stress intensity factor, or the moments in shell and plate theory; these are all functionals of the underlying solution. In acoustic and electromagnetic theory the quantity of interest is often the far-field pattern.
A possible approach to constructing an accurate finite element approximation N (u h ) to a bounded linear functional N (u) is based on exploiting an adaptive finite element algorithm, driven by an a posteriori bound on the global error u − u h in a norm · in which the functional N (·) is bounded. Unfortunately, such a procedure will, almost inevitably, lead to a gross overestimate of the error N (u) − N (u h ), which will result in an inefficient adaptive algorithm. It is, therefore, of interest to devise a more direct approach.
While for problems in structural mechanics there has been a considerable amount of work on extracting accurate approximations to relevant functionals of the solution by means of the finite element method (see, for example, Babuška and Miller [2, 3, 4] and the review article of Babuška and Suri [5] ), these techniques have not penetrated the field of acoustics and electromagnetics; even for lift and drag problems in fluid dynamics, tools of this kind have been developed and analyzed only very recently [14] . The approach advocated in those articles (usually attributed to Wheeler [24] ) is based on modifying the finite element test space; see also Barrett and Elliott [7] for an a priori error analysis of this extraction method in the case of a linear elliptic convectiondiffusion equation, and Ainsworth et al. [1] for an application of the technique to a nonlinear diffusion equation. Stimulated by those articles, the objective of the present paper is to develop an a posteriori error analysis for finite element approximations of a functional arising in electromagnetics that represents the far-field pattern of the scattered electromagnetic field.
In this paper we analyze the model problem of the scattering of a transverse time harmonic electromagnetic wave from a perfectly conducting infinite cylinder in which the magnetic field is polarized parallel to the axis of the cylinder. In this case the problem can be reduced to a scalar problem in two space dimensions. We suppose that the cross section of the cylinder occupies a smooth bounded region D in the plane (such that R 2 \ D is connected) with boundary Γ s = ∂D. Let the wavenumber of the radiation be denoted by the real positive number k. The normalized scattered magnetic field H (the component of the field parallel to the axis of the cylinder) satisfies the Helmholtz equation in R 2 \ D together with an inhomogeneous Neumann condition on the scatterer due to the incident radiation. Finally, a radiation condition at infinity completes the equations, which are as follows:
where r = |x| is the radial coordinate, ν is the inward unit normal to D, and g is a given function.
It can be shown (see, for example, [13] ) that the solution of this problem has the following asymptotic expansion for large r:
wherex = x/r. In many applications the quantity of interest is the function H ∞ , which is called the far-field pattern of the scattered field (this can be used to calculate the radar cross section, for example). Assuming that H is known in the neighborhood of a simple Lipschitz-smooth closed curve Γ c containing the scatterer, it can be shown that
where ν is the unit outward normal to Γ c (i.e., ν points into the infinite region). The curve Γ c is sometimes called a collection curve. In this paper we shall assume that Γ c is chosen to be the boundary of a polygon (such as a rectangle). We shall also comment on the use of curvilinear collection surfaces such as circles or ellipses.
From (2) we can see that for eachx, the far field is a simple linear functional of the magnetic field H. For later use we shall define the functions φ and ψ by
A common way to approximate the scattering problem (1a)-(1c) by finite elements is to truncate the infinite region outside D. Inside the truncated region the usual Helmholtz equation is satisfied and a suitable boundary condition is placed on the outer boundary to try to take care of the part of the solution on the infinite region. The simplest such choice is motivated by the radiation condition (1c). To state the resulting problem, let G be a bounded domain with a simply connected, smooth boundary containing D and Γ c in its interior. Let Γ inf = ∂G and let Ω = G \ D. The geometry of Ω is shown in Figure 1 . Then the approximate magnetic field, now denoted u to distinguish it from the true field, satisfies
This problem has been extensively studied (see, for example, [15] ) and it can be shown that if Γ inf is sufficiently far from the scatterer, then u is a good approximation to H. Of course it is possible to be much more sophisticated in treating the outer boundary using more exotic absorbing conditions [12] , matched absorbing layers [8] , series solutions [18, 19] , or integral equations [17, 20] . These all have various disadvantages and advantages, but we shall use the simple version in (4a)-(4c) since we wish to focus on the far-field calculation.
Given a solution to (4a)-(4c) we can compute an approximate far field corresponding to u by using (2) so that
In this paper we shall simply assume that Γ inf has been chosen sufficiently far from D so that u ∞ is a good enough approximation to H ∞ (of course the a posteriori estimation of this error would be very useful). So all that is needed is to approximate u ∞ to a desired degree of accuracy. Now we can state precisely the problem we shall study in this paper. Given a finite element approximation to u, we wish to study the a priori and a posteriori error estimates for the problem of computing the far-field pattern. Of course, one way to attack this problem would be to use a priori and a posteriori estimates in a suitable norm to estimate the error in the far-field pattern, exploiting the boundedness of the functional u → u ∞ in this norm. We want to avoid this and develop a theory for the functional directly. This approach has the advantage of giving sharper estimates and a clearer picture of the error.
2. The weak problem and its discretization. In this section we start by describing the weak formulation of the problem outlined in the introduction. We then show how to compute the far-field integrals (5) in this case. Next we discuss the discretization of the problem and the computation of the discrete far-field pattern. To define the weak problem associated with (4a)-(4c) we recall that the space H 1 (Ω) is the classical Sobolev space of functions with derivatives in L 2 (Ω). The norm on this space is denoted · 1,Ω and defined by
The L 2 (Ω) norm is denoted · 0,Ω . Anticipating our later needs, we define the domains Ω 1 and Ω 2 to be the parts of Ω inside and outside Γ c , respectively (see Figure 1) . We denote by [v] the jump in the value of v across Γ c so that if v is continuous in Ω 1 and Ω 2 and x ∈ Γ c ,
v(y).
Now we define the bilinear form a :
and the following bilinear form on
This notation will also be used for duality pairings on Γ s . Note that we have not included complex conjugation in these definitions.
This problem has a unique solution and the usual elliptic regularity results and regularity shift theorems apply. Because u ∈ H 1 (Ω), the far-field integral (5) is not directly applicable. To handle this in a way that generalizes to the finite element solution we proceed as follows. Let v be any function such that
Then, if u is a strong solution of the scattering problem, integration by parts and use of (4a) 
with v an arbitrary function satisfying (7) . Of course, to compute u ∞ (x) requires the use of a different v (and φ) for eachx.
The expression (8) is well defined for any u ∈ H 1 (Ω) and is independent of the choice of v since if u
∞ is the far field for v = v 1 and u (2) ∞ is the far field for v = v 2 (with the same φ and ψ), then
(Ω) (the jump across Γ c cancels) and hence, using (6), u
The use of expressions like (8) to compute far-field patterns is not new (see, for example, [21, 22] ). Now we present the finite element problem. Suppose that Ω is meshed using a regular finite element mesh with elements of maximum diameter h so that Γ c lies exactly along mesh lines. The mesh is assumed to be regular. The need to fit Γ c exactly is the reason for choosing Γ c to be the boundary of a polygon. If a smooth collection curve is used, then our theory would require the use of curved elements to exactly fit this curve. For simple curves such as circles or ellipses we could use the method of Bernardi [9] . The boundaries Γ s and Γ inf do not have to be fitted exactly since the boundary conditions are natural there, although in this paper we shall also assume that these boundaries have been fitted using curved elements. We let S h ⊂ H 1 (Ω) be a finite element space on this mesh (we will be more specific about properties of the space later).
The finite element problem is to find u h ∈ S h such that
We have not been specific about the construction of S h so far. At this stage it is sufficient to assume (see subsection 3.1) that the space S h has been constructed so that for all h small enough there is a unique solution to the discrete problem.
Once u h has been computed, the approximate far-field pattern can be computed by using the discrete analogue of (8) . Because Γ c lies along mesh lines, the restriction of functions in S h to Γ c induces a natural discrete space on Γ c that we denote by
Let ψ h ∈ B h be an approximation to ψ (later we will analyze how the error in this approximation propagates to the computed far-field pattern). The fact that Γ c is the boundary of a polygon implies that B h is a standard finite element space of piecewise polynomials. In addition, since Γ c is fitted exactly, we can define finite element spaces on Ω 1 and Ω 2 by
Now let v h be a finite element function such that
Then we define the discrete far-field pattern by
In the same way as for the continuous problem, this definition is independent of the choice of v h (but it does depend on the choice of ψ h ). To see this, suppose u
h ∈ S h (the jump across Γ c cancels) and hence, by (9), u
∞,h . 3. A priori and a posteriori error analysis. The main theorem of this section is an exact characterization of the difference between u ∞ and u ∞,h . From this characterization we can prove either a priori or a posteriori error estimates. To state the theorem we need the following auxiliary functions. Let ξ be the weak solution of the following problem:
where ψ h ∈ B h is an approximation to ψ. In subsection A.1, the regularity, existence, and uniqueness of the solution of this problem are analyzed.
Let z be the weak solution of the following problem:
where f ∈ H 1/2 (Γ c ) will be chosen differently when performing the a priori and a posteriori analyses. The existence, uniqueness, and regularity of this problem are also analyzed in subsection A.1.
Theorem 3.1. The following equality holds:
where v h ∈ S h is any function satisfying (10) and z satisfies (13a)-(13f) for any f ∈ H 1/2 (Γ c ). Proof. Using the definitions of u ∞ (see (8) ) and u ∞,h (see (11)) we obtain (7) . With this choice, and adding suitable terms to the left-hand side of (14), we obtain
Now using the fact that ξ satisfies (12a)-(12b) and integrating by parts, we deduce that
here ν 1 is the outward normal to Ω 1 and ν 2 is the outward normal to Ω 2 . However, u and ∂ξ/∂ν are continuous across Γ c , so the contributions of the boundary integrals along Γ c vanish. In addition ξ satisfies (12e) and (12f), which allows us to cancel integrals on Γ s and Γ inf . Thus a(u, ξ) = 0. (16) Next we analyze a(u − u h , z). Using the fact that z satisfies (13a) and (13b) in the respective subdomains and integrating by parts, we obtain
However, u − u h is continuous across Γ c and [∂z/∂ν] = φ, so there is a contribution from the boundary integrals along Γ c . In addition z satisfies (13e) and (13f), which allows us to cancel integrals on Γ s and Γ inf . Thus
Using (16) and (17) in (15) proves the theorem.
A priori estimates.
Suppose that S h consists of continuous piecewise pdegree polynomials or their curvilinear analogues on a regular triangulation of Ω. For each element K let h K be the diameter of K (the diameter of the smallest circumscribed circle). Using the analysis of Schatz [23] , problem (9) is known to have a unique solution for all sufficiently small h, and if the data are smooth enough,
We choose ψ h to be the interpolant of ψ (for spaces with p > 1 we use the interpolant defined by the endpoints and moments on each subinterval of the mesh on Γ c , as in [10] ). Theorem 3.2. Assuming that φ and ψ are given by (3) and that g ∈ H p−1 (Γ s ), the following a priori estimate holds for the computed far-field pattern:
Remark. This theorem explains the frequently observed fact that the computed far-field pattern can be much more accurate than the field used to compute it. Corollary 3.3. Under the conditions of Theorem 3.2 and assuming g ∈ H p−1/2 (Γ s ), if u h satisfies the error estimates of (18) and if ψ h is chosen to be the Blair interpolant of ψ ∈ H p+1 (Γ c ) [10] , then
Proof of Theorem 3.2. Using Theorem 3.1, the Cauchy-Schwarz inequality, and the fact that g is arbitrarily smooth on Γ s gives
Now we choose v h to be the interpolant of z in Ω 1 and Ω 2 using moment interpolation on Γ c (so [v h ] = φ h ), and since z is smooth in each subdomain (see subsection A.1),
and so using the multiplicative trace inequality,
From the a priori estimates for ξ in subsection A.1 we obtain
Using these estimates in (20) we obtain the stated result. Proof of Corollary 3.3. Using the estimate (18) in (19) we obtain
Since we pick ψ h to be the interpolant defined by pointwise interpolation at the ends of subintervals of the mesh on Γ c and by suitable moments along the edges (see [10] ), we obtain
Thus we obtain the estimate in the corollary.
A posteriori estimates.
This section is devoted to proving an a posteriori error estimate for the far-field pattern. We shall state our result in various forms; the first result includes explicit expressions for the constants in the formula. These constants are defined next.
Interpolation constants: Let w ∈ H p+1 (Ω) and let w h ∈ S h be the interpolant of w. Then on each triangle K in the mesh there are constants C
i,K and C
i,K , independent of w, such that
These interpolation constants can, in principle, be estimated for any given triangle shape (see [16] for linear triangles).
Generalized interpolation constants: Since we shall need to use the generalized interpolant, we need constants appearing in the estimates for this interpolant. For any triangle K we let S(K) denote the union of all triangles touching K (either along edges or at vertices). Let w ∈ H 1 (Ω) and let w (e)
h ∈ S h be the Scott-Zhang generalized interpolant of w (see [11] ). Then on each triangle K in the mesh there are constants C i,K , independent of w, such that
In principle the methods of [16] could be extended to compute approximations to these coefficients once the generalized interpolant is defined. Finally, we define C s to be the maximum number of triangles in S(K) for all K (this is the maximum number of neighbors of a triangle).
Trace inequality constant: Let e be an edge of a triangle K e and let u ∈ H 1 (K e ). We use the following trace inequality:
Ke ∇u 0,Ke + h
This inequality is proved in Appendix B, where it is shown that C e ≤ 3δ Ke , where δ Ke measures the regularity of the mesh and is defined (for any triangle K) by
Note that the regularity assumption implies δ K ≤ δ for all K. Theorem 3.4. Let z s solve (13a)-(13f) with f = ψ and let ξ solve (12a)-(12f). Then under the conditions on the domain outlined previously, and using degree-p finite elements as in the previous section, we have the following a priori estimate, where the constants are independent of u and h: 
if e ∈ Γ s , C e (C (e,0)
Ke ∂u h /∂ν − iku h 0,e if e ∈ Γ inf .
Remark. All the constants in the above formula are known or can be estimated for a particular grid. The norms of z s and ξ appearing in the bound can be estimated by noting that both functions are independent of the solution u and hence approximations to them can be computed. Note that ξ depends on the mesh size since it is computed from the difference between ψ and ψ h on Γ c (which is a priori known). An alternative to this computational approach is to use the well-posedness of the problems (12a)-(12f) and (13a)-(13f) to obtain bounds on the norms of z s and ξ in terms of ψ and ψ − ψ h . This route is pursued in Corollary 3.5 below.
Proof. Using Theorem 3.1,
where z satisfies (13a)-(13f) with f = ψ h . Note that v h − z does not jump across Γ c (the jumps cancel-this is why we must choose [z] = ψ h on Γ c ) and hence v h − z ∈ H 1 (Ω). Thus, by (6),
Let K represent a generic element in the mesh. Then, using the above equality,
Now integrating by parts on each element,
By choosing a normal ν e to each edge in the mesh (ν e = ν on each of the three curves Γ c , Γ s , and Γ inf ) together with a consistent jump [·] e for functions across each edge, we may rewrite the triangle edge contributions as integrals over edges and obtain
∂u h ∂ν e e (v h − z) ds
Using the Cauchy-Schwarz inequality we obtain
Now we define z s = z + ξ and note that z s satisfies (13a)-(13f) with f = ψ, and hence z s is smooth (in Ω 1 and Ω 2 ). Thus we can estimate the first term on the right-hand side of (22) as
where z h is the interpolant of z s defined on Ω 1 and Ω 2 and ξ h is the corresponding generalized interpolant of ξ (see [11] ). Using the error estimates for these interpolants we obtain
We proceed similarly for the edge terms. First we estimate v h − z 0,e . Let K e be a triangle containing edge e. Then, using (21) ,
However, applying the interpolation error estimates, The remaining terms in (22) are bounded in the same way.
The first estimate of the theorem is completed by writing
Γs gξ ds ≤ g 0,Γs ξ 0,Γs .
The second estimate of the theorem is proved using the Cauchy-Schwarz inequality. The factor 3 and C s are upper bounds on the number of times that a triangle is counted in estimating norms on the edges. Theorem 3.4 involves norms of z s and ξ. The a posteriori estimate can be further simplified by using the well-posedness estimates for z s and ξ proved in Appendix A.
Corollary 3.5. Let z s solve (13a)-(13f) with f = ψ and let ξ solve (12a)-(12f). Then, under the conditions on the domain outlined previously, and using degree-p finite elements as in the previous section, we have the following a posteriori estimate, where the constants are independent of u and h:
where η K , η e , µ K , and µ e are as defined in Theorem 3.4. The stability constants C z , C ξ , and C ξ,s are such that
Remark. The practical difficulty with this a posteriori bound is that the stability constants are difficult to estimate and depend on the wavenumber k. This aspect will be investigated further in the next section. The term ψ − ψ h 1/2,Γc can easily be estimated by function-space interpolation as follows:
Numerical results. Here we present some computational results obtained using a cubic isoparametric finite element code (so p = 3). This code does not fit the curved boundaries exactly (as assumed in the theoretical sections) but uses the more convenient isoparametric technique.
One way that the a posteriori error estimate can be used is to provide error indicators for mesh refinement. The goal is to refine the mesh in a rational way but not to obtain a precise estimate of the error. This can be done as follows. We simply use (24) , factoring out all the constants. As a further simplification we neglect the terms in the error indicator involving µ K and µ e , since we assume that ψ has already been well approximated on Γ c by the initial mesh so that these terms are expected to be small. Factoring out the constants, we associate with element K the following indicator:
where we now take
The algorithm seeks to equally distribute the error indicators below a given tolerance ǫ. After computing a finite element solution u h , the error indicator γ K is evaluated for each triangle. The error indicators are then used to flag triangles with a local indicator higher than the area-weighted tolerance proportional to ǫ. A redgreen mesh subdivision strategy is used to refine the grid (with the restriction that adjacent triangles must be at most one level apart in refinement so that the grid remains regular) [6] . The algorithm continues until all indicators are below the required area-weighted value so that the final sum of the residuals is usually well below ǫ.
The first example approximates scattering from a circular scatterer and is useful because the exact solution can be computed using special function techniques.
A circular scatter.
In this example we choose the domain Ω to be the annulus
The absorbing boundary (Γ inf ) is the outer boundary (circle of radius three), and the scatterer is the disk of radius one. The collection surface (Γ c ) is taken, arbitrarily, to be the circle of radius two. The incoming wave is modeled by taking the boundary data to be
With this choice of Ω and g, problem (4a)-(4c) can be solved exactly using a Fourier-Bessel series, and hence the far-field pattern predicted by (5) can be evaluated as a series.
Our first results are shown in Figure 2 for k = 2π. This wavenumber gives a wavelength of one for the incoming field (exactly the radius of the scatterer). In Figure 2a we show the starting triangulation overlaid on a density plot of the real part of the solution. There are approximately nine grid points per wavelength in this case so the far-field pattern shown in Figure 3a is reasonably accurate (a relative L 2 -norm error of just 5.05% compared to the exact solution of the truncated problem). If we use a tolerance ǫ = 0.1, the algorithm takes two refinement steps using the meshes shown in Figure 2b -c. In the first step all triangles are refined, but in the next step fewer triangles are refined as needed. The far-field pattern corresponding to Figure  2b is shown in Figure 3b . Thereafter the graphs of the far-field patterns overlie one another.
Our next results are for the circle and k = 4π so the wavelength of the incident wave is 0.5. The initial grid is no longer able to resolve the wave well (there are approximately 4.5 grid points per wavelength) and the far field computed with this grid is not accurate (see Figures 4a and 5a ). Successive refinement steps improve the far-field pattern, but the final accuracy (a relative L 2 -norm error of 0.21%) is worse than the final error achieved when k = 2π and ǫ = 0.1, indicating that the constant in our error formula increases with k. Here we show the results of the adaptive scheme with k = 2π and ǫ = 0.1 for the circular scatterer. We show the original coarse grid in a) followed by the successively refined grids. The grids are overlaid on a density plot of the real part of the finite element solution u h .
The main problem with the error indicator technique is that while it produces a sequence of grids that improve the far-field pattern, it does not provide a useful estimate of the actual error in the far-field pattern. We can evaluate the total indicator
and hope that it will be proportional to the error. Our proof estimate (3.4) shows (modulo the neglected terms) that for a given domain and wavenumber this is true. But even for a fixed domain, the constant of proportionality depends on the wavenumber k. To investigate the relationship we plot u ∞ − u h,∞ 0 /γ for a range of k values in Figure 6 . Clearly the ratio is increasing with k and in this case appears to increase Here we show the far-field patterns predicted by the adaptive scheme with k = 2π and ǫ = 0.1 for the circular scatterer. We show the real and imaginary parts of the true far field for the truncated problem (solid and long dashed lines) and the finite element result (dotted and dash-dot lines). The error reported is the relative L 2 -error between the exact and finite element results for the truncated problem. After two steps of refinement (see Figure 2c ) the final error is 0.013%.
by O(k 2 ). Given that z s 4,Ω1∪Ω2 is used in the a priori estimate we might have expected an O(k 4 ) increase in the error, but for the range of k used here a quartic polynomial does not improve the fit appreciably. Our result does show that controlling the size of γ does not result in control of the error independent of k. Nevertheless the error indicators are useful for providing a means of refining the mesh.
4.2.
A more complex example. In this section we apply the adaptive algorithm to a more complicated example. In this case we do not know the exact solution, and the problem is not covered by our theory since the scatterer is not smooth. Indeed the correct weighting of the residuals close to re-entrant corners needs to be investigated. The example is interesting because the scattered field is relatively small in certain directions from the scatterer, and hence a nonuniform mesh can provide a good approximation of the scattered field.
In this case the scatterer is contained in the box −2 ≤ x ≤ 2.2 and −0.7 ≤ y ≤ 0.7. The wavenumber is k = 2π so the wavelength is one. The absorbing boundary condition is on the circle of radius five, and the collection surface is the circle of radius three.
The meshes used by the adaptive algorithm are shown in Figure 7 , while the real part of the predicted far-field pattern is shown in Figure 8 .
Conclusion.
We have presented an analysis of the error in computing the farfield pattern of a scatterer using finite elements. A similar method can also be used for Maxwell's equations in three dimensions, and we will analyze this in a forthcoming paper.
Our numerical examples show that the error indicators can be used to refine the mesh and improve the estimated far-field pattern, but there is still much work to be done to provide reliable error estimates that are robust to changes in the parameter k. By computing an approximate solution of the adjoint problem (i.e., to z) we hope to be able to accomplish this in an efficient manner. Here we show the results of the adaptive scheme with k = 4π and ǫ = 0.1 for the circular scatterer. We show the original coarse grid in a) followed by the successively refined grids. The grids are overlaid on a density plot of the real part of the finite element solution u h . The coarse grid in a) is unable to resolve the field. First of all it is easy to see that this problem has at most one solution. Lemma A.1. Problem (25a)-(25f) has at most one solution. Proof. When f = g = 0 in (25a)-(25f), the function z is the weak solution of
and this standard problem has a unique solution.
Next we prove existence using the Fredholm alternative. The weak formulation of the problem involves the space
This is a transmission problem for the Helmholtz equation. Lemma A.2. There exists a unique weak solution z ∈ Z to (25a)-(25f) and
Proof. Letf ∈ H 1 (Ω 1 ) be any extension of f to Ω satisfying ||f || 1,Ω1 ≤ C f 1/2,Γc (for example,f could satisfy ∆f = 0 in Ω 1 ,f = f on Γ c , andf = 0 on Γ s ). In addition we definef = 0 on Ω 2 , and introducez = z +f . Note that
To analyze this problem we write
Note that a(z, w) + b(z, w) is the natural inner product on H 1 (Ω). Now define B : We also prove the following result relating norms of ξ on Γ c to the data (i.e., to ψ − ψ h ).
Lemma A.4. For s < 1/2 there exists a constant C = C(s) such that ξ s,Γs ≤ C ψ − ψ h s,Γc .
Proof. Let χ ∈ H −s (Γ s ) and define w ∈ H −s+3/2 (Ω) to be the weak solution of ∆w + k 2 w = 0 in Ω, ∂w ∂ν = χ on Γ s , ∂w ∂ν − ikw = 0 on Γ inf .
Then using the weak problem for ξ and integrating by parts, 0 = a(ξ, w) Noting that Ω is a domain with a C ∞ boundary, the following a priori estimate holds for s < 1/2: ∂w ∂ν −s,Γc ≤ C χ −s,Γs .
Combining the last two inequalities and recalling the definition of the dual norm complete the proof.
A.3. A special case of problem (25a)-(25f). Here we will study problem (25a)-(25f) in the special case when f = ψ and g = φ, where φ and ψ are given by (3) . In this case (25a)- (25f) is particularly simple to analyze and approximate because ψ satisfies the Helmholtz equation as a function of y and φ = ∂ψ ∂ν .
Thus, if we define w by Notice that w is entirely independent of Γ c so that the smoothness of z is independent of Γ c . We have the following result.
Lemma A.5. For the special case of φ and ψ given by (3), there is a unique solution z to (25a)-(25f) given by
where w satisfies (26a)-(26c). Furthermore, for any s ≥ 1, z s,Ω1∪Ω2 ≤ C ψ s,Ω1 + ∂ψ ∂ν s−3/2,Γs .
This lemma gives us a simple way to compute approximations to z by approximating w.
