Lattice rules are among the most prominently studied quasi-Monte Carlo methods to approximate multivariate integrals. A rank-1 lattice rule to approximate an s-dimensional integral is fully specified by its generating vector z ∈ Z s and its number of points N . While there are many results on the existence of "good" rank-1 lattice rules, there are no explicit constructions for good generating vectors for dimensions s ≥ 3. This is why one usually resorts to computer search algorithms. Motivated by earlier work of Korobov from 1963 and 1982, more specifically [18] and [19], we present two variants of search algorithms for good lattice rules and show that the resulting rules exhibit a convergence rate in weighted function spaces that can be arbitrarily close to the optimal rate. Moreover, contrary to most other algorithms, we do not need to know the smoothness of our integrands in advance, the generating vector will still recover the convergence rate associated with the smoothness of the particular integrand, and, under appropriate conditions on the weights, the error bounds can be stated without dependence on s. The search algorithms presented in this paper are two variants of the well-known component-by-component (CBC) construction, one of which is combined with a digit-by-digit (DBD) construction. We present numerical results for both algorithms using fast construction algorithms in the case of product weights. They confirm our theoretical findings.
Introduction
The present paper is studying the efficient construction of high-dimensional quadrature rules (also referred to as cubature rules when s ≥ 3) for numerically approximating s-dimensional integrals
where x 0 , . . . , x N −1 ∈ [0, 1] s and w 0 , . . . , w N −1 ∈ R, and where we assume that the integrand f lies in a Banach space (F, · F ). In this paper we assume the quadrature nodes and weights {(w k , x k )} N −1 k=0 to be chosen deterministically. The quality of Q N , or equivalently, of the chosen quadrature nodes and weights, can be assessed by the worst-case error
We are interested in the behavior of the worst-case error in terms of N and s. When the dimensionality s is high it is convenient to consider equal-weight rules with w k ≡ 1/N . We call such rules quasi-Monte Carlo rules. In general, it is highly non-trivial to choose the set of quadrature nodes such that the resulting rule has a low worst-case error, and it is usually necessary to tailor the choice of the quadrature nodes to the function space F under consideration. In this paper, we will consider Banach spaces which are based on assuming sufficient decay of the Fourier coefficients of its elements to guarantee certain smoothness properties. These spaces will be denoted by E α s,γ , where s denotes the number of variables the functions depend on, α > 1 is a real number frequently referred to as the smoothness parameter, and γ = {γ u } u⊂N is a sequence of strictly positive weights to model the importance of different subsets of dimensions. Intuitively, a large γ u corresponds to a high influence of the variables x j with j ∈ u, while a small γ u means low influence. This will be made more precise by incorporating the weights in the norm of the space E α s,γ in Section 2. The idea of these weights goes back to Sloan and Woźniakowski [34] , see also [12, 35] . We are interested in conditions on these weights such that we can bound the worst-case error independently of s with the nearly optimal rate in N . This is called strong tractability, see, e.g., [27] , for a general reference.
It is known from the classical literature on quasi-Monte Carlo methods (see standard textbooks such as [15, 24, 31] , and for more recent overviews [5] and also [28] ) that an excellent choice of quadrature rules for approximating integrals of functions in E α s,γ are lattice rules, which were introduced by Korobov [17] and Hlawka [14] . We consider rank-1 lattice rules
which are equal-weight quadrature/cubature rules with the quadrature nodes given by
and where {x} = x − ⌊x⌋ denotes the fractional part of x. Note that, given N and s, the lattice rule is completely determined by the choice of the generating vector z = (z 1 , . . . , z s ) ∈ Z s N , where Z N := {0, . . . , N − 1} is the least residue system modulo N . We remark that it is sufficient to consider the choice of z j to be modulo N since {kz j /N } = (kz j mod N )/N for integer k, N and z j . However, it should be obvious that not every choice of a generating vector z also yields a lattice rule with good quality for approximating the integral. For dimensions s ≤ 2, explicit constructions of good generating vectors are available, see, e.g., [24, 31] , but there are no explicit constructions of good generating vectors known for s > 2.
A complete search for a good generating vector z ∈ Z s N would be infeasible even for moderate values of N or s due to the size of O(N s ) of the search space. Therefore, Korobov [18] , and later Sloan and his collaborators [32, 33] , introduced a component-by-component (CBC) construction, which is a greedy algorithm constructing the vector z ∈ Z s N by successively increasing the dimension, choosing one z j at a time, and keeping previous components fixed, thus reducing the size of the search space to be O(sN ). It was shown in [21] for prime N and in [3] for non-prime N that the CBC construction yields generating vectors with essentially optimal convergence rates for a Hilbert space variant of the function space E α s,γ which we consider here (see also Remark 4 below). Since, by judicious choice, the worst-case error expressions in both spaces take a similar form (squared in case of the Hilbert space setting), see Remark 4, the same applies here. Furthermore, a fast component-by-component construction was introduced in [29, 30] , for spaces with product weights γ u = j∈u γ j , reducing the computational cost of these algorithms to be only O(sN ln N ). See also [28] for other choices of weights, in both Hilbert and non-Hilbert space settings. For further refinements of the CBC construction, see also [10] and [4, 9] .
In this paper, we study two construction algorithms for generating vectors of good lattice rules that have not been studied in a modern QMC setting before. Both are inspired by articles of Korobov, see [18] and [19] (English translation in [20] ). On the one hand, we will consider an algorithm that constructs the generating vector z in a component-by-component (CBC) fashion in which each component z j is assembled digit-by-digit (DBD), that is, for a number N = 2 n of points we greedily construct the components z j bit-by-bit starting from the least significant bit. We call this the component-by-component digit-by-digit (CBC-DBD) algorithm. We remark that also the paper [25] studies a digit-by-digit construction of lattice rule generating vectors but in the slightly different context of lattice rules that are extensible in the number of points N . The algorithm in [25] is not a component-by-component algorithm. Furthermore, the lattice rules in [25] are, due to technical reasons, shown to yield an error convergence rate that is not close to optimal, whereas we will show here that the rules constructed by our CBC-DBD algorithm yield a convergence rate that is arbitrarily close to the optimal rate. Moreover, the present paper also studies a variant of a CBC algorithm that, to our best knowledge, has also not been considered for weighted spaces so far. We stress that the error analysis for both algorithms discussed here is such that no prior knowledge of the smoothness parameter α is required to construct the generating vector. The resulting generating vector will still deliver the near optimal rate of convergence, for arbitrary smoothness parameters α > 1, and this result can be stated independently of the dimension, assuming that the weights satisfy certain conditions that depend on the smoothness. The standard CBC algorithms construct the generating vector specifically with the smoothness α as an input parameter. We see the independence of α in the considered construction algorithms as a big advantage.
The rest of the paper is structured as follows. In Section 2, we give the precise definition of the function space under consideration, and outline how to analyze the error of lattice rules when integrating elements of the space. Section 3 is concerned with the two algorithms mentioned above. After showing some technical lemmas, we discuss the CBC-DBD construction in Section 3.1 and provide an error analysis for the resulting quadrature rules. We then move on to the other new variant of the CBC construction in Section 3.2 and prove similar error bounds. In Section 4, we give details on fast implementations of both new construction algorithms, and we present numerical experiments in Section 5.
We write N := {1, 2, . . .} for the set of natural numbers and N 0 := {0, 1, 2, . . .}, Z for the set of integers and Z N := {0, . . . , N − 1} for the least residues modulo N . Additionally we define the set of non-zero integers by Z * := Z \ {0}. To denote subsets of dimensions we use fraktur font, e.g., u ⊂ N. As a shorthand we write {1:s} := {1, . . . , s}. To denote the projection of a vector x ∈ [0, 1) s or m ∈ Z s to the components in a subset of dimensions u ⊆ {1:s} we write x u := (x j ) j∈u or m u := (m j ) j∈u , respectively. The weights of the weighted function spaces will be denoted by γ u > 0. To study the effect of increasing s we consider the sequence of weights γ = {γ u } u⊂N . We set γ ∅ = 1 for proper normalization.
Function space setting and rank-1 lattice rules
We consider integrands which have an absolutely converging Fourier series,
wheref (m) is the m-th Fourier coefficient of f and m · x := s j=1 m j x j is the vector dot product. Since the Fourier series are absolutely summable, the functions are 1-periodic and continuous and we have pointwise equality between f and its series expansion. Furthermore, this allows us to write the error of approximating the integral by a lattice rule in terms of the Fourier coefficients on the "dual lattice". By interchanging the order of summation and using the character property of lattice points, we obtain: (1) where δ N is defined below. The error is the sum of the Fourier coefficientsf (m) for all m = 0 in the dual lattice which is defined by Λ ⊥ (z, N ) := {m ∈ Z s | m · z ≡ 0 (mod N )}. For later convenience we define the indicator function, for a ∈ Z,
is the indicator function of the dual lattice Λ ⊥ (z, N ) with respect to the argument m ∈ Z s .
Definition of the function space
Based on the decay of the Fourier coefficientsf (m) we will define a function space for our integrands. For given smoothness parameter α > 1 and strictly positive weights {γ u } u⊆{1:s} , we define, for any m ∈ Z s ,
where supp(m) := {j ∈ {1:s} : m j = 0} is the support of m. We note that we set γ ∅ = 1 such that r α,γ (0) = 1. Using this decay function, we can apply Hölder's inequality to the expression (1). Specifically, by multiplying and dividing each summand by r α,γ (m) in (1), and then applying Hölder's inequality with p = ∞ and q = 1 we obtain
We define the first factor in this error bound as the norm of our Banach space E α s,γ ,
and define, for α > 1, our weighted function space by
Remark 1. Note that since α > 1, the membership of f to the space E α s,γ implies the absolute convergence of its Fourier series, which in turn entails that f is continuous and 1-periodic with respect to each variable. In addition, if f ∈ E α s,γ , f has 1-periodic continuous mixed partial derivatives f (τ ) for any τ ∈ N s 0 with all τ j < α − 1. This can be seen by differentiating the Fourier series of f and checking the absolute summability using the property from (4) that |f (m)| ≤ f E α s,γ /r α,γ (m) for all m ∈ Z s . These results can also be found in [18] , see also [24, Section 5 .1] for a related result.
Remark 2. In his works, see, e.g., [17, 18, 36] , Korobov mostly considers functions originating from the class
for a fixed positive constant C and for α > 1. This is a subset of the unweighted version of the space E α s,γ , i.e., the space E α s,γ with all γ u = 1, and where r α is the function in (2) with all weights γ u = 1. This space only contains f for which the unweighted norm, i.e., with all γ u = 1, satisfies f E α s,γ ≤ C. This means that Korobov's results can be readily interpreted for the unweighted version of E α s,γ by replacing the constant C in his bounds by the supremum norm f E α s,γ . The introduction of weights, as they appear in the modern quasi-Monte Carlo theory, in the definition of the function space E α s,γ makes it possible to extend Korobov's results and to make them applicable to integration problems with large dimension s.
Remark 3. Note that, for technical reasons, we restrict ourselves to the cases where all weights γ u , u ⊆ {1:s}, are strictly positive in our considerations. We assume that analogous results would hold for the situation where weights are allowed to be zero. We refrain from considering this more general situation in order to make the arguments in the paper not too technical.
The worst-case error of rank-1 lattice rules
We can now state the formula for the worst-case error e N,s,α,γ for N -point rank-1 lattice rules in the space E α s,γ . This result and similar results are well known, see, e.g., [5, 24, 28, 31] . Theorem 1 (Rank-1 lattice rule worst-case error). Let N, s ∈ N, α > 1 and a sequence of positive weights γ = {γ u } u⊆{1:s} be given. Then the worst-case error e N,s,α,γ (z) for the rank-1
Proof. The proof of the statement is given in the appendix.
The worst-case error (5) is referred to as P α in [24, 31] and other sources.
Remark 4. Although, as we noted in Remark 2, Korobov used the supremum norm, as we do here, in the recent literature on lattice rules, see, e.g., [27, Appendix A.1], the name "Korobov space" is most often used in the Hilbert space setting. That is, instead of taking p = ∞ and q = 1 when applying the Hölder inequality to (1), one uses p = q = 2. If we then multiply and divide by (r α,γ (m)) 1/2 in (1) before applying Hölder's inequality, we arrive at the bound
The first factor on the right-hand side of (6) can be used as the norm for this Hilbert space setting, and similar to Theorem 1 the second factor can be shown to equal the worst-case error for the lattice rule with generating vector z in this space. Also here we require α > 1 (which is necessary to guarantee summability of the worst-case error part). From (6) we note that the square of the worst-case error in this Hilbert space setting equals the worst-case error for our function space E α s,γ , with the same γ and α, because of the specific choices of multiplying and dividing by (r α,γ (m)) 1/2 and r α,γ (m), respectively, when applying Hölder's inequality, but of course, the effect of r α,γ (m) in the norm is different. Similar to Remark 1, with the specific choice of multiplying and dividing by (r α,γ (m)) 1/2 , functions in this Hilbert space setting with the norm defined as in (6) have 1-periodic continuous mixed partial derivatives f (τ ) for any τ ∈ N s 0 with all τ j < α/2, and all f (τ ) are L 2 -integrable when all τ j ≤ α/2. This can also be found in [27] . When applying the Hölder inequality for general p and q one could also just multiply and divide by the r α,γ (m) factor, resulting in a p-th and q-th power of r α,γ (m) in the norm and worst-case error, respectively, see [12, 28] , in which case one requires α > 1/q. This choice is also popular for the Hilbert space setting and requires α > 1/2. It is well known, see, e.g., [31] , that the optimal convergence rate of the worst-case integration error in the space E α s,γ is of order O(N −α ) while for the Hilbert space setting mentioned above it is O(N −α/2 ) both with α > 1. This is consistent with how the respective worst-case errors in these spaces are related. Note also that any results on the error in E α s,γ immediately yield results on the error in the Hilbert space setting, which in turn can be related to the worst-case error of "tent-transformed" lattice rules in certain Sobolev spaces of functions whose mixed partial derivatives of order 1 and 2 in each variable are square integrable (with α = 2 and α = 4 in our notation, respectively), see [2, 6, 11] for further details.
The existence of good lattice rules
The previous section provided us with an expression for the worst-case error e N,s,α,γ . This naturally raises the question whether there exist lattice rules whose worst-case error is sufficiently small and satisfies a certain asymptotic error decay. Such existence results are typically proven using the worst-case error expression (5) itself, but that expression depends on α, and requires α > 1 for the infinite sums to converge. To avoid the dependence on α we take another commonly used approach by considering truncated sums such that we can work with the limiting case of α = 1. In Theorem 3 we will then bound the worst-case error (5), for any α > 1, in terms of bounds for this truncated quantity with α = 1. To this end, define the quality measure T (N, z)
.
We remark that two very similar quantities, usually referred to as R and R α , appear in the literature, where the sums are instead truncated to C N,s := ((−N/2, N/2] ∩ Z) s .
For example, such an approach was used by Niederreiter and Sloan [26] , and later also Joe [16] , to obtain lattice point sets with low (weighted) star discrepancy. The same approach with relation to the worst-case error was, e.g., used by Disney and Sloan [8] , and others, see also the book [22] , to study lattice rules yielding essentially optimal convergence rates. We remark that these authors study slightly different (mostly unweighted) settings for the integration problem than the one considered here. For further references to classical results based on R and R α , we refer to the books [24] and [31] .
For historical reasons and in order to stay close to the method of Korobov, we continue to use the quantities T (N, z) and T α (N, z) in the following.
The following theorem assures the existence of good generating vectors z = (z 1 , . . . , z s ) ∈ Z s for N prime in terms of T (N, z). We state the result only for prime N to avoid too many technical details, but a similar bound should hold for composite N . Indeed, below, we will show a constructive bound of the same flavor for N of the form N = 2 n (cf. Theorem 4).
Theorem 2 (Existence of good rules w.r.t. T ). Let γ = {γ u } u⊆{1:s} be a sequence of positive weights. For every prime N there exists a generating vector z ∈ {1, . . . , N − 1} s such that
Proof. The proof of the statement can be found in the appendix.
In the following proposition we bound the truncation error between the worst-case error e N,s,α,γ as in Theorem 1 and its "restriction" to the set M N,s . Proposition 1 (Truncation error for T α ). Let γ = {γ u } u⊆{1:s} be a sequence of positive weights and let z = (z 1 , . . . , z s ) ∈ Z s with gcd(z j , N ) = 1 for all j = 1, . . . , s. Then, for α > 1, we have that
Proof. For a subset ∅ = u ⊆ {1:s} and i ∈ u, we write for short m u\{i} , z u\{i} ∈ Z |u|−1 to denote the projections on those components in u \ {i}. The difference e N,s,α,γ − T α can be rewritten as
motivating us to define, for ∅ = u ⊆ {1:s},
In the following we distinguish two cases.
Case 1: Suppose that |u| = 1 such that u = {j} for some j ∈ {1:s}. Then we have 
For m u\{i} ∈ Z |u|−1 * , we write b = m u\{i} · z u\{i} , and consider the expression
where the last equality follows since 
In summary, we obtain, using the results for both cases from above,
which yields the claimed result.
The result on the truncation error in Proposition 1 will be a key ingredient for the worst-case error analysis in the subsequent sections. Furthermore, combining Proposition 1 and Theorem 2, we immediately obtain the following existence result for prime N .
Theorem 3 (Existence of good rules w.r.t. the worst-case error). Let N be a prime number and let γ = {γ u } u⊆{1:s} be positive weights with γ ∅ = 1. Then there exists a generating vector
Since N is prime we have in particular that gcd(z j , N ) = 1 for all j = 1, . . . , s. Therefore, by Proposition 1 the worst-case error satisfies
Then, using the fact that for α ≥ 1 we have i∈I x α i ≤ ( i∈I x i ) α for x i ≥ 0 and countable index set I, Theorem 2 guarantees the existence of a z ∈ {1, . . . , N − 1} s such that
Combining both estimates yields the claim.
Theorem 3 shows the existence of rank-1 lattice rules which achieve the almost optimal error convergence rate of O(N −α ) in the space E α s,γ for prime N , see [18, Theorem 1] for a lower bound for general cubature rules with arbitrary integration weights, provided certain conditions on the weights γ u are met. In [21] and [7] it is shown that if the weights sequence, which is γ α in our case, satisfies |u|<∞ γ α/α u = |u|<∞ γ u < ∞ then this rate can be achieved with the implied constant independent of the dimension. The weights in our space of smoothness α are expressed as γ α in compliance with this summability condition. It is not known if this is a necessary condition. If our weights in the space would be just γ then this would show a much weaker condition on the summability than is currently known. Exactly the same approach with weights of the form γ α in the space E α s,γ α occurs in [13] .
In this context, Korobov called good rules with respect to the T criterion optimal coefficients, see, e.g., [18, 19] . We extend this terminology to the weighted setting. (We remark that Korobov defined the concept of optimal coefficients in slightly different ways in different papers.) Similar terminology appears in the work by Hlawka [14] which coins this the method of good lattice points.
be integers and let γ = {γ u } u⊆{1:s} be a sequence of positive weights. If there exists a positive constant C(γ, δ), independent of N , such that for infinitely many values of N we have
then the numbers z 1 = z 1 (N ), . . . , z s = z s (N ) (or, equivalently, the vectors z(N ) = (z 1 (N ), . . . , z s (N )), for those values of N ∈ N for which (7) holds) are called optimal coefficients modulo N .
In the following section, we will introduce construction algorithms which devise generating vectors for lattice rules which are optimal coefficients modulo N according to Definition 1.
Construction methods for rank-1 lattice rules
In this section, we introduce construction methods to design rank-1 lattice rules exhibiting the desired worst-case error behavior. At first, we establish some auxiliary statements which will be needed in the further analysis. We note that T (N, z) can be written as
The expression in square brackets can be considered as a function which has non-zero Fourier coefficients only for indices in the truncated box M * N,|u| , and likewise we can define a similar function which is not truncated. So, for x ∈ (0, 1), we define two functions,
In Lemma 1 we will first show that ϑ(x) can equivalently be written as the function −2 ln(a sin(πx)) modulo a constant depending on the parameter a ≥ 1. Then in Lemma 2 we show how ϑ N (x) can be approximated by −2 ln(a sin(πx)) with a = 1. (Later we will use −2 ln(a sin(πx)) as a substitute, in Theorems 4 and 8.) Finally, we show in Lemma 3 how to deal with the difference of products of these functions.
Lemma 1. For x ∈ (0, 1) and a ≥ 1 we have
Proof. For σ ∈ {−1, 1}, Euler's formula yields the identity ln(a sin(πx)) = ln(a) + ln
We recall that the Maclaurin series of ln
and we note that the series is convergent for x ∈ (0, 1). Figure 1 depicts the function −2 ln(a sin(πx)) for a = 1 and a = 2 and illustrates its divergence towards infinity on the boundaries of the interval [0, 1]. We therefore bear in mind that it cannot be evaluated in x = 0 and x = 1. We can now use this function to approximate the truncated series.
where x denotes the distance to the nearest integer of x, i.e.,
x := min{{x}, 1 − {x}}.
Proof. The proof of the statement is given in the appendix, see also [18] .
The following lemma provides a result for the difference of two products. Different variants of such a result can be found in the literature, but, as this lemma is crucial in showing our main result, we provide a proof for the sake of completeness. Lemma 3. For 1 ≤ j ≤ s, let u j , v j and r j be real numbers which satisfy:
Then, for any subset ∅ = u ⊆ {1, . . . , s} there exists a θ u with |θ u | ≤ 1 such that the following identity holds,
Proof. Note that for a subset ∅ = u ⊆ {1, . . . , s} the expansion of j∈u (v j + r j ) equals the sum over all possible 2 |u| products which select either v j or r j as a factor for each j ∈ u. Therefore
We note that the last sum comprises all possible factor selections of either v j or r j for all j ∈ u with the condition of always choosing at least one r j (by v = ∅). We can group all these selections by the index i ∈ u which is the highest index in u for which the factor r i was selected. Then, for all j with j > i, factors v j are chosen, that is, j∈u,j>i v j , and for all j < i we have all possible factor selections of either r j or v j , that is, j∈u,j<i (v j + r j ). Hence, we obtain
from which the result follows by bounding the absolute value of (13) using |v j | = |u j − r j | ≤ u j + |r j | and |v j + r j | = |u j | ≤ū j ≤ū j + |r j |, and by multiplying with the factorū i + |r i | ≥ 1 for j = i.
We also require the following lemma, which is inspired by [13, Lemma 3] . We will use the summability condition on our weight sequence to bound the constants in our error bounds independently of the dimension. 
Then, for a > 0 and any δ > 0, there exists a constant C δ > 0 such that for all N ≥ 1 we have
Proof. We start with a finite sum over all subsets of {1:s} (including the empty set for ease of manipulation of the expressions). At first, we prove by an inductive argument that
For the base case s = 1, we obtain that
and so inequality (15) holds for s = 1.
Consider then s ≥ 2 and assume the estimate in (15) holds for s − 1, i.e.,
We can rewrite the term on the left-hand side of (15) as
where we used the induction hypothesis in the last step to obtain the claimed result. Therefore, we get
such that an application of [13, Lemma 3] yields the result.
We note that Condition (14) in Lemma 4 can be interpreted as stating the influence of the component j with respect to all previous subsets of components. It is natural that this quantity has to decay if we want s to go to infinity. In particular, in the case of product weights γ u = j∈u γ j , the condition in Lemma 4 recovers the standard condition for product weights j≥1 γ j < ∞, and for product-and-order-dependent (POD) weights of the form γ u = |u|! j∈u γ j , as they appear for PDE applications, the condition becomes j≥1 j γ j < ∞.
The component-by-component digit-by-digit construction
The base ingredient of the algorithms in this paper is to construct generating vectors which are optimal coefficients as in Definition 1. That is, given N we want to find z(N ) such that T (N, z) ≤ C(γ, δ) N −1+δ holds for all δ > 0.
In this section, we study the first of two algorithms, namely a component-by-component digitby-digit (CBC-DBD) algorithm. To this end, we assume throughout the section that N is of the form N = 2 n for some positive integer n; this choice of N is natural as the components of the generating vector will be constructed digit by digit, i.e., bit by bit as we consider N to be a power of 2. We first show the following estimate on the quantity T (N, z), which already indicates the target function to be minimized in the CBC-DBD algorithm below. Theorem 4. Let N = 2 n , with n ≥ 1, and let γ = {γ u } u⊆{1:s} be positive weights. Furthermore, let z = (z 1 , . . . , z s ) ∈ {1, . . . , N − 1} s with gcd(z j , N ) = 1 for 1 ≤ j ≤ s. Then the following estimate holds:
with b(m) defined as in (11), and where
Proof. We rewrite T (N, z) such that products of function values of ϑ N , defined in (9), are replaced by products of values of ln(sin −2 (π ·)). Note that we need to take care of not evaluating ln(sin −2 (πx)) in x = 0 or x = 1. Recalling the definition of b(m) in (11), we can estimate
where in (16) we added terms with m j = 0 and in (17) 
where we used that for x ∈ [0, π 4 ] the estimate sin(2x) ≥ x holds. This implies that Conditions (b) and (c) in Lemma 3 are fulfilled since
and the latter expression is not smaller than one as long as N ≥ 2. Next, we show how to bound the last sum in (18) independently of the choice of z, which can be done as follows:
where we used that N z j k N ≥ N 1 N = 1 and the fact that if gcd(z j , N ) = 1, then such that using the last two estimates for the third and the first term in (18) , respectively, yields the claim.
Theorem 4 implies that if we can find a generating vector z of a lattice rule with N = 2 n points for which a good bound on H s,n,γ (z) holds, then for this generating vector we also have a good bound on T (N, z) . We remark that here we use the function −2 ln(sin(πx)) = ln(sin −2 (πx)), opposed to the function −2 ln(2 sin(πx)) which is used in Section 3.2. For this choice, certain steps in the proof of the result in Theorem 5 simplify, additionally we can exploit the non-negativity of the function in estimates.
The algorithm which we are considering here is a component-by-component digit-by-digit construction. The CBC-DBD algorithm introduced below does not directly optimize the function H s,n,γ (z) in terms of z, but, digit-by-digit, the relevant part of this quantity. To this end, we prove the following lemma which allows us to rewrite the average of ln sin −2 (πx) , with the base-2 digits of x depending on z ∈ {0, 1}, where we consider the average with respect to the choice of z.
Lemma 5. Let a and k be odd integers and v ≥ 2. Then it holds true that z∈{0,1}
Proof. Since k is odd, we have that
and therefore, using that sin(x) cos(x) = sin(2x)/2, we obtain z∈{0,1}
which yields the claimed equality.
Furthermore, we note that the function sin 2 (πx) is periodic with period 1 such that sin 2 π kz 2 t = sin 2 π kz mod 2 t 2 t
for integers k, z and t ≥ 1. The next lemma motivates the choice of our quality function and, furthermore, shows that we can decide on the bits of the components of our generating vector z in a digit-by-digit fashion. In particular, assuming we have already fixed the first v − 1 bits of z s and want to calculate how good a specific choice for the v-th bit is, in terms of H s,n,γ , we can average over all remaining n − v bits, and still claim that this is at least as good as the average over all bits. Lemma 6. For an integer v ∈ {1, . . . , n}, with n ∈ N, let z ∈ {0, 1} and z ∈ Z s , with all components z j odd, and where the first v − 1 bits of z s have been selected, that is, z s ∈ Z 2 v−1 . Then the average of H s,n,γ over all n − v remaining bit choices for z s is given by
where the term S n,v,γ (z), which is independent of z andz, is given by
Proof. Firstly, note that due to the general identity
for f : R → R and p ∈ N, the quantity H s,n,γ can be rewritten as
The first summand in the definition of S n,v,γ (z) in (21) originates from relation (19) since
The remaining terms in (20) are obtained by repeated use of the one bit averaging result in Lemma 5. Writingz j = z j for j ∈ {1:s − 1} andz s = z s + z 2 v−1 +z 2 v , we obtain
For the last expression, we can pull the average overz ∈ Z 2 n−v inside and then obtain, for t ∈ {v + 1, . . . , n}, by (19) and repeated use of Lemma 5,
which together with the previous identity yields the claim.
We note that in Lemma 6 only the first term in (20) depends on the v-th bit z of z s , while S n,v,γ (z) is independent of it. This leads us to introducing the following digit-wise quality function which is based on the first term in (20) and additionally the second term in (21) , which is independent of z s , modified by an additional factor. We include the second term in (21) in order to obtain a more easily computable quality function for the implementation of the algorithm in Section 4. 
Note that while the quantity h r,n,v,γ depends on the integers z 1 , . . . , z r−1 , this dependency is not explicitly visible in our notation. Nevertheless, in the following these integers will always be the components of the generating vector which were selected in the previous steps of our algorithm. Based on h r,n,v,γ the component-by-component digit-by-digit algorithm is formulated as follows.
Algorithm 1 Component-by-component digit-by-digit construction
Input: Integer n ∈ N, dimension s and positive weights γ = {γ u } u⊆{1:s} .
Set z 1,n = 1 and z 2,1 = · · · = z s,1 = 1.
for r = 2 to s do for v = 2 to n do z * = argmin
for end for
Set z = (z 1 , . . . , z s ) with z r := z r,n for r = 1, . . . , s.
Return: Generating vector z = (z 1 , . . . , z s ) for N = 2 n .
The resulting integer vector z = (z 1 , . . . , z s ) ∈ Z s with z j < 2 n for j = 1, . . . , s is then used as the generating vector of a lattice rule with N = 2 n points in s (or fewer) dimensions.
Error convergence behavior of the constructed lattice rules
In the following, we show that, under certain conditions on the weights γ, Algorithm 1 constructs generating vectors which are optimal coefficients modulo N according to Definition 1. As indicated by Theorem 4, we need to show that the quantity H s,n,γ (z) is sufficiently small for generating vectors constructed by Algorithm 1.
Theorem 5. Let n, s ∈ N, N = 2 n , and let γ = {γ u } u⊆{1:s} be a sequence of positive weights with γ ∅ = 1. Furthermore, let the generating vector z ∈ Z s N be constructed by Algorithm 1. Then the following estimate holds
with weight sequence γ ∪ {s} = {γ u∪{s} } u⊆{1:s−1} .
Proof. We will prove the stated estimate via an inductive argument over the selection of the n − 1 bits of the component z s . We start with the most significant bit of z s , i.e., the n-th bit. According to Algorithm 1, this bit was selected by minimizing h s,n,n,γ (z s,n−1 + z 2 n−1 ) with respect to the choices z ∈ {0, 1}, where z s,n−1 has been determined in the previous steps of the algorithm. By Lemma 6 (with v = n) and Definition 2, this is equivalent to minimizing
with respect to z ∈ {0, 1}. By the standard averaging argument, this yields
where z s,n−1 has been split up into z s,n−2 and z 2 n−2 in accordance with Algorithm 1 such that z ∈ {0, 1} is the previously selected (n − 1)-th bit of z s . Similarly, we see that the (n − 1)-th bit of z s has been selected in Algorithm 1 by minimizing h s,n,n−1,γ (z s,n−2 + z 2 n−2 ) with respect to z ∈ {0, 1}. Again by Lemma 6 (with v = n − 1) and Definition 2, this is equivalent to minimizing 1 2 z∈Z 2 H s,n,γ z {1:s−1} , z s,n−2 + z 2 n−2 +z 2 n−1 with respect to z ∈ {0, 1}. By the averaging argument, we obtain that argmin z∈{0,1}
where again we split up z s,n−2 according to Algorithm 1 such thatz is the (n − 2)-th bit of z s , selected in the previous step of the algorithm. Inductively repeating this argument and combining the result with the estimate in (24), we obtain the inequality H s,n,γ (z) ≤ 1 2 n−1
where we used that by Algorithm 1 we have z s,1 = 1. Then, using Lemma 6 with v = 1 to equate the right-hand side term in (25), we finally obtain
Noting that for odd k we have ln(sin −2 (πk/2)) = ln 1 = 0, this yields
where in the last step we used the identity in (22) and separated the contribution of u = ∅ in the second term, which gives the claimed result.
The result in Theorem 5 relates the quantity H s,n,γ (z) to the quantities H s−1,n,γ (z {1:s−1} ) and H s−1,n,γ∪{s} (z {1:s−1} ) of dimension s − 1. Intuitively, since we are analyzing a componentby-component construction, this suggests an inductive argument over the dimension. However, note that the components z 1 , . . . , z s−1 have been selected with respect to the function h s−1,n,v,γ , and thus H s−1,n,γ , with weights γ while for the next step in an inductive argument, we require a statement for H s−1,n,γ∪{s} with modified weights γ ∪ {s}.
In the following, we will therefore restrict ourselves to weights which have more structure than general weights, in particular, we will assume product weights γ u = j∈u γ j for a sequence of positive reals {γ j } j≥1 . For product weights, we obtain the following estimate for H s,n,γ (z). Theorem 6. Let n, s ∈ N, N = 2 n , and let γ = {γ u } u⊆{1:s} , with γ u = j∈u γ j and positive reals {γ j } j≥1 , be a sequence of product weights. Furthermore, let the generating vector z ∈ Z s N be constructed by Algorithm 1. Then for H s,n,γ (z) the following upper bound holds:
Proof. Firstly, note that due to the formulation of Algorithm 1, the estimate 1 + γ j ln 1 sin 2 (πkz j /N ) (27) with 1 ≤ r ≤ s. Furthermore, note that for any 2 ≤ r ≤ s we obtain
Using this identity, we can apply the estimate in Theorem 5 which yields 
Comparing to (27) , we see that H 1,n,γ (z 1 ) equals
where we used that z 1 = 1 and the identity
see, e.g., [18, Proposition 25] . Combining the obtained expression with (29) finally gives which is the claim.
We are now able to show the main result regarding the component-by-component digit-bydigit construction. Theorem 7. Let N = 2 n , with n ∈ N, and let γ = {γ u } u⊆{1:s} , with γ u = j∈u γ j and positive reals {γ j } j≥1 , be a sequence of product weights. Furthermore, denote by z = (z 1 , . . . , z s ) the corresponding generating vector constructed by Algorithm 1. Then the following estimate holds:
(1 + γ j (2(1 + 2 ln N ) ))   (31) and the z 1 , . . . , z s are optimal coefficients modulo N . Moreover, if the weights satisfy j≥1 γ j < ∞, then T (N, z) can be bounded independently of the dimension.
Proof. Combining the bound on T (N, z) in Theorem 4 for product weights, and inserting for z the generating vector obtained by Algorithm 1, with the estimate on H s,n,γ (z) from Theorem 6 gives
(1 + γ j ln 4) + 1
where we used that |u| ≤ 2 |u| . Note that the condition on z in Theorem 4 is fulfilled since by the formulation of Algorithm 1 all z j are odd such that gcd(z j , N ) = gcd(z j , 2 n ) = 1 is satisfied. This estimate yields the result in (31) and we can deduce that
for some constant C s . As any power of N grows asymptotically faster than ln N , we see that Algorithm 1 yields optimal coefficients modulo N in the sense of Definition 1 for the values N = 2 n with n ∈ N. Additionally, we obtain from (32) that
for an arbitrary δ > 0, where C(δ/2) is a constant depending only on δ. We can then estimate (1 + γ j (8 ln N ) ) and, due to the imposed condition on the weights, employ [13, Lemma 3] to see that this last expression is of order O(N δ/2 ) with implied constant independent of the dimension. This yields the claimed result. Corollary 1. Let N = 2 n , with n ∈ N, and let γ = {γ u } u⊆{1:s} be a sequence of product weights, i.e., γ u = j∈u γ j , with positive reals {γ j } j≥1 satisfying j≥1 γ j < ∞.
Denote by z = (z 1 , . . . , z s ) the generating vector constructed by Algorithm 1. Then, for any δ > 0 and each α > 1, the worst-case error e N,s,α,γ α (z) satisfies
with weight sequence γ α = {γ α u } u⊆{1:s} and a positive constant C(γ, δ) independent of s and N . Proof. The proof works analogously to that of Theorem 3 by using the estimate obtained in Theorem 7, namely
with a positive constantC(γ, δ) independent of s and N .
While for the previous results we restricted ourselves to product weights, we expect that analogous statements can be derived for general weights. In fact the only point where the current theory does not seem to work for general weights is the proof of Theorem 6. A generalization would be of great interest and will be the subject of future research.
Remark 5. Note that the proof technique used for showing the result in Corollary 1 is such that we do not need any knowledge about the smoothness parameter α when running Algorithm 1. We stress that this is not the case for all formulations of component-by-component algorithms in the literature. On the other hand, similar ideas are to be found in [24, Theorem 5.5] and [22, Lemma 4.20] . However, the results in [24] and [22] are formulated for different algorithms than the one considered in the present paper. A similar comment applies to Corollary 2 below.
The weighted component-by-component algorithm by Korobov
In this section, we study a component-by-component (CBC) algorithm that is motivated by earlier work of Korobov, see, e.g., [18] for a reference. In contrast to Section 3.1, we will assume that N is prime throughout the present section. The following theorem is a key ingredient in our main result on the CBC algorithm, and is analogous to Theorem 4. 
where, for a subset ∅ = u ⊆ {1:s}, we define the function K u : R |u| → R via
Proof. In a similar fashion as in the proof of Theorem 4, we obtain from (8) |u j | ≤ −2 ln 2 sin π N = − ln 4 + ln sin −2 π N ≤ ln sin −2 π N ≤ 2 ln N =ū j ≥ 1 for j = 1, . . . , s, as long as N ≥ 2. Similar to the proof of Theorem 4, we see that the second sum in (35) can be bounded as
Finally, the third sum in (35) can be bounded independently of the choice of z, in exactly the same way as in the proof of Theorem 4. Using the estimates for the second sum and the third sum in (35) yields (33) .
Based on Theorem 8, it is obvious that is desirable to find generating vectors such that In order to derive an error bound for lattice rules based on generating vectors constructed by Algorithm 2, we first show the following theorem. 
Proof. We prove the statement by induction on d ∈ {1, . . . , s}. For d = 1 we obtain that
where the penultimate equality follows from (30) , see proof of Theorem 6. Consider then d ≥ 2 and assume that the statement holds for d − 1, that is,
By the standard averaging argument and again using N −1 k=1 ln 2 sin πk N = ln N , we obtain
Considering the term
we see that, as in the proof of Theorem 4, we have 0 ≤ ln sin −2 π kz j N ≤ 2 ln N, and hence,
This finally yields, using the previous estimate,
as claimed. By induction, the result follows for dimension s and z.
We are now able to show the main result regarding the component-by-component construction in Algorithm 2. Theorem 10. Let N be prime and let γ = {γ u } u⊆{1:s} be positive weights. Furthermore, let z = (z 1 , . . . , z s ) be the generating vector constructed by Algorithm 2. Then the following estimate holds:
and the z 1 , . . . , z s are optimal coefficients modulo N . Moreover, if the weights satisfy
then T (N, z) can be bounded independently of the dimension.
Proof. Combining the bound on T (N, z) in Theorem 8, inserting for z the generating vector obtained from Algorithm 2, with the bound on V N,s,γ (z) from Theorem 9 yields
which gives the claimed inequality in (36) . From this, we can deduce that
for some constant C s . As any power of N grows asymptotically faster than ln N , we see that Algorithm 2 indeed yields optimal coefficients in the sense of Definition 1 for prime N . Furthermore, from (36), we easily find that
for an arbitrary δ > 0, where C(δ/2) is a constant depending only on δ. We can now directly use Lemma 4 with a = 7 to see that the sum in the last expression is of order O(N δ/2 ). This yields the claimed result. 
Efficient implementation of the construction schemes
In this section we discuss the efficient implementation of the two introduced algorithms and analyze their complexity. In the previous sections the two construction methods were formulated for general weights. Here, we consider the implementation for the special case of product weights γ u = j∈u γ j for a sequence of positive reals {γ j } j≥1 .
Implementation and cost analysis of the CBC-DBD algorithm
Recalling the definition of the quality function in Definition 2, we see that for product weights h r,n,v,γ can be rewritten as follows. Let x ∈ N be an odd integer, n, s ∈ N be positive integers, and let γ = {γ j } j≥1 be a sequence of positive weights. For 1 ≤ v ≤ n, 1 ≤ r ≤ s and odd integers z 1 , . . . , z r−1 the quality function h r,n,v,γ reads
As in each minimization step of Algorithm 1 the variable v is fixed, C n,v is constant and we can therefore equivalently minimize the expressionh r,n,v,γ (x) in (37).
We observe that a single evaluation ofh r,n,v,γ requires O(r n t=v 2 t−1 ) operations. Therefore, in a naive implementation of Algorithm 1, the number of calculations for each inner loop over the v = 2, . . . , n, with N = 2 n , is
Since there is an inner loop for each r = 2, . . . , s, the computational cost of a naive implementation of the component-by-component digit-by-digit construction in Algorithm 1 is O s 2 N ln N . For large s this cost is prohibitive such that we aim for a more efficient implementation.
For 1 ≤ r < s, let z 1 , . . . , z r be constructed by Algorithm 1. For integers t ∈ {2, . . . , n} and odd k ∈ {1, . . . , 2 t − 1}, we introduce the term q(r, t, k) as q(r, t, k) = r j=1 1 + γ j ln 1 sin 2 (πkz j /2 t ) and note that for the evaluation ofh r,n,v,γ (x) in (37) we can compute and store q(r − 1, t, k) as it is independent of v and x. This wayh r,n,v,γ (x) can be rewritten as
where, after determining z r , the value of q(r, t, k) is computed via the recurrence relation
For an algorithmic realization of this finding, we introduce the vector p = (p(1), . . . , p(N − 1)) of length N − 1 whose components, for the current r ∈ {1, . . . , s}, are given by p(k 2 n−t ) = r j=1 1 + γ j ln 1 sin 2 (πkz j /2 t ) = q(r, t, k)
for each t = 1, . . . , n and corresponding odd index k in {1, 3, . . . , 2 t − 1}. Furthermore, we note that for the evaluation ofh r,n,v,γ we do not require the values of q(r, t, k) (or p) for t = 2, . . . , v − 1. Additionally, due to the way the z r,v are constructed in Algorithm 1, we have that z r,n mod 2 v = z r,v for 1 ≤ v ≤ n and thus, by the periodicity of sin 2 (πx),
Hence, we can perform the update as in (39) for k = 1, 3, . . . , 2 v − 1 with z r,n replaced by z r,v immediately after each z r,v has been determined. These observations give rise to a fast implementation of Algorithm 1. for t = 2 to n do for k = 1 to 2 t − 1 in steps of 2 do p(k 2 n−t ) = 1 + γ 1 ln
end for end for
Set z 1,n = 1 and z 2,1 = . . . = z s,1 = 1.
for r = 2 to s do for v = 2 to n do z * = argmin z∈{0,1}h Hence, the outer loop over r = 2, . . . , s, which is the main cost of the algorithm, can be executed in O (sN ln N ) operations. Furthermore, we observe that initialization and update of the vector p ∈ R N −1 can both be executed in O(N ) operations. To store the vector p itself, we require O(N ) of memory. We note that the running time of Algorithm 3 can be further reduced by precomputing and storing the N values ln 1 sin 2 (πk/N ) for k = 1, . . . , N − 1.
Proposition 2 reveals that the fast implementation of the component-by-component digit-by-digit construction achieves the same computational complexity as the state-of-the-art component-bycomponent methods, see, e.g., [29, 30] . In these constructions, the speed-up of the algorithm is achieved by exploiting the special (block-) circulant structure of the involved matrices and by employing a fast matrix-vector product which uses fast Fourier transformations (FFTs). We refer to [29, 30] for details. In contrast, our method does not rely on the use of FFTs and its low complexity is the result of the smaller search space for the components z j of z.
Fast implementation and cost analysis of the CBC algorithm
As before, for product weights γ u = j∈u γ j with {γ j } j≥1 ∈ R N + , the quality function V N,s,γ in Definition 3 can be written in a special form. For this purpose, let N ∈ N and consider an integer vector z ∈ Z s . Then V N,s,γ (z) equals
As the term N − 1 is constant, we can equivalently minimize the functionV N,s,γ (z) in each step of Algorithm 2. Then, observing that the quantityV N,s,γ (z), with symmetric function ω(x) = −2 ln(2 sin(πx)), has the same structure as the worst-case error expression which is minimized in the common CBC algorithm, see, e.g., [29, 30] , we can employ the same machinery to obtain a fast implementation of Algorithm 2. The computational cost of such a fast implementation is summarized in the following proposition. Since the mentioned fast implementation of Algorithm 2 can be achieved entirely analogously as for the standard CBC construction, we omit further implementation details and refer the reader to [5, 29, 30] .
Numerical results
In this section, we illustrate the error convergence rates and the computational cost of the two introduced algorithms, discussed in Sections 3 and 4, by means of numerical experiments. As before we consider the construction of rank-1 lattice rules in the weighted space E α s,γ of smoothness α > 1, and, as in Section 4, assume product weights γ u = j∈u γ j , u ⊆ {1:s}.
In order to test the competitiveness of our construction methods, we compare the worst-case error of the constructed lattice rules as well as the algorithms' computation times with those of a state-of-the-art fast component-by-component algorithm, see, e.g., [30] . Based on (5), we observe that for product weights the worst-case error of an N -point rank-1 lattice rule in the space E α s,γ equals
see, e.g., [5, Section 5.1] , where the character property of lattice points can be used to involve the sums of complex exponentials. Note that for an even smoothness parameter α, the sum of exponentials in (40) simplifies to the Bernoulli polynomial B α ({kz j /N }) modulo a constant, see, e.g., [5] . For other real α > 1, the occurring sum can be numerically approximated.
The different algorithms have all been implemented in double-precision and arbitrary-precision floating-point arithmetic using Python 3.6.3. The arbitrary-precision is provided by the multiprecision Python library mpmath.
Error convergence behavior -CBC-DBD algorithm
We consider the convergence behavior of e N,s,α,γ α (z) for generating vectors z constructed by the component-by-component digit-by-digit construction in Algorithm 1 for different sequences of product weights γ = {γ j } j≥1 . As a benchmark we use the lattice rules designed by the CBC construction for N = 2 n as introduced in [29] using the error e N,s,α,γ α as the quality function. According to Corollary 1, the constructed lattice rules will asymptotically achieve the almost optimal error convergence rate of O(N −α+δ ). We stress that in certain cases the asymptotic rates promised in Corollary 1 will not be visible for the ranges of N considered in our numerical experiments. Therefore, the presented graphs are to be understood as a demonstration of the pre-asymptotic error behavior.
The results in Figure 2 illustrate that the CBC-DBD algorithm reliably constructs good lattice rules with worst-case error values that are comparable to those of the corresponding lattice rules constructed by the common CBC construction. While the asymptotic error behavior of both constructions is identical, we observe that the actual errors of the CBC-DBD algorithm are always slightly higher. However, this behavior was to be expected and can be explained by the fact that the common CBC construction uses the worst-case error of the space E α s,γ as the quality function and is therefore directly tailored to the respective function space. The CBC-DBD construction, on the other hand, uses a more general quality function which is independent of the smoothness α. Note that this also implies that while we only need to run the CBC-DBD algorithm once for a fixed choice of N , s, and γ, the usual CBC algorithm needs to be run once for each different α. Furthermore, we observe that the pre-asymptotic decay of the used weight sequences determines the error convergence rate. The faster the weights decay, the closer the error rate is to the optimal rate O(N −α ). The latter observation is also not surprising, as smaller weights can be expected to yield smaller constants in the errors.
Computational complexity: CBC-DBD algorithm
Here, we illustrate the computational complexity of the component-by-component digit-by-digit construction in Algorithm 3 which was stated in Proposition 2. To this end, let n, s ∈ N and N = 2 n and use the weight sequence γ = {γ j } s j=1 with γ j = j −2 . Note that the chosen weights do not influence the computation times. In Table 1 we report on the timings for the two construction methods considered in Section 5.1. The displayed times solely measure the duration for constructing the generating vectors but do not comprise the error calculation. The timings were performed on an Intel Core i5 CPU with 2.3 GHz using Python 3.6.3.
Error convergence in the space E α s,γ with s = 100, α = 2, 3, 4. The timings in Table 1 confirm that both considered algorithms have a similar dependence on N and s. The observable linear dependence on the dimension s is in accordance with the complexity O(sN ln N ) of both algorithms. We assert that the computation times for both algorithms roughly differ by a factor between 1.6 and 2.45. Furthermore, we note that the CBC algorithm, in particular the fast Fourier transformations, are based on compiled and optimized code via Python's Discrete Fourier Transform (numpy.fft) library. It is therefore noteworthy that the CBC-DBD algorithm, which is not based on any compiled libraries, is competitive nonetheless.
Error convergence behavior: CBC algorithm
Here, we consider the convergence behavior of e N,s,α,γ α (z) for generating vectors z obtained by the CBC construction in Algorithm 2 and the common CBC algorithm as in, e.g., [29] for prime N and different product weight sequences γ = {γ j } j≥1 . Again, we aim to illustrate the almost optimal error convergence rate of O(N −α+δ ) in E α s,γ which can be achieved according to Corollary 2, but stress that the presented graphs are to be understood as an illustration of the pre-asymptotic error behavior for the considered ranges of N .
The graphs in Figure 3 show that in most cases the CBC algorithm with smoothnessindependent quality function V N,s,γ yields lattice rules with worst-case error values that are almost identical to those corresponding to rules constructed by the CBC algorithm which uses the worst-case error e N,s,α,γ α as quality measure. In addition, we observe that for higher smoothness α and pre-asymptotically slowly decaying weights γ j the standard CBC construction with the worst-case error as the quality function excels as it is directly tailored to the function space. As before, we see that the faster the pre-asymptotic decay of the weight sequences, the closer the error rate is to the optimal rate of O(N −α ).
Error convergence in the space E α s,γ with s = 100, α = 2, 3, 4. 
Conclusion
In this paper, we studied variants of component-by-component algorithms for the construction of lattice rules for numerical integration in weighted function spaces. We analyzed a componentby-component digit-by-digit (CBC-DBD) construction and a particular version of the CBC construction. Both algorithms considered are motivated by earlier work of Korobov, and both constructions are independent of the value of the smoothness parameter α, which may be an advantage over the standard CBC constructions in the literature. We showed above that the lattice rules constructed by these algorithms yield an error convergence rate that can be arbitrarily close to the optimal convergence rate, and the error bounds can be made independent of the dimension if the coordinate weights satisfy suitable summability conditions. Moreover, we studied fast implementations of the new algorithms and showed that the computational effort is of the same order of magnitude as that of the standard CBC construction. The lattice rules constructed proved to be competitive to lattice rules constructed by other common methods with respect to their integration error. = |2 sin(πx) (i cos(πx) − sin(πx))| = 2 sin(πx) cos 2 (πx) + sin 2 (πx) = 2 sin(πx).
Since for x ∈ [0, 1 2 ] we have that sin(πx) ≥ 2x = 2 x , the symmetry of sin(πx) and x around 
