Normal approximation of the solution to the stochastic wave equation
  with L\'evy noise by Delerue, Thomas
ar
X
iv
:1
91
1.
01
81
1v
1 
 [m
ath
.PR
]  
5 N
ov
 20
19
Normal approximation of the solution to the stochastic wave
equation with Lévy noise
Thomas Delerue
†
Abstract
For a sequence L˙ε of Lévy noises with variance σ2(ε), we prove the Gaussian approx-
imation of the solution uε to the stochastic wave equation driven by σ−1(ε)L˙ε and thus
extend the result of C. Chong and T. Delerue [Stoch. Partial Differ. Equ. Anal. Comput.
(2019)] to the class of hyperbolic stochastic PDEs. That is, we find a necessary and sufficient
condition in terms of σ2(ε) for uε to converge in law to the solution to the same equation
with Gaussian noise. Furthermore, uε is shown to have a space–time version with a càdlàg
property determined by the wave kernel, and its derivative ∂tu
ε a càdlàg version when viewed
as a distribution-valued process. These two path properties are essential to our proof of the
normal approximation as the limit is characterized by martingale problems that necessitate
both random elements. Our results apply to additive as well as to multiplicative noises.
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1 Introduction
The wave equation is the prototype of an hyperbolic PDE, widely used e.g. in acoustics and
signal processing ([10]). In the literature of stochastic PDEs, the corresponding equation with
random perturbation has been extensively studied, especially when the driving noise is Gaussian:
See e.g. [25] for the case of a space–time white noise and Chapter 2 of [8] for a noise that is
white in time but spatially correlated. In this paper, we consider the stochastic wave equation
∂ttu(t, x) = ∂xxu(t, x) + f(u(t, x))L˙(t, x), (t, x) ∈ R+ ×R, (1.1)
where L˙ is a Lévy space–time white noise. We investigate the normal approximation on [0, T ]×
[0, L] of solutions to (1.1) when L˙ has a finite second moment and no Gaussian component, that
is, when can they be approximated in law on compact domains by the solution to
∂ttu(t, x) = ∂xxu(t, x) + f(u(t, x))W˙ (t, x), (t, x) ∈ R+ × R, (1.2)
with a Gaussian space–time white noise W˙ . The purpose of this work is to show that the
necessary and sufficient condition for this functional convergence is
lim
ε→0
1
σ2(ε)
∫
|z|>κσ(ε)
z2Qε(dz) = 0 (1.3)
where σ2(ε) is the variance of a homogeneous Lévy noise L˙ε with Lévy measure Qε, for all κ > 0.
Intuitively, to make such an approximation plausible, L˙ε should be close to W˙ in distribution.
For Lévy processes having jumps decreasing in size to 0, this was made rigorous in [1] and more
generally in [6], where condition (1.3) was first introduced. The passage to an infinite-dimensional
setting has been addressed in such generality, to our best knowledge, only in the case of parabolic
stochastic PDEs like the stochastic heat equation, see [5] and references therein. We substantially
generalize these results to the category of hyperbolic stochastic PDEs. Our second contribution
is that we consider throughout equations with multiplicative noise. As an application, in the
situation of small jumps approximation of [1], if the impulses of the noise L˙ε decrease too fast to
0 (such as for a gamma noise), then the corresponding stochastic PDE will not admit a normal
approximation, but it will, for instance, if L˙ε is α-stable for any α ∈ (0, 2).
The strategy of proof of our main result, Theorem 4.1, is identical to [5]: We show tightness
of the solutions to (1.1) via a generalization of the Aldous criterion [14] and then identify
uniquely the limit. Here classical methods relying on the Lévy–Khintchine formula do not apply
due to the multiplicative noise, so we resort to martingale problems that correspond to the
solutions and whose associated martingales converge under condition (1.3) to a limit that we
link to the solution to (1.2). However, their predictable characteristics do not depend on the
martingale process itself, which makes other well-established techniques, see e.g. Chapter IX
of [15], inapplicable as well. Instead, we prove convergence by hand, so to say, in Skorokhod’s
representation. To this end, we show that all solution processes considered belong to a suitable
Skorokhod space (and to an L2-space as well), a fact we will extensively utilize because, in our
setting, convergence in Skorokhod topology preserves the martingale property.
The random field solution u to (1.1) will exhibit a càdlàg property jointly in space and
time, as we show in Theorem 3.2, that is directly linked to the shape of the wave kernel. Now
it turns out that to show our normal approximation result, we will need to investigate two
different processes simultaneously: u and its time derivative ∂tu, because both appear in the
weak formulation of the stochastic wave equation that we consider in this work and, hence,
in the aforementioned martingale problems, see Section 3.2 for details. This is a substantial
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difference with [5] where two different representations of the same process needed to be adopted
due to the singularities of the heat kernel. We show in Theorem 3.5 that we can view ∂tu as
a càdlàg process taking values on a space of distributions constructed via Hermite expansions.
We also mention that u becomes a strong martingale after an appropriate change of coordinate
system, a crucial property that we will use to show tightness and the path properties above in
place of the factorization method from [7, 21] (applied in [5]).
As in [1, 5, 6], our motivation comes from numerical simulation: An additional normal ap-
proximation of the small jumps of the noise in (1.1) might improve the rate of convergence of
numerical schemes, as suggested by the results in [18] for SDEs and in [3] for SPDEs.
This paper is organized as follows. In Section 2, we describe in detail equations (1.1) and
(1.2). In Section 3, we introduce all function spaces needed and show existence of the random
elements that will be studied in Section 4, which contains our main result as well as the main
ideas of its proof. The details as well as the proofs for Section 3 are postponed to Section 5.
2 Preliminaries
Consider on a filtered probability space (Ω,F ,F = (Ft)t≤T ,P) that satisfies the usual conditions,
for any ε > 0, the stochastic wave equation on R+ × R with vanishing initial conditions: ∂ttuε(t, x) = ∂xxuε(t, x) + f(uε(t, x)) L˙
ε(t, x)
σ(ε)
, (t, x) ∈ R+ × R,
uε(0, x) = ∂tu
ε(0, x) = 0, for all x ∈ R,
(2.1)
where L˙ε(t, x) is a pure-jump Lévy space–time white noise on R+ × R given by
Lε(A) =
∫
R+×R
∫
R
1A(t, x)z (µ
ε − νε)(dt,dx,dz) (2.2)
for all bounded Borel sets A ∈ Bb(R+×R). In this representation, µε is a homogeneous Poisson
random measure on (R+ × R) × R relative to the filtration F , with intensity measure νε =
LebR+×R ⊗Qε. Here Qε is a Lévy measure on R, that is, Qε({0}) = 0 and
∫
R(1∧z2)Qε(dz) <∞,
see e.g. Chapter II in [15] for the definition of stochastic integrals with respect to Poisson random
measures. Furthermore, we assume that for all ε > 0,
0 < σ2(ε) =
∫
R
z2Qε(dz) <∞, (2.3)
which is the variance of Lε([0, 1] × [0, 1]). The special case
Qε(A) =
∫
|z|≤ε
1A(z)Q(dz), A ∈ B(R), ε > 0, (2.4)
for a single Poisson random measure µ having intensity measure ν = LebR+×R ⊗ Q, corresponds
to the small jump approximation in [1].
The function f : R −→ R in equation (2.1) will be assumed to be Lipschitz continuous
throughout this work.
We are interested in the notion of mild solution to (2.1). It is defined as an F -predictable
random field uε = {uε(t, x) | (t, x) ∈ R+ × R} satisfying for all (t, x) ∈ R+ × R,
uε(t, x) =
∫ t
0
∫
R
Gt−s(x, y)
f(uε(s, y))
σ(ε)
Lε(ds,dy)
=
∫
[0,t]×R
∫
R
Gt−s(x, y)f(uε(s, y))
z
σ(ε)
(µε − νε)(ds,dy,dz) P-almost surely.
(2.5)
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In this equation, G denotes the Green’s function of the wave operator ∂tt − ∂xx and has the
following expression:
Gt−s(x, y) = G(t, x; s, y) =
1
2
1A+(t,x)(s, y) (2.6)
for any (t, x, s, y) ∈ (R+ × R)2, where
A+(t, x) =
{
(s, y) ∈ R+ × R | |y − x| ≤ t− s
}
(2.7)
denotes the backward light cone with apex (t, x) restricted to R+×R. In particular, G is bounded
and not differentiable. By Theorem 3.1 in [4], there exists a unique mild solution uε to (2.1)
satisfying
sup
(t,x)∈[0,T ]×R
E
[∣∣uε(t, x)∣∣p] <∞ (2.8)
for all T > 0, 0 < p ≤ 2 and ε > 0. Indeed, from (2.3) and
sup
(t,x)∈[0,T ]×R
∫ t
0
∫
R
G(t, x; s, y)p ds dy = (1/2)p T 2 <∞ (2.9)
for all T > 0 and p > 0, Assumption A in [4] is easily seen to be satisfied for p = 2.
We will investigate the normal approximation of uε and for this, we also consider the solution
to the same stochastic PDE as above, but now driven by a Gaussian space–time white noise: ∂ttu(t, x) = ∂xxu(t, x) + f(u(t, x))W˙ (t, x), (t, x) ∈ R+ × R,
u(0, x) = ∂tu(0, x) = 0, for all x ∈ R. (2.10)
The driving noise W˙ in (2.10) is a centered Gaussian random field
{
W (A) | A ∈ Bb(R+ × R)
}
with covariance structure E[W (A)W (B)] = LebR+×R(A ∩ B) for bounded Borel sets A,B ⊆
R+ × R. As is well-known (see e.g. Exercise 3.7 of Chapter 3 in [25]), equation (2.10) has a
(unique) continuous mild solution u that satisfies the corresponding bound in (2.8) for all p > 0.
3 Functional setting
In this work, the letter C will always denote a strictly positive constant whose value may change
from line to line. Note that |f(x)| ≤ C|x|+ |f(0)| for all x ∈ R by the Lipschitz continuity of f .
If ϕ1, ϕ2 are elements of the same L
2-space, we will always use the notation 〈ϕ1, ϕ2〉 for the
standard scalar product of that space and ‖ · ‖ for the induced norm. If φ is an element of a
topological vector space and φ′ an element of its topological dual, then 〈φ′, φ〉 will always denote
the dual pairing of φ′ with φ.
3.1 Path property of mild solutions
Consider the partial order  on R2:
(t˜, x˜)  (t, x) :⇔ t˜ ≤ t and |x˜− x| ≤ t− t˜ (3.1)
introduced in Section 5 of [20]. We define a space–time càdlàg property corresponding to .
Definition 3.1. A function φ : M → R withM ⊆ R2 is called -càdlàg if for every (t, x) ∈M ,
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(1) lim(t˜,x˜)→(t,x)
(t˜,x˜)(t,x)
φ(t˜, x˜) = φ(t, x),
(2) The limits from the flanks, that is,
lim
(t˜,x˜)→(t,x)
t˜<t, |x˜−x|<t−t˜
φ(t˜, x˜), lim
(t˜,x˜)→(t,x)
x˜>x, x−x˜≤t˜−t<x˜−x
φ(t˜, x˜) and lim
(t˜,x˜)→(t,x)
x˜<x, x˜−x≤t˜−t<x−x˜
φ(t˜, x˜) all exist.
We further denote the space of all -càdlàg functions on M by D(M).
We have the following result.
Theorem 3.2. For any ε > 0, let uε be a mild solution to the stochastic wave equation (2.1)
with noise σ−1(ε)L˙ε. Then uε has a modification uε in D(R+ × R).
We will investigate the functional convergence of the -càdlàg version uε of Theorem 3.2
towards u and to this end, we need a suitable Skorokhod topology for -càdlàg functions.
Consider the order-preserving change of basis in R2 obtained by rotating the standard basis
vectors clockwise by 45 degrees
H : (R2,) −→ (R2,≤),
(
t
x
)
7→ 1√
2
(
1 −1
1 1
)(
t
x
)
(3.2)
as well as a shifting in R2 by u0 = (−3/2, 1/2) composed with H and then rescaled
J : (R2,) −→ (R2,≤), u 7→
√
2
3
H(u− u0). (3.3)
We set u∗ = (3/2, 1/2) and use the following notation for closed rectangles with respect to :
[(t˜, x˜), (t, x)] =
{
(s, y) ∈ R2 | (t˜, x˜)  (s, y)  (t, x)
}
for (t˜, x˜)  (t, x). (3.4)
We then have [0, 1]2 ( [u0, u
∗] and J builds a bijection between [u0, u∗] and [0, 1]2. This
particular choice of the vectors u0 and u
∗ is for simplicity only, it guarantees that the processes
we consider in the proofs of Theorem 3.2 (and Theorem 5.1) vanish on the axes, a technical
requirement of strong martingales often seen in the literature.
Now let D([0, 1]2) be the usual Skorokhod space of càdlàg functions on [0, 1]2 with respect
to the partial order ≤ where (t˜, x˜) ≤ (t, x) if and only if t˜ ≤ t and x˜ ≤ x, see e.g. Section 2 in
[13] for a definition. Consider the well-defined bijective transformation
Φ : D([0, 1]2) −→ D([u0, u∗]), x 7→ x ◦ J. (3.5)
We now draw upon the results of [22] on general Skorokhod spaces to obtain the following.
Lemma 3.3. There exists a Skorokhod metric, that will be denoted by τ throughout this work,
that makes D([0, 1]2) and D([u0, u∗]) complete and separable metric spaces and with respect
to which the composition
D([0, 1]2)
Φ−→ D([u0, u∗]) ι→֒ D([0, 1]2), (3.6)
with Φ as in (3.5) and ι the restriction map, is continuous. Furthermore, -càdlàg functions
are continuous except on at most countably many lines and bounded. If xn
τ−→ x with xn, x ∈
D([0, 1]2), then xn(u) −→ x(u) at all continuity points u of x.
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An immediate consequence of Lemma 3.3 is that tightness of probability measures inD([0, 1]2),
for which there exist criteria in the literature, implies tightness of the transformed measures (ac-
cording to (3.6)) in D([0, 1]2). This will be of crucial importance for the proof of Theorem 5.1.
A straightforward extension of Lemma 3.3, in the proof of which a definition of τ is given,
yields a Skorokhod topology on D([0, T ] × I) with T > 0 and I ⊆ R a finite closed interval.
3.2 Weak formulation
The martingale problem approach mentioned in the introduction relies on a suitable weak for-
mulation of the stochastic wave equation on R+×R that we formally compute from (2.1) in this
section. It is inspired by Section 13.1 (together with Definition 9.11) of [19].
Let φ1, φ2 ∈ C∞c (R) and ε > 0. Take the scalar multiplication of both sides of (2.1) with φ2
and integrate over [0, t]×R. Use the initial condition of ∂tuε as well as partial integration twice
to obtain∫
R
∂tu
ε(t, x)φ2(x) dx =
∫
[0,t]×R
uε(s, x)φ′′2(x) ds dx+
∫ t
0
∫
R
φ2(x)f(u
ε(s, x))
L˙ε(s, x)
σ(ε)
ds dx. (3.7)
Now add the equation
∫
R u
ε(t, x)φ1(x) dx =
∫
[0,t]×R ∂tu
ε(s, x)φ1(x) ds dx, which readily follows
from the initial condition of uε, to (3.7) in order to obtain for all t ≥ 0,∫
R
uε(t, x)φ1(x) dx+
∫
R
∂tu
ε(t, x)φ2(x) dx
=
∫ t
0
(∫
R
uε(s, x)φ′′2(x) dx+
∫
R
∂tu
ε(s, x)φ1(x) dx
)
ds+
∫ t
0
∫
R
φ2(x)f(u
ε(s, x))
L˙ε(s, x)
σ(ε)
ds dx.
(3.8)
It turns out that using equation (3.7) alone is enough to prove the necessity of (1.3) for uε
d−→ u,
but not its sufficiency. For the latter, it is really equation (3.8) that will be needed in because it
yields an equivalence of weak and mild solution to (2.1) (and analogously for (2.10)).
Note that in [25], page 309, the author develops a different weak formulation for (2.10).
However, it does not yield an equality of stochastic processes by fixed test function (because the
latter must satisfy a condition that depends on the current time point), which is required for
martingale problems.
Because uε is locally integrable on R+ × R by (2.8), it is a distribution on R+ × R and so,
∂tu
ε = ∂uε/∂t in (3.8) will be the time derivative of uε in the sense of distributions. The aim
of the next section is to find a convenient representation of ∂uε/∂t by means of a distribution-
valued càdlàg process, that we can insert into equation (3.8) and thereby use for showing our
normal approximation result.
3.3 Distributional time derivative and path property
For simplicity, we write in this paper δy±(t−s)(dx) = δy+(t−s)(dx) + δy−(t−s)(dx) and we use this
notation for functions as well. Let Ψ ∈ C∞c (R+ × R) and fix (s, y) ∈ R+ × R. Straightforward
computations yield for the Green’s function G,∫
R+×R
G(t, x; s, y)∂tΨ(t, x) dt dx =
1
2
∫
R
∫
R+
1{|y−x|≤t−s}∂tΨ(t, x) dt dx
= −1
2
∫
R
Ψ(s+ |y − x|, x) dx = −1
2
(∫ ∞
s
Ψ(t, y + (t− s)) dt+
∫ ∞
s
Ψ(t, y − (t− s)) dt
)
= −1
2
∫ ∞
0
∫
R
Ψ(t, x) δy±(t−s)(dx)1{s≤t} dt.
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Hence, the distributional time derivative of G(·, ·; s, y) on R+ × R is a measure on R+ ×R that
we will henceforth denote by ∂G/∂t (dt,dx; s, y) and such that
∂G
∂t
(dt,dx; s, y) =
1
2
δy±(t−s)(dx)1{s≤t} dt =
dG
dx
(t,dx; s, y)1{s≤t} dt (3.9)
where dG/dx (t,dx; s, y) denotes the distributional derivative of G(t, ·; s, y) for fixed t, s, y, which
is readily seen to be equal to (1/2)δy±(t−s)(dx) whenever t ≥ s and to 0 otherwise.
Using the expression (2.5) of uε, the stochastic Fubini theorem (see, for example, Theorem
2.6 in [25]) and (3.9), we further have∫
R+×R
uε(t, x)∂tΨ(t, x) dt dx
=
∫
R+×R
(∫
R+×R
G(t, x; s, y)∂tΨ(t, x) dt dx
)
f(uε(s, y))
σ(ε)
Lε(ds,dy)
= −
∫
R+×R
(∫ ∞
0
∫
R
Ψ(t, x)
dG
dx
(t,dx; s, y)1{s≤t} dt
)
f(uε(s, y))
σ(ε)
Lε(ds,dy)
= −
∫ ∞
0
(∫ t
0
∫
R
(∫
R
Ψ(t, x)
dG
dx
(t,dx; s, y)
)
f(uε(s, y))
σ(ε)
Lε(ds,dy)
)
dt P-a.s.
(3.10)
Recall now that the Schwartz space S(R) consists of all C∞(R)-functions with rapid decrease, see
e.g. Definition 4.1 in [9]. It has a natural topology induced by the seminorms supx∈R |xjφ(k)(x)|
with j, k ∈ N and φ ∈ S(R). We define for each ε > 0, an S ′(R)-valued stochastic process
vε : R+ −→ S ′(R)
t 7→
[
φ 7→
∫ t
0
∫
R
(∫
R
φ(x)
dG
dx
(t,dx; s, y)
)
f(uε(s, y))
σ(ε)
Lε(ds,dy)
]
.
(3.11)
This stochastic integral is well-defined because by (2.8), the Lipschitz continuity of f and (3.9),
E
[∫ t
0
∫
R2
(∫
R
φ(x)
dG
dx
(t,dx; s, y)
)2 f2(uε(s, y))
σ2(ε)
z2 νε(ds,dy,dz)
]
=
1
4
∫ t
0
∫
R
φ2(y ± (t− s))E
[
f2(uε(s, y))
]
ds dy
(
1
σ2(ε)
∫
R
z2Qε(dz)
)
≤ C
∫ t
0
∫
R
φ2(y ± (t− s)) ds dy ≤ C
∫
R
φ2(x) dx <∞ for all φ ∈ S(R) and t ≥ 0.
(3.12)
Combining the definition of distributions and of vε, and with (3.10), we obtain the following
representation for ∂uε/∂t:〈
∂uε
∂t
,Ψ
〉
=
∫
R+
〈vεt ,Ψ(t, ·)〉dt for all Ψ ∈ C∞c (R+ × R). (3.13)
Furthermore, using vε, we can now derive mathematically a weak formulation of (2.1) corre-
sponding to equation (3.8), see Proposition 5.6.
Actually, vεt is not yet a random distribution: We only have for all Schwartz functions φ1,
φ2 and scalars α1, α2, 〈vεt , α1φ1 +α2φ2〉 = α1〈vεt , φ1〉+α2〈vεt , φ2〉 P-almost surely, so vεt is not a
linear functional but rather a random linear functional as defined in [25] on page 332. However,
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we can show that the random field {〈vεt , φ〉 | φ ∈ S(R)} has a version with values in S ′(R). For
this, we first recall a few facts on S(R). For q ∈ N, let hq denote the qth Hermite function
hq(x) =
(−1)q
(2qq!
√
π)1/2
ex
2/2 d
q
dxq
e−x
2
, x ∈ R.
As is well-known, hq ∈ S(R) and a possible orthonormal basis of L2(R) is given by {hq | q ∈ N}.
Define now for each r ≥ 0, the function space
Hr(R) =
φ ∈ L2(R) ∣∣∣
∞∑
q=0
(1 + 2q)r〈φ, hq〉2 <∞
 . (3.14)
Note that this is not the fractional Sobolev space on R of order r which is usually defined via the
Fourier transform. It is a Hilbert space whose topology is induced by the norm ‖φ‖r =
√〈φ, φ〉r
with the scalar product
〈φ,ϕ〉r =
∞∑
q=0
(1 + 2q)r〈φ, hq〉〈ϕ, hq〉 for all φ,ϕ ∈ Hr(R). (3.15)
We denote the topological dual of Hr(R) by H−r(R) with dual norm ‖ · ‖−r. For each r ≥ 0 and
q ∈ N, consider the continuous and linear functional
eq,−r : Hr(R) −→ R, φ 7→ (1 + 2q)−r/2〈φ, hq〉r. (3.16)
By the Riesz representation theorem, the duality 〈φ′, eq,−r〉−r = (1 + 2q)−r/2〈φ′, hq〉 holds, the
set {eq,−r | q ∈ N} forms an orthonormal basis of H−r(R) and for all φ′ ∈ H−r(R), we have
φ′ =
∞∑
q=0
(1 + 2q)−r/2〈φ′, hq〉eq,−r in H−r(R) and ‖φ′‖2−r =
∞∑
q=0
(1 + 2q)−r〈φ′, hq〉2. (3.17)
By Example 2 in Chapter 4 of [25], S(R) is then a nuclear space, see e.g. pages 330–332
of that chapter for a definition. In particular, S(R) ⊆ Hr(R) for all r ≥ 0 and the injection
(S(R), ‖ · ‖s) →֒ (S(R), ‖ · ‖r) is a Hilbert-Schmidt operator if r < s+1 (and not r < s+1/2 as
indicated in that example, which is a typo). We then obtain the following regularization.
Proposition 3.4. For any r > 1, ε > 0 and t ≥ 0, the random field {〈vεt , φ〉 | φ ∈ S(R)} has a
version which is in H−r(R) and hence, in S ′(R) as well.
Proof. This is a direct application of Theorem 4.1 in [25]: By the calculation in (3.12),
E
[∣∣∣〈vεt , φ〉 − 〈vεt , ϕ〉∣∣∣2] ≤ C ∫
R
∣∣φ(x)− ϕ(x)∣∣2 dx for all φ,ϕ ∈ S(R),
so vεt is continuous in probability in the norm ‖ · ‖r for any r ≥ 0.
As a consequence, we may and will assume from now on that vεt ∈ H−r(R) for arbitrary
r > 1. We then obtain the following path property.
Theorem 3.5. For any r > 2 and ε > 0, the process vε introduced in (3.11) has a version vε
in D(R+,H−r(R)), the Skorokhod space of H−r(R)-valued càdlàg functions on R+.
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In the remainder of this paper, we will work with the càdlàg process vε obtained in Theo-
rem 3.5 instead of ∂uε/∂t. Here we point out that even though we will investigate in Section 4
convergence in distribution on finite intervals, for technical reasons only (e.g. to avoid tedious
calculations related to the boundaries of the interval), we chose in this work a space of distribu-
tions on the whole of R.
Finally, we follow the same scheme for the continuous mild solution u to (2.10) and by the
proofs of Proposition 3.4 and Theorem 3.5, for any r > 2, there exists a unique continuous
process v with values in H−r(R) such that for all φ ∈ S(R) and t ≥ 0,
〈vt, φ〉 =
∫ t
0
∫
R
(∫
R
φ(x)
dG
dx
(t,dx; s, y)
)
f(u(s, y))W (ds,dy)
=
1
2
∫ t
0
∫
R
φ(y ± (t− s))f(u(s, y))W (ds,dy) P-almost surely.
(3.18)
4 Main result
In this section, we fix T > 0 as well as L > 0. Consider the Cartesian space
Ω† =
(
D([0, T ] × [0, L]) ∩ L2([0, T ] × [0, L])
)
×D([0, T ],R).
Let ̺ be defined as the sum of the metrics τ and d1, where τ is the Skorokhod metric on
D([0, T ] × [0, L]), see Lemma 3.3, and d1 the metric induced by the standard L2-norm on
L2([0, T ] × [0, L]). Let also τ † denote the usual Skorokhod metric on D([0, T ],R). We equip Ω†
with the product metric
χ†((f1, g1), (f2, g2)) = ̺(f1, f2) + τ †(g1, g2) = (τ(f1, f2) + d1(f1, f2)) + τ †(g1, g2) (4.1)
for all (f1, g1), (f2, g2) ∈ Ω†. The main result of this paper is the following limit theorem.
Theorem 4.1. Let Lε be as in (2.2) with variance σ2(ε) as in (2.3) for all ε > 0. Further let
uε be a mild solution to the stochastic wave equation (2.1) driven by σ−1(ε)L˙ε, uε its -càdlàg
version given by Theorem 3.2 and vε the càdlàg H−r(R)-valued process obtained in Theorem 3.5
for an arbitrary fixed r > 2.
In addition, let u be the continuous mild solution to the stochastic wave equation (2.10)
driven by W˙ and v the continuous H−r(R)-valued process satisfying (3.18).
Suppose the Lipschitz function f satisfies f(0) 6= 0. We then have
(uε, 〈vε, φ〉) d−→ (u, 〈v, φ〉) in
(
Ω†, χ†
)
as ε→ 0 for all φ ∈ C∞c ((0, L)) (4.2)
if and only if condition (1.3) holds for each κ > 0.
Remark 4.2. The weak convergence of (〈uε(t, ·), φ〉, 〈vεt , φ〉)t≤T for all φ ∈ C∞c ((0, L)), is
needed to show the necessity of (1.3). That is why the distribution-valued processes vε and v
were added to the actual normal approximation of uε by u.
Proof of Theorem 4.1. In a first part, we show that (1.3) implies (4.2). For any fixed
φ ∈ C∞c ((0, L)), we will show convergence in distribution of subsequences of {(uε, 〈vε, φ〉) | ε > 0}
toward the limit distribution (u, 〈v, φ〉). To this end, we need to consider uε on the larger domain
[0, T ] × [−T,L + T ]. This is due to the Green’s function G (recall (2.6)): The value of u(t, x)
for any (t, x) ∈ [0, T ] × [0, L] depends on values taken by u on {(s, x) ∈ R+ × R | 0 ≤ s ≤
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t, dist(x, [0, L]) ≤ t − s} ⊆ [0, T ] × [−T,L + T ]. This larger domain will be necessary for the
proof of Theorem 5.7. Since we also need to work with vε, in order to prove (4.2), we shall work
with the second Cartesian space
Ω∗ =
(
D ([0, T ] × [−T,L+ T ]) ∩ L2 ([0, T ] × [−T,L+ T ])
)
×
(
D([0, T ],H−r(R)) ∩ L2([0, T ],H−r(R))
)
.
(4.3)
Let ρ be the sum of the usual Skorokhod metric τ∗ on D([0, T ],H−r(R)) and of the standard
L2-metric d2 on L
2([0, T ],H−r(R)). We then equip Ω∗ with the product metric
χ∗((f1, g1), (f2, g2)) = ̺(f1, f2) + ρ(g1, g2) = (τ(f1, f2) + d1(f1, f2)) + (τ∗(g1, g2) + d2(g1, g2))
for all (f1, g1), (f2, g2) ∈ Ω∗.
By Theorem 5.1 and Theorem 5.2, uε is tight both in D([0, T ] × [−T,L + T ]) and in
L2([0, T ]× [−T,L+ T ]). This readily implies that uε is also tight in (D([0, T ]× [−T,L+ T ])∩
L2([0, T ] × [−T,L + T ]), ̺) (it is easy to see that if K1 and K2 are compact sets, one in each
function space, then K1 ∩ K2 is compact in the intersection space considered). Analogously,
vε is tight in (D([0, T ],H−r(R)) ∩ L2([0, T ],H−r(R)), ρ) as a consequence of Theorem 5.3 and
Corollary 5.5. Since the product of compact spaces is compact, we draw the crucial conclusion
that {(uε, vε) | ε > 0} is tight in (Ω∗, χ∗). Note that no assumptions other than (2.2) and (2.3)
on the Lévy noise are needed for this result.
Subsequently, apply Prokhorov’s theorem and let without loss of generality (εk)k∈N be a
sequence with εk → 0 such that (uεk , vεk)k∈N converges weakly to some distribution on (Ω∗, χ∗)
as k → ∞. Then we may further apply Skorokhod’s representation theorem, see e.g. Section 1
in [16], and obtain random elements
(wk, θk), (w, θ) : (Ω,F ,P) −→ (Ω∗, χ∗), (4.4)
defined on a common probability space (Ω,F ,P), and satisfying the following properties:
(wk, θk)
d
= (uεk , vεk) for all k ∈ N and
(wk, θk)(ω) −→ (w, θ)(ω) in (Ω∗, χ∗) as k →∞ for all ω ∈ Ω.
(4.5)
We will show in the following that for any φ ∈ C∞c ((0, L)),
(w, 〈θ, φ〉) d= (u, 〈v, φ〉) in (Ω†, χ†), (4.6)
which together with (4.5) implies
(uεk , 〈vεk , φ〉) d−→ (u, 〈v, φ〉) in
(
Ω†, χ†
)
as k →∞
by the continuous mapping theorem, and altogether, (4.2). In this identification step of the
distribution of (w, 〈θ, φ〉), we will refer to the parts of [5] that are identical.
First, define a filtration F = (F t)t≤T on (Ω,F):
F t =
⋂
u≥t
σ
(
wk(s, x), θks | s ≤ u, −T ≤ x ≤ L+ T, k ∈ N
)
∨ N P, 0 ≤ t ≤ T, (4.7)
where N P is the set of all P-null sets of F (we assume that F is P-complete), as well as
Bt =
∫ t
0
(∫
R
w(s, x)φ′′2(x) dx+ 〈θs, φ1〉
)
ds and Ct =
∫ t
0
∫
R
φ22(x)f
2(w(s, x)) ds dx (4.8)
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for φ1, φ2 ∈ C∞c ((−T,L+ T )) and t ≤ T .
Assume now for the time being that the pair (w, θ) satisfies the following martingale problem:
The complex-valued càdlàg process
M t = e
iξ(〈w(t,·),φ1〉+〈θt,φ2〉) −
∫ t
0
eiξ(〈w(s,·),φ1〉+〈θs,φ2〉)A(ds) with At = iξBt − 1
2
ξ2Ct, t ≤ T,
(4.9)
is a martingale with respect to (Ω,F ,F ,P) for all ξ ∈ R and φ1, φ2 ∈ C∞c ((−T,L+ T )). (Note
that because w is -càdlàg, the process (〈w(t, ·), φ1〉)t≤T is càdlàg, and that by a limit argument,
w, θ as well as M are F -adapted.) Using (4.5), we also have
ess sup
(t,x)∈[0,T ]×[−T,L+T ]
E
[∣∣w(t, x)∣∣2] <∞ and for all x ∈ R, w(0, x) = θ0 = 0 P-a.s. (4.10)
Indeed, the Skorokhod convergence of wk implies for almost all (t, x) ∈ [0, T ] × [−T,L + T ],
wk(t, x) −→ w(t, x) P-almost surely and because the projection maps π(t,x) : D([0, T ]×[−T,L+
T ]) −→ R, f 7→ f(t, x) are measurable, we also have wk(t, x) d= uεk(t, x) for all (t, x). Now the
random fields {uε | ε > 0} satisfy the uniform bound
sup
ε>0
sup
(t,x)∈[0,T ]×R
E
[
|uε(t, x)|2
]
<∞, (4.11)
which only depends on the Lipschitz function f . With (2.9) and (2.8), the proof of (4.11) goes as
Lemma 3.1 in [5]. (Note that (4.11) is also crucial for proving the existence of uε and tightness
of {(uε, vε) | ε > 0} in (Ω∗, χ∗).) Apply then Fatou’s lemma to obtain (4.10).
Assumption (4.9) enables us, together with (4.10), to show that there exists a Gaussian
space–time white noise W˜ on [0, T ] × [−T,L + T ], possibly defined on a complete stochastic
basis (Ω˜, F˜ , F˜ , P˜) extending (Ω,F ,F ,P) such that for all φ1, φ2 ∈ C∞c ((−T,L+ T )),∫
R
w(t, x)φ1(x) dx+ 〈θt, φ2〉
=
∫ t
0
(∫
R
w(s, x)φ′′2(x) dx+ 〈θs, φ1〉
)
ds+
∫ t
0
∫
R
φ2(x)f(w−(s, x)) W˜ (ds,dx) ∀t ≤ T
(4.12)
holds P˜-almost surely, where we have set w−(s, x) = limr→s, r<sw(r, x). As a consequence, apply
Theorem 5.7 to deduce that w is on [0, T ]× [0, L] the continuous mild solution to the stochastic
wave equation  ∂ttw(t, x) = ∂xxw(t, x) + f(w(t, x)) ˙˜W (t, x), (t, x) ∈ R+ × R,
w(0, x) = ∂tw(0, x) = 0, for all x ∈ R,
(4.13)
of which (4.12) is the weak formulation (on [0, T ] × [−T,L + T ]), and that θ satisfies for all
φ ∈ C∞c ((0, L)) and t ≤ T ,
〈θt, φ〉 =
∫ t
0
∫
R
(∫
R
φ(x)
dG
dx
(t,dx; s, y)
)
f(w(s, y)) W˜ (ds,dy) P˜-almost surely. (4.14)
Recalling (3.18), we then infer that (4.6) holds.
Now we show how to obtain (4.12). Note that C in (4.8) only depends on φ2, so fix φ1 ∈
C∞c ((−T,L + T )) and apply Theorem II.2.42 of [15] on the process (M t)t≤T in (4.9) to first
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see that (B,C, 0), with B in (4.8), are the predictable characteristics of the F -semimartingale
(〈w(t, ·), φ1〉 + 〈θt, φ2〉)t≤T . Observe that they do not directly depend on the process itself, but
on w and θ, which also explains why we are working on the space (Ω∗, χ∗). Consequently,
Mt(φ2) =
∫
R
w(t, x)φ1(x) dx+ 〈θt, φ2〉 −Bt, t ≤ T,
is a continuous square-integrable F -martingale with quadratic variation process C for all φ2 ∈
C∞c ((−T,L + T )). This induces, relative to (Ω,F ,F ,P), an orthogonal martingale measure
{Mt(A), t ∈ [0, T ], A ∈ B([−T,L+ T ])} (see Chapter 2 in [25] for a definition) with covariation
measure QM (A×B × [s, t]) =
∫ t
s
∫
A∩B f
2(w(r, x)) dr dx for all A,B ∈ B([−T,L+ T ]). Now use
the proof of Theorem 3.13 in [5] to define, possibly on a complete filtered extension (Ω˜, F˜ , F˜ , P˜),
W˜t(φ2)=
∫ t
0
∫
R
1{f2(w−(s,x))6=0}
φ2(x)
f(w−(s, x))
M(ds,dx) +
∫ t
0
∫
R
1{f2(w−(s,x))=0}φ2(x)W
′(ds,dx)
(4.15)
where W ′ is a Gaussian white noise on [0, T ]× [−T,L+ T ] independent of M , for all t ≤ T and
φ2 ∈ C∞c ((−T,L+ T )), and to further deduce that (4.15) defines a Gaussian white noise W˜ on
[0, T ] × [−T,L + T ] with respect to (Ω˜, F˜ , F˜ , P˜) such that for all φ1, φ2 ∈ C∞c ((−T,L + T )),
(4.12) holds P˜-almost surely.
Of course, it remains to show that M in (4.9) is an F -martingale. To this end, consider first
on Ω the càdlàg process (〈uε(t, ·), φ1〉+ 〈vεt , φ2〉)t≤T with φ1, φ2 ∈ C∞c ((−T,L+ T )) and ε > 0.
By Proposition 5.6, it is indistinguishable from the right-hand side of (5.27). Replicate the proof
of Theorem 3.8 in [5] and use (4.11) to see that for each ε > 0, the pair (uε, vε) satisfies the
following martingale problem: For all ξ ∈ R and φ1, φ2 ∈ C∞c ((−T,L+ T )), the complex-valued
process
M εt = e
iξ(〈uε(t,·),φ1〉+〈vεt ,φ2〉) − iξ
∫ t
0
eiξ(〈u
ε(s,·),φ1〉+〈vεs,φ2〉) (〈uε(s, ·), φ′′2〉+ 〈vεs, φ1〉)ds
+
∫ t
0
∫
R2
eiξ(〈u
ε(s,·),φ1〉+〈vεs,φ2〉)
(
e
iξ
f(uε(s,x))
σ(ε)
φ2(x)z − 1− iξ f(u
ε(s, x))
σ(ε)
φ2(x)z
)
ds dxQε(dz)
(4.16)
is a square-integrable F -martingale satisfying supε>0 supt≤T E[|M εt |2] <∞.
Define now on Ω the F -adapted process (M
k
t )t≤T in the same way as M ε in (4.16), but with
(uε, vε) and Qε replaced by (wk, θk) of (4.5) and Qεk , respectively. Furthermore, because M
k
has the same distribution as M εk by (4.5), by standard arguments,M
k
is a square-integrable F -
martingale satisfying supk∈N supt≤T E[|Mkt |2] <∞ for all ξ ∈ R and φ1, φ2 ∈ C∞c ((−T,L+ T )).
This is the martingale problem satisfied by the pair (wk, θk). For any fixed ξ ∈ R and φ1, φ2 ∈
C∞c ((−T,L+T )), we can infer that M is an F -martingale as well, again by standard arguments,
if we have:
for almost all t ≤ T, Mkt −→M t as k →∞ P-almost surely. (4.17)
In order to show (4.17), which is the final step, first set for each k ∈ N,
νk(A) =
∫ T
0
∫
R2
1A
(
t,
f(wk(t, x))
σ(εk)
φ2(x)z
)
dt dxQεk(dz),
B
k
t =
∫ t
0
(
〈wk(s, ·), φ′′2〉+ 〈θks , φ1〉
)
ds−
∫ t
0
∫
R
x1{|x|>1} νk(ds,dx),
A
k
t = iξB
k
t +
∫ t
0
∫
R
(
eiξx − 1− iξx1{|x|≤1}
)
νk(ds,dx)
(4.18)
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for all A ∈ B([0, T ]× R) and t ≤ T , so that Mk can be written as
M
k
t = e
iξ(〈wk(t,·),φ1〉+〈θkt ,φ2〉) −
∫ t
0
eiξ(〈w
k(s,·),φ1〉+〈θks ,φ2〉)Ak(ds), t ≤ T. (4.19)
Now replicate the proofs of Theorem 3.9, Theorem 3.10 and Lemma 3.11 in [5] to see that the
assumption (1.3) on the Lévy measure Qε and (4.5) imply
sup
t≤T
∣∣∣∣∣
∫ t
0
eiξ(〈w
k(s,·),φ1〉+〈θks ,φ2〉)Ak(ds)−
∫ t
0
eiξ(〈w(s,·),φ1〉+〈θs,φ2〉)A(ds)
∣∣∣∣∣ −→ 0 as k →∞
(4.20)
pointwise on Ω. Note that it is the only place in our proof where (1.3) is actually needed. For
the proofs of the aforementioned theorems to actually hold here, we need the extra convergence∫ t
0 〈θks , φ1〉ds −→
∫ t
0 〈θs, φ1〉ds. But this readily follows from θk −→ θ in L2([0, T ],H−r(R)) in
(4.5). Recalling the expression of M in (4.9), resp. of M
k
in (4.19), it is now easy to see that
(4.17) follows from (4.20), the Skorokhod convergence of θk and the L2-convergence of wk.
For the second part of the proof, assume (4.2) and fix a sequence (εk)k∈N converging to 0. We
apply again Skorokhod’s representation theorem and obtain for each φ ∈ C∞c ((0, L)), random
elements
(wk, ϑk,φ), (w,ϑφ) : (Ω,F ,P) −→ (Ω†, χ†)
on a probability space (Ω,F ,P) possibly different from (Ω,F ,P) but that does not depend on
φ, satisfying
(wk, ϑk,φ)
d
= (uεk , 〈vεk , φ〉) for all k ∈ N, (w,ϑφ) d= (u, 〈v, φ〉) and
(wk, ϑk,φ)(ω) −→ (w,ϑφ)(ω) in (Ω†, χ†) as k →∞ for all ω ∈ Ω.
(4.21)
We then define a filtration F = (F t)t≤T on (Ω,F ,P):
F t =
⋂
u≥t
σ
(
wk(s, x), ϑk,φs | s ≤ u, 0 ≤ x ≤ L, φ ∈ C∞c ((0, L)), k ∈ N
)
∨N P, 0 ≤ t ≤ T,
(4.22)
as well as for arbitrary fixed φ ∈ C∞c ((0, L)), the F -adapted càdlàg processes
X
k
t = ϑ
k,φ
t −
∫ t
0
∫ L
0
wk(s, x)φ′′(x) dxds,
Xt = ϑ
φ
t −
∫ t
0
∫ L
0
w(s, x)φ′′(x) dxds
(4.23)
for all k ∈ N and t ≤ T . Since v is continuous, this is also the case for the real-valued process
ϑφ by (4.21), hence X is continuous. Now (4.21) readily implies
X
k −→ X in D([0, T ],R) as k →∞
pointwise on Ω. Furthermore, by (the proof of) Proposition 5.6, (4.21) and (4.23), the processes
X
k
and X have the same distribution as the square-integrable F -martingales
t 7→
∫ t
0
∫ L
0
φ(x)
f(uεk(s, x))
σ(εk)
Lεk(ds,dx) and t 7→
∫ t
0
∫ L
0
φ(x)f(u(s, x))W (ds,dx),
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respectively. By standard arguments, we can thus deduce that X
k
and X are F -martingales.
Consider the truncation functions
̺h : R −→ R, x 7→ x1{|x|≤h}, h > 0,
and apply Theorem II.2.21 in [15] to see that the F -semimartingale characteristics of X
k
and X,
relative to ̺h for a fixed but arbitrary h > 0, are given by (B
k,h
, 0, νk) and (0, C, 0), respectively,
where νk is defined as in (4.18) and C as in (4.8) (with φ2 replaced by φ), and
B
k,h
t = −
∫ t
0
∫
R
x1{|x|>h} νk(ds,dx), t ≤ T. (4.24)
The remainder of the proof now goes exactly as the proof of Theorem 3.15 in [5] (where the
remaining assumption f(0) 6= 0 of the theorem is then needed).
5 Proofs
5.1 Proofs for Section 3 and for tightness
We begin by showing that each uε has a -càdlàg version.
Proof of Theorem 3.2. Fix ε > 0 for the whole proof. For each n ∈ N, we introduce a
truncated Lévy space–time white noise L˙ε,n on R+ × R by setting
Lε,n(A) =
∫
R+×R
∫
R
1A(t, x)1{|x|≤n} z1{|z|>1/n} (µε − νε)(dt,dx,dz) (5.1)
for all A ∈ Bb(R+ × R). Now let uε,n be a mild solution to the stochastic wave equation (2.1)
when σ−1(ε)L˙ε is replaced by σ−1(ε)L˙ε,n. Because L˙ε,n generates on [0, t] × R finitely many
jumps only, we can write for all (t, x) ∈ R+ × R and n ∈ N,
uε,n(t, x) =
1
σ(ε)
∞∑
k=1
Gt−Tk(x,Xk)f(u
ε,n(Tk,Xk))1{|Xk|≤n} Zk1{|Zk|>1/n}
−
∫
|z|>1/n z Q
ε(dz)
σ(ε)
∫ t
0
∫
|y|≤n
Gt−s(x, y)f(uε,n(s, y)) ds dy P-almost surely
(5.2)
where the Tk indicate the jump times of µ
ε and Xk (resp. Zk) the space locations (resp. ampli-
tudes) of the jumps of µε.
The random field on the right-hand side of (5.2) is a -càdlàg version of uε,n. Indeed, through
the reformulation of the Green’s function
Gt−s(x, y) =
1
2
1A−(s,y)(t, x), (t, x, s, y) ∈ (R+ ×R)2,
where
A−(s, y) =
{
(t, x) ∈ R+ × R | |y − x| ≤ t− s
}
(5.3)
denotes the forward light cone with apex (s, y), one sees that (t, x) 7→ Gt−Tk(x,Xk) is already
-càdlàg and, hence, the finite sum as well as the integral in (5.2) are P-almost surely -càdlàg.
We will show that uε,n converges uniformly on compact sets of R+ × R in probability to uε
as n→∞. For this, assume first without loss of generality using Theorem 2 in Chapter 3, § 2
14
in [12], that uε and uε,n are separable random fields. The first step is to obtain the maximal
inequality
E
 sup
(s,y)∈[(t˜,x˜),(t,x)]
∣∣∣uε(s, y)− uε,n(s, y)∣∣∣2
 ≤ E [ sup
(s,y)∈A+(t,x)
∣∣∣uε(s, y)− uε,n(s, y)∣∣∣2]
≤ sup
(s,y)∈A+(t,x)
E
[∣∣∣uε(s, y)− uε,n(s, y)∣∣∣2] = E [∣∣∣uε(t, x)− uε,n(t, x)∣∣∣2] (5.4)
for all (t˜, x˜)  (t, x) in R+ × R. Choose for simplicity (t˜, x˜) = 0 as well as x = 0 and fix t > 0.
Recall the change of coordinates H introduced in (3.2) and define K(u) = H(u−u0) on R2 with
u0 = (−t, 0). Then K builds a bijection of [u0, u∗] onto [0,
√
2t]2 with u∗ = (0, t). Define also a
two-parameter filtration F ε on R2 with respect to the partial order  by setting
Fε(s,y) =
⋂
(s,y)(s˜,y˜)
σ
(
Lε(A) | A ∈ B(A+(s˜, y˜))
)
∨ N P for (s, y) ∈ R+ × R, (5.5)
with N P the set of all P null-sets of F (and Fε(s,y) = {∅,Ω} for all (s, y) with s < 0). We further
define u˜ε(v1, v2) = u
ε(K−1(v1, v2)) for all v = (v1, v2) ∈ [0,
√
2t]2 (extending uε to 0 whenever
v1+ v2 <
√
2t) as well as a filtration F˜
ε
on [0,
√
2t]2 with respect to ≤ by F˜ε(v1,v2) = FεK−1(v1,v2).
With the stochastic integration theory of Cairoli and Walsh in [2], we now show that u˜ε is a
two-parameter strong martingale with respect to F˜
ε
, see e.g. page 115 there for a definition.
Consider on [0,
√
2t]2 the two-parameter process
L˜ε(v1, v2) =
{
Lε
(
A+(K−1(v1, v2))
)
, if v1 + v2 ≥
√
2t,
0, otherwise.
By the properties of the Lévy noise Lε, L˜ε is a Lévy sheet as well as an F˜
ε
-strong mar-
tingale (the latter follows exactly as in the proof of Lemma 6.2 in [20]) and F˜
ε
satisfies
the commuting condition F4 of [2], see pp. 113–114. Choose the filtration F on [0, t] to be
Fr =
⋂
t≥s≥r σ
(
Lε(A) | A ∈ B(A+(s, 0))) ∨N P for all 0 ≤ r ≤ t (note that on A+(s, 0) the mild
solution uε depends on the values of Lε on A+(s, 0) only). Then u˜ε is a valid integrand (see also
page 121 of [2]) and L˜ε a valid integrator for Theorem 2.2 in [2] to apply, whence∫ v1
0
∫ v2
0
f(u˜ε(z1, z2)) L˜
ε(dz1,dz2) =
∫
R+×R
1A+(K−1(v1,v2))f(u
ε(s, y))Lε(ds,dy) = u˜ε(v1, v2)
is an F˜
ε
-strong martingale on [0,
√
2t]2. Analogously, u˜ε,n = uε,n◦K−1 defines an F˜ ε-strong mar-
tingale on [0,
√
2t]2 for each n ∈ N. As a consequence, apply Cairoli’s strong maximal inequality,
see e.g. Corollary 2.3.1 of Chapter 7 in [17] (note that uε and uε,n are also orthomartingales by
Proposition 1.1 in [24] and L2-continuous by Theorem 4.7 in [4]) to obtain
E
[
sup
(v1,v2)∈K([0,(t,0)])
∣∣∣u˜ε(v1, v2)− u˜ε,n(v1, v2)∣∣∣2
]
≤ E
 sup
(v1,v2)∈[0,
√
2t]2
∣∣∣u˜ε(v1, v2)− u˜ε,n(v1, v2)∣∣∣2

≤ sup
(v1,v2)∈[0,
√
2t]2
E
[∣∣∣u˜ε(v1, v2)− u˜ε,n(v1, v2)∣∣∣2] = E [∣∣∣u˜ε(√2t,√2t)− u˜ε,n(√2t,√2t)∣∣∣2] .
By bijectivity, the terms in these inequalities agree exactly with the corresponding ones in (5.4).
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In a second step, we show that
uε,n(t, x) −→ uε(t, x) in L2(Ω,F ,P) as n→∞ for all (t, x) ∈ R+ × R. (5.6)
Write
uε(t, x)− uε,n(t, x) =
∫ t
0
∫
R
Gt−s(x, y)
f(uε(s, y))− f(uε,n(s, y))
σ(ε)
Lε(ds,dy)
+
∫ t
0
∫
R
Gt−s(x, y)
f(uε,n(s, y))
σ(ε)
(Lε − Lε,n)(ds,dy) =: Iε,n(t, x) + Jε,n(t, x).
Fix T > 0. Using Ito¯’s isometry and the Lipschitz continuity of f , we estimate
E
[
Iε,n(t, x)
2
]
≤ C
∫ t
0
∫
R
1A+(t,x)(s, y)E
[∣∣∣uε(s, y)− uε,n(s, y)∣∣∣2] ds dy (5.7)
as well as
E
[
Jε,n(t, x)
2
]
≤ C
(
1 + sup
(s,y)∈[0,T ]×R
sup
ε>0,n∈N
E
[
|uε,n(s, y)|2
])
× σ−2(ε)
∫ t
0
∫
R2
1A+(t,x)(s, y)z
2
(
1− 1{|y|≤n,|z|>1/n}
)2
ds dyQε(dz)
(5.8)
for all (t, x) ∈ [0, T ] × R and n ∈ N. Since the uniform bound (4.11) also applies to all uε,n and
noting that 1− 1{|y|≤n,|z|>1/n} = 1{|y|>n} + 1{|y|≤n,|z|≤1/n} pointwise on R2, the right-hand side
of (5.8) can further be estimated by C times the function
fε,n(t, x) =
∫ t
0
∫
R
1A+(t,x)(s, y)1{|y|>n} ds dy
+ σ−2(ε)
∫
R
z21{|z|≤1/n}Qε(dz)
∫ t
0
∫
R
1A+(t,x)(s, y) ds dy, (t, x) ∈ [0, T ] × R,
which together with (5.7) yields:
E
[∣∣∣uε(t, x)− uε,n(t, x)∣∣∣2] ≤ C ∫ t
0
∫
R
1A+(t,x)(s, y)E
[∣∣∣uε(s, y)− uε,n(s, y)∣∣∣2] ds dy + Cfε,n(t, x)
(5.9)
for all (t, x) ∈ [0, T ] × R and n ∈ N.
Set vε,n(t, x) = E
[|uε(t, x)− uε,n(t, x)|2] and hold from now on C in (5.9) fixed. Let t1 > 0
such that t21 < 2/C and set tk = kt1 with k ∈ N. We now show by induction that for all k ∈ N,
vε,n(t, x) −→ 0 as n → ∞ for any (t, x) ∈ [0, tk ∧ T ] × R, which altogether implies (5.6). First,
(2.6), (5.9) and dominated convergence yield for t ≤ t1,
sup
(s,y)(t,x)
vε,n(s, y) ≤ C
1− Ct21/2
fε,n(t, x) −→ 0 as n→∞. (5.10)
Next, let k ≥ 2 and assume tk < t ≤ tk+1 ≤ T . We have∫ t
0
∫
R
1A+(t,x)(s, y)vε,n(s, y) ds dy ≤
∫ tk
0
∫
R
1A+(t,x)(s, y)vε,n(s, y) ds dy
+ sup
(t˜,x˜)(t,x)
tk<t˜
vε,n(t˜, x˜)
∫ t
tk
∫
R
1A+(t,x)(s, y) ds dy.
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Combine this inequality with (5.9), note that
∫ t
tk
∫
R 1A+(t,x)(s, y) ds dy = (t− tk)2 ≤ t21 and use
similar calculations as for (5.10) to conclude that
sup
(t˜,x˜)(t,x)
tk<t˜
vε,n(t˜, x˜) ≤ C
1− Ct21/2
(∫ tk
0
∫
R
1A+(t,x)(s, y)vε,n(s, y) ds dy + fε,n(t, x)
)
−→ 0
as n→∞ by induction hypothesis and dominated convergence.
We infer, using (5.4) and (5.6), that uε,n−uε converges uniformly on compacts in probability
to 0 as n→∞ for any ε > 0 and therefore, by standard arguments, the existence of a -càdlàg
version uε of uε on R+ × R.
We now turn to the Skorokhod topology for -càdlàg functions.
Proof of Lemma 3.3. We first recall a few facts on the usual Skorokhod topology onD([0, 1]2)
that can all be found in Section 5 of [22]. It is induced by the Skorokhod metric
δ′(x, y) = inf
λ∈Λs×Λs
(
sup
v∈[0,1]2
∣∣∣x(v) − y(λ(v))∣∣∣ ∨ ‖λ‖s
)
, x, y ∈ D([0, 1]2), (5.11)
where Λs is the set of all homeomorphisms of [0, 1] onto itself which have 0 as a fixed point,
Λs × Λs the set of all homeomorphisms λ of the form
λ : [0, 1]2 −→ [0, 1]2, v = (v1, v2) 7→ (λ1(v1), λ2(v2))
with λ1, λ2 ∈ Λs, and ‖λ‖s = sup0≤p≤1 (maxi=1,2 |λi(p)− p|) for λ ∈ Λs × Λs. There exists a
Skorokhod metric δ that is equivalent to δ′ and makes D([0, 1]2) a complete and separable metric
space.
Now recall (3.3), (3.5) and give D([0, 1]2) the topology induced by the metric
τ ′(x, y) = δ′(Φ−1(x),Φ−1(y)), x, y ∈ D([u0, u∗]).
This is a Skorokhod distance in the sense of [22], see (3.14) of Section 3. Indeed, consider the
group of homeomorphisms from [u0, u
∗] onto itself Θs := {J−1 ◦ λ ◦ J | λ ∈ Λs ×Λs} equipped
with the induced norm ‖J−1 ◦ λ ◦ J‖s := ‖λ‖s, see Section 3 in [22]. Then we can rewrite
τ ′(x, y) = inf
θ∈Θs
(
sup
u∈[u0,u∗]
∣∣∣x(u)− y(θ(u))∣∣∣ ∨ ‖θ‖s
)
, x, y ∈ D([u0, u∗]).
Defining τ on D([u0, u∗]) analogously to τ ′, but with δ instead of δ′, yields an equivalent
Skorokhod metric to τ ′ that makes D([u0, u∗]) a complete and separable metric space.
Definition 3.1 of D([u0, u∗]) coincides exactly with the construction (3.15) in Section 3 of
[22] of the Skorokhod space on the set [u0, u
∗] relative to the group Θs (in order to see this,
consider all preimages under J of the partitions used in (5.5) and (5.6) of that paper to construct
D([0, 1]2), define the Skorokhod space and use Theorem 5.1 in [22]).
At last, use the exact same procedure to obtain a Skorokhod topology on D
(
[0, 1]2
)
as
well as Skorokhod metrics, denoted by the same letters as before. The map Φ of (3.5) is now a
homeomorphic transformation between D(J([0, 1]2)) and D
(
[0, 1]2
)
. For the definition of the
Skorokhod metric on D(J([0, 1]2)), we now use the subgroup Γs = {λ ∈ Λs×Λs | λ(J([0, 1]2)) =
J([0, 1]2)} equipped with the norm ‖λ‖s′ = sup(v1,v2)∈J([0,1]2) (maxi=1,2 |λi(vi)− vi|). As a conse-
quence, it is easy to see that the restriction map ι : D ([u0, u∗]) →֒ D([0, 1]2) is continuous.
The remaining assertions readily follow from Section 3 and 5 of [22].
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Next, we proceed to show that the -càdlàg version uε is tight.
Theorem 5.1. The random fields {uε | ε > 0} where uε is the -càdlàg version of uε obtained
in Theorem 3.2, are tight in the Skorokhod space D ([0, T ] × I) for any T > 0 and finite closed
interval I ⊆ R.
Proof. Without loss of generality, assume that T = 1 and I = [0, 1] and recall the transfor-
mation J in (3.3). Set uε(t, x) = uε(t, x) = 0 whenever t < 0. By Lemma 3.3, it suffices to show
that the random elements {uε ◦ J−1 | ε > 0} are tight in D([0, 1]2).
By (4.11), all random variables uε◦J−1(v1, v2) are tight. Furthermore, by the same arguments
as in the proof of Theorem 3.2, the processes uε ◦ J−1 and uε ◦ J−1 are strong martingales in
[0, 1]2 with respect to the push-forward of filtration (5.5) through J for each ε > 0.
We will apply a generalization of Aldous condition for tightness to strong martingales. First
of all, fix ε > 0 and note that if τ is a natural 1-stopping time for uε◦J−1 with τ ∈ [0, 1], see page
112 in [14] for a definition, then the processes (uε ◦J−1(τ, v))0≤v≤1 and (uε ◦J−1(τ, v))0≤v≤1 are
versions of one another. To see this, approximate τ from above by a sequence (τn)n∈N of natural
1-stopping times taking on finitely many values only. Then for all 0 ≤ v ≤ 1, uε ◦ J−1(τn, v) =
uε ◦ J−1(τn, v) P-almost surely. Now since uε ◦ J−1 is càdlàg and (τ, v) ≤ (τn, v), by dominated
convergence, uε ◦ J−1(τn, v) −→ uε ◦ J−1(τ, v) in L1(Ω,F ,P) as n→∞ for any 0 ≤ v ≤ 1.
Finally, by Ito¯’s isometry, the Lipschitz continuity of f and with 1∅ ≡ 0,
E
[(
uε ◦ J−1(τn, v)− uε ◦ J−1(τ, v)
)2]
≤ CE
[∫
R+×R
1A+(J−1(τn,v))\A+(J−1(τ,v))(s, y)
(∣∣uε(s, y)∣∣2 + 1) ds dy] (5.12)
for all 0 ≤ v ≤ 1 and n ∈ N. We infer uε ◦ J−1(τn, v) −→ uε ◦ J−1(τ, v) in L2(Ω,F ,P) as n→∞
for any 0 ≤ v ≤ 1, again by dominated convergence (1A+(J−1(τn,v))\A+(J−1(τ,v)) −→ 0 pointwise
on Ω × R+ × R as n→∞ and the integrand above may be approximated by the integrable
function 1A+(u∗)(|uε|2 + 1) with u∗ = (3/2, 1/2)).
Now we assume that each uε is separable and let (εn)n∈N, (hn)n∈N be sequences of positive
numbers with εn −→ 0 and hn −→ 0 as n → ∞. Let also (Tn)n∈N be a sequence of natural
1-stopping times for uεn ◦ J−1 with Tn ∈ [0, 1]. As for (5.12) and using (4.11), we obtain
E
[∣∣∣uεn ◦ J−1(Tn + hn, v)− uεn ◦ J−1(Tn, v)∣∣∣2]=E [∣∣∣uεn ◦ J−1(Tn + hn, v)− uεn ◦ J−1(Tn, v)∣∣∣2]
≤ CE
[(
sup
(s,y)∈A+(u∗)
∣∣uεn(s, y)∣∣2 + 1)∫
R+×R
1A+(J−1(Tn+hn,v))\A+(J−1(Tn,v))(s, y) ds dy
]
≤ Chn
(
E
[
sup
(s,y)∈A+(u∗)
∣∣uεn(s, y)∣∣2]+ 1) ≤ Chn
(
sup
(s,y)∈A+(u∗)
E
[
|uεn(s, y)|2
]
+ 1
)
≤ Chn,
(5.13)
which goes to 0 as n→∞ for all 0 ≤ v ≤ 1. We used the inverse mapping of H to see that
whenever Tn + v ≥ 1, the surface integral inside the third expectation in (5.13) equals
9
2
(
Tn + hn + v − 1√
2
)2
− 9
2
(
Tn + v − 1√
2
)2
= 9hn
(
Tn +
hn
2
+ v − 1√
2
)
(≤ Chn).
Plus, the maximal inequality on the last line of (5.13) is a consequence of (5.4). Analogously, if
(Tn)n∈N is a sequence of natural 2-stopping times for uεn ◦ J−1 with Tn ∈ [0, 1],
sup
0≤v≤1
E
[∣∣∣uεn ◦ J−1(v, Tn + hn)− uεn ◦ J−1(v, Tn)∣∣∣2] ≤ Chn −→ 0 as n→∞.
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Therefore, the random fields uε ◦ J−1 satisfy all conditions for Theorem 4.I in [14] to apply.
We now state a tightness result for uε and uε in L2-space.
Theorem 5.2. The family {uε | ε > 0} of mild solutions to (2.1) is tight in the Hilbert space
L2([0, T ] × I) for any T > 0 and finite interval I ⊆ R.
Proof. Let {Ψk | k ∈ N} be a countable orthonormal basis of L2([0, T ]× I). By the stochastic
Fubini theorem (see e.g. Theorem 2.6 in [25]), for all ε > 0 and k ∈ N,
〈uε,Ψk〉 =
∫ T
0
∫
I
(∫ T
0
∫
R
G(t, x; s, y)
f(uε(s, y))
σ(ε)
Lε(ds,dy)
)
Ψk(t, x) dt dx
=
∫ T
0
∫
R
(∫ T
0
∫
I
G(t, x; s, y)Ψk(t, x) dt dx
)
f(uε(s, y))
σ(ε)
Lε(ds,dy) P-almost surely.
Using (4.11), Parseval’s identity and Fubini’s theorem, we infer
∞∑
k=0
sup
ε>0
E
[
〈uε,Ψk〉2
]
≤ C
∫ T
0
∫
R
( ∞∑
k=0
〈G(·, ·; s, y),Ψk〉2
)
ds dy
=
∫ T
0
∫
R
(∫ T
0
∫
I
G2(t, x; s, y) dt dx
)
ds dy =
∫ T
0
∫
I
(∫ T
0
∫
R
G2(t, x; s, y) ds dy
)
dt dx,
which is finite since the last inner integral equals t2/4. This implies by Markov’s inequality,
sup
ε>0
P
( ∞∑
k=N
〈uε,Ψk〉2 > δ
)
≤ 1
δ
∞∑
k=N
sup
ε>0
E
[
〈uε,Ψk〉2
]
−→ 0 as N →∞
for all δ > 0 as well as
sup
ε>0
P
(
N∑
k=0
〈uε,Ψk〉2 > δ
)
≤ 1
δ
∞∑
k=0
sup
ε>0
E
[
〈uε,Ψk〉2
]
−→ 0 as δ →∞
for all N ∈ N. So we can apply Theorem 1 in [23] and conclude the proof.
We turn to the H−r(R)-valued process vε in (3.11) and first show that it has a càdlàg version.
Proof of Theorem 3.5. The proof relies on the Hilbert space structure of H−r(R). First,
we show that for any φ ∈ S(R) and ε > 0, the real-valued process (〈vεt , φ〉)t≥0 has a càdlàg
modification. Use (3.9), (3.11) and the fundamental theorem of calculus to rewrite for all t ≥ 0,
〈vεt , φ〉 =
∫ t
0
∫
R
φ(y)
f(uε(s, y))
σ(ε)
Lε(ds,dy)
+
1
2
∫ t
0
∫
R
(∫ t
s
φ′(y + (r − s)) dr −
∫ t
s
φ′(y − (r − s)) dr
)
f(uε(s, y))
σ(ε)
Lε(ds,dy)
P-almost surely, and then the stochastic Fubini theorem on the last double integral to obtain
〈vεt , φ〉 =
∫ t
0
∫
R
φ(y)
f(uε(s, y))
σ(ε)
Lε(ds,dy) +
1
2
∫ t
0
Jεr (φ) dr P-almost surely (5.14)
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where we have set
Jεr (φ) =
∫ r
0
∫
R
(
φ′(y + (r − s))− φ′(y − (r − s))) f(uε(s, y))
σ(ε)
Lε(ds,dy), r ≥ 0.
The semimartingale on the right-hand side of (5.14), that we will denote by Xε(φ), is càdlàg.
Next, fix an arbitrary T > 0 and ε > 0. Doob’s inequality, Ito¯’s isometry and (2.8) yield
E
[
sup
t≤T
∣∣∣Xεt (φ)∣∣∣2
]
≤ C
∫ T
0
∫
R
φ2(y) ds dy + C
∫ T
0
(∫ r
0
∫
R
φ′(y ± (r − s))2 ds dy
)
dr (5.15)
for all φ ∈ S(R). Now the Hermite functions hq satisfy the recursion relation h′q(x) =
√
q/2hq−1(x)−√
(q + 1)/2hq+1(x) for all q ∈ N and x ∈ R, from which we obtain by orthogonality,∫
R
h′q(x)
2 dx =
q
2
∫
R
h2q−1(x)dx+
q + 1
2
∫
R
h2q+1(x)dx = q +
1
2
. (5.16)
We carry forward the estimation in (5.15) for φ = hq, whence
E
[
sup
t≤T
∣∣∣Xεt (hq)∣∣∣2
]
≤ C
(
1 +
∫
R
h′q(x)
2 dx
)
≤ C(1 + 2q) for all q ∈ N. (5.17)
Fix r > 2. It is easy to see that for each N ∈ N, the H−r(R)-valued process
N∑
q=0
(1 + 2q)−r/2Xε(hq)eq,−r (5.18)
with eq,−r as in (3.16), is càdlàg. Recall the Fourier expansion (3.17) and use (5.17) to obtain
E
sup
t≤T
∥∥∥∥∥∥
M∑
q=N+1
(1 + 2q)−r/2Xεt (hq)eq,−r
∥∥∥∥∥∥
2
−r
 ≤ M∑
q=N+1
(1 + 2q)−rE
[
sup
t≤T
∣∣∣Xεt (hq)∣∣∣2
]
≤ C
M∑
q=N+1
(1 + 2q)−r+1 −→ 0
(5.19)
as N,M → ∞ since r > 2. Consequently, standard arguments show that there exists a process
vε ∈ D([0, T ],H−r(R)) such that P-almost surely,
vεt =
∞∑
q=0
(1 + 2q)−r/2Xεt (hq)eq,−r in H−r(R) for all t ≤ T. (5.20)
By (5.14), this process is a version of (vεt )t≤T in H−r(R).
Next, we show tightness of the càdlàg version vε.
Theorem 5.3. The family of processes {vε | ε > 0} where vε is the càdlàg version of vε obtained
in Theorem 3.5, is tight in the Skorokhod space D([0, T ],H−r(R)) for any r > 2 and T > 0.
Proof. We first check that {vε | ε > 0} satisfies the Aldous condition for tightness. To this
end, let (εn)n∈N and (hn)n∈N be sequences of positive numbers with εn → 0 and hn → 0 as
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n → ∞. In addition, for each n ∈ N, let τn ∈ [0, T ] be a stopping time with respect to the
filtration generated by the process (vεnt )t≤T . We will show
E
[
‖vεnτn+hn − vεnτn‖2−r
]
−→ 0 as n→∞. (5.21)
Recall the series representation (5.20) of vεn , where Xεn(hq) is the right-hand side of (5.14) with
φ = hq. We have for each q ∈ N,
Xεnτn+hn(hq)−Xεnτn (hq) =
∫ τn+hn
τn
∫
R
hq(y)
f(uεn(s, y))
σ(εn)
Lεn(ds,dy) +
1
2
∫ τn+hn
τn
Jεnr (hq) dr
=: Iq,n + Jq,n.
(5.22)
We estimate the second moment of each of these two terms. For the first one, by Ito¯’s isometry
and the Lipschitz continuity of f ,
E
[
I2q,n
]
= E
[∫ T
0
∫
R
h2q(y)1(τn,τn+hn](s)f
2(uεn(s, y)) ds dy
]
≤ CE
[∫ T
0
∫
R
h2q(y)1(τn,τn+hn](s)|uεn(s, y)|2 ds dy
]
+ CE
[∫ T
0
1(τn,τn+hn](s) ds
]
= C
∫
R
h2q(y)E
[∫ T
0
1(τn,τn+hn](s)|uεn(s, y)|2 ds
]
dy + Chn.
(5.23)
Furthermore, by the maximal inequality (5.4) (assuming separability),
E
[
sup
(s,y)∈[(0,x),(T,x)]
∣∣uε(s, y)∣∣2] ≤ E [∣∣uε(T, x)∣∣2] for all x ∈ R and ε > 0. (5.24)
Hence, the remaining integral on the right-hand side of (5.23) can further be estimated by
∫
R
h2q(y)E
[
sup
(s,z)∈[(0,y),(T,y)]
∣∣uεn(s, z)∣∣2 ∫ T
0
1(τn,τn+hn](s) ds
]
dy
= hn
∫
R
h2q(y)E
[
sup
(s,z)∈[(0,y),(T,y)]
∣∣uεn(s, z)∣∣2] dy ≤ hn ∫
R
h2q(y)E
[∣∣uεn(T, y)∣∣2] dy
≤ Chn
∫
R
h2q(y)dy = Chn for all q, n ∈ N,
(5.25)
where (4.11) was used for the last inequality. Note a significant difference here with the stochastic
heat equation addressed in [5]: The mild solution to that equation is not a multiparameter
martingale, so instead of maximal inequalities as (5.24), the factorization method from [7, 21]
was used to prove the Aldous condition, see in particular Lemma 3.3 and (3.13) in [5].
Next, by the same calculations as in (5.15) (but using (4.11) instead of (2.8)) and (5.17),
supε>0 E
[|Jεr (hq)|2] ≤ C(1 + 2q) for all q ∈ N and r ≤ T , so using Hölder’s inequality,
E
[
J2q,n
]
=
1
4
E
(∫ T
0
1(τn,τn+hn]J
εn
r (hq) dr
)2 ≤ CE [hn ∫ T
0
|Jεnr (hq)|2 dr
]
≤ Chn(1 + 2q)
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for all n, q ∈ N. Combine this with (5.22), (5.23) and (5.25) to obtain altogether
E
[
‖vεnτn+hn − vεnτn‖2−r
]
=
∞∑
q=0
(1 + 2q)−rE
[(
Xεnτn+hn(hq)−Xεnτn (hq)
)2]
≤ 2
∞∑
q=0
(1 + 2q)−r
(
E
[
I2q,n
]
+ E
[
J2q,n
])
≤ hnC
∞∑
q=0
(1 + 2q)−r+1 −→ 0
as n→∞ since r > 2, which is (5.21).
In addition,
∑∞
q=0(1 + 2q)
−r supε>0 E[Xεt (hq)2] <∞ by (4.11), (5.17) and since r > 2, so we
can readily deduce, as in the proof of Theorem 5.2, that the random elements {vεt | ε > 0} are
tight in H−r(R) for any fixed t ≤ T .
The claim of the theorem now directly follows from Theorem 6.8 in [25].
We end this section with a tightness result for vε and vε in L2-space.
Theorem 5.4. The distribution-valued processes {vε | ε > 0} with vε as in (3.11), are tight in
the Hilbert space L2([0, T ],H−r(R)) for each r > 1 and T > 0.
Proof. First, each vε is an element of L2([0, T ],H−r(R)) as is seen from
E
[∫ T
0
‖vεt ‖2−r dt
]
=
∞∑
q=0
(1 + 2q)−r
∫ T
0
E
[
〈vεt , hq〉2
]
dt ≤ C
∞∑
q=0
(1 + 2q)−r <∞
which follows from (3.12) and r > 1.
The scalar product in L2([0, T ],H−r(R)) is given by 〈f, g〉 =
∫ T
0 〈ft, gt〉−r dt and it is easy to
see that an orthonormal basis is formed by {φieq,−r | i, q ∈ N} with φi(t) =
√
2/T sin(itπ/T )
and eq,−r as in (3.16). By (3.11) and the stochastic Fubini theorem, for all i, q ∈ N and ε > 0,∫ T
0
〈vεt , hq〉φi(t) dt =
1
2
∫ T
0
∫
R
(∫ T
s
hq(y ± (t− s))φi(t) dt
)
f(uε(s, y))
σ(ε)
Lε(ds,dy) P-a.s.
Therefore, by duality, Ito¯’s isometry and (4.11), we have
E
[
〈vε, φieq,−r〉2
]
≤ C(1 + 2q)−r
∫ T
0
∫
R
(∫ T
s
hq(y ± (t− s))φi(t) dt
)2
ds dy.
Using Parseval’s identity relative to the orthonormal basis of L2([0, T ]), we obtain altogether
∞∑
i,q=0
sup
ε>0
E
[
〈vε, φieq,−r〉2
]
≤ C
∞∑
q=0
(1 + 2q)−r
∫ T
0
∫
R
∞∑
i=0
(∫ T
s
hq(y ± (t− s))φi(t) dt
)2
ds dy
= C
∞∑
q=0
(1 + 2q)−r
∫ T
0
∫
R
∫ T
s
h2q(y ± (t− s)) dt dy ds ≤ C
∞∑
q=0
(1 + 2q)−r
(5.26)
which is finite since r > 1. We can now conclude analogously to the proof of Theorem 3.5.
Corollary 5.5. The distribution-valued processes {vε | ε > 0} where vε is the càdlàg version of
vε in Theorem 3.5, are tight in L2([0, T ],H−r(R)) for any r > 2 and T > 0.
Proof. Since vεt lives in H−r(R) for r > 2 only, this is a direct consequence of Theorem 5.4.
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5.2 Proofs for Section 4
We first show that a mild solution to (2.1) satisfies equation (3.8) with ∂tu
ε replaced by vε.
Proposition 5.6. Let uε be a mild solution to (2.1) and vε the process defined in (3.11). For
each ε > 0, the pair (uε, vε) satisfies the following weak formulation of the stochastic wave
equation on R+ × R: For any φ1, φ2 ∈ C∞c (R) and t ≥ 0, we have∫
R
uε(t, x)φ1(x) dx+ 〈vεt , φ2〉
=
∫ t
0
(∫
R
uε(s, x)φ′′2(x) dx+ 〈vεs, φ1〉
)
ds+
∫ t
0
∫
R
φ2(x)
f(uε(s, x))
σ(ε)
Lε(ds,dx) P-a.s.
(5.27)
Proof. Recall first (3.9) and apply the stochastic Fubini theorem in order to obtain∫ t
0
∫
R
uε(s, x)φ′′2(x) dxds =
∫ t
0
∫
R
(∫ t
0
∫
R
G(s, x; r, y)φ′′2(x) ds dx
)
f(uε(r, y))
σ(ε)
Lε(dr,dy) and∫ t
0
〈vεs, φ1〉ds =
∫ t
0
∫
R
(∫ t
0
∫
R
φ1(x)
dG
dx
(s,dx; r, y) ds
)
f(uε(r, y))
σ(ε)
Lε(dr,dy).
(5.28)
We further calculate for both inner integrals in (5.28) and fixed 0 ≤ r ≤ t and y ∈ R,∫ t
0
∫
R
G(s, x; r, y)φ′′2(x) dxds =
1
2
φ2(y ± (t− r))− φ2(y) =
∫
R
φ2(x)
dG
dx
(t,dx; r, y) − φ2(y) and∫ t
0
∫
R
φ1(x)
dG
dx
(s,dx; r, y) ds =
∫
R
G(t, z; r, y)φ1(z) dz.
Now insert the last integral accordingly in (5.28) and apply again the stochastic Fubini theorem.
The next theorem is a converse of Proposition 5.6 in the following sense: If a random field on
[0, T ] × [−T,L + T ] satisfies (together with an auxiliary distribution-valued process) the weak
formulation of the stochastic wave equation (on R+ × R) driven by Gaussian noise "restricted"
to [0, T ] × [−T,L+ T ], then it is a mild solution to (2.10) on [0, T ] × [0, L].
Theorem 5.7. On a complete stochastic basis (Ω˜, F˜ , F˜ , P˜), let W˜ be a Gaussian space–time
white noise on [0, T ] × [−T,L + T ] for some T > 0 and L > 0. Assume we have a -càdlàg
random field w = {w(t, x) | (t, x) ∈ [0, T ]× [−T,L+ T ]} satisfying
ess sup
(t,x)∈[0,T ]×[−T,L+T ]
E
[∣∣w(t, x)∣∣2] <∞ (5.29)
and a H−r(R)-valued càdlàg process (θt)t≤T for some r > 2. Assume for any x ∈ [−T,L + T ],
w(0, x) = θ0 = 0 P˜-a.s. and that for all φ1, φ2 ∈ C∞c ((−T,L+T )), the pair (w, θ) satisfies (4.12)
with probability one. Then w is on [0, T ] × [0, L] the continuous mild solution to the stochastic
wave equation (4.13) driven by ˙˜W , and θ satisfies (4.14) for all t ≤ T and φ ∈ C∞c ((0, L)).
For the proof of this theorem, we need the following technical lemma.
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Lemma 5.8. Let T > 0 and I ⊆ R be a finite open interval. The tensor product C∞([0, T ]) ⊗
C∞c (I) is dense in C∞c ([0, T ] × I) with respect to each norm
∑
|α|≤N ‖ · ‖∞,α with N ∈ N and
‖f‖∞,α = ‖f (α)‖∞ = sup
(t,x)∈[0,T ]×I
∣∣∣f (α)(t, x)∣∣∣ (5.30)
and f (α) = ∂α1t ∂
α2
x f with multi-index α = (α1, α2) ∈ N2.
Proof. Assume for simplicity I = (0, 1), fix f ∈ C∞c ([0, T ]× I) and a compact set A ⊆ I such
that supp f ⊆ [0, T ]×A. Furthermore, let b be a C∞c (R)-function such that 0 ≤ b ≤ 1, b ≡ 1 on
A and A ⊆ supp b ( I. Set K = supp b.
The set of all polynomials on [0, T ]×K is dense in C∞([0, T ]×K) with respect to each norm∑
|α|≤N ‖ · ‖∞,α (with the obvious restriction of domain of definition). We prove this by induction
on the differentiation order N : If N = 0, it is a direct consequence of the Stone–Weierstrass
theorem and if the claim holds for N − 1, choose g ∈ C∞([0, T ] × K) and write g(t, x) =∫ t
0 ∂tg(s, x) ds+
∫ x
a ∂xg(0, y) dy+ g(a, 0) (assuming K = [a, b] for simplicity). By assumption, we
can find polynomials An, resp. Bn, that converge in
∑
|α|≤N−1 ‖ · ‖∞,α to ∂tg, resp. ∂xg. Then the
polynomial Cn(t, x) =
∫ t
0 ∂tAn(s, x) ds+
∫ x
a Bn(0, y) dy+g(a, 0) converges to g in
∑
|α|≤N ‖ · ‖∞,α.
Now fix N ∈ N and choose a sequence of polynomials Pn(t, x) = ∑Nni,j=1 αi,nβj,ntixj with
αi,n, βj,n ∈ R andNn ∈ N such that P (α)n converges to f (α) uniformly on [0, T ]×K for all |α| ≤ N .
We can write b(x)Pn(t, x) =
∑Nn
i,j=0 αi,nβj,nt
i(b(x)xj), so each bPn lies in C
∞([0, T ]) ⊗ C∞c (I)
since b ∈ C∞c (I). We now make the following calculations on [0, T ] × I. By the Leibniz rule,
‖(f − bPn)(0,k)‖∞ ≤ ‖f (0,k) − bP (0,k)n ‖∞ + C
∑k
l=1 ‖b(l)P (l,k−l)n ‖∞ for any k ∈ N. The first term
on the right-hand side can further be estimated by
sup
(t,x)∈[0,T ]×A
∣∣∣f (0,k)(t, x)− P (0,k)n (t, x)∣∣∣+ sup
(t,x)∈[0,T ]×(K\A)
∣∣∣P (0,k)n (t, x)∣∣∣,
which goes to 0 for each k ≤ N by assumption on Pn. On the other hand,
k∑
l=1
‖b(l)P (l,k−l)n ‖∞ ≤
(
max
l=1,...,k
‖b(l)‖∞
) k∑
l=1
sup
(t,x)∈[0,T ]×(K\A)
∣∣∣P (l,k−l)n (t, x)∣∣∣,
which also goes to zero for all k ≤ N . Hence, ‖(f − bPn)(0,k)‖∞ −→ 0 as n→∞ and the same
holds for multi-indices (k, 0) with k ≤ N as b is time independent. This concludes the proof.
Proof of Theorem 5.7. The proof is inspired by Theorem 9.15 in [19]. The key idea is that
we can extend (4.12) to test functions with a space and a time variable. To be precise, for any
ψ1, ψ2 ∈ C∞c ([0, T ] × (−T,L+ T )), we will show that P˜-almost surely,∫
R
w(t, x)ψ1(t, x) dx+ 〈θt, ψ2(t, ·)〉
=
∫ t
0
∫
R
w(s, x)
(
∂ψ1
∂t
(s, x) +
∂2ψ2
∂x2
(s, x)
)
ds dx+
∫ t
0
〈
θs, ψ1(s, ·) + ∂ψ2
∂t
(s, ·)
〉
ds
+
∫ t
0
∫
R
ψ2(s, x)f(w−(s, x)) W˜ (ds,dx) for all t ≤ T.
(5.31)
First, we show (5.31) for special functions
Ψi(t, x) = ϕ(t)φi(x) with ϕ ∈ C∞([0, T ]) and φi ∈ C∞c ((−T,L+ T )). (5.32)
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Using the integration by parts formula for càdlàg functions of Proposition 9.16 in [19] and taking
into account the initial conditions of w and θ, we compute for all t ≤ T ,∫
R
w(t, x)ψ1(t, x) dx+ 〈θt, ψ2(t, ·)〉 = ϕ(t)
(∫
R
w(t, x)φ1(x) dx+ 〈θt, φ2〉
)
=
∫ t
0
ϕ′(s)
(∫
R
w(s, x)φ1(x) dx+ 〈θs, φ2〉
)
ds+
∫ t
0
ϕ(s) d
(∫
R
w(s, x)φ1(x) dx+ 〈θs, φ2〉
)
.
(5.33)
Now the last integral process in (5.33) is indistinguishable from the process
t 7→
∫ t
0
ϕ(s)
(∫
R
w(s, x)φ′′2(x) dx+ 〈θs, φ1〉
)
ds+
∫ t
0
∫
R
ϕ(s)φ2(x)f(w−(s, x)) W˜ (ds,dx), (5.34)
since its integrator equals the right-hand side of (4.12) by assumption. Inserting (5.34) into
(5.33) and recombining the functions ψi as well as their derivatives yields exactly (5.31).
Next, we prove (5.31) for general ψi ∈ C∞c ([0, T ]× (−T,L+ T )) by a density argument. Let
N0 ∈ N to be determined later in the proof. Using Lemma 5.8, choose sequences (ψni )n∈N ∈
C∞([0, T ]) ⊗ C∞c ((−T,L + T )) such that ψni converges to ψi in
∑
|α|≤N0 ‖ · ‖∞,α with each
‖ · ‖∞,α as in (5.30). This implies uniform convergence in [0, T ] of each of the corresponding
terms in (5.31) as we show in the following. (Note that by linearity, (5.31) readily holds for
linear combinations of special functions (5.32).)
Since w is -càdlàg, and θ is càdlàg in H−r(R), both processes are bounded and therefore,
sup
t≤T
∣∣∣∣∣
∫
R
w(t, x)ψ1(t, x) dx−
∫
R
w(t, x)ψn1 (t, x) dx
∣∣∣∣∣ ≤ C‖w‖∞‖ψ1 − ψn1 ‖∞ −→ 0 as n→∞
as well as
sup
t≤T
∣∣∣〈θt, ψ2(t, ·)〉 − 〈θt, ψn2 (t, ·)〉∣∣∣ ≤
(
sup
t≤T
‖θt‖−r
)
sup
t≤T
‖ψ2(t, ·) − ψn2 (t, ·)‖r <∞. (5.35)
We now show that for any r ≥ 0, ψni −→ ψi in all ‖ · ‖∞,α with |α| ≤ N0 and sufficiently large
N0 implies ψ
n
i −→ ψi and ∂tψn2 −→ ∂tψ2 in supt≤T ‖ · ‖r (thus convergence to 0 of all terms in
(5.35)). For this, we use the well-known differential equation satisfied by the Hermite functions
h′′q (x) + (1 + 2q − x2)hq(x) = 0 for x ∈ R and q ∈ N. (5.36)
Let q0 ∈ N be such that
√
1 + 2q > L+ T for all q ≥ q0. Then 1/|x2 − (1 + 2q)| ≤ 1/((1 + 2q)−
(L+ T )2) on [−T,L+ T ] for all q ≥ q0. Let φ ∈ C∞c ((−T,L+ T )). Insert (5.36) into 〈φ, hq〉 and
use integration by parts twice, repeat k times this procedure, apply then Hölder’s inequality and
the elementary inequality above to see that for all q ≥ q0 and k ∈ N,
〈φ, hq〉2 ≤ C
((1 + 2q)− (L+ T )2)2k
(
2k∑
l=0
‖φ(l)‖2∞
)∫ L+T
−T
P4k(x) dx (5.37)
with a polynomial P4k of degree 4k (the remaining details of these calculations are left to the
reader). Now choose N0 such that r −N0 < −3 and infer from (5.37) that
‖∂tψni (t, ·) − ∂tψi(t, ·)‖2r
≤ C
 q0∑
q=0
(1 + 2q)r +
∞∑
q=q0+1
(1 + 2q)r
((1 + 2q)− (L+ T )2)N0−2
N0−2∑
l=0
‖∂t∂lx(ψni − ψi)‖
2
∞
(5.38)
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for all t ≤ T and n ∈ N. The series in (5.38) is finite since r − N0 < −3 and the last sum
converges to 0 as n→∞ by assumption on (ψni ), which proves the desired convergences.
Finally, by Doob’s inequality, Ito¯’s isometry, the Lipschitz continuity of f and (5.29),
E
[
sup
t≤T
∣∣∣∣∣
∫ t
0
∫
R
ψ2(s, x)f(w−(s, x)) W˜ (ds,dx)−
∫ t
0
∫
R
ψn2 (s, x)f(w−(s, x)) W˜ (ds,dx)
∣∣∣∣∣
]
≤
∫ T
0
∫
R
(ψ2(s, x)− ψn2 (s, x))2E
[
f(w−(s, x))2
]
ds dx ≤ C‖ψ2 − ψn2 ‖2∞ −→ 0 as n→∞.
Analogous arguments for the remaining terms of (5.31) finishes the density argument.
We now choose two particular functions to be inserted in (5.31). Fix φ ∈ C∞c ((0, L)) as well
as t ≤ T , and define
ψ1(s, y) =
1
2
φ(y ± (t− s)) and ψ2(s, y) = 1
2
∫ y+(t−s)
y−(t−s)
φ(x) dx (5.39)
with (s, y) ∈ [0, T ]×(−T,L+T ). Then ψ1, ψ2 ∈ C∞c ([0, T ]×(−T,L+T )). In addition, ψ1(t, y) =
φ(y) and ψ2(t, y) = 0 for all y ∈ R, and straightforward calculus yields
ψ
(1,0)
2 (s, y) = −ψ1(s, y) and ψ(2,0)2 (s, y) = ψ(0,2)2 (s, y). (5.40)
The freedom we have to choose two different functions in (5.39) is another reason why we
considered the weak formulation (3.8) of the stochastic wave equation in this work: By (5.40),
the first two integrals on the right-hand side of (5.31) vanish, and (5.31) yields at time point t∫
R
w(t, x)φ(x) dx =
∫ t
0
∫
R
ψ2(s, y)f(w−(s, y)) W˜ (ds,dy) P˜-almost surely,
which, recalling (3.9) and using the stochastic Fubini theorem, has the equivalent form∫
R
(
w(t, x)−
∫ t
0
∫
R
G(t, x; s, y)f(w−(s, y)) W˜ (ds,dy)
)
φ(x) dx = 0 P˜-almost surely, (5.41)
and this holds for all φ ∈ C∞c ((0, L)) and t ≤ T . We can now infer the first claim of the theorem.
Denote by Zt(x) the random field in parenthesis in (5.41) with (t, x) ∈ [0, T ] × [0, L]. It is easy
to see that (5.29) implies Zt ∈ L2([0, L]) for all t ≤ T . For any ǫ > 0 and t ≤ T , consider
the mollified random field Jǫ(Zt) on [0, L] defined exactly as in (1.8) of Chapter 10 in [11]. By
Lemma 3 of that chapter, Jǫ(Zt) −→ Zt in L2([0, L]) as ǫ → 0. Consequently, we can choose a
sequence (ǫl)l∈N converging to 0 such that ω˜-wise,
Jǫl(Zt) −→ Zt Leb[0,L]-almost everywhere as l→∞. (5.42)
Now for any fixed y ∈ (0, L), the support of the function ρ((y − ·)/ǫl)/ǫ2l used to mollify Zt will
be contained in (0, L) if ǫl is sufficiently small and, hence, (5.41) applies to Jǫl(Zt)(y) for those
ǫl with φ being chosen as ρ((y−·)/ǫl)/ǫ2l . Combining this with (5.42) has the following outcome:
For all t ≤ T and almost all y ∈ (0, L), Zt(y) = 0 P˜-almost surely. We deduce that w− satisfies
the mild formulation of (4.13) almost everywhere on [0, T ]× [0, L].
Let u˜ be the continuous mild solution to (4.13) on (Ω˜, F˜ , F˜ , P˜). We have
E
[∣∣∣u˜(t, x)− w−(t, x)∣∣∣2] ≤ ∫ T
0
∫
R
G2(t, x; s, y)E
[∣∣∣u˜(s, y)−w−(s, y)∣∣∣2] ds dy a.e.
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and by Lemma 6.4 (3) in [4], E
[|u˜(t, x)− w−(t, x)|2] = 0 for almost all (t, x) ∈ [0, T ]× [0, L]. It
follows that P˜-almost surely, w and u˜ agree almost everywhere on [0, T ] × [0, L] and therefore,
since w is -càdlàg, they are indistinguishable and w is actually continuous on [0, T ] × [0, L].
Finally, by the usual computations, we obtain for all (t, x) ∈ [0, T ] × [0, L],
w(t, x) = u˜(t, x) =
∫ t
0
∫
R
Gt−s(x, y)f(u˜(s, y)) W˜ (ds,dy) =
∫ t
0
∫
R
Gt−s(x, y)f(w(s, y)) W˜ (ds,dy)
P˜-almost surely.
For the second claim of the theorem, we define new functions ψ1, ψ2 by
ψ1(s, y) =
1
2
(
φ′(y + (t− s))− φ′(y − (t− s))) and ψ2(s, y) = 1
2
φ(y ± (t− s))
with fixed φ ∈ C∞c ((0, L)) and t ≤ T , for all (s, y) ∈ [0, T ]× (−T,L+T ). Again we have ψ1, ψ2 ∈
C∞c ([0, T ] × (−T,L + T )). Since w− = w, by straightforward calculus and again with (3.9),
inserting ψ1, ψ2 into (5.31) yields at time point t exactly (4.14). This concludes the proof.
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