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Abstract
Purely neural network (NN) based speech separation and
enhancement methods, although can achieve good objective
scores, inevitably cause nonlinear speech distortions that are
harmful for the automatic speech recognition (ASR). On the
other hand, the minimum variance distortionless response
(MVDR) beamformer with NN-predicted masks, although can
significantly reduce speech distortions, has limited noise reduc-
tion capability. In this paper, we propose a multi-tap MVDR
beamformer with complex-valued masks for speech separation
and enhancement. Compared to the state-of-the-art NN-mask
based MVDR beamformer, the multi-tap MVDR beamformer
exploits the inter-frame correlation in addition to the inter-
microphone correlation that is already utilized in prior arts. Fur-
ther improvements include the replacement of the real-valued
masks with the complex-valued masks and the joint training
of the complex-mask NN. The evaluation on our multi-modal
multi-channel target speech separation and enhancement plat-
form demonstrates that our proposed multi-tap MVDR beam-
former improves both the ASR accuracy and the perceptual
speech quality against prior arts.
Index Terms: target speech separation, multi-tap MVDR,
mask-based MVDR, spatio-temporal beamformer
1. Introduction
The deep learning based speech enhancement [1, 2, 3] and
speech separation [4, 5, 6] methods have attracted lots of re-
search attention since the renaissance of the neural network.
However, the purely neural network based front-end approaches
inevitably cause nonlinear speech distortions [7]. The speech
distortion can degrade the performance of the speech recogni-
tion system [7], even for the commercial general-purpose ASR
engine which is already robust enough to the background noise.
The refinement [7] or joint training [8, 9, 10] on the enhanced
speech can make the front-end output and the back-end acous-
tic model match better. Nevertheless, these approaches cannot
explicitly reduce the speech distortion. Furthermore, the joint
training with the commercial general-purpose ASR engine is
usually not feasible either because the training data is too large
and noisy or because the ASR engine is third-party.
For example, the fully-convolutional time-domain audio
separation network (Conv-TasNet) [11] has shown significant
improvement in the speech separation task. We further pro-
posed several audio-visual [12] or multi-channel [13, 14, 15]
speech separation techniques based on the Conv-TasNet. Al-
though these models can obtain substantial gain according to the
objective measures [11, 12, 14], they cause significant nonlin-
ear distortions in the separated speech because such distortion
is not considered for attenuation in the model.
On the other hand, the minimum variance distortionless re-
sponse (MVDR) beamformer [16], as its name suggests, explic-
itly requires distortionless on the target direction [17] and thus
has significantly less speech distortions in the separated speech.
Recently, MVDR beamformers have been improved by exploit-
ing better covariance matrix computation through NN estimated
ideal ratio masks (IRMs) [18, 19, 20, 21, 22]. Although NN-
mask based MVDR beamformer can achieve better ASR accu-
racy than purely NN-based approaches due to less distortions,
the residual noise level of the enhanced speech is high [23].
In this work, we propose a neural spatio-temporal beam-
forming approach, named multi-tap MVDR beamformer with
complex-valued masks, for speech separation and enhance-
ment to simultaneously obtain high ASR accuracy and PESQ
score. The multi-tap MVDR for the multi-channel scenario
is inspired by the multi-frame MVDR on the single channel
[24, 25, 26, 27]. Similar to the MVDR, multi-tap MVDR
enforces distortionless at the target direction. Different from
the MVDR and multi-frame MVDR, which utilize the inter-
microphone correlation and inter-frame correlation, respec-
tively, the multi-tap MVDR exploits both correlations and thus
has higher potential. Benesty et al. [26] proposed a similar idea
for the multi-channel speech enhancement from the signal pro-
cessing perspective. Our proposed approach differentiate with
theirs in that ours is NN-mask based. Additional novelties in
our approach include the replacement of the real-valued masks
[4, 19, 15, 13] with the complex-valued masks (CMs), and the
joint training of the CMs in the multi-tap MVDR framework.
We evaluated our proposed approach on our multi-modal multi-
channel target speech separation platform [15, 13] by replacing
the speech separation component shown in 1. Our experiments
indicate that the multi-tap MVDR beamformer with CMs im-
proves both the ASR accuracy and the perceptual speech quality
against prior arts.
The rest of the paper is organized as follows. In Section 2,
we describe our proposed multi-tap MVDR beamformer with
complex-valued masks. In Section 3 we present the baseline
system and the experimental setup. The results are given in
Section 4. We conclude the paper in Section 5.
2. Neural Spatio-Temporal Beamformer:
Multi-tap MVDR with Complex Mask
2.1. Spatial filtering: MVDR beamformer
MVDR is a widely used beamformer for ASR [18]. It min-
imizes the power of the noise (interfering speech + additive
noise) while ensuring that the signal at the desired direction is
not distorted. Mathematically, this can be formulated as,
wMVDR “ arg min
w
wHΦNNw s.t. w
Hv “ 1 (1)
Where ΦNN P CM,M is the covariance matrix of the noise
and v is the target steering vector. M is the number of the
microphone. The constraint wHv “ 1 is important to guarantee
that the target source is distortionless. There are several solution
variants for this optimization problem. The solution based on
ar
X
iv
:2
00
5.
03
88
9v
1 
 [e
es
s.A
S]
  8
 M
ay
 20
20
Conv-3d ResNet18
Conv-1d 
block
Up
Sampling
𝜽
𝑊𝑡𝑎𝑟𝑔
𝑊
Video Captured by the 180°Wide-Angle Camera
15 linear microphones array are aligned with the Camera
Estimated DOA by target speaker location in image:
Target DOA: 𝜽 =
𝑾𝒕𝒂𝒓𝒈
𝑾
× 𝟏𝟖𝟎°
Target Lip 
sequence
STFT
(Conv-1d)
… IPD
LPS
Multi-channel
mixture
Target DOA Directional 
feature 
extractor 
𝒅(𝜽)
merge
Audio 
encoding 
blocks
Audio-
visual 
fusion 
blocks
Multi-tap
MVDR
Complex 
masks iSTFT
(Conv-1d)
Predicted target 
waveform ො𝒔
Back-propagation though all of the modules 
Si-SNR loss=𝟐𝟎𝐥𝐨𝐠𝟏𝟎
||𝜶 ∙ 𝒔||
||ො𝒔 − 𝜶 ∙ 𝒔||
Figure 1: Joint training of the multi-tap MVDR with complex-valued masks. The complex masking and multi-tap MVDR, highlighted
in the dashed rectangle, which are the focus of this paper. α “ sˆTs{sTs is a scaling factor in the time-domain Si-SNR loss.
the reference channel selection [28, 23, 16] is
w “ Φ
´1
NNΦSS
TracepΦ´1NNΦSSq
u (2)
where u is the one-hot vector representing a reference micro-
phone channel and ΦSS represents the covariance matrix of
the target speech. The key step for the beamforming is to es-
timate the two covariance matrices, namely ΦNN and ΦSS.
For the traditional signal processing based techniques, the noise
frames and speech frames are tracked to update ΦNN and ΦSS
in a recursive way. Research indicates that better results can
be achieved using the mask-based covariance matrix estimation
method with neural networks [18].
2.2. Neural spatial filtering: Mask based MVDR
The idea behind the mask based approach for covariance matrix
estimation is that we may more accurately estimate the target
speech, and thus the covariance matrix, given the noisy speech
with a neural network, a specific form of which will be dis-
cussed in Section 3.1. The most commonly used mask for the
mask-based beamforming [18] is ideal ratio mask [29] or sig-
moid mask. In this work, we extend to use ReLU-Mask and
linear uncompressed complex-valued mask for the covariance
matrix calculation. The ReLU-mask or the STFT magnitude
mask [29] is defined as,
ReLU-Mask(t,f) “ |Spt, fq||Y pt, fq| (3)
Where |S| and |Y | represents the target speech magnitude and
noisy speech magnitude, respectively. The range of ReLU-
Mask lies in [0,+8]. Note that no value clipping is needed
in our implementation, which is different from the FFT-MASK
in [29] where the value was clipped into [0,10]. This is be-
cause our scale-invariant source-to-noise ratio (Si-SNR) [11]
loss function (shown in Fig. 1) is optimized on the recovered
time-domain waveform rather than on the mask itself.
Given the real-valued mask M (as the output of a sigmoid
or ReLU function) defined on the magnitude, the covariance
matrix Φ of the beamformer can be computed as
ΦSSpfq “
řT
t“1 M
2
S pt, fqYpt, fqYHpt, fqřT
t“1 M
2
S pt, fq
(4)
Where T is the chunk size. We argue that better caraviance ma-
trix estimation can be achieved with the complex-valued mask
(CM). The CM was first proposed in [30] as
S “ Sr` jSi “ pCMr` jCMiq˚ pYr` jYiq “ CM˚Y (5)
where r and i denote the real part and the imaginary part of the
corresponding complex spectrum, respectively. The theoreti-
cal range of CM lies in [´8,`8]. In [30], the CM was com-
pressed into [-10,10] since their model was trained to estimate
the CM itself. In our implementation, however, compression is
not necessary and can be harmful. We implicitly estimate the
CM with a linear activation function and then multiply it with
the complex spectrum of the mixture to obtain the estimated
clean speech. The Si-SNR loss [11] function is optimized on
the reconstructed time-domain waveform rather than on CM it-
self. With CM, ΦSS can be rewritten as
ΦSSpfq “
řT
t“1 Sˆpt, fqSˆ
Hpt, fqřT
t“1 CM
H
S pt, fqCMSpt, fq
(6)
“
řT
t“1pCMSpt, fqYpt, fqqpCMSpt, fqYpt, fqqHřT
t“1 CM
H
S pt, fqCMSpt, fq
(7)
where MS and CMS are shared across channels. The mask
normalization in the denominator is the key to success since the
weighted mask is to attend on the most related frames to calcu-
late Φ. ΦNNpfq can be computed in the similar way. According
to the MVDR solution Eq. (2), the beamformed speech of the
target speaker can be estimated by,
Sˆ “ wHY (8)
2.3. Neural spatio-temporal filtering: CM based multi-tap
MVDR
Although MVDR can improve the ASR performance, it keeps
the speech distortion low at the cost of high residual noise
[23]. Inspired by the single channel multi-frame MVDR [24,
25, 27] which utilizes the inter-frame correlation, we propose a
multi-tap MVDR for the multi-channel neural beamforming to
achieve distortionless speech and low residual noise simultane-
ously. We define the L-tap representation of the mixture speech
as Y¯pt, fq “ rYTpt, fq,YTpt´ 1, fq, ...,YTpt´L` 1, fqsT P
CML. The corresponding S¯, N¯, ĚCM can be defined in the same
way. Then we can calculate the extended L-tap target speech
covariance matrix ΦS¯S¯pfq P CML,ML as
ΦS¯S¯pfq “
řT
t“1pĚCMSpt, fqY¯pt, fqqpĚCMSpt, fqY¯pt, fqqHřT
t“1ĚCMHS pt, fqĚCMSpt, fq
(9)
The inference process of the solution w¯ can be referred to the
chapter 5 in [26] when Benesty et al. proposed the multi-
channel speech enhancement filter. However, our approach is
different from theirs in that we are using complex-valued masks
estimated by neural networks to computer the covariance ma-
trix. Similar to Eq. (2), the multi-tap MVDR solution is
w¯ “ Φ
´1
N¯N¯
ΦS¯S¯
TracepΦ´1
N¯N¯
ΦS¯S¯q
u¯ (10)
where u¯ is an expanded one-hot vector of u with zeros. The
enhanced speech of the multi-tap MVDR can be obtained as,
Sˆ “ w¯HY¯ (11)
The beamformed spectrum is converted to the time-domain
waveform via iSTFT. Finally, the Si-SNR loss calculated on the
waveform is back-propagated through all of the modules (in-
cluding the multi-tap MVDR module and the neural networks)
as shown in Fig. 1. Different from the weighted prediction error
(WPE) [31] for dereverberation, multi-tap MVDR utilizes the
correlation of nearest frames (mainly the early reflection area)
and aims only at recovering the reverberant clean speech. How-
ever, WPE keeps away from the early reflection area to avoid
hurting the dry clean speech for the dereverberation.
In summary, the solution Eq. (5) is a complex-valued mask-
ing on the single channel. MVDR provides a solution Eq. (8)
of complex-valued masking on multiple channels, and our pro-
posed multi-tap MVDR (Eq. (11)) conducts spatio-temporal
filtering across frames and channels. All the components are
jointly trained.
3. Experimental Setup and Baselines
We evaluate our proposed methods on our multi-modal multi-
channel target speech separation platform [15, 13]. The audio-
visual structure is shown in Fig. 1 and briefly overviewed below.
3.1. Multi-modal multi-channel mask estimator baseline
As shown in Fig. 1, we use the direction of arrival (DOA) of
the target speaker and the speaker-dependent lip sequence for
informing the dilated convolutional neural networks (CNNs) to
extract the target speech from the multi-talker mixture.
Video encoder: The captured video can provide two im-
portant speaker-dependent information, lip movement sequence
and the DOA of the target speaker (denoted as θ in Fig. 1). The
lip movement has been proven effective for the speech separa-
tion in [32, 33, 34, 12, 15]. In this work, we utilize the mouth
region RGB pixels to represent the target speaker’s lip feature.
As shown in Fig. 1, a 3-D residual network [33, 35] is adopted
to extract the target speech related lip movement embeddings.
Audio encoder: The audio input includes the speaker-
independent features (e.g., log-power spectra (LPS) and interau-
ral phase difference (IPD) [13]) and speaker-dependent feature
(e.g., directional feature dpθq [15, 36]). As shown in Fig. 1, the
linear microphone array is co-located with the 180˝ wide-angle
camera. The location of the target speaker’s face in the whole
camera view can provide a rough DOA estimation of the target
speaker. Chen et al [36] proposed a location guided directional
feature (DF) dpθq to extract the target speech from the specific
DOA. DF aims at calculating the cosine similarity between the
target steering vector vpθq and IPDs [36]. The LPS, IPDs and
DF are merged and fed into a bunch of dilated 1D-CNNs. The
details can be found in our previous work [13, 15].
Then the concatenated lip embeddings and audio embed-
dings are used to predict the sigmoid mask (i.e., IRM) or the
ReLU-mask (Eq. (3)), or the complex-valued mask (as Eq. (5))
proposed in this study.
3.2. Dataset and experimental setup
The mandarin audio-visual corpus used for experiments is col-
lected from Youtube. We use SNR estimation tool and face
detection tool to filter out low SNR (ď 17dB) and multi-face
videos, resulting in 205500 clean video segments with sin-
gle face (about 200 hours) over 1500 speakers. The sam-
pling rate for audio and video are 16 kHz and 25 fps respec-
tively. 512 points of STFT is used to extract audio features
along 32ms hann window with 50% overlap. A mouth region
(size=112x112x3) detection program [15] is run on the target
speaker’s video to capture the the lip movements.
The new and larger multi-talker multi-channel far-field
dataset are simulated in the similar way with our previous work
[13, 15]. The simulated dataset contains 190000, 15000 and
500 multi-channel noisy and reverberant mixtures for training,
validation and testing. The speakers in the training set and test
set are not overlapped, which means our approach is evaluated
under speaker-independent scenario. We use a 15-element non-
uniform linear array as shown in Figure 1. The multi-channel
audio signals are generated by convolving single-channel sig-
nals with RIRs simulated by image-source method [37]. The
signal-to-interference ratio (SIR) is ranging from -6 to 6 dB.
Also, noise with 18-30 dB SNR is added to all the multi-channel
speech mixtures. An inner uncorrelated commercial mandarin
speech recognition API is used to test the ASR performance.
The multi-modal network is trained in a chunk-wise mode
with chunk size 4 seconds, using Adam optimizer with early
stopping. Initial learning rate is set to 1e-3. The L-tap in the
multi-tap MVDR is set to 3 empirically. Pytorch 1.0.1 was used.
4. Results and Discussions
The PESQ and ASR word error rate (WER) results are shown
in Table 1 to compare among purely network-based systems and
several jointly trained MVDR beamformer systems. Note that
we only conduct speech separation and denoising without dere-
verberation in this work. Our systems work well on different
scenarios, e.g., different angles between the target speaker and
other speakers, various number of overlapped speakers. The
scenarios, e.g., small angles (ď45 ˝) or more overlapped speak-
ers, are a bit more challenging.
Real-valued mask VS CM: The linear uncompressed com-
plex mask (CM) based system (w/o MVDR) achieves higher
Table 1: PESQ and WER results of some dilated CNN baselines and proposed jointly trained multi-tap MVDR system.
Systems/Metrics PESQ P r´0.5, 4.5s PESQ WER (%)
Angle between target & others # of speakers
ď15˝ ď45˝ ď90˝ ď180˝ 1 SPK 2 SPK 3 SPK Ave Ave
Reverberant Clean (reference) 4.50 4.50 4.50 4.50 4.50 4.50 4.50 4.50 6.97%
Mixture (interfering speech + noise) 1.88 1.88 1.98 2.03 3.55 2.02 1.77 2.16 51.30%
ReLU mask (Audio only) on Channel 0 (i) 2.50 2.68 2.88 2.86 3.88 2.81 2.50 2.87 17.89%
ReLU mask (Lip only) on Channel 0 (ii) 2.44 2.55 2.77 2.70 3.88 2.76 2.34 2.78 23.21%
ReLU mask (Baseline) on Channel 0 (iii) 2.54 2.73 2.92 2.88 3.89 2.85 2.56 2.91 17.74%
Complex mask (CM) on Channel 0 (iv) 2.64 2.84 3.00 3.00 3.89 2.94 2.66 3.00 16.90%
Sigmoid mask MVDR joint train (JT) (v) 2.24 2.56 2.80 2.72 3.67 2.64 2.35 2.71 16.65%
ReLU mask MVDR JT (vi) 2.52 2.74 2.94 2.85 3.68 2.86 2.54 2.88 12.61%
CM MVDR JT (vii) 2.55 2.77 2.97 2.89 3.73 2.89 2.57 2.91 11.84%
Prop. CM multi-tab MVDR JT (viii) 2.70 3.00 3.20 3.13 3.83 3.10 2.76 3.10 9.96%
PESQ and lower WER (17.74% vs 16.90%) compared to the
ReLU mask baseline. The difference between the ReLU mask
and CM is also shown in Fig. 2. There are some spectral
“black holes” distortion in the enhanced spectrogram of the
ReLU mask baseline. This is because the network tends to gen-
erate zero-valued masks when the energy of the target speech
is lower than the interfering speech/noise, considering that the
value range of the ReLU mask belongs to [0,+8]. The prob-
lem is more severe in the sigmoid mask. This type of nonlinear
spectral distortion is harmful to speech recognition. However,
the CM can reduce the distortion and recover the phase simul-
taneously. Better mask can also help to estimate more accurate
covariance matrix in the MVDR beamformer.
ReLU mask w/o MVDR (baseline)
Mix (2-speaker overlapped speech + noise) Reverb Clean (Reference clean)
CM MVDR JT
Prop. Complex mask (CM) w/o MVDR
Prop. CM Multi-tap MVDR JT
Figure 2: Separated spectrogram demos of different systems.
Mask-based MVDR: Although the complex mask based
network can reduce the distortion and achieve higher PESQ,
the speech recognition performance of 16.9% WER does not
match the gain in PESQ. This phenomena is widely observed
in purely neural network based speech enhancement front-ends
[7] because the distortion in the enhanced speech is not ASR
friendly. With the distortionless constraint in the MVDR beam-
former, the beamformed speech can achieve much lower WER.
For example, the jointly trained complex mask based MVDR
(vii) can reduce the WER from 16.9% to 11.84% when com-
pared to the complex mask based network w/o MVDR (iv).
Complex-valued mask is superior to other real-valued masks
(ReLU mask or sigmoid mask) in estimating the target speech
and noise covariance matrix. Nonetheless, MVDR beamformer
obtains this distortionless advantage by sacrificing the strength
of noise reduction [23], e.g., the jointly trained complex mask
based MVDR (vii) only achieves 2.91 PESQ on average and is
lower than purely network-based system (iv) with 3.00 PESQ.
CM-based multi-tap MVDR: The proposed jointly trained
complex mask based multi-tap MVDR (viii) can get the best
average PESQ, i.e., 3.10 and WER, i.e., 9.96%, surpassing
the best purely network-based system (iv). Compared to the
common MVDR (vii), the multi-tap MVDR (viii) can achieve
about 0.2 PESQ improvement on the 2/3-speaker cases since
the multi-tap MVDR can utilize the inter-frame correlation and
reduce the uncorrelated noise. The difference is also shown in
Fig. 2 where the proposed multi-tap MVDR can reduce more
residual noise while ensuring the distortionless constraint. More
demos (including real-world testing demos) can be found at our
website: https://yongxuustc.github.io/mtmvdr.
Directional feature VS lip feature: As introduced in Sec.
3.1, two speaker dependent features are used in this work,
namely lip features and the DF (dpθq). Although multi-modality
evaluation is not the focus of this work, we compare the audio
only (using dpθq w/o lip) and the lip only (using lip w/o dpθq)
setup for the ablation study. The audio only system is better
than the lip only system (wer 17.89% vs 23.21%). It indicates
that the DF (dpθq) is more distinct than lip feature. But when
the two modalities are concatenated together to form the sys-
tem (iii), slightly better performance can be achieved with WER
17.74%. More analysis about the multi-modality fusion can be
found in our previous work [13, 15].
5. Conclusions and Future Work
In this work, we proposed the multi-tap MVDR with complex-
valued masks (CMs). We demonstrated that CM can achieve
less distortion and better ASR performance for the purely neu-
ral network based systems, and can better estimate the covari-
ance matrix in the mask-based beamformer, than the real-valued
masks. With the proposed CM based multi-tap MVDR, we ob-
tain both the best ASR performance and PESQ among all sys-
tems. Compared to the purely neural network baseline, multi-
tap MVDR can significantly reduce the WER from 17.74 % to
9.96% and improve the PESQ from 2.91 to 3.10 on average.
We want to emphasize that the results achieved with multi-tap
MVDR indicates that using filter-based instead of mask-based
models for speech separation and enhancement is promising.
We will further extend the spatio-temporal filtering to spatio-
temporal-frequency filtering and conduct separation and dere-
verberation in an integrated framework.
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