In this paper we propose a file replication scheme inspired by a thermal diffusion phenomenon for storage load balancing in unstructured peer-to-peer (P2P) file sharing networks. The proposed scheme is designed such that the storage utilization ratios of peers will be uniform, in the same way that the temperature in a field becomes uniform in a thermal diffusion phenomenon. The proposed scheme creates replicas of files in peers probabilistically, where the probability is controlled by using parameters that can be used to find the trade-off between storage load balancing and search performance in unstructured P2P file sharing networks. First, we show through theoretical analysis that the statistical behavior of the storage load balancing controlled by the proposed scheme has an analogy with the thermal diffusion phenomenon. We then show through simulation that the proposed scheme not only has superior performance with respect to balancing the storage load among peers (the primary objective of the present proposal) but also allows the performance trade-off to be widely found. Finally, we qualitatively discuss a guideline for setting the parameter values in order to widely find the performance trade-off from the simulation results. key words: P2P file sharing networks, storage load balancing, thermal diffusion
Introduction
Recently, peer-to-peer (P2P) network models have attracted a great deal of attention. The concept of the P2P network model is completely different from that of a conventional client-server network model. While a conventional serverclient network model explicitly distinguishes hosts providing services (servers) from hosts receiving services (clients), a P2P network model does not assign fixed roles to hosts. Hosts composing P2P networks, referred to as peers, can be both servers and clients, so that P2P networks can theoretically function as an autonomous, distributed, and cooperative system.
One of application of P2P networks that is of interest is a distributed storage system for file sharing. A distributed * The present paper is an extended version of our previous paper that was presented at Inter-Perf 2006 [1] .
a) E-mail: m. storage system for file sharing provides a large amount of storage by accumulating the unused storage of hosts, which enables large amounts of data to be stored and shared without the need for a costly file server. Although there exist several forms of P2P networks for file sharing [2] , in the present study we focus on unstructured P2P networks that do not have a mechanism to manage file locations.
Since unstructured file sharing P2P networks do not have a mechanism to manage file locations, a query distribution mechanism is needed to find requested files. An approach to enhance file search performance of the query distribution mechanism is to make replicas of files so as to increase the total number of files in the network. Although further enhancement of file search performance can be achieved by making replicas of files in specific peers through which search queries pass frequently, such behavior causes the bias of storage load to the specific peers. Also, since storage load balancing in the networks means that several files are not put on specific peers through which search queries pass frequently, and therefore, it leads to the degradation of file search performance. Therefore, there must be a trade-off between storage load balancing and search performance in unstructured file sharing P2P networks. This trade-off should be taken into consideration for controlling unstructured file sharing P2P networks.
The present paper focuses on a file replication scheme. Although an original purpose of the file replication is to improve file search performance, the present paper considers the cancellation of storage load bias caused as a counteraction of the improvement of file search performance. We propose a file replication scheme that considers storage load balancing inspired by nature, in which the order appears to be maintained in an autonomous and distributed manner. The statistical behavior of the proposed file replication scheme has an analogy with the phenomenon of thermal diffusion. Furthermore, the proposed scheme includes parameters to widely find the trade-off between storage load balancing and search performance existing in unstructured P2P file sharing networks. We conduct a theoretical analysis to reveal an analogy between the proposed replication scheme and a thermal diffusion equation, and experimentally examine the ability of the proposed scheme not only to balance the storage load among peers but also to find the performance trade-off. The ability to widely find the trade-off relationship is important because it is impossible to uniquely define the universally best trade-off point due to various user Copyright c 2010 The Institute of Electronics, Information and Communication Engineers requirements and operated policies for storage load balancing and search performance.
The present paper is organized as follows. Section 2 briefly describes related research. Section 3 proposes a file replication scheme inspired by thermal diffusion and shows analytically that the proposed scheme has an analogy with a thermal diffusion equation. The proposed scheme is experimentally evaluated in Sects. 4 and 5. Finally, Sect. 6 presents the conclusions obtained through the analysis.
Related Studies
Replication schemes have been developed mainly for unstructured P2P networks that do not have a means of managing file locations [3] , [4] . This is because searching in such networks is blind, and replicas of files distributed over the networks should contribute to quick and reliable file searching. However, these studies focused only on search efficiency and did not consider load imbalance among peers as a trade-off for search efficiency. On the other hand, load balancing schemes have been developed mainly for structured P2P networks that have a means of managing file locations such as a distributed hash table (DHT) [5] , [6] . This is because fixed file locations provided by P2P using DHT can be the cause of load imbalance among peers, depending on, for example, how the identifier space is constructed, how the subspace is assigned to peers, and differences in popularity between files.
Our previous study [7] focused on replication schemes in unstructured P2P file sharing networks. Our objective was not only to achieve good search performance, as in previous studies on unstructured P2P networks, but also to achieve storage load balancing, as in previous studies on structured P2P networks. Here, the storage load of a peer is defined as the storage utilization ratio which is the ratio of the consumed capacity to the total capacity. These replication schemes were designed mainly to achieve storage load balancing, but by adjusting their parameter values, we found the trade-off between search performance and storage load balancing. In particular, we proposed three different replication schemes in our previous paper: Path Random Replication, Path Adaptive Replication, and Path Adaptive Replication with Priority Level. All these schemes are based on Path Replication that creates replicas of files in peers on the search path (with probability 1). However, these schemes are all probabilistic replication schemes that create replicas of files in peers on the search path as well as Path Replication and differ in how they decide the probability with which file replicas are created, where the search path is formed by random walk-based query forwarding mechanism.
The replication scheme proposed in the present paper also creates file replicas in peers on the search path probabilistically, where the search path is formed by random walk-based query forwarding mechanism. The proposed scheme is mainly intended to achieve storage load balancing, but also to find a wide range of trade-off points between search performance and storage load balancing by adjusting its parameter values. The proposed scheme is based on Path Adaptive Replication (PAR). The key concept of PAR is that the probability with which a replica of a requested file is created in a peer at location x on the search path is determined using the storage utilization ratio of the peer at time t, L(x, t) (0 ≤ L(x, t) ≤ 1). This probability is hereinafter referred to as the file replication ratio. The file replication ratio is given by the following equation:
where ξ is a tunable parameter to vary the average value of replication ratios M ∈ [0, 1], and ξ is obtained from M by evaluating M = 1 0 P(x, t)dL. In addition, P(x, t) satisfies the following conditions:
• When the storage load of the peer is high, the replication ratio becomes low • When the storage load of the peer is low, the replication ratio becomes high This scheme allows each peer to independently control storage utilization by means of changing the file replication ratio to achieve fair storage utilization among all of the peers. Parameter ξ is adjusted not only for storage load balancing, but also for better search performance, and therefore for exploring the trade-off between storage load balancing and search performance. Unlike PAR, the file replication scheme proposed in the present paper is designed to use the storage utilization ratios of peers adjacent to the focus peer, thus achieving networkwide storage load balancing. More specifically, the proposed scheme determines the file replication ratio in the focus peer by using the difference between its storage utilization ratio and those of its neighboring peers. Here, neighboring peers are defined as ones 1-hop away from the focus peer.
Dynamic load balancing schemes with only local peer communication as in the proposed replication system, referred to as diffusive load balancing schemes, have been investigated primarily with respect to distributed computing [8] - [10] . These systems basically rely on a diffusion equation. Load balancing in distributed computing usually results in greater computing efficiency. Since maximum computing efficiency is the only primary objective, no trade-off exists. However, in P2P file sharing networks, better load balancing can cause deterioration in the primary objective of search efficiency, resulting in a trade-off. This suggests that load balancing schemes used in distributed computing, including parameter tuning schemes, might not be suitable for direct application to load balancing in P2P file sharing networks. In addition, while conventional diffusive load balancing schemes 'diffuse' the direct causes of load, such as computational tasks, among nodes, the proposed replication scheme does not use such a direct approach to achieve load balancing.
Storage Load Balancing Inspired by Thermal Diffusion

Motivation
Search performance must be enhanced in unstructured P2P file sharing networks, because they have no file location management system. This may be achieved by replicating files over the network, allowing a query forwarding mechanism to find requested files quickly and reliably. This is referred to as a file replication scheme. One of the simplest file replication schemes is Path Replication that creates a replica of a requested file on the current search path provided by a query forwarding method [3] , [4] . For query forwarding, random walk-based methods are often employed for unstructured P2P file sharing networks because of their ease of implementation. Considering a random walk on an arbitrary network, the probability with which a random walker stays at a node is shown to be proportional to the degree of the peer [11] . Therefore, random walk-based query forwarding methods are likely to include peers of high degree in the paths that they create. If replication schemes that create a replica of a requested file on the current search path are used together with random walkbased query forwarding methods, more files are replicated in high-degree peers than in low-degree peers. The advantage of Path Replication with random walk-based query forwarding for enhancing search performance has been discussed in [4] . Although this situation is good for enhancing search performance, the storage load would be biased to higher degree peers, and as a result, the P2P network might be unstable and unreliable. Of course, the disadvantage on the storage load bias would be increased when flooding-based query forwarding is used.
Considering into the above mentioned advantage and disadvantage, as in our previous study [7] , in the present study, we attempt to find a file replication scheme based on Path Replication that achieves storage load balancing using random walk-based query forwarding method. Here, the definition of load balance in this paper is allocating load uniformly independent of the number of edges a node has. Since file search in unstructured file sharing P2P networks function in an autonomous and distributed manner, it is desirable for storage load balancing to function in the same manner.
With respect to autonomous and distributed storage load balancing, the natural world is a great source of inspiration because nature itself appears to be ordered in this way. We can therefore look at natural physical phenomena, especially the phenomenon of diffusion, and make an analogy between the mechanism of diffusion and storage load balancing. Diffusion is a common physical phenomenon, manifesting itself as heat diffusion through a steel plate or a drop of colored ink spreading through water.
Next, we will examine the phenomenon of thermal diffusion, and consider the analogy between thermal diffusion and the proposed storage load balancing scheme. When heat diffuses through a substance having a thermal gradient, the diffusion is governed only by the local thermal gradient and conductivity, according to a differential equation describing thermal diffusion. This implies that thermal diffusion occurs only through linked local behaviors based on the local thermal gradient. An analogy may be made between thermal diffusion and storage load balancing by file replication in unstructured P2P file sharing networks, by considering the steel plate to be a P2P network, considering a part of the plate to be several peers in the network, and considering heat to be the storage load of the peers. In addition, file replication corresponds to heating of the steel plate. Whereas in thermal diffusion, heat provided by heat sources diffuses through a substance, in the storage load balancing model, storage load 'diffuses' through peers on the current search path.
However, there are several differences between file replications for storage load balancing and thermal diffusion. For instance, whereas thermal diffusion is a phenomenon in which the entire steel plate is involved, the file replication locations considered herein are limited to peers on search paths. In the following we will present a method by which to apply the analogy of thermal diffusion to storage load balancing in P2P networks while taking this difference into account.
Basic Concept
In thermal diffusion, every local non-uniform distribution of temperatures becomes a uniform distribution. Similarly, we suppose that in storage load balancing, every local nonuniform distribution of storage utilization ratios becomes a uniform distribution based on the difference in storage utilization ratios between the focus peer and its neighboring peers.
Suppose that a network simply consists of three peers A, B, and C, and logical links are made between peers B and A and between peers A and C, and are therefore aligned in the order B, A, C. Next, we introduce the following expression, which represents the difference between the storage utilization ratio of peer A and the average storage utilization ratio of its neighboring peers B and C:
Expression (2) suggests that the lower the storage utilization of peer A (second term) compared to the average storage utilization of its neighboring peers (first term), the bigger the value, and vice versa. In addition, Expression (2) takes its largest value 1 when L(B, t) = L(C, t) = 1 and L(A, t) = 0 and its smallest value −1 when L(B, t) = L(C, t) = 0 and L(A, t) = 1. Thus, we can measure the relationship between the storage utilization ratio of peer A and the average of the storage utilizations of its neighboring peers B and C by means of Expression (2) . In terms of storage load balancing, the creation of repli-cas of files in peer A should be actively performed when the value of Expression (2) becomes larger, and vice versa. If we consider only the storage utilization ratios of individual peers, we cannot embed the above storage load balancing strategy in a file replication scheme. Thus, for better storage load balancing, it is desirable that the determination of whether or not replicas of files are created in peers must be done by taking into account the relationship between the storage utilization ratio of a focus peer and its neighboring peers. Based on the above discussion, we will consider below an actual method for observing the difference between the storage utilization ratio of a focus peer and its neighboring peers.
First, we introduce an operator D to L(x, t). Although the operator D is used only with L(x, t) in this paper, the introduction of the operator is helpful for understanding an interesting meaning of the proposed scheme (see Sect. 3.4).
is defined as the difference between the storage utilization ratio of the peer and the average of its neighboring peers. That is, D · L(x, t) is defined as the following equation:
where
) denotes a peer adjacent to peer x and d(x) denotes the degree of peer x. Equation (3) with d(x) = 2 is equivalent to Expression (2). As with Expression (2), D·L(x, t) takes (i) its largest value 1 when the storage utilization ratio of peer x is 0 (i.e., L(x, t) = 0) and the storage utilization ratios of all of its neighboring peers are 1 (i.e., L(x i , t) = 1) and takes (ii) its smallest value −1 when the storage utilization ratio of peer x is 1 (i.e., L(x, t) = 1) and the storage utilization ratios of all of its neighboring peers are 0 (i.e., L(x i , t) = 0). This range of values is represented by the following inequality:
In the present paper, we propose a scheme that adjusts the replication ratio P(x, t) of peer x using D · L(x, t). More specifically, the replication ratio P(x, t) is designed to meet the following conditions:
• When the storage utilization ratio of peer x is lower than its neighboring peers (i.e., the value of D · L(x, t) is large), the replication ratio P(x, t) becomes higher • When the storage utilization ratio of peer x is higher than its neighboring peers (i.e., the value of D · L(x, t) is small), the replication ratio P(x, t) becomes lower
In the next section, we will provide several example definitions of P(x, t) that meet the above conditions.
Replication Scheme for Storage Load Balancing
As a simple example, we consider a replication ratio P(x, t) that increases linearly with D · L(x, t). In this case, P(x, t) is represented by the following equation:
where 0 ≤ P(x, t) ≤ 1. Equation (5) suggests that P(x, t) becomes high when the average storage utilization of peers adjacent to peer x is higher than that of peer x, and vice versa. In Sect. 3.5, we will show that the storage distribution described with this replication ratio has basic similarities to thermal diffusion. Equation (5) gives a linear variation of P(x, t) for all values of D · L(x, t). However, from a practical point of view, P(x, t) should be more flexible, such that the variation of P(x, t) is more sensitive to the variation of D · L(x, t) over certain areas of its range. For example, Eq. (5) can be modified as follows:
where Eq. (6) with λ = 1 and μ = 0 is equal to Eq. (5). Graphs of Eq. (6) with various sets of values of (μ, λ), which will be used for simulation experiments in Sect. 4, are shown in Fig. 1 . As shown in Fig. 1 , λ is a parameter that can be used to adjust the sensitivity of P(x, t) to D · L(x, t). In addition, μ is a parameter used to determine the replication ratio of peers not only after perfect storage load balancing is achieved, but also when λ = 0, because from Eq. (6) the replication ratio ρ for the case in which D · L(x, t) = 0 for all of the peers or λ = 0 is as follows:
In particular, when λ = 0, the proposed replication scheme is equivalent to Path Random Replication with a replication ratio ρ, where Path Random Replication creates a replica of a requested file in peers on the current search path with a fixed replication ratio.
Relationship between Operator D and Laplacian
Here, we will show that the operator D can be regarded as a sort of Laplacian, which is a second-order differential. This parallel is fundamental in discussions concerning the analogy between the proposed file replication scheme and thermal diffusion. We assume the same simple network as that shown in Sect. 3.2. Equation (2) can be transformed into the following equation:
This equation suggests that Eq. (2) corresponds to a (discrete) second-order derivative of L(x, t) on x when we assume a row of peers A, B, and C to be an axis. The important point is that the three peers A, B, and C are aligned, and because of this Eq. (2) can be regarded as a second-order derivative on the axis including peers A, B, and C. Next, we assume more general P2P networks, in which connection between peers is not limited to a series connection. In this case, D · L(x, t) is represented by the following equation:
This equation suggests that when we consider a row of x i , x, and x j (x i -x-x j ) with respect to all of the combinations of i and j (i < j) to be an axis, D · L(x, t) represents the sum of (discrete) second-order derivatives on x i, j in L(x, t), where x i, j corresponds to the axis of x i -x-x j . This means that the continuous representation of operator D is given by
Note that the replication ratio P(x, t) defined in the previous section becomes high when D · L(x, t) > 0 and low when D · L(x, t) < 0. In other words, the replication ratio P(x, t) becomes high when the storage utilization ratio on a P2P network is convex at peer x, compared to its neighboring peers, and becomes low when the storage utilization ratio on a P2P network is concave at peer x, compared to its neighboring peers.
Analogy to Thermal Diffusion
In this section, we will analytically show that the proposed replication scheme is analogous to a thermal diffusion equation. The analogy is validated by the fact that an essential term in a thermal diffusion equation appears in a statistical expression for the proposed replication scheme. Furthermore, a term representing a continuously active heat source also appears in the statistical expression. The heat source term indicates that the total amount of storage load in a network increases steadily. We will discuss these points in detail later.
We will define several symbols prior to the analysis. First, let E[X] be an expectation value for random variable X, and let E[X|Y] be a conditional expectation value for random variable X when random variable Y is given.
We will define further random variables by assuming in the following analysis that file search in a P2P network is stochastic (non-deterministic). Let L(x, t) be a random variable that represents the storage utilization ratio of peer x at time t. The analysis is valid only when 0 ≤ L(x, t) ≤ 1. In addition, let R( f ) be a random variable that represents the size of file f , which can be the target of a search. Furthermore, let I(x, t) be a random variable that indicates whether peer x is on the current search path at time t. That is, I(x, t) is 1 when it is on the current search path, and 0 otherwise. Therefore, the product of two random variables R( f ) and I(x, t) can be interpreted as the rise of the storage utilization of peer x at time t for the case in which a stochastic file search is performed in a certain network. The product value depends on the network topology and the file search path (depending on the file search method). Finally, let C(x) be a random variable that represents the storage capacity of peer x.
The analysis begins with calculation of the storage utilization ratio at time t + Δt, i.e., a unit of time Δt after time t. The result is as follows:
E[L(x, t + Δt)|L(x, t), R( f ), I(x, t), C(x)] = L(x, t) + P(x, t) R( f )I(x, t)Δt C(x)
This equation holds for any P(x, t). Substituting Eq. (5) for P(x, t) in Eq. (11), we obtain the following equation:
The simplest representation of a thermal diffusion equation when we let T (x, t) be the temperature of position x at time t is as follows:
where K is a positive constant value called diffusion coefficient. The right-hand side of this equation has the same form as the second term in the right-hand side of Eq. (12), which implies that the proposed replication scheme is able to balance the storage load among peers. In addition, the first term in Eq. (12) implies that an effect similar to a constant heat source exists in the P2P network. If we substitute Eq. (6), in place of Eq. (5), for P(x, t) in Eq. (11), and apply a Taylor expansion to the substituted Eq. (11) for D · L(x, t) ∼ 0 and μ ∼ 0, we obtain the firstorder approximation of the substituted Eq. (11), as follows:
t). (14)
Since the second term on the right-hand side of Eq. (14) corresponds to the diffusion of heat, we can expect that increasing the value of λ improves the performance for storage load balancing. In addition, since the first term on the right-hand side of Eq. (14) corresponds to a heat source, we can expect that increasing the value of μ improves the search performance.
Evaluation
In the previous section, we showed analytically that the proposed replication scheme can be expected to achieve network-wide storage load balancing because it is strongly analogous to thermal diffusion. Here, we will evaluate the proposed replication scheme through simulation, with respect to not only storage load balancing but also search performance. The replication ratio used in the evaluation is given by Eq. (6). In addition, we will evaluate whether the proposed replication scheme has a better ability to find a wider range of trade-off points between storage load balancing and search performance. This is because there are various possible demands for the network performance according to the satisfaction of users and the policies of network operators. For example, certain network operators/users might attach importance to the search performance, while another network operators/users might attach importance to the load-balancing performance. Thus, it is important to show that the proposed replication scheme has a better ability to achieve various possible demands for the network performance. 
Simulation Model
The configuration of the P2P network simulation model is described as follows. The total number of peers present in the network is 10,000, and the total number of links between peers is 20,000. The distribution of the degree of peers in the network is shown in Fig. 2 . The topology of the P2P network in the simulation model used is generated by the algorithm described in [12] . The topology follows a power law [13] - [15] with respect to the distribution of degree. Since the Gnutella network is a representative unstructured network that follows an approximate power law with respect to the distribution of the degree of peers [16] , it is valid to use the network topology following a power law for the investigation of unstructured P2P networks. The present paper considers static network topology.
The maximum storage capacity of every peer is 40. One file consumes one unit of storage, so that the maximum number of files that a peer can hold is 40. When the storage capacity of a peer is full and a request for a replica of a requested file arrives at the peer, the oldest file is replaced by the requested file (i.e., a FIFO replacement method is used).
The query forwarding method used in the present paper is a 16-walker random walk [4] . The walk uses 16 walkers, each with a query, which randomly walk around peers starting at the peer making the query for a requested file. The smallest number of hops among the number of hops that 16 walkers need in order to find the requested file is taken as the number of hops in the current file search. All 16 walkers are allowed up to 100 hops in one file search, and it is possible for a walker to revisit the same peer more than once. In each run of the simulation, the search for a requested file is individually repeated 50,000 times, and the peer that makes the query is chosen randomly. Furthermore, the file requested is randomly determined each time. This means that all types of files in the network have an equal chance of being chosen.
The total number of file types in the network is 100, with 10 files initially allocated over the network for each type of file. This initial distribution of 1,000 files is random, but is determined in the same way each time the simulation model is run.
Evaluation Criteria
Using random walk-based query forwarding methods, highdegree peers are more likely to be exposed to high load than low-degree peers, so the load imbalance among groups of peers of the same degree should be evaluated. Let s(d) be the average storage utilization ratio of peers of degree d in the network. The evaluation criterion for storage load balancing is defined by the standard deviation of s(d): 
Results
The proposed replication scheme has two parameters, μ and λ, as shown in Eq. (6) . Tuning the values of the two parameters is necessary in order to find the trade-off between storage load balancing and search performance sufficiently. While search performance depends on μ, storage load balancing ability depends on λ. Therefore, we test 12 sets of (μ, λ), being all combinations of μ = {−0.5, 0, 0.5} and λ = {1, 5, 10, 20}.
We use two replication schemes proposed in our preceding work [7] for comparison with the proposed replication scheme. One scheme is Path Random Replication (PRR), which makes a replica of a requested file only in peers on the current search path with fixed probability. The fixed probability is denoted by M, which is the same as in Path Adaptive Replication (PAR), which is explained in detail in Sect. 2. The second scheme is PAR. These two schemes have only one parameter, which is M ∈ [0, 1]. As values for M, 0.1, 0.2, · · · , and 0.9 are used.
Plotting s 1 ,h 1 , s 2 ,h 2 , and s 3 ,h 3 for all three schemes used gives the graphs shown in Fig. 3. 
Discussion
Fundamental Performance
With respect to storage load balancing ability, Fig. 3 shows that, depending on set of values of (μ, λ), the proposed replication scheme gives better performance than PRR or PAR for any parameters and for every observation snapshot, that is,H = 0.025,H = 0.05, andH = 0.1. Therefore, our primary objective, which is to achieve better ability in balancing the storage load among peers in an autonomous and distributed manner, could be achieved. However, the search performance of the proposed scheme is almost the same as or slightly worse than PRR or PAR. These results suggest that the trade-off between storage load balancing and search performance is similar in the three replication schemes used. Therefore, we need to determine how widely the three schemes are able to find this trade-off. Figure 3 indicates that the proposed scheme shows a wider spread of plotted points (or trade-off points) along both axes (load balancing and search performance) than PRR or PAR. That is, by changing the parameter values, the proposed method can find almost identical trade-off points to PRR and PAR, as well as trade-off points that PRR and PAR cannot find. Therefore, the proposed scheme is the best for exploring a wide range of trade-off points.
The scale of the horizontal axes (i.e., the variation range of storage load balancing performance) of the three graphs in Fig. 3 is the same regardless of the value ofH. The reason for this can be explained as follows. First, the probability that a random walker (i.e., query) stays at a peer is shown to be proportional to the degree of the peer [11] . In addition, the peer that makes the query and the file that is requested by the peer are chosen randomly each time in the simulation. This indicates the frequency of requests for the creation of replicas arrive at peers each time does not depend onH. Second, the storage load imbalance among peers that has appeared each time is determined by the frequency of requests for the creation of replicas, which does not depend onH as shown in the above, and the file replication ratio (i.e., the acceptance ratio of the request for the creation of replica). The proposed file replication scheme attempts to uniform this storage load imbalance among peers by controlling the file replication ratio. The file replication ratio in a peer is uniquely defined by the storage load imbalance among peers, which is defined by the difference between its storage utilization ratio and those of its neighboring peers (i.e., D · L(x, t)), as shown in Eq. (6). The differences in the storage utilization ratio among peers does not depend onH by definition unlessH is close to 0 or 1 as explained in the end of this paragraph. Therefore, the file replication ratio does not depend onH, nor does the behavior of the proposed file replication scheme. This indicates the storage load imbalance among peers realized by the proposed file replication scheme does not depend onH. Finally, the storage load balancing performance is evaluated based on the standard deviation of s(d) of which the definition does not depend onH, as shown in Eq. (15) . The above three remarks indicate that the storage load balancing performance, which is evaluated based on the standard deviation of s(d), does not depend onH. However, the storage load balancing performance must depend onH when most of the peers experience L(x, t) ∼ 0 (resp. 1) (i.e.,H ∼ 0 (resp. 1)). That is, ifH ∼ 0 (resp. 1), then the standard deviation of s(d) becomes close to 0.
On the other hand, the scale of the vertical axes (i.e., the variation range of the search performance) of the three graphs in Fig. 3 is different. That is, the scale decreases and narrows as the value ofH increases. This is because the number of hops needed to find the requested files decreases as the value ofH increases since the search performance improves as the number of files in the network increases.
Guideline on Settings of Parameter Values
The proposed replication scheme has two parameters μ and λ. Therefore, the trade-off point realized between storage load balancing and search performance would vary based on the tuning of the two parameters. In the following, we present a qualitative discussion about the relationship between the values of parameters and the performance of the proposed scheme using the simulation results. Although qualitative guideline of parameter tuning does not offer a solid method that can ensure an exact achievement of a specific trade-off point, it is still useful as a first step to realize a parameter tuning method with trial-and-error manner.
In the simulation experiments, a random walk-based query forwarding method was used. According to an existing theory on random walk in a network [11] , the probability with which a walker with a query approaches a node is proportional to the degree of the node. Therefore, we can consider that a request for the creation of a replica of a file arrives (via a walker) more frequently at peers of higher de- First, suppose that we fix the value of μ and vary the value of λ. Since the second term in the right-hand side of Eq. (14) corresponds to heat diffusion, increasing the value of λ would improve the storage load balancing performance. At the same time, improving storage load balancing by increasing λ would cause a degradation of search performance, because at high-degree peers (at which search queries frequently arrive), the number of files becomes smaller. Next, suppose that we vary the value of μ and fix the value of λ. Since the first term in the righthand side of Eq. (14) corresponds to a heat source, increasing the value of μ would improve the search performance. From Fig. 1 , we can see that P(x, t) for D · L(x, t) ∼ 0 and D · L(x, t) < 0, which higher degree peers mostly experience, becomes larger as μ increases relative to P(x, t) for D · L(x, t) ∼ 0 and D · L(x, t) > 0, which lower degree peers mostly experience. That is, we consider that the ratio between a replication ratio of a lower degree peer (P L ) and that of a higher degree peer (P H ), P H /P L , increases with the value of μ. The probability of a query arriving at a higher degree peer (Q H ) is higher than that of a query arriving at a lower degree peer (Q L ), i.e., Q H > Q L . Coupling this observation with the previous observation, we can consider that the ratio between the storage utilization ratio of the lower degree peer (U L ∝ Q L × P L ) and that of the higher degree peer (U H ∝ Q H × P H ), U H /U L , becomes higher with the value of μ, and consequently the storage load balancing performance becomes worse. In summary, we can hypothesize as follows: Fig. 4 Relationship between values of μ and λ and performance of proposed scheme.
• With the value of μ fixed, the bigger the value of λ, the better the storage load balancing performance and the worse the search performance.
• With the value of λ fixed, the bigger the value of μ, the worse the storage load balancing performance and the better the search performance.
The simulation results do support the idea that with the value of μ fixed, the load balancing performance improves with the value of λ, while the search performance deteriorates. Typical examples are shown in Figs. 4(a) and (b) . On the other hand, the results partially support the idea that with the value of λ fixed, the load balancing performance deteriorates with the value of μ, while the search performance improves. Typical examples are shown in Figs. 4(c) and (d) . This hypothesis seems to be satisfied only whenH = 0.025 andH = 0.05. This could be because the assumption that the peers stay around D · L(x, t) ∼ 0 is correct only in these situations.
Advanced Evaluation
In the evaluation of Sect. 4, the factors to cause load bias among peers were network topology and a query forwarding method. In this section, we will examine a stronger load bias among peers by using a query forwarding method that differs from the method used in Sect. 4 and examine whether the proposed replication scheme can balance the storage load even in such a case.
The query forwarding method used in this section is the degree proportional-based k-walker random walk. In the degree proportional-based k-walker random walk, the next hop peer of each walker is selected from the neighboring peers by the probability that is proportional to the degree of the peers, while the original k-walker random walk uses a random selection policy for the next hop peer. The probability for selecting peer x i as the next hop peer of peer x in the degree proportional-based k-walker random walk is given by
where x i denotes a peer adjacent to peer x and d(x) denotes the degree of peer x. We performed the same simulation as that in Sect. 4 using the degree proportional-based k-walker random walk rather than the original k-walker random walk. The simulation results are shown in Fig. 5 .
The simulation results in Fig. 5 are similar to those in Fig. 3 , so the argument given in the previous sections is mostly valid in this section as well. That is, compared to other replication schemes, even when the degree proportional-based k-walker random walk, which would promote a storage load unbalance, is used, the proposed scheme has a better ability to balance storage load among peers and finds a wider range of trade-off points between storage load balancing and search performance.
However, the simulation results given in this section are different from those of the discussion in the previous section in the case ofH = 0.025. That is, as shown in Fig. 5(a) , the search performance is poor when the value of μ is the largest (i.e., μ = 0.5). In the following, we will discuss this difference and show that it can be seen as a kind of transient state before sufficient storage load balancing is achieved.
High-degree peers are more likely to be on the search path in the degree proportional-based k-walker random walk compared to the original k-walker random walk. Therefore, requests for the creation of replicas arrive more frequently at high-degree peers in the degree proportional-based k-walker random walk than the original k-walker random walk. In addition, the replication ratio P(x, t) is large when the value of μ is large. Therefore, when the value of μ is large, replica creation is concentrated on high-degree peers until the value of D · L(x, t) (i.e., P(x, t)) becomes sufficiently close to 0. The concentration is increased particularly when the value ofH is small, because D · L(x, t) is not sufficiently close to 0 in the early stage of the simulation. That is, lowdegree peers hardly have replicas in the degree proportionalbased k-walker random walk when the value ofH is small. Therefore, in the degree proportional-based k-walker random walk, if the search path happens to be composed mostly of low-degree peers which have few replicas, the number of hops for file search increases greatly, although, in many cases, file search would succeed with a small number of hops because file search performance is highly dependent on high-degree peers. We can justify the above hypothesis by observing the number of hops needed to find the requested file in the early stage of a simulation. That is, we confirmed that the number of hops often becomes 100 hops for the entire period only when μ = 0.5, where 100 hops is the maximum number of hops allowed in one file search. An extremely large number of hops for file search makes the mean number of hops large. Note that the above-mentioned tendency is decreased when the value of λ is large because the bias of the number of created replicas among peers are eliminated in such a case.
The simulation results presented in this section and in the previous section indicate that the relationships between the parameter values and the performance depends on the states: the state in which only a few replicas of files are distributed over the network, that in the state in which replicas are sufficiently distributed, and that in the medium state. The reason why the relationship in the state in which replicas of files are sufficiently distributed over the network differs from those of the other states is that the storage utilization ratios of some peers have reached one, and their states of storage load cannot be distinguished. This situation is not desirable because a storage load balancing mechanism does not work fully. Therefore, for example, using the storage access ratio per unit time rather than the storage utilization ratio would make it possible not only to guess the relationship but to maintain a stable state in which a storage load balancing mechanism works as well.
Conclusion
The present paper has introduced a file replication scheme that is analogous to thermal diffusion and is intended to balance the storage load among peers in an autonomous and distributed manner. The results of the theoretical analysis have shown that the statistical behavior of the storage load balancing controlled by the proposed scheme has an analogy with a thermal diffusion phenomenon. In addition, the relationship between the parameter values of the proposed scheme and its ability with respect to load balancing and searching has been discussed. The results of the simulation experiments have shown that, compared to other replication mechanisms, the proposed mechanism is not only better at balancing the storage load among peers, which was the primary objective, but also a wider range of trade-off points between storage load balancing and search performance can be found by adjusting two parameters in the proposed scheme.
