SOME PROPERTIES OF MODULAR CONJUGATION OPERATOR OF VON NEUMANN ALGEBRAS AND A NON-COMMUTATIVE RADON-NIKODYM THEOREM WITH A CHAIN RULE

HUZIHIRO ARAKI
For a cyclic and separating vector Ψ of a von Neumann algebra R, the corresponding modular conjugation operator J Ψ is characterized by the property that it is an antiunitary involution satisfying J Ψ Ψ = Ψ, J Ψ RJ Ψ = R f and (W, Qj Ψ (QW) ^ 0 for all QeR where j Ψ (Q) = J Ψ QJ Ψ .
The strong closure Vψ of the vectors Qjψ(QW is shown to be a /^-invariant pointed closed convex cone which algebraically span the Hubert space H. Any Jsr-invariant φ e H has a unique decomposition Φ = Φ 1 -Φ 2 such that φ s e Vψ and S*(Φ ί )±8*(Φ*).
There exists a unique bijective homeomorphism σ Ψ from the set of all normal linear functionals on R onto Vψ such that the expectation functional by the vector σ Ψ {p) is p. It satisfies^ {Iky (ft) + tfr(ft) 111 Iky (ft) -*r(ft) II Any two σ Ψ and σψ» are related by a unitary u f in R r by u'σψ{ρ) -σψ'(ρ) for all p.
The relation lρ x ^ p 2 holds if and only if there exists AipJpJeR such that A(ft/ft)σ y (ft) = σ Ψ (ρ 2 ). The smallest i is given by 11 AipJpJ 11. It satisfies the chain rule A(pJρ 2 )A(ρ 2 /p 1 ) = A(p 3 lpi). It coincides with the positive square root of the measure theoretical Radon-Nikodym derivative if R is commutative.
As an application, it is shown that product of any two modular conjugation j Ψ j φ is an inner automorphism of R.
For a product state ® ^ of a C * algebra generated by finite W* tensor products {(8W iyΘIΘie/l/} of von Neumman algebras R jf it is shown that 0pj and ® p$ are equivalent if and only if Σ\ \ a ¥ ( Pj ) -σψ(p£) 11 2 < oo where 11 σ Ψ {p) -σ Ψ {p') \ \ is independent of Ψ.
It is shown that there exists a unitary representation Uψ{g) of the group of all * -automorphisms of R such that Uψ(g)xUψ(g)* = g(x) for all xeR and Uψ(g)σ Ψ (g*p) = σ Ψ )p) for all normal positive linear functionals p.
l Introduction* In the Tomita-Takesaki theory of modular automorphisms [9] , two operators A ψ and J Ψ are associated with each The validity of (1.10) comes from the property A ψ > 0 and the following identity obtained from (1.5) , (1.7) , and (1.8): (1.12) (W, QJΛQW) = {Q*Ψ, A Ψ I2 Q*W) .
Our first result is the characterization of the modular conjugation J ψ for a given Ψ by (1.3), (1.4) , (1.5) , (1.6) , and (1.10). It should be remarked that (1.3) , (1.4) , (1.5) , and (1.6) without (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) are not sufficient to characterize J r . If (1.5) is dropped, then there exists a unitary u in the center such that J = J uψ .
Our second result is concerned with the strong closure of the set of all vectors Qj(Q)Ψ, Qε R. It is shown to be a pointed closed convex cone which algebraically span H and is selfdual in the sense that any Φ e H satisfying (1.13 Our third result is concerned with a possibility of having some Φe V ¥ for a given normal positive linear functional p such that ω φ = p where ω φ denotes the expectation functional on R by the vector Φ. This turns out to be possible for all p in a unique and nice manner. It is shown that there exists one and only one element in V Ψ -denoted as σ ψ p-for any given normal positive linear functional p on R, such that the expectation functional ω σψP by the vector σ ψ p e V w is p. The mapping σ Ψ is bicontinuous due to the following inequality: The fourth result is concerned with the Radon-Nikodym derivative satisfying a chain rule. The relation lp t ^ p 2 for two normal positive linear functional p x and p 2 holds if and only if there exists A{p 2 jp^) e R such that A(ft/ft)^(ft) = 0V(ft) It satisfies the chain rule
If R is commutative, A{p 2 jp^) is the positive square root of the measure theoretical Radon-Nikodym derivative. For a general R, A(ρ 2 lpD is different from the noncommutative Radon-Nikodym derivative found by Sakai [8] .
As a corollary to our investigation, we find that product of any two modular conjugation j Ψ j φ is an inner * automorphism of R.
Another application is made in connection with an infinite tensor product of von Neumann algebras R 3 . We define
HUZIHIRO ARAKI which is independent of the choice of cyclic and separating vector Ψ. As a further application, we show that there exists a unitary representation U Ψ (g) of the group of all ^-automorphisms of R such that Uφ{g)xU Ψ {g)* = g(x) for all xeR and U Ψ {g)σ Ψ {g*ρ) = αy(<o) for all normal positive linear functionals p.
We also give a simple proof of the continuity of the modular automorphism τ p (t)x in p for a fixed α? e R and bounded £. Proof. It is known [9] that the modular conjugation J ¥ for the vector Ψ satisfies (i), (ii), (iii), and (iv). (v) with the strict inequality for Q Φ 0 is already proved in § 1.
We now prove that J satisfying the 5 conditions must by J Ψ . From (i), it follows that J is antilinear. From (ii), it follows that / is bijective. Hence J is antiunitary.
Let T be defined on RΨ by
Since Ψ is separating for R 9 QJF = Q 2 Ψ implies Q, = Q 2 and hence JQ*Ψ = JQ*Ψ. Therefore, T is well-defined and is linear. Since Ψ is cyclic for R 9 T has a dense domain. By (iv) and (v),
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Thus T is positive on its domain and hence is symmetric. By (1.8) and (2.1), we have
Since J preserves norm, we have T = JS and
Both J and J Ψ are antiunitary. Hence u is unitary. We have
where (1.7) is used. We shall now show that T is selfadjoint. Then (2.2) implies that T is positive and hence (2.6) implies T -Δψ and u = 1, which proves J = J Ψ by (2.5). From (2.3), we have 1 (2.7) T* = S*J .
It is known [9] that R'Ψ is a core of S*. (Namely, the closure of restriction of S* to R'Ψ is S*.) By (iii), JRΨ = RΨ. Hence RT is a core of T*. Since RΨ is the domain of T and T* z> T, we have Γ* = T.
The condition (iv) of Theorem 1 is not essential as is seen in the next result. THEOREM 2. Let Ψ be cyclic and separating for R in H. An operator J satisfies conditions (i), (ii), (iii), and (v) 
By (iii) of Theorem 1, J Ψ {R Π R')Jv = 22 n 22'. Since Ψ is separating for R -Ώ R Π 22', we have (2.14). QJ(QW±) where the second equality is due to Qj(Q) = j(Q)Q and the last equality is due to (i). Similarly,
Proof of Theorem
By (v), this must vanish. By Lemma 1, the weakly closed linear hull of Qj(Q), Q e R is (R U R')". Setting W = (22 U 22')", the premises of Lemma 2 are satisfied. Note that W = 22 ΓΊ 22' is the center of 22 and is commutative.
Hence there exists a selfadjoint operator A affiliated with 22 Π 22' such that (2.10) is satisfied. We define a unitary operator u in 22 Π 22' by Then JV% = e όi while J> iy = e 4i for iΦ j and «/*β« = βϋ for i ^ j. Hence Λ ^ J*. However, J -J φ satisfies (i), (ii), and (iii) because it is a modular conjugation operator for Φ and satisfies (iv). We denote by % Ψ the set of all operators Q such that there exists a family of bounded linear operators τ ¥ (z)Q depending on a complex parameter z, which is holomorphic in z for all z and satisfies
If φ is an entire vector of log Δ Ψ , then the left hand side is an entire function of z and hence QΦ must be an entire vector of logΔ w and (3.2) holds for all z. Since vectors, on which log Δ w is bounded, are entire vector of log Δ Ψ and form a dense set of analytic vectors for Δ$ for any real a, (3.2) holds for any z and ΦeD(Δψ) by Nelson's theorem.
is an entire function of z and satisfies (3.1) for Q = Q X Q 2 . Hence Q 1 Q 2 e% Ψ and
Similarly, Q e 2t Γ implies Q* e % ψ and
= 0 for any Q 1 e R' and real z, hence for all z by an analytic continuation. Therefore τ ¥ (z)Q e 5W Similarly,
For any L 1 function /, we define
if Q e R'. If / is a C°° function such that e aλ f{\) is bounded for any real a, and
e shall use the following specific function later:
It has the property that Q(/js) is in the weak closure of convex hull Ίlx n eD f x % -*xeD (Y) and Yx n -> Yx, then Y a x n is Cauchy by (3.13) and hence [ -a,0] and analytic in z for z e [ -a, 0) 
Proof. Due to J Ψ Δψ = Δψ a J ΨJ we have
Hence (3.15) is equivalent to
which is equivalent to (3.14).
Assume that Q satisfies (3.14) and (3.15). Define an operator A z on D Ψ2 by
where Imzef -α, 0]. By (3.14), QΨ is in the domain of A% for Imze [-a, 0] . Since Ψ is separating for i2'z>St y2 , A z is well-defined and linear. To show that A z is closable, we show that its adjoint has a dense domain. For Q[ and Q 2 in % Ψ2 , we have
where Q*?Γ is in the domain of Δψ by (3.15). This proves that D{Af) contains a dense set D Ψ2 and A z is closable. We denote A z = τ Ψ (z)Q.
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(1) By (3.17), we have 
which has the stated continuity and analyticity due to (3.14).
(3 ) This follows from the following computation:
(4) This follows from the following computation where (3.18) is used. ( -a, 0) .
Proof. First assume a > 0. Since Qi¥eD(Δ\ί 2 ) for any Q x ei2, (3.21) implies (3.14). Consider f(z) = (a?, ?r for α>, 2/ e £V 2 . If a? = QISP", y = QJ^, then for lmze [ -a,0] due to (3.13). Since f{z) is continuous for Imze [-a, 0] and is holomorphic for Imze ( -a,0) , the three line theorem is applicable.
On the boundary Im z = 0, we have IMIIMIHQ||, ί real.
Therefore, This implies that τ(z)Q, Imze [ -a, 0] is bounded. We denote its closure by τ(z)Q. It satisfies (4) due to the above estimate. (5) follows from definition. From (1) of Lemma 5, τ(z) Q e R. Since D Ψ2 is a core of Δ { ψ for any z, we have (2) and (3) from (3) and (4) of Lemma 5. (1) holds on a dense set D Ψ2 by (2) of Lemma 5. Due to the uniform boundedness (4), the continuity statement holds on any vector. Then analyticity statement also holds on any vector by Cauchy integral theorem.
The proof for the case a < 0 is the same as the case a > 0. 4* The cone Vf. Let Vψ be the weak closure of the set of vectors
where a e [0, 1/2]. V? is ^ of Takesaki [9] . Since ΔψQΨ = J Ψ QΨ = ir(Q)^ for Qe #, Q ^ 0, VT is ^δ of Takesaki.
THEOREM 3.
(1)
Vψ is a pointed weakly closed convex cone invariant under (3) Since (4.1) is convex, Vψ is the strong closure of (4.1). If Φ e V}, there exists Q n e R, Q n ^ 0 satisfying lim Q n Ψ = Φ. By (3.13),
This proves Δψ^% c Vψ. By definition, Δψέ?** contains a dense subset of Vh (4 ) This follows from J\ = 1 and
where (Vϊ)' denotes the set of all Φ such that (Φ, x) ^ 0 for every xe Vϊ. Next let Φ e (Δί^J. Let /^ be given by (3.11) and let
Since J^^# is invariant under Δ Ψ \ we have Φ β e (Δψ&**)'. Furthermore,
for real z and the right hand side has an analytic continuation to all z. Hence Φ β is an entire vector of log Δ Ψ and is in domain of Δ? for arbitrary z. Hence where the last equality is due to (2) and (4), for example, and the first equality is due to [9] . By Lemma 6, we obtain the first half of (7) is bounded, positive and affiliated with i2. By the last half of (7), (\\Q\\-Q)ΨeVΐ. 
β-+0
On the other hand, if we set
Hence Δ (6) and (7), which we shall prove below, we have 
by (5.6). Since Φ 2 e V Γ , we have (Ψ, Φ 2 ) ^ 0 by Vψ = V Ψ and hence (ψ f φ 2 ) = o. We shall see that this implies Φ 2 = 0 in the proof of (7) and hence Φ = Φ 1 e V Ψ . By (3.12) and Lemma 1 (or (3) and (6) (1 -s' (6) . By (7), we have s we have (6.7) .
Let Q = A*u -jψ(v). A*u vanishes on (1 -s)H and its range is in (1 -s)H. j Ψ {v) vanishes on sH and its range is in sH. v vanishes on s'H and its range is in s'H. jv(A*u) vanishes on (1 -s')H and its range is in
If h γ and h 2 yield the same Φ, then we have for h = h x -h 2 0 = (hΨ + Δ 2 /hΨ, hΨ) = || hΨ || 2 + || ^λf || 2 .
Hence hΨ = 0 and h x = h 29 which proves the uniqueness of h. If a ^ 1/4, then we interchange the role of R and R'. Then zt 1 replaces Δ ψ and 1/2 -a replaces a. We then obtain the latter half of corollary.
REMARK.
If α = 1/4, then ΔfhΨ = J r hΨ, Δψ'ΨΨ = J τ hΨ and hence h f = j Ψ (h).
THEOREM 6. For any normal state μ of a von Neumann algebra R with a cyclic and separating vector Ψ, there exists Φe V Ψ such that ω φ = μ.
We first prove a technical lemma. LEMMA 7. Let Ψ be a cyclic and separating vector for R and S be an operator in R with a bounded inverse S" 1 e R such that SΨe V r . If ΔψQΨ = Q X Ψ for some QeR and Q, eR, then (6.9) Δ^Q ( Step (i). Let 0 < δ ^ 2~4. We prove that if Ψ x is cyclic and separating vector belonging to V Ψ , ίi e R, t [e R and (6.10) Φ, = ^ + ί^ , We first note that by Theorem 4 (4) and (5), J Ψχ -J Ψ and V Ψ = V Ψl . Let (6.14) ί 1± ^ (1/2)^ ± ίί} .
Then
JwfeΨ, = ±t ι± Ψ 1 .
By Theorem 4 (6) and (7), there exists ¥ n e V ¥χ and Ψ 12 e V Ψl such that Thus || λί -λί || ^ 2 ||«!_ || + || Λ x -λ, || ^ 3δ .
We set
Since vf commutes with t ι and uΨ ι = exp { -i(AJ -ΛJ)}?PΊ due to 
From (6.15), we also havê 3.5(1 -
We can now repeat the process and obtain a sequence of vectors Φ n , Ψ n and operators t n e R such that Ψ n is cyclic and separating, ||t JI ^ a~-ι δ , 11 τ Ψn { -i/ y» is a Cauchy sequence and has a limit Φ = lim iί M eF y .
Since lim || ί n ?Γ n || =0, we have
Step (ii). We prove that if ί* = ί e i? and r y (^)ί 6 i? for Im^G [-1, 1] , then there exists Φ e V w such that ω φ = ω^v t)Ψ .
Let α (λ) Ξ (exipXt)Ψ, 0 ^ λ ^ 1. It is cyclic and separating because Ψ is cyclic and separating and e λt is invertible. We have
where £" = e ;>ί {τ r ( -ΐ)ί}e~; ί . Combining two computations, we have By Lemma 6, τ x{λ) (z)teR for Imze [ -1, 0] . Since (τ x(λ) (z)t)* is holomorphic for Im z e (0, 1) and coincides with τ xU) (z)t at Im z -0, it is an analytic continuation of τ xU) (z)t.
We have τ xa) (z) e R for Im ze [-1,1] and HWs)*!! ^ ||ί"||. We note that ||ί|| = || τ βU) (0)ί || ^ ||ί"||.
For y e D xU) we have convergence of Σ {n\Γ{X f tγA-^y -e^A^y ,
%=0
and Σ (nir^ϊaWtyA-ty = exv{X'τ xU} (z)t}y
In particular, for λ' > 0,
Let N be a natural number satisfying Since y(n) = (1 + £'")Φ(w -1), we can apply Step (i) if Φ(n ~l)eV Ψ and Φ(n -1) is cyclic and separating. There exists Φ(n) e V Ψ such that ω φ{n) = ωj, (Λ) = co x a n ). Since α (λ) is separating, s R (ω φ{n) ) = 1. Hence s R \Φ{n)) = jV{s β (Φ(π))} = 1 due to Φ(w) e Fy. Thus, by induction, we have desired Φ(n), n ^ N. In particular, Φ(N)e V Ψ satisfies ω φ{N) = ω (exvf}¥ .
Step (iii). Let S ¥ be the set of all ω xy xe V Ψ . S Ψ is a norm closed subset of R% by (5.10). We prove that any peRt is in S Ψ . Since Ψ is cyclic and separating, there exists a positive selfadjoint operator A 2 affiliated with R such that Ψ is in the domain of A 2 and 
There also exist a unique \ Φ \ψe V ¥ and a partial isometry ue R such that
They are related by 
We also have
where the last equality is due to | Φ \' Ψ e V Ψ and ω Rf denotes the expectation functional on R r by a vector x. Thus (7.5) satisfies (7. 3) and (7.4) . To see the uniqueness of \Φ\ Ψ and u, we note ωf ~ ω$\^. If we interchange the role of R and R r in the definition of V Ψ , we obtain the same set V w . Hence by (1) Since ω φ -ω oψωφ , there exists a partial isometry we R' such that σ Ψ cύ φ -wΦ. Since both Φ and σ Ψ ω φ are cyclic, w is unitary.
Since w By Theorem 4 (1) and (4),
By the uniqueness in (1), wσ φ p = σ ψ p. By assumption of quasi-equivalence, there exists α?» e ® (iϊ α , 0«), a ^O such that ® ρ' a = Σn Λ>* W Since (® α0 j Φ«) (x) 2 is total when J runs over all finite index sets and z runs over ® α6J iΓ α , there exists a finite index set J and ZG ® αe j fl« such that (x lf (® αίJ Φ α ) ® z) Φ 0. Denote p' = ® ρ' a and <o" = ω ((8) \d{p, p') ^ d\p, p') .
REMARK 2. If R is semifinite, φ if a σ-finite faithful normal trace on R, H is the Hubert space of Hilbert-Schmidt operator affiliated with R, Hilbert-Schmidt relative to φ, and R is left multiplication, then an example of V Ψ is the set of vector corresponding to positive Hilbert-Schmidt operators. The inequality (5.10) correspond to the inequality \\σ -p\\ tx ^ \\σ^ -^2||Ls [7] . Hence by uniform boundedness || (Δ\ ι * + 1)
. f t is a family of continuous functions on (0, 1), equicontinuous on compact subsets of (0, 1) for bounded t and uniformly bounded. Hence by [4] 4γ p -> z/| V strongly as || p -ψ \\ -> 0 uniformly in t in a compact set. This implies τ p (t)x -> ?>(£)# strongly as || p -α/r 11 ->0, uniformly in t in a compact set. REMARK 3. A similar application yields an alternative proof of Theorem 3 of [6] :
In Theorem 3 of [6] , let
Then φ 1 :> 0, φ x is faithful if φ is faithful and
It is easily seen that Xφ^xu*) = (1 -X)φ(u*x) and hence
This proves Theorem 3 of [6] . Let Aut(J?) denote the set of all * -automorphisms of R. Each geAut (R) induces an adjoint mapping on R%:
(g*φ)(%) = <p(g(χ)). = U Φ {g)u'σ Ψ {g*ρ) .
Since σ Ψ {g*p), peRt, is total, we have (8.6).
REMARK. The weak, strong and *-strong topologies coincide on unitaries and they induce a topology τ υ on Aut(ϋί) through U Ψ (g). Since the multiplication of unitaries is continuous relative to strong topology, (Aut (R), τ π ) is a topological group. On Aut (R) there is a topology τ by the norm convergence of g*p for every peR%. The two topologies τ and τ v coincide which can be seen as follows:
The strong convergence of U ¥ (g) is equivalent to the strong convergence of U Ψ {g)*.
Since V Ψ span H, the strong convergence of U Ψ {g)* is equivalent to the strong convergence of U Ψ {g~~ι)σ Ψ (ρ) = σ Ψ {g*ρ) for each peR%.
Since σ Ψ is a homeomorphism, the strong convergence of σ Ψ (g*p) is equivalent to the norm convergence of g*p for each ρeR%. 
