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FINITARY GALOIS EXTENSIONS OVER NONCOMMUTATIVE
BASES
IMRE BA´LINT AND KORNE´L SZLACHA´NYI
Abstract. We study Galois extensions M (co-)H ⊂ M for H-(co)module al-
gebras M if H is a Frobenius Hopf algebroid. The relation between the action
and coaction pictures is analogous to that found in Hopf-Galois theory for finite
dimensional Hopf algebras over fields. So we obtain generalizations of various
classical theorems of Kreimer-Takeuchi, Doi-Takeuchi and Cohen-Fischman-
Montgomery. We find that the Galois extensions N ⊂ M over some Frobenius
Hopf algebroid are precisely the balanced depth 2 Frobenius extensions. We
prove that the Yetter-Drinfeld categories over H are always braided and their
braided commutative algebras play the role of noncommutative scalar exten-
sions by a slightly generalized Brzezin´ski-Militaru Theorem. Contravariant
”fiber functors” are used to prove an analogue of Ulbrich’s Theorem and to
get a monoidal embedding of the module category ME of the endomorphism
Hopf algebroid E = End NMN into NM
op
N
.
1. Introduction
The problem of extending Hopf Galois theory to quantum groupoids has been
attracting some attention in recent years. That this theory should possess inter-
esting new applications even for finite quantum groupoids is manifest already from
the pioneering work of D. Nikshych and L. Vainerman [18]. A pure algebraic Galois
theory for weak Hopf algebras has been proposed by S. Caenepeel and E. de Groot
[8]. As the next step of generalization, this paper is devoted to developing a Galois
theory for Frobenius Hopf algebroids. These quantum groupoids are the analogues
of finite dimensional Hopf algebras over a field or Frobenius Hopf algebras over
a commutative ring. Therefore it is not surprising that we obtain generalizations
of the classical theorems of Kreimer-Takeuchi [15], Doi-Takeuchi [11] and Cohen-
Fischman-Montgomery [10] (see Theorems 3.3 and 3.6). Our results partly overlap
with those of the recent paper [2] by G. Bo¨hm who studies Galois theory for gen-
eral Hopf algebroids using previous results from the theory of corings [5, 7]. In
our approach the double algebraic structure [24] of Frobenius Hopf algebroids is
particularly useful e. g. in proving that Yetter-Drinfeld categories are braided
(Proposition 4.9), in this way generalizing a result of [9], or in obtaining an instrin-
sic characterization of Galois extensions as being the depth 2, balanced, Frobenius
extensions (Theorem 3.7).
1.1. Modules and comodules over bialgebroids. Let k be a commutative ring.
We choose the category M = Mk of k-modules as our base category. This means
that all objects and morphisms we use have an underlying k-module or k-module
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morphism, respectively. In particular, algebras are always meant to be k-algebras
and unadorned ⊗ means tensor product in Mk.
Let T be an algebra and let T e := T op ⊗ T be its enveloping algebra. A right
bialgebroid over T consists of
• an algebra A
• a T e ring structure on A, i.e., an algebra morphism tr ⊗ sr : T
e → A
• and a T -coring structure 〈AT e ,∆T , ϕT 〉
subject to axioms, see e.g. [14].
If A is a right bialgebroid over T then a right module overA is the same thing as a
right module over the k-algebra A and a right A-module map is defined accordingly.
The T e-ring structure T e → A endows the category MA of right A-modules with
a (monadic) forgetful functor U : MA → TMT by identifying MT e with TMT .
The coring structure of A serves to make MA a monoidal category. The monoidal
product of the A-modules V and W is the k-module V ⊗
T
W together with the right
A-action (v ⊗
T
w) ⊳ a := (v ⊳ a(1)) ⊗
T
(w ⊳ a(2)). In this way the forgetful functor U
becomes strict monoidal.
Left bialgebroids and their category of left modules can be defined by passing
to the opposite algebra in all occurences of an algebra in the definition of a right
bialgebroid and their right modules. So let B be an algebra which stands for T op
and let Be := B ⊗Bop. Then a left bialgebroid over B consists of
• an algebra A
• a Be-ring structure on A, i.e., an algebra morphism sl ⊗ tl : B
e → A
• and a B-coring structure 〈BeA,∆B, ϕB〉.
The category of left A-modules has a monoidal product V ⊗
B
W such that the
forgetful functor AV 7→ BeV ≡ BVB is strict monoidal.
Right comodules can be defined for both left and right bialgebroids as follows.
Let A be a right bialgebroid over T . Then a right A-comodule consists of
• a right T -module X
• a right T -module map δ : X → X ⊗
T
A
such that
(δ ⊗
T
A) ◦ δ = (X ⊗
T
∆T ) ◦ δ
(X ⊗
T
ϕT ) = X
suppressing the coherence isomorphisms of TMT . A morphism of comodules τ :
〈X, γ〉 → 〈Y, δ〉 is a right T -module map τ : X → Y satisfying (τ ⊗
T
A) ◦ γ = δ ◦ τ .
The category of right A-comodules is denoted MA.
The above definition of comodules disguises the fact that MA is monoidal with
a strict monoidal forgetful functor MA → TMT . Notice that although M is not a
left T -module, M ⊗
T
A is by setting t · (x⊗
T
a) = x⊗
T
sr(t)a.
Proposition 1.1. Let 〈X, δ〉 be a right comodule over the rigt bialgebroid A. Then
X has a unique left T -module structure such that δ is a left T -module map. With
this left module structure
(1) X is a T -T -bimodule,
(2) δ is a T -T -bimodule map,
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(3) δ(X) ⊂ X ×T A,
(4) and every arrow τ ∈ MA is a T -T -bimodule map.
In (3) we used Takeuchi’s ×-product which is defined by
X ×T A := {
∑
i
xi ⊗
T
ai ∈ X ⊗
T
A |
∑
i
t · xi ⊗
T
ai =
∑
i
xi ⊗
T
tr(t)ai ∀t ∈ T }.
Proof. If X is a left T -module and δ is a left T -module map then
t · x = (t · x)(0) · ϕT ((t · x)
(1))
= x(0) · ϕT (sr(t)x
(1))
This proves uniqueness. If we use the above formula to define t ·x then we find that
it is a left action because sr : T → A is an algebra homomorphism. It commutes
with the right T -action
t · (x · t′) = x(0) · ϕT (sr(t)asr(t
′)) = (t · x) · t′
so X is a T -T -bimodule and the coaction is a bimodule map,
δ(t · x · t′) = x(0) ⊗
T
sr(t)x
(1)sr(t
′).
Now the Takeuchi property (3) holds automatically,
t · x(0) ⊗
T
x(1) = x(0) · ϕT (sr(t)x
(1))⊗
T
x(2)
= x(0) ⊗
T
ϕT (tr(t)x
(1)) · x(2)
= x(0) ⊗
T
tr(t)x
(1) .
If τ : X → Y is a comodule morphism then
τ(t · x) = τ(x(0)) · ϕT (sr(t)x
(1)) = τ(x)(0) · ϕT (sr(t)τ(x)
(1))
= t · τ(x) .

The tensor product of right comodules X and Y can now be defined as X ⊗
T
Y
with coaction
(1.1) (x⊗
T
y)(0) ⊗
T
(x⊗
T
y)(1) = (x(0) ⊗
T
y(0))⊗
T
x(1)y(1) .
This makes the category of right A-comodules MA monoidal and the forgetful func-
tor MA → TMT strict monoidal.
For left bialgebroids A over B a right comodule is an arrow δA :M →M ⊗
B
A ∈
MB satisfying coassociativity and counitality. A right comodule carries a left B-
module structure such that δA is a B-B-bimodule map and such that M
A is a
monoidal category with strict monoidal forgetful functor to BMB. The monoidal
product of two right comodules X and Y has coaction
(1.2) (x⊗
B
y)(0) ⊗
B
(x⊗
B
y)(1) = (x(0) ⊗
B
y(0))⊗
B
y(1)x(1) .
Note the different order compared to (1.1).
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1.2. Double algebras. Studying module (co)algebras over bialgebroids one can
obtain generalizations of certain theorems of Hopf-Galois theory and, therefore,
hints toward the proper definition of bialgebroid Galois extensions [14, 23, 13]. For
example, the behaviour of depth 2 balanced extensions N ⊂M of algebras suggest
that they are Galois extensions in the very noncommutative sense. Of course, in
the absence of antipode, even in the finitely generated projective (fgp) case, many
results of classical and Hopf Galois theory are far from reach.
This leads us to study Hopf algebroids instead and for finiteness we assume that
it has an integral which is a Frobenius functional. These Frobenius Hopf algebroids
were shown in [24] to possess a distributive double algebra structure (DDA) by
choosing a Frobenius integral. Here we summarize its basic properties.
A double algebra is a k-module A equipped with two associative unital multi-
plications: the vertical multiplication, denoted a ◦ a′, has unit element e and the
horizontal multiplication, denoted a ⋆ a′, has unit element i. So we have the hor-
izontal and vertical algebras H = 〈A, ⋆, i〉 and V = 〈A, ◦, e〉, respectively. The
multiplications with the wrong unit, i.e.,
ϕL(a) := a ⋆ e ϕR(a) := e ⋆ a
ϕB(a) := a ◦ i ϕT (a) := i ◦ a
map onto subalgebras L and R of V and B and T of H . Assuming for X =
L,R,B, T that the algebra extensions X ⊂ A are Frobenius with Frobenius homo-
morphism ϕX we obtain the notion of Frobenius DA’s. In this way A has Frobenius
algebra structures in all the bimodule categories XMX for X = L,R,B, T which
implies four comultiplications
〈A,∆B , ϕB〉 is a comonoid in BMB, where ∆B(a) ≡ a(1) ⊗
B
a(2) = a ⋆ uk ⊗
B
vk,
〈A,∆L, ϕL〉 is a comonoid in LML, where ∆L(a) ≡ a[1] ⊗
L
a[2] = a ◦ xj ⊗
L
yj ,
〈A,∆T , ϕT 〉 is a comonoid in TMT , where ∆T (a) ≡ a
(1) ⊗
T
a(2) = a ⋆ uk ⊗
T
vk,
〈A,∆R, ϕR〉 is a comonoid in RMR, where ∆R(a) ≡ a
[1] ⊗
R
a[2] = a ◦ xj ⊗
R
yj .
where note the special notation for the dual bases of the base homomorphisms ϕX .
It turns out [24, Proposition 3.2] that vertical multiplication with the horizontal
type of comultiplications ∆B and ∆T obey bialgebroid like relations. However, if
we also postulate the distributivity rules
a ◦ (a′ ⋆ a′′) = (a(1) ◦ a
′) ⋆ (a(2) ◦ a
′′)(1.3)
a ⋆ (a′ ◦ a′′) = (a[1] ⋆ a
′) ◦ (a[2] ⋆ a
′′)(1.4)
(a′ ⋆ a′′) ◦ a = (a′ ◦ a(1)) ⋆ (a′′ ◦ a(2))(1.5)
(a′ ◦ a′′) ⋆ a = (a′ ⋆ a[1]) ◦ (a′′ ⋆ a[2])(1.6)
in which case we say that 〈A, ◦, e, ⋆, i〉 is a distributive double algebra (DDA), then
V and H become Hopf algebroids [3] in duality. The underlying left bialgebroids
are
〈V,B, ϕL|B, ϕR|B,∆B, ϕB〉 and 〈H,L, ϕB |L, ϕT |L,∆L, ϕL〉
and the right bialgebroids are
〈V, T, ϕR|T , ϕL|T ,∆T , ϕT 〉 and 〈H,R, ϕT |R, ϕB|R,∆R, ϕR〉
The notation means e.g. that V over T has source map sr : t 7→ ϕR(t), target map
tr : t 7→ ϕL(t) and counit ϕT . Or, H over R has source map sr : r 7→ ϕT (r), target
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map tr : r 7→ ϕB(r), and counit ϕR. The antipode of V – called the antipode of the
double algebra – is an antiautomorphism S which is also an antiautomorphism of
H but the antipode of H is S−1. (There is a regrettable mistake in [24, Theorem
7.4] where H was claimed to have antipode also S; see arXiv: math.QA/0402151
v2 for the corrected version.) The vertical Hopf algebroid has Frobenius integral i
and H has e.
2. Modules and comodules over DDA’s
2.1. Modules. Let 〈A, ◦, e, ⋆, i〉 be a double algebra. A right A-module is a k-
moduleM together with an associative unital actionM⊗
R
H →M of the horizontal
algebra H = 〈A, ⋆, i〉 denoted m⊗
R
h 7→ m ⊳ h.
Equivalently, a right A-module can be formulated in the category MB⊗T as an
object MB⊗T and an arrow M ⊗
B⊗T
A → M satisfying associativity and unitality
w.r.t the algebra H in B⊗TMB⊗T . The T and B-actions are denoted by m
. t and
m. b, respectively.
Analogously one can define left A-modules as left modules over H and bottom
and top A-modules as ”left”, respectively ”right”, modules over the vertical algebra
V = 〈A, ◦, e〉.
2.2. Comodules. A right A-comodule over a Frobenius double algebra consists of
an object M and two arrows δM : M → M ⊗
B
A, δM : M → M ⊗
T
A in MB⊗T such
that
• 〈MB, δM 〉 is a right comodule over the left bialgebroid V over B,
• 〈MT , δ
M 〉 is a right comodule over the right bialgebroid V over T
• and the two coactions satisfy the mixed coassociativity conditions
m(0)(0) ⊗
B
m(0)(1) ⊗
T
m(1) = m(0) ⊗
B
m(1)
(1) ⊗
T
m(1)
(2)(2.1)
m(0)
(0) ⊗
T
m(0)
(1) ⊗
B
m(1) = m
(0) ⊗
T
m(1)(1) ⊗
B
m(1)(2)(2.2)
where we used the notation
δM (m) = m(0) ⊗
B
m(1)
δM (m) = m(0) ⊗
T
m(1)
for m ∈M .
A right A-comodule morphism τ : X → Y is a right B⊗T -module map which is a
right comodule morphism for both the left bialgebroid VB and the right bialgebroid
VT . The category of right A-comodules is denoted by M
V . The occurence of two
compatible coactions in the definition of an A-comodule is precisely what we need
to identify MV and MH in case of DDA’s.
Lemma 2.1. Let A be a DDA and let δM and δ
M be two coactions of VB, respec-
tively VT , on M . They then determine two right H-actions on M ,
m ⊳
B
h = m(0) . ϕB(m(1) ⋆ h)(2.3)
m ⊳
T
h = m(0) . ϕT (m
(1) ⋆ h) .(2.4)
The two actions coincide if and only if the two coactions satisfy the mixed coasso-
ciativity condition (2.1) and (2.2).
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Proof. The inverses of (2.3) and (2.4) can be given in terms of the dual bases of ϕB
and ϕT as
m(0) ⊗
T
m(1) = m ⊳
T
uk ⊗
T
vk(2.5)
m(0) ⊗
B
m(1) = m ⊳
B
uk ⊗
T
vk(2.6)
Therefore if ⊳
B
= ⊳
T
then
m(0)(0) ⊗
B
m(0)(1) ⊗
T
m(1) = (m ⊳
T
uk) ⊳
B
ul ⊗
B
vl ⊗
T
vk = m ⊳
B
(uk ⋆ ul)⊗
B
vl ⊗
T
vk
= m ⊳
B
ul ⊗
B
vl ⋆ u
k ⊗
T
vk = m(0) ⊗
B
m(1)
(1) ⊗
T
m(1)
(2)
and similarly for (2.2). On the other hand, if mixed coassociativity holds then
m ⊳
T
h = (m ⊳
T
h)(0) . ϕB((m ⊳
T
h)(1)) = m
(0)
(0) . ϕB(m
(0)
(1) ⋆ ϕT (m
(1) ⋆ h))
= m(0) . ϕB(m(1)
(1) ⋆ ϕT (m(1)
(2) ⋆ h)) = m(0) . ϕB(m(1) ⋆ h)
= m ⊳
B
h

If M is a right module over the DDA A then it is a right V -comodule MV and
a right H-module MH at the same time. The invariants of MH ,
MH :={n ∈M |n ⊳ h = n ⊳ ϕTϕR(h), h ∈ H}(2.7)
= {n ∈M |n ⊳ h = n ⊳ ϕBϕR(h), h ∈ H}(2.8)
and the coinvariants of MV ,
M co-V :={n ∈M |n(0) ⊗
T
n(1) = n⊗
T
e}(2.9)
= {n ∈M |n(0) ⊗
B
n(1) = n⊗
B
e},
yield one and the same k-submodule of M . This is an instance of the more
general identification between the categories of H-modules, VB-comodules, and
VT -comodules. Since ϕT and ϕB restrict to algebra isomorphisms R → T and
Rop → B, respectively [24, Lemma 2.2], the identifications between H-modules
and V -comodules provide a monoidal category isomorphism MVT ∼= MH and the
antimonoidal category isomorphismMVB ∼= MH . We can use these isomorphisms to
introduce ⊗
R
both in MVT and MVB as the monoidal product while keeping ⊗
T
and ⊗
B
to appear in the coactions. One advantage of this convention is that the difference
between (1.2) and (1.1) disappears, viz. (2.10) and (2.11). Now the R becomes a
monoidal unit in three senses: As a right ideal in H it is the trivial right H-module,
r ⊳ h = r ⋆ h. But it is also a right comodule over VT via r
(0) ⊗
T
r(1) = e ⊗
T
r and a
right comodule over VB via r(0) ⊗
B
r(1) = e⊗
B
r.
2.3. Module (co)algebras. Comodule algebras over V are monoids in MV and
therefore they are the same as monoids in MH , i.e., module algebras over H .
Hence a right H-module algebra M consists of an algebra map η : R → M
inducing the bimodule structure RMR and a bimodule map µ : M ⊗
R
M → M ,
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m⊗
R
m′ 7→ mm′, satisfying (mm′) ⊳ h = (m⊳ h[1])(m ⊳ h[2]). In the language of the
V -coactions (2.5), (2.6) these correspond to the right comodule algebra relations
(mm′)(0) ⊗
T
(mm′)(1) = m(0)m′
(0)
⊗
T
m(1) ◦m′
(1)
1(0) ⊗
T
1(1) = 1⊗
T
e(2.10)
(mm′)(0) ⊗
B
(mm′)(1) = m(0)m
′
(0) ⊗
B
m(1) ◦m
′
(1) 1(0) ⊗
B
1(1) = 1⊗
B
e(2.11)
respectively. Just as in the case of Hopf algebras the invariants of a module algebra
form a subalgebra. More precisely we have the following
Lemma 2.2. For any right H-module M there is a unique k-module map
HomH(R,M)→M
H that makes the diagram
HomH(R,M)
Hom(ϕR,M)
−−−−−−−−→ HomH(H,M)y yf 7→f(i)
MH
⊂
−−−−→ M
commutative. This k-module map is an isomorphism. If MH is a module algebra
then the diagram is in the category of k-algebras. In particular, MH ⊂ M is a
subalgebra which is isomorphic to the convolution algebra HomH(R,M).
The smash product H#M for a right H-module algebra is defined to be to
k-module H ⊗
R
M equipped with multiplication
(2.12) (h#m)(h′#m′) = h ⋆ h′
[1]
#(m ⊳ h′
[2]
)m′
and unit element i#1.
Next we consider extensions. Let N → MH ⊂ M be an algebra map. Then we
have left actions λ of N and λ of MH on M . Denoting E := End(NM) we have an
algebra map H#M → E by
(2.13) m′ · (h#m) := (m′ ⊳ h)m
so that M becomes an N -(H#M)-bimodule. We have the inclusions
(2.14) λ(N) ⊂ EndE(M) ⊂ EndH#M (M) = λ(M
H)
where the last equality can be proven exactly as in the Hopf algebra case [17, 8.3.2].
Definition 2.3. An algebra homomorphism η : N → M is called a right A-
extension for some DDA A if M is a right module algebra over A and η factorizes
through MH ⊂M via an algebra isomorphism N
∼
→MH .
Later on an A-extension will be meant in the narrower sense that N = MH but
sometimes, as in Section 5 we need this more categorical definition.
Lemma 2.4. Let A be a DDA and N →M be a right A-extension. Then
(1) NM is balanced, i.e., BiEnd(NM) = λ(N) and
(2) NMH#M is faithfully balanced iff the canonical map H#M → E given by
(2.13) is an isomorphism.
Proof. Both statements are immediate consequences of the fact that all the inclu-
sions in (2.14) reduce to equalities in case of A-extensions. 
8 I. BA´LINT, K. SZLACHA´NYI
3. Galois extensions
3.1. The coaction picture. Let M be a right comodule algebra over the Hopf
algebroid V and let N := M co-V . Then the maps
γM : M ⊗
N
M →M ⊗
T
V , m⊗
N
m′ 7→ mm′
(0)
⊗
T
m′
(1)
(3.1)
γM : M ⊗
N
M →M ⊗
B
V , m⊗
N
m′ 7→ m(0)m
′ ⊗
B
m(1)(3.2)
are M -M -bimodule maps if we endow M ⊗
T
V and M ⊗
B
V with the structure
m′ · (m⊗
T
v) ·m′′ = m′mm′′
(0)
⊗
T
v ◦m′′
(1)
,(3.3)
m′ · (m⊗
B
v) ·m′′ = m′(0)mm
′′ ⊗
B
m′(1) ◦ v ,(3.4)
respectively. They are also right V -comodule maps, i.e., belong to MV , because
they can be written as composites of µM and δ
M , respectively µM and δM .
Lemma 3.1. Let M be a right V -comodule algebra over the Hopf algebroid V .
Then γM is epimorphism iff γM is and γ
M is isomorphism iff γM is.
Proof. Let φ denote the composite
M ⊗
T
V
δM⊗
T
V
−−−−→ M ⊗
B
V ⊗
T
V
M⊗
B
V⊗S
−−−−−−→ M ⊗
B
V ⊗
R
V
M⊗
B
µV
−−−−−→ M ⊗
B
V(3.5)
m⊗
T
v 7→ m(0) ⊗
B
m(1)S(v)
where S is the antipode of the Hopf algebroid V . Then φ has inverse
φ−1(m⊗
B
v) = m(0) ⊗
T
S−1(v)m(1) .
and one obtains that φ ◦ γM = γM . 
The next result is an immediate generalization of [17, Theorem 8.3.1].
Proposition 3.2. Assume that V is a Frobenius Hopf algebroid and M is a right
V -comodule algebra with coinvariant subalgebra N . Then γM being epi implies that
γM is an isomorphism and MN is finitely generated projective.
Proof. Let V and H be the vertical and horizontal Hopf algebroid of a distributive
double algebra 〈A, ◦, e, ⋆, i〉. Then M is a right H-module algebra and e, the unit
of V , is an integral for H , therefore m ⊳ e ∈ N , m ∈ M . By the hypothesis there
exists
∑
jmj ⊗
N
m′j ∈M ⊗
N
M such that∑
j
mjm
′(0)
j ⊗
T
m′
(1)
j = 1⊗
T
i .
Therefore we can write for arbitrary m ∈M that∑
j
mj((m
′
jm) ⊳ e) =
∑
j
mj(m
′
j ⊳ e
[1])(m ⊳ e[2])
=
∑
j
mj
(
m′
(0)
j
. ϕT (m
′(1)
j ⋆ e
[1])
)
(m ⊳ e[2])
= (1 ⊳ (i ◦ e[1]))(m ⊳ e[2]) = (1 ⊳ i[1])(m ⊳ i[2])
= m ⊳ i = m
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proving that (m′j ) ⊳ e is a dual basis of mj for MN , thus MN is fgp.
Next we show that γM is mono. Suppose
∑
i zi ⊗
N
wi ∈ Ker γM . Then
∑
i
zi(0)wi ⊗
B
zi(1) = 0 .
Using the dual bases for MN we find that∑
i
zi ⊗
N
wi =
∑
i
∑
j
mj((m
′
jzi) ⊳ e)⊗
N
wi
=
∑
j
mj ⊗
N
∑
i
(
m′j(0)zi(0) . ϕB((m
′
j (1)
◦ zi(1)) ⋆ e)
)
wi
=
∑
j
mj ⊗
N
∑
i
m′j(0)zi(0)wi . ϕB(m
′
j(1)
◦ zi(1))
= 0 .
Therefore γM is mono. But it is also epi because γ
M is. Therefore γM is iso, and
so is γM . 
3.2. The action picture. For a right bialgebroid H over R and an H-module
algebra M there are canonical maps
ΓM :M ⊗
R
H → End(MN) m⊗
R
h 7→ {m′ 7→ m(m′ ⊳ h)}(3.6)
ΓM : H ⊗
R
M → End(NM) h⊗
R
m 7→ {m′ 7→ (m′ ⊳ h)m}(3.7)
being algebra maps from the smash products M#Hop and H#M , respectively,
where in the latter case End(NM) is considered with multiplication that arises
from its natural right action on M .
Note that if H is the horizontal Hopf algebroid of a DDA and the right H action
arises from a right V -coaction as in Lemma 2.1 then M being a left Hop-module
algebra is in complete agreement with the familiar Hopf algebraic situation since it
is Hop which is the dual of V .
Theorem & Definition 3.3. Let A be a distributive double algebra and M a right
H-module algebra, equivalently a right V -comodule algebra, over the horizontal,
resp. vertical Hopf algebroid of A. Let N = MH ≡ M co-V . Then N ⊂ M is
called an A-Galois extension if any one of the following equivalent conditions hold:
(1) γM is epi. (2) γM is epi.
(3) γM is iso. (4) γM is iso.
(5) ΓM is iso and MN is fgp. (6) ΓM is iso and NM is fgp.
Proof. Equivalence of the first four conditions follows from Proposition 3.2 and
Lemma 3.1.
(3)⇒ (5) Considering it as a rightM -module map, γM induces the isomorphism
(of left M -modules)
γM
∗
: Hom−M (M ⊗
T
V,M)
∼
→ Hom−M (M ⊗
N
M,M) .
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If χ ∈ Hom−M (M ⊗
T
V,M) then χ(1⊗
T
) ∈ Hom(VT ,MT ) because
χ(1⊗
T
v ⋆ t) = χ(1 ⊗
T
v ◦ ϕR(t))
= χ
(
j(ϕR(t))
(0) ⊗
T
v ◦ j(ϕR(t))
(1)
)
= χ(1 ⊗
T
v)j(ϕR(t)) .
Thus we have a well defined map (of left M -modules)
Hom−M (M ⊗
T
V,M)→ Hom(VT ,MT )(3.8)
χ 7→ χ(1 ⊗
T
)
We claim that this map is an isomorphism with inverse
κ 7→ {m⊗
T
v 7→ κ(v ◦ S−1(m(1)))m(0)}
This follows from the computation
χ(m⊗
T
v) = χ(m(0) ⊗
T
ϕT (m
(1)) ⋆ v) = χ(m(0) ⊗
T
v ◦ ϕLϕT (m
(1)))
= χ(m(0) ⊗
T
v ◦ S−1(m(1)(2)) ◦m
(1)
(1))
= χ(m(0)
(0) ⊗
T
v ◦ S−1(m(1)) ◦m(0)
(1))
= χ(1⊗
T
v ◦ S−1(m(1)))m(0)
on the one hand and on the other hand from δM (1) = 1 ⊗
B
e. Composing the map
(3.8) with the isomorphism
Hom(VT ,MT )→M ⊗
R
H(3.9)
κ 7→ κ(xj)⊗
R
yj
where xj ⊗
R
yj ≡ ∆R(e) is the dual basis of ϕR, we obtain the left vertical arrow in
the diagram
(3.10)
Hom−M (M ⊗
T
V,M)
γM
∗
−−−−→ Hom−M (M ⊗
N
M,M)y y
M ⊗
R
H
ΓM
−−−−→ End(MN )
The vertical arrow on the right is the isomorphism σ 7→ σ( ⊗
N
1) therefore the
composite along the top and right is χ 7→ χ( ⊗
T
e). The other two compose to give
χ 7→ χ(1⊗
T
xj)⊗
R
yj 7→ χ(1⊗
T
xj)( ⊳ yj) .
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In order to see commutativity of the diagram we need a calculation.
χ(1⊗
T
xj)(m ⊳ yj) = χ(1 ⊗
T
xj)m(0) . ϕT (m
(1) ⋆ yj)
= χ(m(0) ⊗
T
xj ◦m(1) ◦ ϕRϕT (m
(2) ⋆ yj))
= χ(m(0) ⊗
T
xj ◦ (m(1) ⋆ ϕT (m
(2) ⋆ yj))
= χ(m(0) ⊗
T
xj ◦ (m(1) ⋆ yj)
= χ(m(0) ⊗
T
ϕLϕT (m
(1)))
= χ(m(0) . ϕT (m
(1))⊗
T
e) = χ(m⊗
T
e) ,
where in the fifth equality we used [24, Equation (4.16)]. So (3.10) is commutative
and therefore ΓM is an isomorphism.
The proof of (4)⇒ (6) goes similarly by proving commutativity of the diagram
(3.11)
HomM−(M ⊗
B
V,M)
γM
∗
−−−−→ HomM−(M ⊗
N
M,M)y y
H ⊗
R
M
ΓM−−−−→ End(NM)
with the left hand side arrow being the isomorphism χ 7→ xj ⊗
R
χ(1 ⊗
B
yj) and the
one on the right hand side being σ 7→ σ(1 ⊗
N
).
(5)⇒ (4) Consider the diagram
(3.12)
M ⊗
N
M
γM
−−−−→ M ⊗
B
Vy x
HomM−(End(MN ),M)
ΓM
∗
−−−−→ HomM−(M ⊗
R
H,M)
The lower horizontal arrow is an isomorphism since ΓM is. The vertical arrow on
the left, mapping m⊗
N
m′ to the homomorphism α 7→ α(m)m′, is an isomorphism
because MN is fgp. The other vertical arrow is the composite of two maps,
HomM−(M ⊗
R
H,M) −−−−→ Hom(RH, RM) −−−−→ M ⊗
B
V
where the second one is the isomorphism κ 7→ κ(uk) ⊗
B
vk with uk ⊗
B
vk ≡ ∆B(i)
denoting the dual basis of ϕB. The first one, χ 7→ χ(1⊗
R
), is obviously invertible
(in contrast to the similar map in the (3) ⇒ (5) part) because the left M -module
structure ofM⊗
R
H we need here is the trivial one. It remains to show commutativity
of (3.12). So we compute the action of the lower three arrows,
m⊗
N
m′ 7→ {α 7→ α(m)m′} 7→ {m′′ ⊗
R
h 7→ m′′(m ⊳ h)m′}
7→ {h 7→ (m ⊳ h)m′} 7→ (m ⊳ uk)m′ ⊗
B
vk
which is indeed γM if we compare the right H-action with the right V -coaction δM .
This proves that γM is invertible.
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The proof of the implication (6)⇒ (3) can be done similarly by using the diagram
(3.13)
M ⊗
N
M
γM
−−−−→ M ⊗
T
Vy x
Hom−M (End(NM),M)
ΓM
∗
−−−−→ Hom−M (H ⊗
R
M,M)
where on the left hand side we have the map m ⊗
N
m′ 7→ {α 7→ mα(m′)} which is
an isomorphism because NM is fgp. 
Remark 3.4. The terminology ”right A-Galois extension” where A is a distributive
double algebra does not, by any means, imply that the choice of the integral i in
the vertical Hopf algebroid V plays any role. This is clear from the coaction picture
that uses γM alone. Therefore we might as well call it ”right V -Galois extensions”
which would then be in complete agreement with the Hopf-Galois terminology.
Saying ”A-Galois” we try to put the coaction and action pictures on equal footing.
For example, ”bottom A-Galois” and ”top A-Galois” extensions correspond to the
left and right H-Galois extensions in the Hopf-Galois language if H denotes the
horizontal Hopf algebroid of A.
3.3. Weak and strong structure theorems. For a Frobenius Hopf algebroid A
let M be a right H-module algebra and N = MH . The category (MH)M of right
M -modules in MH (by the identification MH = M
V being the analogue of relative
Hopf modules) is nothing but the category of right modules over the smash product,
(3.14) (MH)M = MH#M .
Indeed, for any action X ⊗
R
M → X , x ⊗
R
m 7→ x · m in MH one has the smash
product action
X ⊗ (H#M)→ X, x⊗ (h#m) 7→ (x ⊳ h) ·m.
Vice versa, anyH#M -module is an H-module and anM -module and theM -action
is anH-module map. ConsideringM as anN -H#M bimodule, it defines an adjoint
pair F ⊣ U of functors
F : MN → MH#M X 7→ X ⊗
N
M
U : MH#M → MN Y 7→ HomH#M (M,Y )
with counit and unit
εY : HomH#M (M,Y )⊗
N
M →M χ⊗
N
m 7→ χ(m)
ηX : X → HomH#M (M,X ⊗
N
M) x 7→ {m 7→ x⊗
N
m}
We note that UY is isomorphic to the submodule of invariants via
(3.15) HomH#M (M,Y )
∼
→ HomH(R, Y )
∼
→ Y H .
Lemma 3.5. For any A-extension N ⊂M
(1) if MH#M is fgp then η is invertible,
(2) if NM is fgp and ΓM is invertible then ε is invertible.
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Proof. (1) Apply [1, 20.10] to the last arrow in the decomposition of ηX
X
∼
−−−−→ X ⊗
N
M
∼
−−−−→ X ⊗
N
HomH#M (M,M) −−−−→ HomH#M (M,X ⊗
N
M)
(2) Apply [1, 20.11] to the first arrow in the decomposition of εY
HomH#M (M,Y )⊗
N
My
HomH#M (HomN−(M,M), Y )
Hom(ΓM ,Y )
−−−−−−−−→ HomH#M (H#M,Y )
∼
−−−−→ Y

Theorem 3.6. Let A be a distributive double algebra.
(1) For an A-extension N ⊂M the following conditions are equivalent:
(a) ε : FU → MH#M is an isomorphism.
(b) N ⊂M is A-Galois.
(c) NM is fgp and NMH#M is faithfully balanced.
(d) MH#M is a generator.
(2) For an A-Galois extension N ⊂M the following conditions are equivalent:
(a) F ⊣ U is an adjoint equivalence.
(b) η : NM→ UF is an isomorphism.
(c) NMH#M is a Morita equivalence bimodule.
(d) MH#M is fgp.
(e) NM is a generator.
(f) NN ⊂ NM is a direct summand.
Proof. (1a) ⇔ (1b): The ⇐ follows from Lemma 3.5 (2). As for the ⇒ direction
consider εY for Y =M ⊗
T
V which is a H#M -module via
(m′ ⊗
T
v) · (h#m) := m′m(0) ⊗
T
(v ⋆ h) ◦m(1) .
This is a well-defined action due to
(m ⊳ h)(0) ⊗
T
(m ⊳ h)(1) = m(0) ⊗
T
m(1) ⋆ h .
Now consider the map
(3.16) Y H →M
∑
j
mj ⊗
T
wj 7→
∑
j
mj
. ϕT (wj)
which has inverse m 7→ m⊗
T
e. As a matter of fact,
m . ϕT (e) = mηϕRϕT (e) = mη(e) = m∑
j
mj
. ϕT (wj)⊗
T
e =
∑
j
mj ⊗
T
ϕLϕT (wj) =
∑
j
mj ⊗
T
(i ◦ wj) ⋆ e
=
∑
j
mj ⊗
T
(i ⋆ e[1]) ◦ (wj ⋆ e
[2])
=
∑
j
mj ⊗
T
e[1] ◦ (wj ⋆ ϕBϕR(e
[2]))
=
∑
j
mj ⊗
T
e[1] ◦ ϕR(e
[2]) ◦ wj =
∑
j
mj ⊗
T
wj .
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Composing εY with the inverses of (3.15) and (3.16) we obtain the mapping
m⊗
N
m′ 7→ (m⊗
T
e)⊗
N
m′ 7→ (m⊗
T
e) ·m′ = mm′
(0)
⊗
T
m′
(1)
= γM (m⊗
N
m′)
Therefore γM is invertible.
(1b)⇔ (1c): This is Lemma 2.4 (2) together with the Theorem 3.3 (6).
(1c)⇔ (1d): Since N ⊂ M is an extension, NM is balanced by Lemma 2.4 (1).
So (c) is equivalent to that NM is fgp and MH#M is faithful and balanced. But
these are the necessary and sufficient conditions for (d) by [1, Theorem 17.8].
(2a)⇔ (2b): This is clear from the equivalence of (1a) and (1b).
(2b)⇔ (2c): Consider the composite
HomN (N,X) HomN (M ⊗
H#M
Hom(NM, NN), X)y≀ ≀x
X
η
−−−−→ HomH#M (M,X ⊗
N
M)
of natural isomorphisms where the last isomorphism exists because NM is fgp. By
the Yoneda lemma this determines an isomorphism
M ⊗
H#M
Hom(NM, NN) → N ∈ NM
which is nothing but the evaluation associated to the right dual of the bimodule
NMH#M . Postulating the usual right N -module structure on Hom(NM, NN) it
becomes in fact an N -N -bimodule isomorphism. Another hom-tensor relation for
fgp NM and the isomorphism ΓM compose to give
Hom(NM, NN)⊗
N
M
∼
→ Hom(NM, NM)
∼
→ H#M ∈ H#MMH#M .
Thus Hom(NM, NN) is the inverse equivalence of NMH#M . It follows from Morita
theory that both NM and MH#M are progenerators which prove that (2c)⇒ (2d)
and (2c)⇒ (2e).
(2d)⇔ (2b) follows from Lemma 3.5 (1).
In order to show (2e) ⇒ (2f) we use that an N -module M is a generator iff a
finite direct sum of M ’s contains the regular object as a summand, i.e., there exist
N -module maps N
ιk−→ M
pik−→ N such that
∑
k πk ◦ ιk = N . In this case {m 7→∑
k πk(mιk(1))} ∈ Hom(NM, NN) splits the inclusion N ⊂ M . The implication
(2f)⇒ (2e) is now obvious.
Finally (2e)⇒ (2d) follows from that NMH#M is faithfully balanced by Lemma
2.4. 
3.4. An intrinsic characterization of finitary Galois extensions.
Theorem 3.7. For an algebra extension N ⊂ M the following conditions are
equivalent.
(1) There is a Frobenius Hopf algebroid V and a coaction of V on M such that
N ⊂M is V -Galois.
(2) N ⊂M is of depth 2 and Frobenius and MN is balanced.
Proof. (1)⇒ N ⊂M is Frobenius : Consider the composite
(3.17) M ⊗
N
M
γM
−−−−→ M ⊗
T
V
M⊗S
−−−−→ M ⊗
R
H
ΓM
−−−−→ End(MN )
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where the middle arrow is meaningful in the double algebraic picture because V and
H have the same underlying k-module A and S(t ⋆ a) = S(a)⋆ϕBϕR(t) = ϕR(t)◦a
holds for all a ∈ A, t ∈ T , see [24, Lemma 5.4]. Computing the value of the map
(3.17) on m⊗
N
m′ we obtain
mm′
(0)
(m′′ ⊳ S(m′
(1)
)) = mm′
(0)
m′′
(0) . ϕT (m
′′(1) ⋆ S(m′
(1)
))
= mm′
(0)
m′′
(0) . ϕTϕL(m
′(1) ◦m′′
(1)
)
= m(m′m′′)(0) . ϕT ((m
′m′′)(1) ⋆ e)
= m((m′m′′) ⊳ e)
Therefore (3.17) has the familiar form m ⊗
N
m′ 7→ mψm′ in terms of the N -N -
bimodule map ψ = ⊳e fromM into N . Since (3.17) is isomorphism it follows that
ψ is a Frobenius homomorphism with dual basis obtained from idM by applying
the inverse of (3.17) .
(1) ⇒ N ⊂ M is D2 : Since TV is fgp and γ
M provides an M -N -bimodule
isomorphism M ⊗
N
M
∼
→ (MMN )⊗
T
V , it follows that N ⊂M is right D2. Similarly,
the existence of the isomorphism γM and the BV being fgp imply that N ⊂ M is
left D2.
(1)⇒ N ⊂M is balanced : This follows from that every V -extension is balanced,
see Lemma 2.4.
(2)⇒ (1): The endomorphism algebra Hop := End(NMN) has a natural struc-
ture of a Frobenius Hopf algebroid, see [24, Subsection 8.6] or [4]. Moreover, the
natural action of Hop onM makes it a left Hop-module algebra and the correspond-
ing smash product M#Hop is isomorphic to End(MN ) via Γ
M by [14, Corollary
4.5]. So N ⊂M will be V -Galois, for V the dual of Hop, provided N = MH . But
this is equivalent to MN being balanced. 
Note that in the presence of the Frobenius condition left D2 is equivalent to right
D2 and in the presence of the D2 Frobenius condition MN is balanced iff NM is
balanced.
4. Noncommutative scalar extensions
The Hopf algebroid V making a given algebra extension V -Galois is highly
nonunique. This phenomenon can be observed already for Hopf Galois extensions.
As Greither and Pareigis have shown [12] certain separable field extensions can
be H-Galois for two different Hopf algebras H and H ′. By an appropriate exten-
sion k ⊂ K of the scalars, however, they become isomorphic, K ⊗ H ∼= K ⊗ H ′,
as K-Hopf algebras. The k-Hopf algebras H , H ′ for which such a (commutative,
faithfully flat) k-algebra K exists are called forms of each other [19].
If we admit Hopf algebroids to appear in place of Hopf algebras then an in-
teresting generalization of scalar extension is provided by the Brzezin´ski-Militaru
theorem [6] constructing a Hopf algebroid structure on the smash product M#H
if M is a braided commutative algebra in the Yetter-Drinfeld category HYD
H over
the Hopf algebra H . As we shall see the Brzezin´ski-Militaru theorem holds also for
H a bialgebroid or Frobenius Hopf algebroid. Since the base algebra ofM#H is just
M , the braided commutative algebras (BCA’s) play the role of (noncommutative)
scalars.
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If N ⊂ M is a Galois extension for some Frobenius Hopf algebroid H then
the center C = MN of the extension is a BCA over H (Corollary 4.5) and the
scalar extension H#C is the endomorphism Hopf algebroid E (Proposition 4.12).
Therefore all Frobenius Hopf algebroids H for which N ⊂M is H-Galois are forms
of each other.
4.1. Braided commutative algebras. Yetter-Drinfeld modules over bialgebroids
have been introduced in [22]. They form a prebraided monoidal category, the
weak center of the category of modules over the bialgebroid. In this subsection we
adapt the weak center construction to the double algebraic notation and describe
the (braided) center Z(MH) as ‘double’ Yetter-Drinfeld modules
HYDHH with two
related coactions.
For a right bialgebroid H over R the weak center
−→
Z (MH) is defined as follows.
The objects 〈Z, θ〉 are H-modules equipped with a natural transformation θY :
Z ⊗
R
Y → Y ⊗
R
Z satisfying
(4.1) θX⊗
R
Y = (X ⊗
R
θY ) ◦ (θX ⊗
R
Y ) and θR = Z
where the coherence isomorphisms are not written out explicitly. An arrow 〈Z, θ〉 →
〈Z ′, θ′〉 is an H-module map α : Z → Z ′ such that
(4.2) (Y ⊗
R
α) ◦ θY = θ
′
Y ◦ (α⊗
R
Y )
for all objects Y ∈ MH . This category has a monoidal product which is defined for
objects by
〈Z, θ〉 ⊗
R
〈Z ′, θ′〉 = 〈Z ⊗
R
Z ′, (θ− ⊗
R
Z ′) ◦ (Z ⊗
R
θ′−〉
and for arrows by taking the ordinary tensor product in MH . The category
−→
Z (MH)
is prebraided with
β〈Z,θ〉,〈Z′,θ′〉 = θZ′ .
Given an object 〈Z, θ〉 ∈
−→
Z (MH) one can introduce
(4.3) τ : Z → H ⊗
R
Z , τ(z) := θH(z ⊗
R
i) = z〈−1〉 ⊗
R
z〈0〉
which, as being the composite
(4.4) Z
∼
−−−−→ Z ⊗
R
R
Z⊗
R
ϕB
−−−−→ Z ⊗
R
H
θH−−−−→ H ⊗
R
Z ,
preserves the left R-module structures inherited from MH . By naturality of θ, the
τ determines θX for all X by the formula
(4.5) θX(z ⊗
R
x) = x ⊳ z〈−1〉 ⊗
R
z〈0〉 .
Using this formula it is easy to show that (4.1) implies that τ is coassociative
and counital, thereby making Z a left H-comodule. We not only have Takeuchi’s
centrality property
ϕT (r) ⋆ z
〈−1〉 ⊗
R
z〈0〉 = ϕT (r) ⊳ z
〈−1〉 ⊗
R
z〈0〉 = θH(z ⊗
R
ϕT (r))
= θH((z ⊗
R
i) ⊳ ϕT (r)) = τ(z) ⊳ ϕT (r)
= z〈−1〉 ⊗
R
z〈0〉 ⊳ ϕT (r) r ∈ R, z ∈ Z(4.6)
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but also
ϕB(r) ⋆ z
〈−1〉 ⊗
R
z〈0〉 = ϕB(r) ⊳ z
〈−1〉 ⊗
R
z〈0〉 = θH(z ⊗
R
ϕB(r))
= θH(z ⊳ ϕT (r)⊗
R
i) = τ(z ⊳ ϕT (r)) = τ(z · r) .(4.7)
The latter means that the right R-action we could construct from the left R-action
- in analogy with the left action we had in Proposition 1.1 for right comodules -
would be the same as the original right R-module structure inherited from (4.4). In
other words, the requirement for (4.4) to be an R-R-bimodule map defines a right
R-action on H ⊗
R
Z which is conveyed by naturality of θ and not by θH being an
arrow in RMR.
Given a left H-comodule Z which is also a right H-module (with the same
underlying R-R-bimodule structure) the condition for (4.5) to determine an H-
module map is precisely the Yetter-Drinfeld condition given below.
Summarizing, one has a prebraided monoidal isomorphism
−→
Z (MH) ∼=
HYDH
with the following Yetter-Drinfeld category:
Definition 4.1. For a right bialgebroid 〈H, ⋆, i, R, ϕT , ϕB ,∆R, ϕR〉 the category
HYDH has objects 〈Z, ⊳, τ〉 where
(1) 〈Z, ⊳〉 is a right H-module, hence also an R-R-bimodule via r · z · r′ =
z ⊳ (ϕB(r) ⋆ ϕT (r
′)).
(2) 〈Z, τ〉 is a left H-coaction, that is to say,
(a) τ : Z → H ⊗
R
Z is an R-R-bimodule map in the sense of
(4.8) (r · z · r′)〈−1〉 ⊗
R
(r · z · r′)〈0〉 = ϕB(r
′) ⋆ z〈−1〉 ⋆ ϕB(r) ⊗
R
z〈0〉 ,
(b) τ is coassociative and counital,
z〈−1〉 ⊗
R
z〈0〉
〈−1〉
⊗
R
z〈0〉
〈0〉
= z〈−1〉
[1]
⊗
R
z〈−1〉
[2]
⊗
R
z〈0〉
ϕR(z
〈−1〉) · z〈0〉 = z
(c) τ factorizes through H ×
R
Z ⊂ H ⊗
R
Z, i.e., (4.6) holds.
(3) The action and coaction satisfy the Yetter-Drinfeld condition
h[2] ⋆ (z ⊳ h[1])〈−1〉 ⊗
R
(z ⊳ h[1])〈0〉 = z〈−1〉 ⋆ h[1] ⊗
R
z〈0〉 ⊳ h[2] .
The arrows are the H-module H-comodule maps Z → Z ′. The monoidal product
of two Yetter-Drinfeld modules Z and Z ′ is Z ⊗
R
Z ′ equipped with
(z ⊗
R
z′) ⊳ h = (z ⊳ h[1])⊗
R
(z′ ⊳ h[2])
(z ⊗
R
z′)〈−1〉 ⊗
R
(z ⊗
R
z′)〈0〉 = z′
〈−1〉
⋆ z〈−1〉 ⊗
R
(z〈0〉 ⊗
R
z′
〈0〉
)
The monoidal unit is R with r ⊳ h = r ⋆ h and r〈−1〉 ⊗
R
r〈0〉 = ϕB(r) ⊗
R
e. The
prebraiding is defined by
βZ,Z′ : Z ⊗
R
Z ′ → Z ′ ⊗
R
Z, z ⊗
R
z′ 7→ z′ ⊳ z〈−1〉 ⊗
R
z〈0〉 .
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There is a coopposite version
←−
Z (MH) =
−→
Z (McoopH ) =
−→
Z (MHcoop ) of the left
weak center, called the right weak center, in which an object 〈Z, θ¯〉 has natural
transformation θ¯Y : Y ⊗
R
Z → Z ⊗
R
Y satisfying θ¯X⊗
R
Y = (θ¯X ⊗
R
Y ) ◦ (X ⊗
R
θ¯Y ). This
determines a right coaction
τ¯ : Z → Z ⊗
R
H , z 7→ z〈0〉 ⊗
R
z〈1〉 = θ¯H(i ⊗
R
z)
and is determined by this coaction,
(4.9) θ¯Y (y ⊗
R
z) = z〈0〉 ⊗
R
y ⊳ z〈1〉 .
The center Z(MH) is the full subcategory of
−→
Z (MH) in which the objects 〈Z, θ〉 have
invertible θ. For such objects 〈Z, θ−1〉 is an object in
←−
Z (MH) in which θ¯ is invertible.
The center is braided monoidal. In the language of Yetter-Drinfeld modules the
objects of the center are two-sided Yetter-Drinfeld modules 〈Z, ⊳, τ, τ¯ 〉 ∈ HYDHH in
which the two coactions are inverse to each other, i.e.,
z〈0〉
〈0〉
⊗
R
z〈−1〉 ⋆ z〈0〉
〈1〉
= z ⊗
R
i(4.10)
z〈1〉 ⋆ z〈0〉
〈−1〉
⊗
R
z〈0〉
〈0〉
= i ⊗
R
z .(4.11)
Definition 4.2. For a right bialgebroid H the commutative monoids in Z(MH) are
called BCA’s (braided commutative algebras) over H . The commutative monoids
in
−→
Z (MH) and
←−
Z (MH) are called left and right pre-BCA’s over H , respectively.
Therefore a left pre-BCA consists of an algebraQ with an algebra map η : R→ Q
and a Yetter-Drinfeld module structure 〈Q, ⊳, τ〉 ∈ HYDH such that
η(r) q η(r′) = r · q · r′(4.12)
(qq′) ⊳ h = (q ⊳ h[1])(q′ ⊳ h[2])(4.13)
1 ⊳ h = η ϕR(h)(4.14)
(qq′)〈−1〉 ⊗
R
(qq′)〈0〉 = q′
〈−1〉
⋆ q〈−1〉 ⊗
R
q〈0〉q′
〈0〉
(4.15)
η(r)〈−1〉 ⊗
R
η(r)〈0〉 = ϕB(r) ⊗
R
1(4.16)
and the prebraided commutativity
(4.17) (q′ ⊳ q〈−1〉)q〈0〉 = qq′
holds. If Q is a BCA then there exists also a right coaction τ¯ with which 〈Q, ⊳, τ¯〉 ∈
YDHH and which is inverse to τ in the sense of equations (4.10), (4.11).
We note that the ground ring R of the bialgebroid is always a BCA with the
structure 〈R, µR, R〉 that comes from R being the monoidal unit of
−→
Z (MH).
4.2. The centralizer of a Galois extension. Interesting examples for BCA’s
are obtained from considering centralizers MN of Galois extensions.
Proposition 4.3. Let M be a monoid in MH over the right bialgebroid H and let
N = MH . Assume that HR is fgp and that the canonical map ΓM : H#M →
End(NM) is an isomorphism. Then the centralizer M
N = {c ∈ M |nc = cn, n ∈
N} of the extension N ⊂ M is a left pre-BCA over H with H-module algebra
structure inherited from MN ⊂ M (the Miyashita-Ulbrich action) and with left
coaction τ(c) := Γ−1M (λM (c)) where λM (c) = {m 7→ cm}.
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Proof. For each h ∈ H the action ⊳ h is an N -N -bimodule map. Therefore
MH ⊂ M is a sub-H-module algebra. As such the unit η : R → M has image
in MH . Since ΓM is an N -N -bimodule map, it restricts to an isomorphism (H ⊗
R
M)N
∼
→ End(NMN ) between the centralizers. The HR being fgp we have (H ⊗
R
M)N = H ⊗
R
MN . Since λ(c) for c ∈ MN belongs to End(NMN), the τ is a map
MN → H ⊗
R
MN . The τ is uniquely determined by the equation
(4.18) (m ⊳ c〈−1〉)c〈0〉 = cm , m ∈M
from which the bimodule property (4.8) and the centrality (4.6) easily follow. The
calculation
c(mm′) = ((mm′) ⊳ c〈−1〉)c〈0〉 = (m ⊳ c〈−1〉
(1)
)(m′ ⊳ c〈−1〉
(2)
)c〈0〉
(cm)m′ = (m ⊳ c〈−1〉)c〈0〉m′ = (m ⊳ c〈−1〉)(m′ ⊳ c〈0〉
〈−1〉
)c〈0〉
〈0〉
will imply coassociativity after verifying the next
Lemma 4.4. Under the assumptions of the Proposition and with the notations
E := End(NMN ), C :=M
N the maps
E ⊗
C
E → HomN-N (M ⊗
N
M,M)(4.19)
α⊗
C
α′ 7→ {m⊗
N
m′ 7→ α(m)α′(m′)}
H ⊗
R
H ⊗
R
C → HomN-N (M ⊗
N
M,M)(4.20)
h⊗
R
h′ ⊗
R
c 7→ {m⊗
N
m′ 7→ (m ⊳ h)(m′ ⊳ h′)c}
are isomorphisms.
Proof. Using both the isomorphism ΓM and its restriction H#C
∼
→ E we have a
sequence of isomorphisms
E ⊗
C
E
∼
→ (H ⊗
R
C)⊗
C
E
∼
→ H ⊗
R
E = H ⊗
R
HomN-N (M,M)
∼
→ HomN-N (M,H ⊗
R
M)
∼
→ HomN-N (M,HomN-(M,M))
∼
→ HomN-N (M ⊗
N
M,M)
The action of these isomorphisms can be computed by inserting α = ( ⊳ h)c and
α′ = ( ⊳ h′)c′:
α⊗
C
α′ 7→ (h⊗
R
c)⊗
C
α′ 7→ h⊗
R
c α′( ) 7→ {m 7→ h⊗
R
c α′(m)}
7→ {m 7→ {m′ 7→ α(m′)α′(m)}} 7→ {m′ ⊗
N
m 7→ α(m′)α′(m)}
This proves that (4.19) is an isomorphism. The map in (4.20) is the composite
H ⊗
R
H ⊗
R
C HomN-N (M ⊗
N
M,M)
H⊗
R
Γ
y x∼=
H ⊗
R
E
∼=
−−−−→ H ⊗
R
C ⊗
C
E
Γ⊗
C
E
−−−−→ E ⊗
C
E
of isomorphisms. 
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Returning to the proof of the Proposition counitality of τ can be seen as
ϕR(c
〈−1〉) · c〈0〉 = (1 ⊳ c〈−1〉)c〈0〉 = c1 = c .
As for the Yetter-Drinfeld compatibility condition it suffices to verify the equality
(m ⊳ c〈−1〉 ⋆ h(1))(c〈0〉 ⊳ h(2)) =
(
(m ⊳ c〈−1〉)c〈0〉
)
⊳ h = (cm) ⊳ h
= (c ⊳ h(1))(m ⊳ h(2)) =
(
m ⊳ h(2) ⋆ (c ⊳ h(1))〈−1〉
)
(c ⊳ h(1))〈0〉
In order to see compatibility of τ with multiplication and unit in C it suffices to
check
c′cm = c′(m ⊳ c〈−1〉)c〈0〉 = (m ⊳ c〈−1〉 ⋆ c′
〈−1〉
)c′
〈0〉
c〈0〉 .
Finally, braided commutativity (c′ ⊳ c〈−1〉)c〈0〉 = cc′ follows from the more general
relation (4.18). 
Corollary 4.5. If N ⊂ M is a right A-Galois extension for a distributive double
algebra A then MN is a BCA over the horizontal Hopf algebroid H.
Proof. It suffices to prove that the prebraiding is invertible. Define the right coac-
tion τ¯ (c) := (ΓM )−1(ρM (c)) where ρM is right multiplication on M . This is equiv-
alent to τ¯ (c) = c〈0〉 ⊗
R
c〈1〉 satisfying
(4.21) c〈0〉(m ⊳ c〈1〉) = mc , m ∈M .
Applying (4.18) to (4.21) we obtain
(m ⊳ i)c = mc = (m ⊳ c〈−1〉 ⋆ c〈0〉
〈−1〉
) c〈0〉
〈0〉
from which equation (4.11) follows. Equation (4.10) can be seen similarly. 
Notice that this proof does not use very much from the Hopf algebroid structure.
Therefore the Corollary holds true for any right bialgebroid for which both HR and
RH are fgp and for all extensions for which both Γ
M and ΓM are invertible.
4.3. Extensions by BCA’s. For any H-module algebra Q over the right bialge-
broid H the category MH#Q of modules over the smash product can be identified
with the category of (internal) Q-modules (MH)Q in MH .
If Q is also a pre-BCA then every right Q-module in MH is also a left Q-module
by pre-braided commutativity. This defines an embedding of categories
(4.22) MH#Q = (MH)Q →֒ Q(MH)Q
into the monoidal category of internal Q-Q-bimodules. Since the Q-Q-bimodule
tensor product of diagonal bimodules X,Y ∈ (MH)Q is again diagonal due to one
of the hexagons, this embedding is actually strong monoidal. Composing (4.22)
with the strong monoidal forgetful functor Q(MH)Q → QMQ we obtain a strong
monoidal functor
(4.23) MH#Q = (MH)Q → QMQ .
This functor is precisely the forgetful functor associated to the algebra map
(4.24) Qop ⊗Q→ H#Q , q ⊗ q′ 7→ q〈−1〉#q〈0〉q′
therefore, by a theorem of Schauenburg [21], there is a unique bialgebroid structure
on H#Q such that the given monoidal structure of MH#Q is that of the module
category of a bialgebroid. This is the Brzezin´ski-Militaru Theorem in disguise. More
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precisely this is the ”only if” part of [6, Theorem 4.1] generalized to bialgebroids
H .
Theorem 4.6. Let H be a right bialgebroid over R and let Q be a left pre-BCA
over H. Then the smash product G := H#Q is a right bialgebroid over Q with
structure maps
sG(q) = i#q(4.25)
tG(q) = q
〈−1〉#q〈0〉(4.26)
∆G(h#q) = (h
[1]#1)⊗
Q
(h[2]#q)(4.27)
εG(h#q) = η(εH(h))q(4.28)
where η : R → Q is the unit of Q. Moreover, h 7→ h#1 is a bialgebroid map
ι : H → G.
If H is a Frobenius Hopf algebroid with Frobenius integral e then G is also a
Frobenius Hopf algebroid with eG = ι(e) a Frobenius integral.
Proof. The observation made before the formulation of the Theorem, in particular
equation (4.24) implies the formulae for sG and tG. In order to obtain the expres-
sions for ∆G and εG at once, and also to prove the Frobenius Hopf algebroid case,
the next Proposition, however simple, is very useful.
Proposition 4.7. If H is a right bialgebroid over R and Q is a left pre-BCA over
H then the functor ⊗
R
Q : MH → (MH)Q is strong monoidal.
Proof. The natural transformation
(Y ⊗
R
Q)⊗
Q
(Y ′ ⊗
R
Q)→ (Y ⊗
R
Y ′)⊗
R
Q
(y ⊗
R
q)⊗
Q
(y′ ⊗
R
q′) 7→ (y ⊗
R
y′ ⊳ q〈−1〉)⊗
R
q〈0〉q′
has inverse (y ⊗
R
y′)⊗
R
q 7→ (y ⊗
R
1)⊗
Q
(y′ ⊗
R
q). The H#Q-module map
Q→ R⊗
R
Q , q 7→ e⊗
R
q
is the unit part of the monoidal structure and is obviously invertible. 
Continuing the proof of the Theorem we take the comonoid 〈H,∆H , εH〉 in MH
and apply the strong monoidal functor ⊗
R
Q. It is easy to check that the result is
precisely 〈G,∆G, εG〉 which is then necessarily a comonoid in MG. This comonoid
is obviously strong [25] proving that 〈G,Q, sG, tG,∆G, εG〉 is a bialgebroid. It is
straightforward to verify that the pair 〈ι, η〉 satisfies the four axioms [23, 25] for a
bialgebroid map H → G.
If H is a Frobenius Hopf algebroid then it has a distributive double algebra
structure [24]. Therefore we may assume that H is the horizontal Hopf algebroid
of 〈A, ◦, e, ⋆, i〉. Then 〈H,∆R, ϕR, ◦, R →֒ H〉 is a Frobenius algebra in MH , so it is
mapped by the strong monoidal functor of Proposition 4.7 to a Frobenius algebra
in MG. The comonoid part of this Frobenius algebra has already been determined
to be 〈G,∆G, εG〉. The monoid part will provide a convolution product with unit
on G which, together with the smash product algebra structure, will make G a
22 I. BA´LINT, K. SZLACHA´NYI
distributive double algebra. This convolution product (vertical multiplication) is
obtained as the composite
(h#q)⊗
Q
(h′#q′) 7→ (h⊗
R
h′ ⋆ q〈−1〉)⊗
R
q〈0〉q′ 7→ h ◦ (h′ ⋆ q〈−1〉)#q〈0〉q′
and its unit element eG is the image of 1 ∈ Q under the map
Q
∼
→ R⊗
R
Q→ H#Q .
So eG = e#1 is a two-sided Frobenius integral in G. 
Remark 4.8. The construction of a vertical multiplication on H#Q suggests the
new interpretation of the smash product as a double algebraic one. If 〈A, ◦, e, ⋆, i〉
is a DDA and Q is a BCA over the bialgebroid H over R then there is a smash
product double algebra A#Q with
• underlying k-module A⊗
R
Q,
• horizontal multiplication (a#q) ⋆ (a′#q′) = a ⋆ a′
[1]
#(q ⊳ a′
[2]
)q′ ,
• horizontal unit i#1,
• vertical multiplication (a#q) ◦ (a′#q′) = a ◦ (a′ ⋆ q〈−1〉)#q〈0〉q′ ,
• and vertical unit e#1.
As a biproduct of the double algebraic picture we obtain the following result.
Proposition 4.9. For Frobenius Hopf algebroids H the prebraiding of the left weak
center
−→
Z (MH) is a braiding. Therefore
−→
Z (MH) = Z(MH) =
←−
Z (MH) and every
pre-BCA is a BCA over H.
Proof. We claim that the inverse braiding encoded in the right coaction τ¯ by (4.9)
is given by
(4.29) q〈0〉 ⊗
R
q〈1〉 = ηQϕRϕT (x
j ⋆ q〈−1〉)q〈0〉 ⊗
R
yj .
The proof is motivated by the double algebraic structure on H#Q given in the
above Remark but we do not use that the given structure maps satisfy the axioms
of a DDA. Let us compute the would-be ϕR of H#Q. It is
ΦR(h#q) := (e#1) ⋆ (h#q) = e#ηQϕR(h)q .
One conjectures (xj#1) ⊗
Q
(yj#1) to be its dual basis. Instead of proving that we
prove its special case
ΦR((i#q) ◦ (x
j#1)) ◦ (yj#1) = (e#ηQϕRϕT (x
j ⋆ q〈−1〉)q〈0〉) ◦ (yj#1)
= yj ⋆ (ϕRϕT (x
j ⋆ q〈−2〉) ◦ q〈−1〉)#q〈0〉
= yj ⋆ q〈−1〉 ⋆ ϕBϕRϕT (x
j ⋆ q〈−2〉)#q〈0〉
= ϕR(i ◦ ϕR(q
〈−1〉)[1]) ◦ ϕR(q
〈−1〉)[2]#q〈0〉
= i ◦ ϕR(q
〈−1〉)#q〈0〉
= i#q .
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Comparing the first row with the Ansatz (4.29) and then using the vertical multi-
plication of H#Q we arrive at
i#q = (e#q〈0〉) ◦ (q〈1〉#1)
= q〈1〉 ⋆ q〈0〉
〈−1〉
#q〈0〉
〈0〉
which is equation (4.11). The verification of (4.10) is a bit longer,
q〈0〉
〈0〉
⊗
R
q〈−1〉 ⋆ q〈0〉
〈1〉
= ηQϕRϕT (x
j ⋆ q〈−1〉)q〈0〉 ⊗
R
q〈−2〉 ⋆ yj
= ηQϕRϕT (S
−1(q〈−2〉) ⋆ xj ⋆ q〈−1〉)q〈0〉 ⊗
R
yj
= ηQϕRϕT (S
−1(xk) ⋆ xj ⋆ (yk ◦ q〈−1〉))q〈0〉 ⊗
R
yj
= ηQϕRϕT ((S
−1(yk) ◦ (S−1(xk) ⋆ xj)) ⋆ q〈−1〉)q〈0〉 ⊗
R
yj
= ηQϕRϕT ((xk ◦ (yk ⋆ x
j)) ⋆ q〈−1〉)q〈0〉 ⊗
R
yj
= ηQϕRϕT (ϕRϕT (x
j) ⋆ q〈−1〉)q〈0〉 ⊗
R
yj
= ηQϕR(ϕT (x
j) ⋆ q〈−1〉)q〈0〉 ⊗
R
yj
= ηQϕR(q
〈−1〉)q〈0〉 ⊳ ϕT (x
j)⊗
R
yj
= q ⊗
R
ϕRϕT (x
j) ◦ yj
= q ⊗
R
i .

Extensions of quantum groupoids by BCA’s are transitive in the following sense.
Proposition 4.10. If Q is a BCA over H and P is a BCA over H#Q then P is
a BCA over H, too. Furthermore, (H#
R
Q)#
Q
P ∼= H#
R
P .
Proof. (Sketch) The notation P comprises the data 〈〈P, θP 〉, µP , ηP 〉 of a commu-
tative monoid in
−→
Z (MH#Q). We use analogous notations for Q. In order to obtain
a monoid 〈〈P, θ〉, µ, η〉 in
−→
Z (MH) we define
θX : P ⊗
R
X
∼
→ P ⊗
Q
Q⊗
R
X
P⊗θQ
X−−−−→ P ⊗
Q
(X ⊗
R
Q)
θPX⊗Q
−−−−→ X ⊗
R
Q⊗
Q
P
∼
→ X ⊗
R
P
(4.30)
µ : P ⊗
R
P → P ⊗
Q
P
µP
−→ P
(4.31)
η : R
ηQ
−→ Q
ηP
−→ P
(4.32)
For the θX to be a well-defined arrow in MH notice that θ
Q
X belongs to QMH due to
that µQ satisfies (4.2) and is braided commutative.The pair 〈P, θ〉 will be established
as an object in the left weak center if we can show that (4.1) is satisfied. This is
rather weary but straightforward utilizing that (4.1) is satisfied by both θQ and θP .
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It is clear that the triple 〈P, µ, η〉 is a monoid in MH , but we need to show that µ
and η belong to
−→
Z (MH). This is equivalent to checking (4.2), i.e., the equations
(X ⊗
R
µ) ◦ (θX ⊗
R
P ) ◦ (P ⊗
R
θX) = θX ◦ (µ⊗
R
X)(4.33)
(X ⊗
R
η) ◦ θRX = θX ◦ (η ⊗
R
X) .(4.34)

A sort of converse to the previous proposition is the next proposition which we
state without proof.
Proposition 4.11. If η : Q → P is a monoid morphism in Z(MH) between com-
mutative monoids (i.e., BCA’s over H) then there is a unique BCA structure on
P over H#Q the unit of which is η.
Proposition 4.12. Let N ⊂ M be a Galois extension over the Frobenius Hopf
algebroid H. Then the restriction of the Galois map ΓM provides an isomorphism
of Hopf algebroids H#C ∼= E where E is the endomorphism Hopf algebroid of the
extension.
Proof. The structure maps (4.25), (4.26), (4.27) and (4.28) of the smash product
are mapped by ΓM to
sE : C → E c 7→ {m 7→ mc}(4.35)
tE : C
op → E c 7→ {m 7→ cm}(4.36)
∆E : E → E ⊗
C
E such that α[1](m)α[2](m′) = α(mm′)(4.37)
εE : E → C α 7→ α(1)(4.38)
respectively, where note that multiplicativity of ∆E uniquely fixes it by Lemma
4.4, (4.19). Now it is easy to check that ΓM : H#C → E satisfies the axioms of
bialgebroid maps. 
5. Contravariant fiber functors
In this section we study functors from the module category of a Hopf algebroid
A that correspond to A-Galois extensions of a given algebra N . In this sense
we study generalizations of Ulbrich’s Theorem [26] relating Hopf-Galois extensions
to fiber functors. Technically speaking, however, the functors we study here are
very different from the usual fiber functors. They are contravariant hom-functors
HomH( ,M) from MH to NMN . So they are colimit preserving but rarely faithful
and exact. Still they have some properties that are worthy of discussion. As a
preparation we prove
Lemma 5.1. For H a Frobenius Hopf algebroid the full subcategory MfgpH of MH
the objects of which are the finitely generated projective H-modules is a monoidal
subcategory.
Proof. It suffices to show that H ⊗
R
H , the tensor square of the regular object in
MH is a fgp module. This in turn follows from the existence of the isomorphism
[24, (4.1)]
ΓRB : H ⊗
R
H
∼
→ A⊗
B
H , a⊗
R
a′ 7→ a(1) ⊗
B
a(2) ◦ a
′ .
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which happens to be an H-module map,
ΓRB(a ⊳ h
[1] ⊗
R
a′ ⊳ h′
[2]
) = a ⋆ h[1] ⋆ uk ⊗
B
vk ◦ (a
′ ⋆ h[2])
= a ⋆ uk ⊗
B
(vk ◦ a
′) ⋆ h
thanks to right distributivity in A. Since AB is fgp, the statement is proven. 
Theorem 5.2. Let N be an algebra and A a distributive double algebra. As usual,
H denotes the horizontal Hopf algebroid of A.
(1) The mappings
M 7→ F = HomH( ,M) respectively F 7→M = F (HH)
provide mutually inverse category equivalences between the following two
categories.
• The category of H-module algebras M equipped with an algebra map
ηˆ : N → MH ⊂ M . The arrows from 〈M, ηˆ〉 to 〈M ′, ηˆ′〉 are the
H-module algebra maps α :M →M ′ for which α ◦ ηˆ = ηˆ′.
• The category of opmonoidal functors F : MfgpH → NM
op
N as objects and
monoidal natural transformations as arrows.
(2) M is an A-extension of N iff F is normal opmonoidal.
(3) M is an A-Galois extension of N iff F is strong (op)monoidal.
(4) The full subcategories A-Gal(N) and F(MfgpH , NM
op
N ) of those in (1) selected
by the conditions of (3), respectively, are groupoids.
In this way (1) and (3) establish a category equivalence A-Gal(N) ∼ F(MfgpH , NM
op
N )
between A-Galois extensions of N and strong monoidal functors MfgpH → NM
op
N .
Proof. The construction of the functorM 7→ F goes as follows. Given 〈M, ηˆ〉 theM
is an Ne-H-bimodule so HomH( ,M) is a contravariant functor from H-modules
to NMN .The monoid structure 〈M,µ, η〉 defines an opmonoidal structure on this
functor1
HomH(Y,M)⊗
N
HomH(Y
′,M)→ HomH(Y ⊗
R
Y ′,M) ξ ⊗
N
ξ′ 7→ µ ◦ (ξ ⊗
R
ξ′)
N → HomH(R,M) n 7→ {r 7→ nη(r)}
An arrow α is mapped to the monoidal natural transformation HomH( , α).
Now we construct the functor F 7→ M . Any opmonoidal functor 〈F, F 2, F 0〉 :
M
fgp
H → NM
op
N maps comonoids to comonoids. Therefore it maps 〈HH ,∆R, ϕR〉 to
a monoid M := F (HH) in NMN . The unit of this monoid is the composite
ηˆ := N
F 0
−−−−→ FR
F (ϕR)
−−−−→ M
which becomes a k-algebra map by prolongation of the multiplication
µˆ := M ⊗
N
M
FH,H
−−−−→ F (H ⊗
R
H)
F (∆R)
−−−−→ M
to a k-algebra multiplication. TheM also inherits a right H-module structure from
left multiplication λh = h ⋆ via H
λ
−→ End(HH)
F
−→ End(NMN ). We have
Fλh ◦ ηˆ = F (ϕR ◦ λh) ◦ F
0 = F (ϕR ◦ λϕTϕR(h)) ◦ F
0
= FλϕTϕR(h) ◦ ηˆ
1The arrows between N-N-bimodules are always considered in NMN and never in NM
op
N
.
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implying that ηˆ factors uniquely through the inclusion MH ⊂ M . For each h the
action Fλh is an N -N bimodule map which makes M an N
e-H-bimodule. By
means of the isomorphism ι : m 7→ {h 7→ m ⊳ h} the monoid 〈NMN , µˆ, ηˆ〉 becomes
isomorphic to the convolution monoid HomH(H,M) associated to an H-module
algebra 〈M,µ, η〉 structure on M . Of course, the monoid 〈M,µ, η〉 arises from the
k-algebra structure of M just as the monoid 〈M, µˆ, ηˆ〉 does.
(5.1)
FH ⊗ FH
ι⊗ι
−−−−→ HomH(H,M)⊗HomH(H,M)y y
FH ⊗
N
FH
ι⊗
N
ι
−−−−→ HomH(H,M)⊗
N
HomH(H,M)
FH,H
y yµ◦( ⊗R )
F (H ⊗
R
H) HomH(H ⊗
R
H,M)
F∆R
y y ◦∆R
FH
ι
−−−−→ HomH(H,M)
This yields the object map of the functor F 7→M . As for the arrow map take any
monoidal natural transformation ν : F → F ′ and define α := νH : M →M
′. Then
by the multiplicativity constraint for F the α is an H-module algebra morphism
and the unit constraint implies that
N
F 0
−−−−→ FR
FϕR
−−−−→ M∥∥∥ yνR yα
N
F ′
0
−−−−→ F ′R
F ′ϕR
−−−−→ M ′
is commutative, i.e., α ◦ ηˆ = ηˆ′.
Now we construct a natural isomorphism ν from the identity functor F 7→ F to
the composite F 7→M 7→ F . Choosing a direct summand diagram Y
pik−→ H
σk−→ Y
for each fgp H-module Y the isomorphism ι : M → HomH(H,M) for M = FH
extends to a natural isomorphism ν : F → HomH( ,M) by
FY
Fσk−−−−→ FH
Fpik−−−−→ FY
νY
y yι yνY
HomH(Y,M)
◦σk−−−−→ HomH(H,M)
◦pik−−−−→ HomH(Y,M)
This natural isomorphism will then be automatically monoidal due to the interplay
between the multiplications µˆ and µ seen on the diagram (5.1) .
The natural isomorphism from the identity functor M 7→ M to the composite
M 7→ F 7→ M is just ι : M → HomH(H,M) viewed as a map of monoids in
NMN . So in particular ι ◦ ηˆ is equal to FϕR ◦ F
0 for the opmonoidal functor
F = HomH( ,M). This completes the proof of the equivalence in (1).
By Lemma 2.2 the unique arrow N → MH factorizing ηˆ is an isomorphism iff
F 0 is an isomorphism, i.e., iff F is normal. This proves (2).
Strong (op)monoidality of F is equivalent to invertibility of F 0 and FH,H . By
the natural isomorphism F ∼= HomH(H,M) the latter is equivalent to invertibility
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of the left vertical arrow in the next diagram.
HomH(H,M)⊗
N
HomH(H,M)
∼
←−−−− M ⊗
N
M
µ◦( ⊗
R
)
y yγM
HomH(H ⊗
R
H,M)
∼
−−−−→ M ⊗
T
A
where the lower horizontal arrow is given by a composition of isomorphisms
HomH(H ⊗
R
H,M)
∼
−−−−→ HomH(H,M ⊗
R
H)
∼
−−−−→ M ⊗
R
H
M⊗S−1
−−−−−→ M ⊗
T
V
performing the mappings
χ 7→ χ( ⊗
R
xj)⊗
R
yj 7→ χ(i ⊗
R
xj)⊗
R
yj 7→ χ(i⊗
R
uj)⊗
T
vj .
Commutativity of the diagram now follows from the simple calculation
(m ⊳ i)(m′ ⊳ uk)⊗
T
vk = mm′
(0)
⊗
T
m′
(1)
= γM (m⊗
N
m′)
Therefore γM is invertible iff FH,H is invertible. Adding the condition that N ⊂M
is an A-extension we obtain (3).
Since HH is a Frobenius algebra, it is a selfdual object in MH . Therefore any
monoidal natural transformation between strong monoidal functors from MfgpH is
invertible at HH [20] and therefore it is invertible everywhere. This proves (4). 
Corollary 5.3. The map M 7→ HomH( ,M) is a category equivalence between the
category A-Gal(N) of A-Galois extensions of N and the category F(MH , NM
op
N ) of
colimit preserving opmonoidal functors the restrictions of which to MfgpH is strong
(op)monoidal.
Proof. If F : MH → NM
op
N is colimit preserving then the corresponding F
op :
M
op
H → NMN is limit preserving and HH is a cogenerator for M
op
H . The conditions
for the special adjoint functor theorem [16] hold, so F op has a left adjoint. It
follows that F op is a hom-functor, F ∼= HomMop
H
(M ), i.e., F ∼= HomH( ,M). Now
Theorem 5.2 implies that F has a strong restriction to the fgp modules precisely
when N ⊂ M is A-Galois. Vice versa, every Galois extension M gives rise to a
colimit preserving opmonoidal functor HomH( ,M) the resriction of which to M
fgp
H
is strong. 
As an application of the strong monoidal functor Hom( ,M) we present here
another characterization of Galois extensions over DDA’s. In order to understand
the terminology ”left distributivity” let us look at multiplication of M as a vertical
one and the rightH-action ⊳ as a partially defined horizontal multiplication between
M and H .
Proposition 5.4. Let A be a DDA and M be a right A-module algebra with N =
MH . Then N ⊂ M is A-Galois if and only if ψ = ⊳ e : M → N is a Frobenius
homomorphism and the ”left distributivity” rule
m ⊳ (a ◦ a′) = (m[1] ⊳ a)(m[2] ⊳ a
′)
holds for all m ∈ M and a, a′ ∈ A. Here m[1] ⊗
N
m[2] is the coproduct associated to
the Frobenius structure on N ⊂M defined by ψ.
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Note that ”right distributivity” (mm′) ⊳ a = (m ⊳ a[1])(m′ ⊳ a[2]) holds for all
right module algebras. Note also that ◦ for H plays the role of convolution product
while the ordinary product is ⋆.
Proof. Necessity: Consider the contravariant functor HomH( ,M) : MH → NMN .
It is strong monoidal, so maps monoids to comonoids, comonoids to monoids, and
Frobenius algebras to Frobenius algebras. Therefore it maps 〈A,∆R, ϕR, µV , R →֒
A〉 to some Frobenius algebra structure on HomH(A,M) ∼= M ∈ NMN . Since a
Frobenius algebra structure in NMN is uniquely determined by the algebra structure
and by the Frobenius homomorphism, the counit, it is sufficient to check that the
image of 〈A,∆R, ϕR〉 is the convolution algebra HomH(A,M) and the image of the
unit R →֒ A is ψ. Then the coproduct must have the form
∆M (m) ≡ m[1] ⊗
N
m[2] =
∑
i
mei ⊗
N
fi
where
∑
i ei ⊗
N
fi is the dual basis of ψ. This means that the composite
(5.2)
HomH(A,M)
Hom(µV ,M)
−−−−−−−−→ HomH(H ⊗
R
H,M)
≀
y[µ◦( ⊗
R
)]−1
HomH(A,M)⊗
N
HomH(A,M)
must be the map
(m ⊳ ) 7→ (m[1] ⊳ )⊗
N
(m[2] ⊳ )
Applying µ ◦ ( ⊗
R
) we obtain left distributivity.
Sufficiency: Consider the mapM⊗
T
A→M⊗
N
M defined bym⊗
T
a 7→ m[1]⊗
N
m[2]⊳a.
Then
γM (m[1] ⊗
N
m[2] ⊳ a) = m[1](m[2] ⊳ a)
(0) ⊗
T
(m[2] ⊳ a)
(1)
= (m[1] ⊳ i)(m[2] ⊳ u
k)⊗
T
vk ⋆ a = (m ⊳ (i ◦ uk))⊗
T
vk ⋆ a
= m⊗
T
ϕT (u
k) ⋆ vk ⋆ a = m⊗
T
a
proves that γM is epi. 
6. A monoidal duality
Given a right bialgebroid H over R, an H-module algebra M and an algebra
map N →MH we can look for a duality between - full subcategories of - MH and
NMN in the following form. The M being an N
e-H-bimodule, it determines two
functors
J : NM
op
N → MH X 7→ HomNe(X,M)(6.1)
K : MH → NM
op
N Y 7→ HomH(Y,M),(6.2)
the M -dual functors, that are in adjunction K ⊣ J . The counit and unit of the
adjunction are just the natural homomorphism to the double dual,
σX : X → HomH(HomNe(X,M),M) ∈ NMN
σY : Y → HomNe(HomH(Y,M),M) ∈ MH
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By definition they are isomorpisms precisely for theM -reflexive modules [1]. Either
one of theM -dual functors map relexive modules to reflexive ones, so the restriction
of J and K to the M -reflexive modules provides an adjoint equivalence
(6.3) MM-refH ∼ (NM
M-ref
N )
op ,
that is to say, a duality between the reflexive modules themselves.
SinceM has monoid structures both in MH and NMN , the functor J is monoidal
and K is opmonoidal,
JX,X′ : JX ⊗
R
JX ′ → J(X ⊗
N
X ′) (ξ ⊗
R
ξ′) 7→ µˆ ◦ (ξ ⊗
N
ξ′)
J0 : R→ JN r 7→ {n 7→ ηˆ(n) ⊳ r}
}
∈ MH
KY,Y
′
: KY ⊗
N
KY ′ → K(Y ⊗
R
Y ′) (β ⊗
N
β′) 7→ µ ◦ (β ⊗
R
β′)
K0 : N → KR n 7→ {r 7→ n · η(r)}

 ∈ NMN
They are mates under the given adjunction K ⊣ J , that is to say,
KJX,JX
′
◦ (σX ⊗
N
σX′) = KJX,X′ ◦ σX⊗
N
X′(6.4)
K0 = KJ0 ◦ σN(6.5)
JKY,KY ′ ◦ (σY ⊗
R
σY ′) = JK
Y,Y ′ ◦ σY⊗
R
Y ′(6.6)
J0 = JK
0 ◦ σR(6.7)
These equations are simple consequences of the fact that the two monoid structures
on M come from the same k-algebra structure,
M ⊗M −−−−→ M ⊗
R
My yµ
M ⊗
N
M
µˆ
−−−−→ M
k −−−−→ Ry yη
N
ηˆ
−−−−→ M
We have, as in Theorem 5.2 (2), that K is normal iff the map N → MH is an
isomorphism and J is normal iff the map R→MN is an isomorphism.
In order to find monoidal subcategories inMH and NMN that become monoidally
dual under (6.3) we have to make further assumptions. Assume that the right
bialgebroid H is that of the horizontal Hopf algebroid of a distributive double
algebra A and assume that N ⊂ M is A-Galois. We know from Lemma 5.1 and
Theorem 5.2 that MfgpH is a full monoidal subcategory and the restriction of K to
this subcategory is strong opmonoidal. Therefore the restriction of K will provide
a monoidal equivalence iff all the fgp H-modules are M -reflexive. Since the class
of reflexive modules is closed under taking direct summands and finite direct sums,
this happens precisely when the regular object HH is M -reflexive.
σH : H → HomNe(HomH(H,M),M)
∼
→ End NMN
being just the canonical embedding to the endomorphism Hopf algebroid E we are
left with considering the case when H is E and acts canonically on M .
Theorem 6.1. Let E be the endomorphism Hopf algebroid associated to the bal-
anced depth 2 Frobenius extension N ⊂M . Then the functor
HomE( ,M) : M
fgp
E → NM
op
N
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provides a monoidal duality between the categories of all fgp E-modules and those
N -N -bimodules that are direct summands of finite direct sums of M ’s.
Proof. EE is M -reflexive by construction. Thus M
fgp
E is a full subcategory of the
category of reflexive modules and (6.3) restricts to a category equivalence F . Since
M
fgp
E is generated by direct sums and direct summands from EE , the same holds for
the N -N -bimodules in the image of F and for F (EE) ∼= M . The extension N ⊂M
is E-Galois therefore HomE( ,M) is strong monoidal on fgp modules. 
Depending on the applications the content of the theorem varies from trivialities
to nontrivial statements. For example, if k ⊂ K is a separable field extension -
including the case of classical Galois field extensions - then E = EndKk is the Hopf
algebroid version of the weak Hopf algebra constructed in [23] and its representation
category is trivial: The theorem reduces to the statement that the category of finite
dimensional k-vector spaces is selfdual.
If N is a strongly G-graded k-algebra for a finite group G and Ne ⊂ N has
centralizer k · 1 then choosing M = N#(kG)∗ we obtain that E is the group
algebra kG acting canonically on the smash product M .
If N is the observable algebra in rational quantum field theory and M is the
algebra of charge creating fields then NM is freely generated by finitely many fields
f iq ∈ M each of them implementing a localized endomorphism ρq of N , i.e., f
i
qn =
ρq(n)f
i
q, n ∈ N , i = 1, . . . , Iq. The Doplicher-Haag-Roberts category DHR(N) is
the full subcategory of EndN the objects of which are finite direct sums of ρq’s and
is a monoidal category by composition of endomorphisms. One has a contravariant
monoidal equivalence between DHR(N) and the category of N -N -bimodules that
are finite direct sums of the bimodules Nf iq. Hence Theorem 6.1 gives a monoidal
equivalence MfgpE ≃ DHR(N) and therefore the Hopf algebroid E can be interpreted
as the global gauge symmetry of the superselection sectors.
References
[1] F.W. Anderson, K.R. Fuller, Rings and Categories of Modules, 2nd ed., Springer-
Verlag New York, Inc., 1992
[2] G. Bo¨hm, Galois theory for Hopf algebroids, arXiv:math.RA/0409513
[3] G. Bo¨hm, K. Szlacha´nyi, Hopf algebroids with bijective antipodes: axioms, integrals
and duals, J. Algebra 274 (2004) 708-750
[4] G. Bo¨hm, K. Szlacha´nyi, Hopf Algebroid Symmetry of Abstract Frobenius Extensions
of Depth 2, Commun. Algebra 32 (2004) 4433-4464
[5] T. Brzezin´ski, The structure of corings, Algebra Represent. Theory 5 (2002) 389-410
[6] T. Brzezin´ski, G. Militaru, Bialgebroids, ×A-bialgebras and duality, J. Algebra 251
(2002) 279-294
[7] T. Brzezin´ski, R. Wisbauer, Corings and Comodules, London Math. Soc. LNS 309,
Cambridge Univ. Press 2003
[8] S. Caenepeel, E. de Groot, Galois theory for weak Hopf algebras,
arXiv:math.RA/0406186
[9] S. Caenepeel, D.-G. Wang, Y.-M. Yin, Yetter-Drinfeld modules over weak Hopf al-
gebras and the center construction, arXiv:math.QA/0409599
[10] M. Cohen, D. Fischman, S. Montgomery, Hopf Galois extensions, smash products,
and Morita equivalence, J. Algebra 133 (1990) 351-372
[11] Y. Doi, M. Takeuchi, Hopf-Galois extensions of algebras, the Miyashita-Ulbrich ac-
tion, and Azumaya algebras, J. Algebra 121 (1989) 488-516
FINITARY GALOIS EXTENSIONS OVER NONCOMMUTATIVE BASES 31
[12] C. Greither, B. Pareigis, Hopf Galois theory for separable field extensions, J. Algebra
106 (1987) 239-258
[13] L. Kadison, Normal Hopf subalgebras, depth two and Galois extensions,
arXiv:math.QA/0411129
[14] L. Kadison, K. Szlacha´nyi, Bialgebroid actions on depth two extensions and duality,
Advances in Mathematics 179 (2003) 75-121
[15] H. F. Kreimer, M. Takeuchi, Hopf algebras and Galois extensions of an algebra,
Indiana Univ. Math. J. 30 (1981) 675-692
[16] S. Mac Lane, Categories for the Working Mathematician, 2nd edition, GTM 5,
Springer-Verlag New-York Inc., 1998
[17] S. Montgomery, Hopf Algebras and Their Actions on Rings, CBMS Regional Conf.
Series in Math. Vol. 82, AMS, Providence, 1993
[18] D. Nikshych, L. Vainerman, A Galois correspondence for actions of quantum
groupoids on II1-factors, J. Func. Analysis 178 (2000) 113-142
[19] B. Pareigis, Forms of Hopf algebras and Galois theory, Topics in Algebra, Banach
Center Publications, Vol. 26, Part 1, pp 75-93 (1990)
[20] N. Saavedra Rivano, Cate´gories Tannakiennes, Lecture Notes in Mathematics 265,
Springer-Verlag Berlin-Heidelberg-New York 1972
[21] P. Schauenburg, Bialgebras over noncommutative rings, and a structure theorem for
Hopf bimodules, Applied Categorical Structures 6 (1998) 193-222
[22] P. Schauenburg, Duals and doubles of quantum groupoids in ”New trends in Hopf
algebra theory”, Contemporary Mathematics 267, p. 273, AMS 2000
[23] K. Szlacha´nyi, Galois actions by finite quantum groupoids in ”Locally Compact
Quantum Groups and Groupoids”, ed.: L. Vainerman (IRMA Lectures in Math-
ematics and Theoretical Physics 2) de Gruyter 2003
[24] K. Szlacha´nyi, The double algebraic view of finite quantum groupoids, Journal of
Algebra 280 (2004) 249-294
[25] K. Szlacha´nyi, Monoidal Morita equivalence, arXiv:math.QA/0410407
[26] K.-H. Ulbrich, Galois extensions as functors of comodules, Manucripta Math. 59
(1987) 391-397
Research Institute for Particle and Nuclear Physics, Budapest
E-mail address: balint@rmki.kfki.hu, szlach@rmki.kfki.hu
