This paper analyzes sequences generated by infeasible interior point methods. In convex and nonconvex settings, we prove that moving the primal feasibility at the same rate as complementarity will ensure that the Lagrange multiplier sequence will remain bounded, provided the limit point of the primal sequence has a Lagrange multiplier, without constraint qualification assumptions. We also show that maximal complementarity holds, which guarantees the algorithm finds a strictly complementary solution, if one exists. Alternatively, in the convex case, if the primal feasibility is reduced too fast and the set of Lagrange multipliers is unbounded, then the Lagrange multiplier sequence generated will be unbounded. Conversely, if the primal feasibility is reduced too slowly, the algorithm will find a minimally complementary solution. We also demonstrate that the dual variables of the interior point solver IPOPT become unnecessarily large on Netlib problems, and we attribute this to the solver reducing the constraint violation too quickly.
Introduction
We study sequences generated by interior point methods (IPMs) to generate Karush-Kuhn-Tucker (KKT) points of smooth nonlinear optimization problems of the form:
subject to a(x) + s = 0, (1b) s ≥ 0.
The central path generated by sequences of log barrier problems was introduced by [McLinden, 1980] for convex minimization subject to non-negativity constraints and generalized to linear inequalities by [Sonnevend, 1986] . In [Megiddo, 1989] , the path of primal-dual IPMs for linear programming was analyzed and it was showed that the sequence converges to a point satisfying strict complementarity. In [Güler and Ye, 1993] , this result was rigorously proved and generalized to a large class of path following IPMs for linear programming. Finding a strictly complementary solution is useful because it is needed to guarantee super-linear convergence of IPMs for quadratic programs [Ye and Anstreicher, 1993, Proposition 5.1] . Furthermore, for problems with non-convex constraints, finding a strictly complementary solution gives a way to efficiently verifying second-order conditions by computing the least eigenvalue of the Hessian of the Lagrangian function restricted to a subspace. However, in the nonlinear context, a strictly complementary
Summary of contributions
Many practical IPMs for linear programming reduce the primal, dual and complementarity at approximately the same rate [Ye et al., 1994 , Mehrotra, 1992 , Lustig et al., 1994 . In particular, consider an interior point method for minimizing f (x) := c T x, subject to a(x) + s = 0, s ≥ 0, where a(x) := Ax − b, that at iteration k, the step (d 
where Y k and S k are the diagonal matrices defined by y k and s k , respectively, µ k+1 := (1 − η k )µ k and η k ∈ (0, 1) is chosen, for example, using a predictor-corrector technique [Mehrotra, 1992] , see also [Nocedal and Wright, 2006, Algorithm 14.3] . If these algorithms converge to an optimal solution i.e. µ k → 0 then a sub-sequence of iterates satisfy x k → x * , s k → s * and:
where µ k > 0 is the barrier parameter, 0 < b ≤ c, 0 < ℓ ≤ u and d ≥ 0 are real constants independent of k. Equation (3b) ensures complementarity approximately holds, Equation (3c) guarantees that primal feasibility moves at the same rate as complementarity and Equation (3d) ensures that scaled dual feasibility is reduced fast enough.
For general non-linear optimization work by [Hinder, 2017] (in preparation) gives an IPM where conditions (3) holds for a subsequence of the iterates, if the primal variables are bounded and the algorithm does not return a certificate of local primal infeasibility. Now, assuming conditions (3); and that the problem is convex or under certain sufficient conditions for local optimality we show:
1. If there exists a Lagrange multiplier at the point x * , then the sequence of Lagrange multipliers approximations { y k } is bounded (see Theorem 1 and Theorem 2 for convex and non-convex case respectively).
2. If y k → y * , then among the set of Lagrange multipliers at the point x * , the point y * is maximally complementary (see Theorems 3 and 4).
Consider the case that (3c) does not hold, i.e., the primal feasibility is not being reduced at the same rate as complementarity. We argue that this is a bad idea, because if the functions f and a are convex then:
1. If we reduce the primal feasibility faster than the barrier parameter µ k and the set of dual multipliers at the point x * is unbounded, then y k → ∞ (see Theorem 5).
2. If we reduce the primal feasibility slower than the barrier parameter µ k and y k → y * , then y * is a minimally complementary Lagrange multiplier associated with x * (see Theorem 6).
The central claim of this paper is that many implemented interior point methods, especially for non-linear optimization, such as IPOPT [Wächter and Biegler, 2006] , suffer from the problems described above because they fail to control the rate which they reduce primal feasibility.
In our linear programming example, these methods solve systems of the form [Wächter and Biegler, 2006, Equation (9) ]:
Equation (4b) aims to reduce the constraint violation to zero at each iteration. We can contrast with Equation (2b) that aims to reduce the constraint violation by η k , the same amount that complementarity is reduced. Furthermore, in IPOPT and KNITRO [Byrd et al., 2006] , µ k is reduced only if the total KKT residual is less than µ k [Nocedal and Wright, 2006, Algorithm 19.1 ]. As we demonstrate in Section 4, a consequence of these implementation choices is that primal feasibility is usually reduced faster than complementarity. Therefore, as our theory suggests, these IPMs tend to generate Lagrange multipliers sequences that diverge towards infinity.
The solver IPOPT attempts to circumnavigate these issues by perturbing the original constraint a(x) ≤ 0 in order to artificially create an interior as follows:
for some δ > 0 (see Section 3.5. of [Wächter and Biegler, 2006] ). While this technically solves the issue as the theoretical assumptions of [Wächter and Biegler, 2005] are now met, it is not an elegant solution and causes undesirable behavior. Firstly, it reduces the accuracy that the constraints are satisfied. Furthermore, as we show in Section 4, this may cause the dual variable to spike before converging. The paper proceeds as follows. Section 1.2 gives a simple example illustrating the phenomena studied in this paper. Section 2 shows that reducing the primal feasibility at the same rate as complementarity will ensure the dual multiplier sequence remains bounded and satisfy maximal complementarity. Section 3 explains that reducing the constraint violation too quickly will cause the dual multipliers sequence to diverge towards infinity, while reducing it too fast will cause the dual multipliers sequence to be minimally complementary. Section 4 shows empirically how strategies, such as the one employed by IPOPT, that reduce the constraint violation too fast, can have issues with the dual multipliers spiking or the norm diverging towards infinity. Section 5 presents our final remarks.
A simple example
Consider the following simple linear programming problem:
Subject to
By adding a feasibility perturbation δ ≥ 0 and a log barrier term µ ≥ 0, we get:
The KKT system associated with this is:
Observe that the orignal problem (which corresponds to δ = µ = 0) has a unique optimal primal solution at x * := 1 and s * := (0, 0), with dual solutions y * 1 = y * 2 for any y * 2 ≥ 0. Therefore the set of dual variables is unbounded. However, for any δ, µ > 0, the solution to system (8) is:
From these equations we can see that if δ and µ move at the same rate, then both strict complementarity and boundedness of the dual variables will be achieved. But if δ reduces faster than µ, i.e., δ/µ → 0 + , then the dual variables sequence is unbounded. Alternatively, if δ moves slower than µ, i.e., δ/µ → ∞, then strict complementarity will not hold. Now, if δ > 0 is taken fixed at a small tolerance as in the IPOPT strategy (5), the dual sequence will initially grow very fast before stabilizing when the barrier parameter µ is sufficiently reduced. We confirm this hypothesis by solving the linear programming problem (6) with perturbations δ > 0 using IPOPT and we compare it with a well-behaved IPM [Hinder, 2017] that moves complementarity at the same rate as primal feasibility, that is, satisfies the bounds given in Equations (3a)-(3e). For this experiment we also turn off IPOPT's native perturbation strategy (5). In Figure 1 we plot the maximum dual variables at each iteration, given by the two methods for different perturbation sizes. One can see that while perturbing the linear program prevents the dual variables iterates of IPOPT increasing indefinitely -the dual variables still spike and the iteration count increases. For example, with δ = 10 −9 the maximum dual iterates of IPOPT peaks at 2 × 10 7 on iteration 20 before sharply dropping to 1 × 10 2 in the final iteration 21. This is contrasted with a well-behaved IPM [Hinder, 2017] (that reduces the complementary and primal feasibility at the same rate) where the dual variable sequence is indifferent to the perturbation size. Well behaved IPM Figure 1 : Comparison of the dual variable value (vertical axis) along iterations (horizontal axis) of constraint (7d) using IPOPT and a well-behaved IPM [Hinder, 2017] as the perturbation δ is changed.
A more thorough numerical experiment on the Netlib collection will be given in Section 4, but first we establish our general theory.
Boundedness and maximal complementarity
Let us consider the general optimization problem (1) where the objective function f : R n → R and the inequality constraints a : R n → R m are at least continuously differentiable functions. For (x, y) ∈ R n × R m with y ≥ 0, we define the Lagrangian function as:
while ∇ x L(x, y) will denote its gradient vector, where derivatives are taken with respect to x. For simplicitly, we talk about a solution x * of (1) meaning that (x, s) := (x * , −a(x * )) is a solution of (1). The Euclidean norm will be denoted by · , while the ℓ 1 -norm will be denoted by · 1 . When it is clear from the context, we omit a quantifier "∀k" when stating properties of every sufficiently large element of a sequence indexed by k = 1, 2, . . . .
In this section, we will show that when feasibility is reduced at the same rate of complementarity, the Lagrange multipliers sequence will be bounded and satisfies maximal complementarity. But first we establish some basic results on the optimality of solutions for convex problems.
The following lemma gives a sufficient sequential condition for global optimality in the convex case. It is a stronger version in our setting of [Jeyakumar et al., 2003, Corollary 3 .1], [Andreani et al., 2010, Theorem 4.2] , [Haeser and Schuverdt, 2011, Theorem 2.2] and [Giorgi et al., 2016, Theorem 3.2] . Our condition is in fact equivalent to the one from [Giorgi et al., 2016] , but with a redundant assumption omitted. Lemma 1. If f and a are convex functions and {(x k , y k )} ⊂ R n × R m are such that:
Then, x * is a solution of (1).
Proof. Given x with a(x) ≤ 0, we have
Hence,
Thus, for x = x * , we have lim sup a(
and the result follows.
The following lemma gives a sufficient condition for verifying the conditions of Lemma 1 under our slack variable formulation, which suits better our interior point framework.
Lemma 2. If f and a are convex functions and
The result follows from Lemma 1.
We note that even in the non-convex case, the existence of sequences satisfying the conditions of Lemmas 1 and 2 are also necessary at a local solution x * , without constraint qualifications. This follows from the necessary existence of sequences [Andreani et al., 2010, Theorem 3.3 ], by defining s k i := max{0, −a i (x k )} for all i and all k. See also [Haeser, 2016] .
Boundedness of the dual sequence
The boundedness of the dual sequence is an important numerical property, since otherwise, the algorithm is prone to numerical instabilities.
In Theorem 1 we consider problem involving convex functions where the algorithm is converging to a KKT point. We show if the primal feasibility, (scaled) dual feasibility and complementarity converge at the same rate then the dual sequence {y k } is bounded. We refer the reader to [Mizuno et al., 1995, Theorem 4 .] for a more general result when the functions f and a are linear. This result is extended in Theorem 2 to situations where the optimization problem may involve non-convex functions.
Note that we try to present as few assumptions as possible, in the sense that often assumptions are placed only on constraints that are active at the limit. However, in practice, since the active constraints are unknown, we advocate that an interior point method with good properties should be such that the conditions given in (3) are met. All theorems in this section apply under this set of assumptions. 
Then, x * is a solution of (1). If x * is a KKT point, then
where y * is any Lagrange multiplier associated with x * . In particular, {y k } is bounded.
Also,
Since
We can take k large enough such that ℓµ
Since ℓ > 0 and y k i → 0 for i : a i (x * ) < 0, we have µ k y k 1 → 0. Now we can use Lemma 2 to conclude that x * is a solution. On the other hand, let y * ∈ R m be a Lagrange multiplier associated with
, which, combining with the previous calculations yields
Since y k i → 0 for i : a i (x * ) < 0, the result follows.
We now present a non-convex version of Theorem 1. For this, we will assume that the limit point x * satisfies a sufficient optimality condition based on the star-convexity concept described below. This definition is a local version of the one from [Nesterov and Polyak, 2006] . Definition 1. Given a function q : R n → R, a point x * ∈ R n and a set S ⊆ R n . We say that q is star-convex around x * on S when
6. x * is a KKT point with Lagrange multiplier y * , 7. There exist θ ≥ 0 and a neighborhood B of
Then, {y k } is bounded.
Proof. From the definition of star-convexity ofL k , taking limit in α, we have:
Therefore,
We proceed to bound the right-hand side. Note that −θa(
By the calculation in the proof of Theorem 1, we have:
Note that min{−uµ
ℓ+u , while it is bounded by a constant times µ k otherwise. Hence, for some constant C ≥ 0, we have the following:
Thus, we can take k large enough such that f (x
Since ∇L * (x * ) = 0 andL * is star-convex, we haveL
It follows that the right hand side is bounded by a constant times µ k , therefore, dividing by µ k , {y k } is bounded.
in Theorem 2 together with the Assumption µ k y k 1 → 0, imply Assumption 6. under weak constraint qualifications [Andreani et al., 2012a , Andreani et al., 2012b , Andreani et al., 2016 , Andreani et al., 2017 . Also, Assumption 6. and the star-convexity ofL * in Assumption 7. imply that x * is a local solution.
Remark 2. Although we have decided by a clearer presentation, one could get the result under a weaker starconvexity assumption, namely, considering the functionL Note that functionsL k , in which we require star-convexity, are closely related to the sharp Lagrangian function [Rockafellar and Wets R., 1998 ], where we replace the ℓ 2 -norm of a(x) by a weighted ℓ 2 -norm squared.
Maximal complementarity
We now focus our attention on obtaining maximal complementarity of the dual sequence under a set of algorithmic assumptions more general than the ones described in (3).
We say that a Lagrange multiplier y * , associated with x * , is maximally complementary if it has the maximum number of non-zero components among all Lagrange multipliers associated with x * . Note that a maximally complementary multiplier always exists, since any convex combination of Lagrange multipliers is also a Lagrange multiplier. If a maximally complementary Lagrange multiplier y * has a component y * i = 0 with a i (x * ) = 0, then the i-th component of all Lagrange multipliers associated with x * are equal to zero. An interesting property of an algorithm that finds a maximally complementary Lagrange multiplier y * is that if it is not the case that some active constraint i : a i (x * ) = 0 has all its Lagrange multipliers equal to zero, that is, a strictly complementary Lagrange multiplier exists, then y * satisfies strict complementarity. There are benefits of algorithms with iterates that limit to a point satisfying strict complementarity. In particular, strict complementarity implies the critical cone is a subspace. One can therefore efficiently check if the second-order sufficient conditions hold by checking if the matrix ∇ 2 x L(x * , y * ) projected onto this subspace is positive definite. This allows us to confirm strict local optimality. Furthermore, when iterates converge to a point satisfying second-order sufficient conditions, strict complementarity and MagngasarianFromovitz, then the assumptions of [Vicente and Wright, 2002] hold and therefore the IPM they studied has super-linear convergence. This work supplements [Vicente and Wright, 2002 ] since they did not provide non-trivial conditions, aside from the convex case, when their algorithm would converge to a point satisfying strict complementarity.
In the next theorem we show that if the constraint violation is reduced quickly enough relative to complementarity, then the dual sequence will satisfy maximal complementarity. For this, we assume the problem is convex, or that the following "extended" Lagrangian function is locally star-convex:
In the last case, we also assume that {x k } converges to x * at least as fast as { µ k } converges to zero. Note that when the functions are non-convex but the sufficient second-order conditions hold at the point x * (see equation (17)), the Lagrangian L(x, y * ) may not be convex in a neighborhood of this point 1 . However, we as we show in Theorem 4 the second order sufficient conditions imply Assumption 6 of Theorem 3. Note that similar results are well-known when the functions are convex [Güler and Ye, 1993] , and therefore our main contribution is when the functions f and a are not convex.
2. y k ≥ 0 and s k ≥ 0 with y k → y * (y * is necessarily a Lagrange multiplier associated with x * ),
6. The functions f and a are convex functions, or
• there is a neighborhood S of x * and W of y * such that for all y ∈ W , the functionL(x, y) is star-convex around x * on S, and
• there is a constant C ≥ 0 such that
Then, y * is maximally complementary, i.e., y * i > 0 whenever there exists some Lagrange multiplierỹ associated with x * withỹ i > 0.
Proof. First, observe that for any Lagrange multiplierỹ associated with x * we have:
Observe that if we can show that a i (x k )(y k i −ỹ i ) is bounded by a constant times µ k , then the boundedness of the expression in (14) would imply that y k i can only converge to zero whenỹ i = 0 for all Lagrange multipliers, which gives the result. The remainder of the proof is dedicated to showing this and separately considers the two cases given in Assumption 6.
First, we consider the case that f and a are convex functions, then, since
Where the last inequality uses of convexity of L(x, y k ) with respect to x. Since
It remains to bound the right hand side of the previous expression. For i :
. This concludes the proof for when f and a are convex functions. Now, on the other hand, let us assume the remaing conditions in Assumption 6. We note first that we can take the Lagrange multiplierỹ sufficiently close to y * without loss of generality, since for any Lagrange multiplierŷ associated with x * , we can takeỹ of the formỹ := ηŷ + (1 − η)y * , η ∈ (0, 1), with the property that ifŷ i > 0 thenỹ i > 0. Now, similarly to (15), from the star-convexity ofL(x,ỹ) andL(x, y k ), we have
It remains to bound the right hand side of the previous expression by a constant times µ k . Note that
The result now follows from the bound
6. f and a are twice continuously differentiable and (x * , y * ) satisfies the sufficient second-order optimality condition (17).
Proof. Since the sufficient second-order optimality condition holds at (x * , y * ) with parameter λ > 0, then there exists some neighborhood B of (x * , y * ) such that for any (x, y) ∈ B we have:
Therefore, in particular, there is a sufficiently large θ ≥ 0 such that the functioñ
which is bounded by a non-negative constant times µ k . By Lemma 3 we have x k − x * ≤ C µ k for some constant C ≥ 0. Hence, the result follows by Theorem 3. Now that Theorem 3 and 4 are proved we discuss possible extensions. We note that when there are additional constraintã(x) i ≤ 0, i = 1, . . . ,m, which are known to have a sufficient interior (for instance, if they represent simple bounds on the variables), a common implementation choice is to maintain feasibility of these constraints at each iteration, instead of considering the slow reduction of feasibility suggested by (3c). Note that Assumption 4. of Theorem 3 is weaker than (3c) and includes the possibility of keeping a i (x k ) + s 
When things may fail
We now limit our results to the convex case, where we explore the possibility of (3c) not being satisfied, that is, the constraint violation is not reduced at the same rate as complementarity.
In the following theorem we show that controlling the constraint violation rate is essential for the boundedness of the dual sequence. In fact, we show that if the constraint violation reduces faster than the barrier parameter µ k , the dual sequence is unbounded, whenever the constraints are convex and the set of Lagrange multipliers is unbounded. We note that a similar result was already known when the functions f and a are linear [Mizuno et al., 1995, Theorem 4.] .
Theorem 5. Assume that a is convex and the feasible region has empty interior. Let
for all k and µ k → 0 be such that:
Then, {y k } is unbounded.
Proof. Note that there is no d ∈ R n , d = 0 with ∇a i (x * ) T d < 0 for all i : a i (x * ) = 0, otherwise, x * + td would be interior for t > 0 sufficiently small. By Farkas' Lemma, there is someŷ ∈ R m withŷ ≥ 0,ŷ = 0, a(x * ) Tŷ = 0 and
Take i such thatŷ i > 0 and we have
The next theorem shows that the dual sequence can have a poor quality in terms of maximal complementarity if constraint violation is not reduced fast enough. We prove that in this instance the dual sequence is minimally complementary.
Theorem 6. Let f and a be convex functions and
Letỹ ∈ R m be some Lagrange multiplier associated with x * such that for all i : a i (x * ) = 0 it holds
→ +∞, whenỹ i = 0 and,
In particular, ifỹ is minimially complementary, that is, it has a minimal number of non-zero elements, then y * is also minimally complementary.
Proof. Letỹ be a Lagrange multiplier associated with x * . We have
Note that if Assumption 4. in Theorem 6 is replaced by a similar one with a strict inequality, and Assumption 5. is replaced by ∇L(
, then we can drop the assumption that {y k } is convergent. It will then follow that {y k } is bounded, and any limit point y * will have the property stated in the theorem.
In the next section we will investigate the numerical behavior of the dual sequences generated by IPOPT in the Netlib collection. 
Numerical Experiments
The focus of this section is showing that on the Netlib test set -of real linear programming problems -interior point algorithms such as IPOPT, that aggressively reduce the primal feasibility, will have unnecessarily large dual iterates. As we discussed in the introduction, the convergence analysis of IPOPT and many other non-linear optimization solvers Biegler, 2005, Byrd et al., 2000] assume that the set of dual multipliers at the convergence point is bounded to guarantee that the dual multipliers do not diverge. One natural question is whether on a test set such as Netlib, these assumptions are valid. As documented in Table 1 in the appendix, we find that 64 of the 95 linear programs we tested lack a strict relative interior and therefore Mangasarian-Fromovitz constraint qualification fails to hold. See Appendix A for more details on how the experiments were performed.
The next natural question is to check if the violation of these assumptions translates into undesirable behavior on these instances. On this point, first consider Figure 2 where we plot the performance of IPOPT on the problem ADLITTLE from the Netlib collection. One can see, as our theory predicts, that when the primal feasibility is reduced faster than complementarity, the dual variables increase substantially. And when IPOPT's default perturbation strategy is used, while the final dual variable value is only 3 × 10 3 , the maximum dual variable value still spikes to 4 × 10 7 on iteration 20. This contrasts with the wellbehaved interior point solver [Hinder, 2017] that smoothly reduces the constraint violation, dual feasibility and complementarity; consequently, the maximum dual variable remains stable throughout the algorithm trajectory.
Next, we show that this phenomena occurs across the whole Netlib test set. We run these three IPMs on the Netlib problems with less than 10, 000 non-zeros and record the maximum dual variable value (across all the IPMs iterates). Of the 68 problems, 31 were solved successfully by IPOPT and all 31 of these were solved successfully by the well-behaved solver 2 . In Figure 3 we plot an empirical cumulative distribution over the maximum dual variable for each solver. In particular, for each solver it plots the function g : [0, 1] → R where g(θ) is the maximum dual variable value of the problem, for which, exactly a θ proportion of the problems have a smaller or equal maximum dual variable value along iterations. The plot illustrates that the maximum dual variable of IPOPT (either with or without the default perturbation) is unnecessarily large for about 40% of the problems. 
Final remarks A Experimental details
The linear programs in the Netlib collection come in the form min c T x s.t. Ax = b, u ≥ x ≥ l. We use IPOPT 3.12.4 with the linear solver MUMPS. For IPOPT we measure the primal feasibility by max{ Ax − b ∞ , l − x, x−u}, the dual feasibility by: c+A T λ−z L +z U ∞ using the same notation from [Wächter and Biegler, 2006] and the complementary by Z L (x − l); Z U (x − u) ∞ . Similarly, for the well-behaved interior point solver, we re-write the constraints as Ax + s 1 = b, Ax − s 2 = b, x + s 3 = l, x − s 4 = u. We measure the primal feasibility as max{ Ax + s 1 − b ∞ , Ax − s 2 − b ∞ }, where the dual variables y satisfy y ≥ 0 and s ≥ 0. The complementarity is given by (S 1 y 1 ; S 2 y 2 ; S 3 y 3 ; S 4 y 4 ) ∞ , where S 1 , S 2 , S 3 and S 4 are diagonal with entries from the slack variables s 1 , s 2 , s 3 and s 4 respectively. The dual feasibility is measured by c+A T (y 1 −y 2 )+(y 3 −y 4 ) ∞ . The termination criterion of IPOPT is set to a tolerance of 10 −6 and we use the default options, unless otherwise stated. The termination of the well-behaved IPM is set to: max 100 max{ y ∞ , 100} max{ ∇L(x, y) ∞ , Sy ∞ }, a(x) + s ∞ ≤ 10 −6 . Table 1 shows when there is a feasible solution according to Gurobi when the bound constraints are tightened by δ i.e. find a solution to the system Ax = b and u − δ ≥ x ≥ l + δ. We tried δ = 10 −4 , 10 −6 , 10
and obtained the same results with Gurobi's feasibility tolerance set to 10 −9 . We found 29 problems with a feasible solution and 64 without a feasible solution in the Netlib collection. We used Gurobi version 7.02. 
