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Abstract
The universe is governed by science.
But science tells us that we can’t solve the
equations, directly in the abstract.
— Stephen Hawking (1942)
In this thesis, we discuss and develop randomized algorithms for big data problems.
In particular, we study the finite-sum optimization with newly emerged variance-
reduction optimization methods (Chapter 2), explore the efficiency of second-order
information applied to both convex and non-convex finite-sum objectives (Chapter 3)
and employ the fast first-order method in power system problems (Chapter 4).
In Chapter 2, we propose two variance-reduced gradient algorithms – mS2GD and
SARAH. mS2GD incorporates a mini-batching scheme for improving the theoretical
complexity and practical performance of SVRG/S2GD, aiming to minimize a strongly
convex function represented as the sum of an average of a large number of smooth con-
vex functions and a simple non-smooth convex regularizer. While SARAH, short for
StochAstic Recursive grAdient algoritHm and using a stochastic recursive gradient,
targets at minimizing the average of a large number of smooth functions for both con-
vex and non-convex cases. Both methods fall into the category of variance-reduction
optimization, and obtain a total complexity of O ((n+κ) log(1/ε)) to achieve an
ε-accuracy solution for strongly convex objectives, while SARAH also maintains a
sub-linear convergence for non-convex problems. Meanwhile, SARAH has a practical
1
variant SARAH+ due to its linear convergence of the expected stochastic gradients in
inner loops.
In Chapter 3, we declare that randomized batches can be applied with second-
order information, as to improve upon convergence in both theory and practice, with a
framework of L-BFGS as a novel approach to finite-sum optimization problems. We
provide theoretical analyses for both convex and non-convex objectives. Meanwhile,
we propose LBFGS-F as a variant where Fisher information matrix is used instead of
Hessian information, and prove it applicable to a distributed environment within the
popular applications of least-square and cross-entropy losses.
In Chapter 4, we develop fast randomized algorithms for solving polynomial
optimization problems on the applications of alternating-current optimal power flows
(ACOPF) in power system field. The traditional research on power system problem
focuses on solvers using second-order method, while no randomized algorithms
have been developed. First, we propose a coordinate-descent algorithm as an online
solver, applied for solving time-varying optimization problems in power systems. We
bound the difference between the current approximate optimal cost generated by our
algorithm and the optimal cost for a relaxation using the most recent data from above
by a function of the properties of the instance and the rate of change to the instance
over time. Second, we focus on a steady-state problem in power systems, and study
means of switching from solving a convex relaxation to Newton method working on
a non-convex (augmented) Lagrangian of the problem.
2
CHAPTER 1
Introduction
A computer would deserve to be called
intelligent if it could deceive a human
into believing that it was human.
— Alan Turing (1912–1954)
The current generation has been going through the fastest development of machine
technologies ever since Alan Turing first proposed the concept of Turing machine,
which is considered the foundation for theories about computing and modern comput-
ers. Thanks to the great improvements in hardware, artificial intelligence and machine
learning have been mentioned and developed dramatically over the past few decades.
Usually, modeling and mathematical optimization are recognized as two of the most
important components in machine learning. Mathematical optimization, also known
as optimization, is key to improve speed of algorithms, and thus increases efficiency
for machine intelligence.
1.1 Mathematical Optimization
In mathematics, computer science and operations research, optimization is the se-
lection of a best decision from some set of available decisions under some criteria.
More specifically, an optimization problem is to maximize or minimize an real-valued
3
function by systematically selecting the “best available" values for some variables
given a well-defined domain commonly formalized as a set of constraints.
More explicitly, optimization problems, also known as mathematical program-
ming problems, have a compact mathematical representation [52] formalized as the
following minimization problem:
min{ f (w) : w ∈W ,g(w)≤ 0} (1.1)
whereW ⊆Rn is a subset in the domain of functions f and g. f is called the objective
function and w ∈W ,g(w)≤ 0 are called constraints. Note that even though g(w)≤ 0
is written as inequality, equality constraints are also implied from it, for example
g1(w) = 0 can be written as g1(w) ≤ 0,−g1(w) ≤ 0. The candidate values within
the constrains are called feasible solutions and the “best available values" from the
feasible set are called the optimal solutions or optimums.
For real applications, the optimal solution w∗ may not be able to achieve exactly,
thus in practice, a solution satisfying
P(wε)≤ P(w∗)+ ε,
subject to some constraints, for some ε ≥ 0 small enough, should suffice. In general,
wε can be obtained by starting with some initial guess x0 and performing an iterative
process (known as optimization algorithm), which advances the iterate (feasible
solution) by lowering function value in each iteration, hence our target for ε-accuracy
solution is to achieve the following for some sufficiently small ε and some iteration k,
P(wk)−P(w∗)≤ ε[C(w0,w∗)], (1.2)
where C(w0,w∗) is some function of w0 and w∗.
4
1.2 Big Data Optimization
The exposure of information and fast evolving of machine hardware give birth to the
era of big data. However, the amount of data has been above the processing capability
of machines by using traditional optimization methods. In the spirit of elevating
efficiency for utilizing large amount of data, there has been great enthusiasms in
exploiting algorithms for solving optimization problems with a large or even huge
number of data, as well as variables or features.
Across all fields of machine learning optimization problems, the problem of
minimizing a composite function has drawn extensive attention from the signal
processing society and machine learning community, and has been applied widely
to industry. Specifically, the applications which benefit from efficiently solving this
kind of problems include biometrics authentication [91] (face detection [152, 224],
fingerprint recognition [19, 118] etc.), fraud detection [87, 212], image processing
(compressed sensing [34, 60], image deblurring [13, 80]) and recommender systems
[1, 220]. This kind of problem is generally formulated as an optimization problem to
minimize a sum of two functions,
min
w∈Rd
{P(w) := F(w)+R(w)}, (1.3)
where R, usually known as a regularizer, is a convex, possibly nonsmooth function
and F may be nonconvex and can be written as the average of a large number of
functions fi, i.e.,
F(w) =
1
n
n
∑
i=1
fi(w), (1.4)
where in most applications, fi(w) := f (w;xi) is data-dependent.
This formulation is also known as the (regularized) empirical risk minimization
problem. In order to ensure existence of the optimum, the function P : Rd → R∪
{+∞} should be proper, i.e., P(w)>−∞ and dom(P) ̸=∅. Let us also denote the set
of indices as [n] def= {1,2, . . . ,n}. Problem of the form (1.3)+(1.4) covers a large range
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of popular machine learning problems, such as least absolute shrinkage and selection
operator problem (LASSO) [65, 81, 205], ridge regression [81, 88], logistic regression
[45, 81], conditional random fields [108], variational inference [51, 93, 213], multiple
kernel learning [10, 167, 168, 198] and group LASSO [9, 176, 218].
Remark 1 (Regularizers R). Regularizers are usually used for model selection in
statistics and machine learning problems, in particular to prevent overfitting by
penalizing parameters in the models. The most common used regularizers are ℓ1 and
ℓ2-regularizers defined by ℓ1 and ℓ2 norms, i.e., λ∥w∥1 and λ2 ∥w∥2, respectively 1,
where λ > 0 is a regularization parameter. Another common choice of regularizations
is a combination of ℓ1 and ℓ2, known as the elastic net [226].
ℓ2 regularization is also called “weight decay" especially in the neural networks’
setting; and ℓ1 regularization is preferable for many models since it enforces sparse
solutions and thus performs feature selection within learning algorithms. From the
perspective of optimization, ℓ1 is different in the fact that it is non-differentiable.
The structure of this problem suggests the prohibitiveness by using traditional
non-randomized algorithms due to the following big data properties.
1. Size of Data. Nowadays, it is general that a large of amount of data is being
collected, and within such large-scale information, one of the most challenging
problems is to utilize the data in an efficient way. It is almost prohibitive to use
all the information through hundreds of iterations due to large computational
costs.
2. Nature of Data. As in the case of real world, the data describing the problems
cannot be available immediately entirely, but come in pieces over time, which
is considered in the field of online learning. Then it is unreasonable to wait
for the entire data, and for the streaming data it even does not make sense to
mention the entire dataset [187]. Therefore, the full gradient descent algorithms
fail to cope with this issue.
1Without any specification, we would like to use "∥ · ∥" to denote ℓ2 norm "∥ · ∥2" throughout this
paper.
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Due to the great importance of the structured problem (1.3)+(1.4), a great number
of researchers [66, 67, 137, 155, 157, 181, 191, 219] have been spending much time
in solving the problem efficiently.
1.3 Polynomial Optimization Problems
One of the fundamental optimization problems is the polynomial optimization prob-
lem (POP). Polynomial optimization problem generally starts with a multivariate
polynomial function as the objective, subject to some polynomial equality and in-
equality constraints. Such problem formulation originates from the seminal work
of Hilbert in 1888 [86] (also known as Hilbert’s 17th Problem) where the relation
between nonnegative polynomials and sum of squares of polynomials was investi-
gated. Polynomial optimization has applications in a large range of areas, including
biomedical engineering, control theory, graph theory, investment science, material
science, numerical linear algebra, quantum mechanics, signal processing, speech
recognition, etc.
In order to describe the problem formally, let us introduce some notations and
definitions as follows. Denote the polynomial ring over the reals by R[x] and consider
the compact basic semi-algebraic set:
K := {x ∈ Rm : g j(x) ≥ 0, j = 1, . . . , p, (1.5)
hk(x) = 0, k = 1, . . . ,q}
for some g j ∈R[x], j = 1, . . . , p in x ∈Rm, hk ∈R[x], k = 1, . . . ,q. The corresponding
polynomial optimization problem is:
POP : f ∗ := min
x∈Rm
{ f (x) : x ∈K} (1.6)
where f ∈ R[x] is the objective function. We use f ∗ to denote the value of the
objective function f at the optimum of the POP (1.6); notice that there need not
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be a unique point at which f ∗ is attained. We use Pm to denote the space of all
possible descriptions of a POP (1.6) in dimension m, and T (x) to denote a measure of
infeasibility of Rm:
T (x) :=
p
∑
j=1
min{0,g j(x)}2+
q
∑
k=1
hk(x)2 (1.7)
in keeping with [138]. For additional background material on polynomial optimiza-
tion, we refer to [112].
In a departure from the tradition, we use the term Lagrangian loosely, to mean a
function L˜ :Rm˜ 7→R, m˜>m associated with a particular instance of a POP (1.6) inRm.
In the best-known example, one has m˜=m+ p+q and x˜ ∈Rm˜ is the concatenation of
the original variable x ∈ Rm and the so called Lagrangian coefficients λ ,κ associated
with the constraints:
L(x,λ ,κ) := f (x)+
p
∑
j=1
λ j min{0,g j(x)}+
q
∑
k=1
κk|hk(x)| (1.8)
The best-known version [17] of a Lagrangian relaxation is:
ρ0 := max
λ∈Rp,κ∈Rq
min
x∈Rm
L(x,λ ,κ). (1.9)
One often adds additional regularization terms to the Lagrangian [138], which may
improve the rate of convergence, but should not obscure the fact that ρ0 of the
Lagrangian relaxation may be far removed from f ∗. One may also remove the min
in (1.8) and add constraints on λ j to be non-negative in (1.9), but either way, it is
impossible to apply α-β theory directly.
Using the looser definition of the Lagrangian, we define the domain of monotonic-
ity of a POP (1.6) with respect to a particular Lagrangian:
Definition 1 (Monotonicity domain with respect to L˜). For any x˜ ∈Rm˜ and L˜ :Rm˜ 7→
R, consider a sequence x˜0 := x˜, x˜i+1 := NL˜(x˜i) for i > 0. The point x˜ is within the
domain of monotonicity with respect to L˜ if this sequence is well defined and there
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exists a point x˜′ ∈ Rm˜ such that L˜(x˜′) = 0 and
||x˜i− x˜′|| ≤ (1/2)2i−i||x˜0− x˜′||. (1.10)
Then, we call x˜′ the associated stationary point of x˜ and say that x˜ represents x˜′.
Notice that we use tilde to stress the variable parts, such as the Lagrangian L˜ and
its dimension m˜. Notice also that domains of monotonicity are known also as the
region of attraction, the basin of attraction, etc.
1.4 Basic Concepts and Assumptions
We would like to introduce some concepts, as well as different assumptions, for
problem (1.3)+(1.4) for different algorithms in detail. The concepts and useful
assumptions are summarized as follows. Some definitions in this section are basic
concepts in the literature of convex analysis, and have been summarized and analyzed
systematically by some researchers [18, 29, 158, 184].
1.4.1 Function Smoothness
In optimization, the function smoothness are defined by considering the Lipschitz
continuity of the function gradient. The following pair of assumptions are useful
across the machine learning and optimization community.
Assumption 1.A. The functions fi :Rd →R are continuously differentiable and have
Lipschitz continuous gradients with constants Li > 0. That is,
∥∇ fi(w)−∇ fi(u)∥ ≤ Li∥w−u∥, (1.11)
for all w,u ∈ Rd and i ∈ [n].
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In particular, if we assume that L = maxi∈[n]Li, then the following also holds true
for all w,u ∈ Rd and i ∈ [n],
∥∇F(w)−∇F(u)∥ ≤ L∥w−u∥.
Hence, the gradient of F is also Lipschitz continuous with the same constant L.
However, in some cases, we only need Lipschitz continuous gradient for the average
function F , which gives the following alternative but more general assumption.
Assumption 1.B. The functions F : Rd → R is continuously differentiable and has
Lipschitz continuous gradients with constants L> 0, i.e., for all w,u ∈ Rd
∥∇F(w)−∇F(u)∥ ≤ L∥w−u∥.
1.4.2 Convexity and Strong Convexity
An important and necessary concept we need throughout the paper is convexity of
a function. A continuously differentiable function f (w) is convex on Rd if for any
w,u ∈ Rd , we have
f (u)≥ f (w)+ ⟨∇ f (w),u−w⟩.
Assumption 2. Function R : Rd → R∪{+∞} (regularizer/proximal term) is proper,
convex and closed.
An important assumption to randomized methods for big data optimization is the
convexity of component functions,
Assumption 3.A. All functions fis are convex.
The above assumption also suggests the convexity of F . Nevertheless, sometimes
Assumption 3.A is too strict and not necessary, therefore, we take advantage of the
following less constrained condition for some problem formulations.
Assumption 3.B. The function F is convex.
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Following convexity, we have a stronger version of the concept named strong
convexity and let us describe it in terms of P as the following assumption for our
problem.
Assumption 4.A. P is strongly convex with parameter µ > 0. That is for all w,u ∈
dom(R) and ξ ∈ ∂P(w),
P(u)≥ P(w)+ ⟨ξ ,u−w⟩+ µ
2
∥u−w∥2, (1.12)
where ∂P(w) is the subdifferential of P at w.
Assumption 4.B. Each function fi : Rd → R, i ∈ [n], is strongly convex with µ > 0.
Under Assumption 4.A, let us define the (unique) optimal solution of P as w∗,
then the strong convexity of P implies that
2µ[P(w)−P(w∗)]≤ ∥∇P(w)∥2, ∀w ∈ Rd. (1.13)
We should also notice that Assumptions 4.A and 4.B both cover a wide range of
problems, e.g. l2-regularized empirical risk minimization problems with convex
losses.
Remark 2. In practice, when n is huge and it is not trivial to evaluate µ , many
researchers and engineers usually prefer to use µ = 1n as an approximation. In the
special case of using ℓ2-regularizer, i.e., R(w) = λ2 ∥w∥2; obviously, µ = µF + λ ,
where F is strongly convex with µF , and λ = 1n if considering F only convex.
Remark 3. There have been intensive interests and activities in solving problems
of the structure (1.3) in the past years. Usually algorithms can achieve a sub-linear
convergence without Assumption 4.A; however, the assumption of strong convexity
can benefit various algorithms to achieve linear convergence.
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1.4.3 Polyak-Łojasiewicz Inequality
Normally, strong convexity assumption is usually necessary for the first-order methods
to maintain a linear convergence. However, most recently, some interesting works
propose the linear convergence for non-strongly convex functions who satisfy some
relaxed conditions of the strongly convex assumption. They are weaker than strong
convexity, but these classes of functions cover numerous applications across the
optimization and machine learning community. One of the assumptions applied
to a class of non-convex objectives of the form (1.3) satisfies Polyak-Łojasiewicz
Inequality.
Assumption 5.A. [[98, 128, 173]] F is a differentiable function with an L-Lipschitz
continuous gradient and R is a simple but potentially non-smooth convex function.
There exists a σ > 0 such that P satisfies proximal Polyak-Łojasiewicz Inequality, i.e.,
1
2
DR(w,L)≥ σ(P(w)−P∗), (1.14)
where g is the indicator function as above (4.15) and DR(w,α) is defined as follows:
−2αmin
u
[
⟨∇F(w),u−w⟩+ α
2
||u−w||2+R(u)−R(w)
]
.
Based on the above assumption, we adapt the assumption to satify a local proximal
Polyak-Łojasiewicz Inequality as follows and employ it in Chapter 4 where we use a
mappingL instead of P.
Assumption 5.B. [Based on [98, 128, 173]] Given a local minimizer ξ ∗, and a fixed
µ ∈ [0, µ¯], there exists a positive r < ∞ and σL > 0 such that the map L satisfies
local proximal Polyak-Łojasiewicz Inequality, i.e., ∀ξ ∈ Ξ := Br(ξ ∗) the following
inequality holds:
1
2
Dg(ξ ,L)≥ σL (L (ξ ,µ)−L (ξ ∗,µ)), (1.15)
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where g is the indicator function as in (4.15) and Dg(ξ ,α) is defined as follows:
−2αmin
ξ ′
[
⟨∇L (ξ ,µ),ξ ′−ξ ⟩+ α
2
||ξ ′−ξ ||2+g(ξ ′)−g(ξ )
]
.
Usually such assumptions of weak strong convexity (e.g. Assumption 5.A) are
difficult to justify, but it is possible to show a linear rate of convergence of the
randomized algorithms for some special non-convex functions.
1.4.4 Special Structure of fis and Separability of R
Assumption 6. The functions fi arise as the composition of a univariate smooth
function φi and an inner product with a datapoint/example xi ∈ Rd: fi(w) = φ(xTi w)
for i = 1, . . . ,n.
Remark 4. Many functions of common practical interest satisfy this assumption,
including linear and logistic regression. Very often, especially for large scale datasets,
the data are extremely sparse, i.e. the vectors {xi} contains many zeros. Let us denote
the number of non-zero coordinates of xi by ωi = ∥xi∥0 ≤ d and the set of indexes
corresponding to non-zero coordinates by support(xi) = { j : x( j)i ̸= 0}, where x( j)i
denotes the jth coordinate of vector xi.
The popular problems within this kind include linear regression, logistic regression
and conditional random fields.
Assumption 7. The regularization function R is coordinate-separable.
This includes the most commonly used regularization functions as λ2 ∥w∥2 or
λ∥w∥1 or even λ1∥w∥1+ λ22 ∥w∥2, which are described in Remark 1. Assumption 7 is
important for proximal algorithms since low costs of some proximal operator mostly
suffice only when separability of R holds. Check Remark 5 for details about this.
The assumptions of the problem in this section can benefit the sparse data and will be
explained in Section 2.4.
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1.4.5 General Assumptions in Polynomial Optimization
Following the definitions in Section 1.3, let us present some standard and technical
assumptions for polynomial optimization problems.
Assumption 8. K is compact and 0≤ g j(x)≤ 1 on x∈K for all j= 1, . . . , p, possibly
after re-scaling. Moreover, the family of polynomials {g j,1− g j} generates the
algebra R[x].
Notice that if K is compact, one may always rescale variables xi and add redundant
constraints [94] such that Assumption ?? holds. Further, we assume:
Assumption 9. There exists a unique point x∗ ∈K, where f ∗ is attained.
1.4.6 Further Useful Technical Results
Lemma 1 (Theorem 2.1.5 in [158]). Suppose that f is convex and L-smooth. Then,
for any w, w′ ∈ Rd ,
f (w)≤ f (w′)+∇ f (w′)T (w−w′)+ L
2
∥w−w′∥2, (1.16)
f (w)≥ f (w′)+∇ f (w′)⊤(w−w′)+ 1
2L
∥∇ f (w)−∇ f (w′)∥2, (1.17)
(∇ f (w)−∇ f (w′))⊤(w−w′)≥ 1
L
∥∇ f (w)−∇ f (w′)∥2. (1.18)
Note that (1.16) does not require the convexity of f .
Lemma 2 (Theorem 2.1.11 in [158]). Suppose that f is µ-strongly convex and L-
smooth. Then, for any w, w′ ∈ Rd ,
(∇ f (w)−∇ f (w′))⊤(w−w′)≥ µL
µ+L
∥w−w′∥2+ 1
µ+L
∥∇ f (w)−∇ f (w′)∥2.
(1.19)
We remark that although we define general assumptions of both (strongly) convex
and non-convex objectives in this section, we group the assumptions specifically for
second-order methods in Chapter 3 as Assumptions 11 and 12.
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1.5 Gradient Descent Methods
In this section we first briefly motivate the mathematical setup of deterministic
gradient descent, also known as steepest descent across machine learning literature.
The intuition of the gradient descent is to move the iterate in a direction which the
function decreases fastest. In this section, we are only including algorithm schemes for
gradient descent method and its accelerated version. We refer to these algorithms as
deterministic methods since they do not use any randomization but instead make total
use of the full gradient information, i.e. ∇F = 1n ∑
n
i=1∇ fi. For detailed illustrations
and analyses about deterministic gradient methods, please refer to [13, 158, 159, 161].
Instead of the common gradient methods, we are introducing the proximal gradient
methods for problem of the structure (1.3)+(1.4) as follows, where R(w) = 0 recovers
the common case.
1.5.1 (Proximal) Gradient Descent Methods
The classical deterministic proximal gradient approach [13, 41, 171] to solving (1.3)
is to form a sequence {uk} via
uk+1 = arg min
w∈Rd
U(w;uk),
where U(w;uk)
def
= F(uk)+∇F(uk)T (w−uk)+ 12h∥w−uk∥2+R(w) is an approxima-
tion of P(w) at uk. Note that in view of Assumption 1.A, U(w;uk) is an upper bound
on P(w) whenever h> 0 is a learning rate parameter satisfying 1/h≥ L [158]. This
procedure can be compactly written using the proximal operator as follows:
uk+1 = proxhR(uk−h∇F(uk)),
where
proxhR(z)
def
= arg min
w∈Rd
{12∥w− z∥2+hR(w)}. (1.20)
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In particular, when R(x) = 0, it is the case of general gradient descent update:
uk+1 = uk−h∇F(uk).
The proximal gradient descent methods are also considered as the class of it-
erative shrinkage-thresholding algorithms (ISTA). The algorithms are illustrated in
Algorithms 1 [13].
Algorithm 1 ISTA Framework
1: Input: w0 ∈ Rd (starting point).
2: for k = 0,1,2, . . . do
3: Set the learning rate h.
4: Update iterate wk+1 ← proxhR(wk−h∇F(wk)).
5: end for
For a constant learning rate setting, h = 1L is usually applied in theory. However,
in practice, we may not have prior knowledge on Lis, thus we need to estimate L for
the purpose of choosing proper learning rates. As a result, a backtracking technique,
as appearing in Algorithm 2, is applied.
Algorithm 2 Backtracking for Gradient MethodsH (wk,h0,η)
1: Set h= h0 > 0 (initial guess for learning rate), 0< η < 1 (decreasing momentum).
2: Compute z← proxhR(wk−h∇F(wk)).
3: while P(z)>U(z;wk) do
4: Set h← ηh.
5: Set z← proxhR(wk−h∇F(wk)).
6: end while
return h
Remark 5. The proximal operator is usually considered a low cost update in the
algorithm and has a closed form solution for some popular choices of function R. For
example,
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1. if R(w) = λ2 ∥w∥2, then proxhR(z) = 11+λhz;
2. if R(w) = λ∥w∥1, then the update can be written coordinate-wise,
proxhR(z)i = proxλh∥·∥1(z)i =

zi−λh, zi > λh,
0, |zi| ≤ λh,
zi+λh, zi <−λh,
(1.21)
which is commonly known as the shrinkage/soft-thresholding operator across
image processing [13, 59].
Usually proximal operators come with low cost under Assumption 7. The above
choices of R satisfy Assumption 7 and are the ones we are going to use in our
numerical experiments; however, besides them, there are other choices for R with
efficient implementations. Refer to [62, 214] for details on efficient implementations
for different coordinate-separable and group-separable regularizers.
It is claimed that the algorithms maintain the following convergence results.
Theorem 1.5.1 (Theorem 3.1 in [13]). Under Assumptions 1.A, 2 and 3.B, let {wk}
be the sequence generated by Algorithm 1 with either h = 1L or h =H (wk,h0,η)
defined in Algorithm 2, then for k ≥ 1,
P(wk)−P(w∗)≤ αL∥w0−w∗∥
2
2k
, (1.22)
where α = 1 for constant learning rate setting and α = 1/η for the backtracking
learning rate setting.
Hence, the number of iterations to achieve ε-accuracy solution indicated by
(1.2) is O(1/ε); since each iteration takes n component gradient evaluations, the
complexity measured by units of work is O(n/ε) 2.
2Since we are focusing on gradient based methods in this paper, the main costs in the algorithms
throughout the paper are evaluations of the gradients. Thus we evaluate the algorithm complexity by
considering the number of component gradient evaluations, i.e., one evaluation for fis. We refer to a
single component gradient evaluation as one unit of work.
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For strongly convex P, let us define the condition number of the data as κ = L/µ ,
then we have the following conclusion from Appendix B in [215].
Theorem 1.5.2 (Appendix B in [215]). Under Assumptions 1.A, 2, 3.B and 4.A, let
{wk} be the sequence generated by Algorithm 1 with h = 1L , then for k ≥ 1,
P(wk)−P(w∗)≤ L+µR2
(
L−µF
L+µR
)k
∥w0−w∗∥2. (1.23)
Furthermore, the complexity in terms of units of work is
O (nκ log(1/ε)) .
1.5.2 Accelerated Gradient Methods
An accelerated version of ISTA is proposed as the Fast Iterative Shrinkage-Thresholding
Algorithm (FISTA) [13], and the framework appears in Algorithm 3.
Algorithm 3 FISTA Framework
1: Input: w0 ∈ Rd (starting point).
2: Set u1 ← w0 ∈ Rd, t1 ← 1;
3: for k = 0,1,2, . . . do
4: Set the learning rate h.
5: Update wk ← proxhR(uk−h∇F(uk)).
6: Update tk+1 ← 1+
√
1+4t2k
2 .
7: Update uk+1 ← wk +
(
tk−1
tk+1
)
(wk−wk−1).
8: end for
The following is the convergence results for FISTA.
Theorem 1.5.3 (Theorem 4.4 in [13]). Under Assumptions 1.A, 2 and 3.B, let {wk}
be the sequence generated by Algorithm 3 with either h = 1L or h =H (wk,h0,η)
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defined in Algorithm 2, then for k ≥ 1,
P(wk)−P(w∗)≤ 2αL∥w0−w∗∥
2
(k+1)2
, (1.24)
where α = 1 for constant learning rate setting and α = 1/η for the backtracking
learning rate setting.
Similarly as ISTA, the number of iterations for FISTA to achieve an ε-accuracy
solution indicated by (1.2) is O(
√
1/ε), and the complexity measured by units
of work is O(n
√
1/ε). Under strong convexity (Assumption 4.A), it can also be
accelerated to
O
(
n
√
κ log(1/ε)
)
.
However, deterministic methods are impractical in large-scale setting when n is
huge, as it is prohibitive to process all n functions in each iteration. In the spirit
of reducing per-iteration costs, numerous randomized methods have been proposed,
which will be introduced in the next chapter.
1.6 Stochastic Gradient Descent
For problems of the form (1.3)+(1.4), when n is large and when a solution of low
to medium accuracy is sufficient, deterministic gradient methods usually do not
perform as well as classical stochastic methods3. Stochastic gradient descent (SGD),
dating back to the 1951 seminal work of Robbins and Monro [182], is considered
the prototype method in this category. SGD selects an index i ∈ [n] uniformly at
random, and then updates the variable w using ∇ fi(w) — a stochastic estimate of
∇F(w). Note that the computation of ∇ fi is n times cheaper than the computation of
the full gradient ∇F . For problems where n is very large, the per-iteration savings
can be extremely large, spanning several orders of magnitude.
3These methods are randomized algorithms; however, the term “stochastic” (somewhat incorrectly)
appears in their names for historical reasons, and quite possibly due to their aspiration to improve upon
stochastic gradient descent (SGD).
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These savings do not come for free, however. The stochastic estimate of the
gradient embodied by ∇ fi has a non-vanishing variance. To see this, notice that
even when started from an optimal solution x∗, there is no reason for ∇ fi(x∗) to be
zero, which means that SGD drives away from the optimal point. Traditionally, there
have been two ways of dealing with this issue. The first one consists in choosing
a decreasing sequence of learning rate [22, 102, 189]. However, this means that a
much larger number of iterations is needed. A second approach is to use a subset
(“minibatch”) of indexes i [44, 56, 120, 189, 202], as opposed to a single index, in
order to form a better stochastic estimate of the gradient. However, this results in
a method which performs more work per iteration. In summary, while traditional
approaches manage to decrease the variance in the stochastic estimate, this comes at
a cost.
Before going deeper, let us take a brief look at the classical SGD algorithm with
R = 0. The update would be of the form
w j+1 ← w j−h∇ fi(w j). (1.25)
However, in a large-scale setting of the form (1.3)+(1.4), where R ̸= 0, it is more
efficient to consider the stochastic proximal gradient approach, in which the proximal
operator (1.20) is applied to a stochastic gradient step:
ut+1 = proxhR(ut −hGt), (1.26)
where Gt is a stochastic estimate of the gradient ∇F(ut).
SGD have been popular across a wide range of fields due to its fast convergence
[23, 24, 26, 27, 51, 69, 78, 85, 89, 99, 189, 217]. For the theory of convergence for
SGD, we direct the readers to [22, 102, 183, 189].
In the following chapters, we are going to explore series of prevalent algorithms
which provide superior problem-solving speed compared to SGD.
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CHAPTER 2
Variance-Reduced Stochastic Optimization
If we knew what it was we were doing,
it would not be called research, would it?
— Albert Einstein (1879–1955)
In this chapter, we introduce and discuss different frameworks for variance-
reduced stochastic optimization.
2.1 Literature Review and Related Works
The state-of-the-art stochastic gradient descent (SGD) suffers from the non-vanishing
variance of the stochastic gradient, resulting in low-to-medium accuracy solutions.
Therefore in practice, SGD is often slow and its performance is too sensitive to the vari-
ance in the sample gradients ∇ fi(wt). Normally, two remedies can be used to address
this issue – mini-batches (averaging multiple sample gradients∇ fi(wt)) [44, 188, 202]
and diminishing learning rates [25, 189]. However, the practical convergence of SGD
is known to be very sensitive to the choice of diminishing sequence for the learning
rates, which needs to be hand-picked.
It has transpired that neither decreasing learning rates nor mini-batching are
necessary to resolve the non-vanishing variance issue inherent in the vanilla SGD
methods. In recent years, there emerges a class of more sophisticated algorithms,
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classified as variance-reduction optimization, aiming to reduce the variance of the
stochastic steps and providing a solution with higher precision. Typical examples
of these methods are SAG/SAGA [54, 114, 186], MISO/FINITO [55, 136], SDCA
[191, 192], SVRG/mS2GD [92, 104], SARAH [162, 163]. These modern stochastic
methods are able to dramatically improve upon SGD in various way without any
unwelcome side effects. This development led to a revolution in the area of first
order methods for solving problem (1.3)+(1.4). Both the theoretical complexity and
practical efficiency of these modern methods vastly outperform prior gradient-type
methods.
Stongly Convex Case In optimization, we usually targets to bound the number
of iterations t with the ε-accurate solution wt , which is sufficient to guarantee that
[P(wt)−P(w∗)]≤ ε for strongly convex functions. In order to achieve ε-accuracy in
expectation, that is,
E[P(wt)−P(w∗)]≤ ε, (2.1)
modern stochastic methods such as SAG, SDCA, SVRG and SARAH require only
O((n+κ) log(1/ε)) (2.2)
units of work, where κ is a condition number associated with F , and one unit of work
corresponds to the computation of the gradient of fi for a random index i, followed
by a call to a prox-mapping involving R 1. More specifically, κ = L/µ , where L is a
uniform bound on the Lipschitz constants of the gradients of functions fi and µ is
the strong convexity constant of P. These quantities have been defined precisely in
Section 1.4.
Considering the full gradient methods and comparing them with the complexity
bound (2.2), the proximal gradient descent (e.g., ISTA) requires O(nκ log(1/ε))
units of work, and FISTA (an accelerated version of ISTA) requires O(n
√
κ log(1/ε))
1This complexity estimate is in terms of the number of calls to the incremental first order oracle
(IFO) defined in [2], in other words computations of ( fi(w),∇ fi(w)) for some i ∈ [n].
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units of work2. Note that while all these methods enjoy linear convergence rate, the
modern stochastic methods can be many orders of magnitude faster than classical
deterministic methods. Indeed, one can have
n+κ ≪ n√κ ≤ nκ.
Based on the above, we are able to observe that these modern methods always
outperform (proximal) gradient descent (n+κ ≪ nκ), and is also superior to FISTA
as long as κ ≤ O(n2). In machine learning, for instance, due to µ ≈ 1n(Remark 2),
one usually has κ = L/µ ≈ n, in which case the improvement is by a factor of √n
when compared to FISTA, and by a factor of n over ISTA. For applications where n is
massive, these improvements are indeed dramatic.
Non-convex Case Non-convex problems of the form (1.3)+(1.4) are now widely
used due to the rising interests in various deep learning models, most optimization
methods are designed and analyzed to tackle convex problems, while limited research
has been proposed for the non-convex optimization [5, 6, 179]; in particular, [6, 179]
introduce nonconvex SVRG, and Natasha [5] is a new algorithm but a variant of
SVRG for nonconvex optimization.
Similar as the strongly convex cases, the iteration complexity analysis targets
to bound the number of iterations t, but differently, instead of using sub-optimality
in function values, we consider the the first-order optimality for the ε-accurate
solution, i.e., ∥∇P(wt)∥2 ≤ ε . However, it is common practice for stochastic gradient
algorithms to obtain the bound on the number of units of work after which the
algorithm can be terminated with the guaranteed the bound on the expectation, as
follows,
E[∥∇P(wt)∥2]≤ ε. (2.3)
2However, it should be remarked that the condition number κ in these methods is slightly different
from that appearing in the bound (2.2) but are on similar scale.
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The convex case is usually categorized into non-convex case. Even though
theoretical results of convex case for some methods may be slightly better than non-
convex case, we choose to omit the discussion regarding general convex cases. We
now summarize the complexity results of existing primal methods for both strongly
convex and non-convex functions in Table 2.1.
Table 2.1 Comparisons between different algorithms.
Method
Strongly Convex
Complexity
Non-convex
Complexity
Prox.
Set.
Mini-
Batch
GD O
(
nκ log
(1
ε
))
O
(nL
ε
)
" –
SGD O
(1
ε
)
O
(
Lσ2
ε2
)
" "
SVRG/mS2GD O
(
(n+κ) log
(1
ε
))
O
(
n+ n
2/3L
νε
)
" "
SAG/SAGA O
(
(n+κ) log
(1
ε
))
O
(
n+ n
2/3L
νε
)
" ?
SARAH O
(
(n+κ) log
(1
ε
))
O
(
n+ L
2
ε2
)
? "
Let us discuss the results in Table 2.1. For strongly convex functions, the com-
plexity bounds for SVRG, mS2GD, SAG/SAGA, SARA are on a par with each other,
while they all beat GD. The analysis of non-convex SGD in [73] in performed under
the assumption that ∥∇ fi(·)∥ ≤ σ , for all i ∈ [n], for some fixed constant σ . This
limits the applicability of the convergence results for SGD and adds dependence
on σ which can be large. In contrast, convergence rate of SVRG only requires L-
Lipschitz continuity of the gradient as does the analysis of SARAH. The analysis
of SVRG/mS2GD/SAG/SAGA resembles each other and we refer readers to the
reference [179] for further details. Convergence of non-convex SVRG is worse than
SARAH when n≥ O(ε−3/2) which is the common case in large-scale optimization.
Moreover, the bound for non-convex SVRG includes an unknown universal constant
ν , whose magnitude is not clear and can be quite small. Theories of proximal setting
for SARAH and mini-batching for SAG/SAGA remain unknown while they work
effectively in practice. We remark here that the storage cost of SAG/SAGA is tremen-
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dous with a space of O(nd) where d is the dimension of the features (w ∈ Rd), while
all other methods only requires O(d).
For more information about modern dual and primal methods, we also refer the
reader to the literature on randomized coordinate descent methods [42, 66, 67, 90,
131, 137, 153, 155, 177, 178, 223] and stochastic gradient methods [54, 92, 103, 106,
114, 165, 185, 215], respectively. As for the modern dual methods, [42, 66, 67, 137,
153, 155] introduces parallel, distributed, block coordinate descent methods, [177,
178, 223] focuses on importance sampling for dual methods and [90, 131] proposes
communication-efficient frameworks for coordinate descent methods. Details of
mS2GD and SARAH will be provided in the following sections.
2.2 Mini-Batch Semi-Stochastic Gradient Descent in
the Proximal Setting (mS2GD)
In the spirit of reducing the variance of stochastic gradient estimate to improve upon
convergence in SGD, a number of researchers have been studying variance-reduction
optimization algorithms, and one of the most renowned is the stochastic variance-
reduced gradient method (SVRG). The original SVRG framework by Johnson and
Zhang [92] only applies to the smooth case where we require that R = 0. In con-
tinuation, a proximal version for non-smooth case of SVRG with another option is
also proposed in [215]. In our works, we propose a mini-batch SVRG variant —
mini-batch semi-stochastic gradient descent (mS2GD), with non-uniform sampling
for inner loop sizes, as well as acceleration provided by sparse data implementation.
Inspired by [92], Konecˇný and Richtárik [106] proposed a doubly stochastic
gradient descent method named as semi-stochastic gradient descent method (S2GD),
where not only the stochastic estimate of gradient exists but also the setting of outer
iterate is random. [103, 105] extends S2GD to the mini-batch and proximal settings,
which accelerates the algorithm by mini-batch scheme and makes S2GD applicable
to non-smooth cases where R ̸= 0.
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2.2.1 Main Algorithm
Algorithm 4 mS2GD
1: Input: m (max # of stochastic steps per epoch), h > 0 (stepsize), w0 ∈ Rd
(starting point), mini-batch size b ∈ [n].
2: for k = 0,1,2, . . . do
3: Compute and store gk ← ∇F(wk) = 1n ∑i∇ fi(wk).
4: Initialize the inner loop: uk,0 ← wk.
5: Choose tk ∈ {1,2, . . . ,m} uniformly at random.
6: for t = 0 to tk−1 do
7: Choose mini-batch Akt ⊆ [n] of size b, uniformly at random.
8: Compute a stochastic estimate of ∇F(uk,t):
Gk,t ← gk + 1b ∑i∈Akt
(∇ fi(uk,t)−∇ fi(wk)). (2.4)
9: uk,t+1 ← proxhR(uk,t −hGk,t).
10: end for
11: Set wk+1 ← uk,tk .
12: end for
The detailed framework of the algorithm, proposed as mS2GD3, is illustrated as
follows.
The algorithm includes an outer loop, indexed by epoch counter k, and an inner
loop, indexed by t. Each epoch starts by evaluating gk – the (full) gradient of F at wk,
immediately followed by the inner loop. The inner loop is run for tk iterations, where
tk is chosen uniformly at random from {1, . . . ,m} (corresponding to Steps 6–10).
In each inner iteration, the new iterate proceeds with the proximal update (1.26),
however, with the stochastic estimate of the gradient Gk,t in (2.4), which is formed
3Instead of using non-uniform distribution Q for generating the inner loop sizes, we replace the Q
by uniform distribution for easier understanding. For the non-uniform version, we refer the readers to
the technical report [103] for details.
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by using a mini-batch of examples Akt ⊆ [n] of size |Akt | = b. Each inner iteration
requires 2b units of work4. After the inner loop, we terminates each epoch by setting
the outer iterate wk+1 to be the inner iterate uk,tk .
2.2.2 Theoretical Analyses
In the following parts, we establish our theoretical convergence under the general
strongly convex conditions, namely, Assumptions 1.A, 2 and 4.A in Section 1.4.
Lemma 2.2.1 (Lemma 3.6 in [215]). Let R be a closed convex function on Rd and
w,u ∈ dom(R), then ∥proxR(w)−proxR(u)∥ ≤ ∥w−u∥.
Note that contractiveness of the proximal operator is a standard result in optimiza-
tion literature [150, 184]. The following lemma is crucial in the analyzes of most
mini-batching stochastic algorithms.
Lemma 2.2.2 (Lemma 4 in [104]). Let {ξi}ni=1 be vectors in Rd and ξ¯
def
= 1n ∑
n
i=1 ξi ∈
Rd . Let Sˆ be a random subset of [n] of size τ , chosen uniformly at random from all
subsets of this cardinality. Taking expectation with respect to Sˆ, we have
E
[∥∥1
τ ∑i∈Sˆ ξi− ξ¯
∥∥2]≤ 1nτ n−τ(n−1)∑ni=1 ∥ξi∥2 . (2.5)
Proof. As in the statement of the lemma, by "E[·]" we denote expectation with respect
to the random set Sˆ. First, note that
η def= E
[∥∥1
τ ∑i∈Sˆ ξi− ξ¯
∥∥2]= E[ 1τ2 ∥∥∑i∈Sˆ ξi∥∥2]−∥ξ¯∥2 = 1τ2 E[∑i∈Sˆ∑ j∈Sˆ ξ Ti ξ j]−∥ξ¯∥2.
If we let C def= ∥ξ¯∥2 = 1n2
(
∑i, j ξ Ti ξ j
)
, we can thus write
η = 1τ2
(
τ(τ−1)
n(n−1) ∑i̸= j ξ
T
i ξ j +
τ
n ∑
n
i=1 ξ Ti ξi
)
−C
= 1τ2
(
τ(τ−1)
n(n−1) ∑i, j ξ
T
i ξ j +
(
τ
n − τ(τ−1)n(n−1)
)
∑ni=1 ξ Ti ξi
)
−C
4It is possible to finish each iteration with only b evaluations for component gradients, namely
{∇ fi(yk,t)}i∈Akt , at the cost of having to store {∇ fi(xk)}i∈[n], which is exactly the way that SAG [114]
works. This speeds up the algorithm; nevertheless, it is impractical for big n.
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= 1nτ
[
−
(
− (τ−1)(n−1) + τn
)
∑i, j ξ Ti ξ j +
n−τ
n−1 ∑
n
i=1 ξ Ti ξi
]
= 1nτ
n−τ
(n−1)
[
∑ni=1 ξ Ti ξi− 1n ∑i, j ξ Ti ξ j
]≤ 1nτ n−τ(n−1)∑ni=1 ∥ξi∥2 ,
where in the last step we have used the bound 1n ∑i, j ξ
T
i ξ j = n
∥∥∑ni=1 1nξi∥∥2 ≥ 0.
Theoretical analyses for mS2GD are well organized and established in [103, 104]
with complete proofs. The result of convergence is summarized as the theorem
shown as follows. Following from the proof of Corollary 3.5 in [215], by applying
Lemma 2.2.2 with ξi := ∇ fi(yk,t)−∇ fi(wk), we have the bound for variance as
follows.
Theorem 2.2.1 (Theorem 4 in [104]). [Bounding Variance] Let α(b) def= n−bb(n−1) .
Considering the definition of Gk,t in Algorithm 4, conditioned on yk,t , we have
E[Gk,t ] = ∇F(yk,t) and the variance satisfies,
E
[∥Gk,t −∇F(uk,t)∥2]≤ 4Lα(b)[P(uk,t)−P(w∗)+P(wk)−P(w∗)]. (2.6)
Theorem 2.2.1 is considered one of the most important result in the theory of
variance-reduction optimization. The result clearly exhibits the decreasing of the
variance of the stochastic gradient when the iterate is moving towards the optimal
solution (uk,t → w∗,wk → w∗). In contrast to the case without mini-batches, the
mini-batching of size b shrinks the bound even more by a fraction of less than 1/b
since α(b)< 1/b for all b> 1.
With the help of the above statements, we are now ready to demonstrate our linear
convergence for mS2GD as follows.
Theorem 2.2.2 (Theorem 1 in [104]). Let Assumptions 1.A, 2, 3.B and 4.A be satisfied
and choose a mini-batch size b ∈ [n]. By selecting a learning rate to satisfy that
0< h< 1/L, 4hLα(b)< 1 and letting m sufficiently large such that
ρ =
1
µmh(1−4Lhα(b)) +
4Lhα(b)(m+1)
m(1−4Lhα(b)) < 1, (2.7)
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where α(b) def= n−bb(n−1) , mS2GD in Algorithm 4 has linear convergence in expectation
with rate ρ:
E[P(wk)−P(w∗)]≤ ρk[P(w0)−P(w∗)]]. (2.8)
Proof. The proof is following the steps in [215]. For convenience, let us define the
stochastic gradient mapping
dk,t =
1
h
(yk,t − yk,t+1) = 1h(yk,t −proxhR(yk,t −hGk,t)),
then the iterate update can be written as yk,t+1 = yk,t − hdk,t . Let us estimate the
change of ∥yk,t+1−w∗∥. It holds that
∥yk,t+1−w∗∥2 = ∥yk,t −hdk,t −w∗∥2 = ∥yk,t −w∗∥2−2hdTk,t(yk,t−1−w∗)+h2∥dk,t∥2.
(2.9)
Applying Lemma 3.7 in [215] (this is why we need to assume that h≤ 1/L) with
w = yk,t , v = Gk,t , w+ = yk,t+1, g = dk,t , u = w∗ and ∆= ∆k,t = Gk,t −∇F(yk,t), we
get
−dTk,t(yk,t −w∗)+
h
2
∥dk,t∥2 ≤ P(w∗)−P(yk,t+1)− µF2 ∥yk,t −w∗∥
2
− µR
2
∥yk,t+1−w∗∥2−∆Tk,t(yk,t+1−w∗), (2.10)
and therefore,
∥yk,t+1−w∗∥2
(2.9),(2.10)
≤ 2h(P(w∗)−P(yk,t+1)−∆Tk,t(yk,t+1−w∗))+∥yk,t −w∗∥2
= ∥yk,t −w∗∥2−2h∆Tk,t(yk,t+1−w∗)−2h[P(yk,t+1)−P(w∗)]. (2.11)
In order to bound −∆Tk,t(yk,t+1−w∗), let us define the proximal full gradient
update as5 y¯k,t+1 = proxhR(yk,t −h∇F(yk,t)). We get
5Note that this quantity is never computed during the algorithm. We can use it in the analysis
nevertheless.
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−∆Tk,t(yk,t+1−w∗) =−∆Tk,t(yk,t+1− y¯k,t+1)−∆Tk,t(y¯k,t+1−w∗)
=−∆Tk,t(y¯k,t+1−w∗)
−∆Tk,t [proxhR(yk,t −hGk,t)−proxhR(yk,t−1−h∇F(yk,t−1))].
Using Cauchy-Schwarz and Lemma 2.2.1, we conclude that
−∆Tk,t(yk,t+1−w∗)≤ ∥∆k,t∥∥(yk,t −hGk,t)− (yk,t −h∇F(yk,t))∥−∆Tk,t(y¯k,t+1−w∗)
= h∥∆k,t∥2−∆Tk,t(y¯k,t+1−w∗). (2.12)
Further, we obtain
∥yk,t+1−w∗∥2
(2.12),(2.11)
≤ ∥∥yk,t −w∗∥∥2
+2h
(
h∥∆k,t∥2−∆Tk,t(y¯k,t+1−w∗)− [P(yk,t+1)−P(w∗)]
)
.
By taking expectation, conditioned on yk,t6, we obtain
E[∥yk,t+1−w∗∥2]
(2.12),(2.11)
≤ ∥∥yk,t −w∗∥∥2
+2h
(
hE[∥∆k,t∥2]−E[P(yk,t+1)−P(w∗)]
)
, (2.13)
where we have used that E[∆k,t ] =E[Gk,t ]−∇F(yk,t) = 0 and hence E[−∆Tk,t(y¯k,t+1−
w∗)] = 07.
Now, if we substitute (2.6) into (2.13) and decrease index t by 1, we obtain
E[∥yk,t −w∗∥2]
(2.12),(2.11)
≤ ∥∥yk,t−1−w∗∥∥2+θ [P(yk,t−1)−P(w∗)+P(wk)−P(w∗)]
−2hE[P(yk,t)−P(w∗)], (2.14)
6For simplicity, we omit the E[· |yk,t ] notation in further analysis
7y¯k,t+1 is constant, conditioned on yk,t
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where
θ def= 8Lh2α(b), with α(b) =
n−b
b(n−1) . (2.15)
Note that (2.14) is equivalent to
E[∥yk,t −w∗∥2]+2h(E[P(yk,t)−P(w∗)])
≤ ∥∥yk,t−1−w∗∥∥2+θ (P(yk,t−1)−P(w∗)+P(wk)−P(w∗)) . (2.16)
Now, by the definition of wk in Algorithm 4, we have that
E[P(wk+1)] =
1
m
m
∑
t=1
E[P(yk,t)]. (2.17)
By summing (2.16) for 1≤ t ≤ m, we get on the left hand side
LHS =
m
∑
t=1
E[∥yk,t −w∗∥2]+2hE[P(yk,t)−P(w∗)] (2.18)
and for the right hand side we have:
RHS =
m
∑
t=1
{
E∥yk,t−1−w∗∥2+θ E[P(yk,t−1)−P(w∗)+P(wk)−P(w∗)]
}
≤
m−1
∑
t=0
E∥yk,t −w∗∥2+θ
m
∑
t=0
E[P(yk,t)−P(w∗)]+θ E[P(wk)−P(w∗)]m.
(2.19)
Combining (2.18) and (2.19) and using the fact that LHS≤ RHS, we have
E[∥yk,m−w∗∥2]+2h
m
∑
t=1
E[P(yk,t)−P(w∗)]≤ E∥yk,0−w∗∥2+θ E[P(wk)−P(w∗)]m
+θ
m
∑
t=1
E[P(yk,t)−P(w∗)]+θ E[P(yk,0)−P(w∗)].
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Now, using (2.17), we obtain
E[∥yk,m−w∗∥2]+2hmE[P(wk+1)−P(w∗)]≤ E∥yk,0−w∗∥2+θmE[P(wk)−P(w∗)]
+θmE[P(wk+1)−P(w∗)]+θ E[P(yk,0)−P(w∗)]. (2.20)
Strong convexity (1.12) and optimality of w∗ imply that 0 ∈ ∂P(w∗), and hence
for all w ∈ Rd we have
∥w−w∗∥2 ≤ 2µ [P(w)−P(w∗)]. (2.21)
Since E∥uk,m−w∗∥2 ≥ 0 and uk,0 = wk, by combining (2.21) and (2.20) we get
m(2h−θ)E[P(wk+1)−P(w∗)]≤ (P(wk)−P(w∗))
(
2
µ
+θ (m+1)
)
.
Notice that in view of our assumption on h and (2.15), we have 2h> θ , and hence
E[P(wk+1)−P(w∗)]≤ ρ[P(wk)−P(w∗)],
where ρ = 2mµ(2h−θ)+
θ(m+1)
m(2h−θ) . Applying the above linear convergence relation recur-
sively with chained expectations, we finally obtain E[P(wk)−P(x∗)]≤ ρk[P(w0)−
P(x∗)].
In Theorem 2.2.2, if we fix the mini-batch size b, by reasonably tuning the
parameters h and m, we can guarantee ρ to be arbitrarily small. Specifically, with
m≥ 1, ρ can be written as:
ρ =
1
µmh(1−4Lhα(b)) +
4Lhα(b)
(1−4Lhα(b))
(
1+
1
m
)
≤ 1
µmh(1−4Lhα(b)) +
4Lhα(b)
(1−4Lhα(b)) ,
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where the second term can be kept arbitrarily small by choosing h small enough.
Fixing the resulting h, then the first term can be made arbitrarily small by choosing m
sufficiently large. This may look surprising, since this means that only a single outer
loop (k = 1) is needed in order to obtain a solution of any prescribed accuracy. While
this is indeed the case, such a choice of the parameters (m,h,k) would not be optimal
– the resulting workload would be too high as the complexity of the method would
depend sublinearly on ε . In order to obtain linear convergence, one needs to perform
k = O(log(1/ε)) outer loops, and set the parameters h and m to appropriate values
(generally, h = O(1/L) and m = O(κ/b)).
Evidently, to achieve an ε-accuracy solution by (2.1), the overall complexity is
O ((n+2bm) log(1/ε)) , (2.22)
which leads to the overall complexity of
O ((n+κ) log(1/ε)) , with κ def= L/µ.
Special Cases of b= 1 and b= n In the special case with b= 1 (no mini-batching),
α(b) = 1, and the rate given by (2.7) precisely recovers the one by Prox-SVRG
[215]. The rate is also identical to the rate of S2GD [106] (in the case of R = 0,
since S2GD was only analyzed in that case). If we set the number of outer iterations
to k = ⌈log(1/ε)⌉, choose the learning rate as h = 1(2+4exp(1))L , and pick m = 43κ ,
then the total workload of mS2GD for achieving (2.1) is (n+43κ) log(1/ε) units of
work. Note that this result recovers the fast rate (2.2). When b= n, we have α(b) = 0
and hence ρ = 1/(mhµ). By choosing k = ⌈log(1/ε)⌉, h = 1/L, and m = 2κ , we
obtain the total complexity as O (nκ log(1/ε)). This is the standard computational
complexity of (proximal) gradient descent. Therefore, by varying the mini-batch size
b in mS2GD, we alter between the fast rate of S2GD and the slow rate of GD.
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2.2.3 Mini-Batch Speed-up
The classical stochastic gradient methods, such as SGD, SVRG, S2GD, SAG, SAGA,
SARAH, usually make use of a single random chosen training point at each (inner)
iteration. However, the inherent sequential nature of those approaches poses an
obstacle for parallel and distributed computations since the iterate can only be updated
after the processing of each training example. Mini-batches, a technique of using
multiple training points at each iteration, is a prominent remedy. That is to compute
the updates based on multiple points separately and then aggregate the updates. The
strategy of mini-batching has been applied in a wide range of problems and algorithms
due to its potential speed-up with properly chosen mini-batch sizes even without any
parallelism [44, 56, 103, 105, 120, 165, 168, 181, 188–190, 202, 222], suggesting
that parallelizing the batch targets can possibly further accelerate the algorithms.
In this section, we are introducing the results of mini-batches for mS2GD, and
investigate good choices for the parameters m,h of mS2GD as a function of b. There-
fore, we shall consider b fixed throughout the whole section.
When fixing 0 < ρ < 1, it is not difficult to find that in order to get xk as an
ε-accurate solution (i.e., in order for (2.1) to hold), it suffices to choose k ≥ (1−
ρ)−1 log(ε−1). The total workload mS2GD will need to arrive at xk is
k(n+2m)≈ (1−ρ)−1 log(ε−1)(n+2m)
units of work. If we now consider ρ fixed, then obviously the total workload is
proportional to m, and the only free parameters of mS2GD now are the learning rate
h and the inner loop size m. As a result, to set the parameters so as to minimize the
total workload, we would like to (approximately) solve the following optimization
problem
min
h,m
m subject to 0< h≤ 1
L
, h<
1
4Lα(b)
, ρ is fixed as (2.7).
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Denote (hb∗,mb∗) as the optimal pair (we highlight the dependence on b as it will
be useful). Note that if mb∗ ≤ m1∗/b for some b> 1, then mini-batching can help us
reach the ε-solution with smaller overall workload. The following theorem presents
the formulas for hb∗ and mb∗.
Theorem 2.2.3 (Theorem 2 in [104]). Fix b and 0< ρ < 1 and let
h˜b
def
=
√(
1+ρ
ρµ
)2
+
1
4µα(b)L
− 1+ρ
ρµ
.
If h˜b ≤ 1L , then hb∗ = h˜b and
mb∗ =
2κ
ρ

(
1+
1
ρ
)
4α(b)+
√
4α(b)
κ
+
(
1+
1
ρ
)2
[4α(b)]2
 , (2.23)
where κ def= Lµ is the condition number. If h˜
b > 1L , then h
b∗ = 1L and
mb∗ =
κ+4α(b)
ρ−4α(b)(1+ρ) . (2.24)
Proof. Clearly, if we choose some value of h then the value of m will be determined
from (2.7) (i.e. we need to choose m such that we will get desired rate). Therefore, m
as a function of h obtained from (2.7) is
m(h) =
1+4α(b)h2Lµ
hµ(ρ−4α(b)hL(ρ+1)) . (2.25)
Now, we can observe that the nominator is always positive and the denominator
is positive only if ρ > 4α(b)hL(ρ + 1), which implies 14α(b)L · ρρ+1 > h (note that
ρ
ρ+1 ∈ [0, 12 ]). Observe that this condition is stronger than the one in the assumption
of Theorem 2.2.2. It is easy to verify that
lim
h↘0
m(h) = +∞, lim
h↗ 14α(b)L ·
ρ
ρ+1
m(h) = +∞.
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Also note that m(h) is differentiable (and continuous) at any h∈ (0, 14α(b)L · ρρ+1) =: Ih.
The derivative of m is given by m′(h) = −ρ+4α(b)hL(2+(2+hµ)ρ)h2µ(ρ−4α(b)hL(1+ρ))2 . Observe that m
′(h)
is defined and continuous for any h ∈ Ih. Therefore there have to be some stationary
points (and in case that there is just on Ih) it will be the global minimum on Ih. The
first-order optimality condition gives
h˜b =
−2α(b)L(1+ρ)+
√
α(b)L(µρ2+4α(b)L(1+ρ)2)
2α(b)Lµρ
=
√
1
4α(b)Lµ
+
(1+ρ)2
µ2ρ2
− 1+ρ
µρ
. (2.26)
If this h˜b ∈ Ih and also h˜b ≤ 1L then this is the optimal choice and plugging (2.26) into
(2.25) gives us (2.23).
Claim #1 It always holds that h˜b ∈ Ih. We just need to verify that√
1
4α(b)Lµ
+
(1+ρ)2
µ2ρ2
− 1+ρ
µρ
<
1
4α(b)L
· ρ
ρ+1
,
which is equivalent to
µρ2+4α(b)L(1+ρ)2 > 2(1+ρ)
√
α(b)L(µρ2+4α(b)L(1+ρ)2).
Because both sides are positive, we can square them to obtain the equivalent condition
µρ2(µρ2+4α(b)L(1+ρ)2)> 0.
Claim #2 If h˜b > 1L then h
b∗ = 1L . The only detail which needs to be verified is
that the denominator of (2.24) is positive (or equivalently we want to show that
ρ > 4α(b)(1+ρ). To see that, we need to realize that in that case we have 1L ≤ h˜b ≤
1
4α(b)L · ρρ+1 , which implies that 4α(b)(1+ρ)< ρ.
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Note that if b = 1, we recover the optimal choice of parameters without mini-
batchnig. Equation (2.23) suggests that as long as the condition h˜b ≤ 1L holds, mb∗ is
decreasing at a rate faster than 1/b. Hence, we can find the solution with less overall
work when using a minibatch of size b than when using a minibatch of size 1 even
without any parallelization.
2.2.4 Comparison of mS2GD with Acc-Prox-SVRG
It is known that full gradient methods can be accelerated [13, 161], then it is natural
to raise the question whether modern stochastic gradient methods can be accelerated.
Limited research has been exploited for this topic. Nitanda [165] proposed a mini-
batch version of Prox-SVRG with Nesterov’s acceleration technique [158, 159, 161].
The author claims in Corollary 1 of [165] that when b< ⌈b0⌉, with the threshold b0
defined as 8
√
κn√
2p(n−1)+8√κ , the overall complexity of the method is
O
((
n+
n−b
n−1κ
)
log(1/ε)
)
;
and otherwise it is
O
((
n+b
√
κ
)
log(1/ε)
)
.
This suggests that for small b, Acc-Prox-SVRG achieves the same overall complexity
O ((n+κ) log(1/ε)) as mS2GD, and SVRG acceleration will only be acquired when
the mini-batch size is large, i.e., roughly the scale of O
(
min(n,
√
κ)
)
, which exposes
the acceleration to great limitations.
To address this issue, we now take a closer look at the theoretical results given by
Acc-Prox-SVRG [165] and mS2GD [104], for each ε ∈ (0,1). In particular, we shall
numerically minimize the total work of mS2GD, i.e.,
(
n+2b⌈mb⌉
)
⌈log(1/ε)/ log(1/ρ)⌉ ,
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over ρ ∈ (0,1) and h (compare this with (2.22)); and compare these results with
similar fine-tuned parameters for Acc-Prox-SVRG.8
10
−4
10
−3
10
−2
10
−1
10
0
10
4
10
5
10
6
κ=n0.5, b=8
Accuracy ε
To
ta
l 
W
o
rk
 D
o
n
e
 
 
Acc−Prox−SVRG
mS2GD
10
−4
10
−3
10
−2
10
−1
10
0
10
4
10
5
10
6
κ=n0.5, b=64
Accuracy ε
To
ta
l 
W
o
rk
 D
o
n
e
 
 
Acc−Prox−SVRG
mS2GD
10
−4
10
−3
10
−2
10
−1
10
0
10
4
10
5
10
6
κ=n0.5, b=128
Accuracy ε
To
ta
l 
W
o
rk
 D
o
n
e
 
 
Acc−Prox−SVRG
mS2GD
10
−4
10
−3
10
−2
10
−1
10
0
10
9
10
10
10
11
10
12
κ=n2, b=8
Accuracy ε
To
ta
l 
W
o
rk
 D
o
n
e
 
 
Acc−Prox−SVRG
mS2GD
10
−4
10
−3
10
−2
10
−1
10
0
10
10
10
11
10
12
κ=n2, b=64
Accuracy ε
To
ta
l 
W
o
rk
 D
o
n
e
 
 
Acc−Prox−SVRG
mS2GD
10
−4
10
−3
10
−2
10
−1
10
0
10
10
10
11
10
12
κ=n2, b=128
Accuracy ε
To
ta
l 
W
o
rk
 D
o
n
e
 
 
Acc−Prox−SVRG
mS2GD
Fig. 2.1 Complexity of Acc-Prox-SVRG and mS2GD in terms of total work done for n = 10,000,
and small (κ =
√
n; top row) and large (κ = n2; bottom row) condition numbers.
We present these theoretical complexity bounds for both ill-conditioned and well-
conditioned data in Fig. 2.1. With a mini-batch size b small enough, mS2GD is clearly
superior to Acc-Prox-SVRG. However, for a large mini-batch size b, the situation
reverses because of the acceleration inherent in Acc-Prox-SVRG.9 Plots with b = 64
illustrate the cases where we cannot distinguish between the two methods.
In addition, note that accelerated methods are very prone to error accumulation.
Moreover, it is not clear that an efficient implementation of Acc-Prox-SVRG is
possible for sparse data. As shall show in Section 2.4, mS2GD allows for such an
implementation.
2.2.5 Numerical Comparison: Logistic Regression
In this section, we illustrate the properties and validate the performance of different
kinds of stochastic algorithms with numerical experiments on different datasets for
logistic regression problem. In the first part, we compare mS2GD with different
8mb is the best choice of m for Acc-Prox-SVRG and mS2GD, respectively. Meanwhile, h is within
the safe upper bounds for both methods.
9We have experimented with different values for n,b and κ , and this result always holds true.
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prevalent stochastic gradient methods. In the second part, we study the total workload
and parallelization speedup of variance-reduced stochastic optimization methods as a
function of the mini-batch size b by using mS2GD as an illustration. We summarize
the details of the problem and datasets as follows.
Logistic Regression Problem We conduct experiments with R(w) = λ2 ∥w∥2 and
F of the form (1.4), where fi is the logistic loss function, also named logit model or
logistic regression[45, 81]:
fi(w) = log[1+ exp(−yixTi w)], (2.27)
which is widely used in machine learning, with (xi,yi) ∈Rd×{+1,−1}, i = 1, . . . ,n,
being a training dataset of feature-label pairs. The resulting optimization problem
(1.3)+(1.4) takes the form
P(w) = 1n ∑
n
i=1 fi(w)+
λ
2 ∥w∥2, (2.28)
and is employed in machine learning for binary classification problems.
Datasets In this section, we have performed experiments on four publicly available
binary classification datasets, namely rcv1, news20, covtype 10 and astro-ph 11. In
Table 2.3, we summarize the four datasets, including the sizes n, dimensions d, their
sparsity levels as a proportion of nonzero elements, and the Lipschitz constants L 12.
Then we set the regularization parameter λ = 1n in our experiments, resulting in the
problem having the condition number κ = Lµ =O(n).
10rcv1, covtype and news20 are available at http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/
datasets/.
11Available at http://users.cecs.anu.edu.au/~xzhang/data/.
12Note that covtype has different Lis for different data pairs, so we set L = maxi∈[n]Li.
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Table 2.2 Summary of datasets used for experiments.
Dataset n d Sparsity L
rcv1 20,242 47,236 0.1568% 0.2500
news20 19,996 1,355,191 0.0336% 0.2500
covtype 581,012 54 22.1212% 1.9040
astro-ph 62,369 99,757 0.0767% 0.2500
2.2.5.1 mS2GD vs Other Algorithms
We implemented the following algorithms to conduct a numerical comparison. To be
consistent, for randomization, we ignored non-uniform sampling for methods such as
SAG/SAGA and S2GD and utilized uniform distribution across the experiments. In
addition, S2GD with Q as uniform distribution is consistent with SVRG (Option II),
so we choose to denote it as S2GD, instead of doing the same experiments twice.
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Fig. 2.2 Comparison of loss residuals P(w)−P(w∗) from modern stochastic gradient methods on
rcv1, news20, covtype and astro-ph.
1) FISTA: Fast iterative shrinkage-thresholding algorithm proposed in [13] (Al-
gorithm 3).
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2) SGDcon: Proximal stochastic gradient descent method with a constant learning
rate which gave the best performance in hindsight.
3) SGD+: Proximal stochastic gradient descent with variable learning rate h =
h0/(k+ 1), where k is the number of effective passes, and h0 is some initial
constant learning rate.
4) SAG: Proximal version of the stochastic average gradient algorithm [114].
Instead of using h = 1/16L, which is analyzed in the reference, we used a
constant learning rate.
5) S2GD: Semi-stochastic gradient descent method proposed in [106], also stochas-
tic variance-reduced gradient method in [92] when Q denotes uniform distribu-
tion. We applied proximal setting [104] to the algorithm and used a constant
learning rate.
6) mS2GD: mS2GD [104, 105] with mini-batch size b = 8. Although a safe
learning rate is given in our analyses in Theorem 2.2.2, we ignored the bound,
and used a constant learning rate.
In all cases, unless otherwise stated, we have used the best constant learning rates
in hindsight.
In Fig 2.14, it is not difficult to observe that during training process, mS2GD,
S2GD and SAG surpass SGDs and FISTA. (m)S2GD performs extremely faster than
the others when n≫ d (covtype).
2.2.5.2 Mini-Batch Speedup for mS2GD
Mini-batches allow mS2GD to be accelerated on a computer with a parallel processor.
In Section 2.2.3, we have shown in that up to some threshold mini-batch size, the total
workload of mS2GD remains unchanged. Figure 2.3 compares the best performance
of mS2GD used with various mini-batch sizes on datasets rcv1 and astro-ph. An
effective pass (through the data) corresponds to n units of work. Hence, the evaluation
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of a gradient of F counts as one effective pass. In both cases, by increasing the
mini-batch size to b = 2,4,8, the performance of mS2GD is the same or better than
that of S2GD (b = 1) without any parallelism.
Although for larger mini-batch sizes mS2GD would be obviously worse, the
results are still promising with parallelism. In Figure 2.4, we show the ideal speedup—
one that would be achievable if we could always evaluate the b gradients in parallel
in exactly the same amount of time as it would take to evaluate a single gradient.13.
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Fig. 2.3 Comparison of mS2GD with different mini-batch sizes on rcv1 and astro-ph.
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Fig. 2.4 Parallelism speedup for rcv1 (left) and astro-ph (right) in theory (unachievable in practice).
2.2.6 Numerical Comparison: Image Deblurring
Another popular problem of the form (1.3)+(1.4) is the LASSO problem [65, 81, 205],
the ℓ1 penalized linear regression problem minw
{∥Xw− y∥22+λ∥w∥1} that can be
13In practice, it is impossible to ensure that the times of evaluating different component gradients
are the same.
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written as
P(w) = 1n ∑
n
i=1 fi(w)+λ∥w∥1, with fi(w) = (xTi w− yi)2,∀i ∈ [n], (2.29)
with (xi,yi) ∈ Rd ×R, i = 1, . . . ,n, being a training dataset of feature-target pairs.
This kind of problem is extensively used across machine learning community for
regression problems, with applications in signal processing [13, 79], compressive
sensing [34, 60] the matrix completion problem [35, 143] and etc. For a complete
summary of important applications for LASSO, we refer the readers to the survey
[206]. In this section, we briefly illustrate that mS2GD can be efficiently applied to
an image deblurring problem, which is exactly the LASSO problem.
We utilize the Regularization Toolbox [79] 14 and perform experiments for a
simple image deblurring problem with major algorithms aforementioned. We use the
blur function available therein to obtain the original image and generate a blurred
image (we choose following values of parameters for blur function: N = 256, band=9,
sigma=10). The purpose of the blur function is to generate a test problem with an
atmospheric turbulence blur. In addition, an additive Gaussian white noise with stand
deviation of 10−3 is added to the blurred image. This forms our testing image as
a vector b. The image dimension of the test image is 256×256, which means that
n = d = 65,536. We would not expect some methods such as (Prox-)SVRG and
14Regularization Toolbox available for Matlab can be obtained from http://www.imm.dtu.dk/
~pcha/Regutools/ .
(a) Original (left) and blurred & noisy (right) test image.
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Fig. 2.5 Numerical experiments on a simple de-blurring problem.
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(m)S2GD to work particularly well on this problem since they work best when n≫ d.
However, as we shall see, the method’s performance is on a par with the performance
of the best methods in our test pool.
FISTA
T=20 T=60 T=100
SGD+
SAG
S2GD
mS2GD
Fig. 2.6 Reconstruction of the test image from Fig. 2.5a via FISTA, SGD+, SAG, S2GD and mS2GD
(b = 8) after T = 20,60,100 epochs (one epoch corresponds to work equivalent to the computation of
one gradient.)
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Our goal is to reconstruct (de-blur) the original image x by solving the LASSO
problem (2.29). We have chosen λ = 10−4. In our implementation, we normalized
the objective function by n, and hence our objective value being optimized is in fact
minw 1n∥Xw− y∥22+λ∥w∥1, where λ = 10
−4
n , similarly as was done in [13].
Fig. 2.5a shows the original test image (left) and a blurred image with added
Gaussian noise (right). Fig. 2.5b compares the different algorithms, namely FISTA,
SGD+, SAG, S2GD and mS2GD (b = 8). We run all algorithms for 100 epochs 15
and plot the errors. The plot suggests that SGD+ decreases the objective function
very rapidly at beginning, but slows down after 10-20 epochs.
Finally, Fig. 2.6 shows the reconstructed image after T = 20,60,100 epochs.
2.3 StochAstic Recursive grAdient algoritHm (SARAH)
Stochastic Variance-Reduced Gradient Method (SVRG), or mS2GD has been known
and popular for its inherent variance-reduction of the stochastic gradient steps over
epochs (outer loops). However, this property does not hold when the number of
inner iterations increases. In other words, if we simply run the inner loop for many
iterations without executing additional epochs, the variance of the steps does not
necessarily reduce. In this section, we propose a StochAstic Recursive grAdient
algoritHm (SARAH) [162, 163] to resolve this issue. To understand the stated issue,
let us examine a simple example as follows.
In Fig. 2.7, we applied one epoch of SVRG and SARAH to a sum of 5 quadratic
functions in a two-dimensional space, where the optimal solution is at the origin,
the black lines and black dots indicate the trajectory of each algorithm and the red
point indicates the final iterate. Initially, both SVRG and SARAH take steps along
stochastic gradient directions towards the optimal solution. However, later iterations
of SVRG wander randomly around the origin with large deviation from it, while
SARAH follows a much more stable convergent trajectory, with a final iterate falling
in a small neighborhood of the optimal solution.
15Each epoch is one effective pass.
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A Simple Example with SARAH
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Fig. 2.7 A two-dimensional example of minw P(w) with n = 5 for SVRG (left) and SARAH (right).
The previous description and Fig. 2.7 shall well explain the instability of the inner
loop of SVRG. In the following parts, we introduce the novel approach SARAH
which combines some of the good properties of existing algorithms, such as SAGA
and SVRG, while aiming to improve upon both of these methods. In particular, our
algorithm does not take steps along a stochastic gradient direction, but rather along an
accumulated direction using past stochastic gradient information (as in SAGA) and
occasional exact gradient information (as in SVRG). SARAH is analyzed for both
convex and nonconvex problems of the form (1.4) 16.
2.3.1 Main Algorithm
Now we are ready to present our approach SARAH (Algorithm 5). We make a note
here that the problem SARAH aims to solve has the form of (1.3)+(1.4) with the
non-smooth regularizer R = 0.
The pivotal idea of SARAH is somewhat similar to but simpler than L-BFGS [166].
Instead of using a single stochastic gradient estimate to improve upon the objective,
we intend to utilize more past information. Nevertheless, for large-scale optimization,
in contrast to SAG, SAGA and BFGS [166], it is prohibitive to make use of all the past
16Let us denote P(w) = F(w), i.e., R(w) = 0, throughout this whole section of SARAH.
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Algorithm 5 SARAH
Parameters: the learning rate η > 0 and the inner loop size m.
Initialize: w˜0
Iterate:
for s = 1,2, . . . do
Update w0 = w˜s−1.
Evaluate the full gradient: v0 = 1n ∑
n
i=1∇ fi(w0).
Choose ts ∈ {0,1, . . . ,m} uniformly at random.
Update w1 = w0−ηv0.
Iterate:
for t = 1, . . . , ts−1 do
Choose a mini-batch It ⊆ [n] it of size b uniformly at random (without
replacement).
Compute a stochastic gradient: vt = 1b ∑it∈It [∇ fit (wt)−∇ fit (wt−1)]+ vt−1.
Update wt+1 = wt −ηvt .
end for
Set w˜s = wts .
end for
information for the consideration of memory or storage. For instance, SAG/SAGA
requires a storage of O(nd) which is massive with a very large n.
The key step of the algorithm is a recursive update of the mini-batch stochastic
gradient estimate (SARAH update):
vt =
1
b ∑it∈It
[∇ fit (wt)−∇ fit (wt−1)]+ vt−1, (2.30)
followed by the iterate update:
wt+1 = wt −ηvt . (2.31)
For comparison, SVRG update can be written in a similar way as
vt =
1
b ∑it∈It
[∇ fit (wt)−∇ fit (w0)]+ v0,with v0 = ∇P(w) =
1
n ∑i∈[n]
∇ fi(w0). (2.32)
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Observe that in SVRG, vt is an unbiased estimator of the gradient, while it is not
true for SARAH. Specifically, 17
E[vt |Ft ] = ∇P(wt)−∇P(wt−1)+ vt−1 ̸= ∇P(wt), (2.33)
where 18 Ft = σ(w0, i1, i2, . . . , it−1) is the σ -algebra generated by w0, i1, i2, . . . , it−1;
F0 =F1 = σ(w0). Hence, SARAH is different from SGD and SVRG type of meth-
ods, however, the following total expectation holds, E[vt ] =E[∇P(wt)], differentiating
SARAH from SAG/SAGA.
SARAH is similar to SVRG since they both contain epochs (outer loops), each of
which requires one full gradient evaluation followed by one full gradient descent step
with a given learning rate. The difference lies in the inner loop, where SARAH updates
the stochastic step direction vt recursively by adding and subtracting component
gradients to and from the previous vt−1 (t ≥ 1) in (2.30). Each inner iteration evaluates
2b stochastic gradients and hence the total work per outer iteration is O(n+2bm) in
terms of the number of gradient evaluations. Note that due to its nature, with either
m = 1 or s = 1 and b = n, SARAH recovers gradient descent (GD).
2.3.2 Theoretical Analyses
In this section, we derive the general convergence rate results for Algorithm 5. First,
we present two important Lemmas as the foundation of our theory. Then, we proceed
to provide the sublinear convergence of SARAH in a single outer iteration for non-
convex objectives, and subsequently, for general convex objectives. In the end, we
show a competitive linear convergence for the strongly convex case with multiple
outer iterations. The analyses for non-convex objectives are presented with the mini-
batching while for general convex and strongly convex objectives, the results are
based on the non mini-batch version, i.e., (2.30) with b = 1.
17 E[·|Ft ] = Eit [·], which is expectation with respect to the random choice of index it (conditioned
on w0, i1, i2, . . . , it−1).
18Ft also contains all the information of w0, . . . ,wt as well as v0, . . . ,vt−1.
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We initialize the analyses by proving two useful lemmas that do not require any
convexity assumption. The first Lemma 1 bounds the sum of expected values of
∥∇P(wt)∥2. The second, Lemma 2, bounds E[∥∇P(wt)− vt∥2].
Lemma 1. Suppose that Assumption 1.A holds. Consider SARAH (Algorithm 5).
Then, we have
m
∑
t=0
E[∥∇P(wt)∥2]≤ 2ηE[P(w0)−P(w
∗)]+
m
∑
t=0
E[∥∇P(wt)− vt∥2]
− (1−Lη)
m
∑
t=0
E[∥vt∥2]. (2.34)
Proof. By Assumption 1.A and wt+1 = wt −ηvt , we have
E[P(wt+1)]
(1.16)
≤ E[P(wt)]−ηE[∇P(wt)⊤vt ]+ Lη
2
2
E[∥vt∥2]
= E[P(wt)]− η2E[∥∇P(wt)∥
2]+
η
2
E[∥∇P(wt)− vt∥2]−
(
η
2
− Lη
2
2
)
E[∥vt∥2],
where the last equality follows from the fact aT b = 12
[∥a∥2+∥b∥2−∥a−b∥2] .
By summing over t = 0, . . . ,m, we have
E[P(wm+1)]≤ E[P(w0)]− η2
m
∑
t=0
E[∥∇P(wt)∥2]+ η2
m
∑
t=0
E[∥∇P(wt)− vt∥2]
−
(
η
2
− Lη
2
2
) m
∑
t=0
E[∥vt∥2],
which is equivalent to (η > 0):
m
∑
t=0
E[∥∇P(wt)∥2]
≤ 2
η
E[P(w0)−P(wm+1)]+
m
∑
t=0
E[∥∇P(wt)− vt∥2]− (1−Lη)
m
∑
t=0
E[∥vt∥2]
≤ 2
η
E[P(w0)−P(w∗)]+
m
∑
t=0
E[∥∇P(wt)− vt∥2]− (1−Lη)
m
∑
t=0
E[∥vt∥2],
where the last inequality follows since w∗ is a global minimizer of P.
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Lemma 2. Suppose that Assumption 1.A holds. Consider vt defined by (2.30) in
SARAH (Algorithm 5). Then for any t ≥ 1,
E[∥∇P(wt)− vt∥2] =
t
∑
j=1
E[∥v j− v j−1∥2]−
t
∑
j=1
E[∥∇P(w j)−∇P(w j−1)∥2].
Proof. Note thatF j contains all the information of w0, . . . ,w j as well as v0, . . . ,v j−1.
For j ≥ 1, we have
E[∥∇P(w j)− v j∥2|F j]
= E[∥[∇P(w j−1)− v j−1]+ [∇P(w j)−∇P(w j−1)]− [v j− v j−1]∥2|F j]
= ∥∇P(w j−1)− v j−1∥2+∥∇P(w j)−∇P(w j−1)∥2+E[∥v j− v j−1∥2|F j]
+2(∇P(w j−1)− v j−1)⊤(∇P(w j)−∇P(w j−1))
−2(∇P(w j−1)− v j−1)⊤E[v j− v j−1|F j]
−2(∇P(w j)−∇P(w j−1))⊤E[v j− v j−1|F j]
= ∥∇P(w j−1)− v j−1∥2−∥∇P(w j)−∇P(w j−1)∥2+E[∥v j− v j−1∥2|F j],
where the last equality follows from
E[v j− v j−1|F j] (2.30)= E
[1
b∑i∈It
[∇ fi(w j)−∇ fi(w j−1)]
∣∣∣F j]
=
1
b
· b
n
n
∑
i=1
[∇ fi(w j)−∇ fi(w j−1)] = ∇P(w j)−∇P(w j−1).
By taking expectation for the above equation, we have
E[∥∇P(w j)− v j∥2] = E[∥∇P(w j−1)− v j−1∥2]
−E[∥∇P(w j)−∇P(w j−1)∥2]+E[∥v j− v j−1∥2].
Note that ∥∇P(w0)− v0∥2 = 0. By summing over j = 1, . . . , t (t ≥ 1), we have
E[∥∇P(wt)− vt∥2] =
t
∑
j=1
E[∥v j− v j−1∥2]−
t
∑
j=1
E[∥∇P(w j)−∇P(w j−1)∥2].
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We are now prepared to provide the main convergence results for SARAH.
2.3.2.1 Non-convex Objective
With the help of the above lemmas, we can derive the following upper bound for
E[∥∇P(wt)− vt∥2].
Lemma 3. Suppose that Assumption 1.A holds. Consider vt defined by (2.30) in an
inner loop of SARAH (Algorithm 5). Then for any t ≥ 1,
E[∥∇P(wt)− vt∥2]≤ 1b
(
n−b
n−1
)
L2η2
t
∑
j=1
E[∥v j−1∥2].
Proof. Let
ξi = ∇ fi(w j)−∇ fi(w j−1), (2.35)
then we have
E[∥v j− v j−1∥2|F j]−∥∇P(w j)−∇P(w j−1)∥2
(2.30)
= E
[∥∥∥1
b ∑i∈I j
[∇ fi(w j)−∇ fi(w j−1)]
∥∥∥2∣∣∣F j]−∥∥∥1n n∑i=1[∇ fi(w j)−∇ fi(w j−1)]
∥∥∥2
(2.35)
= E
[∥∥∥1
b ∑i∈I j
ξi
∥∥∥2∣∣∣F j]−∥∥∥1n n∑i=1ξi
∥∥∥2 = 1
b2
E
[
∑
i∈I j
∑
k∈I j
ξ⊤i ξk
∣∣∣F j]− 1n2 n∑i=1
n
∑
k=1
ξ⊤i ξk
=
1
b2
E
[
∑
i ̸=k∈I j
ξ⊤i ξk +∑
i∈I j
ξ⊤i ξi
∣∣∣F j]− 1n2 n∑i=1
n
∑
k=1
ξ⊤i ξk
=
1
b2
[b
n
(b−1)
(n−1)∑i̸=k
ξ⊤i ξk +
b
n
n
∑
i=1
ξ⊤i ξi
]
− 1
n2
n
∑
i=1
n
∑
k=1
ξ⊤i ξk
=
1
b2
[b
n
(b−1)
(n−1)
n
∑
i=1
n
∑
k=1
ξ⊤i ξk +
(
b
n
− b
n
(b−1)
(n−1)
) n
∑
i=1
ξ⊤i ξi
]
− 1
n2
n
∑
i=1
n
∑
k=1
ξ⊤i ξk
=
1
bn
[((b−1)
(n−1) −
b
n
) n
∑
i=1
n
∑
k=1
ξ⊤i ξk +
(n−b)
(n−1)
n
∑
i=1
ξ⊤i ξi
]
=
1
bn
(
n−b
n−1
)[
− 1
n
n
∑
i=1
n
∑
k=1
ξ⊤i ξk +
n
∑
i=1
ξ⊤i ξi
]
=
1
bn
(
n−b
n−1
)[
−n
∥∥∥1
n
n
∑
i=1
ξi
∥∥∥2+ n∑
i=1
∥ξi∥2
]
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≤ 1
b
(
n−b
n−1
)
1
n
n
∑
i=1
∥ξi∥2 (2.35)= 1b
(
n−b
n−1
)
1
n
n
∑
i=1
∥∇ fi(w j)−∇ fi(w j−1)∥2
(1.11)(2.31)
≤ 1
b
(
n−b
n−1
)
L2η2
1
n
n
∑
i=1
∥v j−1∥2 = 1b
(
n−b
n−1
)
L2η2∥v j−1∥2.
Hence, by taking expectation, we have
E[∥v j− v j−1∥2]−E[∥∇P(w j)−∇P(w j−1)∥2]≤ 1b
(
n−b
n−1
)
L2η2E[∥v j−1∥2].
By Lemma 2, for t ≥ 1,
E[∥∇P(wt)− vt∥2] =
t
∑
j=1
E[∥v j− v j−1∥2]−
t
∑
j=1
E[∥∇P(w j)−∇P(w j−1)∥2]
≤ 1
b
(
n−b
n−1
)
L2η2
t
∑
j=1
E[∥v j−1∥2],
which completes the proof.
Using the above lemmas, we are able to obtain the following result for SARAH
within a single outer loop.
Theorem 2.3.4. Suppose that Assumption 1.A holds. Consider SARAH within a single
outer loop in Algorithm 5 (s = 1) with
η ≤ 2
L
(√
1+ 4mb
(n−b
n−1
)
+1
) . (2.36)
Then we have
E[∥∇P(w˜)∥2]≤ 2
η(m+1)
E[P(w0)−P(w∗)],
where w∗ is a global minimizer of P, and w˜ = wt , where t is chosen uniformly at
random from {0,1, . . . ,m}.
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Proof. By Lemma 3, we have
E[∥∇P(wt)− vt∥2]≤ 1b
(
n−b
n−1
)
L2η2
t
∑
j=1
E[∥v j−1∥2].
Note that ∥∇P(w0)− v0∥2 = 0. Hence, by summing over t = 0, . . . ,m (m ≥ 1),
we have
m
∑
t=0
E∥vt −∇P(wt)∥2 ≤ 1b
(
n−b
n−1
)
L2η2
[
mE∥v0∥2+(m−1)E∥v1∥2+ · · ·+E∥vm−1∥2
]
.
Therefore,
m
∑
t=0
E[∥∇P(wt)− vt∥2]− (1−Lη)
m
∑
t=0
E[∥vt∥2]
≤ 1
b
(
n−b
n−1
)
L2η2
[
mE∥v0∥2+(m−1)E∥v1∥2+ · · ·+E∥vm−1∥2
]
− (1−Lη)
[
E∥v0∥2+E∥v1∥2+ · · ·+E∥vm∥2
]
≤
[1
b
(
n−b
n−1
)
L2η2m− (1−Lη)
] m
∑
t=1
E[∥vt−1∥2]
(2.36)
≤ 0, (2.37)
since
η =
2
L
(√
1+ 4mb
(n−b
n−1
)
+1
) > 0
is a root of equation
1
b
(
n−b
n−1
)
L2η2m− (1−Lη) = 0,
which has exactly one positive root and one negative root. Consequently, by Lemma
2, we have
m
∑
t=0
E[∥∇P(wt)∥2]≤ 2ηE[P(w0)−P(w
∗)]+
m
∑
t=0
E[∥∇P(wt)− vt∥2]− (1−Lη)
m
∑
t=0
E[∥vt∥2]
(2.37)
≤ 2
η
E[P(w0)−P(w∗)].
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If w˜ = wt , where t is chosen uniformly at random from {0,1, . . . ,m}, then
E[∥∇P(w˜)∥2] = 1
m+1
m
∑
t=0
E[∥∇P(wt)∥2]≤ 2η(m+1)E[P(w0)−P(w
∗)].
This result of Theorem 2.3.4 shows a sublinear convergence rate for SARAH
within a single outer loop, with increasing m. As a consequence, with b = 1 and
η = 2
L(
√
1+4m+1)
, to obtain
E[∥∇P(w˜)∥2]≤ L(
√
1+4m+1)
(m+1)
E[P(w0)−P(w∗)]≤ ε,
it is sufficient to make m = O(1/ε2). Hence, the total complexity to achieve an
ε-accurate solution is (n+ 2m) = O(n+ 1/ε2). Therefore, we have the following
conclusion for complexity bound.
Corollary 5. Suppose that Assumption 1.A holds. Consider SARAH within a single
outer iteration with batch size b = 1 and the learning rate η =O(1/
√
m) where m is
the total number of iterations, then ∥∇P(wt)∥2 converges sublinearly in expectation
with a rate of O(1/
√
m), and therefore, the total complexity to achieve an ε-accurate
solution defined in (2.3) is O(n+1/ε2).
2.3.2.2 General Convex Objective
In this part, we aim to analyze SARAH for general convex functions. We focus on
the case where b = 1 since in theory, no mini-batch version of SARAH has been
analyzed.
Following from Lemma 2, we can, in a different way, deduce the upper bound for
E[∥∇P(wt)− vt∥2] for convex functions fi, i ∈ [n] as follows.
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Lemma 6. Suppose that Assumptions 1.A and 3.A hold. Consider vt defined as (2.30)
in SARAH (Algorithm 5) with b = 1,η < 2/L. Then we have that for any t ≥ 1,
E[∥∇P(wt)− vt∥2]≤ ηL2−ηL
[
E[∥v0∥2]−E[∥vt∥2]
]
≤ ηL
2−ηLE[∥v0∥
2]. (2.38)
Proof. For j ≥ 1, with b = 1, we have
E[∥v j∥2|F j] = E[∥v j−1− (∇ fi j(w j−1)−∇ fi j(w j))∥2|F j]
= E
[
∥∇ fi j(w j−1)−∇ fi j(w j)∥2−
2
η
(∇ fi j(w j−1)−∇ fi j(w j))⊤(w j−1−w j)|F j
]
+∥v j−1∥2
(1.18)
≤ ∥v j−1∥2+E
[
∥∇ fi j(w j−1)−∇ fi j(w j)∥2−
2
Lη
∥∇ fi j(w j−1)−∇ fi j(w j)∥2|F j
]
= ∥v j−1∥2+
(
1− 2
ηL
)
E[∥∇ fi j(w j−1)−∇ fi j(w j)∥2|F j]
(2.30)
= ∥v j−1∥2+
(
1− 2
ηL
)
E[∥v j− v j−1∥2|F j],
which, if taken expectation, implies that
E[∥v j− v j−1∥2]≤ ηL2−ηL
[
E[∥v j−1∥2]−E[∥v j∥2]
]
,
when η < 2/L.
Summing the above inequality over j = 1, . . . , t (t ≥ 1), we have
t
∑
j=1
E[∥v j− v j−1∥2]≤ ηL2−ηL
[
E[∥v0∥2]−E[∥vt∥2]
]
. (2.39)
Therefore, by Lemma 2, we have
E[∥∇P(wt)− vt∥2]≤
t
∑
j=1
E[∥v j− v j−1∥2]
(2.39)
≤ ηL
2−ηL
[
E[∥v0∥2]−E[∥vt∥2]
]
.
55
Using the above lemmas, we can state and prove one of our core theorems as
follows.
Theorem 2.3.7. Suppose that Assumptions 1.A and 3.A hold. Consider SARAH
(Algorithm 5) with b = 1,η ≤ 1/L. Then for any s≥ 1, we have
E[∥∇P(w˜s)∥2]≤ 2η(m+1)E[P(w˜s−1)−P(w
∗)]+
ηL
2−ηLE[∥∇P(w˜s−1)∥
2]. (2.40)
Proof. Since v0 = ∇P(w0) implies ∥∇P(w0)− v0∥2 = 0, then by Lemma 6, we can
write
m
∑
t=0
E[∥∇P(wt)− vt∥2]≤ mηL2−ηLE[∥v0∥
2]. (2.41)
Hence, by Lemma 1 with η ≤ 1/L, we have
m
∑
t=0
E[∥∇P(wt)∥2]≤ 2ηE[P(w0)−P(w
∗)]+
m
∑
t=0
E[∥∇P(wt)− vt∥2]
(2.41)
≤ 2
η
E[P(w0)−P(w∗)]+ mηL2−ηLE[∥v0∥
2]. (2.42)
Since we are considering a single outer iteration, with s ≥ 1, then we have v0 =
∇P(w0) = ∇P(w˜s−1) (since w0 = w˜s−1), and w˜s = wt , where t is picked uniformly at
random from {0,1, . . . ,m}. Therefore, the following holds,
E[∥∇P(w˜s)∥2] = 1m+1
m
∑
t=0
E[∥∇P(wt)∥2]
(2.42)
≤ 2
η(m+1)
E[P(w˜s−1)−P(w∗)]+ ηL2−ηLE[∥∇P(w˜s−1)∥
2].
Theorem 2.3.7, with η ≤ 1/L implies that
E[∥∇P(w˜s)∥2]≤ 2η(m+1)E[P(w˜s−1)−P(w
∗)]+ηLE[∥∇P(w˜s−1)∥2].
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By choosing the learning rate η =
√
2
L(m+1) (with m such that
√
2
L(m+1) ≤ 1/L) we
can derive the following convergence result,
E[∥∇P(w˜s)∥2]≤
√
2L
m+1
E[P(w˜s−1)−P(w∗)+∥∇P(w˜s−1)∥2].
Clearly, this result shows a sublinear convergence rate for SARAH under general
convexity assumption within a single inner loop, with increasing m, and consequently,
we have the following result for complexity bound.
Corollary 8. Suppose that Assumptions 1.A and 3.A hold. Consider SARAH (Al-
gorithm 5) within a single outer iteration with the learning rate η =
√
2
L(m+1)
where m≥ 2L−1 is the total number of iterations, and mini-batch size b = 1, then
∥∇P(wt)∥2 converges sublinearly in expectation with a rate of
√
2L
m+1 , and therefore,
the total complexity to achieve an ε-accurate solution defined in (2.3) is O(n+1/ε2).
We now turn to estimating convergence of SARAH with multiple outer steps.
Simply using Theorem 2.3.7 for each of the outer steps we have the following lemma.
Theorem 2.3.9. Suppose that Assumptions 1.A and 3.A hold. Consider SARAH
(Algorithm 5) with mini-batch size b = 1 and define
δk =
2
η(m+1)
E[P(w˜k)−P(w∗)], k = 0,1, . . . ,s−1,
and δ = max0≤k≤s−1 δk. Then we have
E[∥∇P(w˜s)∥2]−∆≤ αs(∥∇P(w˜0)∥2−∆), (2.43)
where ∆= δ
(
1+ ηL2(1−ηL)
)
, and α = ηL2−ηL .
Proof. By Theorem 2.3.7, we have
E[∥∇P(w˜s)∥2]≤ 2η(m+1)E[P(w˜s−1)−P(w
∗)]+
ηL
2−ηLE[∥∇P(w˜s−1)∥
2]
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= δs−1+αE[∥∇P(w˜s−1)∥2]
≤ δs−1+αδs−2+ · · ·+αs−1δ0+αs∥∇P(w˜0)∥2
≤ δ +αδ + · · ·+αs−1δ +αs∥∇P(w˜0)∥2
≤ δ 1−α
s
1−α +α
s∥∇P(w˜0)∥2
= ∆(1−αs)+αs∥∇P(w˜0)∥2
= ∆+αs(∥∇P(w˜0)∥2−∆),
where the second last equality follows since
δ
1−α = δ
(
2−ηL
2−2ηL
)
= δ
(
1+
ηL
2(1−ηL)
)
= ∆.
Hence, the desired result is achieved.
Based on Theorem 2.3.9, we have the following total complexity for SARAH in
the general convex case.
Corollary 10. Let us choose ∆= ε/4, α = 1/2 (with η = 2/(3L)), and m =O(1/ε)
in Theorem 2.3.9. Then, the total complexity to achieve an ε-accuracy solution defined
in (2.3) is O((n+(1/ε)) log(1/ε)).
Proof. Based on Theorem 2.3.9, if we would aim for an ε-accuracy solution, we can
choose ∆ = ε/4 and α = 1/2 (with η = 2/(3L)). To obtain the convergence to an
ε-accuracy solution, we need to have δ = O(ε), or equivalently, m = O(1/ε). Then
we have
E[∥∇P(w˜s)∥2]
(2.43)
≤ ∆
2
+
1
2
E[∥∇P(w˜s−1)∥2]
≤ ∆
2
+
∆
22
+
1
22
E[∥∇P(w˜s−2)∥2]
≤ ∆
(
1
2
+
1
22
+ · · ·+ 1
2s
)
+
1
2s
∥∇P(w˜0)∥2
≤ ∆+ 1
2s
∥∇P(w˜0)∥2.
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To guarantee that E[∥∇P(w˜s)∥2]≤ ε , it is sufficient to make 12s∥∇P(w˜0)∥2 ≤ 34ε ,
or s = O(log(1/ε)). This implies the total complexity to achieve an ε-accuracy
solution is (n+2m)s = O((n+(1/ε)) log(1/ε)).
2.3.2.3 Strongly Convex Objective
We now turn to the discussion of the linear convergence rate of SARAH under the
strong convexity assumption on P. Same as the general convex case, we still analyze
for SARAH without mini-batches, i.e., b = 1, for strongly convex objectives. From
Theorem 2.3.7, for any s≥ 1, using property (1.13) of the µ-strongly convex P, we
have
E[∥∇P(w˜s)∥2]
(2.40)
≤ 2
η(m+1)
E[P(w˜s−1)−P(w∗)]+ ηL2−ηLE[∥∇P(w˜s−1)∥
2]
(1.13)
≤
(
1
µη(m+1)
+
ηL
2−ηL
)
E[∥∇P(w˜s−1)∥2],
and equivalently,
E[∥∇P(w˜s)∥2]≤ σm E[∥∇P(w˜s−1)∥2], (2.44)
where σm
def
= 1µη(m+1) +
ηL
2−ηL . Then by choosing η and m such that σm < 1, and
applying (2.44) recursively, we are able to conclude the following linear convergence
for SARAH.
Theorem 2.3.11. Suppose that Assumptions 1.A, 4.A and 3.A hold. Consider SARAH
(Algorithm 5) with the mini-batch size b = 1 and the choice of η and m such that
σm
def
=
1
µη(m+1)
+
ηL
2−ηL < 1. (2.45)
Then, we have
E[∥∇P(w˜s)∥2]≤ (σm)s∥∇P(w˜0)∥2.
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Fig. 2.8 Theoretical comparisons of learning rates (left) and convergence rates (middle and right)
with n = 1,000,000 for SVRG and SARAH in one inner loop.
Remark 6. Theorem 2.3.11 suggests that any η < 1/L works for SARAH. Let us
compare our convergence rate to that of SVRG. The linear rate of SVRG, as presented
in [92], is given by
αm =
1
µη(1−2Lη)m +
2ηL
1−2ηL < 1.
The above formula of αm implies that the learning rate has to satisfy η < 1/(4L),
which is a tighter restriction than η < 1/L required by SARAH. In addition, with the
same values of m and η , the convergence rate of SARAH is always smaller than that
of SVRG when η < 1/(4L), i.e.,
σm =
1
µη(m+1)
+
ηL
2−ηL =
1
µη(m+1)
+
1
2/(ηL)−1
<
1
µη(1−2Lη)m +
1
0.5/(ηL)−1 = αm.
Remark 7. To further demonstrate the better convergence of SARAH theoretically,
let us consider following optimization problem
min
0<η<1/L
σm, min
0<η<1/4L
αm,
which can be interpreted as the best convergence rates for different values of m, for
both SARAH and SVRG. After simple calculations, we plot both learning rates and the
corresponding theoretical rates of convergence, as shown in Fig. 2.8, where the right
plot is a zoom-in on a part of the middle plot. The left plot shows that the optimal
learning rate for SARAH is significantly larger than that of SVRG, while the other
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two plots show significant improvement upon outer iteration convergence rates for
SARAH over SVRG.
Inspired by the above remarks, we investigate in details the choices of m and η as
to minimize the inner loop size m. We conclude the result in the following lemma.
Lemma 12 (Choices of m and η). Consider the rate of convergence σm in Theorem
2.3.11. If we choose η = 1/(θL) with θ > 1 and fix σm, then the best choice of m is
m∗ =
1
2
(2θ ∗−1)2κ−1,
where κ def= L/µ, with θ ∗ calculated as:
θ ∗ =
σm+1+
√
σm+1
2σm
.
Furthermore, we require θ ∗ > 1+
√
2/2 for σm < 1.
Proof. With η = 1/(θL) and κ = L/µ , the rate of convergence αm can be written as
σm
(2.45)
=
1
µη(m+1)
+
ηL
2−ηL =
θL
µ(m+1)
+
1/θ
2−1/θ =
(
κ
m+1
)
θ +
1
2θ −1 ,
which is equivalent to
m(θ) def= m =
θ(2θ −1)
σm(2θ −1)−1κ−1.
Since σm is considered fixed, then the optimal choice of m in terms of θ can be solved
from minθ m(θ), or equivalently, 0 = (∂m)/(∂θ) = m′(θ), and therefore we have
the equation with the optimal θ satisfying
σm = (4θ ∗−1)/(2θ ∗−1)2, (2.46)
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and by plugging it into m(θ) we conclude the optimal m:
m∗ = m(K∗) =
1
2
(2K∗−1)2κ−1,
while by solving for θ ∗ in (2.46) and taking into account that θ > 1, we have the
optimal choice of θ :
θ ∗ =
σm+1+
√
σm+1
2σm
.
Obviously, for σm < 1, we require θ ∗ > 1+
√
2/2.
Based on Theorem 2.3.11 and Lemma 12, we are able to derive the following
total complexity for SARAH in the strongly convex case.
Corollary 13. Fix ε ∈ (0,1), and let us run SARAH with η = 1/(2L) and m = 4.5κ
for T iterations where T = ⌈log(∥∇P(w˜0)∥2/ε)/ log(9/7)⌉, then we can derive an
ε-accuracy solution defined in (2.3). Furthermore, we can obtain the total complexity
of SARAH, to achieve the ε-accuracy solution, as O ((n+κ) log(1/ε)) .
Proof. Based on Lemma 12 and Theorem 2.3.11, let us pick θ ∗ = 2, i.e, then we have
m∗ = 4.5κ−1. So let us run SARAH with η = 1/(2L) and m = 4.5κ , then we can
calculate σm in (2.45) as
σm =
1
µη(m+1)
+
ηL
2−ηL =
1
[µ/(2L)](4.5κ+1)
+
1/2
2−1/2 <
4
9
+
1
3
=
7
9
.
According to Theorem 2.3.11, if we run SARAH for T iterations where
T =
⌈
log
(∥∇P(w˜0)∥2/ε)/ log(9/7)⌉= ⌈log7/9 (ε/∥∇P(w˜0)∥2)⌉
≥ log7/9
(
ε/∥∇P(w˜0)∥2
)
,
then we have
E[∥∇P(w˜T )∥2]≤ (σm)T ∥∇P(w˜0)∥2 < (7/9)T ∥∇P(w˜0)∥2
≤ (7/9)log7/9(ε/∥∇P(w˜0)∥2)∥∇P(w˜0)∥2 = ε,
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thus we can derive (2.3). If we consider the number of gradient evaluations as the
main computational complexity, then the total complexity can be obtained as
(n+2m)T = O ((n+κ) log(1/ε)) .
2.3.3 Linearly Converging Steps in a Single Inner Loop
As we have stated at the beginning of Section 2.3, SVRG suffers from the instability of
steps within each inner loop. To better understand it, let us look at a more complicated
problem – a ℓ2-regularized logistic regression on rcv1 dataset in Fig. 2.9.
Number of Effective Passes
0 5 10 15 20
‖
v
t
‖
2
10-10
10-8
10-6
10-4
10-2
100
102
104
rcv1, Moving Average with Span 100
SARAH
SVRG
SGD+
FISTA
Number of Effective Passes
0 0.5 1 1.5 2 2.5 3 3.5 4
‖
v
t
‖
2
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
102
103
rcv1, Moving Average with Span 10
SARAH
SVRG
SGD+
FISTA
Fig. 2.9 An example of ℓ2-regularized logistic regression on rcv1 training dataset for SARAH,
SVRG, SGD+ and FISTA with multiple outer iterations (left) and a single outer iteration (right).
In Fig. 2.9, the x-axis denotes the number of effective passes which is equivalent
to the number of passes through all of the data in the dataset, the cost of each
pass corresponds to the cost of one full gradient evaluation; and y-axis represents
∥vt∥2. Fig. 2.9 shows the evolution of ∥vt∥2 for SARAH, SVRG, SGD+ (SGD with
decreasing learning rate) and FISTA (an accelerated version of GD [13]) with m= 4n,
where the left plot shows the trend over multiple outer iterations and the right plot
shows the performance in a single outer iteration19. We can see that for SVRG, ∥vt∥2
19In the plots of Fig. 2.9, since the data for SVRG is noisy, we smooth it by using moving average
filters with spans 100 for the left plot and 10 for the right one.
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decreases over the outer iterations, while it has an increasing trend or oscillating trend
for each inner loop. In contrast, SARAH enjoys decreasing trends both in the outer
and the inner loop iterations.
Now we will show that the stochastic steps given by SARAH converge linearly in
the inner loop. We present two linear convergence results based on our two different
assumptions of µ-strong convexity. These results substantiate our conclusion that
SARAH uses more stable stochastic gradient estimates than SVRG. The following
theorem is our first result to demonstrate the linear convergence of our stochastic
recursive step vt .
Theorem 2.3.14a. Suppose that Assumptions 1.A, 4.A and 3.A hold. Consider vt
defined by (2.30) in SARAH (Algorithm 5) with b = 1,η < 2/L. Then, for any t ≥ 1,
E[∥vt∥2]≤
[
1−
(
2
ηL
−1
)
µ2η2
]
E[∥vt−1∥2]
≤
[
1−
(
2
ηL
−1
)
µ2η2
]t
E[∥∇P(w0)∥2].
Proof. For t ≥ 1, we have
∥∇P(wt)−∇P(wt−1)∥2 =
∥∥∥1
n
n
∑
i=1
[∇ fi(wt)−∇ fi(wt−1)]
∥∥∥2
≤ 1
n
n
∑
i=1
∥∇ fi(wt)−∇ fi(wt−1)∥2
= E[∥∇ fit (wt)−∇ fit (wt−1)∥2|Ft ]. (2.47)
Using the proof of Lemma 6, for t ≥ 1, we have
E[∥vt∥2|Ft ]≤ ∥vt−1∥2+
(
1− 2
ηL
)
E[∥∇ fit (wt−1)−∇ fit (wt)∥2|Ft ]
(2.47)
≤ ∥vt−1∥2+
(
1− 2
ηL
)
∥∇P(wt)−∇P(wt−1)∥2
≤ ∥vt−1∥2+
(
1− 2
ηL
)
µ2η2∥vt−1∥2.
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Note that 1− 2ηL < 0 since η < 2/L. The last inequality follows by the strong
convexity of P, that is, µ∥wt −wt−1∥ ≤ ∥∇P(wt)−∇P(wt−1)∥ and the fact that
wt = wt−1−ηvt−1. By taking the expectation and applying recursively, we have
E[∥vt∥2]≤
[
1−
(
2
ηL
−1
)
µ2η2
]
E[∥vt−1∥2]
≤
[
1−
(
2
ηL
−1
)
µ2η2
]t
E[∥v0∥2]
=
[
1−
(
2
ηL
−1
)
µ2η2
]t
E[∥∇P(w0)∥2].
Theorem 2.3.14a implies that by choosing η = O(1/L), we obtain the linear
convergence of ∥vt∥2 in expectation with the rate (1−1/κ2). Below we show that a
better convergence rate can be obtained under a stronger convexity assumption.
Theorem 2.3.14b. Suppose that Assumptions 1.A and 4.B hold. Consider vt defined
by (2.30) in SARAH (Algorithm 5) with η ≤ 2/(µ+L). Then the following bound
holds,
E[∥vt∥2]≤
(
1− 2µLη
µ+L
)
E[∥vt−1∥2], ∀ t ≥ 1,
and hence,
E[∥vt∥2]≤
(
1− 2µLη
µ+L
)t
E[∥∇P(w0)∥2], ∀ t ≥ 1.
Proof. We obviously have E[∥v0∥2|F0] = ∥∇P(w0)∥2. For t ≥ 1, we have
E[∥vt∥2|Ft ] (2.30)= E[∥vt−1− (∇ fit (wt−1)−∇ fit (wt))∥2|Ft ]
(2.31)
= E[∥∇ fit (wt−1)−∇ fit (wt)∥2−
2
η
(∇ fit (w
t−1)−∇ fit (wt))⊤(wt−1−wt)|Ft ]
+∥vt−1∥2
(1.19)
≤ ∥vt−1∥2− 2µLηµ+L ∥vt−1∥
2+E[∥∇ fit (wt−1)−∇ fit (wt)∥2|Ft ]
− 2
η
· 1
µ+L
E[∥∇ fit (wt−1)−∇ fit (wt)∥2|Ft ]
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=(
1− 2µLη
µ+L
)
∥vt−1∥2+
(
1− 2
η
· 1
µ+L
)
E[∥∇ fit (wt−1)−∇ fit (wt)∥2|Ft ]
≤
(
1− 2µLη
µ+L
)
∥vt−1∥2, (2.48)
where in last inequality we have used that η ≤ 2/(µ+L) to keep the second term
negative. By taking the expectation and applying (2.48) recursively, the desired result
is achieved.
Similar as the previous result, by setting η = O(1/L), we achieve the linear
convergence with the rate of (1−1/κ), which is a significant improvement over the
result of Theorem 2.3.14a, when the problem is severely ill-conditioned.
2.3.4 A Practical Variant – SARAH+
Albeit SVRG is an efficient stochastic variance-reduction optimization method, one
of its major issues is the sensitivity of the practical performance with respect to the
choice of m. It is known that m should be in the order of O(κ),20 while it still remains
ambiguous that what the exact best choice is and it is inefficient and unnecessary to
run the inner loop for massive iterations.
In this part, we propose a practical variant of SARAH as SARAH+ (Algorithm
6), which terminates the inner loop adaptively and accordingly based on the process
of the iterates. Guided by the linear convergence of the steps in the inner loop,
demonstrated in Fig. 2.9, we introduce a stopping criterion based on the values of
∥vt∥2 while upper-bounding the total number of steps by a large enough m. Note that
unlike SVRG and SARAH, the m here is only a large number for robustness and we
do not need to tune it. The other modification compared to SARAH (Algorithm 5)
is the more practical choice w˜s = wt , where t is the last index of the particular inner
loop, instead of randomly selected intermediate index.
20 In practice, when n is large, P(w) is often considered as a regularized Empirical Loss Minimization
problem with regularization parameter λ = 1n , then κ ∼ O(n).
66
Algorithm 6 SARAH+
Parameters: the learning rate η > 0, 0< γ ≤ 1 and the maximum inner loop size
m.
Initialize: w˜0
Iterate:
for s = 1,2, . . . do
Update w0 = w˜s−1.
Evaluate the full gradient: v0 = 1n ∑
n
i=1∇ fi(w0).
Update w1 = w0−ηv0.
Set t = 1.
while ∥vt−1∥2 > γ∥v0∥2 and t < m do
Choose a mini-batch It ⊆ [n] it of size b uniformly at random (without
replacement).
Compute a stochastic gradient: vt = 1b ∑it∈It [∇ fit (wt)−∇ fit (wt−1)]+ vt−1.
Update wt+1 = wt −ηvt .
Update t = t+1.
end while
Set w˜s = wt .
end for
Distinct from SARAH, SARAH+ provides a possibility of earlier termination and
unnecessary careful choices of m, and it also covers the classical gradient descent
when we set γ = 1 (since the while loop does not proceed). In Fig. 2.10 we present the
numerical performance of SARAH+ with different γs on rcv1 and news20 datasets.
The size of the inner loop provides a trade-off between the fast sub-linear convergence
in the inner loop and linear convergence in the outer loop. From the results, it
appears that γ = 1/8 is the optimal choice. With a larger γ , i.e. γ > 1/8, the iterates
in the inner loop do not provide sufficient reduction, before another full gradient
computation is required, while with γ < 1/8 an unnecessary number of inner steps is
performed without gaining substantial progress. Clearly γ is another parameter that
requires tuning, however, in our experiments, the performance of SARAH+ has been
very robust with respect to the choices of γ and did not vary much from one data set
to another.
Similar to SVRG, ∥vt∥2 decreases in the outer iterations of SARAH+. However,
unlike SVRG, SARAH+ also inherits from SARAH the consistent decrease of ∥vt∥2
in expectation in the inner loops. It is not possible to apply the same idea of adaptively
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Fig. 2.10 An example of ℓ2-regularized logistic regression on rcv1 (left) and news20 (right) training
datasets for SARAH+ with different γs on loss residuals P(w)−P(w∗).
terminating the inner loop of SVRG based on the reduction in ∥vt∥2, as ∥vt∥2 may
have side fluctuations as shown in Fig. 2.9.
2.3.5 Numerical Comparison: Logistic Regression
In this part, we validate SARAH and SARAH+ with numerical experiments for both
convex and nonconvex functions. For the convex case, we use the same logistic
regression model as in Section 2.2.5, while for the non-convex case, we apply the
fully connected neural networks.
2.3.5.1 (Strongly) Convex Examples
To support the theoretical analyses and insights, we present our empirical experiments,
comparing SARAH and SARAH+ with the state-of-the-art first-order methods for
ℓ2-regularized logistic regression problems with
fi(w) = log(1+ exp(−yixTi w))+ λ2 ∥w∥2,
on datasets covtype, ijcnn1, news20 and rcv1 21. For ijcnn1 and rcv1 we use the
predefined testing and training sets, while covtype and news20 do not have test data,
hence we randomly split the datasets with 70% for training and 30% for testing. Some
statistics of the datasets are summarized in Table 2.3.
21All datasets are available at http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/.
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Fig. 2.11 Comparisons of loss residuals P(w)−P(w∗) (top) and test errors (bottom) from different
modern stochastic methods on covtype, ijcnn1, news20 and rcv1.
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Table 2.3 Summary of datasets used for experiments.
Dataset d n (train) Sparsity n (test) L
covtype 54 406,709 22.12% 174,303 1.90396
ijcnn1 22 91, 701 59.09% 49, 990 1.77662
news20 1,355,191 13, 997 0.03375% 5, 999 0.2500
rcv1 47,236 677,399 0.1549% 20,242 0.2500
The penalty parameter λ is set to 1/n as is common practice [114]. We conduct
and compare numerical results of SARAH with SVRG, SAG, SGD+ and FISTA, all
of which have been introduced in Section 2.2.5.1. For fairness, we conduct all the
experiments without mini-batches, i.e., b = 1. Even though for each method, there
is a theoretical safe learning rate, we compare the results for the fine-tuned learning
rates in hindsight.
Fig. 2.11 shows numerical results in terms of loss residuals (top) and test errors
(bottom) on the four datasets, SARAH is sometimes comparable or a little worse than
other methods at the beginning. However, it quickly catches up with or surpasses all
other methods, demonstrating a faster rate of decrease across all experiments. We
observe that on covtype and rcv1, SARAH, SVRG and SAG are comparable with
some advantage of SARAH on covtype. On ijcnn1 and news20, SARAH and SVRG
consistently surpass the other methods.
Table 2.4 Summary of best parameters for all the algorithms on different datasets.
Dataset
SARAH
(m∗,η∗)
SVRG
(m∗,η∗)
SAG
(η∗)
SGD+
(η∗)
FISTA
(η∗)
covtype (2n, 0.9/L) (n, 0.8/L) 0.3/L 0.06/L 50/L
ijcnn1 (0.5n, 0.8/L) (n, 0.5/L) 0.7/L 0.1/L 90/L
news20 (0.5n, 0.9/L) (n, 0.5/L) 0.1/L 0.2/L 30/L
rcv1 (0.7n, 0.7/L) (0.5n, 0.9/L) 0.1/L 0.1/L 120/L
In particular, to validate the efficiency of our practical variant SARAH+, we
provide an insight into how important the choices of m and η are for SVRG and
SARAH in Table 2.5 and Figure 2.12. Table 2.5 presents the optimal choices of m
and η for each of the algorithm, while Figure 2.12 shows the behaviors of SVRG and
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Fig. 2.12 Comparisons of loss residuals P(w)−P(w∗) for different inner loop sizes with SVRG
(top) and SARAH (bottom) on covtype and ijcnn1.
SARAH with different choices of m for covtype and ijcnn1, where m∗s denote the best
choices. In Table 2.5, the optimal learning rates of SARAH vary less among different
datasets compared to all the other methods and they approximate the theoretical upper
bound for SARAH (1/L); on the contrary, for the other methods the empirical optimal
rates can exceed their theoretical limits (SVRG with 1/(4L), SAG with 1/(16L),
FISTA with 1/L). This empirical studies suggest that it is much easier to tune and find
the ideal learning rate for SARAH. As observed in Figure 2.12, the behaviors of both
SARAH and SVRG are quite sensitive to the choices of m. With improper choices
of m, the loss residuals can be increased considerably from 10−15 to 10−3 on both
covtype in 40 effective passes and ijcnn1 in 17 effective passes for SARAH/SVRG.
2.3.5.2 Non-convex Examples
To observe the behaviors of SARAH and SARAH+ over non-convex functions,
we study and conduct experiments on the multi-class classification problem with
fully-connected neural networks, which is considered one of the most challenging
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non-convex problems in machine learning. We show the details of the settings for the
experiments as follows.
Networks and Datasets We perform numerical experiments with neural nets with
one fully connected hidden layer of nh nodes, followed by a fully connected output
layer which feeds into the softmax regression and cross-entropy loss function, with the
weight decay regularizer (ℓ2-regularizer) with parameter λ . We test the performance
on the datasets MNIST [115] 22 and CIFAR10 [107] 23 with nh = 300,λ =1e-04 and
nh = 100,λ =1e-03, respectively. Both datasets have 10 classes, i.e., 10 softmax
output nodes in the network, and the input data are normalized to interval [0,1] as a
simple data pre-processing. This network of MNIST achieves the best performance
for neural nets with a single hidden layer. Information about sizes of both datasets is
also available in Table 2.5.
Optimization Details We compare the efficiency of SARAH, SARAH+ [162],
SVRG [179], AdaGrad [61] and SGD-M (momentum SGD [174, 201]) 24 numerically
in terms of number of effective data passes, where the last two algorithms are efficient
SGD variants even in industry and are available in the Google open-source library
Tensorflow 25. Since the choice of initialization for the weight parameters is distinctly
important, we apply a widely used mechanism called normalized initialization [74]
where the weight parameters between Layers j and j+1 are sampled uniformly from[−√6/(n j +n j+1),√6/(n j +n j+1)] . In addition, we apply the mini-batch of size
b = 10 to all the algorithms.
22Available at http://yann.lecun.com/exdb/mnist/.
23Available at https://www.cs.toronto.edu/~kriz/cifar.html.
24While SARAH, SVRG, SGD have been proven effective for non-convex optimization, as far as
we know, the SGD variants AdaGrad and SGD-M do not have theoretical convergence for nonconvex
optimization.
25See https://www.tensorflow.org.
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Fig. 2.13 An example of ℓ2-regularized neural nets on MNIST and CIFAR10 training/testing datasets
for SARAH, SARAH+, SVRG, AdaGrad and SGD-M.
Table 2.5 Summary of statistics and best parameters of all the algorithms for the two
datasets.
Dataset
Number of
Samples
(ntrain,ntest)
Dimen-
sions
(d)
SARAH
(m∗,η∗)
SARAH+
(η∗)
SVRG
(m∗,η∗)
AdaGrad
(δ ∗,η∗)
SGD-M
(γ∗,η∗)
MNIST (60,000, 10,000) 784
(0.1n,
0.08)
0.2
(0.4n,
0.08)
(0.01,
0.1)
(0.7,
0.01)
CIFAR10 (50,000, 10,000) 3072
(0.4n,
0.03)
0.02
(0.8n,
0.02)
(0.05,
1.0)
(0.7,
0.001)
Performance and Comparison We present the optimal choices of optimization
parameters for the mentioned algorithms in Table 2.5, as well as their performance
in Fig. 2.13. As for the optimization parameters we consistently use the ratio 0.7 in
SARAH+, while for all the others, we need to tune two parameters, including η∗
for optimal learning rates, m∗ for optimal inner loop size, δ ∗ for the optimal initial
accumulator and γ∗ for the optimal momentum.
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Fig. 2.13 compares the training losses (top) and the test errors (bottom), with
differnt algorithms on MNIST and CIFAR10, in terms of number of effective passes
through the data. On the standard but easier MNIST, all the methods achieve similar
performance in the end; however, SARAH(+) and SVRG stabilized faster than
AdaGrad and SGD-M which are two of the most popular SGD variants; meanwhile,
SARAH+ has shown superior performance in minimizing the training loss. For the
other more difficult CIFAR10, SARAH(+) and SVRG improve upon the training
accuracy considerably in comparison with AdaGrad and SGD-M, and as a result,
a similar advantage has been shown for test errors. Given the potential empirical
improvement on the neural nets with 1 hidden layer, it is promising and worthwhile
to extend SARAH for deep neural nets in practice.
2.4 Efficient Implementation for Sparse Data
Besides the theoretical analyses for the proposed algorithms, the researchers also
employ some useful techniques for better practical uses. In this section, we are going
to consider some common techniques, with which the randomized methods usually
have exceptional performance in practice.
Numerous problems today are collecting data as sparse matrices, and are in great
need of sparse implementation, commonly used techniques to store those matrices
are coordinate list (COO), compressed row storage (CRS or CSR) and compressed
sparse column (CSC or CCS). We refer to readers to [63, 204] for further reading
about sparse matrix storage and formats. Our focus of this section is mainly on the
efficient implementation for the problem with sparse data.
For the sparse implementation of the randomized gradient methods, we need
additional assumption about the structure of the problem. Let us assume that Assump-
tion 6 holds, and further admits that Assumption 7 due to the efficiency of proximal
operators illustrated in Remark 5. The strategy we are introducing here is named
“lazy" updates [103, 104]. Similar ideas of lazy updates were proposed in [109] and
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[36] for online learning and multinomial logistic regression, respectively. From the
perspective of optimization, we summarize lazy updates as a more general result
applied to a stochastic gradient method and its variants under Assumptions 6 and 7
[103, 106].
To understand what the lazy update is, let us take a brief look at the classical SGD
algorithm with R = 0. The update obtained from the update (1.25) is of the form
w j+1 ← w j−hφ ′i (xTi w j)xi = w j−h∇ fi(w j). (2.49)
If evaluation of the univariate function φ ′i takes O(1) amount of work, the computation
of ∇ fi will account for O(ωi) work, where ωi is defined in Remark 4. Then the update
(2.49) would cost O(ωi) too, which implies that the classical SGD method can
naturally benefit from sparsity of data.
Can other randomized algorithms benefit from sparse implementation? Let us
first take a look at Pegasos, the well-known SGD solver for SVM [188, 189]. Pegasos
without mini-batch updates the iterate as:
wt+1 ← (1−hλ )wt +hyixi,
where i is picked uniformly at random from [n], if yi⟨wt ,xi⟩ < 1, and wt+1 ← (1−
hλ )wt otherwise. If xi is sparse, then we only need to update the ωi non-zero
coordinates for wt+1, and leave the other coordinates to be possibly updated in the
next iteration. For instance, for a particular coordinate j of wt , if j has not been
updated for τ−1 iterations but appears as the non-zero coordinate of random chosen
data xi in the τ th iteration, then we skip the τ−1 updates and at τ th iteration update the
jth coordinate of the iterate by w( j)t+τ = (1−hλ )τw( j)t +hyix( j)i , where the subscript
denotes the coordinate, which is still of work O(ωi) if we precompute and store
(1−hλ )τ for τ = 1, . . . ,T . This suggests that “lazy updates" can also be helpful and
applied to Pegasos.
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Similar as SGD and Pegasos, SVRG/mS2GD, SAG/SAGA and SARAH can also
benefit from sparsity of data with totally the same idea. However, when we get back
to the Algorithms 4. Even under the assumption of sparsity and structure Assumption
6, the algorithms suggest that each inner iteration will cost O(ω+d)∼O(d) because
gk is in general fully dense and hence we have to update all d coordinates when
computing the stochastic estimates. To fully resolve the concern, we will describe
the implementation trick which is based on “lazy/delayed” updates in Algorithm
4. The main idea of this trick is that, instead of performing Step 9 of Algorithm 4
for all coordinates, we only do updates for coordinates j ∈ ∪i∈Akt support(xi), where
support(xi) = { j : x( j)i ̸= 0} is defined in Remark 4. The algorithm is described in
Algorithm 7.
Algorithm 7 "Lazy" updates for mS2GD (these replace steps 6–10 in Algorithm 4)
1: χ( j)← 0 for j = 1,2, . . . ,d
2: for t = 0 to tk−1 do
3: Choose mini-batch Akt ⊆ [n] of size b, uniformly at random.
4: for i ∈ Akt do
5: for j ∈ support(xi) do
6: u( j)k,t ← proxt−χ
( j)
j [u
( j)
k,χ j ,g
( j)
k ,R,h].
7: χ( j)← t.
8: end for
9: end for
10: uk,t+1 ← uk,t − hb ∑i∈Akt xi(φ ′i (uTk,txi)−φ ′i (wTk xi)).
11: end for
12: for j = 1 to d do
13: u( j)k,tk ← prox
tk−χ( j)
j [u
( j)
k,χ( j),g
( j)
k ,R,h].
14: end for
To explain the main idea behind the lazy/delayed updates, consider that it hap-
pened that during the first τ iterations, the value of the first coordinate in all datapoints
which we have used was 0. Then given the values of u(1)k,0 and g
(1)
k we can compute
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the true value of u(1)k,t easily. We just need to apply the prox operator τ times, i.e.
u(1)k,τ = prox
τ
1[uk,0,gk,R,h], where the function prox
τ
1 is described in Algorithm 8.
Algorithm 8 proxτj [u,g,R,h]
u˜0 = u
for s = 1,2, . . . ,τ do
u˜s ← proxhR(u˜s−1−hg).
end for
return u˜( j)τ
The vector χ in Algorithm 7 is enabling us to keep track of the iteration when
corresponding coordinate of u was updated for the last time. E.g. if in iteration
t we will be updating the 1st coordinate for the first time, χ(1) = 0 and after we
compute and update the true value of u(1), its value will be set to χ(1) = t. Lines 5-8
in Algorithm 7 make sure that the coordinates of uk,t which will be read and used
afterwards are up-to-date. At the end of the inner loop, we will updates all coordinates
of y to the most recent value (lines 12-14). Therefore, those lines make sure that the
uk,tk of Algorithms 4 and 7 will be the same.
However, one could claim that we are not saving any work, as when needed,
we still have to compute the proximal operator many times. Although this can be
true for a general function R, for particular cases, R(x) = λ2 ∥x∥2 and R(x) = λ∥w∥21,
we provide following Lemmas which give a closed form expressions for the proxτj
operator.
Lemma 2.4.1 (Proximal Lazy Updates with ℓ2-Regularizer, Lemma 1 in [103]). If
R(w) = λ2 ∥w∥2 with λ > 0 then
proxτj [u,g,R,h] = β
τu( j)− hβ1−β (1−β τ)g( j),
where β def= 1/(1+λh).
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Proof. For any s ∈ {1,2, . . . ,τ} we have y˜s = proxhR(y˜s−1− hg) = β (y˜s−1− hg),
where β def= 1/(1+λh). Therefore,
y˜τ = β τ y˜0−h
(
∑τj=1β j
)
g = β τy− hβ1−β [1−β τ ]g.
Lemma 2.4.2 (Proximal Lazy Updates with ℓ1-Regularizer, Lemma 2 in [103]).
Assume that R(w) = λ∥w∥1 with λ > 0. Let us define M and m as follows,
M = [λ +g( j)]h, m =−[λ −g( j)]h,
and let [·]+ def= max{·,0}. Then the value of proxτj [u,g,R,h] can be expressed based
on one of the 3 situations described below:
1. If g( j) ≥ λ , then by letting p def=
⌊
u( j)/M
⌋
, the operator can be defined as
proxτj [u,g,R,h] =

u( j)− τM, if p≥ τ,
min{u( j)− [p]+M,m}− (τ− [p]+)m, if p< τ.
2. If −λ < g( j) < λ , then the operator can be defined as
proxτj [u,g,R,h] =

max{u( j)− τM,0}, if u( j) ≥ 0,
min{u( j)− τm,0}, if u( j) < 0.
3. If g( j) ≤−λ , then by letting q def=
⌊
u( j)/m
⌋
, the operator can be defined as
proxτj [u,g,R,h] =

u( j)− τm, if q≥ τ,
max{u( j)− [q]+m,M}− (τ− [q]+)M, if q< τ.
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Proof. For any s ∈ {1,2, . . . ,τ} and j ∈ {1,2, . . . ,d},
y˜( j)s = argmin
x∈R
1
2
(x− y˜ js−1+hg j)2+λh|x|
=

y˜ js−1− (λ +g j)h, if y˜ js−1 > (λ +g j)h,
y˜ js−1+(λ −g j)h, if y˜ js−1 <−(λ −g j)h,
0, otherwise,
=

y˜ js−1−M, if y˜ js−1 >M,
y˜ js−1−m, if y˜ js−1 < m,
0, otherwise.
where M def= (λ + g j)h, m def= −(λ − g j)h and M−m = 2λh > 0. Now, we will
distinguish several cases based on g( j):
(1) When g j ≥ λ , then M > m = −(λ − g j)h ≥ 0, thus by letting p =
⌊
y j
M
⌋
, we
have that: if y j < m, then y˜ jτ = y j− τm; if m≤ y j <M, then y˜ jτ =−(τ−1)m;
and if y j ≥M, then
y˜ jτ =

y j− τM, if τ ≤ p,
y j− pM− (τ− p)m, if τ > p & y j− pM < m,
−(τ− p−1)m, if τ > p & y j− pM ≥ m,
=

y j− τM, if τ ≤ p,
min{y j− pM,m}− (τ− p)m, if τ > p.
(2) When −λ < g j < λ , then M = (λ +g j)h > 0,m = −(λ −g j)h < 0, thus we
have that
y˜ jτ =

max{y j− τM,0}, if y j ≥ 0,
min{y j− τm,0}, if y j < 0.
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(3) When g j ≤ −λ , then m < M = (λ + g j)h ≤ 0, thus by letting q =
⌊
y j
m
⌋
, we
have that: if y j ≤ m, then
y˜ jτ =

y j− τm, if τ ≤ q,
y j− pm− (τ−q)M, if τ > q & y j−qm>M,
−(τ−q−1)M, if τ > q & y j−qm≤M,
=

y j− τm, if τ ≤ q,
max{y j−qm,M}− (τ−q)M, if τ > q;
if m< y j ≤M, then y˜ jτ =−(τ−1)M; if y j >M, then y˜ jτ = y j− τM.
Now, we will perform a few simplifications: Case (1). When y j < M, we can
conclude that y˜ jτ = min{y j,m}− τm. Moreover, since the following equivalences
hold if g j ≥ λ : y j ≥M ⇔ y jM ≥ 1 ⇔ p≥ 1, and y j <M ⇔ y
j
M < 1 ⇔ p≤ 0, the
situation simplifies to
y˜ jτ =

y j− τM, if p≥ τ,
min{y j− pM,m}− (τ− p)m, if 1≤ p< τ,
min{y j,m}− τm, if p≤ 0,
=

y j− τM, if p≥ τ,
min{y j− [p]+M,m}− (τ− [p]+)m, if p< τ,
where [·]+ def= max{·,0}. For Case (3), when y j > m, we can conclude that y˜ jτ =
max{y j,M}− τM, and in addition, the following equivalences hold when g j ≤−λ :
y j ≤ m ⇔ y jm ≥ 1 ⇔ q≥ 1,
y j > m ⇔ y jm < 1 ⇔ q≤ 0,
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which summarizes the situation as follows:
y˜ jτ =

y j− τm, if q≥ τ,
max{y j−qm,M}− (τ−q)M, if 1≤ q< τ,
max{y j,M}− τM, if q≤ 0,
=

y j− τm, if q≥ τ,
max{y j− [q]+m,M}− (τ− [q]+)M, if q< τ.
Note that due to the structure of updates for outer iterate, Prox-SVRG [215] does
not work with lazy updates because the update of outer iterate is an average of inner
iterates (instead of just a single inner iterate). However, SVRG is compatible with the
strategy of lazy updates.
2.5 Other Related Works and Techniques
Hybrid Methods Hybrid methods in optimization always combine multiple op-
timization algorithms and alternate them in efficient ways to fast-solve particular
problems. There has been numerous attempts for hybrid methods; however, research
on this topic is limited due to its flexibility but indeed it works well in practice.
The research on hybrid methods is quite heuristic. Recently, several researchers
have either proposed or experimented with hybrid heuristics for randomized first-order
methods. Friedlander and Schmidt [70] proposes a hybrid method that initializes
with an incremental gradient algorithm and changes to the full gradient method,
exhibiting the fast initial convergence of incremental gradient algorithms and the
steady convergence rates of full gradient methods. Konecˇný and Richtárik [106]
implements hybrid methods SAG+ and S2GD+ by combining fast initial convergence
of classical SGD, and the high accuracy and fast convergence of newly proposed
S2GD, SAG. Later, Liu et al. [124] proposes a hybrid method, combining fast initial
convergence of the randomized coordinate descent algorithm and the fast convergence
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of the second-order method (Newton Method), to solve the problem of alternating
current optimal power flows (ACOPF). These work both suggests to run the initial
methods for a few epochs 26 and opens a door for future exploration in hybrid
heuristics.
Importance/Non-uniform/Arbitrary Sampling Recently, a number of efforts have
been made to exploit and utilize the structure of data points to either adjust the
probability distribution or adaptively update the learning rate. The non-uniform
SAG/SAGA framework focuses on primal gradient algorithms. In addition, Prox-
SVRG [215] also involves non-uniform distribution in updating the learning rate.
Besides non-uniform SAG/SAGA and Prox-SVRG, the concept is also named Impor-
tance Sampling or Arbitrary Sampling with a series of work on proximal stochastic
mirror descent (Iprox-SMD) [223], stochastic gradient descent [156] and adaptive
dual free SDCA (adfSDCA) [82] as primal methods, proximal stochastic dual coordi-
nate ascent (Iprox-SDCA) [223] and randomized dual coordinate ascent with arbitrary
sampling (Quartz) [178] as dual methods with analysis on duality-gap convergence.
An earlier work of similar ideas on Kaczmarz method was also proposed in [199].
Several researchers have also considered non-uniform sampling strategies without
duality-gap convergence [116, 160].
Line Search In some cases, it is not trivial to evaluate the Lipschitz constants for
gradients and determine the learning rate for optimization. Under those circumstances,
the line search technique is usually employed to estimate the learning rates. However,
most of the mature works on line search focuses on full gradient algorithms [13,
159, 161, 166], and limited efforts have been put on the stochastic settings. [21, 70]
proposes a heuristic practical back-tracking line search with the their sample size
selection. A very different type of line-search based on probabilistic Wolfe condition is
proposed in [135] for SGD without theoretical guarantees. [170] propose an adaptive
26Each epoch is considered one pass through the data.
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backtracking line-search method for stochastic gradient methods with convergence
guarantees matching deterministic methods.
2.6 Appendix: Additional Experiments
In addition to the experiments previously, we provide additional numerical results to
show both sub-optimality and test errors with different modern stochastic gradient
algorithms in a single batch version. To be consistent, for randomization, we ignored
non-uniform sampling for methods such as SAG/SAGA and S2GD and utilized
uniform distribution across the experiments. In addition, S2GD with Q as uniform
distribution is consistent with SVRG (Option II), so we choose to denote it as S2GD,
instead of doing the same experiments twice.
We have introduced each algorithm in details in Secion 2.2.5.1, except SAGA – a
variant of SAG with proximal setting and refined analysis. Although a safe learning
rate is given in theoretical analyses in [54], we ignored it, and used the best constant
learning rate in hindsight.
In Fig 2.14, it is not difficult to observe that during training process, S2GD, SAG
and SAGA surpass SGDs and FISTA. Modern stochastic gradient methods achieve
much higher accuracy for objectives, or equivalently lower training errors, with even
fewer numbers of effective passes through the data. S2GD performs extremely faster
than the others when n≫ d (covtype).
Following the experiments on only training sets, we also conduct numerical tests
on three pairs of training and testing sets for binary classification, and check results
on the test errors. The first two sets are rcv1 and ijcnn1 with both training on the
test sets and testing on the training sets since more data points are offered for both
testing sets, and the third set is kdd2010 (algebra) with training on the training set
and testing on the test set 27. As a reference, the corresponding numbers of features,
27rcv1, ijcnn1 and kdd2010 are all available at http://www.csie.ntu.edu.tw/~cjlin/
libsvmtools/datasets/.
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training and testing data, sparsities and the (max) Lipschitz constants of gradients are
shown in Table 2.6.
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Fig. 2.14 Comparison of loss residuals P(w)−P(w∗) and training errors from modern stochastic
gradient methods on rcv1, news20, covtype and astro-ph.
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Table 2.6 Summary of datasets used for experiments.
Dataset d n (train) Sparsity (train) L n (test) Sparsity (test)
rcv1 47,236 677,399 0.1549% 0.2500 20,242 0.1568%
ijcnn1 22 91, 701 59.09% 1.77662 49, 990 59.09%
kdd2010 20, 216, 830 8, 407, 752 0.0001788% 27.5205 510, 302 0.001874%
Modern stochastic gradient descent methods usually achieves much higher accu-
racy with the same number of effective passes (S2GD is even faster with the examples
rcv1 and ijcnn1 since n≫ d for the two datasets). Note that considering the test errors,
SGD and modern stochastic gradient descent methods outperform FISTA a lot, while
modern stochastic gradient methods are better than the SGDcon and comparable but
more stable (except SAG) than SGD+.
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Fig. 2.15 Comparison of loss residuals P(w)−P(w∗) and test errors from modern stochastic
gradient methods on rcv1, ijcnn1 and kdd2010.
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CHAPTER 3
Second-Order Optimization with Stochastic
Batches
Simplicity is the ultimate
sophistication.
— Leonardo da Vinci (1452 - 1519)
Second-Order Optimization, usually referred to as Hessian information, accounts
for a large part in mathematical optimization. In this chapter, we are discussing some
works on the second-order or quasi-Newton optimization with stochastic batches,
where, instead of directly using the Hessian information, the later one approximates
Hessian information with first-order information. For simplicity, without any further
specification, we will focus on the problem of the form (1.3)+(1.4) with the non-
smooth regularizer R = 0.
3.1 Literature Review and Related Works
A large class of optimization methods can be used to solve (1.4), where the iterative
updates can be generalized as follows,
wk+1 = wk +αk pk,with pk =−Hkgk, (3.1)
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where pk is some descent direction, Hk is an inverse Hessian approximation of F at
wk, and gk is an estimate of ∇F(wk).
When Hk is an identity matrix, the update is considered a first-order method.
Numerous work has focused on the choice of gk such as SAG/SAGA [54, 186],
MISO/FINITO [55, 136], SDCA [191], SVRG/S2GD [92, 103], SARAH [162, 163].
Nevertheless, with the importance of second-order optimization providing potential
curvature around local optima and thus promoting fast convergence, the choice of
non-identity Hk is crucial to the development of modern optimization algorithms.
Within the framework of second-order optimization, a popular choice for Hk is
the inverse Hessian; however, due to the prohibitive storage requirement of O(d2)
and computation requirement of O(nd2+d3) in terms of arithmetic operation 1 in
each step, Newton method is usually impractical for large datasets. Even the inversion
of the matrix can be reduced to O(kd2) with some other approximate solvers as
Conjugate Gradient method (CG) where k is the number of iterations in CG, the
issues still remain. The issue leads to increases in computation and communication
costs to a problem for the distributed setting. Motivated by this, quasi-Newton
methods, among which BFGS is one of the most popular, were developed, including
a practical variant named limited-memory BFGS (L-BFGS) [166].
It has been widely known that batch methods have been successfully applied in
first-order algorithms and provide effective improvements. In line with this, several
works have been proposed with stochastic batches applied to both first- and second-
order information. LiSSA[3] introduces a method to approximate the inverse Hessian
with Taylor expansion for a matrix H s.t. ∥H∥ ≤ 1,H ⪰ 0, i.e., H−1 =∑∞i=0(I−H)i ≈
∑ ji=0∑
∞
i=0(I −H)i def= H j. To advance further, SQN[33] applies stochasticity not
only to the Hessian but also to the gradient with SGD. However, different from the
approximation of the inverse Hessian that LiSSA uses, this new Stochastic Quasi-
Newton Method (SQN) employs BFGS and L-BFGS updates. SQN is only proved
to have a convergence rate of O(1/t) for strongly convex functions. Moreover, two
1The formal is for computation of the Hessian and the latter is for inversion of the Hessian.
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further main lines of works have been proposed as follows, borrowing ideas from
SVRG and LMS (least-mean-square algorithm), respectively.
SVRG+BFGS Some other interesting work combines the popular modern stochas-
tic gradient update along with the Hessian or BFGS information. In particular, Gower
et al [77] and Moritz et al. [151], independently, propose to combine the block
(L-)BFGS updates (for inverse Hessian approximation) with the SVRG stochastic
gradient (for gradient approximation) and is able to prove a linear convergence for
strongly convex objectives. In particular, the convergence rate of [77] is based on
condition numbers of both Hessian and inverse Hessian approximation (BFGS up-
dates) where the learning rate should be very small, i.e., h< 1/(2κκH) where κH is
the condition number for inverse Hessian approximation; and the SVRG inner loop
size m=O(κ2κ2H) and the curvature condition ⟨yt ,st⟩> 0 is guaranteed by the strong
convexity of f .
SGD+LMS+Hessian For non-strongly-convex objectives, SGD has been proved to
achieve a convergence rate of O(1/
√
t). However, least-mean-square algorithm with
constant learning rate has been verified to achieve a rate of O(1/t). [11] tries to com-
bine the two results with Hessian information and formulates a stochastic algorithm
which inherits theO(1/t) convergence rate. The least-mean-square algorithm, instead
of optimizing over the finite-sum problem (1.3), aims to find the search direction via
the quadratic approximation of F , i.e., F˜(w) def= F(w˜)+∑i∈S⟨∇ fi(w˜),w− w˜⟩+ 12⟨w−
w˜,∑i∈S∇2 fi(w˜)(w−w˜)⟩with the stochastic batch S⊆ [n] and some iterate approxima-
tion w˜. This provides the decent direction as−(∑i∈S∇ fi(w˜)+∑i∈S∇2 fi(w˜)(w− w˜)).
In addition, [16] proposes a multi-batch L-BFGS algorithm, evaluating the yk
based on overlaps of two consecutive batches in L-BFGS and they provide a sub-linear
convergence for non-convex objectives under reasonable assumptions. Recently, Liu
et al. [126] analyze L-BFGS with stochastic batches for both convex and non-convex
optimization, as well as its distributed implementation, with a sub-linear convergence
of rate O(1/t) guaranteed for non-convex objectives under standard assumptions [16].
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Instead of using the differences of gradients, LBFGS-H uses Hessian information
directly [33, 151]. LBFGS-F combines L-BFGS with Fisher information matrix from
the natural gradient algorithm [7, 140, 172].
3.2 The Algorithm
In this section, we propose a new stochastic L-BFGS framework, as well as its
distributed implementation with Fisher information matrix. Before proceeding to the
new algorithm, let us revisit the procedure for the classical L-BFGS.
3.2.1 Limited-memory BFGS
The classical L-BFGS algorithm [166] is presented as below.
Algorithm 9 Algorithm LBFGS
Initialize: x0, integer m> 0
for k = 1,2, . . . do
Choose H0k
Compute a direction pk =−Hk∇ f (wk) by Algorithm 10
Choose a learning rate αk > 0
Update the iterate: wk+1 = wk +αk pk
Update the curvature pairs:
sk = wk+1−wk,yk = ∇F(wk+1)−∇F(wk)
if k ≥ m then
Replace the oldest pair (sk−m,yk−m) by (sk,yk)
else
Store the vector pair (sk,yk)
end if
end for
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Algorithm 10 Two-loop Recursion
q =−gk,ρi := 1yTi si
for i = k−1 to k−m do
αi = ρisTi q
q = q−αiyi
end for
r = H0k q
for i = k−m to k−1 do
β = ρiyTi r
r = r+ si(αi−β )
end for
stop with result r =−Hk∇F(wk)
In each iteration, first, we estimate the decent direction by using curvature pairs
{(si,yi)}k−m≤i≤k−1. Then, the learning rate is chosen such that certain condition (e.g.
line search) is satisfied, and thereafter we make an update. Last, we evaluate the
curvature pairs (sk,yk) and replace the pairs stored in the memory while keeping the
number of curvature pairs no larger than m. The key step in this procedure is the
evaluation of the search direction pk using the curvature pairs, which appears as the
well-known two-loop recursion (Algorithm 10). Note that in the classical L-BFGS,
the main algorithm usually applies a line-search technique for choosing the learning
rate αk > 0.
The intrinsic idea within L-BFGS is to utilize the curvature information implied
by the vector pairs (sk,yk) to help regularize the gradient direction. However, within
the setting of stochastic batches, the update of yk =∇FSk+1(wk+1)−∇FSk(wk), where
the batch gradient is defined as
∇FSk := 1|Sk|∑i∈Sk∇ fi(wk),
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makes it difficult to stabilize the behavior of the algorithm. One of the remedies is
to assume that there is an overlap between the samples Sk and Sk+1, i.e., Sk∩Sk+1 =
Ok ̸= /0, and replace the Sk,Sk+1 with Ok in yk [16]. However, this idea requires the
batch size to be large enough.
Recall from the Taylor expansion for a multivariate vector-valued function g(x) =
[g1(x), . . . ,gd],
g(wk+1) = g(wk)+ Jg(wk)(xk+1− xk)+o(∥wk+1−wk∥2)1d,
where Jg is the Jacobian matrix with respect to w, and 1d ∈ Rd has all elements to be
1. Hence, we can conclude that: when wk+1 is close to wk,
yk = ∇F(wk+1)−∇F(wk) = Bk(wk+1−wk)+o(∥wk+1−wk∥2)1d ≈ Bk(wk+1−wk),
where Bk is the Hessian at wk, which is exactly the secant equation in BFGS. Therefore,
another possible remedy to stabilize L-BFGS is to approximate the differences of
gradient using (approximate) second-order information, i.e.,
yk = Bk(wk+1−wk),
as this allows smooth and stable evaluation of yk. Meanwhile, the Hessian-vector
product can be easily computed and is not expensive [139, 141].
3.2.2 Stochastic L-BFGS with Hessian Information and Vector-
free Two-loop Recursion
The proposed algorithm of stochastic L-BFGS with Hessian information (LBFGS-
H) is formulated by replacing yk with the stochastic version of Bk(wk+1−wk) in
Algorithm 9, i.e.,
yk = B
Sk
k (wk+1−wk), (3.2)
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where Sk is the stochastic batch picked at iteration k and B
Sk
k
def
= 1|Sk|∑i∈Sk∇
2 fi(wk).
For an efficient implementation in a map-reduce environment (e.g. Hadoop,
Spark), we use a vector-free L-BFGS (VL-BFGS) update in Algorithm 11 originated
from [38] for the two-loop recursion. [38] proposes a vector-free L-BFGS based on
the classical L-BFGS where they set H0k =
yTk−1sk−1
yTk−1yk−1
I. However, the choice of H0k is
very important, therefore we propose the vector-free L-BFGS algorithm applicable to
any feasible H0k as follows.
In details, if we observe the direction generated by the two-loop recursion in
Algorithm 10, we are able to figure out that we can represent the output direction
using the (2m+1) invariable base vectors, i.e.,
b1 = sk−m+1, . . . ,bm = sk,bm+1 = yk−m+1, . . . ,b2m = yk,b2m+1 = gk. (3.3)
The direction after the first loop can be written as q = ∑2m+1l=m+1δlbl , and after we scale
the direction with H0k we obtain r0 =H
0
k q, so the final result of the two-loop recursion
can be written as
−Hk∇FSk(wk) = δ0r0+∑ml=1δlbl.
Note that the coefficients are evaluated with only dot-products which are defined in
the matrix M ∈ R(m+1)×m of the following form:
Mpq =

yTk−m+psk−m+q, if p,q ∈ {1,2, . . . ,m},
gTk sk−m+q, if p = m+1,q ∈ {1,2, . . . ,m}.
(3.4)
Let us denote j = i− (k−m) + 1 as in Algorithm 11. In the first loop, the
evaluations of δ1, . . . ,δm,δ2m+1 are the same as [38], where q is a linear combination
of yk−m+1, . . . ,yk,gk with the same corresponding coefficients δm+1, . . . ,δ2m+1, and
from i = k−1 to k−m,
αi = ρisTi q = ρis
T
i
(
∑2ml=m+1δlyk+l−2m+δ2m+1gk
)
= 1M( j, j)∑
m+1
l=1 δl+mM(l, j).
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However, in the second loop which contributes to the coefficient evaluations of
sk−m+1, . . . ,sk, from i = k−m to i = k−1,
β = ρiyTi r = ρiy
T
i
(
δ0r+∑ml=1δlbl
)
= 1M( j, j)
(
δ0Yj +∑ml=1δlM( j,l)
)
,
when we define a vector Y ∈ Rm with the elements Yi = yTi r0,∀i = 1, . . . ,m.
Therefore, we can conclude that Algorithm 11 is mathematically equivalent to
Algorithm 10. It is trivial to verify that with H0k =
yTk−1sk−1
yTk−1yk−1
I, Algorithm 11 recovers
the vector-free L-BFGS in [38].
Algorithm 11 Vector-free L-BFGS (Two-loop Recursion)
Compute the (m+1) by (m) matrix M by (3.4)
for i = 1 to 2m do
δi = 0
end for
δ0 = 1,δ2m+1 =−1
for i = k−1 to k−m do
j = i− (k−m)+1
αi = 1M( j, j)∑
m+1
l=1 δl+mM(l, j)
δm+ j = δm+ j−αi
end for
Compute r0 = H0k q, where q = ∑
2m+1
l=m+1δlbl , and broadcast r = r0 to the workers
Update vector Yis on the workers and send them to the server
for i = k−m to k−1 do
j = i− (k−m)+1
β = 1M( j, j)
(
δ0Yj +∑ml=1δlM( j,l)
)
δ j = δ j +(αi−β )
end for
return with direction p = δ0r0+∑ml=1δlbl
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3.2.3 Fisher Information Matrix as a Hessian Approximation and
Distributed Optimization
When we have no access to the second-order information, instead of utilizing Bk, we
are still able to use approximations of Bk. Recently, numerous research has been
conducted on the natural gradient algorithm, where in the update (3.1), the inverse
Fisher information matrix serves as Hk [7, 141].
If we further consider the cost function in (1.4) as F(w) = L(h(w);y), where
hi(w) = h(w;xi), i ∈ [n], L is a convex loss and h is some network structure, then an
element of the Hessian matrix B can be written as:
Bi j = ∑dk=0∑
d
l=0
∂L2(h(w))
∂hl(w)∂hk(w)
∂hl(w)
∂w j
∂hk(w)
∂wi
+∑dk=0
∂L(h(w))
∂hk(w)
∂h2k(w)
∂w j∂wi
, (3.5)
where the first term is the component of the Hessian due to variation in hk; since
we are only looking at variation in w, we do effectively a change of basis using the
Jacobian of hk. The second term, on the other hand, is the component that is due to
variation in w, which is why we see the Hessian of hk. As it goes to the neighborhood
of the minimum of the cost L, the first derivatives ∂L(h(w))∂hk(w) are approaching zero,
which indicates that the second term is negligible. However, the first term, as an
approximation of Hessian, which can be written as the following in the matrix form,
is no different but identical to the Generalized Gauss-Newton matrix (GGN) [140],
Bk ≈ [J(wk)]T L(k)hh J(wk)
def
= Bk, (3.6)
where J(wk) is the Jacobian matrix of h with respect to w at wk, L
(k)
hh is the Hessian
matrix of L with respect to h at h = h(wk) and we useBk to denote the Hessian or
Hessian approximation used to smoothen yk, i.e., yk =Bksk.
It has been verified that in the cases of popular loss functions such as cross-
entropy and least-squares, the GGN matrix is exactly the Fisher information matrix
(FIM) [140]. Note that here h can be non-convex which covers the applications
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of neural networks. Under the framework of stochastic L-BFGS we propose, we
introduce the stochastic L-BFGS with Fisher information (LBFGS-F) by replacing
BSkk in (3.2) with the FIM. Note that when the predictor is linear, i.e. h(w;xi) = x
T
i w,
with the loss function L as either the cross-entropy or the least-squares, LBFGS-F is
identical to LBFGS-H (GGN = FIM = Hessian). Similarly, this also applies to the
batch version of the FIM.
As a map-reduce implementation of L-BFGS, the VL-BFGS update is praised
for the parallelizable and distributed updates, and the possible communication cost
in a distributed environment is O(m2) in each iteration [38], where m is a small
constant among the choices of 5,10,20. The classical L-BFGS needs an update on
the gradient to calculate yk and this can be implemented by calculating local gradients
from different workers and then the local gradients being aggregated on the server.
We can still apply similar tricks to LBFGS-F but it requires more strict assumptions.
Assumption 10. [Diagonal Hessian of L] The Hessian of the loss function L with
respect to the h – Lhh, is always diagonal.
Remark 8. This condition is not always true throughout all applications; how-
ever, in the cases of least-square loss and cross-entropy loss, where the prior
case has LShh =
1
|S|I with S as the stochastic batch, and in the later case L
S
hh =
diag
([
yi/(h(wk;xi))
2 ]
i∈S
)
, the Hessian is obviously always diagonal.
Consider a specific batch Sk. If we split it into τ blocks, where the blocks are
denoted as Sk1,Sk2, . . . ,Skτ , and assume the corresponding Jacobian block matrices as
J
Sk1
h , . . . ,J
Skτ
h , then the Hessian vector product with any vector v can be written as
BSkk = [Jh]
T LSkhhJh = [J
Sk1
h · · · ,J
Skτ
h ]
T LSkhh[J
Sk1
h · · · ,J
Skτ
h ]
and since LSkhh is diagonal, we can write L
Sk
hh in the form of diagonal blocks with the
sizes to be |Sk1|, . . . , |Skτ |, thus the above is equivalent to
BSkk v = ∑
τ
i=1[J
Ski
h ]
T L
Ski
hh J
Ski
h v = ∑
τ
i=1B
Ski
k v,∀ v,
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which means that we can evaluate the FIM-vector products with data distributed on
different workers and then aggregate them on the server. The communication cost in
each round can be O(d).
Theorem 3.2.1. [Distributed Optimization and Communication Cost] Suppose that
Assumption 10 holds. Then Algorithm LBFGS-F can be implemented in a distributed
fashion, with a total communication cost of O
(
d log(τ)+m2
)
in each round, where
τ ≥ (m2+m) is the number of workers.
Proof. In the distributed setting of LBFGS-F, we assume that we have a unique server
(master node) and τ workers. There are mainly three communication costs: the
evaluations ofBSkk and ∇F
Sk(wk), and the Algorithm 11.
The communication cost for evaluating gk = ∇FSk(wk) includes the broadcasting
of wk from the server with a cost ofO(d), and retrieving the sum of the local gradients
from workers with a cost of O
(
d log(τ)
)
. We have log(τ) instead of τ because for τ
vectors, we can use a binary-tree structure for the workers and the server to sum the
local gradients up in log(τ) operations (e.g. by using MPI_Reduce).
Every iteration, we store the pairs {(si,y j)},{(si,gk)} into τ workers without
overlap (τ ≥ m(m+ 1)) and calculate every dot-products defined in (3.4) using a
map-reduce step. First, the server need to broadcast the new sk to the workers with
a cost of O(d) and after the evaluations of local partitions ofBSkk sk, the server can
receive the sum of the local partitions with a communication cost of O
(
d log(τ)
)
so
that it can evaluate yk =B
Sk
k sk = ∑
τ
i=1B
Ski
k sk. Then, the server again broadcasts yis
to workers with a cost of O(d). This whole procedure has a total communication cost
of O
(
d+d log(τ)+d
)
= O
(
d log(τ)
)
.
After the calculation of each dot-product defined in (3.4) using a map-reduce
step, we need to pass the dot-products from workers to the server to formulate M
in Algorithm 11 with a communication cost of (m+1)m = O(m2). Next, after the
first loop, the server evaluates r0 = H0k q and sends r = r0 to workers to calculate Yi =
yTi r0,∀i = 1. . . . ,m with a communication cost of d, and then retrieves Yis with a cost
of m. This process invokes a total communication cost of (m2+d+m) =O(m2+d).
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Hence, the total communication cost in each iteration or each round isO
(
d log(τ)+
d log(τ)+md +d
)
=O
(
d log(τ)+m2
)
.
3.2.4 Implementation Details
In this part, we cover important techniques for our stochastic LBFGS framework. The
initialization and momentum are crucial in accelerating the algorithm. Meanwhile,
keeping Hk positive semi-definiteness is significant for finding the correct direction
pk, especially in the non-convex setting.
Initialization and Momentum The initialization is crucial in the L-BFGS algo-
rithm. The original L-BFGS proposes to use γI as H0k where γ > 0 is a constant and
a commonly great choice suggested is γ = y
T
k−1sk−1
yTk−1yk−1
. However, this may not be the
case in the stochastic setting where stochasticity can lead to considerable fluctuations
in Hessian scalings over the iterations. Therefore, we consider to use a momentum
technique where we combine the past first-order information with the current one.
With the recent success of ADAM [101], the scaling of the ADAM stochastic gradient
provides excellent and stable performance. The authors evaluate the momentum
stochastic gradient: mk = β1mk−1+(1−β1)gk with gk = ∇FSk(wk) and the momen-
tum of the second moment of stochastic gradient vk = β1vk−1+(1−β1)g2k , followed
by a bias correction step, i.e., mˆk = mk/(1−β k1 ) and vˆk = vk/(1−β k2 ), where vˆk is an
approximation to the diagonal of the Fisher information matrix [172]. Then ADAM
makes a step with a direction mˆt/(
√
vˆt +10−8).
Hence, in our experiments, we estimate H0k with the ADAM preconditioner, i.e.,
H0k = diag
(
1/(
√
vˆt +10−8)
)
, and apply momentum to update the stochastic gradient
with mˆk. Note that when the memory m= 0 in Algorithm 11, our algorithm completely
recovers ADAM.
Guarantees of Positive Semi-definiteness The standard BFGS updates can fail
in handling non-convexity because of difficulty in approximating Hessian with a
positive definite matrix [47, 142]. Even L-BFGS with limited updates over each
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iteration, cannot guarantee the eigenvalues of approximate Hessian bounded above
and away from zero. One has to apply a cautious update where the curvature con-
dition yTk sk > 0 is satisfied in order to maintain the positive definiteness of Hessian
approximations [166]. As a well-suited approach to our algorithm, we employ a
cautious strategy [119]: we skip the update, i.e., set Hk+1 = Hk, if
yTk sk ≥ ε∥sk∥2 (3.7)
is violated, where ε > 0 is a predefined positive constant. With the stated condition
guaranteed at each L-BFGS update, the eigenvalues of the Hessian approximations
generated by our framework are bounded above and away from zero (Lemma 3.3.4).
3.3 Convergence Analysis
In this section, we study the convergence of our stochastic L-BFGS framework. Due
to the stochastic batches of the LBFGS-F and LBFGS-H, by using a fixed learning
rate, one cannot establish the convergence to the optimal solution (or first-order
stationary point) but only to a neighborhood of it. We provide theoretical foundations
for both strongly convex and non-convex objectives. Throughout the analysis, we
will assume that ∀i, the gradient of fi is Λ-Lipschitz continuous or Λ-smooth. i.e.,
∥∇ fi(w′)−∇ fi(w)∥ ≤ Λ∥w′− x∥,∀w,w′ ∈ Rd, (3.8)
or equivalently,
fi(w′)≤ fi(w)+∇ fi(w)T (w′−w)+ Λ2 ∥w′−w∥2,∀w,w′ ∈ Rd. (3.9)
The above implies that F is also Λ-smooth.
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3.3.1 Strongly Convex Case
Now we are ready to present the theoretical results for strongly convex objectives.
Under this circumstance, the global optimal points w∗ is unique. Before proceeding,
we need to make the following standard assumptions [16] about the objective and the
algorithm.
Assumption 11. Assume that the following assumptions hold.
A. F is twice continuously differentiable.
B. There exist positive constants λˆ and Λˆ such that λˆ I ⪯BS ⪯ Λˆ for all w ∈ Rd
and all batches S ⊆ {1,2, . . . ,n} of size b, where B refers to the Hessian
(approximation) to stabilize yk.
C. H0k in Algorithm 11 is symmetric and there exists 0 < σ ≤ Σ such that σ I ⪯
H0k ⪯ ΣI.
D. The batches S are drawn independently and ∇FS(w) is an unbiased estimator
of the true gradient ∇F(w) for all w ∈ Rd , i.e., E[∇FS(w)] = ∇F(w).
We should be aware that Assumption 11B also suggests that there is some 0 <
λ ≤ Λ such that λ I ⪯ ∇2F(w)⪯ ΛI, i.e., F is strongly convex with λ and Λ-smooth.
Because of λ -strong convexity, F satisfies:
F(w′)≥ F(w)+∇F(w)T (w′−w)+ λ2 ∥w′−w∥2,∀w′,w ∈ Rd. (3.10)
In addition, we should remark here that Assumption 11 is different to the standard
assumption in [16] in the sense that we do not require a bounded stochastic gradient
assumption since such assumption is barely correct in both theory and practice [164].
Even without the bounded stochastic gradient assumption, we can still derive some
bound via the following Lemmas.
Lemma 3.3.1 (Lemma 3 in [164] and Equation (10) in [92]). If fis are convex and
Λ-smooth , then ∀w ∈ Rd ,
E[∥∇ fi(w)−∇ fi(w∗)∥2]≤ 2Λ[F(w)−F(w∗)], (3.11)
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where w∗ = argminw F(w).
Instead using bounded assumption for the stochastic gradient, we propose the
following bound.
Lemma 3.3.2. If F is strongly convex with λ and fis are Λ-smooth , then ∀w ∈ Rd ,
the batch gradient ∇FS(w) = 1b ∑i∈§∇ fi(w) has the following bound,
E[∥∇FS(w)∥2]≤ 4β (b)Λκ[F(w)−F(w∗)]+2∥∇F(w)∥2+N, (3.12)
where β (b) = n−bb(n−1) ,κ = Λ/λ and N = 2E[∥∇ fi(w∗)∥2]. If we further have fis
convex, the bound shrinks to
E[∥∇FS(w)∥2]≤ 4β (b)Λ[F(w)−F(w∗)]+2∥∇F(w)∥2+N. (3.13)
Proof. According to Lemma 2.2.2, we have
E
[∥∥1
τ ∑i∈Sˆ ξi
∥∥2]= E[∥∥1τ ∑i∈Sˆ ξi− ξ¯∥∥2]+∥ξ¯∥2 ≤ 1nτ n−τ(n−1)∑ni=1 ∥ξi∥2+∥ξ¯∥2.
(3.14)
By defining β (b) = n−bb(n−1) , the following holds,
E[∥∇FS(w)∥2] = E[∥∇FS(w)−∇FS(w∗)+∇FS(w∗)∥2]
≤ 2E[∥∇FS(w)−∇FS(w∗)∥2]+2E[∥∇FS(w∗)∥2]
(3.14)
≤ 2β (b)
n
n
∑
i=1
∥∇ fi(w)−∇ fi(w∗)∥2+2∥∇F(w)∥2+N (3.15)
(3.8)
≤ 2β (b)Λ2∥w−w∗∥2+2∥∇F(w)∥2+N
(3.10)
≤ 4β (b)Λ
2
λ
[F(w)−F(w∗)]+2∥∇F(w)∥2+N
= 4β (b)Λκ[F(w)−F(w∗)]+2∥∇F(w)∥2+N,
where κ = Λ/λ and N = 2E[∥∇FS(w∗)∥2].
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If we further have fis convex, then we can possibly have a tighter bound,
E[∥∇FS(w)∥2]
(3.15)
≤ 2β (b)E[∥∇ fi(w)−∇ fi(w∗)∥2]+2∥∇F(w)∥2+N
(3.11)
≤ 4β (b)Λ[F(w)−F(w∗)]+2∥∇F(w)∥2+N.
We also remark that Assumption 11 is generalization to the corresponding as-
sumption in [16] where by settingB = ∇FS, we recover the assumption in [16] so
Assumption 11C is not a new assumption. Under the above assumptions, we are
able to declare the following lemma that the Hessian approximation formulated by
Algorithm 11 are bounded above and away from zero.
Lemma 3.3.3. If Assumptions 11A-C hold, then there exist constants 0 < µ1 ≤ µ2
such that {Hk} generated by Algorithm 11 in the stochastic form satisfy:
µ1I ⪯ Hk ⪯ µ2I, for k = 0,1,2, . . .
Proof. Instead of analyzing the algorithm in Hk, we study the Hessian approximation
where Hk = H−1k . In this case, the L-BFGS are updated as follows (note that the
superscript (i) ofHk denotes the iteration of m Hessian updates in each iteration).
1 SetH (0)k = (H
0
k )
−1 such that
Σ−1I ⪯H (0)k ⪯ σ−1I. (3.16)
2 For i = 0, . . . ,m−1, set j = k−m+1+ i and compute
H
(i+1)
k =H
(i)
k −
H
(i)
k s js
T
jH
(i)
k
sTjH
(i)
k s j
+
y jyTj
yTj s j
.
3 SetHk = B
(m)
k .
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Note that following the above updates, the curvature pairs are
yk =Bksk,sk = wk+1−wk.
It is also easy to know that for LBFGS-H, Bk = ∇2FSk(wk) is symmetric, .i.e.,
BTk =Bk; therefore
∥yk∥2 = yTk yk = sTkBTk Bksk,
and by Assumption 11B, we have that Bk− λˆ I ⪰ 0, and since Bk ⪰ 0,BTk =Bk,
thus (BTk − λˆ I)Bk =Bk(BTk − λˆ I) is normal2, therefore according to Theorem 3
in [144], we have (BTk − λˆ I)Bk ⪰ 0 and hence
sTkB
T
k Bksk ≥ λˆ sTkBksk = λˆyTk sk,
and similarly we can also claim that
sTkB
T
k Bksk ≤ ΛˆsTkBksk = ΛˆyTk sk.
Therefore,
λˆ ≤ ∥yk∥
2
yTk sk
≤ Λˆ. (3.17)
In addition
yTk sk
∥sk∥2 =
sTkB
T
k sk
∥sk∥2 ≥
λˆ∥sk∥2
∥sk∥2 = λˆ . (3.18)
Then following the proof of Lemma 3.1 in [16], we should have the desired result.
Here we provide the rest of the proof as follows for completeness.
Since 0< σ ≤ Σ, we now use the following Trace-Determinant argument to show
that the egeinvalues of Bk are bounded above and away from zero.
2A matrix A is normal if and only if A∗A = AA∗ where A∗ denotes the conjugate transpose of A;
and in the case of matrix with real values, A∗ = AT .
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Denote tr(H ) and det(H ) as the trace and determinant ofH , respectively, and
set ji = k−m+ i, then the trace of the matrixHk can be written as:
tr(Hk) = tr(H
(0)
k )− tr
(
m
∑
i=1
H
(i)
k s jis
T
ji
H
(i)
k
sTjiH
(i)
k s ji
)
+ tr
(
m
∑
i=1
y jiy
T
ji
yTjis ji
)
≤ tr(H (0)k )+
m
∑
i=1
∥y ji∥2
yTjis ji
(3.16),(3.17)
≤ tr(σ−1I)+mΛˆ= dσ−1+mΛˆ def= C1, (3.19)
which implies that the largest eigenvalue of Bk+1 is no larger than C1, i.e., Bk+1 ⪯C1I.
Based on a result by Powell [175], the determinant of the matrixHk generated by
our proposed stochastic L-BFGS framework can be written as,
det(Hk) = det(H
(0)
k )
m
∏
1
yTjis ji
sTjiH
(i−1)
k s ji
= det(H (0)k )
m
∏
1
yTjis ji
sTjis ji
sTjis ji
sTjiH
(i−1)
k s ji
(3.18),(3.19)
≥ det(H (0)k )
(
λˆ
C1
)m
(3.16)
≥ (Σ−1)d ( λˆC1)m ,
and this indicates that the eigenvalues of all matricesHk is bounded away from zero,
uniformly.
With the help of Lemma 3.3.3, but different from [16], we can prove the following
theorem without bounded assumption for the stochastic gradient.
Theorem 3.3.1. Suppose that Assumptions 11A-D hold, fis are convex, and let
F∗ = F(w∗) where w∗ is the minimizer of F. Let {wk} be the iterates gener-
ated by the stochastic L-BFGS framework with a constant learning rate αk = α ∈(
0, λµ1µ22 (λ+Λβ (b))Λ
)
, and with Hk generated by Algorithm 11. Then for all k ≥ 0,
E[F(wk)−F∗]≤
{
1− [1−2α(λµ1−αµ22 (λ +Λβ (b))Λ)]k
} αµ22ΛN
4(λµ1−αµ22 (λ+Λβ (b))Λ)
+[1−2α(λµ1−αµ22 (λ +Λβ (b))Λ)]k[F(w0)−F∗] k→∞−−−→ αµ
2
2ΛN
4(λµ1−αµ22 (λ+Λβ (b))Λ)
,
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where β (b) = n−bb(n−1) , and N = 2E[∥∇ fi(x∗)∥2].
For Theorem 3.3.1, we provide a more general and complete proof on the case
when we do not assume fis convex as follows and then prove the mentioned result
with the convexity of fis.
Proof. By Lemma 3.3.3, we have
F(wk+1) = F(wk−αkHk∇FSk(wk))
(3.9)
≤ F(wk)−αk∇F(wk)T Hk∇FSk(wk)+ Λ2 ∥αkHk∇F
Sk(wk)∥2
≤ F(wk)−αk∇F(wk)T Hk∇FSk(wk)+
α2k µ
2
2Λ
2
∥∇FSk(wk)∥2. (3.20)
Define φk = [F(wk)−F∗] and take expectation of (3.20) with respect to Sk gives us
E[φk+1]
(3.20)
≤ φk−αk∇F(wk)T Hk E[∇FSk(wk)]+
α2k µ
2
2Λ
2
ESk
[
∥∇FSk(wk)∥2
]
(3.12)
≤ φk−αkµ1∥∇F(wk)∥2+
α2k µ
2
2Λ
2
[4β (b)Λκ[F(wk)−F∗]+N+2∥∇F(wk)∥2]
≤ (1−2λαk(µ1−αkµ22Λ))φk +2α2k µ22Λ2β (b)κφk +
α2k µ
2
2ΛN
2
= [1−2αk(λµ1−αkµ22 (λ +Λβ (b)κ)Λ)]φk +
α2k µ
2
2ΛN
2
, (3.21)
where the last inequality follows from the following property of strong convexity with
w′ = wk,w = w∗, and optimality condition ∇F(w∗) = 0,
F(w′)≤ F(w)+∇F(x)T (y− x)+ 1
2µ
∥∇F(y)−∇F(x)∥2.
Therefore, by using a constant αk = α > 0,
E[φk+1]− α
2µ22ΛN
4α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)
(3.21)
≤ [1−2α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)]φk +
α2µ22ΛN
2
− α
2µ22ΛN
4α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)
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= [1−2α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)][φk−
α2µ22ΛN
4α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)
].
Take the expectation and apply the above inequality recursively, we have
E[φk]≤ [1−2α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)]k[φ0−
α2µ22ΛN
4α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)
]
+
α2µ22ΛN
4α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)
= [1−2α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)]kφ0
+{1− [1−2α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)]k}
αµ22ΛN
4(λµ1−αµ22 (λ +Λβ (b)κ)Λ)
.
We need the learning rate to satisfy
0< 1−2α(λµ1−αµ22 (λ +Λβ (b)κ)Λ)< 1,
and thus,
0< α < λµ1µ22 (λ+Λβ (b)κ)Λ
.
If we further assume that fis are convex and use (3.13) instead of (3.12), then
similarly we have
E[φk+1]≤ [1−2αk(λµ1−αkµ22 (λ +Λβ (b))Λ)]φk +
α2k µ
2
2ΛN
2
. (3.22)
Hence, following the steps above, the bound can be expressed as:
E[φk]≤ [1−2α(λµ1−αµ22 (λ +Λβ (b))Λ)]kφ0
+{1− [1−2α(λµ1−αµ22 (λ +Λβ (b))Λ)]k}
αµ22ΛN
4(λµ1−αµ22 (λ +Λβ (b))Λ)
,
with
0< α < λµ1µ22 (λ+Λβ (b))Λ
.
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Further analysis provides sub-linear convergence for the algorithm as follows.
Theorem 3.3.2. Suppose that Assumptions 11A-D hold, fis are convex and let F∗=
F(w∗) where w∗ is the minimizer of F. Let {wk} be the iterates generated by the
stochastic L-BFGS framework with αk = αk+E , where α > 0 and E satisfies
E > 2µ
2
2
µ21
(κ+βκ2), 2αλµ1−1− 2α
2µ22Λ(λ+Λβ (b))
E > 0.
Then starting from w0, for all k ≥ 0,
E[F(wk)−F∗]≤ G(α,E)k+E ,
where
G(α,E) def= max
{
α2µ22ΛN
4αλµ1−2−
4α2µ22Λ(λ+Λβ (b))
E
,E E[F(w0)−F∗]
}
. (3.23)
Proof. Let us prove the conclusion by induction. First, when k = 0, we have
G(α,E)
k+E
(3.23)
≥ E E[F(w0)−F(w∗)]E = E[F(w0)−F(w∗)].
Next, let us assume that with αk = αk+E , the following inequality holds,
E[F(wk)−F(w∗)]≤ G(α,E)k+E . (3.24)
Since fis are convex, take the total expectation of (3.22) with φk = [F(wk)−
F(w∗)], and use the learning rate αk = αk+E , we have
E[F(wk+1)−F(w∗)]
(3.22)
≤ [1−2αk(λµ1−αkµ22 (λ +Λβ (b))Λ)]E[F(wk)−F(w∗)]+
α2k µ
2
2ΛN
2
(3.24)
≤
[
1− 2αλµ1k+E +
2α2µ22Λ(λ+Λβ (b))
(k+E)2
]
G(α,E)
k+E +
α2µ22ΛN
2(k+E)2
k≥0≤
[
1
k+E − 2αλµ1(k+E)2 +
2α2µ22Λ(λ+Λβ (b))
(k+E)2E
]
G(α,E)+
α2µ22ΛN
2(k+E)2
. (3.25)
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Choose E,α > 0 such that the following holds,
[
1− 2αλµ1k+E +
2α2µ22Λ(λ+Λβ (b))
(k+E)2
]
≥ 0,
2αλµ1−1− 2α
2µ22Λ(λ+Λβ (b))
E > 0, (3.26)
then we obtain that
E[F(wk+1)−F(w∗)]
(3.25)
≤
[
1
k+E − 2αλµ1(k+E)2 +
2α2µ22Λ(λ+Λβ (b)κ)
(k+E)2E
]
G(α,E)+
α2µ22ΛN
2(k+E)2
(3.23)
≤ G(α,E)k+E + G(α,E)(k+E)2
[
−2αλµ1+ 2α
2µ22Λ(λ+Λβ (b)κ)
E
]
+
[
2αλµ1−1− 2α
2µ22Λ(λ+Λβ (b)κ)
E
]
G(α,E)
(k+E)2
= G(α,E)k+E
k+E−1
k+E =
(k+E)2−1
(k+E)2(k+E+1)G(α,E)
≤ G(α,E)k+E+1 .
Therefore the conclusion is proven by replacing F(w∗) with F∗ and enforce the
following so that (3.26) has solutions,
E > 2µ
2
2
µ21
Λ(λ+Λβ )
λ 2 =
2µ22
µ21
(κ+βκ2).
3.3.2 Non-convex Case
Under the following standard non-convex assumptions [16], we can proceed with the
convergence for non-convex problems for the first-order stationary points.
Assumption 12. Assume that the following assumptions hold.
A. F is twice continuously differentiable.
B. There exists a positive constant Λˆ such that BS ⪯ Λˆ for all batches S ⊆
{1,2, . . . ,n} of size b. F is Λ-smooth.
C. H0k in Algorithm 11 is symmetric and there exists 0 < σ ≤ Σ such that σ I ⪯
H0k ⪯ ΣI.
107
D. The function F(w) is bounded below by a scalar Fˆ.
E. There exist constants γ ≥ 0 and η > 0 such that ES[∥∇FS(w)∥2]≤ γ2+η∥∇F(w)∥2
for all w ∈ Rd and batches S⊆ {1,2, . . . ,n} of size b.
F. The batches S are drawn independently and ∇FS(w) is an unbiased estimator
of the true gradient ∇F(w) for all w ∈ Rd , i.e., E[∇FS(w)] = ∇F(w).
Similar as the strongly convex case, by settingBS = ∇FS, Assumption 12B is
equivalent to saying that FS is Λ-smooth or ∇FS is Λ-Lipschitz continuous which
recovers the corresponding assumption in [16]. However, different from the strongly
convex case, here we need the bounded gradient assumption (Assumption 12E).
Again, with the help of the above assumptions, we can conclude that Hk bounded
above and away from zero as follows.
Lemma 3.3.4. If Assumptions 12A-C hold, then there exist constants 0 < µ1 ≤ µ2
such that {Hk} generated by Algorithm 11 (we use a skipping scheme in Section 3.2.4,
i.e., we skip the update by setting Hk+1 = Hk when (3.7) is violated) in the stochastic
form satisfy:
µ1I ⪯ Hk ⪯ µ2I, for k = 0,1,2, . . .
Proof. Following the proof of Lemma 3.3.3, we can obviously obtain
∥yk∥2 = sTkBTk Bksk ≤ ΛˆsTkBksk = ΛˆyTk sk =⇒ ∥yk∥
2
yTk sk
≤ Λˆ.
Under the skipping scheme mentioned in the paper, we do not skip when (3.7)
holds
ε∥sk∥2 ≤ yTk sk ≤ ∥yk∥∥sk∥ =⇒ ∥sk∥ ≤ 1ε ∥yk∥;
hence, y
T
k sk
∥sk∥2 ≥ ε , and
yTk sk ≤ ∥yk∥∥sk∥ ≤ 1ε ∥yk∥2 =⇒ ∥yk∥
2
yTk sk
≥ ε,
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Therefore,
ε ≤ ∥yk∥
2
yTk sk
≤ Λˆ.
Then following the proof of Lemma 3.3.3, we should have the desired result.
With Lemma 3.3.4, the convergence to a neighborhood can also be proven for
non-convex cases.
Theorem 3.3.3. Suppose that Assumptions 12A-F hold. Let {wk} be the iterates
generated by the stochastic L-BFGS framework with a constant learning rate αk =
α ∈
(
0, µ1µ22ηΛ
)
, and starting from w0 by setting Hk+1 =Hk whenever (3.7) is violated.
Then for all L≥ 1,
E
[
1
L∑
L−1
k=0∥∇F(wk)∥2
]
≤ αµ22 γ2Λµ1 +
2[F(w0)−F∗]
αµ1L
L→∞−−−→ αµ22 γ2Λµ1 .
This proof exactly follows from [16] and we refer the readers to the reference.
3.4 Numerical Experiments
In this section, we present numerical results to illustrate the properties and per-
formance of our proposed algorithms (LBFGS-H and LBFGS-F) on both convex
and non-convex applications. For comparison, we show performance of popu-
lar stochastic gradient algorithms, namely, ADAM [101], ADAGRAD [61] and
SGD (momentum SGD). Besides, we include the performance for classical L-
BFGS where H0k =
yTk−1sk−1
yTk−1yk−1
I, and a stochastic L-BFGS as LBFGS-S where we set
yk = ∇FSk(wk)−∇FSk−1(wk−1). In the convex setting, we test logistic regression
problem on ijcnn1 3. where LBFGS-H is identical to LBFGS-F because of the linear
predictor, so we omit the results for LBFGS-F. On the other hand, we show perfor-
mance of 1-hidden layer neural network (with 300 neurons) and LeNet-5 (a classical
convolutional neural network) [115] on MNIST. Across all the figures, each epoch
refers to a full pass of the dataset, i.e., n component gradient evaluations.
3Available at http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/.
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Fig. 3.1 Comparisons of sub-optimality (top) and test errors (bottom) for different algorithms with
batch sizes 16, 64 on ijcnn1 (logistic regression) and 16, 64 on MNIST with 1 hidden layer neural
network and LeNet-5.
Figure 3.1 shows sub-optimality F(wk)−F(w∗) (training loss F(wk) for the last
column) and test errors of various methods with batch sizes 16 and 64 on the logistic
regression problem with ijcnn1 for the first two columns, and LBFGS-H exhibits
competitive performance with ADAM, SGD and ADAGRAD while LBFGS-S seems
highly unstable. On the non-convex examples for the last two columns in the figure,
similar results are presented with LBFGS-S to be extremely unstable and slow.
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Fig. 3.2 Comparisons of sub-optimality (top) and test errors (bottom) for different stochastic
methods with batch sizes 16, 64, 512, 4096 on ijcnn1, convex, logistic regression.
To further show the robustness of LBFGS-H (LBFGS-F), we run each method
with different batch sizes and 100 different random seeds on the logistic regression
problem with dataset ijcnn1 in Figure 3.2, and report the results. The dotted lines
represent the best and worst performance of the corresponding algorithm and the
solid line shows the average performance. Obviously, with large batch sizes, the
performance of ADAM, ADAGRAD and SGD worsen while LBFGS-H behaves
steadily fast and outperforms the others in sub-optimality. This also conveys that to
achieve the same accuracy, fewer epochs are needed, leading to fewer communications
for our framework when the batch size is large.
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Fig. 3.3 Batch size vs time complexity.
The ability to use a large batch size is of particular interest in a distributed
environment since it allows us to scale to multiple GPUs without reducing the per-
GPU workload and without sacrificing model accuracy. In order to illustrate the
benefit of large batch sizes, we evaluate the stochastic gradient ∇FS(w) on a neural
network with different batch sizes (b = 20,21, . . . ,214) on a single GPU (Tesla K80),
and compare the computational time against that of the pessimistic and utopian cases
in Figure 3.3. Up to b= 26, the computational time stays almost constant; nevertheless,
with a sufficiently large batch size (b> 28), the problem becomes computationally
bounded and suffers from the computing resource limited by the single GPU, hence
doubling batch size leads to doubling computational time. Therefore, the efficiency
of our proposed algorithm shown in Algorithm 3.2 can benefit tremendously from a
distributed environment.
3.5 Appendix: Additional Experiments
In this section, we provide additional numerical results with LBFGS-H (LBFGS-F),
LBFGS-S, LBFGS, ADAM, ADAGRAD and SGD.
3.5.1 Results on logistic regression (convex), ijcnn1
The first experiment is conducted for the logistic regression problem on ijcnn1, which
has been discussed in Section 3.4 in details. Additionally, we present the figure of
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training loss, and the 2nd and 5th rows are the zoom-in versions of the 1st and 4th
rows, respectively.
3.5.1.1 Small Batch Sizes
Figure 3.4 presents results on the small batch sizes b = 16,64,256, as discussed in
Section 3.4.
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Fig. 3.4 Comparisons of training loss (top 2 rows), sub-optimality (middle row) and test errors
(bottom 2 rows) for different algorithms with batch sizes 16, 64, 256 on ijcnn1, convex, logistic
regression.
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3.5.1.2 Larger Batch Sizes
Figure 3.5 exhibits results of the same experiment with larger batch sizes b =
512,1024,2048,4096. With larger batch sizes, LBFGS-H (LBFGS-F) outperforms
other methods more and more, suggesting LBFGS-F as an excellent choice for the
distributed setting. In addition, the figure presents the instability of LBFGS-S with
large batch sizes, and it won’t stabilize until b> 2048 = 211 in this case. Moreover,
the convergences of ADAM, ADAGRAD and SGD are slightly slowed down with the
increasing of batch sizes.
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Fig. 3.5 Comparisons of training loss (top 2 rows), sub-optimality (middle row) and test errors
(bottom 2 rows) for different algorithms with batch sizes 512, 1024, 2048, 4096 on ijcnn1, convex,
logistic regression.
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3.5.1.3 Randomization
We conduct the same experiment with 100 different random seeds to examine stability
and present the "reliable" areas enclosed by the dotted lines with the same colors
for each algorithm in Figure 3.6. As we discussed in Section 3.4, with large batch
sizes, the performance of ADAM, ADAGRAD and SGD worsen while LBFGS-H
outperforms the others in sub-optimality. To achieve the same accuracy, fewer epochs
are needed and thus fewer communications when the batch size is large.
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Fig. 3.6 Comparisons of sub-optimality for different stochastic methods with batch sizes 16, 64, 256,
512, 1024, 2048, 4096 on ijcnn1, convex, logistic regression.
Comments on the variance regarding the convergence of LBFGS-H With larger
batch sizes, the variance of LBFGS-H looks greater than ADAM and ADAGRAD
(still better than SGD and LBFGS-S). However, with large batch sizes such as
b = 2048,4096, even the worst performance of LBFGS-H is better than the average
performance of all the other methods. This reveals the superiority of LBFGS-H and
LBFGS-F over other methods in cases of large batch sizes.
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3.5.2 Results on cross-entropy (convex), MNIST
The second experiment is conducted for the linear predictor with cross-entropy loss
on MNIST. Similarly, LBFGS-S is unstable while LBFGS-H (LBFGS-F) performs
better and better with the increasing batch sizes and outperforms the others in the
case when the batch size b = 64,256.
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Fig. 3.7 Comparisons of training loss (top 2 rows), sub-optimality (middle row) and test errors
(bottom 2 rows) from different algorithms with batch sizes 16, 64, 256 on MNIST, convex,
cross-entropy.
115
3.5.3 Results on 1 hidden-layer neural network (nonconvex), MNIST
The third experiment (presented in Fig. 3.8) is conducted for 1 hidden-layer neural
network with cross-entropy loss on the dataset MNIST.
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Fig. 3.8 Comparisons of training loss (top 2 rows), sub-optimality (middle row) and test errors
(bottom 2 rows) from different algorithms with batch sizes 16, 64, 256 on MNIST, nonconvex, neural
network with 1 hidden layer of 300 hidden units.
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Fig. 3.9 Comparisons of training loss (top 2 rows), sub-optimality (middle row) and test errors
(bottom 2 rows) from different algorithms with batch sizes 512, 1024, 2048 on MNIST, nonconvex,
neural network with 1 hidden layer.
3.5.3.1 Small Batch Sizes
In Figure 3.8, the instability of LBFGS-S is more severe on this nonconvex problem.
LBFGS-H and LBFGS-F continues to be superior than the others in the case when
the batch size b = 64,256 and ADAGRAD obviously slows down with the increase
of the batch size.
3.5.3.2 Larger Batch Sizes
Figure 3.9 shows the performance of different algorithms on the same experiment
with large batch sizes b = 512,1024,2048,4096. The convergence of LBFGS-H
(LBFGS-F) slows down a little but still outperforms that of the other methods, while
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ADAGRAD and SGD slow down obviously with the increasing batch size. The
performance of LBFGS-H approaches that of LBFGS-F with large batch sizes. Note
that we did not show performance for LBFGS-S for b = 2048,4096 but the trends
suggest the performance getting worse.
3.5.4 Results on a convolutional neural network – LeNet-5, MNIST
The fourth experiment is conducted for a convolutional neural network LeNet-5 with
on MNIST. The bottom row in Figure 3.10 is just a zoom-in version of the middle
row on the test errors. Combining with the results in Figure 3.11, the complicated
structure of LeNet-5 amplifies the effects of different algorithms. In details, LBFGS-
S gets stuck at the beginning and converges slowly while SGD and ADAGRAD
continues to worsen much more as the batch size increases in this example. However,
ADAM and LBFGS-F outperforms the others apparently with large batch sizes, e.g.
b = 512,1024.
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Fig. 3.10 Comparisons of training loss (top) and test errors (middle and bottom rows) from different
algorithms with batch sizes 16, 64, 256 on mnist, nonconvex, LeNet-5 (a convolutional neural
network).
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Fig. 3.11 Comparisons of training loss (top) and test errors (middle and bottom rows) from different
algorithms with batch sizes 512, 1024 on mnist, nonconvex, LeNet-5 (a convolutional neural network).
Comments on the variance regarding the convergence of LBFGS-H and LBFGS-F
With small batch sizes (Figure 3.10), LBFGS-H/F looks noisy when b = 16,64, how-
ever we also notice that ADAM also maintains the same issue. But with b = 256,
LBFGS-F looks the best even in consideration of the variance. With large batch sizes
(Figure 3.11, b = 512,1024), the superiority of LBFGS-F remains in performance,
even though with b = 512, the variance is little worse (same as ADAM), but with
b = 1024, it is no worse in variance and absolutely better in overall performance than
all the others.
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CHAPTER 4
Large-scale Optimization in Power Systems
The people who are crazy enough to
think they can change the world are the
ones who do.
— Steve Jobs (1955 - 2011)
Fig. 4.1 A IEEE 5-Bus System.
Power system optimization has evolved with developments in computation and
optimization theory, and can be usually cast as a undirected graph problems with
nodes as buses or generators and edges as transmission lines (Fig. 4.1). The central
idea is to maximize the efficiency of the network in terms of some cost function,
and meanwhile keep the power on the buses and transmission lines stable. The heart
of economically efficient and reliable Independent System Operator (ISO) power
markets is the alternating-current optimal power flow (ACOPF) problem. However,
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the problem is non-trivial due to its non-linearity and non-convexity. Electrically, the
power flow is alternating-current (AC), which introduces nonlinearities. Economically,
an efficient market equilibrium requires multi-part nonlinear pricing. These make it
exceptionally challenging to solve the problem efficiently and precisely.
4.1 Literature Review and Related Works
In the power system community, the alternating-current optimal power flow (ACOPF)
is one the best known non-convex non-linear optimization problems, studied ex-
tensively since 1960s [72, 129, 130, 169]. Early work focused on straightforward
applications of Newton’s method [207] to the non-convex problem, which often
performs well in practice, but provides no theoretical guarantees as to their global
convergence. More specifically, the best known result in the field is the theorem of
Kantorovich [97], which formalizes the assumptions under which whenever for a
closed ball of radius t∗ centered at x0, it holds that ∇F(x)+∇F(x)T ≻ 0 for all x in
the ball, the ball is a domain of monotonicity for the function F . Traditionally, it has
been assumed that testing the property across the closed ball is difficult.
Recently, Henrion and Korda [83] have shown that the domain of monotonicity
of a polynomial system can be computed by solving an infinite-dimensional linear
program over the space of measures, whose value can be approximated by a cer-
tain hierarchy of convex semidefinite optimization problems. See also the work
of Valmórbida et al. [209–211] in the context of partial differential equations, and
elsewhere [57]. Dvijotham et al. [64] showed that it can also be cast as a certain
non-convex semidefinite optimization problem. Notice, however, that this line of work
[64, 83] does not consider inequalities and may be rather computationally challenging.
Similarly, the α-β theory [37, 46, 193], does not consider inequalities.
To summarize: traditionally, the convergence of Newton’s method could be
guaranteed only by the non-constructive arguments of the theorem of Kantorovich.
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Alternatively, one could use recently developed approaches [64, 83], albeit at a
computational cost possibly higher than that of solving ACOPF.
Inspired by Lavaei and Low [113], it has been shown that a convex relaxation em-
ploying optimization over positive semidefinite matrices (semidefinite programming,
SDP) produces global optima in particular cases. For further classes of instances
[134, 148, 197], minor changes to the instance make the feasible set convex as
well. Nevertheless, there are instances where the SDP relaxation provides only
unacceptable lower bounds [30, 117, 138], and such SDP relaxation can be strength-
ened by the iteratively adding further constraints [72] or variables and constraints
[72, 95, 96, 145, 146]. The iterative strengthening produces a hierarchy of relaxations
that converges asymptotically to the global optimum of the non-convex problem,
under mild conditions. However, this comes with a considerable computational cost.
Similarly, one can also derive a convergent hierarchy of upper bounds [53]. We refer
the readers to [129, 130, 169] for further references.
The shortcomings of the two approaches seem inherent in the non-convexity of
the problem. Newton’s method exhibits local quadratic convergence on non-convex
problems. When one starts from an initial point outside of a neighbourhood of a
stationary point, Newton’s method may diverge and produce no feasible solution.
Even within the neighbourhood, where Newton’s method converges, the stationary
point may turn out to be very far [30, 117] from the global optimum. On the other
hand, solving strong convexifications, such as the semidefinite programming (SDP)
relaxations of [72], remains challenging, computationally. Leading second-order
methods for solving the SDP relaxations, such as SeDuMi [200], often converge
within dozens of iterations on SDP relaxations of even the largest available instances
available, but the run-time and memory requirements of a single iteration may be
prohibitively large. One may employ first-order methods [133, 138], whose memory
requirements and per-iteration run-times are trivial, but whose rates of convergence
are, unfortunately, linear or worse. Either way, as one progresses in the hierarchy
of convexifications, the run-time to reach an acceptable accuracy grows fast. To
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circumvent both shortcomings, Liu et al. [124] study means of switching from solving
a convexification with a first-order method [138] to Newton method on a non-convex
(augmented) Lagrangian of the polynomial optimization problem (POP) of ACOPF.
Another important challenge focuses on the development of a real-time optimiza-
tion of distribution and transmission systems, where fast variations of power output
may introduce power-flow reversals, unexpected losses, and transients, which current
systems are not tested to cope with. Renewable energy sources (RESs) have posed a
number of such novel challenges within the analysis and control of power systems.
Notably, when RESs are widely deployed and inject all available power, power quality
and reliability may suffer. In distribution systems, overvoltages may become more
common. One hence needs to design real-time control mechanisms, e.g., to curtail
real power at inverters of RESs, while considering transmission constraints.
There is a considerable interest in the pursuit of solutions to optimal power
flows (OPF) in the on-line setting. In convex optimization and signal processing,
related approaches are known as warm-starting [40, 75, 216], time-varying convex
optimization [196], and dynamic convex optimization [195]. Much of the general-
purpose work has, however, focussed on the use of interior-point methods [40, 75,
194], where a small number of computationally-demanding iterations suffice [76]
to reach machine precision. In power systems, much of the work [48–50, 221] has
focussed on linearizations of the OPF problem, possibly employing feedback to
correct for model mismatches and linearization errors. There have been proposals to
apply gradient methods [132], Newton method, and L-BFGS [203] to the general non-
convex problem, as well as proposals to apply gradient algorithms [71] and a related
reactive-power control [8] in the special case of radial networks. Liu et al. [125]
propose to use a coordinate-descent algorithm [124, 138] for solving time-varying
optimization problems, which are the non-convex non-linear problems of ACOPF.
Their analyses assume a variant of the Polyak-Łojasiewicz condition, rather than
(strong) convexity.
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4.2 Optimization in Time-Varying Optimal Power Flows
In this section, we propose a coordinate descent algorithm applied to time-varying
optimal power flows and this approach provides a novel perspective on time-varying
optimization in power systems in two aspects: First, we do not consider a linearization
[50], but rather the non-convex non-linear problem. Their analysis assume a variant
of the Polyak-Łojasiewicz condition, rather than (strong) convexity. Second, the delay
in applying the update is O(np) for n nodes connected to at most p other nodes each,
thanks to the closed-form solution for each coordinate-wise step. As we demonstrate
in computational illustrations on the IEEE 37-node test feeder, tracking of ACOPF
solutions is possible in practice.
4.2.1 The Problem as a Polynomial Optimization Problem
In compliance with recent literature [72, 113, 125, 138, 147], and without any loss of
generality, we consider the model as Π-equivalent circuits, constructed as a power
system network with nodes N := {1, . . . ,N} connected by lines E := {(m,n)} ⊂
N ×N . A subset of nodes, G ⊆N , are the controllable generators, NG := |G |. We
assume that time is discretized to kτ , with multiplier k ∈ N and period τ > 0 chosen
to capture the variations on loads and ambient conditions. We consider the following
variables:
• V kn ∈C denotes the phasors for the line-to-ground voltage at the kth time period
• Ikn ∈ C denotes current injected at node n over the kth time period
• Pkn ∈ R and Qkn ∈ R denote the active and reactive powers injected at n ∈ G
over the kth time period
where {V kn }n∈N and {Ikn}n∈N can be concatenated into N-dimensional complex
vectors V k := [V k1 , . . . ,V
k
N ]
T ∈ CN and Ik := [Ik1 , . . . , IkN ]T ∈ CN , respectively. By
combining Ohm’s and Kirchhoff’s circuit laws, one can obtain the usual: Ik = yV k,
where y ∈ C(N)×(N) is the system admittance matrix. For one node, we can fix the
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voltage magnitude ρ0 and angle, V k0 = ρ0e
jθ0 , at any time k. As usual, we assume load
is constant at each time k, where Pkℓ,n and Q
k
ℓ,n denote the real and reactive demands at
node n∈N \G at time k. At generator n∈ G , we assume Pkav,n denotes the maximum
active power generation at time k. For example, in a PV system, Pkav,n is a function of
the irradiance, bounded from above by a limit on the inverter.
Conventionally, one considers an off-line optimization problem, known as the
alternating-current optimal power flow (ACOPF), which can be cast in its simplest
form at time kτ as:
(OPFk) min
v,i,{Pi,Qi}i∈G
hk({Vi}i∈N )+∑
i∈G
f ki (Pi,Qi) (4.1a)
s.t.Ik = yV k (4.1b)
ViIki = P
k
i −Pkℓ,i+ j(Qki −Qkℓ,i), ∀ i ∈ G (4.1c)
VnIkn =−Pkℓ,n− jQkℓ,n, ∀n ∈N \G (4.1d)
V min ≤ |V ki | ≤V max, ∀ i ∈M (4.1e)
0≤ Pkn ≤min{Pkav,n,Sn} ∀n ∈N (4.1f)
Qkn ≤ Sn,∀ n ∈ G (4.1g)
where Sn is the rated apparent power. where V min and V max are voltage limits,
M ⊆N is a set of nodes where voltage regulation can be performed, f ki (Pi,Qi) is a
time-varying function specifying performance objectives for the ith generator, and
hk({Vi}i∈N ) captures system-level objectives.
The simplest form of the ACOPF can be lifted in a higher dimension [138]. For
notational convenience, we skip the time index k, where not needed. Let ei ∈ RN be
the ith standard basis vector and let us define a number of 2N×2N matrices,
yi := eieTi y (4.2)
Yi :=
1
2
ℜ(yi+ yTi ) ℑ(yTi − yi)
ℑ(yi− yTi ) ℜ(yi+ yTi )
 (4.3)
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Y¯i :=−12
ℑ(yi+ yTi ) ℜ(yi− yTi )
ℜ(yTi − yi) ℑ(yi+ yTi )
 (4.4)
Mi :=
eieTi 0
0 eieTi
 , (4.5)
where ei ∈ RN is the ith standard basis vector. By introducing new variables:
x :=
ℜV
ℑV
 (4.6)
ti := tr(YixxT),∀i ∈N (4.7)
gi := tr(Y¯ixxT),∀i ∈N (4.8)
hi := tr(MixxT),∀i ∈N , (4.9)
we can reformulate the problem as a lifted generalization:
min
x∈R2|N |∑i∈G
ci[Pl,i+ tr(YixxT)]2+di[Ql,i+ tr(Y¯ixxT)]2 (4.10a)
s.t. ti = tr(YixxT),∀i ∈N (4.10b)
gi = tr(Y¯ixxT),∀i ∈N (4.10c)
hi = tr(MixxT),∀i ∈N (4.10d)
V 2min ≤ hi ≤V 2max,∀i ∈N (4.10e)
zi = (Pl,i+ ti)2+(Ql,i+gi)2,∀i ∈ G (4.10f)
zi ≤ S2i ,∀i ∈ G , (4.10g)
−Pl,i ≤ ti ≤ Ppv−Pl,i,∀i ∈ G , (4.10h)
ti =−Pl,i,∀i ∈N \G , (4.10i)
gi =−Ql,i,∀i ∈N \G . (4.10j)
One can extend the problem further [138, 147] to consider tap-changing and phase-
shifting transformers in per-line thermal limits, which is illustrated in Section 4.3.
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Considering that (4.1) is a nonconvex optimization problem, a relaxation is usually
considered.
4.2.2 The Approach
Our approach is based on first-order methods for the Lagrangian relaxation of (4.10):
ξ := (x, t,h,g,z,λ t ,λ g,λ h,λ z),
L (ξ ,µ) :=
∑
i∈G
{
ci[Pl,i+ tr(YixxT)]2+di[Ql,i+ tr(Y¯ixxT)]2
}
− ∑
i∈N
λ ti
[
tr(YixxT)− ti
]
+
µ
2 ∑i∈N
[
tr(YixxT)− ti
]2
− ∑
i∈N
λ gi
[
tr(Y¯ixxT)−gi
]
+
µ
2 ∑i∈N
[
tr(Y¯ixxT)−gi
]2
− ∑
i∈N
λ hi
[
tr(MixxT)−hi
]
+
µ
2 ∑i∈N
[
tr(MixxT)−hi
]2
−∑
i∈G
λ zi
[
(ti+Pl,i)2+(gi+Ql,i)2− zi
]
+
µ
2 ∑i∈G
[
(ti+Pl,i)2+(gi+Ql,i)2− zi
]2
. (AL)
which is intimately connected to the semidefinite programming (SDP) relaxations
[72, 113], where xxT is replaced by W ⪰ 0, as described in [113, 138]. In particular,
we optimizeL (AL) over a polyhedral feasible set Y defined by:
−Pl,i ≤ ti ≤ Ppv−Pl,i,∀i ∈ G , (4.11)
V 2min ≤ hi ≤V 2max,∀i ∈N (4.12)
zi ≤ S2i ,∀i ∈ G (4.13)
Let us denote x, t,h,g,z,λ t ,λ g,λ h, λ z in iteration k as ξ k in dimension d. The update
of coordinate ik to obtain ξ k+1ik is
argmin
α∈R
[
α∇ikL (ξ
k,µ)+
L
2
α2+gik(ξik +α)−gik(ξik)
]
, (4.14)
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Algorithm 12 A Single-Stage Coordinate Descent Algorithm
1: Choose initial x ∈ R2n×1.
2: for k = 0,1,2, . . . do
3: Compute corresponding values of t,h,g,z.
4: Project t,h,z onto the box constraints.
5: In parallel, minimizeL in t,g,h,z, coordinate-wise,
6: Minimize a convexification ofL in x (backtracking) in parallel, coordinate-
wise,
7: Update Lagrange multipliers λ t ,λ g,λ h,λ z.
8: Update µ .
9: Terminate, if criteria are met.
10: end for
where ∇ikL is the gradient restricted to coordinate ik. This could be seen as a
coordinate-wise minimization applied to:
argmin
ξ k
L (ξ k,µ)+g(ξ k), (4.15)
where g is an indicator function that is zero if ξi lies in Y set and infinity otherwise.
In particular, we present the coordinate descent algorithm for a single-stage (as we
remove the time index) problem in Algorithm 12.
Crucially, notice that there exists a closed-form solution for the step-size α
in (4.14). Considering that L is a quartic polynomial (AL) (in x), the optimality
conditions are cubic, the uni-variate problem has a closed-form solution of each root.
These can be enumerated and the minimum chosen. For other variables (t,h,g,u,v,z)
theL is at most quadratic with respect to simple constraints. This allows for both
excellent computational performance and the analysis of the per-iteration complexity
in Section 4.2.4.
4.2.3 Theoretical Analyses
In this part, we use the Polyak-Łojasiewicz condition to provide convergence in our
analysis. The condition has been studied since 1960s [128, 173], including a number
of variants known as the Kurdyka-Łojasiewicz conditions and error bounds [208].
The proximal variant we employ was first proposed by Karimi et al. [98]. We imagine
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that there may be many subsequent applications, due to the appeal of allowing for
non-convexity and non-unique optima.
Let us consider the properties of the time-varying gradient mapping ∇L in more
detail first.
Lemma 4.2.1. Let Ξ := Br(ξ ∗)⊂Rd be a Euclidean ball centered in ξ ∗ with a radius
r < ∞. Then ∇ξL is coordinate-wise Lipschitz continuous on Ξ, i.e., there ∃L< ∞
such that ∀α ∈ R, ξ ∈ Ξ and ∀i ∈ {1,2, . . . ,d} such that ξ +αei ∈ Ξ the following
upper-bound is satisfied
∇L (ξ +αei,µ)≤ ∇L (ξ ,µ)+α∇iL (ξ ,µ)+ L2α
2, (4.16)
where ei is the i-th unit vector.
Proof. Indeed, for fixed and finite µ , the functionL (ξ ,µ) is an analytical polynomial
function (infinitely differentiable). One can then define
L := max
i,ξ∈Ξ
∣∣∣∣∂ 2L (ξ ,µ)∂ξ 2i
∣∣∣∣ .
This value will be finite because i ∈ {1,2, . . . ,d} is just a finite set,
∂ 2L (ξ ,µ)
∂ξ 2i
is a polynomial function, and Ξ is a compact set.
To proceed with the analysis of the rates of convergence of gradient methods on
(AL), one often makes a number of assumptions. Outside of convexity, one often
assumes a variant of strong convexity, such as essential strong convexity (ESC) of
Liu and Wright [121] or weak strong convexity (WSC) [127, 154]. Notice that strong
convexity and its variants (ESC, WSC) imply the uniqueness of optima and require
that each stationary point is an optimum.
Such an assumption may be hard to justify, considering that ACOPF is non-convex
and its convex relaxations need not have a unique optimum. (Consider a case, where
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there are two invertors with one and the same linear cost function, e.g., a feed-in
tarrif, connected to a single load by one line each, with both lines having the same
branch admittance.) Instead, we make Assumption 5.B that relates the growth of
gradient to sub-optimality. Under this assumption, it is possible to show a linear rate
of convergence of the randomized coordinate-descent algorithm considering the input
at time k as a constant.
Notice that due to the non-convex nature of the function L in variable ξ , the
analysis of the global convergence to a solution of the semidefinite programming
(SDP) relaxation [72, 113] would have to exploit an additional regulariser. Although
this is well-known both in general [31, 32] and within power systems analysis [138],
it is somewhat technical, cf. Theorem 4.1 in [32] and its use in [28, 138]. In this
paper, we hence limit ourselves to the simpler analysis of local convergence. Let ξ ∗
be any local minimizer ofL (ξ ,µ) for fixed µ . We will assume throught this paper
that µ ∈ [0, µ¯], with µ¯ < ∞.
Theorem 4.2.1. [Extension of Theorem 6 in [98]] Let µ ∈ [0, µ¯] is fixed and ξ ∗, r
and σL are such that Assumption 5.B is satisfied. Moreover, let ξ 0,ξ 1, · · · ∈ Ξ. Then
the randomized coordinate-descent algorithm (4.14), with ik being chosen uniformly
at random from {1,2, . . . ,d}, for solving (4.15) has a local linear convergence rate:
E[L (ξ k,µ)−L ∗]≤
(
1− σL
dL
)k
[L (ξ 0,µ)−L ∗], (4.17)
where L is as defined in Lemma 4.2.1 andL ∗ :=L (ξ ∗,µ).
The proof follows from [98].
In Algorithm 12, we apply coordinate descent to a non-convex Lagrangian, whose
solutions under some technical assumptions coincides with solutions to an SDP
relaxation, cf. [138]. Although coordinate-descent algorithms have been used for over
half a century, the recent interest comes from the improved results [121, 160, 180]
on their rates of convergence. Although the rates of convergence of our algorithm
is linear, it is not so-called Nesterov optimal. For a known Lipschitz constant Li for
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each coordinate i and a step-size of 1/Lik suggested by Nesterov [160], one could
possibly improve the linear rate to
(
1− σLdL¯
)
with L¯= 1d ∑
d
j=1 L j ≤ L=max j=1,...,d L j.
Alternatively, one could pick ik greedily rather than randomly to improve the rate
of convergence at the expense of increased per-iteration computational effort, as
discussed in [98]. In semidefinite programming, low-rank coordinate descent, which
considers feasible solutions in the increasing order of rank, until one can prove
their global optimality, has been first proposed by Burer and Monteiro [31] and
later analysed by [28, 32, 138]. The first application to power systems analysis is
due to [138]. As has been shown both here and in [138], the closed-form solution
to the coordinate-wise minimization problem allows for excellent computational
performance.
Now, let us bound the error in tracking, i.e., whenL changes over time due to
time-varying input parameters and we run only one iteration of our algorithm per
time step, before obtaining new inputs. Let us denote the time-varying L at each
time (sampling instance) k byL k(ξ ,µ) and make the following assumption:
Assumption 13. The variation of the functionL k at two subsequent instant k and
k−1 is upper bounded as
|L k(ξ ,µ)−L k−1(ξ ,µ)| ≤ e, for all ξ ∈ Y
for all instants k > 0.
Assumption 13 bounds how the functionL changes over time and gives makes it
possible to measure the tracking performance:
Theorem 4.2.2. Let µ ∈ [0, ] is fixed and ξ ∗,k, r and σL are such that Assumption 5.B
as well as the Lipschitz condition (4.16) are satisfied, uniformly in time. Let Assump-
tion 13 hold. Moreover, let ξ 0,ξ 1, · · · ∈ Ξ. Then the randomized coordinate-descent
algorithm (4.14), with ik being chosen uniformly at random from {1,2, . . . ,d}, for
solving (4.15) withL k(ξ ,µ) instead ofL (ξ ,µ) has a local linear convergence rate
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to an error bound as:
E[L k(ξ k,µ)−L ∗,k]≤
(
1− σL
dL
)k
[L 0(ξ 0,µ)−L ∗,0]+ 1
1− σLdL
e, (4.18)
while the tracking error is,
limsup
k→∞
E[L k(ξ k,µ)−L ∗,k]≤ 1
1−σL /dL e. (4.19)
Proof. The proof follows from Theorem 4.2.1, by invoking the triangle inequality
and the sum of a geometric series. In particular, dropping the dependency on µ for
sake of compactness, one has for each k
E[L k−1(ξ k)−L ∗,k−1]≤
(
1− σL
dL
)
[L k−1(ξ k−1)−L ∗,k−1], (4.20)
by summing and subtracting E[L k(ξ k)] on the left-hand-side and by putting w.l.g.
L ∗,k−1 =L ∗,k,
E[L k(ξ k)−L ∗,k]≤
(
1− σL
dL
)
[L k−1(ξ k−1)−L ∗,k−1]+
|E[L k(ξ k)−L k−1(ξ k)]|, (4.21)
which we can bound by Assumption 13. By the summation of geometric series, the
claim is proven.
Equation (4.19) quantifies the maximum discrepancy between the approximate
optimumL k(ξ k,µ) andL ∗,k at instant k, as k goes to infinity. In particular, as time
passes, our on-line algorithm generates a sequence of approximately optimal costs
that eventually reaches the optimal cost trajectory, up to an asymptotic bound. The
convergence to the bound is linear and depends on the properties of the cost function,
while the asymptotic bound depends on how fast the problem is changing over time.
This is a tracking result: we are pursuing a time-varying optimum by a finite number
of iterations, e.g., one, per time-step. If we could run a large number of iterations
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per each time step, then we would be back to a static case of Theorem 4.2.1 and we
would not have a tracking error. This may not, however, be possible in settings, where
inputs change faster than one can compute an iteration of the algorithm.
4.2.4 The Per-Iteration Complexity
Let us now consider the complexity of a single iteration of the coordinate-descent
algorithm, or rather the complexity of one epoch of the coordinate-descent algorithm,
i.e., the iterations going sequentially over each coordinate i in ξ :
Lemma 4.2.2. Coordinate descent going sequentially over each coordinate i in
ξ , performs (32p+ 102)n2 + (32p+ 116)ngn− 2n+ (16p+ 92)ng floating-point
operations plus 6(n+ng) evaluations of roots of a univariate cubic polynomial. The
update of a single coordinate requires at most 16(ng+n)p+58ng+51n−8 floating-
point operations and 6n evaluations of a root of a univariate cubic polynomial.
Proof. First, notice that the evaluation of the traces of high-dimensional quadratic
forms can exploit sparsity. For instance, consider matrix Yi (4.3), in whose definition
yi = eieTi y with the system admittance matrix y. The evaluation of the trace of the
quadratic form tr(YixxT) can be performed in at most 8p float-float operations where
p denotes the number of non-zero elements of the kth row of y, which is a constant,
p ≪ n, for all realistic power systems. Further, terms involving Mi (4.5) can be
simplified, e.g.,
tr(MixxT) = x2i + x
2
i+|N|,
so as to be evaluated in 3 float-float operations, and in 1 flop if xi or xi+|N| is a variable.
Next, recall that we are minimizing coordinate-wise. Enumerating the local
minima of minx ax4 + bx3 + cx2 + dx+ e is the same as solving the cubic equa-
tion 4ax3 + 3bx2 + 2cx+ d = 0, which after 7 float-float multiplications becomes
x3+(3b)/(4a)x2+(c)/(2a)x+d/(4a) = 0. Obviously, we have unconstrained opti-
mization problems for x and box-constrained quartic optimizaton problems for t and
g, both of which take similar cost to solve.
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Finally, let us sum the numbers up, term-wise. Evaluating a single coordinate
in term tr(YixxT) has the same cost as evaluation for tr(YixxT), which is 8p flops. It
takes 11 additional operations to compute the coefficients for [tr(YixxT)+Pl.i]2, and
3 operations when Yi replaced by Mi. Assuming that the number of generators is ng,
in total, we need {ng[2(8p+11)+3×5]+5(ng−1)+n[2(8p+11)+(1+3+1)]+
5(n− 1)+ 3(n− 1)+ 5} + {n[3× 3+ 2× 2]+ 3(n− 1)} + {7ng +(ng− 1)+ 7ng +
(ng− 1)+ 1}+ 4 = 16(ng + n)p+ 58ng + 51n− 8 flops for coefficient evaluations,
where the first two brace-delimited summands come from (4.10b), (4.10c), (4.10d)
in quartic and quadratic terms, respectively, and the last one comes from (4.10f).
Considering each epoch performs 2n such coordinate-wise iterations, it has a cost
of (32p+ 102)n2 +(32p+ 116)ngn− 16n flops plus 6n evaluations of a root of a
univariate cubic polynomial (root-evals).
Similarly, for ti, i ∈ G (4.7), the evaluations of the coefficient only occur at the
quadratic and quartic terms, where quadratic terms
[
(ti+Pl,i)2+(gi+Ql,i)2− zi
]
and
[tr(YiW )− ti]2 take 6 and (8p+2) flops, respectively. The quartic term takes 11 more
operations. Per-epoch the update of ti comes at the cost of ng{[8p+ 2+ 3]+ [2]+
[(6+ 7)+ 5]+ [2]+ 5+ 3+ 3} = (8p+ 38)ng flops plus 3ng root-evals. The same
cost also applies to updates in g (4.8).
Further, for hi, i ∈N ,zi and i ∈ G , we have box-constrained quadratic optimiza-
tion problems, and it is not difficult to count that the evaluation of coefficients requires
12 and 14 flops, respectively, for per coordinate and solving a quadratic problem takes
only 2 flops. Thus per-epoch, the cost is 14n and 16ng flops for hi,zi, respectively.
In summary, the total cost for one epoch is (32p+ 102)n2 +(32p+ 116)ngn−
2n+(16p+92)ng float-float operations (flops) plus 6(n+ng) evaluations of a root of
a cubic polynomial. Bounding the number of flops required to evaluate the root of a
cubic polynomial is somewhat involved, as the computation requires taking the square
and cubic roots of scalars. In a model of computation, where taking the root of a
scalar requires 1 flop, such as in the BSS machine [20], the root of a cubic polynomial
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can be evaluated in 31 flops. The update of a single coordinate in such a model hence
requires at most 16(ng+n)p+58ng+144n−8 floating-point operations.
This makes it possible to bound the expected tracking errorL k(ξ k,µ)−L ∗,k by
quantities, which are easier to reason about. In particular, let us consider the number
of floating-point operations needed to perform between two updates of the inputs, in
order to achieve a certain guarantee in terms of the error bound:
Theorem 4.2.3. Let Assumptions 5.B and 13 hold, with an upper bound e on the
magnitude of change between two successive inputs. Considering the number p of
other nodes any node can be connected to as a constant, and parametrising the result
by the size of the level-set σl := [L 0(ξ 0,µ)−L ∗,0], and a parameter σp := 11−σLdL ,
the number of floating-point operations a BSS machine needs to be able to perform
between two successive updates of the inputs to guarantee the error is bounded by
E := E[L k(ξ k,µ)−L ∗,k] is:
(16(ng+n)p+58ng+144n−8) log(E−σpe)logσl . (4.22)
Proof. The linear convergence established in Theorems 4.2.1 and 4.2.2 means E is
bounded by a function of σp raised to the kth power. In turn, k is bounded from
above by the ratio of the total number of flops between two updates and a worst-
case bound on the numbers of flops required per 1 coordinate-wise update, which is
16(ng+n)p+58ng+144n−8 by Lemma 4.2.2, i.e., O(np). By substituting σp,σl
into (4.20), solving for σ kp, substituting the ratio instead of k, and taking the logarithm
of both sides, we obtain the result.
Considering that modern computers are not BSS machines, and their behaviour is
rather complex, the bound (4.22) may not be a perfect estimate of the actual run time,
but it does provide some guidance as to the requirements on computing resources.
Specifically, the run-time to a constant error bound grows with O(np), when σl and
σp are constant.
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Fig. 4.2 IEEE 37-node feeder, as amended by Dall’Anese and Simonetto [50]: 18 PV
systems are marked with a box.
4.2.5 Numerical Experiments
We test our approach on a distribution network with high-penetration of photovoltaic
(PV) systems, introduced by Dall’Anese and Simonetto [50], although our approach
is by no means limited to radial networks. The network is based on a single-phase
variant of the IEEE 37-node test case. It replaces constant load of 18 secondary
transformers (at nodes 4, 7, 10, 13, 17, 20, 22, 23, 26, 28, 29, 30, 31, 32, 33, 34, 35,
and 36, as highlighted in Figure 4.2) with real load data from Anatolia, California,
sampled with 1 Hz frequency in August 2012 [12]. Further, the generation at PV
plants is simulated based on real solar irradiance data in [12], with rating of these
inverters at 300 kVA at node 3; 350 kVA at nodes 15,16, and 200 kVA for all other
inverters. The voltage limits Vmax and Vmin are set to 1.05 pu and 0.95 pu, respectively.
The solar irradiance data also have the granularity of 1 second. Other parameters are
kept intact.
Figures 4.3 and 4.4 present the performance evaluated at 3 Hz frequency, compared
to the 1 Hz update. On top, there is the voltage profile for nodes 2,15,28, and
35. When compared to to Figure 4 by Dall’Anese and Simonetto [50], the voltage
profiles seem much improved; there seems to be little volatility even in the zoomed-in
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Fig. 4.3 The performance on the feeder of Figure 4.2, from midnight till 8pm.
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Figure 4.4. In the middle plot, we present the achieved cost ∑i∈G cq(Qki )
2+cp(Pkav,i)
2.
In the bottom plot, we present a measure of infeasibility:
T (x, t,g,h,z) := ∑
i∈N
[
tr(YixxT)+ωTi x− ti
]2
+ ∑
i∈N
[
tr(Y¯ixxT)+ ω¯Ti x−gi
]2
+ ∑
i∈N
[
tr(MixxT)−hi
]2
+∑
i∈G
[
(ti+Pl,i)2+(gi+Ql,i)2− zi
]2
.
and compare it against the linearization of Dall’Anese and Simonetto [50], wherein we
use ν = 10−3, ε = 10−4, α = 0.2, cp = 3, cq = 1, f¯ k(uk) =∑i∈G cq(Qki )
2+cp(Pkav,i−
Pki )
2, as suggested by the authors. For the linearization, we evaluate both the full mea-
sure of infeasibility T (4.23) and a lower bound T ′ on the infeasibility (4.23), which
ignores the terms∑i∈N \G
[
tr(YixxT)+ωTi x− ti
]2
+∑i∈N \G
[
tr(Y¯ixxT)+ ω¯Ti x−gi
]2,
which correspond to constraints 4.10i and 4.10j in the lifted formulation (4.10) and to
constraint (4.1d) in the original formulation (4.1) of [50], which is most affected by
the linearization. Notice the logarithmic scale on the vertical axis. Infeasibility T of
our approach is approximately 4 orders of magnitude better than the lower bound T ′
on the infeasibility of the linearization, and more than 8 orders of magnitude better
than the infeasibility T of the linearization.
4.3 Hybrid Methods in Power System Optimization
As we introduced previously, most solvers for ACOPF problems rely on interior-point
method or Newton method. However, Newton-type methods can converge to particu-
larly bad local optima of non-convex problems or even diverge with terrible starting
points, while the fast first-order methods for solving strong convexifications are rather
slow. To address this challenge, we introduce novel means of combining solvers work-
ing on a convexification and solvers working on the non-convex problem [125]. We
employ a first-order method [138] in solving a convexification, until we can guarantee
local convergence of Newton’s method on the non-convex Lagrangian of the problem,
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possibly considering some regularization [138]. In particular, the guarantee considers
points z0 and z∗, such that when we start Newton’s method or a similar algorithm at
the point z0, it will generate a sequence of points zi converging to z∗ with quadratic
rate of convergence, i.e.
∥zi− z∗∥ ≤ (1/2)2i−i∥z0− z∗∥. (4.23)
The associated test requires the knowledge of the Lagrangian and its partial derivatives
at z0, but does not require the computation of zi for i> 0, or solving of any additional
optimization problems. This could be seen as means of on-the-fly choice of the solver,
which preserves the global convergence guarantees associated with convexification,
whilst improving upon the convergence rates of first-order methods. Next, we will
first introduce some basic theory on the convergence of Newton’s method.
4.3.1 A Brief Overview of α-β Theory
In this part, we present two key results from the past two decades of study of con-
vergence properties of Newton’s method on systems of polynomial equalities and
illustrates them on the alternating-current power flows (ACPF).
Our approach is based on the α-β theory of Smale [37, 46, 193], which is also
known as the point estimation theory. We present some basic results of the theory
first.
Consider a general real-valued polynomial system f : Rm 7→ Rn, i.e., a system
of polynomial equations f := ( f1, . . . , fn) in variables x := (x1, . . . ,xm) ∈ Rm. Let us
define Newton’s operator at x ∈ Rm as
N f (x) := x− [∇ f (x)]† f (x),
where [∇ f (x)]† ∈ Rm×n is the Moore-Penrose inverse of the Jacobian matrix of f at
x. A sequence with initial point x0 and iterates of Newton’s method subsequently,
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xi+1 := N f (xi) for i≥ 0, is well-defined if [∇ f (xi)]† is well defined at all xi, i≥ 0. We
say that x ∈ Rm is an approximate zero of f if and only if
1. the sequence {xi} is well-defined; and
2. there exists x′ ∈ Rm such that f (x′) = 0 and ∥xi− x′∥ ≤ (1/2)2i−1−1∥x0− x′∥
for all i≥ 0.
We call x′ ∈ Rm the associated zero of x ∈ Rm and say that x represents x′. The key
result of α-β theory is:
Proposition 1 ([193]). Let f : Rm 7→ Rn be a system of polynomial equations and
define functions α( f ,x),β ( f ,x),γ( f ,x) as:
α( f ,x) := β ( f ,x)γ( f ,x), (4.24a)
β ( f ,x) :=
∥∥∥[∇ f (x)]† f (x)∥∥∥= ∥x−N f (x)∥, (4.24b)
γ( f ,x) := sup
k>1
∥∥∥∥∥ [∇ f (x)]†[∇(k) f ](x)k!
∥∥∥∥∥
1/(k−1)
, (4.24c)
where [∇ f (x)]† ∈ Rm×n is the Moore–Penrose inverse of the Jacobian matrix of f at
x and [∇(k) f ] is the symmetric tensor whose entries are the k-th partial derivatives
of f at x. Then there is a universal constant α0 ∈ R such that if α( f ,x)≤ α0, then
x is an approximate zero of f . Moreover, if x′ denotes its associated zero, then
∥x− x′∥ ≤ 2β ( f ,x). It can be shown that α0 = 13−3
√
17
4 ≈ 0.157671 satisfies this
property.
We refer to [46, 193] for the proof and a variety of extensions. Considering that
[193] is somewhat difficult to read and a part of a five-paper series, we refer to the
survey of Cucker and Smale [46] or the more recent survey of Beltran and Pardo [14]
for an overview.
Let us illustrate the approach on alternating-current power flows (ACPF), where
the instance is defined by:
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• a graph, where n vertices are partitioned into pv (representing buses with
generators), pq (representing buses with loads), and {S } (representing the
slack bus), and where adjacency of buses i and j is denoted i∼ j, and
• the admittance matrix Y ∈ Cn×n, with G := Re(Y ), B := Im(Y )
• active loads and injections Pi at buses i ∈ pq∪pv and reactive loads Qi at buses
i ∈ pq,
• voltage magnitude setpoints vi at buses i ∈ pv.
Following [64], we define the power-flow operator F :R2n 7→R2n in terms of complex
voltages Vi =V xi +ßV
y
i , i ∈V , with V c stacked as V ci =V xi ,V cn+i =V yi :
[FrV c]i := Giir(V xi )
2+
(
V yi
)2−∑
j∼i
Bi jrV yi V
x
j −V xi V yj
−∑
j∼i
Gi jrV xi V
x
j +V
y
i V
y
j −Pi, i ∈ pv∪pq (4.25a)
[FrV c]n+i := Biir(V xi )
2+
(
V yi
)2
+∑
j∼i
Bi jrV xi V
x
j +V
y
i V
y
j
+∑
j∼i
Gi jrV yi V
x
j −V xi V yj −Qi, i ∈ pq (4.25b)
[FrV c]n+i := (V xi )
2+
(
V yi
)2− v2i , i ∈ pv (4.25c)
Whether a point x∈Rm is in a domain of monotonicity can be tested by the simple
comparison of α and α0:
Proposition 2. For every instance of ACPF, there exists a universal constant α0 ∈ R
and a function α of the instance of ACPF and a vector x∈Rm such that if α(F,x)≤α0,
then x is an approximate zero of F.
Proof. One can either apply Proposition 1 to a problem in V c, which stacks the real
and imaginary parts of the complex-valued vector to obtain a real-valued problem, or
one may apply an extension of the proposition to complex-valued polynomials, such
as Theorem 4.3 in [58].
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Obviously, one needs to compute β (4.24b) and γ (4.24c) to compute α (4.24a).
Because γ( f ,x) is difficult to compute in practice, we wish to establish a bound, e.g.,
when m = n. Let us first define some auxiliary quantities, which will be used in the
following proposition. Define a pseudo-norm ∥ · ∥1 on Rn, along with an auxiliary
diagonal matrix ∆(d):
∥x∥1 :=
(
1+
n
∑
i=1
|xi|2
)1/2
, ∆(d)(x)i,i := d
1/2
i ∥x∥di−11 ,
where di := fi) is the degree of fi in the system of polynomials f = ( f1, . . . , fn). Let us
consider the degree-d polynomial g(x) := ∑|ν |p≤d gνx
ν where the coefficients gν ∈R
and xν := xν11 · · ·xνnn with |ν |p := ∑ni=1νi. We can define the following norm:
∥g∥2p := ∑
|ν |p≤d
|gν |2ν!(d−|ν |)!d! , (4.26)
where ν! := ∏ni=1νi!, which, in turn, makes it possible to define a norm on the
polynomial system f :
∥ f∥2p :=
n
∑
i=1
∥ fi∥2p.
Finally, we define:
µ( f ,x) := max{1,∥ f∥p · ∥[∇ f (x)]†∆(d)(x)∥}.
With these quantities, we arrive at the following proposition bounding γ( f ,x):
Proposition 3 ([193]). Let f :Rn 7→Rn be a polynomial system f := ( f1, . . . , fn) with
degree di := fi), i ∈ {1,2, . . . ,n} and D := maxi∈{1,2,...,n}{di}. If x ∈ Rn such that
[∇ f (x)] is invertible, then
γ( f ,x)≤ µ( f ,x)D
3/2
2∥x∥1 . (4.27)
Notice that the proposition assumes a polynomial system, rather than a polynomial
optimization problem.
143
4.3.2 The Theory on Polynomial Optimization Problems (POPs)
We extend the approach to generic polynomial optimization problems (POP). Consid-
ering the recent insights [111] into the availability and strength of certain Lagrangian
relaxations of a POP, we derive a test, wherein knowing only the relaxation and its
derivatives at a particular point, we can decide whether one can switch to Newton’s
method on the polynomial relaxation. Although there are many options for imple-
menting the test, we suggest tracking the active set and waiting until it stabilizes.
Then, one may consider a polynomial, in whose construction inequalities in the active
set are treated as equalities, while the remaining inequalities are disregarded. Notice
that unless one runs Newton’s method on that very polynomial, one may need to
back-track, whenever the active set changes while running Newton’s method.
Recently, it has been realized that one can approximate the global optimum f ∗ as
closely as possible, in case one applies the relaxation to a problem P˜ equivalent to P,
which has sufficiently many redundant constraints. To state the result, we need the
assumptions in Section 1.4.5.
With Assumption 8, it is well-known that one can construct:
Lemma 4.3.1 (Lasserre Hierarchy). Let Assumption 8 hold for K (1.5) underlying
a POP P with optimum f ∗. For every ε > 0, there exists dε ∈ N such that for every
d ≥ dε , there exists a convex Lagrangian relaxation of P as ρd , which yields a lower
bound f ∗− ε ≤ ρd ≤ f ∗.
Proof. There are several possible proofs. One follows that of Corollary 2.1 of Lasserre
[111]. An alternative is based on [110] and considers a Lagrangian relaxation of
semidefinite programming problems. There, the strong duality can be assured by a
reformulation of the POP, cf. [94].
Notice, however, that these Lagrangians, while convex, are not polynomial, due
to the presence of the semidefinite constraint. Moreover, for d ≥ dε , a single iteration
of minimizing the convex Lagrangian, even using a first-order method, can be compu-
tationally much more demanding than a single iteration of second-order methods for
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the basic Lagrangian ρ0. We would hence like to study the domains of monotonicity
with respect to variants of the basic Lagrangian, where there would be no inequalities.
At a particular point, one can check, which inequalities are satisfied with equality,
up to some tolerance, and replace such inequalities with equalities. As usual [17], we
use A(x,ε)⊆ {1,2, . . . , p} to denote the index set of the so-called active inequalities
of the POP (1.6) that are satisfied with equality, up to the tolerance of ε , at a point
x ∈ Rm:
A(x,ε) :=
{
j : |g j(x)| ≤ ε, j = 1,2, . . . , p
}
, (4.28)
At the point x, we can evaluate A(x,ε) and construct a locally valid, but polynomial
Lagrangian:
L′(x,λ ,κ) := f (x)+
p
∑
j=1
(
1 j∈Aλ jg j(x)
)
+
q
∑
k=1
κkhk(x) (4.29)
Then it is clear that:
Lemma 4.3.2. Let Assumptions 8 and 9 hold for K (1.5). For every ε > 0, there exists
dε ∈ N such that for every d ≥ dε , the Lagrangian relaxation of P˜d , yields a lower
bound f ∗− ε ≤ ρd ≤ f ∗ achieved at x∗d and the active set A(x∗d,ε) induces L′(x,λ ,κ)
with optimum ρd .
Proof. The proof follows from the reasoning of Propositions 7 and 8 of [43], as
explained by Henrion and Lasserre [84]: Under Assumptions 8 and 9, the moment
matrix for d makes it possible to extract a feasible solution by by performing Schur
decomposition [43], which in turn allows one to estimate the active set.
This allows for the direct application of α-β theory:
Theorem 4.3.1. There exists a universal constant α0 ∈R, such that for all m∈N,P∈
Pm, where Assumptions 8 and 9 hold for P, there exists a d ∈ N, such that for every
ε > 0, there exists dε ∈ N such that for every d ≥ dε , there is a Lagrangian relaxation
L˜d in dimension m˜, and a function α : Pm˜×Rm˜ 7→ R such that if α(∇L˜d, x˜) ≤ α0,
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then x is the domain of monotonicity of a solution with objective function value ρd
such that f ∗− ε ≤ ρd ≤ f ∗.
Proof. The proof follows from the observation that each convex Lagrangian of
Lemma 4.3.1 is associated with a non-convex, but polynomial Lagrangian of Lemma
4.3.2, and that both Lagrangians will have a function value at their optima bounded
from below by f ∗− ε . Formally, for all m ∈ N, p ∈ Pm, and x ∈ Rm, there exists P˜d ,
d ∈ N, such that for every ε > 0, there exists dε ∈ N such that for every d ≥ dε , both
the Lagrangian relaxation L˜d of P˜d , and the new Lagrangian relaxation of the same
problem L′d yield a lower bound f
∗− ε ≤ ρd ≤ f ∗. While minimizing the convex
Lagrangian of the polynomial optimization problem (1.6), we can apply Proposition 1
to the first-order conditions of the corresponding Lagrangian L′d of Lemma 4.3.2.
An Application to ACOPF The alternating-current optimal power flow problem
(ACOPF) extends the constraints of alternating-current power flow (ACPF) of Section
4.3.1 with a number of box constraints, an objective, which is the sum of quadratic
functions of real powers, and the so called thermal limits. We refer to [138] for the
complete formulation. In terms of ACOPF, the theory can be summarized thus:
Corollary 1. There exists a universal constant α0 ∈R, such that for every instance of
ACOPF, there exists δ ∈ R,δ ≥ 0 and a function α : Rm 7→ R specific to the instance
of ACOPF, such that for any ε > δ and vector x ∈ Rm if α(x) ≤ α0, then x is in
the domain of monotonicity of an optimum of the instance of ACOPF, which is no
more than ε away from the value of the global optimum with respect to its objective
function.
Proof. By Theorem 4.3.1. The δ accounts for the perturbation.
In the hybridization we propose, one starts by solving a convexification, followed
by the estimation of the active set in the outer loop. Then, one may test the stability
of the active set. Whenever the active set seems stable and the test of Proposition 1
applied to L′ allows, we switch to Newton’s method on the non-convex Lagrangian
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Algorithm 13 A schema of the hybrid method
1: Initialise x ∈ Rm,λ ∈ Rp,κ ∈ Rq, e.g., randomly
2: for k ← 0,1,2, . . . do
3: Update (x,λ ,κ), e.g., using [138]
4: Ak ← A(x,ε), i.e., index-set (4.28) of inequalities satisfied up to ε-accuracy
5: Construct the polynomial Lagrangian function L′ corresponding to Ak
6: if k > K and Ak = Ak−1 = . . .= Ak−K and α(∇L′,x)≤ α0 then
7: S← (x,λ ,κ)
8: for l ← 0,1,2, . . . do
9: Update (x,λ ,κ) using Newton’s step, as discussed in Section
4.3.3.3.C
10: A′l ← A(x,ε), i.e., index-set (4.28) of inequalities satisfied up to ε-
accuracy
11: if A′l ̸= Ak then
12: (x,λ ,κ)← S
13: break
14: end if
15: if infeasibility T (x)< ε , cf. (1.7) then
16: Optionally, test sufficient conditions for global optimality, e.g.,
[149]
17: break
18: end if
19: end for
20: if infeasibility T (x)< ε , cf. (1.7) then
21: break
22: end if
23: end if
24: end for
L′. Some back-tracking line search may be employed within Newton’s method, until
a sufficient decrease in L is observed. Although this algorithm may seem somewhat
crude, it seems to perform well.
Alternatively, one may employ a variant, whose schematic overview is in Algo-
rithm 13. There, we consider first-order optimality conditions of L′ in the test on Line
6, but switch to Newton’s method on the first-order optimality conditions of (1.8),
while memorising the current value as S. While minimizing (1.8), we check the active
set; when it does change, we revert to solving the convexification with the memorised
value S. Although this algorithm may seem even cruder than the above, it performs
better still, in practice.
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4.3.3 The Practice of ACOPF
In this part, we describes our implementation on the ACOPF problems. In im-
plementing a hybrid method for ACOPF, such as Algorithm 13, one encounters a
number of challenges. One requires a solver for the convexification of ACOPF, a
well-performing implementation of Newton’s method for the non-convex Lagrangian
L′, and an implementation of Proposition 3. We will comment upon these in turn.
4.3.3.1 The Convexification
The convexification we use is based on of the Lagrangian of the relaxation of Lavaei
and Low [113]. (As we have shown in [72], the relaxation of Lavaei and Low is
the first level of the hierarchy of Lasserre [110], considered in Lemma 4.3.1.) In
particular, we have used a variant introduced in [138].
To solve the convexification, we have used a problem-specific first-order method
[138], which is based on a low-rank coordinate descent with a closed-form step.
Outside of other advantages, this method maintains the feasible solution of ACOPF at
least throughout the first iteration of the outer loop, which often suffices, and makes it
unnecessary to extract the feasible solution of ACOPF, as suggested in the proof of
Lemma 2.
4.3.3.2 The Test
A key contribution of ours is an implementation of Proposition 3 specific to ACOPF.
There, one should observe that β is easy to obtain as β (x,L) := ∥d∥2 = ∥Lp∥2, where
Lp is Newton’s direction, and f = ∂L∂x . By observing
∂L
∂x , we can use di = 3 ∀i, thus
D = 3 and ∆(d)(x) = 31/2∥x∥21I2n×2n, where I2n×2n is a 2n×2n identity matrix, so
µ(L,x) = max{1,
√
3∥x∥21 · ∥∇L∥ · ∥[∇2L(x)]−1∥},
where the spectral norm ∥[∇2L(x)]−1∥ can be computed as the inverse of the non-zero
eigenvalue of ∇2L(x) whose absolute value is minimal.
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A trivial implementation may run for days even on modest instances. In our
implementation, we used about 2000 lines of algebraic manipulations in Python to
generate considerable amounts of instance-specific, optimised C code employing Intel
MKL Libraries. For example, the test for case2383wp involves about 30 MB of C
code. This makes it possible to run the test within seconds even on case2383wp. Still,
one may benefit from running the test, only when the active set has been constant for
K iterations of the outer loop, as suggested in Line 6 of Algorithm 13.
4.3.3.3 The Newton Method
There are a number of options for implementing Newton’s method in Line 9 of
Algorithm 13. The straightforward option is to apply Newton’s method to ∇L′ = 0,
which has the local quadratic convergence rate [17, Proposition 4.4.3] and where
the theory of the previous section holds. One can also use any other method with a
quadratic rate of convergence for solving ∇L′ = 0 in order for the reasoning of the
previous section to be applicable, cf. [37].
Further, a number of alternatives are possible:
1. one can smooth the non-smooth parts of the Lagrangian (1.8) and then apply
Newton’s method to solve (1.9), or consider projected Newton’s method with
box constraints. The implementation is non-trivial, considering the min-max
structure, but standard. [15] details many practical suggestions for the former,
while [100] presents the latter.
2. one can apply primal-dual interior-point methods to a variant of the problem
with logarithmic barriers [17, Section 4.4.4] or similar [39]. The implemen-
tation is, again, non-trivial, but standard. The local rate of convergence is
quadratic [39] or better, under mild conditions.
3. one can employ alternating-minimization methods in solving (1.9), with New-
ton’s step for some or all of the blocks. In particular, one can alternate between
minimization of primal variables (x) and maximization of dual variables (λ ,κ).
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Multiple Newton steps, each satisfying sufficient decrease, can be performed in
each iteration of the loop, before a sufficient decrease in the convex Lagrangian
is tested.
For neither of the three alternatives (1–3), we provide theoretical results match-
ing those of Section 4.3.2. Due to this fact, combined with the non-convexity of
Lagrangian, Newton’s direction may turn out not to be a direction of descent, in
which case one can multiply it by -1, as usual [68]. See Subsection E below for some
computational illustrations.
4.3.4 Numerical Experiments
In this part, we present our approach’s computational performance on IEEE test cases,
as well as a model of the transmission system of Poland. To validate the impact of
our approach, we performed numerical experiments on a collection of well-known
instances [225] and two variants of thermal limits. Whenever we mention “extended”
next to the name of the instance, we use a formulation of thermal limits allowing for
phase-shifting and tap-changing transformers as explained in Section 5.2 of [138].
The experiments were performed on a computer with an Intel Xeon CPU E5-2620
clocked at 2.40GHz and 128 GB of RAM. Throughout, we compare the performance
of the coordinate descent of [138] on the Lavaei-Low SDP relaxation [113] (plotted
in blue), against Newton’s method on the non-convex Lagrangian (plotted in yellow),
against the performance of a variant of the hybrid method (plotted in red), which
switches from the coordinate descent on the convexification to to Newton’s method
on the non-convex Lagrangian, when the α-β test is satisfied. In particular, we plot
the evolution of a measure of infeasibility defined in (1.7) and the evolution of the
objective function over the number of epochs, where each epoch refers to either m
iterations of coordinate descent, or m coordinate-wise Newton’s steps, for an instance
in dimension m.
We have used randomization in sampling of coordinates, but we have used a
fixed random seed for all runs of all methods. Unless stated otherwise, we have used
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voltage magnitudes uniformly at 1, phase angles uniformly at 0, and power generated
uniformly at mid-points of the respective intervals as the initial point, in keeping with
the literature [225]. We discuss the stability of the methods in more detail below.
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Fig. 4.5 The motivation: the evolution of a measure of infeasibility (top row) as
defined in (1.7) and objective function (bottom row) when one switches from solving
the convexification to Newton’s method after a given number of steps on IEEE
30-bus test system (left), 118-bus test system (middle), and a snapshot of the Polish
system (case2383wp; right).
In Figures 4.5–4.10, we present a sample of the results. First, we motivate the
need for a hybrid method in Figure 4.5. There, each time series represents one run,
where one starts by solving the convexification using coordinate descent, and switches
over to Newton’s method after a specified number of epochs. For example, series CD
4 is obtained by running 4 epochs of coordinate descent before switching to Newton’s
method. We chose series with 2i epochs of coordinate descent, i = 1,2, . . . , up to
the point where we have the test based on α-β theory satisfied. Figure 4.5 shows
that even after a number of iterations of coordinate descent, each of which decreases
the value of the Lagrangian, Newton’s method can diverge. See, for example, the
series denoted CD 4 and CD 500 in the middle plot for the IEEE 118-bus test system,
where one switches-over after 4 and 500 epochs of the coordinate descent on the
convexification, respectively. In the middle plot in the top row, we see that T , the
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measure of infeasibility (1.7), for CD 4 does not seem to fall below 1, ever. In the
middle plot in the bottom row, we see that a variety of stationary points can be reached,
with the switch-over after 500 epochs (CD 500) yielding a considerably different
stationary point compared to the switch-over after 16 epochs (CD 16) and 64 epochs
(CD 64).
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Fig. 4.6 An illustrative comparison of three variants of the Newton method, as
discussed in Section 4.3.4.E
Next, we illustrate the performance of three variants of Newton’s method in our
own implementation in Figure 4.6, again in terms of the evolution of the objective and
T , the measure of infeasibility (1.7). The shaded areas are the support of an empirical
distribution obtained as 100 sample paths where one adds Gaussian noiseN (0, 10−7)
to the initial point (see Subsection D above). The time series are averages over the
same 100 runs. For the sake of the comparison, we use the same perturbation of the
initial point across each of the three methods and we use tuned and fixed penalty
parameters and step-sizes throughout. Each epoch refers to one Newton step. In the
series labelled “Regular”, we use the textbook Newton’s method [17] on ∇L′ = 0,
with Hessian obtained using symbolic differentiation. In the series labelled “Alt. 1”,
we use Newton’s method projected onto box constraints, as proposed by [100]. In
the series labelled “Alt. 3”, we use alternating minimization, where we solve the
minimization problem in primal variable (x) using Newton’s method and where we
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Fig. 4.7 The performance of the hybrid method on the IEEE 300-bus test system
(case300).
use the gradient step for dual variables (λ ,κ). As expected, regular Newton’s method
has quadratic rate of local convergence, but major issues with numerical stability;
increasing the standard deviation of the noise applied to the initial point to 0.0001
(sic) or moving from case14 to a larger instance seems to make the method useless.
Although we have no theoretical justification for this, Alternative 3 seems to exhibit
local quadratic convergence and outperforms all other methods we have experimented
with. In the subsequent results, we hence employ Alternative 3.
Next, we compare the hybrid method against the use of coordinate descent on the
convexification on its own and the use of Newton’s method on its own. For the first
illustration, we chose the IEEE 300-bus test system. As above, we plot a measure T
of infeasibility (left; cf. Equation 1.7 for the definition) and the objective function
value (middle) against both wall-clock time (top row) and epochs (bottom row) in
Figure 4.7. As can be seen by comparing the top and bottom row, the wall-clock
time corresponding to one epoch across the three methods is similar. On the other
hand, the convergence rates are visibly different, with the infeasibility decreasing at a
quadratic rate for Newton’s and hybrid method.
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Fig. 4.8 The stability of the methods studied. Mean and support of an empirical
distribution of the sample paths generated by 100 runs with 100 different random
seeds, as described in Section 4.3.4.E.
On the IEEE 300-bus test system, we can also illustrate the stability of the methods
with respect to the sampling of coordinates (in coordinate descent and its use in the
hybrid method) and random perturbations to the initial point. Figure 4.8 presents
the mean (dark-colored lines) and support (transparent regions) of an empirical
distribution of the sample paths generated by 100 runs with 100 different random
seeds. The empirical distribution has been sampled from a distribution generated as
follows: we have added Gaussian noise N(0,0.01) to the initial point (see subsection
D above) and the coordinates have been sampled uniformly at random. Note that
the right-most plot is a close-up of the middle plot. In contrast to Figure 4.7, where
Newton’s method outperforms the hybrid method on the one sample, the average in
Figure 4.8 suggests that Newton’s method will not yield infeasibility less than 10−6
on average. This seems to demonstrate the benefits of the hybrid method compared to
the coordinate descent and Newton’s method, in terms of the rate of convergence and
stability.
Further, we present the results on three more IEEE test systems in Figure 4.9
in a more concise form with only the evolution of T , the measure of infeasibility
(top row), and the objective function (bottom row) over the number of epochs. The
30-bus (on the left) and 118-bus (on the right) test systems illustrate the typical
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Fig. 4.9 The performance of the hybrid method on three IEEE test systems: 30-bus,
57-bus, and 118-bus.
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Fig. 4.10 The performance of the hybrid method on a snapshot of the Polish
transmission system (case2383wp).
performance: the evolution of T , the measure of infeasibility, of the hybrid method
overlaps with the first-order method until the switch-over. Henceforth, the quadratic
rate of convergence resembles that of Newton’s method, except with a better starting
point. The 57-bus test system (in the middle) demonstrates the importance of the
starting point: our implementation of Newton’s method from the Matpower starting
point does not converge.
Next, to illustrate the scalability of the approach, we present the results on a
snapshot of the Polish system in Figure 4.10.There are 2383 buses in the snapshot and,
more importantly, tap-changing and phase-shifting transformers, double-circuit trans-
mission lines, and multiple generators at each bus, which complicate the formulation
of the thermal limits, as explained in Section 5.2 of [138]. Despite the preliminary
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nature of our implementation, compared to the established codes, developed over a
decade or more [225], the convergence seems very robust.
Finally, in the right-most plots of Figures 4.7 and 4.10, we plot the ratio of the
cardinality of the active set to the number of inequalities over the epochs or time.
This provides an empirical justification for the choice of Algorithm 13: the active set
clearly stabilises much earlier than the objective function value, and is only a small
fraction of the count of the inequalities, which allows for the short run-time of the
test implementing Proposition 3.
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