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pass routes. The focus is on transition in a natural, perturbed environment. Then
orderly transition occurs through Λ vortices, that develop locally on instability
waves. The precursors to bypass transition are boundary layer ‘streaks’. Transition
proceeds through inner and outer mode secondary instability, leading to patches
of turbulence: in zero pressure gradient, bypass transition develops through local,
undulatory, outer mode breakdown; in sufficiently adverse pressure gradient, by-
pass transition proceeds through inner mode instability, which may be of varicose
or of helical form.
Phenomenology of the creation, growth and breakdown of streaks is surveyed.
Theories of shear sheltering, transient and optimal growth, and Orr-Sommerfeld
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laminar fluctuation, and intermittency models.
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1 Summary of pheomenology
Laminar to turbulent transition is one of the most intriguing of fluid dynamical
phenomena. It is rich in striking, empirical observations and in theoretical chal-
lenges. The processes that lead to turbulence are not obvious or intuitive, even
if one is well grounded in stability theory. The puzzles they create are of both
fundamental and practical importance.
The present, perspective review of research on boundary layer transition, is in
broad, sweeping terms, with acknowledged bias towards those aspects familiar to
the author. In particular, it has a decided emphasis on bypass transition, and does
not address boundary layers with curvature or cross flow (see Saric et al 2003,
for a review), nor is it a bibliographic literature survey. Its intent is to provide
an accessible introduction to recent developments, without delving deeply into
details.
A good deal of research has addressed transition as basic science. A theoret-
ical framework has developed over time, that accounts for some of the observed
phenomenology, as will be discussed in this article — as will some areas that re-
main open for fruitful research. But, an increasing need to incorporate prediction
of laminar to turbulent transition into engineering analysis has added a practical
imperative to research in this field. Several approaches for predicting transition in
Reynolds averaged computations will be surveyed. Predictive models tend to be
highly empirical, ad hoc and inelegant. There is, especially, room for innovation in
this area.
Boundary layer transition is categorized into orderly and bypass routes. The
orderly route starts with an instability wave, proceeds through secondary insta-
bility and ends with turbulent spots forming locally at the tips of Λ vortices. In
its original, broad sense, to put it enigmatically, bypass transition bypasses the
orderly route.
Figure 1.1 serves to distinguish the orderly route, at left, where regular oscil-
lations of an instability wave precede transition, from the bypass route, at right,
in which large, long wavelength undulations are seen prior to transition. The left
pane is from a computer simulation, in which an instability wave was perturbed to
induce transition. The skin friction beneath the oscillatory disturbance averages
nearly to the laminar value. Only when the instability wave breaks down, and
small scale, three-dimensional disturbances develop, does the skin friction elevate
to turbulent levels.
In the right pane of figure 1.1, the high amplitude, undulatory disturbance is
the signal of a ‘streak’ that was spawned within the boundary layer in consequence
of buffeting by a free-stream disturbance. Despite the large amplitude, prior to
breakdown the average level of skin friction is, again, just slightly above the laminar
level. It is only when the low frequency undulations break down, and small scale,
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three-dimensional disturbances develop, that the skin friction rises to turbulent
levels.
Rex ×105
C f
3.0 4.5 6.0 7.50
0.002
0.004
0.006
0.008
0.01
0.5 1 1.5 2 2.5 3 3.5 4
×105
0
0.005
0.01
Re x
C  
f
Fig. 1.1 Left, skin friction beneath an instability wave with transition (Bose and Durbin
2016a). Right, skin friction undulations and bypass transition (Zaki and Durbin 2005); the
dashed line is the time average.
1.1 Orderly transition
What is the phenomenology behind these skin friction curves? Orderly transition
in boundary layers starts with instability waves, which solve the Orr-Sommerfeld
equation (Drazin 2002; White 1991). Indeed, Orr-Sommerfeld theory is a useful
framework for both bypass and orderly routes.
The full set of Orr-Sommerfeld solutions consists of a small number† of dis-
crete modes and an infinite set of continuous modes (Grosch and Salwen 1978) —
terminology originating in quantum mechanics, where discrete modes are bound
states and continuous modes are free electrons. Thus, the eigenfunction of a dis-
crete mode has a maximum inside the boundary layer and decays, with increasing
y, into the free-stream, while continuous mode eigenfunctions oscillate with y in
the free-stream and decay with decreasing y, into the boundary layer.
The essential property of a discrete mode is its eigenvalue relation, which de-
termines whether it is unstable. The first unstable discrete mode is the Tollmien-
Schlichting (T-S) instability wave, that initiates the orderly route. The essential
property of a continuous mode is its y-dependence, which determines whether it
penetrates into the boundary layer. Penetrating modes initiate the bypass route
(Durbin and Wu 2007) .
The T-S wave is a viscous instability. It becomes unstable beyond a critical
Reynolds number, called the lower branch, and, under zero pressure gradient,
becomes stable above a critical Reynolds number, called the upper branch (see
Drazin 2002, for an introduction to stability analysis). The Reynolds number is
based on momentum thickness, so the upper and lower branches occur at particular
x-locations. The instability wave in the left pane of figure 1.1 crosses the upper
branch, around Rex = 4×105 and begins to decay before the ambient perturbation
† modulo Squire’s transformation
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causes it to break down. The lower branch is just to the left of the figure, at
Rex = 1.6× 105.
A T-S wave grows exponentially as it propagates downstream, acquiring a finite
amplitude. The finite amplitude wave consists of a street of cylindrical, co-rotating
vortices. Spanwise undulations of these vortices initiate secondary instability. The
undulations evolve nonlinearly into Λ vortices. In figure 1.2 the bands are insta-
bility waves, the variations within the bands are a spanwise undulation, and the
imprint of Λ vortices appears in white. The lower pane is at a later time than the
upper, and shows how the vortices become a seat for transition.
The apex of the Λ vortices lifts from the wall due to the induced velocity of its
legs (Hama 1962). Breakdown to turbulence is initiated in the upper part of the
boundary layer, at the apex, creating local patches of turbulence, known as turbu-
lent ‘spots’. The orderly mechanism is a well characterized, classical perspective
on transition (White 1991, figure 5.28). In an idealized setting, with a spanwise
periodic perturbation, the Λ vortices develop regular, K and H-type patterns, of
aligned or staggered rows of Λ vortices (Herbert 1988; Rist and Fasel 1995). How-
ever, in a natural setting the Λ vortices are irregular and form locally (Schlatter
et al 2011).
Even though instability waves are precursors to transition, they are relatively
innocuous. The left pane in figure 1.1 shows how instability waves have a negligible
averaged effect on skin friction. It is only after secondary and tertiary processes
cause the waves to breakdown into small scale, three-dimensional irregularity that
the flow becomes turbulent and the skin friction rises.
Fig. 1.2 Perturbed instability waves develop into Λ vortices which break down to turbulence
(Liu et al 2008a).
1.2 Bypass transition
The term ‘bypass’ originated as a nebulous allusion to anything other than or-
derly transition (Reshotko 1976). When boundary layer transition is caused by
external perturbations — like free-stream turbulence, or incident wakes, or dis-
tributed surface roughness — it is said to bypass the orderly route. Over the past
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20 years the sweeping allusion to bypass has been narrowed and now is primarily
a reference to boundary layer transition caused by non-modal growth of pertur-
bations (the concepts of non-modal growth are nicely surveyed by Brandt 2014).
Other theoretical perspectives are that bypass transition solves an initial value
problem, rather than an eigenvalue problem; that it starts from the continuous
spectrum of the Orr-Sommerfeld equation rather than the discrete spectrum; that
it is spawned by algebraic growth rather than exponential instability. In addition
to the body of theory, detailed phenomenology has been uncovered through high
fidelity computer simulation (Zaki 2013).
z
x
Fig. 1.3 Streaky form of the perturbation velocity (Jacobs and Durbin 2000a).
An encapsulated description is that streaks, rather than instability waves, are
the precursors to bypass transition. The term streak is an allusion to elongated
contours of the perturbation, streamwise velocity component: they are approxi-
mately u′(y, z) as visualized in figures 1.3 and 1.4. They oscillate in sign with z.
While streaks are ubiquitous in perturbed boundary layers, they are not eigen-
solutions, they are a forced response to buffeting. It is truly remarkable that the
long zones of positive and negative velocity in figure 1.3 are the boundary layer
response to isotropic grid turbulence in the free-stream.
Profiles in the y-direction have the appearance of jets and wakes: these are seen
in figure 1.4. The grayscale contours in the free-stream evidence the much shorter
x-scale of the free-stream disturbance, than the elongated, jet-like features that it
spawns within the boundary layer.
Although theories of streaks are less elegant than stability theory, clearly rele-
vant ideas have been developed over the course of time. Linear theories are based on
shear amplification (Moffatt 1967; Landahl 1980; Brandt 2014), transient growth
(Butler and Farrell 1992), non-normality of the Orr-Sommerfeld operator (Schmid
and Brandt 2014), optimal growth (Andersson et al 1999; Luchini 2000) and res-
onance between Orr-Sommerfeld and Squire continuous modes (Zaki and Durbin
2005). Streak theories are surveyed in §2.
Turbulent spots develop out of the local instability of a streak. While three-
dimensional structure is quite relevant, secondary instability of streaks can be
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Fig. 1.4 Illustration of a wake and jet in the perturbation velocity field (Zaki and Durbin
2005). The grayscale contours the v′-component of velocity.
understood by considering it to be an instability of wakes, which are added to
the mean, boundary layer profile. Figure 1.4 shows the wakes without the mean
velocity. The empirical evidence is that the wakes, or negative streaks — rather
than the jets, or positive streaks — break down locally, to form turbulent spots.
That may be because wake-like perturbations are created by upward motion, tak-
ing them away from the wall, while the jets remain closer to the wall. It is not
entirely apparent that the negative (white) contours in figure 1.5 are the seat of
breakdown to turbulence; but that is evident in animations. Breakdown also is
evidently three-dimensional and local.
Fig. 1.5 Breakdown of streaks: light, u′/U∞ = −0.15, dark u′/U∞ = 0.15 (Bose and Durbin
2016b).
1.3 Mixed mode transition
Although transition is usually described as following either a bypass or an orderly
route, there is evidence that in some circumstances these two routes may interact.
That has been called mixed mode transition.
Until recently, there was only suggestive evidence of mixed mode transition.
In adverse pressure gradient, instability waves grow fast enough to potentially
couple with the strong streaks that arise under free-stream turbulence (FST ).
The simulations of Brinkerhoff and Yaras (2015) and of Rao et al (2014), among
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others, of transition in adverse pressure gradient, under free-stream turbulence,
evidence streaks and instability waves interacting to cause transition. Gostelow
et al (1994) and Walker and Gostelow (1989) conducted experiments in an adverse
pressure gradient, with incident free-stream turbulence. They found experimental
evidence that instability waves arose spontaneously and caused early transition.
Figure 1.6 shows both instability waves and streaks appearing on the pressure
side of a compressor blade under free-stream turbulence. The inset is a vertical
section along the dashed line, through an instability wave. The wave can be seen
in the plan form, too, but the cross-span contours are broken up because they are
superimposed on streaks.
Fig. 1.6 Plan and sectional views of the tangential perturbation velocity, −0.1 < u′t < 0.1
from DNS of grid turbulence incident on a compressor blade (Zaki et al 2010). Streaks and
instability waves coexist.
A recent study of mixed mode transition in zero and adverse pressure gradients
delineated a range of behaviors (Bose 2016; Bose and Durbin 2016a,b). The obser-
vations are empirical, obtained through direct numerical simulation (DNS). In zero
pressure gradient (ZPG), a Tollmien-Schlichting wave was added to free-stream
turbulence, at the inlet. Three regimes were identified. If the T-S amplitude was
high compared to the free-stream turbulent intensity, transition was via Λ vortices.
They were created locally, by streaks distorting the Tollmien-Schlichting wave —
as in figure 1.2. When the instability wave and free-stream turbulence were of sim-
ilar magnitude, a new mechanism was observed, helical breakdown — see figure 1.7.
At higher free-stream turbulence level, transition was via undulatory breakdown
of lifted streaks, figure 2.4.
Mixed mode transition occurs naturally in adverse pressure gradient (APG).
An APG boundary-layer velocity profile is inflectional, and, hence, is inviscidly un-
stable. This leads to relatively rapidly growing, 2-dimensional, instability waves.
Bose (2016) showed that the same three regimes — Λ vortices, helices and undu-
latory breakdown — occur as the free-stream turbulence level increases, but now
the instability waves arise naturally. Evidence of these behaviors can be seen in
simulations and experiments (Brinkerhoff and Yaras 2015; Hack and Zaki 2014;
Lardeau et al 2012; Nagarajan et al 2007; Walker and Gostelow 1989).
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Fig. 1.7 (a) Isosurfaces of streamwise vorticity, ωx = ±0.1, delineate a helix in mixed mode
transition, as do (b) isosurfaces of a vorticity tilting term. Red: isosurface of u′ = −0.15. (Bose
2016).
2 Theories of streaks
A most fascinating aspect of the pre-transitional boundary layer is the appearance
of streaks in the u-velocity contours, induced by isotropic free-stream turbulence
(figure 1.3). The term ‘streak’ is descriptive of early visualizations by smoke pic-
tures. For some time, their origin and dynamic nature was a puzzle: Westin et al
(1994) commented that, ‘Neither the receptivity nor the growth mechanism of the
observed longitudinal structures have so far been identified, and their precise role
in the transition to turbulence is not clear’.
In experiments and simulations of bypass transition in flat plate boundary
layers, the free-stream turbulence is broadband and shows no evidence of streaks.
The two panes of figure 2.1 show temporal and spatial signals in the free-stream
and in the underlying boundary layer. Low frequencies predominate inside the
boundary layer, that are not seen in the free-stream (see figure 1 of Durbin and
Wu (2007) for a graphic illustration of ambient turbulence overlying streaks that
it induces).
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Fig. 2.1 Left, temporal signals in the free-stream and boundary layer (Alfredsson and Mat-
subara 1996); right, spatial signal (Jacobs and Durbin 2000a). The lowest curves are at about
y = δ99/3. The uppper curve at the right is shifted up by 0.4.
The question, ‘Do free-stream perturbations couple to boundary layer pertur-
bations at receptivity sites, or do they penetrate continuously into the developing
boundary layer?’ has been asked in the literature. In receptivity theory for orderly
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transition, instability modes are considered to be generated by scattering at re-
ceptivity sites (Goldstein 1989). That is because the incident disturbances do not
match the wavelength and phase speed of instability waves; scattering generates a
spectrum of wavelengths, including some that correspond to the instability wave
dispersion relation. However, the boundary layer streaks of bypass transition are
created by disturbances that penetrate the boundary layer and amplify by non-
modal evolution. There is no obvious need to match a dispersion relation. Real
geometries – for instance blunt leading edges or incidence at a stagnation point –
further complicate the picture.
Although there were early speculations (by Leib et al 1999, among others)
that streaks might be a consequence of free-stream vorticity being stretched about
a blunt leading edge, or in general that they were impressed on the boundary
layer by external disturbances, this is contrary to empirical evidence. Indeed, Leib
et al (1999) acknowledged that experiments of Watmuff showed no such effect.
Bertolotti (1997) cited further evidence, contrary to the hypotheses of leading
edge receptivity. The preponderance of evidence from experiments and DNS is
that streaks are a consequence of local penetration of free-stream disturbances into
the boundary layer; what Kendall (1998) called “distributed receptivity, wherein
energy is transferred from the stream to the layer along an extended length”.
Westin et al (1994) noted that disturbances are elongated by the shear, only upon
entering the boundary layer.
Once they enter the boundary layer, components with long streamwise wave-
length (kx ∼ 0 where kx = 2pi/λx) are subjected to prolongated amplification by
the shear. That begins to explain streamwise elongation, but does not explain
spanwise streakiness. The counter balance between shear amplification and vis-
cous diffusion has been advanced to explain the spanwise scale of streakiness, as
is discussed in §2.1.
The jet-like ‘streaks’ can reach amplitudes on the order of 30% of the free-
stream velocity. Nonetheless, their connection to transition has proved puzzling.
Early ideas were that streaks evolved into Tollmien-Schlichting waves — appar-
ently, it was felt that boundary layer transition must involve T-S waves. Kendall
(1998), reporting on Klebanoff’s hot wire data, provided figures labelled as show-
ing ‘Klebanoff modes’ evolving downstream into ‘T-S growth’. While Klebanoff’s
name is often associated with bypass transition, to the contrary, he characterized
his data in terms of orderly transition. The current understanding is that streaks
break down through secondary instabilities, as summarized in §2.3.
Westin et al (1994) commented that ‘the basic problem in modelling FST-
induced transition...is the lack of understanding of the transition mechanisms at
work’. Much has advanced in the understanding of transition induced by free-
stream turbulence since that paper — but much remains unclear.
2.1 Linear ideas
Once they form, streaks rapidly become non-linear, but some linear ideas have
been advanced as to how they form. Linear theory for perturbed boundary lay-
ers is well established (Drazin 2002) and serves as a tool to understand early
precursors to transition. Certainly, linear theory is not a theory of transition to
turbulence: transition is highly nonlinear. There is no theory of transition, per se,
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but linear ideas have laid foundations that have been pursued for stages beyond
the linear precursors. Linear ideas have been advanced both for initial penetration
into the boundary layer, and for subsequent amplification of disturbances inside
the boundary layer.
Starting with penetration, shear sheltering (Hunt and Durbin 1999) has been
proposed as a rationale for low frequency components of a broadband, free-stream
turbulence, penetrating into the boundary layer. The sheltering theory has been
expounded by examining the shape of Orr-Sommerfeld, continuous modes (Jacobs
and Durbin 1998). Continuous modes oscillate in the free-stream and are sharply
cut off inside the boundary layer, unless their frequency is low (Grosch and Sal-
wen 1978; Bertolotti 1997). Being oscillatory in the free-stream, they provide a
decomposition of the free-stream turbulence; being cut off in the boundary layer,
they embody the phenomenon of shear sheltering. That low frequency, continuous
mode solutions penetrate the boundary layer, suggests a revision of the concept
from shear sheltering to low pass shear filtering.
A loose approximation is that the penetration depth of a vortical disturbance
of frequency ω, or wavenumber kx = ω/U∞, is a function of kxδ(x)Rδ. δ(x) is the
local, boundary layer 99% thickness and Rδ = U∞δ/ν is the Reynolds number
based on boundary layer 99% thickness. The Rδ of interest is on the order of
103. Figure 2.2 shows calculations of penetration depth versus kxδ Rδ. Penetration
depth decreases rapidly when this parameter is large.
Because kxδ = 2piδ/λx, short wavelength components do not penetrate; essen-
tially, the shear acts as a low-pass filter, admitting streamwise elongated compo-
nents. A thorough analysis is provided in Zaki and Saha (2009); when kxδRδ &
1, 000, the penetration depth is less than one tenth of the boundary layer thickness.
For Rδ ∼ 1, 000, λx should be more than 2piδ, or on the order of 10 times the 99%
boundary layer thickness, to significantly penetrate into the boundary layer.
Shear sheltering and the structure of vortical modes 127
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Figure 11. Variation in penetration depth with (a) kxRe and (b) kxRe/k2y; , ky =4π;
, ky =3π; , ky =2π; , ky = π.
The exact analytical expression (2.11) for ψ(y) captures the change in the
eigenfunction from oscillatory to exponential decay:
ψ = C5Ai [Z (Y )] + C6Bi [Z (Y )] . (2.11)
The ratio of the convective and diﬀusive time scales Ts/Td appears in the argument
of the Airy function,
Z (Y ) = exp (i5π/6)
(
Y
δe
+ i
TsδBL
Tdδe
)
.
The ratio Ts/Td determines the phase of Z (Y ) and in turn the behaviour of the
Airy solution. In the viscous regime, the diﬀusive time scale is much shorter than the
convective time scale, Td≪Ts . As a result, |phase(Z )|>π/3, and the first and second
Airy functions are both oscillatory. In the shear-sheltered regime, Td≫Ts . Therefore,
iTsδBL/Tdδe→ 0 and (|phase(Z )|∼π/6)<π/3. In this region of the complex plane,
Ai(Z ) is monotonically decreasing, and Bi(Z ) is increasing. The coeﬃcient of the
latter, C6, is negligible in the sheltered regime, and the overall behaviour of the
vorticity eigenfunction is captured by the decaying Ai(Z ).
The shear-sheltered solution is also recovered in the limit of vanishing kinematic
viscosity. In this limit, Td→∞ and δe→ 0. Since Td ∝ 1/ν and δe∝ ν1/3, their product
tends to infinity. As a result, the same limit (|phase(Z )|∼π/6)<π/3 is obtained and
the eigenfunction is exponentially decaying.
3.5. Penetration depth
In order to quantify the propensity of a continuous mode to permeate the boundary
layer, a penetration depth norm is defined:
d ≡
∫ δBL
0
|φ|
|φ|∞ dy,
where |φ|∞ is the free-stream amplitude of the eigenfunction. Figure 11 shows the
variation of d with kxRe for various ky . In the limit kxRe→∞ penetration depth tends
to zero. The same behaviour is observed whether kx→∞ and Re remains finite or the
opposite. In the first case, the boundary layer appears infinitely deep when scaled by
the disturbance wavelength, and hence penetration is negligible. When Re→∞ and
kx is finite, viscous eﬀects can be ignored, and no means of vortical mode penetration
in the boundary layer is present. As kxRe is reduced, penetration increases due to the
increase in Ts compared to Td . The change in the behaviour of the penetration depth
δ
Fig. 2.2 Penetration of free-stream turbulence into the boundary according to analysis by
(Zaki and Saha 2009). Curves are for different ky , which increases, left to right, from pi to 4pi.
An obvious qualification can be made: this explanation is not valid at low
Reynolds number. Transition occurs at high Reynolds number (Rx ∼ 105 ) hence
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shear sheltering assumes that disturbances penetrate locally, where the boundary
is thick enough to initiate transition. That is consistent with DNS and experiments
at transitional Reynolds numbers. For instance the forward part of a turbine blade
may be laminar, with transition far to the back (Bhaskaran and Lele 2010).
The next stage, after penetration, is amplification of streaks by mean shear.
Computer simulations with a lowest frequency in the free-stream show that, within
the boundary layer, even lower frequencies appear and become predominant (Brandt
et al 2004; Jacobs and Durbin 2000b). Hence, non-linearity plays a significant role
in the elongation of streaks, well before transition. Nevertheless, linear theory
provides insight into why long wavelength components of a perturbation amplify.
The simplest analysis is that of Moffatt (1967) (see Brandt 2014). It consists
of an asymptotic analysis of an earlier solution by Deissler, for the evolution of a
broadband disturbance in a homogeneous shear, U = Sy. Specifically, it is a rapid
distortion solution for sheared turbulence, but it also is an analysis of what is now
called algebraic, inviscid growth.
By an asymptotic, large time, approximation, Moffatt (1967) showed that
streamwise elongated disturbances predominate — essentially because the dis-
tortion is most persistent where ky − Skxt remains O(1), or kx → 0 as t → ∞.
But kx → 0, corresponds to components with small x-derivatives. On dropping
the x-derivatives, the linearized, inviscid, incompressible momentum equations
∂tu+ U∂xu+ vSxˆ = −1
ρ
∇p
1
ρ
∇2p = −2∂xvS
(2.1)
are approximately, p = 0 and
∂tu = −vS
∂tv = 0.
(2.2)
So v = v0 and u = u0 − v0St. u grows with time, while v remains bounded. In
computer simulations, the streaky contours are seen clearly in u, but barely in v
(see figure 2.3). If one regards vt ≡ ` as the vertical displacement of fluid elements,
u ∼ −S`. One can think of pure displacement because, for long disturbances, the
restoring pressure is small. This is called the lift-up effect — introduced as an
intuitive notion, perhaps by Prandtl. Integrating over an initially isotropic spec-
trum, Moffatt (1967) found that u′2 ∝ t as t→∞ (Durbin and Reif 2010, §11.2.1).
That is roughly consistent with the empirical growth of streak strength ∼ √x. A
similar analysis was done by Landahl (1975), who provided its characterization as
‘algebraic instability’.
A simple analysis of how penetration by low frequency components combines
with transient growth is presented in Zaki and Durbin (2005). It is couched in
terms of continuous modes of the Orr-Sommerfeld and Squire equations. The latter
is the vertical vorticity equation. From (2.1), the equation for vertical vorticity,
η ≡ ∂zu− ∂xw, is
∂tη + U∂xη − ν∇2η = −S∂zv (2.3)
where the viscous term has been added on the left side. The right side represents
forcing by the penetrating, low frequency, free-stream disturbance.
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For simplicity, let the disturbance be independent of x, and, rather than an
Orr-Sommerfeld continuous mode, let v = vˆ(t)eikzz+ikyy. Then (2.3) becomes
∂tηˆ + ν(k
2
y + k
2
z)ηˆ = −ikzSvˆ. (2.4)
Continuous Orr-Sommerfeld and Squire modes have exactly the same dispersion
relation (Zaki and Durbin 2005), so the right side of 2.3 is resonant with the oper-
ator on the left side. Correspondingly, let vˆ decay viscously as vˆ = v0 e
−(k2y+k2z)νt.
Then a particular solution is
ηˆ = −ikzSt v0e−(k
2
y+k
2
z)νt. (2.5)
When νt is small, ηˆ increases linearly with time. This is another perspective on al-
gebraic growth caused by shear. It is operative on three-dimensional disturbances,
kz 6= 0. They grow by shearing, but eventually decay by viscous diffusion; this
is known as ‘transient growth’ (Schmid and Brandt 2014). If transient growth is
advanced as a rationale for streakiness, the spanwise scale of streaks should be on
the order of that which maximizes ηˆ with respect to kz. The maximum of (2.5)
occurs for
kz = 1/
√
2νt.
A full analysis of the balance of shear and diffusion, and optimization of perturba-
tions is provided by Andersson et al (1999) and Luchini (2000). Letting t = x/U∞
in the above, gives a result quite similar to their, very much more formal result,
of an optimal wave number
νkz/U∞ = 0.45/
√
Rx
where Rx = U∞x/ν.
However, Andersson et al (1999) showed that maximal growth is not highly
selective. With Rex = O(10
5) they found that maximum transient growth occurred
for νkz/U∞ in the range of 0.3/
√
Rex to 2/
√
Rex. For the Blasius boundary layer
δ99/x = 5/
√
Rex; then, these wave numbers are in the range kzδ99 = 1.5 to 10 or
λz/δ99 in the range 0.6 to 4.0. The best one can say is that the balance between
shear and diffusion suggests that streaks should have a spanwise scale on the order
of the 99% boundary layer thickness. Indeed, Westin et al (1994) note that in
their experiments the streak width is of order the boundary layer thickness, but a
spanwise size is not clearly selected and is sensitive to the free-stream turbulence.
Jacobs and Durbin (2000b) report an energy peak at a spanwise wavelength of
about 4 inlet boundary layer thicknesses, in their DNS experiments, but note
“that the dominant β, or the averaged streak spacing, plays little role in bypass
transition. The instantaneous field of backward jets is highly irregular and spot
inception occurs locally on isolated jets.”
2.2 Instability of developed streaks
As intriguing as simply the creation of streaks may be, the various ways they un-
dergo breakdown to turbulence adds to the fascination of transition phenomenol-
ogy. Computer simulations have provided graphic visualization and stability cal-
culations have contributed a theoretical framework.
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Once they are initiated, high and low speed streaks rapidly become non-linear,
in two senses. Firstly, under a spectrum of free-stream turbulence, frequencies lower
than any in the free-stream develop and grow to dominant amplitudes. Secondly,
low speed streaks lift from the wall, developing internal shear layers where they
ride over high speed streaks. As they rise up in the boundary layer, they become
wake-like perturbations. Transition occurs as these elevated shear layers undergo
instability (figure 1.5). Instabilities develop locally into turbulent spots (figure
2.3).
190 440
190 440
Fig. 2.3 Contours of u′ (top) and v′ (bottom) fluctuations showing streaks and a turbulent
spot (Jacobs and Durbin 2000b).
Some of this phenomenology was hinted at by laboratory flow visualizations
(Matsubara and Alfredsson 2001), but it is largely known through high-fidelity
computer simulations. Laboratory observations of streaky smoke patterns have
been replaced by contour plots, such as figure 2.3. The ‘streaks’ actually are con-
tours of the u-component of velocity. Local breakdown to a turbulent spot is
brought out by plotting the v-component. Early visualizations via sections in x−y
and y−z planes brought out the three-dimensional structure of the breakdown (Wu
et al 1999). Turbulent spots, observed near the wall and in skin friction curves, orig-
inate on streak instabilities, higher in the boundary layer. Three-dimensional vi-
sualization has provided fuller accounts of streak instability (Schlatter et al 2008).
The classical notion of lift-up is that an upward moving, x-elongated element,
conserves its momentum, and will become a negative u-velocity perturbation rel-
ative to the local, average velocity. In that sense, it is a wake superposed on the
boundary layer profile. Similarly, downward displacement produces a perturbation
jet. The perturbation jets and wakes typically reach amplitudes of 20%, or more,
of the free-stream velocity before they are seen to break down (Zaki 2013).
Experiments (Matsubara and Alfredsson 2001) and DNS (Brandt et al 2004;
Zaki 2013) have shown that transition begins with a localized instability of large
amplitude negative streaks (wakes). Figure 2.4 illustrates instability of a negative
streak.
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2.3 Inner, outer, sinuous and varicose instability
Theoretical studies have invoked shape assumptions (ansa¨tze) to represent finite
amplitude streaks, added to the mean flow. Most studies adopted the form
∆U =
∑
m
∑
n
∆Un,m(y)einβzeimωt (2.6)
so there is strict periodicity in z, with wavelength 2pi/β. Aside from Vaughan and
Zaki (2011) the streaks are steady, ω = 0. In all cases the y-shape of the anzatz is
similar to the ‘Klebanoff mode’ shape, ydU/dy. It is rationalized by considering a
perturbation to the boundary layer thickness:
U
(
y
δ + δ′
)
≈ U(y/δ)− δ
′
δ2
ydyU(y/δ) ∼ U +∆U.
The particular ∆Un,m(y)-coefficients have been created by several methods.
Andersson et al (2001) specified an optimal inlet perturbation; Vaughan and Zaki
(2011) specified a packet of Squire modes; Schoppa and Hussain (2002) prescribed
a Gaussian shape. In the first case, the optimal perturbation is vorticity inside
the boundary layer: the connection of such a disturbance to streaks beneath free-
stream turbulence is unclear. In the second, the packet of Squire modes was ob-
tained by solving the Squire response to an Orr-Sommerfeld continuous mode, not
broadband turbulence. However, in both cases, these were the inlet conditions and
the downstream evolution was computed by DNS, from which the ∆Un,m(y) were
obtained. β is the spanwise wavenumber of the inlet perturbation; harmonics were
obtained from the DNS.
It should be noted that the stability analysis by Schoppa and Hussain (2002)
was not on the present problem of transition, but was motivated by streaks in
established turbulent boundary layers. Their model consisted of (2.6) with only
the term having n = 1 and m = 0, and they simply prescribed a Gaussian shape
for ∆U1,0(y).
Because these studies invoked a strictly spanwise periodic disturbance, a Flo-
quet expansion could be used to represent the z-direction eigenmode shape. Analy-
sis of the base flow predicted instability above a critical streak amplitude. Because
the base velocity is symmetric in the span, instability modes can be separated into
symmetric (varicose) and antisymmetric (sinuous) streamline patterns. Sinuous,
means that w′ is symmetric, and u′ antisymmetric, with respect to z in the x− z
plane. Varicose modes have the opposite symmetry.
All the stability analyses showed that the mode which became unstable at the
lowest streak amplitude was sinuous, with the varicose mode becoming unstable
at a higher amplitude. Andersson et al (2001) found a critical amplitude of 37%,
while Vaughan and Zaki (2011) found an amplitude of 17%, which is closer to
experimental values. Vaughan and Zaki (2011) attributed the difference to the
different streak ansa¨tze: they compared contours of ∆U , noting that those based on
their Squire mode wave-packet produced higher shear, ∂∆U/∂z, than the optimal
inlet perturbation invoked by Andersson et al (2001).
Hœpffner et al (2005) noted that secondary instability can occur by non-modal
transient growth, which can take the form of combined sinuous and varicose modes.
In that case one would see an undulatory pattern, with neither pure symmetry,
nor anti-symmetry.
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Figure 3. Time sequence of an outer instability observed in DNS; Plan view with isosurfaces
of high-speed (u′ = 0.085, light) and low-speed streaks (u′ = −0.085, dark)
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Figure 4. Side view of the streak developing a sinuous outer instability at t = t0+70, z = 22.6;
Contours of the streamwise velocity fluctuation, -0.12 6 u′ 6 0.12. Dark contours are negative
and light contours are positive values. The thick white line marks the local boundary layer
thickness.
speed streak is seen to occupy the largest part of the boundary layer. The region of the
streak that develops the instability, x ≈ 150, is near the edge of the boundary layer. This
observation is consistent with the general description of the outer instability by Vaughan
& Zaki (2011) (see their figure 29). However, that work only considered idealized streaks
which develop due to forcing by monochromatic vortical modes. Therefore, their streaks
were repeated in the span, and the instability was sub-harmonic in that dimension. In
the present case, on the other hand, the free-stream forcing is broadband and thus the
resulting streaks are less regular. In addition, the secondary instability is localized – an
important distinction that can not be gleaned from the side view in figure 4.
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Fig. 2.4 Development of an outer, sinuous streak instability; isosurfaces of u′, with dark being
negativ and light positive. Time increases from top to bottom (Hack and Zaki 2014).
Vaughan and Zaki (2011) made an interesting discovery. They found two modes
of instability, which they termed inner and outer, based on their phase speeds be-
ing approximately 0.5U∞ and 0.8U∞. In zero pressure gradient boundary layers,
breakdown is generally via an outer mode, secondary instability. Figure 2.4 illus-
trates a streak breakdown that would be characterized as a sinuous, outer mode.
The streak undulations that are seen prior to breakdown in lab experiments and
DNS do not have exact anti-symmetry and are localized in x and z. Nevertheless,
they continue to be described as sinuous (Schlatter et al 2008).
The inner mode of Vaughan and Zaki (2011) becomes a 2-D Tollmien-Schlichting
wave as the streak amplitude is reduced. Generally, it is a varicose instability. For
steady streaks, its growth rate first increases with streak amplitude, then still
higher amplitude steady streaks stabilize it. However, a doubly periodic (in z and
t) Floquet analysis showed that unsteadiness of the base flow greatly increases the
growth rate of the inner mode for streak amplitudes greater than 5%. Cossu and
Brandt (2004), investigating p rturba ion of Tollmien-Schlichting waves by steady
streaks, also found a varicose mode. Their result can be se n as a preview of the
inner mode.
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This inner mode probably has little role in bypass transition under zero pressure
gradient. Breakdown, whether inner or outer, is seen to be localized on negative
streaks, and quite unlike a Tollmien-Schlichting wave. Indeed, the strictly periodic
ansatz (2.6) is unlike the streaks that arise in transitional flow. This raised a
basic question about the relevance of the Floquet analyses to bypass transition in
practice.
Such concern motivated Hack and Zaki (2014) to examine the instability of
more realistic streaks. They extracted cross sections, ∆U(y, z), from a DNS and
analyzed their linear stability. Fully 2-dimensional eigenmode shapes were solved.
It was found that the eigenfunction, u′(y, z) was highly localized on a single low
speed streak. The eigenfunction identified the most unstable streak and, in most
cases, that streak developed a turbulent spot, further downstream in the simula-
tion. In this way the notion of secondary instability was firmly connected to the
observed process of transition.
Again, Hack and Zaki (2014) found outer and inner mode eigenfunctions; but,
now they were attached to local regions of high shear. The outer mode was an
inflectional instability of a negative streak, in the upper part of the boundary
layer. Consistent with the three-dimensional surfaces seen in figure 2.4, the shear
associated with isolated, lifted streaks, is as large in the y-direction as in the
z-direction: ∂yu
′ ∼ ∂zu′.
The inner mode was a local instability at the interface where a positive streak
(jet) rode over a negative streak (wake), closer to the wall. At their junction, the
shear was primarily in the y-direction: ∂yu
′ >> ∂zu′. Because one component of
shear dominates, the inner mode was described as a Rayleigh-type, mixing layer
instability — albeit, localized in the span, and three dimensional.
Hack and Zaki (2014) summarized their empirical observations with a prob-
ability distribution of streak amplitudes at various downstream locations, and a
distribution of those that break down. The median intensity was 12%. Breakdown
occurred for intensities above 17%, which was only 15% of the streak population.
The average location for outer mode breakdown was 0.7 of the boundary layer
thickness.
Inner mode breakdown occurred on streaks with intensities above 10% of the
free-stream velocity, but it occurred at the intersection between a wake and a jet,
so the local velocity perturbation was ± 10% and the velocity difference was 20%.
The average location for inner mode breakdown was 0.3 of the boundary layer
thickness. An inner mode has about twice the exponential growth rate of an outer
mode.
In zero pressure gradient, almost all breakdowns were outer mode breakdown
of elevated wakes. But, in an adverse pressure gradient, inner mode breakdowns
became predominant. (The simulations were of a Falkner-Skan boundary layer
with Hartree parameter −0.14.) Hack and Zaki (2014) suggest that this is because
the growth rate of the inner mode is higher in APG.
Another possibility is that the adverse mean pressure gradient causes mixed
mode transition to occur. That is, instability waves on the inflectional, mean ve-
locity profile may interact with the streaks. Inflectional instability waves have a
phase speed similar to the inner modes. Bose and Durbin (2016a) and Bose (2016)
investigated the same Falkner-Skan case as Hack and Zaki (2014). With no, or
low, inlet turbulence, two-dimensional instability waves arose spontaneously —
as is commonly seen in simulations with strong adverse pressure gradient or flow
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separation. With free-stream turbulent intensity of 0.1%, streaks distorted the
instability waves to create Λ-vortices, which lifted up and broke down to turbu-
lence. This is much like the K and H-type secondary instability of finite amplitude
Tollmien-Schlichting waves (Herbert 1988; Kachanov 1994), except that the size of
the Λ’s is determined by the streak spacing and is generally different from K and
H-type vortices. Rather than being an inherent instability, it is a forced response
to the streaks. At this turbulence level, transition was obviously of mixed mode
type.
With free-stream turbulent intensity of 1–2%, inner mode secondary instability
was seen. However, its aspect was quite novel: the precursor to breakdown was a
helical undulation, as illustrated by figure 1.7. The helices had a phase speed of
about 0.36U∞. The observed wavelength of 1 − 1.3δ99 was shorter than found
in the stability analysis of Hack and Zaki (2014). Simulations with zero pressure
gradient, and Tollmien-Schlichting waves added at the inlet, reproduced this helical
breakdown. It is unclear whether a helical secondary instability analysis can be
formulated; a strictly helical mode would require an axi-symmetric base flow.
The predominance of inner modes, observation of helical breakdown and the
frequent occurrence of transition in regions of adverse pressure gradient make this
an appealing area for basic research.
2.4 Interaction of instability waves and streaks
There is limited theory of mixed mode transition. Bertolotti (1997) looked, briefly,
at the interaction between a vortical free-stream disturbance and a Tollmien-
Schlichting wave, via a non-linear parabolized stability equation. He noted that the
vortical disturbance was similar to an Orr-Sommerfeld continuous mode, and that
the boundary layer response was like a ‘Klebanoff mode’. He also observed that
only low frequency disturbances can penetrate into the boundary layer. Bertolotti
(1997) found that the Orr-Sommerfeld/Klebanoff mode interaction created a rapidly
growing oblique mode which he construed to be similar to K-type secondary in-
stability, but differed because it was forced by the particular continuous mode,
rather than growing due to resonant, secondary instability.
Subsequently, Liu et al (2008a) performed simulations of the interaction of a
discrete mode (Tollmien-Schlichting wave) with continuous modes (streaks) and
found that Λ vortices were created by the interaction. Transition occurred by
breakdown at the tip of lifted Λ vortices. Liu et al (2008b) developed a dou-
bly periodic Floquet stability analysis of the base state of a streamwise periodic
Tollmien-Schlichting wave and spanwise periodic streaks. They found a resonant
secondary instability that was consistent with their DNS observations.
The empirical evidence of mixed mode transition in adverse pressure gradient
begs for theoretical explanation. It appears to fit into the framework of inner
instability. However, none of the inner instability analyses include the effect of
inflectional instability waves.
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3 Practical modeling
A simplified view of the objective of a transition model, is that it should predict
where, on average, the rise from laminar to turbulent levels of skin friction occurs.
(In figure 3.1 transition occurs around Rex = 4×105.) After that, it should predict
the extent of the transition zone and the level of skin friction in the laminar and
turbulent states. For the latter, it works in conjunction with a turbulence closure
model. At a more ambitious level, the transition and closure models should predict
the entire, ensemble averaged flow field.
Rex  ×105
C f
0 5 100
0.002
0.004
0.006
0.008
0.01
Fig. 3.1 Skin friction for laminar to turbulent transition with a pressure gradient. Data and
a model prediction. Figure courtesy Dr. Xuan Ge.
The phenomenology and theories outlined in previous sections have had limited
impact on practical modeling; perhaps they will influence the course of future de-
velopments. The standard prediction method for orderly transition is ‘eN ’. N is the
integrated, growth exponent, computed by linear stability theory for non-parallel
flow. The parabolized stability equation is often used for non-parallelism (Chau-
Lyan and Choudhari 2005). Transition is considered to occur where N reaches a
value determined by data correlation — usually on the order of 9. This method
has been critically reviewed in many references and will not be discussed here (it
and other methods to predict orderly transition are reviewed in White 1991, §5.5;
also see Reed et al 1996). The limited phenomenological basis of eN methods for
predicting orderly transition is reviewed by Herbert (1997). It is unclear whether
the prediction methods that are discussed below, which are based on transport
equations and empiricism, rather than stability theory, can be applied to orderly
transition. That is an open question.
The oldest approach for representing bypass transition is by a data correla-
tion. A computation switches from a laminar to a turbulent state at a prescribed
transition Reynolds number. Correlations depend on free-stream turbulence inten-
sity, expressed in percentage Tu ≡ 100
√
u2/U∞. Abu-Ghannam and Shaw (1980)
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proposed
RΘ tr = 163 + e
F (λ)(6.91−Tu)
F = 1 + (12.75λ+ 63.64λ2)/6.91 ; λ < 0
F = 1 + (2.48λ− 12.27λ2)/6.91 ; λ > 0
λ ≡ Θ
2
ν
dU∞
dx
(3.1)
to correlate the momentum thickness Reynolds number at transition with pressure
gradient parameter (λ) and turbulent intensity (Tu). Transition is specified to
occur where the local momentum thickness Reynolds number exceeds this critical
value. Under zero pressure gradient, RΘ tr = 163 + e
6.91−Tu. This decreases from
1,000 to 170 as Tu increases from 0.2% to 5%; free-stream turbulence has a rather
substantial effect.
Correlations like (3.1) are designed for boundary layer computation. It can
be difficult, if not impossible, to compute momentum thickness on a complex
geometry. And how does one apply an RΘ criterion in general, 3-D flows? Modern,
applied CFD requires a more flexible approach. Although this remains an area for
application oriented research, three approaches have emerged.
The first is to adapt a data correlation — e.g. equation (3.1) or that of Praisner
and Clark (2007) — to CFD requirements. The second is to rely on the turbulence
closure model to transition from a laminar to a turbulent solution. The last is to
develop additional transport equations for a variable that determines transition.
In the last category, two formulations have been developed. The first, and most
popular, adds an equation for an intermittency function, γ(x, t), which is 0 in
laminar flow and unity in turbulent flow. The second formulation incorporates an
equation for the kinetic energy of velocity fluctuations that occur in the laminar
region upstream of transition, kL. Energy is transferred from laminar fluctuations
into turbulent kinetic energy, to emulate transition.
The first method, adapting a data correlation, is generally limited to attached
flows and two-dimensional geometries. It has been used effectively in turbomachin-
ery blade computations (Suzen and Huang 1999; Praisner et al 2004). The next
sections survey the other two methods.
3.1 Rely on the turbulence model
A buffeted laminar boundary layer, with irregular fluctuations, can be regarded as
a chaotic flow. So can the fully turbulent region. In aggregate, the entire flow falls
under the purview of statistical closure modeling. Perhaps one can dispense with a
transition model and rely on the turbulence closure for the entire flow calculation.
In the laminar, buffeted region, it must return a nearly laminar solution and predict
transition. Is this plausible?
It would seem not. Turbulence closures are highly empirical. They are devel-
oped and calibrated for fully turbulent flow. Relying on the closure to predict
transition is not justified; but is it entirely out of the question? Most transport
equation models converge to a laminar solution at sufficiently low Reynolds num-
ber and to a turbulent solution at sufficiently high Reynolds number (Durbin and
Reif 2010). Westin and Henkes (1997) and Savill (1999) explored whether ‘low
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Reynolds number’ k − ε models can imitate bypass transition. In some cases they
found satisfactory transitional behavior. Pecnik et al (2005) found satisfactory
boundary layer transition in calculating a turbine stage using the v2− f model, as
did Wu and Durbin (2000) for wake-induced transition. Wilcox (1994) suggested
that low Reynolds number modifications could enable k − ω to predict transi-
tional flows. With a suitable form of closure, limited, though probably inaccurate,
calculations can be done.
But, in most cases, relying on the turbulence model to predict transition is
not viable. The switch from laminar to turbulent solutions in the standard, widely
used, forms of the k − ω, k − ω-SST and S-A models occurs at a very much too
low Reynolds number (Durbin and Reif 2010). When accurate predictions of the
laminar and transitional regions are needed, the turbulence model must be sup-
plemented by a method that is earmarked for transition prediction.
3.2 Laminar fluctuations
At a conceptual level, laminar fluctuation models have a loose connection to the
phenomenology of transition, reviewed above. The laminar fluctuating energy can
be construed to represent instability waves of orderly transition, or the streaks seen
prior to bypass transition. Such ideas are attractive — even though streaks and
instability waves do not enter directly into these models. Also, streaks and insta-
bility waves are only precursors to transition; in isolation, they are not the cause
of turbulence, it is spawned when they breakdown through secondary processes.
The key elements of the laminar fluctuation model are production laminar
kinetic energy, and its transfer to turbulent fluctuations. Walters and Leylek (2004)
and Walters and Cokljat (2008) proposed the laminar kinetic energy equation
DtkL = 2νT`|S|2 −R− εL +∇ · (ν∇kL). (3.2)
The model is framed for both bypass and orderly transition. To this end, laminar
region eddy viscosity is the sum
νT` = νBP + νord.
The term 2νT`|S|2, in equation (3.2), is the rate of production of laminar fluctua-
tions. εL dissipates some of it; but, more importantly, R transfers it to turbulent
fluctuations. An equal and opposite term appears in the turbulent energy equation:
Dtk = 2νT |S|2 +R− ε+∇ ·
[(
ν +
νT
σk
)
∇k
]
. (3.3)
This k-equation is part of a turbulence closure model. Walters and Leylek (2004)
used k− ε for the turbulence model and Walters and Cokljat (2008) used k−ω —
for which ε = Cµkω in the equation (3.3). Lopez and Walters (2016) updated the
model of Walters and Cokljat (2008), to fix inaccurate predictions of free-shear
flows.
Kubacki and Dick (2016) reduced the laminar fluctuation model to an algebraic
formula. It was able to predict transition on turbine blades. Lardeau et al (2004)
combined a laminar fluctuation model with a non-linear constitutive formula. The
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total fluctuating energy is the combination γkT + (1 − γ)kL of laminar and tur-
bulent components. However, their model retains a data correlation for transition
and γ is a prescribed function. Lardeau and Leschziner (2006) applied this model
to turbine blades with incident wakes. The base RANS model predicted early tran-
sition. Adding laminar fluctuations delayed transition, improving agreement with
experiment.
3.3 Intermittency
Intermittency transport models (Steelant and Dick 1996) have proved more suc-
cessful than laminar fluctuation models. In concept, the intermittency function
(0 ≤ γ ≤ 1) is the average fraction of time that the flow is turbulent. After
the transition criterion RΘ > RΘ tr is met, Dhawan and Narasimha (1958) pro-
posed that turbulent energy could be ramped up by the prescribed function γ =
1− e−(x−xtr)2/`2tr , x > xtr, where `tr is the transition length. Lodefier et al (2003)
derived the form of an intermittency transport equation
Dtγ = Pγ +∇ · [(ν + νT)∇γ]
with Pγ = 2(γ − 1)√γ |u|
`tr
(3.4)
from that function. This is a base for more elaborate formulations, which include
a sink term, Eγ , as well a source,
Dγ
Dt
= Pγ − Eγ +∇
[( ν
σl
+
νT
σγ
)
∇γ
]
. (3.5)
The intermittency method is predicated on the underlying RANS model pre-
dicting early transition. Then transition is suppressed by multiplying either pro-
duction or the eddy viscosity by γ(x) ≤ 1. As γ rises from zero to unity the model is
switched on. Note the conceptual inversion: it is based on suppressing turbulence,
rather than promoting transition.
Menter et al (2006) added a second equation, in their γ − RT model. The RT
equation diffuses a data correlation from the free-stream into the boundary layer.
Then the model predicts both transition onset, and the length of the transition
region. The model was published with an empirical function omitted, as propri-
etary. Suluksna et al (2009) developed the missing information and published a
full version of this model.
The γ−RT model depends on local variables, rather than the integral boundary
layer thickness Θ, as in (3.1). To that end, the vorticity Reynolds number (White
1991, p. 385)
Rν =
|Ω|d2
2.19ν
,
where d is distance from the wall and Ω is the mean vorticity, is used in place
of RΘ. The formulation in local variables facilitates its use in unstructured codes
(Langtry and Menter 2009).
The γ − RT model was developed for the two-equation, k − ω-SST turbulence
model. Medida and Baeder (2011) devised a reduced version for use with the one-
equation S-A, eddy viscosity transport model.
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A question arose as to whether transition can be predicted by a single, inter-
mittency equation. Such a model was developed by Durbin (2012) and Ge et al
(2014). In their approach, transition is controlled by the source and sink terms
of equation (3.5), and by diffusion of free-stream turbulence into the boundary
layer (σγ and σl). All transition models introduce several ad hoc functions to turn
on/off source and sink terms and to confine them to the boundary layer. In the
single γ-equation model these are functions of coordinate invariant parameters, by
analogy to turbulence closure models. Ge and Durbin (2015) extended the single
equation model to roughness induced transition. They used a displaced origin, as
a function of wall roughness, to modify the model.
Menter et al (2015) subsequently proposed a single γ equation — also with
invariant parameters, rather than the coordinate dependent parameters that ap-
pear in data correlations and in the γ −RT model. Wang and Fu (2011) proposed
a single γ equation, of the form (3.5), for supersonic and hypersonic transition.
They introduced time scales to represent orderly transition by breakdown of Mack
waves.
Intermittency models have an unphysical aspect. Without the sink term, Eγ ,
they return the fully turbulent solution γ = 1 everywhere. The sink is required to
establish a laminar boundary layer. Rather than computing a laminar boundary
layer that transitions downstream, the sink must create a region of γ = 0 to
emulate a laminar boundary layer. Removing the sink allows γ to rise and switch
on the turbulence model. In a sense, that is opposite to the physical process in
which a laminar flow exists until a perturbation is applied.
4 Outlook
The present review is a perspective on recent transition research, with a decided
focus on bypass transition. In the last 20 years, or so, a substantial body of liter-
ature on phenomenology and theories of bypass transition has developed. Where
does it stand? What are the open questions? Where is research needed?
Orderly transition invokes a generic framework of eigenvalue problems — re-
ceptivity notwithstanding. It is well posed and mathematically elegant. Bypass
is not so clean: theories are analyses of the response to disturbances. There is a
variety of theories, all of which have some merit. Certainly, the boundary layer re-
sponse to forcing has an ubiquitous feature: the streaks. While that adds a flavor
of universality, it also becomes a puzzle. Streaks are not solutions to an eigen-
value problem; as has been mentioned, there are different views of what idealized
boundary value problem they solve. An elegance comparable to eigenvalue analy-
sis cannot exist for bypass phenomenology. There are no clearly posed problems,
like: solve for the critical Reynolds number. Nonetheless, theory has evolved under
headings of shear sheltering, non-modal growth, transient and optimal growth,
continuous Orr-Sommerfeld modes, and various linear, initial value, or forced re-
sponse problems.
At the same time, bypass transition is well suited to high fidelity computer
simulation. Incident perturbations provoke transition at Reynolds numbers and in
domain sizes that are well within the range of direct numerical simulation. Much
has been learned from numerical data and numerical experiments. Very intriguing
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visualizations have been created. There is a need for other simulations and nu-
merical experiments that address effects of pressure gradient, surface roughness,
curvature, and other factors, within regimes where they have pronounced effects
on transition.
There is increasing evidence that, under sufficiently adverse pressure gradient,
transition follows an intermediate, mixed mode, route. Inflectional instabilities
grow fast enough to interact with the algebraic, bypass modes. The dependence
of breakdown routes on a pressure gradient parameter should be studied system-
atically — for instance a range of Falkner-Skan boundary layers. One could look
on this as exploring the physics behind the correlation (3.1); but those physics are
likely to be more fascinating than simply correlating data. Inner modes, helical
breakdown and forced Λ vortices have already created some intrigue. Theories,
model problems, DNS empiricism, predictive methods, all should be pursued.
Roughness is a time-honored method to trip a boundary layer. But bypass
transition caused by distributed surface roughness is not understood. Isolated
roughness has been studied: an isolated element creates a wake that is unsta-
ble, or horseshoe vortices are created at the junction between the element and the
wall. But distributed roughness probably acts more subtly; are streaks created,
similarly to free-stream turbulence? And, what is the proper non-dimensional pa-
rameterization of roughness height?
Although outside the scope of the present review, stabilizing and destabilizing
surface curvature also are factors to study. For example, Go¨rtler vortices and
their breakdown have been studied, but it is not clear when they dominate other
transition mechanisms.
At a practical level, there is a need to improve predictive models. Existing
models are cumbersome and difficult to fathom. A cleaner basic formulation will
make it easier to extend the empiricism. There is need for simpler formulations,
with greater connection to physics. Laminar fluctuation models refer to shear
sheltering and to streaks, but not to algebraic and transient growth. Can further
connections to theory produce improved empiricism?
Models that incorporate both orderly and bypass routes are needed. For various
applications, it may be necessary to incorporate curvature, cross-flow, compress-
ibility, stratification, etc. Barring the development of more principled approaches,
these would be devised by expanding the data correlations and empirical functions
that underlie intermittency and laminar fluctuation models.
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