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Abstract
The goal of the present paper is to provide a mathematically rigorous founda-
tion to certain aspects of the theory of rational orbifold models in conformal field
theory, in other words the theory of rational vertex operator algebras and their
automorphisms.
Under a certain finiteness condition on a rational vertex operator algebra V
which holds in all known examples, we determine the precise number of g-twisted
sectors for any automorphism g of V of finite order. We prove that the trace func-
tions and correlation functions associated with such twisted sectors are holomorphic
functions in the upper half-plane and, under suitable conditions, afford a represen-
tation of the modular group of the type prescribed in string theory. We establish
the rationality of conformal weights and central charge.
In addition to conformal field theory itself, where our conclusions are required on
physical grounds, there are applications to the generalized Moonshine conjectures
of Conway-Norton-Queen and to equivariant elliptic cohomology.
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1 Introduction
The goals of the present paper are to give a mathematically rigorous study of rational
orbifold models, more precisely we study the questions of the existence and modular-
invariance of twisted sectors of rational vertex operator algebras. The idea of orbifolding
a vertex operator algebra with respect to an automorphism, and in particular the in-
troduction of twisted sectors, goes back to some of the earliest papers in the physical
literature on conformal field theory [DHVW], while the question of modular-invariance
underlies the whole enterprise. Apart from a few exceptions such as [DGM], the physical
literature tends to treat the existence and modular-invariance of twisted sectors as ax-
ioms, while mathematical work has been mainly limited to studying special cases such as
affine algebras [KP], lattice theories [Le], [FLM1] and fermionic orbifolds [DM2]. Under
some mild finiteness conditions on a rational vertex operator algebra V we will, among
other things, establish the following:
(A) The precise number of inequivalent, simple g-twisted sectors that V possesses.
(B) Modular-invariance (in a suitable sense) of the characters of twisted sectors.
In order to facilitate the following discussion we assume that the reader has a knowl-
edge of the basic definitions concerning vertex operator algebras as given, for example, in
[FLM2], [FHL], [DM1] and below in Sections 2 and 3.
Let us suppose that V is a vertex operator algebra. There are several approaches to
what it means for V to be rational, each of them referring to finiteness properties of V of
various kinds (c.f. [MS], [HMV], [AM] for example). Our own approach is as follows (c.f.
[DLM2], [DLM3]): an admissible V -module is a certain Z+-graded linear space
M =
∞⊕
n=0
M(n) (1.1)
which admits an action of V by vertex operators which satisfy certain axioms, the most
important of which is the Jacobi identity. However, the homogeneous subspaces M(n) are
not assumed to be finite-dimensional. As explained in [DLM2], this definition includes as
a special case the idea of an (ordinary) V-module, which is a graded linear space of the
shape
M =
⊕
n∈C
Mn (1.2)
such thatM admits an appropriate action of V by vertex operators and such that eachMn
has finite dimension, Mλ+n = 0 for fixed λ ∈ C and sufficiently small integer n, and each
Mn is the n-eigenspace of the L(0)-operator. Although one ultimately wants to establish
the rationality of the grading of such modules, it turns out to be convenient to allow the
gradings to be a priori more general. One then has to prove that the grading is rational
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after all. By the way, the terms “simple module” and “sector” are synonymous in this
context.
We call V a rational vertex operator algebra in case each admissible V -module is
completely reducible, i.e., a direct sum of simple admissible modules. We have proved in
[DLM3] that this assumption implies that V has only finitely many inequivalent simple
admissible modules, moreover each such module is in fact an ordinary simple V -module.
These results are special cases of results proved in (loc.cit.) in which one considers the
same set-up, but relative to an automorphism g of V of finite order. Thus one has
the notions of g-twisted V -module, admissible g-twisted V -module and g-rational vertex
operator algebra V , the latter being a vertex operator algebra all of whose admissible
g-twisted modules are completely reducible. We do not give the precise definitions here
(c.f. Section 3), noting only that if g has order T then a simple g-twisted V -module has
a grading of the shape
M =
∞⊕
n=0
Mλ+n/T (1.3)
with Mλ 6= 0 for some complex number λ which is called the conformal weight of M. This
is an important invariant of M which plays a roˆle in the theory of the Verlinde algebra,
for example.
The basic result (loc.cit.) is that a g-rational vertex operator algebra has only finitely
many inequivalent, simple, admissible g-twisted modules, and each of them is an ordi-
nary simple g-twisted module. Although the theory of twisted modules includes that of
ordinary modules, which corresponds to the case g = 1, it is nevertheless common and
convenient to refer to the untwisted theory if g = 1, and to the twisted theory otherwise.
It seems likely that if V is rational then in fact it is g-rational for all automorphisms
g of finite order, but this is not known. Nevertheless, our first main result shows that
there is a close relation between the untwisted and twisted theories. To explain this, we
first recall Zhu’s notion of “Condition C” [Z], which we have renamed as Condition C2.
Namely, for an element v in the vertex operator algebra V we use standard notation for
the vertex operator determined by v:
Y (v, z) =
∑
n∈Z
v(n)z−n−1 (1.4)
so that each v(n) is a linear operator on V. Define C2(V ) to be the subspace of V spanned
by the elements u(−2)v for u, v in V. We say that V satisfies Condition C2 if C2(V ) has
finite codimension in V. Zhu has conjectured in [Z] that every rational vertex operator
algebra satisfies Condition C2, and we verify the conjecture for a number of the most
familiar rational vertex operator algebras in Section 12 of the present paper. Next, any
automorphism h of V induces in a natural way (c.f. Section 4 of [DM2] and Section
3 below) a bijection from the set of (simple, admissible) g-twisted modules to the corre-
sponding set of hgh−1-twisted modules, so that if g and h commute then one may consider
the set of h-stable g-twisted modules. In particular we have the set of h-stable ordinary
(or untwisted) modules, which includes the vertex operator algebra V itself. Our first set
of results may now be stated as follows:
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Theorem 1 Suppose that V is a rational vertex operator algebra which satisfies Condition
C2. Then the following hold:
(i) The central charge of V and the conformal weight of each simple V -module are
rational numbers.
(ii) If g is an automorphism of V of finite order then the number of inequivalent,
simple g-twisted V -modules is at most equal to the number of g-stable simple untwisted
V -modules, and is at least 1 if V is simple.
(iii) If V is g-rational, the number of inequivalent, simple g-twisted V -modules is
precisely the number of g-stable simple untwisted V -modules.
We actually prove a generalization of this result in which V is also assumed to be
gi-rational for all integers i (g as in (ii)), where the conclusion is that each simple gi-
twisted V -module has rational conformal weight. There is a second variation of this theme
involving the important class of holomorphic vertex operator algebras. This means that V
is assumed to be both simple and rational, moreover V is assumed to have a unique simple
module - which is necessarily the adjoint module V itself. Familiar examples include the
Moonshine Module [D2] and vertex operator algebras associated to positive-definite, even,
unimodular lattices [D1]. We establish
Theorem 2 Suppose that V is a holomorphic vertex operator algebra which satisfies Con-
dition C2, and that g is an automorphism of V of finite order. Then the following hold:
(i) V posesses a unique simple g-twisted V -module, call it V (g).
(ii) The central charge of V is a positive integer divisible by 8, and the conformal
weight of V (g) is a rational number.
The assertion of Theorem 2 (ii) concerning the central charge follows from results in
[Z] as a consequence of the modular-invariance of the character of a holomorphic vertex
operator algebra, and we turn now to a discussion of the general question of modular-
invariance. One is concerned with various trace functions, the most basic of which is the
formal character of a (simple) g-twisted sector M. If M has grading (1.3) we define the
formal character as
charqM = q
λ−c/24
∞∑
n=0
dimMλ+n/T q
n/T (1.5)
where c is the central charge and q a formal variable. More generally, if M is an h-stable
g-twisted sector as before, then h induces a linear map on M which we denote by φ(h),
and one may consider the corresponding graded trace
ZM(g, h) = q
λ−c/24
∞∑
n=0
trMλ+n/Tφ(h)q
n/T (1.6)
In the special case when V is holomorphic and the twisted sector V (g) is unique, we set
ZV (g)(g, h) = Z(g, h) (1.7)
Note that in this situation, the uniqueness of V (g) shows that V (g) is h-stable when-
ever g and h commute. As discussed in [DM1]-[DM2], this allows us to consider φ as
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a projective representation of the centralizer C(g) on V (g), in particular (1.7) is defined
for all commuting pairs (g, h). As is well-known, it is important to consider these trace
functions as special cases of so-called (g, h) correlation functions. These may be defined
for homogeneous elements v in Vk and any pair of commuting elements (g, h) via
TM(v, g, h) = q
λ−c/24
∞∑
n=0
trMλ+n/T (v(k − 1)φ(h))q
n/T . (1.8)
Note that v(k − 1) induces a linear map on each homogeneous subspace of M. If we take
v to be the vacuum vector then (1.8) reduces to (1.6). One also considers these trace
functions less formally by taking q to be the usual local parameter at infinity in the upper
half-plane
h = {τ ∈ C|imτ > 0} (1.9)
i.e., q = qτ = e
2πiτ , in which case one writes TM(v, g, h, τ) etc. for the corresponding trace
functions. By extending TM linearly to the whole of V one obtains a function
TM : V × P (G)× h → P
1(C) (1.10)
where P (G) is the set of commuting pairs of elements in G.
We take Γ = SL(2, Z) to operate on h in the usual way via bilinear transformations,
that is
γ : τ 7→
aτ + b
cτ + d
, γ =
(
a b
c d
)
∈ Γ (1.11)
and we let it act on the right of P (G) via
(g, h)γ = (gahc, gbhd). (1.12)
Zhu has introduced in [Z] a second vertex operator algebra associated in a certain way
to V ; it has the same underlying space, however the grading is different. We are concerned
with elements v in V which are homogeneous of weight k, say, with regard to the second
vertex operator algebra. We write this as wt[v] = k. For such v we define an action of the
modular group Γ on TM in a familiar way, namely
TM |γ(v, g, h, τ) = (cτ + d)
−kTM(v, g, h, γτ). (1.13)
We can now state some of our main results concerning modular-invariance.
Theorem 3 Suppose that V is a vertex operator algebra which satisfies Condition C2,
and let G be a finite group of automorphisms of V.
(i) For each triple (v, g, h) ∈ V × P (G) and for each h-stable g-twisted sector M, the
trace function TM (v, g, h, τ) is holomorphic in h.
(ii) Suppose in addition that V is g-rational for each g ∈ G. Let v ∈ V satisfy
wt[v] = k. Then the space of (holomorphic) functions in h spanned by the trace func-
tions TM (v, g, h, τ) for all choices of g, h, and M is a (finite-dimensional) Γ-module with
respect to the action (1.13).
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More precisely, if γ ∈ Γ then we have an equality
TM |γ(v, g, h, τ) =
∑
W
σWTW (v, (g, h)γ, τ), (1.14)
where (g, h)γ is as in (1.12) and W ranges over the gahc-twisted sectors which are gbhd-
stable. The constants σW depend only on g, h, γ and W.
Theorem 4 Suppose that V is a holomorphic vertex operator algebra which satisfies Con-
dition C2, and let G be a cyclic group of automorphisms of V. If (g, h) ∈ P (G), v ∈ V
satisfies wt[v] = k, and γ ∈ Γ then Z(v, g, h, τ) is a holomorphic function in h which
satisfies
Z|γ(v, g, h, τ) = σ(g, h, γ)Z(v, (g, h)γ, τ) (1.15)
for some constant σ(g, h, γ).
We can summarize some of the results above by saying that the functions TM(v, g, h, τ)
and Z(v, g, h, τ) are generalized modular forms of weight k in the sense of [KM]. This means
essentially that each of these functions and each of their transforms under the modular
group have q-expansions in rational powers of q with bounded denominators, and that up
to scalar multiples there are only a finite number of such transforms. One would like to
show that each of these functions is, in fact, a modular form of weight k and some level
N in the usual sense of being invariant under the principal congruence subgroup Γ(N).
This will require further argument, as it is shown in (loc.cit.) (and is certainly known to
the experts) that there are generalized modular forms which are not modular forms in the
usual sense. All we can say in general at the moment is that TM and Z have finite level
in the sense of Wohlfahrt [Wo]. This is true of all generalized modular forms, and means
that TM and Z and each of their Γ -transforms are invariant under the group ∆(N) for
some N, where we define ∆(N) to be the normal closure of TN =
(
1 N
0 1
)
in Γ.
Let us emphasize the differences between Theorem 3 (ii) and Theorem 4. In the former
we assume g-rationality, which in practice is hard to verify, even for known vertex operator
algebras. In Theorem 4 there is no such assumption, however we have to limit ourselves
to cyclic pairs (g, h) in P (G). One expects Theorem 4 to hold for all commuting pairs
(g, h). In [N], Simon Norton conjectured that (1.15) holds in the special case that v is the
vacuum vector and V is the Moonshine Module [FLM2] whose automorphism group is the
Monster (loc.cit.). His argument was based on extensive numerical evidence in Conway-
Norton’s famous paper Monstrous Moonshine [CN] which was significantly expanded in
the thesis of Larrissa Queen [Q]. A little later it was given a string-theoretic interpretation
in [DGH]. We will see in Section 12 that the Moonshine Module satisfies Condition C2, so
that Theorem 4 applies. Norton also conjectured that each Z(g, h, τ) is either constant
or a hauptmodul, the latter being a modular function (weight zero) on some congruence
subgroup Γ0 of Γ of genus zero such that the modular function in question generates the
full field of meromorphic modular functions on Γ0. By utilizing the results of Borcherds
[B2] which establish the original Moonshine conjectures in [CN] we obtain
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Theorem 5 (Generalized Moonshine): Let V ♮ be the Moonshine Module, and let g be an
element of the Monster simple group M. The following hold:
(i) V ♮ has a unique g-twisted sector V ♮(g).
(ii) The formal character charV ♮(g) is a hauptmodul.
(iii) More generally, if g and h in M generate a cyclic subgroup then the graded trace
Z(g, h, τ) of φ(h) on V ♮(g) is a hauptmodul.
These results essentially establish the Conway-Norton-Queen conjectures about the
Monster for cyclic pairs (g, h). As we have said, the spaces V ♮(g) support faithful pro-
jective representations of the corresponding centralizer CM(g) of g in M. It was these
representations that were conjectured to exist in [N] and [Q], and they are of considerable
interest in their own right. See [DLM1] for more information in some special cases. There
also appears to be some remarkable connections with the work of Borcherds and Ryba
[Ry], [BR], [B3] on modular moonshine which we hope to consider elsewhere. Finally,
we mention that Theorem 4 can be considerably strengthened, indeed the best possible
results can be established, if we assume that g has small order. For simplicity we state
only a special case:
Theorem 6 Let V be as in Theorem 4, and assume that the central charge of V is divisible
by 24 (cf. Theorem 2 (ii)). Suppose that g has order p = 2 or 3. Then the following hold:
(i) The conformal weight λ of the (unique) g-twisted sector V (g) is in 1
p2
Z.
(ii) The graded trace Z(v, 1, g, τ) of v(k−1)g on V is a modular form of weight k and
level p2.
(iii) We have λ ∈ 1
p
Z if, and only if, Z(v, g, h, τ) is a modular form on the congruence
subgroup Γ0(p).
These results follow from the previous theorems, and will be proved elsewhere. They
can be used to make rigorous some of the assumptions commonly made by physicists (cf.
[M], [S], [T1], [T2], [T3], [V] for example) in the theory of Zp-orbifolds, and we hope that
Theorem 6 may provide the basis for a more complete theory of such orbifolds.
We have already mentioned the work of Zhu [Z] on several occasions, and it is indeed
this paper to which we are mainly indebted intellectually. In essence, we are going to
prove an equivariant version of the theory laid down by Zhu (loc.cit.), though even in
the special case that he was studying our work yields improvements on his results. The
equivariant refinement of Zhu’s theory began with our paper [DLM3] which also plays
a basic roˆle in the present paper. In this paper we constructed so-called twisted Zhu
algebras Ag(V ) which are associative algebras associated to a vertex operator algebra V
and automorphism g of finite order. They have the property that, at least for suitable
classes of vertex operator algebras, the module category for Ag(V ) and the category of
g-twisted modules for V are equivalent. This reduces the construction of g-twisted sectors
to the corresponding problem for Ag(V ) (not a priori known to be non-zero!) As in [Z],
the roˆle of the finiteness condition C2 is to show that the (g, h) correlation functions
that we have considered above satisfy certain differential equations of regular - singular
type. These differential equations have coefficients which are essentially modular forms
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on a congruence subgroup, a fact which is ultimately attributable to the Jacobi identity
satisfied by the vertex operators. One attempts to characterize the space of correlation
functions as those solutions of the differential equation which possess other technical
features related to properties of V and Ag(V ). This space is essentially what is sometimes
referred to as the (g, h)-conformal block, and our results follow from the technical assertion
that, under suitable circumstances, the (g, h)-conformal block is indeed spanned by the
(g, h)-correlation functions.
We point out that the holomorphy of trace functions follows from the fact that they
are solutions of suitable differential equations, moreover the Frobenius - Fuchs theory of
differential equations with regular - singular points leads to the representation of elements
of the conformal block as q-expansions. One attempts to identify coefficients of such q-
expansions with the trace function defined by some Ag(V )-module, and at the same time
show that elements of the conformal blocks are free of logarithmic singularities. The point
is that the Frobenius - Fuchs theory plays a critical roˆle, as it does also in [Z].
The paper is organized as follows: after some preliminaries in Sections 2 and 3, we take
up in Section 4 the study of certain modular and Jacobi-type forms, the main goal being
to write down the transformation laws which they satisfy. Our methods (and probably the
results too) will be well-known to experts in elliptic functions, but it is fascinating to see
how such classical topics such as Eisenstein series and Bernoulli distributions play a roˆle
in an abstract theory of vertex operator algebras. In Section 5 we introduce the space of
abstract (g, h) 1-point functions associated to a vertex operator algebra and establish that
it affords an action by the modular group (Theorem 5.4). In Sections 6 and 7 we continue
the study of such functions and in particular write down the differential equation that they
satisfy and the general shape of the solutions in terms of q-expansions and logarithmic
singularities. Next we prove in Section 8 (Theorems 8.1 and 8.7) that if g and h commute
then distinct h-stable g-twisted sectors give rise to linearly independent trace functions
which lie in the (g, h)-conformal block, and in Section 9 we give as an application of the
ideas developed so far a general existence theorem for twisted sectors. Section 10 contains
the main theorems which give sufficient conditions under which the (g, h) conformal block
is spanned by trace functions. Having reached Section 11, we have enough information
to be able to apply the methods and results of Anderson and Moore [AM], and this leads
to the rationality results stated above in Theorems 1 and 2 as well as the applications to
modular-invariance and to the generalized Moonshine Conjectures, which are discussed
in Section 13. We also point out how one can use Theorem 4 to describe not only other
correlation functions but also “Monstrous Moonshine of weight k.” Section 12 establishes
condition C2 for a number of well-known rational vertex operator algebras, so that our
theory applies to all of these examples.
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2 Vertex operator algebras
The definition of vertex operator algebra entails a Z-graded complex vector space:
V =
∐
n∈Z
Vn (2.1)
satisfying dim Vn < ∞ for all n and Vn = 0 for n << 0. If v ∈ Vn we write wtv = n and
say that v is homogeneous and has (conformal) weight n. For each v ∈ V there are linear
operators vn ∈ EndV, n ∈ Z which are assembled into a vertex operator
Y (v, z) =
∑
n∈Z
v(n)z−n−1 ∈ (EndV )[[z, z−1]].
Various axioms are imposed:
(i) For u, v ∈ V,
u(n)v = 0 for n sufficiently large. (2.2)
(ii) There is a distinguished vacuum element 1 ∈ V0 satisfying
Y (1, z) = 1 (2.3)
and
Y (v, z)1 = v +
∑
n≥2
v(−n)1zn−1. (2.4)
(iii) There is a distinguished conformal vector ω ∈ V2 with generating function
Y (ω, z) =
∑
n∈Z
L(n)z−n−2
such that the component operators generate a copy of the Virasoro algebra represented
on V with central charge c. That is
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)δm+n,0c. (2.5)
Moreover we have
Vn = {v ∈ V |L(0)v = nv} (2.6)
d
dz
Y (v, z) = Y (L(−1)v, z). (2.7)
(iv) The Jacobi identity holds, that is
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)
= z−12 δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2)
(2.8)
where δ(z) =
∑
n∈Z z
n and δ( z1−z2
z0
) is expanded as a formal power series in z2.
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Such a vertex operator algebra may be denoted by the 4-tuple (V, Y, 1, ω) or, more
usually, by V .
Zhu has introduced a second vertex operator algebra (V, Y [ ], 1, ω˜) associated to V in
Theorem 4.2.1 of [Z]. It plays a crucial roˆle in Zhu’s theory and also in the present paper,
so we give some details of the construction4.
The conformal vector ω˜ is defined to be ω− c
24
. The vertex operators Y [v, z] are defined
for homogeneous v via the equality
Y [v, z] = Y (v, ez − 1)ezwtv =
∑
n∈Z
v[n]z−n−1. (2.9)
For integers i,m, p with i,m ≥ 0 we may define c(p, i,m) in either of two equivalent
ways: (
p− 1 + z
i
)
=
i∑
m=0
c(p, i,m)zm (2.10)
m!
∞∑
i=m
c(p, i,m)zi = (log(1 + z))m(1 + z)p−1 (2.11)
where, as usual
log(1 + z) =
∞∑
n=1
(−1)n−1
n
zn. (2.12)
Using a change of variable we calculate that
v[m] = ReszY [v, z]z
m
= ReszY [v, log(1 + z)](log(1 + z))
m(1 + z)−1
i.e.,
v[m] = ReszY (v, z)(log(1 + z))
m(1 + z)wtv−1. (2.13)
So if m ≥ 0 then
v[m] = m!
∞∑
i=m
c(wtv, i,m)v(i). (2.14)
For example we have
v[0] =
∞∑
i=0
(
wtv − 1
i
)
v(i). (2.15)
We also write
Y [ω˜, z] =
∑
n∈Z
L[n]z−n−2. (2.16)
For example, one has
L[−2] = ω[−1]−
c
24
(2.17)
L[−1] = L(−1) + L(0) (2.18)
L[0] = L(0) +
∞∑
n=1
(−1)n−1
n(n+ 1)
L(n). (2.19)
4Our formulae differ from that of Zhu by a factor of 2pii in the exponent ezwtv.
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Care must be taken to distinguish between the notion of conformal weight in the
original vertex operator algebra and in (V, Y [ ], 1, ω˜). If v ∈ V is homogeneous in the
latter vertex operator algebra we denote its conformal weight by wt[v], and set
V[n] = {v ∈ V |L[0]v = nv}. (2.20)
In general, Vn and V[n] are distinct, though it follows from (2.19) that for each N we
have ⊕
n≤N
Vn =
⊕
n≤N
V[n]. (2.21)
3 Twisted modules
Let V be a vertex operator algebra. An automorphism g of the vertex operator algebra V
is a linear automorphism of V preserving 1 and ω such that the actions of g and Y (v, z)
on V are compatible in the sense that
gY (v, z)g−1 = Y (gv, z)
for v ∈ V. Let AutV be the group of automorphisms of V. If g ∈ AutV has finite order
T, say, there are various classes of g-twisted V -modules of concern to us (cf. [DLM2],
[DLM3]). A weak g-twisted V -module is a C-linear space M equipped with a linear map
V → (EndM)[[z1/T , z−1/T ]], v 7→ YM(v, z) =
∑
n∈Q v(n)z
−n−1 satisfying the following:
For v ∈ V, w ∈M,
v(m)w = 0 (3.1)
if m is sufficiently large;
YM(1, z) = 1; (3.2)
set
V r = {v ∈ V |gv = e−2πir/Tv} (3.3)
for 0 ≤ r ≤ T − 1. Then
YM(v, z) =
∑
n∈r/T+Z
v(n)z−n−1 for v ∈ V r; (3.4)
and the twisted Jacobi identity holds
z−10 δ
(
z1 − z2
z0
)
YM(u, z1)YM(v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
YM(v, z2)YM(u, z1)
= z−12
(
z1 − z0
z2
)−r/T
δ
(
z1 − z0
z2
)
YM(Y (u, z0)v, z2)
(3.5)
if u ∈ V r. We often write (M,YM) for this module. It can be shown (cf. Lemma 2.2
of [DLM2], [DLM3]) that YM(ω, z) has component operators which still satisfy (2.5) and
(2.7). If we take g = 1, we get a weak V -module.
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For m ∈ C we use the notation ιz1,z2(z1 − z2)
m to denote the expansion of (z1 − z2)
m
in terms the nonnegative integral powers of z2 :
ιz1,z2((z1 − z2)
m) = zm1
∑
i≥0
(
m
i
)
(−1)izi2z
−i
1 (3.6)
where
(
m
i
)
= m(m−1)···(m−i+1)
i!
. It follows from the twisted Jacobi identity (3.5) that
Resz1YM(u, z1)YM(v, z2)z
r
1ιz1,z2((z1 − z2)
m)zn2
−Resz1YM(v, z2)YM(u, z1)z
r
1ιz2,z1((z1 − z2)
m)zn2
= Resz1−z2YM(Y (u, z1 − z2)v, z2)ιz2,z1−z2z
r
1(z1 − z2)
mzn2 (3.7)
for m ∈ Z, n ∈ C.
An admissible g-twisted V -module is a weak g-twisted V -module M which carries a
1
T
Z+-grading
M = ⊕n∈ 1
T
Z+
M(n) (3.8)
which satisfies the following
v(m)M(n) ⊆M(n + wtv −m− 1) (3.9)
for homogeneous v ∈ V. We may assume that M(0) 6= 0 if M 6= 0. Again if g = 1 we have
an admissible V -module.
An (ordinary) g-twisted V -module is a weak g-twisted V -module M which carries a
C-grading induced by the spectrum of L(0). That is, we have
M =
∐
λ∈C
Mλ (3.10)
where Mλ = {w ∈ M |L(0)w = λw}. Moreover we require that dimMλ is finite and for
fixed λ, M n
T
+λ = 0 for all small enough integers n. If g = 1 we have an ordinary V -module.
If M is a simple g-twisted V -module, then
M =
∞⊕
n=0
Mλ+n/T (3.11)
for some λ ∈ C such that Mλ 6= 0. We define λ as the conformal weight of M.
The vertex operator algebra V is called g-rational in case every admissible g-twisted V -
module is completely reducible, i.e., a direct sum of simple admissible g-twisted modules.
Remark 3.1 There is a subtlety in the definition of these twisted modules. Namely, the
definition of V r given in (3.3) is not quite the same as that which we have used elsewhere
([DLM3], [DM1] etc.). Previously we set V r = {v ∈ V |gv = e2πir/Tv}, so in effect we
have interchanged the notions of g- and g−1-twisted modules. The reason for doing this is
that it makes the theorem of modular-invariance (Theorem 5.4 below) have the expected
form.
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Theorem 3.2 [DLM3] Suppose that V is a g-rational vertex operator algebra, where
g ∈ AutV has finite order. Then the following hold:
(a) Every simple admissible g-twisted V -module is an ordinary g-twisted V -module.
(b) V has only finitely many isomorphism classes of simple admissible g-twisted mod-
ules.
Let V be a vertex operator algebra with g an automorphism of V of finite order T.
In [DLM3] a certain associative algebra Ag(V ) was introduced which plays a basic roˆle in
the present work. In case g = 1, A1(V ) = A(V ) was introduced and used extensively in
[Z]. We need to review certain aspects of these constructions here.
Let V r be as in (3.3). For u ∈ V r and v ∈ V we define
u ◦g v = Resz
(1 + z)wtu−1+δr+
r
T
z1+δr
Y (u, z)v (3.12)
u ∗g v =
{
Resz(Y (u, z)
(1+z)wt u
z
v) if r = 0
0 if r > 0.
(3.13)
where δr = 1 if r = 0 and δr = 0 if r 6= 0. Extend ◦g and ∗g to bilinear products on V.
We let Og(V ) be the linear span of all u ◦g v.
Theorem 3.3 ([DLM3],[Z]) The quotient Ag(V ) = V/Og(V ) is an associative algebra
with respect to ∗g.
Note that if g = 1 then A(V ) is nonzero, whereas if g 6= 1 the analogous assertion may
not be true. But if Ag(V ) 6= 0 then the vacuum element maps to the identity of Ag(V ),
and the conformal vector maps into the center of Ag(V ).
Let M be a weak g-twisted V -module. Define Ω(M) = {w ∈ V |u(wtu − 1 + n)w =
0, u ∈ V, n > 0}. For homogeneous u ∈ V define
o(u) = u(wtu− 1) (3.14)
(sometimes called the zero mode of u).
Theorem 3.4 [DLM3] Let M be a weak g-twisted V -module. The following hold:
(a) The map v 7→ o(v) induces a representation of the associative algebra Ag(V ) on
Ω(M).
(b) If M is a simple admissible g-twisted V -module then Ω(M) = M(0) is a simple
Ag(V )-module. Moreover, M 7→ M(0) induces a bijection between (isomorphism classes
of) simple admissible g-twisted V -modules and simple Ag(V )-modules.
When combined with Theorem 3.2 one finds
Theorem 3.5 [DLM3] Suppose that V is a vertex operator algebra with an automorphism
g of finite order, and that V is g-rational (possibly g = 1). Then the following hold:
(a) Ag(V ) is a finite-dimensional, semi-simple associative algebra (possibly 0).
(b) The map M 7→ Ω(M) induces an equivalence between the category of ordinary
g-twisted V -modules and the category of finite-dimensional Ag(V )-modules.
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There are various group actions that we need to explain. Let g, h be automorphisms
of V with g of finite order. If (M,Yg) is a weak g-twisted module for V there is a weak
hgh−1-twisted V -module (M,Yhgh−1) where for v ∈ V we define
Yhgh−1(v, z) = Yg(h
−1v, z). (3.15)
This defines a left action of Aut(V ) on the family of all weak twisted modules. Symboli-
cally, we write
h ◦ (M,Yg) = (M,Yhgh−1) = h ◦M. (3.16)
The action (3.16) induces an action
h ◦ Ω(M) = Ω(h ◦M). (3.17)
Next, it follows easily from the definitions (3.12) and (3.13) that the action of h on V
induces an isomorphism of associative algebras
h : Ag(V ) → Ahgh−1(V )
v 7→ hv
(3.18)
which then induces a map
h : Ahgh−1(V )−mod→ Ag(V )−mod. (3.19)
To describe (3.19), let (N, ∗hgh−1) be a left Ahgh−1(V )-module (extending the notation of
(3.13)). Then h ◦ (N, ∗hgh−1) = (N, ∗g) where, for n ∈ N, v ∈ V,
v ∗hgh−1 n = h
−1v ∗g n. (3.20)
Now if (M,Yg) is as before then (3.17) and (3.19) both define actions of h on Ω(M);
they are the same. For if v ∈ V and we consider the image of v in Ahgh−1(V ), it acts on
Ω(h◦M) via the zero mode ohgh−1(v) of v in the vertex operator Yhgh−1(v, z) = Yg(h
−1v, z).
In other words, if m ∈ Ω(h◦M) = Ω(M) then ohgh−1(v)m = og(h
−1v)m, which is precisely
what (3.20) says.
We can summarize this by saying that the functor Ω is Aut(V )-equivariant, so that in
the previous notation there is a commuting diagram (up to isomorphism)
{simple g−twisted V−modules}
h
→ {simple hgh−1−twisted V−modules}
Ω ↓ ↓ Ω
{simple Ag(V )−modules}
h
→ {simple Ahgh−1(V )−modules}
(3.21)
We say that the g-twisted V -module M is h-invariant if h ◦M ∼= M. The set of all
such automorphisms, the stablizer of M, is a subgroup C of AutV which contains g. This
is because one knows [DLM3] that g acts trivially on Ag(V ), whence the assertion follows
from (3.21). Moreover g ∈ Z(C) (the center of C). There is a projective representation of
C on M induced by the action (3.16). See [DM1] or [DM2] for more information on this
point.
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Next we discuss the so-called C2-condition introduced by Zhu [Z]. Let V be a vertex
operator algebra and M a V -module. We define
C2(M) = 〈v(−2)m|v ∈ V,m ∈M〉, (3.22)
that is, C2(M) is spanned by the indicated elements of M. We say that M satisfies
condition C2 in case C2(M) has finite codimension in M. The most important case is that
in which M is taken to be V itself.
Proposition 3.6 Suppose that V satisfies condition C2, and let g be an automorphism
of V of finite order. Then the algebra Ag(V ) has finite dimension.
Proof: Note from (3.22) that C2(V ) is a Z-graded subspace of V. Since the codimension
of C2(V ) is finite, there is an integer k such that V = C2(V ) +W where W is the sum of
the first k homogeneous subspaces of V.
We will show that Vm ⊂ W + Og(V ) for each m ∈ Z, in which case V = W + Og(V )
and dimAg(V ) ≤ dimW. We proceed by induction on m.
Recall that V r is the eigenspace of g with eigenvalue e−2πir/T for 0 ≤ r ≤ T − 1 where
g has order T. Since C2(V ) is a homogeneous and g-invariant subspace of V then we may
write any c ∈ C2(V ) ∩ Vm in the form
c =
n∑
i=1
ui(−2)vi (3.23)
for homogeneous elements ui, vi ∈ V satisfying ui ∈ V
r for some r = r(i) and wtui +
wtvi + 1 = m.
Suppose first that ui ∈ V
r with r = 0. According to (3.12), Og(V ) contains
ReszY (ui, z)
(1 + z)wtui
z2
vi =
∑
j≥0
(
wtui
j
)
ui(j − 2)vi. (3.24)
Now wtui(j−2)vi = wtui+wtvi−j+1 = m−j, so if j ≥ 1 then ui(j−2)vi ∈ W +Og(V )
by induction. But then W + Og(V ) also contains the remaining summand ui(−2)vi of
(3.24).
Now suppose that ui ∈ V
r with r ≥ 1. By Lemma 2.2 (i) of [DLM3] we have that
Og(V ) contains the element ReszY (ui, z)
(1+z)wtui−1+r/T
z2
vi, and we conclude once again that
ui(−2)vi lies inW+Og(V ). So we have shown that all summands of (3.23) lie inW+Og(V ).
The proposition follows. 
Proposition 3.7 Suppose that V satisfies condition C2, and let g be an automorphism
of V of finite order. If Ag(V ) 6= 0 then V has a simple g-twisted V -module.
Proof: Ag(V ) has finite dimension by Proposition 3.6. Now the result follows from
Theorem 9.1 of [DLM3]. 
The following lemma will be used in Section 12.
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Lemma 3.8 Let M be a V -module. Then C2(M) is invariant under the operators v(0)
and v(−1) for any v ∈ V.
Proof: Consider u(−2)w ∈ C2(M) for u ∈ V and w ∈ M. Then for k = 0,−1
v(k)u(−2)w = u(−2)v(k)w +
∑∞
i=0
(
k
i
)
(v(i)u)(−2 + k − i)w ∈ C2(M) as required. 
4 P -functions and Q-functions
We study certain functions, which we denote by P and Q, which play a roˆle in later
sections. The P -functions are essentially Jacobi forms [EZ] and theQ-functions are certain
modular forms. The main goal is to write down the transformation laws of these functions
under the action of the modular group Γ = SL(2, Z).
Let h denote the upper half plane h = {z ∈ C|im z > 0} with the usual left action of
Γ via Mo¨bius transformations (
a b
c d
)
: τ 7→
aτ + b
cτ + d
. (4.1)
Γ also acts on the right of T 2 = S1 × S1 via
(µ, λ)
(
a b
c d
)
= (µaλc, µbλd). (4.2)
Let t be a torsion point of T 2. Thus t = (µ, λ) with µ = e2πij/M and λ = e2πil/N for
integers j, l,M,N with M,N > 0. For each integer k = 1, 2, · · · and each t we define a
function Pk on C× h as follows
Pk(µ, λ, z, qτ ) = Pk(µ, λ, z, τ) =
1
(k − 1)!
′∑
n∈ j
M
+Z
nk−1qnz
1− λqnτ
(4.3)
where the sign
∑′ means omit the term n = 0 if (µ, λ) = (1, 1). Here and below we write
qx = e
2πix.
We will prove
Theorem 4.1 Suppose that (µ, λ) 6= (1, 1). Then
Pk(µ, λ,
z
cτ + d
, γτ) = (cτ + d)kPk((µ, λ)γ, z, τ).
for all γ =
(
a b
c d
)
∈ Γ.
Remark 4.2 (i) (4.3) converges uniformly and absolutely on compact subsets of the re-
gion |qτ | < |qz| < 1.
(ii) Theorem 4.1 holds also for (µ, λ) = (1, 1) in case k ≥ 3 but not if k = 1, 2 (cf.
[Z]).
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We can reformulate Theorem 4.1 as follows: for suitable functions F (µ, λ, z, τ) on
(Q/Z)2 × C× h, and for an integer k, we set
F |kγ(µ, λ, z, τ) = (cτ + d)
−kF ((µ, λ)γ−1,
z
cτ + d
, γτ). (4.4)
As is well-known, this defines a right action of Γ on such functions F. Theorem 4.1 says
precisely that Pk is an invariant of this action. So it is enough to prove the theorem
for the two standard generators S =
(
0 −1
1 0
)
and T =
(
1 1
0 1
)
of Γ. If γ = T then
Theorem 4.1 reduces to the assertion Pk(µ, λ, z, τ + 1) = Pk(µ, µλ, z, τ), which follows
immediately from the definition (4.3).
We also note the equality
d
dz
Pk(µ, λ, z, τ) = 2πikPk+1(µ, λ, z, τ). (4.5)
So if Theorem 4.1 holds for k then it holds for k + 1 by (4.5) and the chain rule. These
reductions reduce us to proving Theorem 4.1 in the case that k = 1 and γ = S, when it
can be restated in the form
Theorem 4.3 If (µ, λ) 6= (1, 1) then
P1(µ, λ,
z
τ
,
−1
τ
) = τP1(λ, µ
−1, z, τ).
We will need to make use of several other functions in the proof of Theorem 4.3.
First there is the usual Eisenstein series G2(τ) with q-expansion
G2(τ) =
π2
3
+ 2(2πi)2
∞∑
n=1
nqnτ
1− qnτ
(4.6)
and well-known transformation law
G2(γτ) = (cτ + d)
2G2(τ)− 2πic(cτ + d), γ =
(
a b
c d
)
∈ Γ. (4.7)
(For these and other facts about elliptic functions, the reader may consult [La].) Let
℘1(z, τ) = G2(τ)z + πi
qz + 1
qz − 1
+ 2πi
∞∑
n=1
(
qnτ q
−1
z
1− qnτ q
−1
z
−−
qzq
n
τ
1 − qzqnτ
)
. (4.8)
The function ℘1(z, τ) is not elliptic, but satisfies
℘1(z + 1, τ) = ℘1(z, τ) +G2(τ) (4.9)
℘1(z + τ, τ) = ℘1(z, τ) +G2(τ)τ − 2πi (4.10)
17
℘1(
z
cτ + d
, γτ) = (cτ + d)℘1(z, τ), γ ∈
(
a b
c d
)
∈ Γ. (4.11)
Now introduce a further P -type function
Pλ(z, τ) = 2πi
′∑
n∈Z
qnz
1− λqnτ
(4.12)
where λ is a root of unity.
Lemma 4.4 Suppose that |qτ | < |qz| < 1 and that λ
N = 1. Then
Pλ(z, τ) =
N−1∑
k=0
λk (G2(Nτ)(z + kτ)− ℘1(z + kτ,Nτ)− πi) .
Proof As |λqnτ | < 1 for n ≥ 1 then
∞∑
n=1
qnz
1− λqτ
=
∞∑
n=1
∞∑
m=0
qnz λ
mqmnτ
=
∞∑
m=0
∞∑
n=0
λmqzq
m
τ (qzq
m
τ )
n
=
∞∑
m=0
λmqzq
m
τ
1− qzqmτ
(as |qzq
m
τ | < 1 for m ≥ 0)
=
qz
1− qz
+
∞∑
m=1
λmqzq
m
τ
1− qzqmτ
.
Using |q−1z q
m
τ | < 1 for m ≥ 1, a similar calculation yields
∞∑
n=1
λ−1q−nz q
n
τ
1− λ−1qnτ
=
∞∑
m=1
λ−mq−1z q
m
τ
1− q−1z q
m
τ
.
From this and (4.12) we get
(2πi)−1Pλ(z, τ) =
qz
1− qz
+
∞∑
m=1
(
λmqzq
m
τ
1− qzqmτ
−
λ−mq−1z q
m
τ
1− q−1z q
m
τ
)
. (4.13)
Next, use the expansion
∞∑
m=0
λmqzq
m
τ
1− qzqmτ
=
∞∑
n=0
N−1∑
k=0
λkqzq
nN+k
τ
1− qzqnN+kτ
=
N−1∑
k=0
λk
∞∑
n=0
qz+kτq
n
Nτ
1− qz+kτqnτ
and a similar expression for the second term under the summation sign in (4.13) to see
that
Pλ(z, τ) = 2πi
N−1∑
k=0
λk
(
∞∑
n=0
qz+kτq
n
Nτ
1− qz+kτq
n
Nτ
−
∞∑
n=1
q−1z+kτq
n
Nτ
1− q−1z+kτq
n
Nτ
)
. (4.14)
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Using the formula (4.8) for ℘1(z + kτ,Nτ), the lemma follows readily from (4.14). 
For a root of unity λ, set
ǫ(λ) =
{
1− λ, λ 6= 1
0, λ = 1.
(4.15)
Now we are ready for the proof of Theorem 4.3. Let ν = e2πi/M with µ and λ as before.
For t ∈ Z we then have
M∑
j=1
νjtP1(ν
j , λ, z, τ) =
M∑
j=1
νjt
′∑
n∈ j
M
+Z
qnz
1− λqnτ
=
′∑
n∈Z
qnz+t
M
1− λqnτ
M
.
From (4.12) and (4.15) we conclude that
M∑
j=1
νjtP1(ν
j , λ, z, τ) =
1
2πi
Pλ(
z + t
M
,
τ
M
) + ǫ(λ). (4.16)
Regarding this as a system of linear equations in P1(ν
j , λ, z, τ) for t = 0, 1, ...,M − 1,
we may invert to find that (with µ = νj)
P1(µ, λ, z, τ) =
1
2πiM
M−1∑
t=0
µ−t
(
P1(
z + t
M
,
τ
M
) + 2πiǫ(λ)
)
.
Now use Lemma 4.4 to obtain
P1(µ, λ, z, τ)
=
1
2πiM
M−1∑
t=0
N−1∑
k=0
µ−tλk
(
G2(
Nτ
M
)
(t+ kτ)
M
− ℘1(
z + t+ kτ
M
,
Nτ
M
)
)
+
ǫ(λ)
M
M−1∑
t=0
µ−t. (4.17)
(We used (µ, λ) 6= (1, 1) to eliminate some terms in (4.17).)
So now we get, using (4.7) and (4.17):
P1(µ, λ,
z
τ
,
−1
τ
)
=
1
2πiM
M−1∑
t=0
N−1∑
k=0
µ−tλk
(
G2(
−N
Mτ
)
(−k + tτ)
Mτ
− ℘1(
z − k + tτ
Mτ
,
−N
Mτ
)
)
+
ǫ(λ)
M
M−1∑
t=0
µ−t
=
1
2πiM
M−1∑
t=0
N−1∑
k=0
µ−tλk
(((
Mτ
N
)2
G2(
Mτ
N
)−2πi
Mτ
N
)
(−k+tτ)
Mτ
−
Mτ
N
℘1(
z−k+tτ
N
,
Mτ
N
)
)
+
ǫ(λ)
M
M−1∑
t=0
µ−t. (4.18)
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Case 1: µ 6= 1 6= λ. Here (4.18) simplifies to
P1(µ, λ,
z
τ
,
−1
τ
) = −
τ
2πiN
M−1∑
t=0
N−1∑
k=0
µ−tλk℘1(
z − k + tτ
N
,
Mτ
N
)
= −
τ
2πiN
M−1∑
t=0
N−1∑
k=0
µ−tλk℘1(
z +N − k + tτ
N
,
Mτ
N
)
using (4.9). From (4.17) this is indeed equal to τP1(λ, µ
−1, z, τ), as required.
Case 2: λ 6= 1 = µ. This time (4.18) reads
P1(µ, λ,
z
τ
,
−1
τ
)
=
1
2πiM
M−1∑
t=0
N−1∑
k=0
λk
(((
Mτ
N
)2
G2(
Mτ
N
)−
2πiMτ
N
)(
−k
Mτ
)
−
Mτ
N
℘1(
z − k + tτ
N
,
Mτ
N
)
)
+ ǫ(λ). (4.19)
It is easy to check that 1
N
∑N−1
k=0 kλ
k = −ǫ(λ), so that (4.19) simplifies to read
P1(µ, λ,
z
τ
,
−1
τ
)
= −
τ
2πiN
M−1∑
t=0
N−1∑
k=0
λk
(
G2(
Mτ
N
)
k
N
+ ℘1(
z − k + tτ
N
,
Mτ
N
)
)
=
τ
2πiN
N−1∑
l=0
M−1∑
t=0
λ−l
(
G2(
Mτ
N
)
l
N
− ℘1(
z + l + tτ
N
,
Mτ
N
)
)
= τP1(λ, µ
−1, z, τ).
This completes the discussion of case 2. The final case λ = 1 6= µ is completely analogous,
and we accordingly omit details.This completes the proof of Theorem 4.3, hence also that
of Theorem 4.1.
We discuss some aspects of Bernoulli polynomials. Recall [La], [Ra] that these poly-
nomials Bk(x) are defined by the generating function
tetx
et − 1
=
∞∑
k=0
Bk(x)
tk
k!
. (4.20)
For example
B0(x) = 1, B1(x) = x−
1
2
, B2(x) = x
2 − x+
1
6
. (4.21)
We will need the following identities (loc.cit.)
N−1∑
a=0
(a+ x)k−1 =
1
k
(Bk(x+N)−Bk(x)) (4.22)
20
Bk(1− x) = (−1)
kBk(x). (4.23)
.
Proposition 4.5 If µ = e2πij/M with 1 ≤ j ≤M and k ≥ 2 then
1
(2πi)k
∑
m6=0
µm
mk
=
−Bk(j/M)
k!
.
Proof: This is a typical sort of calculation which we give using results from [La]. Now
∑
06=m∈Z
µm/mk =
∞∑
m=1
{
µm
mk
+ (−1)k
µ−m
mk
}
=
M∑
t=1
∞∑
n=0
µt + (−1)kµ−t
(Mn + t)k
= M−k
M∑
t=1
ζ(k, t/M)(µt + (−1)kµ−t)
where ζ(k, x) is the Hurwitz zeta-function
ζ(k, x) =
∞∑
n=0
1
(n+ x)k
.
For an M-th root of unity α define fα : Z/MZ → C by fα(n) = α
n. Set
ξ(k, fα) = M
−k
M∑
n=1
fα(n)ζ(k, n/M).
In fact, one can use this definition for any function f : Z/MZ → C. Thus
∑
06=m∈Z
µm
mk
= ξ(k, fµ) + (−1)
kξ(k, fµ−1).
Define
fj(n) =
{
1 n ≡ j modM
0 n 6≡ j modM
and
fˆj(n) =
M∑
a=1
fj(a)e
−2πian/M .
Then we get fˆj(n) = µ
−n.
Use (loc.cit. Theorem 2.1 P245) to get (remember k ≥ 2)
ξ(1− k, fj) = (2πi)
−1
(
2π
M
)1−k
Γ(k)
(
ξ(k, fµ)e
πi(1−k)/2 −−ξ(k, fµ−1)e
−πi(1−k)/2
)
= (2πi)−kMk−1(k − 1)!
(
ξ(k, fµ) + (−1)
kξ(k, fµ−1)
)
.
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(Γ is the gamma-function here!) So now we have
∑
06=m∈Z
µm
mk
=
(2πi)kM1−k
(k − 1)!
ξ(1− k, fj).
On the other hand by definition,
ξ(1− k, fj) =M
k−1
M∑
n=1
fj(n)ζ(1− k, n/M) = M
k−1ζ(1− k, j/M)
so ∑
06=m∈Z
µm
mk
=
(2πi)k
(k − 1)!
ζ(1− k, j/M).
Moreover (loc.cit. Corollary on P243)
ζ(1− k, j/M) = −Γ(k)Resz
z−kezj/M
ez − 1
= −(k − 1)!Bk(j/M)/k! = −Bk(j/M)/k.
So finally ∑
06=m∈Z
µm
mk
= −
(2πi)k
k!
Bk(j/M). ✷
We next introduce the Q-functions. With µ = e2πij/M and λ = e2πil/N , we define for
k = 1, 2, · · · and (µ, λ) 6= (1, 1),
Qk(µ, λ, qτ ) = Qk(µ, λ, τ)
=
1
(k − 1)!
∑
n≥0
λ(n+ j/M)k−1qn+j/Mτ
1− λq
n−j/M
τ
+
(−1)k
(k − 1)!
∑
n≥1
λ−1(n− j/M)k−1qn−j/Mτ
1− λ−1q
n−j/M
τ
−
Bk(j/M)
k!
. (4.24)
Here (n + j/M)k−1 = 1 if n = 0, j = 0 and k = 1. Similarly, (n − j/M)k−1 = 1 if
n = 1, j =M and k = 1. For good measure we also set
Q0(µ, λ, τ) = −1. (4.25)
We need to justify the notation, which suggests that Qk(µ, λ, τ) depends only on τ
and the residue classes of j and l modulo M and N respectively. To see this, note that if
we provisionally denote by Q′k(µ, λ, τ) the value of (4.24) in which j is replaced by j+M,
then we find that
Q′k(µ, λ, τ)−Qk(µ, λ, τ) =
1
(k − 1)!
(j/M)k−1 −
Bk(j/M + 1)
k!
+
Bk(j/M)
k!
= 0,
the last equality following from (4.22).
We are going to prove
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Theorem 4.6 If k ≥ 0 then Qk(µ, λ, τ) is a holomorphic modular form of weight k. If
γ =
(
a b
c d
)
∈ Γ it satisfies
Qk(µ, λ, γτ) = (cτ + d)
kQk((µ, λ)γ, τ).
As usual one needs to deal with the cases k = 1, 2 of Theorem 4.6 separately. To this
end, for each element ~a = (a1, a2) ∈ Q
2/Z2, we recall the Klein and Hecke forms (loc.cit.)
defined as follows:
g~a(τ) = −q
B2(a1)/2
τ e
2πia2(a1−1)/2(1− qa1τ+a2)
∞∏
n=1
(1− qnτ qa1τ+a2)(1− q
n
τ q
−1
a1τ+a2)
h~a(τ) = 2πi
{
a1 −
1
2
−
qa1τ+a2
1− qa1τ+a2
−−
∞∑
m=1
{
qmτ qa1τ+a2
1− qmτ qa1τ+a2
−
qmτ q
−1
a1τ+a2
1− qmτ q
−1
a1τ+a2
}}
. (4.26)
.
Using (4.21) we easily find
Proposition 4.7 Let a = (j/M, l/N) 6∈ Z. Then
(i) h~a(τ) = −2πiQ1(µ, λ, τ)
(ii) d
dτ
(logg~a(τ)) = −2πiQ2(µ, λ, τ).
Now we can prove Theorem 4.6 in the case k = 1, 2. For k = 1 we use (i) above
together with Theorem 2 (i) and H3 of (loc.cit. P248). Similarly if k = 2 we use the
calculation of (loc.cit.,P251 et. seq.)
We now consider the case k ≥ 3. In this case the result is a consequence of the
following:
Theorem 4.8 If k ≥ 3 then
Qk(µ, λ, τ) =
1
(2πi)k
′∑
m1,m2∈Z
λ−m1µm2
(m1τ +m2)k
where
∑′ indicates that (m1, m2) 6= (0, 0).
Proof: The non-constant part of
∑′ λ−m1µm2
(m1τ+m2)k
is equal to
∞∑
m1=1
λ−m1µm2
(m1τ +m2)k
+ (−1)k
∞∑
m1=1
λm1µm2
(m1τ −m2)k
=
∞∑
m1=1
M∑
t=1
∑
n∈Z
µt
(
λ−m1
(m1τ +Mn + t)k
+ (−1)k
λm1
(m1τ −Mn− t)k
)
=M−k
∞∑
m1=1
M∑
t=1
∑
n∈Z
µt
(
λ−m1
(m1τ/M + n+ t/M)k
+ (−1)k
λm1
(m1τ/M − n− t/M)k
)
.
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Use (loc.cit. P155) to get this equal to
M−k
∞∑
m1=1
M∑
t=1
(−1)kµt(2πi)k
(k − 1)!
∞∑
n=1
(
nk−1λ−m1qnm1τ/M+n+t/M+(−1)
knk−1λm1qnm1τ/M−t/M
)
=(−1)kM−k
(2πi)k
(k − 1)!
∞∑
m1=1
M∑
t=1
µt
∞∑
n=1
(
nk−1λ−m1νtnqm1nτ/M +(−1)
knk−1λm1ν−tnqm1nτ/M
)
= (−1)kM−k
(2πi)k
(k − 1)!
M∑
t=1
µt
∞∑
n=1

∑
d|n
dk−1(λ−n/dνtd + (−1)kλn/dν−td

 qnτ/M
(where ν = e2πi/M ). Using orthogonality relations for roots of unity, this is equal to
M1−k(−2πi)k
(k − 1)!
∞∑
n=1


∑
d|n
d≡−j (modM)
dk−1λ−n/d + (−1)k
∑
d|n
d≡j (modM)
dk−1λn/d

 qnτ/M
=
M1−k(2πi)k
(k − 1)!
∞∑
n=0
∞∑
m=1
(
λm(Mn + j)k−1q
m(Mn+j)
τ/M
+(−1)kλ−m(Mn +M − j)k−1q
Mn+M−j)
τ/M
)
=
M1−k(2πi)k
(k − 1)!
∞∑
n=0

 λqMn+jτ/M
1− λqMn+jτ/M
+ (−1)k
λ−1qMn+M−jτ/M
1− λ−1qMn+M−jτ/M

 ,
where 1 ≤ j ≤M. Together with Proposition 4.5 we now get
1
(2πi)k
′∑ λ−m1µm2
(m1τ +m2)k
= −
Bk(j/M)
k!
+
M1−k
(k − 1)!
∞∑
n=0

 λqMn+jτ/M
1− λqMn+jτ/M
+ (−1)k
λ−1qMn+M−jτ/M
1− λ−1qMn+M−jτ/M


= Qk(µ, λ, τ).
This completes the proof of Theorem 4.8 and hence also Theorem 4.6. 
We remark the well-known fact that if we take (µ, λ) = (1, 1) in Theorem 4.8 we obtain
the Eisenstein series of weight k as long as k ≥ 3 is even. Thus for k ≥ 4 even,
Gk(τ) =
′∑
m1,m2∈Z
1
(m1τ +m2)k
= (2πi)k
(
−Bk(0)
k!
+
2
(k − 1)!
∞∑
n=1
σk−1(n)q
n
)
(4.27)
where σk−1(n) =
∑
d|n d
k−1. For this range of values of k, Gk(τ) is a modular form on
SL(2, Z) of weight k.
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We make use of the normalized Eisenstein series
Ek(τ) =
1
(2πi)k
Gk(τ) =
−Bk(0)
k!
+
2
(k − 1)!
∞∑
n=1
σk−1(n)q
n (4.28)
for even k ≥ 2. (Warning: this is not the same notation as used in (loc.cit.), for example.)
We also utilize the differential operator ∂k which acts on holomorphic functions on h
via
∂kf(τ) =
1
2πi
df(τ)
dτ
+ kE2(τ)f(τ). (4.29)
One checks using (4.7) that
(∂kf)|k+2γ = ∂k(f |kγ). (4.30)
We complete this section with a discussion of some further functions related to P and
Q which occur later. Again we take µ = e2πij/M and λ = e2πil/N . Set for k ≥ 1,
P¯k(µ, λ, z, qτ ) = P¯k(µ, λ, z, τ) =
1
(k − 1)!
′∑
n∈j/M+Z
nk−1zn
1− λqnτ
(4.31)
with
P¯0 = 0. (4.32)
Recall (3.6). We shall need the following result in Section 8.
Proposition 4.9 If m ∈ Z, µ = e2πij/M , k ≥ 0 and (µ, λ) 6= (1, 1), then
Qk(µ, λ, τ) +
1
k
Bk(1−m+ j/M)
= Resz
(
ιz,z1((z − z1)
−1)z
m−j/M
1 z
−m+j/M P¯k(µ, λ,
z1
z
, τ)
)
−Resz
(
λιz1,z((z − z1)
−1)z
m−j/M
1 z
−m+j/M P¯k(µ, λ,
z1qτ
z
, τ)
)
.
Proof: The result is clear if k = 0, so take k ≥ 1. The first of the two residues we must
evaluate is equal to
Resz
1
(k − 1)!z
∞∑
n=0
∑
r∈Z

(r + j/M)
k−1
(
z1
z
)r+j/M
1− λq
r+j/M
τ


=
1
(k − 1)!
∞∑
n=0
(−n−m+ j/M)k−1
1− λq
−n−m+j/M
τ
=
(−1)k
(k − 1)!
∞∑
n=m
λ−1(n− j/M)k−1qn−j/Mτ
1− λ−1q
n−j/M
τ
.
Similarly the second residue is equal to
−1
(k − 1)!
∞∑
n=1−m
λ(n+ j/M)k−1qn+j/Mτ
1− λq
n+j/M
τ
.
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Comparing with the definition of Qk(µ, λ, τ), we see that we are reduced to establishing
that
1
k!
(Bk(1−m+ j/M)− Bk(j/M))
=


−1
(k − 1)!
−m∑
n=0
λ(n+ j/M)k−1qn+j/Mτ
1− λq
n+j/M
τ
+
(−1)k
(k − 1)!
0∑
n=m
λ−1(n− j/M)k−1qn−j/Mτ
1− λ−1q
n−j/M
τ
, m ≤ 0
1
(k − 1)!
−1∑
n=1−m
λ(n+ j/M)k−1qn+j/Mτ
1− λq
n+j/M
τ
−
(−1)k
(k − 1)!
m−1∑
n=1
λ−1(n− j/M)k−1qn−j/Mτ
1− λ−1q
n−j/M
τ
, m ≥ 2
0, m = 1
(4.33)
The case m = 1 is trivial. Assume next that m ≤ 0. Then the two summations in
(4.33) are equal to
−1
(k − 1)!
−m∑
n=0
λ(n + j/M)k−1qn+j/Mτ
1− λq
n+j/M
τ
−
1
(k − 1)!
0∑
n=m
(−n + j/M)k−1
λq
−n+j/M
τ − 1
=
1
(k − 1)!
−m∑
n=0
(n + j/M)k−1.
Now the desired result follows from (4.22). Similarly, if m ≥ 2 the two summands in
(4.33) sum to
(−1)k
(k − 1)!
m−1∑
n=1
(n− j/M)k−1.
Two applications of (4.22) then yield the desired result. 
5 The space of 1-point functions on the torus
The following notation will be in force for some time.
(a) V is a vertex operator algebra .
(b) g, h ∈ Aut(V ) have finite order and satisfy gh = hg.
(c) A = 〈g, h〉.
(d) g has order T, h has order T1 and A has exponent N = lcm(T, T1).
(e) Γ(T, T1) is the subgroup of matrices
(
a b
c d
)
in SL(2, Z) satisfying a ≡ d ≡ 1
(modN), b ≡ 0 (modT ), c ≡ 0 (modT1).
(f) M(T, T1) is the ring of holomorphic modular forms on Γ(T, T1); it is naturally
graded M(T, T1) = ⊕k≥0Mk(T, T1) where Mk(T, T1) is the space of forms of weight k. We
also set M(1) = M(1, 1).
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(g) V (T, T1) = M(T, T1)⊗C V.
(h) O(g, h) is theM(T, T1)-submodule of V (T, T1) generated by the following elements,
where v ∈ V satisfies gv = µ−1v, hv = λ−1v :
v[0]w,w ∈ V, (µ, λ) = (1, 1) (5.1)
v[−2]w +
∞∑
k=2
(2k − 1)E2k(τ)⊗ v[2k − 2]w, (µ, λ) = (1, 1) (5.2)
v, (µ, λ) 6= (1, 1) (5.3)
∞∑
k=0
Qk(µ, λ, τ)⊗ v[k − 1]w, (µ, λ) 6= (1, 1). (5.4)
Here, notation for modular forms is as in Section 4. These definitions are sensible because
of the following:
Lemma 5.1 M(T, T1) is a Noetherian ring which contains each E2k(τ), k ≥ 2, and each
Qk(µ, λ, τ), k ≥ 0, for µ, λ a T -th., resp. T1-th. root of unity.
Proof: It is well-known that the ring of holomorphic modular forms on any congruence
subgroup of SL(2, Z) is Noetherian. So the first statement holds.
Each E2k is a modular form on SL(2, Z), whereas the containment Qk(µ, λ, τ) ∈
Mk(T, T1) follows from Theorem 4.6. 
Lemma 5.2 Suppose that V satisfies condition C2. Then V (T, T1)/O(g, h) is a finitely-
generated M(T, T1)-module.
Proof: Since C2(V ) is a graded subspace of V of finite codimension, there is an integer
m such that Vn ⊂ C2(V ) whenever n > m. Let M be the M(T, T1)-submodule of V (T, T1)
generated by W = ⊕n≤mVn. The lemma will follow from the assertion that V (T, T1) =
M + O(g, h). This will be established by proving that if v ∈ V[k] (cf. (2.20)) then v ∈
M +O(g, h).
If k ≤ m then v ∈ W by (2.21) and we are done, so we may take k > m. Since
V[k] ⊂ C2(V ) +W then we may write v in the form
v = w +
p∑
i=1
ai(−2)bi
with ai, bi ∈ V homogeneous in the vertex operator algebra (V, [ ]) such that wt[ai] +
wt[bi] + 1 = k. Clearly, it suffices to show that ai(−2)bi ∈ M + O(g, h). We may also
assume that ga = µ−1ai, hai = λ
−1ai for suitable scalars µ, λ.
Suppose first that (µ, λ) = (1, 1). From (5.2) we see that O(g, h) contains
ai[−2]bi +
∞∑
l=2
(2l − 1)E2l(τ)⊗ ai[2l − 2]bi.
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Since wt[ai[2l − 2]bi] = k − 2l then the sum
∞∑
l=2
(2l − 1)E2l(τ)⊗ ai[2l − 2]bi
lies in M +O(g, h) by the inductive hypothesis, whence so too does ai[−2]bi.
On the other hand, it follows from (2.9) that we have
v(n) = v[n] +
∑
j>n
αjv[j]
for v ∈ V, j ∈ Z and scalars αj . In particular we get
ai(−2)bi = ai[−2]bi +
∑
j>−2
αjai[j]bi.
Having already shown that each of the summands ai[j]bi lies in M +O(g, h), j ≥ −2, we
get ai(−2)bi ∈ M +O(g, h) as desired.
Now suppose that (µ, λ) 6= (1, 1). In this case (5.4) tells us that O(g, h) contains the
element
−ai[−1]bi +
∞∑
l=1
Ql(µ, λ, τ)⊗ ai[l − 1]bi
(cf. (4.25)). More to the point, O(g, h) also contains the same expression with ai replaced
by L[−1]ai. Since (L[−1]ai)[t] = −tai[t − 1] by (2.7), we see that O(g, h) contains the
element
ai[−2]bi +
∞∑
l=1
(l − 1)Ql(µ, λ, τ)⊗ ai[l − 2]bi.
Now we proceed as before to conclude that ai(−2)bi ∈M +O(g, h). 
There is a natural grading on V (T, T1). Namely, the subspace of elements of degree n
is defined to be
V (T, T1)n = ⊕k+l=nMk(T, T1)⊗ V[l]. (5.5)
Observe that O(g, h) is a graded subspace of V (T, T1).
Lemma 5.3 Suppose V satisfies condition C2. If v ∈ V then there is m ∈ N and elements
ri(τ) ∈M(T, T1), 0 ≤ i ≤ m− 1, such that
L[−2]mv +
m−1∑
i=0
ri(τ)⊗ L[−2]
iv ∈ O(g, h). (5.6)
Proof: Let I be the M(T, T1)-submodule of V (T, T1)/O(g, h) generated by {L[−2]
iv, i ≥
0}. Since M(T, T1) is a Noetherian ring, Lemma 5.2 tells us that I is finitely generated
and so some relation of the form (5.6) must hold. 
We now define the space of (g, h) 1-point functions C1(g, h) to be the C-linear space
consisting of functions
S : V (T, T1)⊗ h → C
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which satisfy
(C1) S(v, τ) is holomorphic in τ for v ∈ V (T, T1).
(C2) S(v, τ) is M(T, T1)-linear in the sense that S is C-linear in v and satisfies
S(f ⊗ v, τ) = f(τ)S(v, τ) (5.7)
for f ∈ M(T, T1) and v ∈ V.
(C3) S(v, τ) = 0 if v ∈ O(g, h).
(C4) If v ∈ V satisfies gv = hv = v then
S(L[−2]v, τ) = ∂S(v, τ) +
∞∑
l=2
E2l(τ)S(L[2l − 2]v, τ). (5.8)
In (5.8), ∂S is the operator which is linear in v and satisfies
∂S(v, τ) = ∂kS(v, τ) =
1
2πi
d
dτ
S(v, τ) + kE2(τ)S(v, τ) (5.9)
for v ∈ V[k] (cf. (4.29)).
Theorem 5.4 (Modular-Invariance) For S ∈ C1(g, h) and γ =
(
a b
c d
)
∈ SL(2, Z)
define
S|γ(v, τ) = S|kγ(v, τ) = (cτ + d)
−kS(v, γτ) (5.10)
for v ∈ V[k], and extend linearly. Then S|γ ∈ C1((g, h)γ).
Proof: We need to verify that S|γ satisfies (C3)-(C4) with (g, h)γ = (gahc, gbhd) in place
of (g, h).
Step 1: S|γ vanishes on O((g, h)γ). Pick v, w ∈ V homogeneous in (V, Y [ ]) and with
gahcv = µ−1v, gbhdv = λ−1v. Suppose to begin with that (µ, λ) = (1, 1). We must show
that S|γ(u, τ) = 0 when u is one of the elements (5.1) and (5.2). This follows easily from
(5.10), the equality S(u, τ) = 0, and the fact that E2k is modular of weight 2k.
Now assume that (µ, λ) 6= (1, 1). If gv = α−1v and hv = β−1v then (α, β) 6= (1, 1),
so that certainly S|γ(v, τ) = (cτ + d)−wt[v]S(v, γτ) = 0. So it remains to show that
S|γ(u, τ) = 0 for
u =
∞∑
k=0
Qk(µ, λ, τ)⊗ v[k − 1]w.
First note that we have (α, β) = (µ, λ)γ−1. Then with Lemma 5.1 and Theorem 4.6 we
calculate that
S|γ(u, τ) =
∞∑
k=0
Qk(µ, λ, τ)S|γ(v[k − 1]w, τ)
=
∞∑
k=0
Qk(µ, λ, τ)(cτ + d)
−wt[v]−wt[w]+kS(v[k − 1]w, γτ)
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= (cτ + d)−wt[v]−wt[w]
∞∑
k=0
Qk(α, β, γτ)S(v[k − 1]w, γτ)
= (cτ + d)−wt[v]−wt[w]
∞∑
k=0
S(Qk(α, β, γτ)⊗ v[k − 1]w, γτ)
which is indeed 0 since S ∈ C1(g, h).
Step 2: S|γ satisfies (5.8). First note that if gahcv = gbhdv = v then also gv = hv = v.
Then we calculate using (4.30) that
S|γ(L[−2]v, τ) = (cτ + d)−wt[v]−2S(L[−2]v, γτ)
= (cτ + d)−wt[v]−2(∂S(v, γτ) +
∞∑
k=2
E2k(γτ)S(L[2k − 2]v, γτ))
= (∂wt[v]S)|wt[v]+2γ(v, τ) +
∞∑
k=2
(cτ + d)2k−wt[v]−2E2k(τ)S(L[2k − 2]v, γτ)
= ∂wt[v](S|wt[v]γ)(v, τ) +
∞∑
k=2
E2k(τ)S|γ(L[2k − 2]v, τ).
This completes the proof of Step 2, and with it that of the theorem. 
6 The differential equations
In this section we study certain differential equations which are satisfied by functions
S(v, τ) in the space of (g, h) 1-point functions. The idea is to exploit Lemma 5.3 together
with (5.8).
We fix an element S ∈ C1(g, h).
Lemma 6.1 Let v ∈ V and suppose that V satisfies condition C2. There are m ∈ N and
ri(τ) ∈M(T, T1), 0 ≤ i ≤ m− 1, such that
S(L[−2]mv, τ) +
m−1∑
i=0
ri(τ)S(L[−2]
iv, τ) = 0. (6.1)
Proof: Combine Lemma 5.3 together with (C2) and (C3). 
In the following we extend (5.9) by setting for f ∈Ml(T, T1), v ∈ V[k],
∂S(f ⊗ v, τ) = ∂k+l(S(f ⊗ v, τ)) = ∂k+l(f(τ)S(v, τ)) (6.2)
(cf. (4.29). Then define
∂iS(f ⊗ v, τ) = ∂k+l+2(i−1)(∂
i−1S(f ⊗ v, τ)) (6.3)
for i ≥ 1. Note that
∂S(f ⊗ v, τ) = (∂lf(τ))S(v, τ) + f(τ)∂S(v, τ). (6.4)
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Moreover ∂lf(τ) ∈Ml+2(T, T1) as we see from (4.30).
The simplest case to study is that corresponding to a primary field, i.e. a vector v
which is a highest weight vector for the Virasoro algebra in (V, Y [ ]). Thus v satisfies
L[n]v = 0 for n > 0. We assume that this holds until further notice.
First note that we have
S(L[−2]v, τ) = ∂S(v, τ). (6.5)
This follows from (5.8) if gv = hv = v. In general, it is a consequence of this special case,
the linearity of S(v, τ) in v, and the identity S(w, τ) = 0 if gw = µ−1w, hw = λ−1w and
(µ, λ) 6= (1, 1). This latter equality follows from (5.3) and (C3). In the same way, we find
from (5.8) that
S(L[−2]i+1v, τ) = ∂S(L[−2]iv, τ) +
∞∑
k=2
E2k(τ)S(L[2k − 2]L[−2]
iv, τ). (6.6)
Using the Virasoro algebra relation we easily find that for i ∈ N and k ≥ 2 there are
scalars αijk, 0 ≤ j ≤ i− 1 such that
L[2k − 2]L[−2]iv =
i−1∑
j=0
αijkL[−2]
jv, (6.7)
so that (6.6) becomes
S(L[−2]i+1v, τ) = ∂S(L[−2]iv, τ) +
i−1∑
j=0
∞∑
k=2
αijkE2k(τ)S(L[−2]
jv, τ). (6.8)
Now proceeding by induction on i, the case i = 1 being (6.5), one proves
Lemma 6.2 Suppose that L[n]v = 0 for n > 0. Then for i ≥ 1 there are elements
fj(τ) ∈M(1), 0 ≤ j ≤ i− 1, such that
S(L[−2]iv, τ) = ∂iS(v, τ) +
i−1∑
j=0
fj(τ)∂
jS(v, τ). (6.9)
Combine Lemmas 6.2 and 6.1 to obtain
Lemma 6.3 Suppose that V satisfies condition C2, and that v ∈ V satisfies L[n]v = 0
for n > 0. Then there are m ∈ N and gi(τ) ∈M(T, T1), 0 ≤ i ≤ m− 1, such that
∂mS(v, τ) +
m−1∑
i=0
gi(τ)∂
iS(v, τ) = 0. (6.10)
Bearing in mind the definition of ∂ (cf. (5.9), (6.3)), (6.10) may be reformulated as
follows:
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Proposition 6.4 Let R = R(T, T1) be the ring of holomorphic functions generated by
E2(τ) and M(T, T1). Suppose that V satisfies condition C2, and that v ∈ V satisfies
L[n]v = 0 for n > 0. Then there are m ∈ N and ri(τ) ∈ R(T, T1), 0 ≤ i ≤ m − 1, such
that
(q 1
T
d
dq 1
T
)mS(v, τ) +
m−1∑
i=0
ri(τ)(q 1
T
d
dq 1
T
)iS(v, τ) = 0 (6.11)
where q 1
T
= e2πiτ/T .
We observe here only that q
d
dq
=
1
T
q 1
T
d
dq 1
T
=
1
2πi
d
dτ
.
Now (6.11) is a homogeneous linear differential equation with holomorphic coefficients
ri(τ) ∈ R, and such that 0 is a regular singular point. The forms in R(T, T1) have Fourier
expansions at∞ which are power series in q 1
T
because they are invariant under
(
1 T
0 1
)
.
We are therefore in a position to apply the theory of Frobenius-Fuchs concerning the
nature of the solutions to such equations. A good reference for the elementary aspects
of this theory is [I], but the reader may also consult [AM] where they arise in a context
related to that of the present paper. We will also need some results from (loc. cit.) in
Section 11. Frobenius-Fuchs theory tells us that S(v, τ) may be expressed in the following
form: for some p ≥ 0,
S(v, τ) =
p∑
i=0
(log q 1
T
)iSi(v, τ) (6.12)
where
Si(v, τ) =
b(i)∑
j=1
qλijSi,j(v, τ) (6.13)
Si,j(v, τ) =
∞∑
n=0
ai,j,n(v)q
n/T (6.14)
are holomorphic on the upper half-plane, and
λi,j1 6≡ λi,j2 (mod
1
T
Z) (6.15)
for j1 6= j2.
We are going to prove
Theorem 6.5 Suppose that V satisfies condition C2. For every v ∈ V, the function
S(v, τ) ∈ C1(g, h) can be expressed in the form (6.12)-(6.15). Moreover, p is bounded
independently of v.
We begin by proving by induction on k that if v ∈ V[k] then S(v, τ) has an expression
of the type (6.12). We have already shown this if v is a highest weight vector for the
Virasoro algebra and in particular if v is in the top level V[t] of (V, Y [ ]), i.e., if V[t] 6= 0 and
V[s] = 0 for s < t. This begins the induction. The proof is an elaboration of the previous
case. We may assume that gv = hv = v.
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Lemma 6.6 Suppose that l ≥ 2 and i ≥ 0. Then there are scalars αijl and wijl ∈
V[2i+2−2l−2j+k], 0 ≤ j ≤ i− 1, such that
L[2l − 2]L[−2]iv = L[−2]iL[2l − 2]v +
i−1∑
j=0
αijlL[−2]
jwijl. (6.16)
Moreover wt[wijl] ≤ wt[v] with equality only if wijl = v.
Proof: By induction on i+ l, the case i = 0 being trivial. Now we calculate
L[2l − 2]L[−2]i+1v = (L[−2]L[2l − 2] + 2lL[2l − 4] + δl,2
c
2
)L[−2]iv
= L[−2]i+1L[2l − 2]v +
i−1∑
j=0
αijlL[−2]
j+1wijl + 2lL[2l − 4]L[−2]
iv + δl,2
c
2
L[−2]iv.
Either l = 2 or the inductive hypothesis applies to L[2l − 4]L[−2]iv, and in either case
the lemma follows. 
Now use (5.8) and Lemma 6.6 to see that
S(L[−2]i+1v, τ) = ∂S(L[−2]iv, τ)
+
∞∑
l=2
E2l(τ)(S(L[−2]
iL[2l − 2]v, τ) +
i∑
j=0
αijlS(L[−2]
jwijl, τ)). (6.17)
Note that (6.17) is the appropriate generalization of (6.8). By induction based on (6.17)
we find
Lemma 6.7 For i ≥ 1 we have
S(L[−2]iv, τ) = ∂iS(v, τ) +
i−1∑
j=0
fij(τ)∂
jS(v, τ) +
i−1∑
j=0
∑
l
gijl(τ)∂
jS(wijl, τ), (6.18)
where fij(τ), gijl(τ) ∈M(1) and wt[wijl] < wt[v]. 
The analogue of Lemma 6.3 is now
Lemma 6.8 There is m ∈ N such that
∂mS(v, τ) +
m−1∑
i=0
gi(τ)∂
iS(v, τ) +
m∑
j=0
∑
l
hjl(τ)∂
jS(wjl, τ) = 0 (6.19)
for gi(τ), hjl(τ) ∈M(T, T1), and wt[wjl] < wt[v]. 
We are now in a position to complete the proof that S(v, τ) has an expression of the
form (6.12)-(6.15). By induction this is true of the terms S(wjl, τ) in (6.19), and hence the
third summand on the r.h.s of (6.19) also has such an expression. Thus as before we may
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view (6.19) as a differential equation of regular singular type, this time inhomogeneous,
namely,
(q 1
T
d
dq 1
T
)mS(v, τ) +
m−1∑
i=0
ri(τ)(q 1
T
d
dq 1
T
)iS(v, τ) +
p∑
i=0
(log q 1
T
)iui(v, τ) = 0 (6.20)
where ri(τ) ∈ R(T, T1) (cf. Proposition 6.4) and ui(v, τ) satisfies (6.13)-(6.15).
One easily sees (cf. [I], [AM]) that the functions (log q 1
T
)iui(v, τ), 0 ≤ i ≤ p, are
themselves solutions of a differential equation of regular singular type (6.11) with coef-
ficients analytic in the upper half plane. Let us formally state this by saying that they
are solutions of the differential equation L1f = 0 where L1 is a suitable linear differential
operator with 0 as regular singular point and coefficients analytic in the upper half plane.
Now (6.20) takes the form L2S + f = 0 for the corresponding linear differential operator
L2, so that we get L1L2S = 0. But L1L2 is once again a linear differential operator of the
appropriate type, so again the Frobenius-Fuchs theory allows us to conclude that S(v, τ)
indeed satisfies (6.12)-(6.15).
It remains to prove that the integer p in (6.12) can be bounded independently of v.
Indeed, we showed in Lemma 5.2 that if W = ⊕n≤mVn and Vn ⊂ C2(V ) for n > m
then V (T, T1)/O(g, h) is generated as M(T, T1)-module by W. So for v ∈ V we have v ≡∑
i fi(τ)⊗wi (modO(g, h)) where {wi} is a basis forW, whence S(v, τ) =
∑
i fi(τ)S(wi, τ)
since S vanishes on O(g, h). Clearly then, we may take p to be the maximum of the
corresponding integers determined by S(wi, τ). This completes the proof of Theorem 6.5.
7 Formal 1-point functions
Although we dealt with holomorphic functions in Section 6, the arguments were all formal
in nature. In this short section we record a consequence of this observation.
We identify elements of M(T, T1) with their Fourier expansions at∞, which lie in the
ring of formal power series C[[q 1
T
]]. Similarly, the functions E2k(τ), k ≥ 1, are considered
to lie in C[[q]]. The operator ∂ (cf. (5.9), (6.2)) operates on these and other power series
via the identification 1
2πi
d
dq
=
q 1
T
T
d
dq 1
T
.
A formal (g, h) 1-point function is a map
S : V (T, T1)⊗ h → P
where P is the space of formal power series of the form
qλ
∞∑
n=0
anq
n/T (7.1)
for some λ ∈ C, and which satisfies the formal analogues of (C2)-(C4) in Section 5. We
will establish
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Theorem 7.1 Suppose that S is a formal (g, h) 1-point function. Then S defines an
element of C1(g, h), also denoted by S, via the identification
S(v, τ) = S(v, q), q = qτ = e
2πiτ . (7.2)
The main point is to show that if S is a formal (g, h) 1-point function, and if v ∈ V
is such that
S(v, q) = qλ
∞∑
n=0
anq
n/T
then qλτ
∑∞
n=0 anq
n/T
τ is holomorphic in τ. We prove this as in Section 6. Namely, by first
showing that if v is a highest weight vector for the Virasoro algebra then S(v, q) satisfies
a differential equation of the type (6.11). Since the coefficients are holomorphic in h, the
Frobenius-Fuchs theory tells us that S(v, q) has the desired convergence.
Proceeding by induction on wt[v], in the general case we arrive at an inhomogeneous
differential equation of the type (6.20). Again convergence of S(v, q) follows from the
Frobenius-Fuchs theory. Since the proofs of these assertions are precisely the same as
those of Section 6, we omit further discussion.
8 Correlation functions
In this section we start to relate the theory of 1-point functions to that of twisted V -
modules. We keep the notation (a)-(h) introduced at the beginning of Section 5, and
introduce now a simple g-twisted V -module M = M(g) = ⊕∞n=0Mλ+n/T (cf. (3.11)). We
further assume that h leaves M stable, that is h ◦M ≃ M. As remarked in Section 3,
there is a projective representation onM of the stablizer (in AutV ) ofM, and we let φ(h)
be a linearized action on M of the element corresponding to h. This all means (cf. (3.15),
(3.16)) that if v ∈ V operates on M via the vertex operator YM(v, z) then we have (as
operators on M)
φ(h)YM(v, z)φ(h)
−1 = YM(hv, z). (8.1)
We defineM ′ = ⊕∞n=0M
′
λ+n/T to be the restricted dual ofM, so thatM
′
n=HomC(Mn,C)
and there is a pairing 〈, 〉 : M ′ ×M → C such that 〈M ′n,Mm〉 = 0 if m 6= n.
With this notation, a (g, h) 1-point correlation function is essentially a trace function,
namely
trYM(v, z) =
∑
w
〈w′, YM(v, z)w〉 (8.2)
where w ranges over a homogeneous basis of M and w′ ranges over the dual basis of M ′.
As power series in z we have
trYM(v, z) =
∑
w
∑
n∈ 1
T
Z
〈w′, v(n)w〉z−n−1. (8.3)
It is easy to see that the trace function is independent of the choice of basis.
35
Now we introduce the function T which is linear in v ∈ V, and defined for homogeneous
v ∈ V as follows:
T (v) = TM(v, (g, h), q) = z
wtvtrYM(v, z)φ(h)q
L(0)−c/24. (8.4)
Here, q is indeterminate and c is the central charge of V.
Next observe that for m ∈ 1
T
Z, v(m) maps Mn to Mn+wtv−m−1. So unless m = wtv−1,
we have
∑
〈w′, v(m)φ(h)w〉 = 0. So only the zero mode o(v) = v(wtv − 1) contributes to
the sum in (8.3). Thus T (v) is independent of z, and
T (v) = qλ−c/24
∞∑
n=0
trMλ+n/T o(v)φ(h)q
n/T . (8.5)
We could equally write
TM(v) = trMo(v)φ(h)q
L(0)−c/24. (8.6)
We are going to prove
Theorem 8.1 T (v) ∈ C1(g, h).
The strategy is to prove that T is a formal (g, h) 1-point function, then invoke Theorem
7.1. Certainly T (v) has the correct shape as a power series in q (cf. (7.1). So we must
establish that T (v) satisfies the formal analogues of (C2)-(C4).
We can impose M(T, T1)-linearity (C2) by extension of scalars. As we shall explain,
the proof of (C4) is contained in Zhu’s paper [Z]. So it remains to discuss (C3), that is
we must show that T (v) vanishes on O(g, h), i.e., on the elements of type (5.1)-(5.4).
Again we shall later explain that (5.1) and (5.2) may be deduced from results in [Z], so
we concentrate on (5.3) and (5.4).
To this end, let us now fix a homogeneous v ∈ V such that gv = µ−1v, hv = λ−1v and
(µ, λ) 6= (1, 1). We need to establish
Lemma 8.2 T (v) = 0.
Theorem 8.3
∑∞
k=0Qk(µ, λ, τ)T (v[k − 1]w) = 0 for any w ∈ V.
The proof of Lemma 8.2 is easy. We have already seen that only the zero mode o(v)
of v contributes a possible non-zero term in the calculation of T (v). On the other hand,
if µ 6= 1 then from (3.4) we see that o(v) = 0. So Lemma 8.2 certainly holds if µ 6= 1.
Suppose that λ 6= 1. We have
T (v) = trMo(v)φ(h)q
L(0)−c/24 = trMφ(h)o(v)q
L(0)−c/24,
i.e.,
trYM(v, z)φ(h)q
L(0) = trφ(h)YM(v, z)q
L(0). (8.7)
But (8.1) yields
φ(h)YM(v, z) = λ
−1YM(v, z)φ(h). (8.8)
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As λ 6= 1, (8.7) and (8.8) yield trYM(v, z)φ(h)q
L(0) = 0. This completes the proof of
Lemma 8.2.
The proof of Theorem 8.3 is harder. We first need to define n-point correlation func-
tions. These are multi-linear functions T (v1, ..., vn), vi ∈ V, defined for vi homogeneous
via
T (v1, ..., vn) = T ((v1, z1), ..., (vn, zn), (g, h), q)
= zwtv11 · · · z
wtvn
n trYM(v1, z1) · · ·YM(vn, zn)φ(h)q
L(0)−c/24. (8.9)
We only need the case n = 2. We will prove
Theorem 8.4 Let v, v1 ∈ V be homogeneous with gv = µ
−1v, hv = λ−1v and (µ, λ) 6=
(1, 1). Then
T (v, v1) =
∞∑
k=1
P¯k(µ, λ,
z1
z
, q)T (v[k − 1]v1) (8.10)
T (v1, v) = λ
∞∑
k=1
P¯k(µ, λ,
z1
z
q, q)T (v[k − 1]v1) (8.11)
where P¯k is as in (4.31).
We start with
Lemma 8.5 Let k ∈ 1
T
Z. Then
(1− λqk)trv(wtv − 1 + k)YM(v1, z1)φ(h)q
L(0)
=
∞∑
i=0
(
wtv − 1 + k
i
)
zwtv−1+k−i1 trYM(v(i)v1, z1)φ(h)q
L(0) (8.12)
(1− λqk)trYM(v1, z1)v(wtv − 1 + k)φ(h)q
L(0)
= λqk
∞∑
i=0
(
wtv − 1 + k
i
)
zwtv−1+k−i1 trYM(v(i)v1, z1)φ(h)q
L(0). (8.13)
Proof: We have
trv(wtv − 1 + k)YM(v1, z1)φ(h)q
L(0)
= tr[v(wtv − 1 + k), YM(v1, z1)]φ(h)q
L0
+trYM(v1, z1)v(wtv − 1 + k)φ(h)q
L(0). (8.14)
From (8.8) we get
v(wtv − 1 + k)φ(h) = λφ(h)v(wtv − 1 + k),
moreover,
v(wtv − 1 + k)qL(0) = qkqL(0)v(wtv − 1 + k).
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Hence
trYM(v1, z1)v(wtv − 1 + k)φ(h)q
L(0) = λqktrv(wtv − 1 + k)YM(v1, z1)φ(h)q
L(0). (8.15)
Using the relation
[v(m), YM(v1, z1)] =
∞∑
i=0
(
m
i
)
zm−i1 YM(v(i)v1, z1)
which is a consequence of the Jacobi identity (2.3) we get
tr[v(wtv − 1 + k), YM(v1, z1)] =
∞∑
i=0
(
wtv − 1 + k
i
)
zwtv−1+k−i1 YM(v(i)v1, z1). (8.16)
Both parts of the Lemma follow from (8.15)-(8.16). 
Now we turn to the proof of (8.10) of Theorem 8.4. Using (8.12) in the last lemma
and setting µ = e2πir/T we have
T (v, v1) = T ((v, z), (v1, z1), (g, h), q)
= zwtvzwtv11 trYM(v, z)YM(v1, z1)φ(h)q
L(0)−c/24
= zwtvzwtv11
∑
k∈Z+ r
T
z−wtv−ktrv(wtv − 1 + k)YM(v1, z1)φ(h)q
L(0)−c/24
= zwtv11
∑
k∈Z+ r
T
z−k(1− λqk)−1
∞∑
i=0
(
wtv − 1 + k
i
)
zwtv−1+k−i1 YM(v(i)v1, z1)φ(h)q
L(0)−c/24
=
∑
k∈Z+ r
T
(
z1
z
)k(1− λqk)−1
∞∑
i=0
(
wtv − 1 + k
i
)
T (v(i)v1)
=
∑
k∈Z+ r
T
(
z1
z
)k(1− λqk)−1
∞∑
i=0
i∑
m=0
c(wtv, i,m)kmT (v(i)v1)
=
∞∑
i=0
i∑
m=0
m!P¯m+1(µ, λ, z1/z, q)c(wtv, i,m)T (v(i)v1)
=
∞∑
m=0
P¯m+1(µ, λ, z1/z, q)T (v[m]v1),
where we have used (2.11) and (4.31). This is precisely (8.10) of Theorem 8.4. (8.11)
follows in the same way by using (8.13). 
Before proving Theorem 8.3 we still need
Lemma 8.6 We have
∞∑
k=0
1
k!
Bk(1− wtv + r/T )v[k − 1] =
∞∑
i=0
(
r/T
i
)
v(i− 1).
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Proof: The l.h.s. of the equality is equal to
ReswY [v, w]
e(1−wtv+r/T )w
ew − 1
= ReswY (v, e
w − 1)
e(1+r/T )w
ew − 1
= ReszY (v, z)
(1 + z)r/T
z
=
∞∑
i=0
(
r/T
i
)
v(i− 1)
as required. 
Proof of Theorem 8.3: Combine Lemma 8.6 and Proposition 4.9 to get
∞∑
k=0
Qk(µ, λ, q)T (v[k − 1]w)
=
∞∑
k=1
Resz
(
ιz,z1((z − z1)
−1)z
wtv−r/T
1 z
−wtv+r/T P¯k(µ, λ,
z1
z
, q)
)
T (v[k − 1]w)
−λ
∞∑
k=1
Resz
(
ιz1,z((z − z1)
−1)z
wtv−r/T
1 z
−wtv+r/M P¯k(µ, λ,
z1q
z
, q)
)
T (v[k − 1]w)
−
∞∑
i=0
(
r/T
i
)
T (v(i− 1)w).
On the other hand, use (3.7) to obtain
∞∑
i=0
(
r/T
i
)
T (v(i− 1)w) =
∞∑
i=0
(
r/T
i
)
zwtv+wtw−i1 trYM(v(i− 1)w, z1)φ(h)q
L(0)−c/24
=
∞∑
i=0
(
r/T
i
)
zwtv+wtw−i1 Resz−z1(z − z1)
i−1trYM(Y (v, z − z1)w, z1)φ(h)q
L(0)−c/24
= Resz−z1ιz1,z−z1
(
z
z1
)r/T
(z − z1)
−1zwtv+wtw1 trYM(Y (v, z − z1)w, z1)φ(h)q
L(0)−c/24
= Reszιz,z1(z − z1)
−1(
z1
z
)wtv−r/TT (v, w)
−Reszιz1,z(z − z1)
−1(
z1
z
)wtv−r/TT (w, v)
which by Theorem 8.4 is equal to
∞∑
k=1
Reszιz,z1(z − z1)
−1(
z1
z
)wtv−r/T P¯k(µ, λ,
z1
z
, q)T (v[k − 1]w)
−λ
∞∑
k=1
Reszιz1,z(z − z1)
−1(
z1
z
)wtv−r/T P¯k(µ, λ,
z1q
z
, q)T (v[k − 1]w).
39
This completes the proof of the theorem. 
In order to complete the proof of Theorem 8.1 we need to explain how (5.8), and
the fact that T (v) vanishes on (5.1) and (5.2), follow from [Z]. These results concern the
case in which the critical vector v satisfies gv = hv = v. Thus v lies in the invariant sub
vertex operator algebra V A. Now Zhu’s proof of (5.8), for example, is quite general in the
sense that it does not depend on any special properties of V. In particular, his argument
applies to V A, which is what we need. (Note that M is a module for V A.) Similarly, Zhu’s
argument establishes that T vanishes on (5.1) and (5.2) in the case that g and h both
fix v and w. On the other hand we may certainly assume that w is an eigenvector for g
and h. If gw = αw, hw = βw and (α, β) 6= (1, 1), we have already see (cf. the proof of
Lemma 8.2) that T (v[2k − 2]w) = 0, so it is clear in this case that T vanishes on (5.2).
This completes the proof of Theorem 8.1.
Theorem 8.7 Let M1,M2, ... be inequivalent simple g-twisted V -modules, each of which
is h-stable. Let T1, T2, ... be the corresponding trace functions (8.6). Then T1, T2, ... are
linearly independent elements of C1(g, h).
Proof: Suppose false. Then we may choose notation so that for some m ∈ N there are
non-zero scalars c1, c2, ..., cm such that
c1T1 + · · ·+ cmTm = 0. (8.17)
Let Ωi be the top level of M
i, 1 ≤ i ≤ m, and let λi be the conformal weight of M
i
(cf. Section 3). Thus M i is graded by 1
T
Z,
M i = ⊕∞n=0M
i
λi+n/T
and Ωi = M
i
λi
.
Define a partial order << on the λi by declaring that
λi << λj, if and only if λj − λi ∈
1
T
Z+. (8.18)
We may, and shall, assume that λ1 is minimal with respect to << .
By Theorem 3.4 the Ωi realize inequivalent irreducible representations of the algebra
Ag(V ). Moreover by (3.21) the Ag(V )-modules Ωi are h-invariant, and the corresponding
trace functions tr|Ωio(v)φ(h) are linearly independent. Thus we may choose v so that
tr|Ω1o(v)φ(h) = 1, tr|Ωio(v)φ(h) = 0 for i > 1.
Because of our assumption on λ1, applying this to (8.17) yields c1 = 0, contradiction.

9 An existence theorem for g-twisted modules
We will prove
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Theorem 9.1 Suppose that V is a simple vertex operator algebra which satisfies condition
C2, and that g ∈ AutV has finite order. Then V has at least one simple g-twisted module.
The idea is to prove that Ag(V ) 6= 0. Then the theorem is a consequence of Proposition
3.7. We start with more general considerations that we shall need in Section 10. Let (g, h)
be a pair of commuting elements in Aut(V ).
Lemma 9.2 Let v ∈ V satisfy gv = µ−1v, hv = λ−1v. Then the following hold:
(a) The constant term of
∑∞
k=0Qk(µ, λ, q)v[k − 1]w is equal to −v ◦g w if µ 6= 1.
(b) The constant term of
∑∞
k=0Qk(µ, λ, q)(L[−1]v)[k−1]w is equal to −v◦gw if µ = 1,
λ 6= 1.
(c) The constant term of v[−2]w+
∑∞
k=2(2k−1)E2k(q)v[2k−2]w is v◦gw if µ = λ = 1.
Proof: As usual, (c) follows from the corresponding result in [Z]. The proof of (a) is
similar to that of Lemma 8.6. For from (4.24) we see that if we take µ = e2πir/T with
1 ≤ r ≤ T then the constant term of the expression in (a) is equal to the following (take
v homogeneous):
−
∞∑
k=0
Bk(r/T )
k!
v[k − 1]w
= −ReszY [v, z]w
erz/T
ez − 1
= −ReszY (v, e
z − 1)w
e(wtv+r/T )z
ez − 1
= −ReszY (v, z)w
(1 + z)wtv−1+r/T
z
and by (3.12) this is exactly −v ◦g w if r 6= T.
As for (b), we replace v by L[−1]v = L(−1)v + L(0)v (cf. (2.18)) and set r = T in
the foregoing. From (4.24) the constant term of
∞∑
k=0
Qk(1, λ, q)v[k − 1]w
is
−
∞∑
k=0
Bk(1)
k!
v[k − 1]w +
1
1− λ
v[0]w
= −ReszY (v, z)w
(1 + z)wtv
z
+
1
1− λ
v[0]w.
Note that (L[−1]v)[0]w = 0. Then the constant term of the expression in (b) is equal to
−ReszY (L(−1)v, z)w
(1 + z)wtv+1
z
− wtvReszY (v, z)w
(1 + z)wtv
z
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= −Resz
(
d
dz
Y (v, z)
)
w
(1 + z)wtv+1
z
− wtvReszY (v, z)w
(1 + z)wtv
z
= ReszY (v, z)w
d
dz
(1 + z)wtv+1
z
− wtvReszY (v, z)w
(1 + z)wtv
z
= −ReszY (v, z)w
(1 + z)wtv
z2
= −v ◦g w.
This completes the proof of the lemma. 
Now take S ∈ C1(g, h) and assume that S 6= 0. After Theorem 6.5 we may choose p
so that (6.12)-(6.15) hold for all v ∈ V, and such that Sp 6= 0. We may further choose
notation such that λp,1 is minimal among all λp,j with respect to the partial order (8.18)
and ap,1,0(v) 6= 0 for some v ∈ V. Setting
Sp,1(v, τ) = α(v) +
∞∑
n=1
ap,1,n(v)q
n/T (9.1)
defines a function α : V → C which is not identically zero. Because S(v, τ) is linear in v,
α is a linear functional on V.
Lemma 9.3 α vanishes on Og(V ).
Proof: We know that S vanishes on O(g, h), hence on the elements (5.1)-(5.4). Using
Lemma 9.2 leads to the required vanishing conditions. For example, if µ 6= 1 in the
notation of Lemma 9.2 then
∞∑
k=0
Qk(µ, λ, τ)S(v[k − 1]w) = 0. (9.2)
This identity holds if S is replaced by Sp, and then if Sp is in turn replaced by Sp,1. Hence
∞∑
k=0
Qk(µ, λ, τ)(α(v[k − 1]w) +
∞∑
n=1
ap,1,n(v[k − 1]w)q
n/T ) = 0. (9.3)
The constant term in (9.3), necessarily zero, is equal to α(−v ◦g w) = 0 by Lemma 9.2,
so that α vanishes on v ◦g w if gv 6= v. The other vanishing conditions follow similarly. 
To complete the proof of Theorem 9.1 we must show that there is some non-zero
element S of C1(g, h) (for suitable h). For then we know that the function α is non-
vanishing on V but vanishes on Og(V ), whence V 6= Og(V ) and Ag(V ) = V/Og(V ) is
non-zero, as required.
Consider C1(1, g) : V is itself a g-stable simple V -module, so that the corresponding
trace function TV (v, (1, g), q) lies in C1(1, g) by Theorem 8.1. So C1(1, g) 6= 0, and since(
0 −1
1 0
)
induces a linear isomorphism between C1(1, g) and C1(g, 1) by Theorem 5.4
then also C1(g, 1) 6= 0. This completes the proof of Theorem 9.1.
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10 The main theorems
We continue to use the notation introduced in Section 5. The next theorem is decisive.
Theorem 10.1 Suppose that V is g-rational and satisfies condition C2, and let M
1, ...,
Mm be all of the inequivalent, simple, h-stable, g-twisted V -modules. Let T1, ..., Tm be the
corresponding trace functions (8.6). Then T1, ..., Tm form a basis of C1(g, h).
There are several important corollaries.
Theorem 10.2 Suppose that V is rational and satisfies condition C2. Suppose further that
the group 〈g, h〉 generated by g and h is cyclic with generator k. Then the dimension of
C1(g, h) is equal to the number of inequivalent, k-stable, simple V -modules. In particular,
the number of inequivalent, simple g-twisted V -modules is at most equal to the number of
g-stable, simple V -modules, with equality if V is g-rational.
Notice that parts (ii) and (iii) of Theorem 1 are included in Theorem 10.2 together with
Theorem 9.1. Recall next that a simple vertex operator algebra V is called holomorphic
in case V is rational and if V is the unique simple V -module.
Theorem 10.3 Suppose that V is holomorphic and satisfies condition C2. For each au-
tomorphism g of V of finite order, there is a unique simple g-twisted V -module V (g).
Moreover if 〈g, h〉 is cyclic then C1(g, h) is spanned by TV (g)(v, g, h, q).
This establishes Theorem 2 (i). First we show how Theorems 10.2 and 10.3 follow
from Theorem 10.1. In the situation of Theorem 10.2 we have 〈g, h〉 = 〈k〉. Since V is
rational, Theorem 10.1 tells us that C1(1, k) has a basis consisting of the trace functions
TM(v, 1, k, q) where M ranges over the inequivalent, k-stable, simple V -modules.
We can find γ ∈ SL(2, Z) such that (g, h)γ = (1, k). By the theorem of modular-
invariance, γ induces a linear isomorphism from C1(g, h) to C1(1, k). Theorem 10.2 follows
from this together with Theorem 8.7.
As for Theorem 10.3, since V is holomorphic it is certainly rational, so Theorem
10.2 applies. So if 〈g, h〉 = 〈k〉 is cyclic then dim C1(g, h) is equal to 1 since V is the
only simple V -module and it is certainly k-stable. By Theorem 9.1, V has at least one
simple g-twisted V -module, call it V (g), and from Theorem 8.7 there can be no more
than one since dim C1(g, 1) = 1. So V (g) is unique, hence h-stable whenever gh = hg. So
TV (g)(v, g, h, q) spans C1(g, h) by Theorem 8.1. This establishes Theorem 10.3.
Turning to the proof of Theorem 10.1, we consider first an arbitrary function S ∈
C1(g, h). We have seen in Section 9 that S can be represented as
S(v, τ) =
p∑
i=0
(logq 1
T
)iSi(v, τ) (10.1)
for fixed p and all v ∈ V, with each Si satisfying (6.13)-(6.15). We will prove
Proposition 10.4 Each Si is a linear combination of the functions T1, ..., Tm.
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Proposition 10.5 Si = 0 if i > 0.
Theorem 10.1 obviously follows from these two propositions. First we show that
Proposition 10.5 follows from Proposition 10.4. To this end, pick v ∈ V such that gv =
µ−1v, hv = λ−1v. It suffices to show that pSp(v, τ) = 0. If (µ, λ) 6= (1, 1) this follows from
(C3) and (5.3), so we may assume gv = hv = v.
Set
w = L[−2]v −
∞∑
k=1
E2k(τ)L[2k − 2]v. (10.2)
From (5.8) and (5.9) we get
S(w, τ) =
q 1
T
T
d
dq 1
T
S(v, τ). (10.3)
Now Proposition 10.4 combined with Theorem 8.1 tells us that (10.3) is satisfied by
each Si. Then we calculate that
S(w, τ) =
p∑
i=0
(
i
T
(log q 1
T
)i−1Si(v, τ) + (log q 1
T
)iSi(w, τ)). (10.4)
We may identify the parts of (10.1) which involve a given power (log q 1
T
)i. Taking
i = p− 1, we see that
Sp−1(w, τ) =
p
T
Sp(v, τ) + Sp−1(w, τ),
so that pSp(v, τ) = 0, as desired.
We turn our attention to the proof of Proposition 10.4. We assume without loss that
Sp 6= 0 and that each Sp,j 6= 0 (cf. (6.13). We are then in the situation that was in effect
in Section 9. We adopt the notation (9.1). It was shown that α : V → C vanishes on
Og(V ), and thus defines a linear functional
α : Ag(V )→ C.
We continue this line of reasoning, and now prove
Lemma 10.6 Suppose that u, v ∈ V and satisfy hu = ρu, hv = σv, ρ, σ ∈ C. Then
α(u ∗g v) = ρδρσ,1α(v ∗g u). (10.5)
Proof: We may assume that gu = ξu and gv = νv for scalars ξ, ν. If ξ or ν is not equal
to 1 then u (resp. v) lies in Og(V ) (cf. Lemma 2.1 of [DLM3]), whence so too do u ∗g v
and v ∗g u by Theorem 3.3. So in this case both sides of (10.5) are equal to 0. So we may
assume gu = u, gv = v.
Similarly, u ∗g v is an eigenvector for h with eigenvalue ρσ, so if ρσ 6= 1 then u ∗g v
and v ∗g u lie in O(g, h) by (5.3). Then S(u ∗g v) = S(v ∗g u) = 0 by (C3), which again
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leads to both sides of (10.5) being 0. So we may assume that ρσ = 1 and try to prove
that α(u ∗g v) = ρα(v ∗g u).
Now we know from [Z] (also see Lemma 2.2 (iii) of [DLM3]) that if V g is the space of
g-invariants of V then for u homogeneous
u ∗g v − v ∗g u ≡ ReszY (u, z)v(1 + z)
wtu−1 (modO(V g))
Using (2.15) we get
u ∗g v − v ∗g u ≡
∞∑
i=0
(
wtu− 1
i
)
u(i)v ≡ u[0]v (modO(V g)). (10.6)
Now certainly O(V g) ⊂ Og(V ) (loc. cit.), and if ρ = 1 then u[0]v ∈ O(g, h) by (5.1).
So in this case (10.6) leads to α(u ∗g v − v ∗g u) = 0 as desired.
So we may take ρ 6= 1. In this case we follow the calculation of Lemma 9.2. Bearing
in mind that gu = u and hv = ρv with ρ 6= 1, we see from the proof of Lemma 9.2 (b)
that the constant term of
∞∑
k=0
Qk(1, ρ
−1, q)u[k − 1]v
is
−u ∗g v +
1
1− ρ−1
u[0]v.
Since S vanishes on
∑∞
k=0Qk(1, ρ
−1, q)u[k − 1]v ∈ O(g, h), this shows that
α(u ∗g v) =
1
1− ρ−1
α(u[0]v).
However (10.6) still applies, so that
α(u ∗g v) =
1
1− ρ−1
(α(u ∗g v)− α(v ∗g u)),
which is equivalent to the desired result. 
We will need
Lemma 10.7 Let A be a finite-dimensional semi-simple algebra over C with decomposi-
tion A = ⊕i∈IAi into simple components.
Let h : A→ A be an automorphism of A of finite order, and suppose that F : A→ C
is a linear map which satisfies
F (ab) = ρδρσ,1F (ba) (10.7)
whenever ha = ρa and hb = σb, ρ, σ ∈ C. Then F can be written as a linear combination
with scalars αj :
F (a) =
∑
j∈J
αjtrWj(aγj) (10.8)
where in (10.8), {Aj}j∈J ranges over the h-invariant simple components of A, Wj is the
simple A-module such that AjWj = Wj, and γj ∈ A
∗
j satisfies ha = γjaγ
−1
j for a ∈ Aj.
45
Remark: The existence of γj is the Skolem-Noether Theorem.
Proof: Proceed by induction on the order of h and cardinality of I. The group 〈h〉
permutes the Ai among themselves, and the conditions of the lemma apply to any h-
invariant sum of Ai. So we may assume that 〈h〉 is transitive in its action on the Ai.
First assume that there are at least two components. Then there are no h-invariant
components, so we must show that F = 0 in this case. If σ 6= 1 and hb = σb, taking a = 1
in (10.7) shows that F (b) = 0. So we only need show that F is zero on the algebra Ah of
h-invariants of A.
If there is 1 6= k ∈ 〈h〉 such that k fixes each Ai then the algebra of k-invariants B is
a semi-simple algebra admitting 〈h〉/〈k〉. By induction we see that F (B) = 0, so we are
done as Ah ⊂ B. So without loss there is no such k. So h has order |I|, the number of
components. Thus if A0 is the first component then we may set Ai = h
iA0, 0 ≤ i ≤ |I|−1.
Then
Ah = {
|I|−1∑
i=0
hix|x ∈ A0} ≃ A0.
By (10.7) F (ab) = F (ba) for a, b ∈ Ah, so F is a trace function , i.e., F (a) = αtrWa
for some α ∈ C, W the simple Ah-module. So we must show F (1A) = 0. Let λ be an
|I|-th root of unity, let u, v ∈ A0 be units such that uv = 1A0, and let
a =
|I|−1∑
i=0
λihi(u), b =
|I|−1∑
i=0
λ−ihi(v).
Then ba = ab =
∑|I|−1
i=0 h
i(u)hi(v) =
∑
i h
i(uv) = 1A. On the other hand ha = λ
−1a, hb =
λb and λ 6= 1. So (10.7) yields F (1A) = F (ab) = F (ba) = λF (ab). So F (1A) = 0 as
desired.
This reduces us to the case that A is itself a simple algebra. Pick γ ∈ A∗ such that
h(a) = γaγ−1 and consider F1 : A → C defined by F1(a) = F (aγ
−1). If ha = ρa and
ρ 6= 1 then F (aγ−1) = 0 by (10.7), so F1(a) = 0 for such a. On the other hand we get for
hb = σb,
F1(ab) = F (abγ
−1) = ρδρσ,1F (bγ
−1a)
= ρδρσ,1F (bγ
−1aγγ−1) = δρσ,1F (baγ
−1) = δρσ,1F1(ba).
From this we conclude that F1(ab) = F1(ba) for all a, b ∈ A. So F1 is a trace function
F1(a) = αtrWa, so that F (a) = αtrWaγ. This completes the proof of the lemma. 
Now we return to the situation of Lemma 10.6. From (3.18) h induces an automor-
phism of Ag(V ) via h : v 7→ hv, and since V is g-rational, then Ag(V ) is semi-simple
and Lemma 10.7 applies. From the discussion in Section 3, the h-invariant components
of Ag(V ) correspond precisely to the h-invariant simple Ag(V )-modules, and these corre-
spond to the h-invariant simple g-twisted V -modules. For such a simple Ag(V )-module
Ω we have φ(h)o(v)φ(h)−1 = o(hv) (cf. (8.1)), o(v) being the corresponding zero mode
(3.14). Also o(hv) = γo(v)γ−1 if γ represents h in the sense of Lemma 10.7. So γ and
φ(h) differ by a scalar when considered as operators on Ω. By Lemmas 10.6 and 10.7 we
get
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Lemma 10.8 The linear function α : Ag(V )→ C can be represented in the form
α(v) =
∑
j
αjtrΩ(Mj)o(v)φ(h) (10.9)
where αj are scalars and the spaces ΩMj range over the top levels of the h-invariant simple
g-twisted V -modules M j .
Recall that we have
Sp(v, τ) =
b∑
j=1
qλp,jSp,j(v, τ) (10.10)
with Sp,1 as in (9.1).
Lemma 10.9 Suppose that αj 6= 0 in (10.9). Then the conformal weight of the corre-
sponding g-twisted module M j is equal to λp,1 + c/24.
Proof: We use the method of proof of Proposition 10.5 once more. For v ∈ V, let
w = w(v) be as in (10.2). Thus (10.3) holds whenever S ∈ C1(g, h).
Applying (10.3) with S = TMj (cf. (8.4)) and considering leading terms yields
trΩ(Mj)o(w)φ(h) = (λj − c/24)trΩ(Mj)o(v)φ(h) (10.11)
where λj is the conformal weight of M
j . Similarly applying (10.3) to S itself and consid-
ering the leading term of Sp yields
α(w) = λp,1α(v). (10.12)
Using (10.5), we find that for v ∈ V,
λp,1
∑
j
αjtrΩ(Mj)o(v)φ(h) = λp,1α(v) = α(w)
=
∑
j
αjtrΩ(Mj)o(w)φ(h) =
∑
j
αj(λj − c/24)trΩ(Mj)o(v)φ(h).
The linear independence of characters of Ag(V ) implies that λp,1αj = αj(λj − c/24). The
lemma follows. 
We are ready for the final argument. We have in the previous notation
qλp,1Sp,1(v, τ) = q
λp,1(
∑
j
αjtrΩ(Mj)o(v)φ(h) +
∞∑
n=1
ap,1,n(v)q
n/T )
=
∑
j
qλj−c/24αjtrΩ(Mj)o(v)φ(h) + q
λp,1
∞∑
n=1
ap,1,n(v)q
n/T ).
Now also
TMj(v, τ) = q
λj−c/24(trΩ(Mj)o(v)φ(h) +
∞∑
n=1
trMj
λj+n/T
o(v)φ(h)qn/T ).
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So we see that the function
S ′(v, τ) = S(v, τ)− (log q 1
T
)p
∑
j
αjTMj (v, τ)
again has the form (6.12)-(6.15), but the leading term of the piece corresponding to Sp
now has a higher degree than Sp itself. We now continue the argument, replacing S with
S ′ and Sp with S
′
p. We find, since each TMj already lies in C1(g, h), and since there are
only finitely many M j , that indeed Sp is a linear combination of TMj . But our argument
applies equally well to each Si, so each Si is a linear combination of TMj . This completes
the proof of Proposition 10.4.
11 Rationality of central charge and conformal
weights
Recall from (3.11) that a simple g-twisted V -module M has grading of the form M =
⊕∞n=0Mλ+n/T for some λ ∈ C called the conformal weight of M. We will show that, under
suitable rationality conditions on V, the conformal weight λ of M is a rational number.
We prove even more, namely
Theorem 11.1 Suppose that V is a holomorphic vertex operator algebra which satisfies
condition C2, and let g ∈ AutV have finite order. Let V (g) be the unique simple g-twisted
V -module whose existence is guaranteed by Theorem 10.3. Then the conformal weight of
V (g) is rational, and the central charge c of V is also rational.
Theorem 11.2 Suppose that V is a vertex operator algebra which satisfies condition C2,
and let g ∈ AutV have finite order. Suppose that V is gi-rational for all integers i. Then
each simple gi-twisted V -module has rational conformal weight, and the central charge c
of V is rational.
Theorem 11.3 Suppose that V is a rational vertex operator algebra which satisfies condi-
tion C2. Then each simple V -module has rational conformal weight, and the central charge
of V is rational.
These theorems complete the proofs of Theorems 1 and 2. Note that Theorem 11.3
is simply a restatement of Theorem 11.2 in the special case that g = 1. We will prove
Theorems 11.1 and 11.2 simultaneously. Indeed, at this point in the paper the proof
follows from ideas in a paper of Anderson and Moore [AM]: we have only to assemble the
relevant facts.
First observe that to prove Theorem 11.2 it suffices to show that each simple g-twisted
V -module has rational conformal weight, and that c is rational. With this in mind, let
f(q) be one of the following q-expansion: q−c/24
∑
n≥n0(dimVn)q
n where V = ⊕n≥n0Vn;
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qλ−c/24
∑
n≥n0(dimV (g)λ+n/T )q
n with λ the conformal weight of V (g), where V (g) is either
the unique simple g-twisted V -module in the situation of Theorem 11.1, or any simple
g-twisted V -module in the situation of Theorem 11.2.
Let U be the SL(2, Z)-module of holomorphic functions on h generated by f(q). In
each case U is a finite-dimensional C-linear space, and the elements of U have q-expansions
in (not necessarily rational) powers of q. This assertion follows from Theorems 10.1 and
10.3. This puts us in the position of being able to apply methods and results of Anderson
and Moore (loc.cit.) . The argument proceeds as follows.
Define by λ = λ(τ) the usual Picard function which generates the field of rational
functions on the compactification of h/Γ(2). With E = d
dλ
, there are unique meromorphic
functions ki such that U is precisely the space of solutions of the differential equation
Eny +
n−1∑
i=0
kiE
iy = 0. (11.1)
The ki are then in C(λ) (Proposition 1 of (loc.cit.)).
For a given φ ∈ Aut(C), and for r(q) ∈ U, let rφ be as defined in (loc.cit.). By the
Frobenius-Fuchs theory, the rφ are then q-expansions of the solutions of the φ-transform
of (11.1), namely
Eny +
n−1∑
i=0
kφi E
iy = 0. (11.2)
We claim that the solutions of (11.2) also afford a representation of SL(2, Z). First
note that since each ki lies C(λ) then the actions of φ and γ ∈ SL(2, Z) on C(λ) commute:
this follows from the well-known formulae for the action of the modular group on λ. Then
if y|γ is the γ-image of a solution y of (11.1) we find that (y|γ)φ|γ−1 is a solution of (11.2).
The claim follows from this observation.
Now f(q) ∈ U has the form
f = qλ−c/24
∑
n≥N
anq
n/T
where λ = 0 and T = 1 in the first case, and where an ∈ Z in all cases. Then
fφ = qφ(λ−c/24)
∑
n≥N
anq
n/T
i.e.,
fφ = qφ(λ−c/24)−(λ−c/24)f. (11.3)
One now applies S to both sides of (11.3) to obtain
fφ|S = e−α/τf |S (11.4)
where α = 2πi(φ(λ − c/24) − (λ − c/24)). On the other hand, we showed above that
both fφ|S and f |S have q-expansions. This leads to a contradiction by using the limit
argument of (loc.cit.) unless α = 0. As this holds for all φ, we conclude that c/24 ∈ Q
and λ− c/24 ∈ Q, which completes the proofs of the theorems.
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Let us formalize the situation which prevails in case V is a holomorphic vertex operator
algebra which satisfies condition C2 and is equipped with a finite group G of automor-
phisms. Let V (g) be the unique simple g-twisted V -module (Theorem 10.3) for g ∈ G,
and let C(g) = {h ∈ G|gh = hg} be the centralizer of g in G.
According to Theorem 11.1 the grading of V (g) has the form V (g) = ⊕∞n=0V (g)λ+n/T
where g has order T and λ = λ(g) ∈ Q. As V (g) is unique, it admits a (projective)
representation of C(g) (cf. (3.21)), so for any h ∈ C(g) we may consider the trace function
TV (g)(v, g, h, q).By Theorem 10.3 this trace function spans the 1-dimensional space C1(g, h)
if 〈g, h〉 is cyclic. The shape of the trace function is as in (8.5), with λ− c/24 ∈ Q. Thus it
has a q-expansion with rational powers of q of bounded denominator, and is holomorphic
as a function on h.
Note also that by [Z] (or Theorem 11.1 and a short argument) we know that c is in
fact an integer divisible by 8.
We now assume that 〈g, h〉 is cyclic and fix v ∈ V[k]. It follows from Theorem 5.4
that TV (g)|kγ(v, g, h, τ) = (cτ + d)
−kTV (g)(v, g, h, γτ) lies in C1((g, h)γ, τ) and hence is a
scalar multiple of TV (gahc)(v, (g, h)γ, τ). Here γ =
(
a b
c d
)
lies in SL(2, Z). Thus there
are scalars σ(g, h, γ) such that the following holds:
(cτ + d)−kTV (g)(v, g, h, γτ) = σ(g, h, γ)TV (gahc)(v, (g, h)γ, τ). (11.5)
Equation (11.5) together with the rationality of the corresponding q-expansions says pre-
cisely that each TV (g)(v, g, h, τ) is a generalized modular form of weight k in the language
of [KM]. Note that Theorem 4 follows from these results. Theorem 3 follows in the same
way.
A case of particular interest is when we take v to be the vacuum element 1, in which
case k = 0. One sets
Z(g, h) = TV (g)(1, g, h, τ) (11.6)
in this case. This is essentially the graded trace of φ(h) on the g-twisted module V (g),
sometimes called a partition function or McKay-Thompson series. In this case, we have
proved
Theorem 11.4 Let V be a holomorphic vertex operator algebra which satisfies condition
C2, and let G be a finite group of automorphisms of V. For each pair of commuting elements
(g, h) which generates a cyclic group, Z(g, h) is a generalized modular function (i.e., of
weight zero) which is holomorphic on h and satisfies
γ : Z(g, h) 7→ σ(g, h, γ)Z((g, h)γ) (11.7)
for γ ∈ SL(2, Z).
12 Condition C2
In order to be able to apply the preceding results to known vertex operator algebras, we
need verify that condition C2 is satisfied. We do this for some of the best known rational
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vertex operator algebras in this section. Refer to Section 3 for the definition of condition
C2.
Lemma 12.1 If V is a vertex operator algebra and M is V -module, then C2(M) contains
v(−n)M for all v ∈ V and n ≥ 2.
Proof: This follows from the definition (3.22) together with the equality
(L(−1)mv)(−2) = (m+ 1)!v(−m− 2). 
Lemma 12.2 Let V1, ..., Vk be vertex operator algebras such that for each i, all simple Vi-
modules satisfy condition C2. Then the same is true for the tensor product vertex operator
algebra V1 ⊗ · · · ⊗ Vk.
Proof: See [FHL] for tensor product vertex operator algebras and their modules. We
may assume that k = 2. One knows (loc.cit.) that the simple V1⊗V2-modules are precisely
those of the form M1 ⊗M2 with Mi a simple Vi-module.
If v ∈ V1 then (v ⊗ 1)(−2) = v(−2) ⊗ id, from which it follows that C2(M1 ⊗M2)
contains C2(M1)⊗M2. Similarly it containsM1⊗C2(M2). The lemma follows immediately.

Now we discuss condition C2 for the most well-known rational vertex operator algebras,
namely,
(i) The vertex operator algebra L(cp,q, 0) associated with the (discrete series) simple
Virasoro algebra V ir-module of highest weight 0 and central charge c = cp,q = 1−
6(p−q)2
pq
([DMZ], [FZ], [Wa]).
(ii) The moonshine module V ♮ ([B1], [FLM2]).
(iii) The vertex operator algebra VL associated with a positive definite even lattice L
([B1], [D1], [FLM2]).
(iv) The vertex operator algebra L(k, 0) associated to a gˆ-module of highest weight 0
and positive integral level k, g a simple Lie algebra ([DL],[FZ],[Li]).
Lemma 12.3 L(cp,q, 0) satisfies condition C2.
Proof: Set L = L(cp,q, 0). It is a quotient of the corresponding Verma module M =
M(cp,q, 0) and we have M ≃ U(V ir−) · 1 (cf. [FZ]) where V ir− = ⊕
∞
n=1CL(−n) and the
L(n) are the usual generators of the Virasoro algebra V ir.
Now Y (ω, z) =
∑
n∈Z L(n)z
−n−2, so that C2(V ) contains L(−n)L for all n ≥ 3 by
Lemma 12.1.
We have L = M/J and J contains two singular vectors [FF]. The first is L(−1) · 1,
which shows that C2(L) contains U(V ir−)L(−1)1. From this we see that L = C2(L) +∑∞
k=0 CL(−2)
k1.
The second singular vector has the form
v = L(−2)pq1+
∑
an1,···,nrL(−n1 − 2) · · ·L( − nr − 2)1 (12.1)
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where the sum ranges over certain (n1, · · · , nr) ∈ Z
r
+ with n1+· · ·+nr 6= 0, an1,,..,nr ∈ C (cf.
equation (3.11) of [DLM2]). From the previous paragraph we see that the terms under the
summation sign in (12.1) each lie in C2(L), whence also L(−2)
pq1 lies in C2(L). By Lemma
3.8, C2(L) is invariant under L(−2). We conclude that L = C2(L)+
∑pq−1
k=0 CL(−2)
k1, and
the proposition follows. 
The following result was stated without proof in [Z]
Proposition 12.4 The moonshine module V ♮ satisfies condition C2.
Proof: Let U be the tensor product L(1
2
, 0)⊗48. It is shown in [DMZ] that V ♮ contains a
sub vertex operator algebra isomorphic to U. Moreover when considered as a U -module,
V ♮ is a direct sum of finitely many simple U -modules.
Suppose that each simple module for L(1
2
, 0) satisfies condition C2. Then this is true
also for U by Lemma 12.2, so that the space spanned by u(−2)v for u ∈ U and v ∈ V ♮
already has finite codimension in V ♮. So it suffices to show that the simple L(1
2
, 0)-modules
indeed satisfy condition C2.
The proof of this later assertion is similar to that of the last proposition. Apart
from L = L(1
2
, 0) itself there are just two other simple modules for L, namely L(1
2
, 1
2
)
and L(1
2
, 1
16
) [DMZ]. Let M(1
2
, h) (h = 1
2
, 1
16
) be the corresponding Verma module with
L(1
2
, h) = M(1
2
, h)/Jh. As in the previous proposition we have L(−n)L(
1
2
, h) ⊂ C2(L(
1
2
, h))
for n ≥ 3, so that L(1
2
, h) = C2(L(
1
2
, h)) +
∑
a,b≥0 CL(−2)
aL(−1)bvh where vh is a highest
weight vector. Moreover Jh contains two singular vectors (cf. [FF]). One of them is
(L(−2)− 3
4
L(−1)2)v 1
2
or (L(−2)− 4
3
L(−1)2)v 1
16
(cf. [DMZ]), from which we conclude that
L(1
2
, h) = C2(L(
1
2
, h)) +
∑
b≥0 CL(−1)
bvh. Because of the existence of a second singular
vector we see that C2(L(
1
2
, h)) necessarily contains L(−1)bvh for big enough b, whence our
claim follows. 
The reader is referred to [FLM2] for the construction of VL and associated notation,
which we use in the next result.
Proposition 12.5 VL satisfies condition C2.
Proof: Set H = L⊗Z C. Then it is easy to see that
VL = C2(VL) + S(H ⊗ t
−1)⊗ C{L}. (12.2)
Let 0 6= α, γ ∈ L and set β = γ − α. Then C2(VL) contains u(−2)v where we take
u = L(−1)kι(a) (k ≥ 0) and v = ι(b) where a, b, c ∈ Lˆ such that a¯ = α, b¯ = β and c = ab.
Then c¯ = γ. So C2(VL) contains
Reszz
−k−2Y (ι(a), z)ι(b) = Reszz
−k−2 exp
(∑
n<0
−α(n)
n
z−n
)
exp
(∑
n>0
−α(n)
n
z−n
)
azαι(b).
Now azαι(b) = z〈α,β〉ι(c). Using (12.2) we now see that C2(VL) contains
Reszz
−k−2Y (ι(a), z)ι(b)eα(−1)zz〈α,β〉ι(v)
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and we conclude that C2(VL) contains
α(−1)1+k−〈α,β〉ι(c) (12.3)
whenever k ≥ 0 and k ≥ 1− 〈α, β〉.
So if 〈α, β〉 ≥ 1 we may choose k appropriately to see that C2(VL) contains ι(c). So we
have shown that C2(VL) contains ι(c), and hence S(H ⊗ t
−1)⊗ ι(c) by Lemma 3.8, unless
〈α, γ〉 ≤ 〈α, α〉 for all α ∈ L. Let Γ denote the set of γ ∈ L with this latter property.
Now Γ is a finite set. Fix a Z-basis B of L and let M = maxγ∈Γ,β∈B(1 − 〈β, γ − β〉).
From (12.3) we see that β(−1)M⊗ ι(c) ∈ C2(VL) for all β ∈ B, γ ∈ Γ. Now from the above
calculations, we see that C2(VL) contains S
r(H ⊗ t−1)⊗ C{L} for all big enough integers
r and also C2(VL) contains S(H ⊗ t
−1)⊗ Cι(c) for all c ∈ Lˆ such that c¯ ∈ L\Γ. It follows
from (12.2) that indeed C2(VL) has finite codimension in VL. 
Proposition 12.6 Let k be a positive integer and g a complex simple Lie algebra. Then
the vertex operator algebra L(k, 0) associated to g and k satisfies condition C2.
Proof: See [FZ] for the vertex operator algebra structure of L(k, 0) and also the corre-
sponding Verma module M(k, 0). By definition
M(k, 0) = U(gˆ)⊗U(
∑∞
n=0
tn⊗g+Cc) C ≃ U(
∞∑
n=1
t−n ⊗ g)
(linearly). Then L = L(k, 0) is the quotient of M(k, 0) by the maximal gˆ-submodule. For
a ∈ g, Y (a, z) =
∑
n∈Z a(n)z
−n−1, so C2(L) contains a(−n)L for all a ∈ g and all n ≥ 2 by
Lemma 12.1. Thus L = C2(L) + U(t
−1 ⊗ g)1. It is enough to show that C2(L) contains
a1(−1)
m1 · · ·ad(−1)
md1 whenever mi ≥ 0 and m1+ · · ·+md is large enough; here a1, ..., ad
is a basis of g.
By Lemma 3.6 of [DLM2] we may choose that ai so that
[Y (ai, z1), Y (ai, z2)] = 0, Y (ai, z)
3k+1 = 0
for each i. Now the constant term in Y (ai, z)
3k+11 is equal to ai(−1)
3k+11 + r where r
is a sum of products of the form ai(n1)
e1 · · · ai(n3k+1)
e3k+11 with some nj ≤ −2. Since
the operators ai(nj) commute, r ∈ C2(L). Hence ai(−1)
3k+11 ∈ C2(L). We can now
conclude that C2(L) contains a1(−1)
m1 · · · ad(−1)
md1 whenever mi ≥ 3k + 1 for some i.
The proposition follows immediately. 
13 Applications to the Moonshine Module
We now apply our results to the study of the conjectures of Conway-Norton-Queen as
discussed in the Introduction. Recall that the moonshine module V ♮ is a vertex operator
algebra whose automorphism group is precisely the Monster M. See [B1], [FLM2], [G] for
details. The first author proved that V ♮ has a unique simple module, namely V ♮ itself,
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in [D2], and in [DLM3] we showed that in fact V ♮ is rational, that is every admissible
V ♮-module is completely reducible. Thus V ♮ is holomorphic. It also satisfies condition C2
(Proposition 12.4). By Theorem 10.3 we conclude that there is a unique simple g-twisted
V ♮-module V ♮(g) for each M. For each pair of commuting elements (g, h) in M, recall from
Section 11 that Z(g, h, τ) = Z(g, h) is the corresponding partition function. The function
Z(1, h) is precisely the graded character of h ∈ M on V ♮. By the results of Borcherds [B2],
which confirm the original Conway-Norton conjecture [CN], each Z(1, h) is a Hauptmodul
– in fact the Hauptmodul conjectured in [CN]. We use this to prove the next result, which
completes the proof of Theorem 5.
Theorem 13.1 The following hold:
(i) There is a scalar σ = σ(g) such that the graded dimension Z(g, 1, τ) of V ♮(g) is
equal to σZ(1, g, Sτ). In particular, Z(g, 1, τ) is a Hauptmodul.
(ii) More generally, if a commuting pair g, h ∈ M generates a cyclic group then
Z(g, h, τ) is Hauptmodul.
Proof: Suppose that 〈g, h〉 = 〈k〉. Then there is γ ∈ SL(2, Z) such that (g, h)γ−1 = (1, k).
By Theorem 11.4 we have
Z(g, h, τ) = σZ(1, k, γτ)
for some scalar σ. Since Z(1, k, τ) is a Hauptmodul, so too is Z(g, h, τ). If h = 1 then we
may take k = g and γ = S. Both parts of the Theorem now follow. 
More is known in special cases. Huang has shown [H] that if g is of type 2B (in ATLAS
notation) then in fact the constant σ(g) in part (i) is equal to 1. This also follows from
our results and [FLM2]. Similarly, if g is of type 2A it is shown in [DLM1], on the basis
of Theorem 13.1, that again σ(g) = 1. In this case, the precise description of Z(g, h, τ)
for gh = hg and h of odd order is given in [DLM1].
As discussed in [DM1] and [DM2], the uniqueness of V ♮(g) leads to a projective rep-
resentation of the centralizer CM(g) on V
♮(g). These are discussed in some detail, in the
case that g has order 2, in (loc.cit.). The conjectures of Conway-Norton-Queen state
that there are (projective) representations of CM(g) on suitably graded spaces such that
all graded traces are either Hauptmoduln or zero. There is no doubt that the twisted
modules V ♮(g) are the desired spaces. One would still like to show that σ(g) = 1 in part
(i) of the theorem for all g ∈ M, and to compute the Mckay-Thompson series Z(g, h, τ)
for 〈g, h〉 not cyclic.
Finally, we discuss some aspects of correlation functions. We fix a holomorphic vertex
operator algebra V satisfying condition C2. Let Z = Z(v, (g, h), τ) be the (g, h) 1-point
correlation function associated with v and a pair of commuting elements g, h ∈ Aut(V ) as
defined in (8.4). If g = h = 1 we write Z(v) or Z(v, τ) for this function. If wt[v] = k then
we have seen that Z(v) is a generalized modular form, holomorphic in the upper half-
plane h. In fact, equation (11.5) tells us that Z(v) spans a 1-dimensional SL(2, Z)-module
under the action (1.13), that is we have
Z|γ(v, τ) = σ(γ)Z(v, τ) (13.1)
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for some character σ : SL(2, Z)→ C∗. We use this to prove
Lemma 13.2 Let V be a holomorphic vertex operator algebra which satisfies condition
C2 and let v ∈ V satisfy wt[v] = k. If k is odd, then the correlation function Z(v, τ) is
identically zero.
Proof: We observe that the q-expansion of Z(v, τ) lies in C[[q1/3, q−1/3]]. This is because
V is holomorphic and so 8|c (cf. Theorem 2 (ii)). It follows that T acts on Z(v) as
multipication be a cube root of unity, and since T covers the abelianization of SL(2, Z)
then the kernel of the character σ has index dividing 3. Since S4 = id it follows that S,
and in particular S2, lies in the kernel of σ. Now setting γ = S2 in (13.1) yields
Z(v, τ) = Z|S2(v, τ) = (−1)kZ(v, τ).
The lemma follows. 
Now let G be a finite group of automorphisms of V. Then Z(v, 1, g, τ) is essentially
the graded trace of o(v)g on V for g ∈ G. If we choose v to be the conformal vector ω˜ of
(V, Y []) then wt[ω˜] = 2, so Z(ω˜, 1, g, τ) is a form of weight 2. It is easy to describe:
Lemma 13.3 Z(ω˜, 1, g, τ) = 1
2πi
d
dτ
Z(1, g, τ).
Proof: One could proceed by setting ω˜ = ω − c/24 and using Y (ω, z) =
∑
n L(n)z
−n−2,
but it is simpler to use (5.8) and (5.9), as we may because gω˜ = ω˜. As ω˜ = L[−2]1, the
lemma follows. 
If we write V = ⊕nVn, then of course we have
Z(1, g, τ) = q−c/24
∑
n
(tr|Vng)q
n
Z(ω˜, 1, g, τ) = q−c/24
∑
n
(n− c/24)(tr|Vng)q
n
and we may think of Z(ω˜, 1, g, τ) as arising from a sequence of virtual characters of G.
That is, instead of “Moonshine of weight 0,” one now has “Moonshine of weight 2.” This
is relevant because of the work of Devoto [De] in which such things are interpreted as
being elements of degree 2 in the elliptic cohomology of BG.
Similarly suppose that v ∈ V satisfies wt[v] = k with gv = v for all g ∈ G. Then G
commutes with o(v) in its action on each Vn, so each eigenspace of the semisimple part
o(v)s of o(v) on Vn is a G-module and gives rise to a “generalized module” for G, i.e., of the
form
∑
i λ
i
nV
i
n with λ
i
n ∈ C the distinct eigenvalues of o(v)s on Vn and V
i
n the corresponding
eigenspaces of o(v)s. In this way, the pair (V, v) gives rise to a sequence of generalized
modules
∑
n,i λ
i
nV
i
n for G such that the corresponding trace functions Z(v, 1, g, τ) are
modular forms of weight k. This is “Moonshine of weight k,” and together with the
analogues for the twisted sectors gives rise to elements of EllkBG as in [De]. Actually,
this is not quite what we have proved, because in [De] there are additional arithmetic
55
requirements. It seems likely that the appropriate conditions do hold, but that remains
to be investigated.
We conclude with an illustration of some weight 4 Monstrous Moonshine modular
forms. That is, we take V = V ♮ to be the Moonshine Module, we choose v = L[−2]ω˜, so
that wt[v] = 4, and take G to be the Monster. Let Tg(q) = Z(1, g, τ), with E4(q) as in
(4.28). Then
Z(v, τ) = 12 · 71E4(q)(J(q)− 240)
=
71
60
{
q−1 + (21χ1 +
51
71
χ2)q + (91χ1 +
701
71
χ2 +
221
71
χ3)q
2 + · · ·
}
with 1 = χ1, χ2, χ3, ... the irreducible characters of the Monster in ascending degree. Also,
Z(v, 1, 2B, τ) = 12 · 71
{
E4(2τ)(T2B(τ) +
88
71
)−−
88
71
E4(τ)
}
Z(v, 1, 3B, τ) = 12 · 71
{
E4(3τ)(T3B(τ) +
360
71
) +
360
71
E4(τ)
}
.
One can use (5.8) to calculate these and many other examples, of weights 4, 6, 8,....
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