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Leakage outside of the qubit computational subspace, present in many leading experimental plat-
forms, constitutes a threatening error for quantum error correction (QEC) for qubits. We develop a
leakage-detection scheme via Hidden Markov models (HMMs) for transmon-based implementations
of the surface code. By performing realistic density-matrix simulations of the distance-3 surface
code (Surface-17), we observe that leakage is sharply projected and leads to an increase in the
surface-code defect probability of neighboring stabilizers. Together with the analog readout of the
ancilla qubits, this increase enables the accurate detection of the time and location of leakage. We
restore the logical error rate below the memory break-even point by post-selecting out leakage, dis-
carding about 47% of the data. Leakage detection via HMMs opens the prospect for near-term QEC
demonstrations, targeted leakage reduction and leakage-aware decoding and is applicable to other
experimental platforms.
Recent advances in qubit numbers [1–4], as well as op-
erational [5–13] and measurement [14–16] fidelities have
enabled leading quantum computing platforms, such as
superconducting and trapped-ion processors, to target
demonstrations of quantum error correction (QEC) [17–
23] and quantum advantage [2, 24–26]. In particular,
two-dimensional stabilizer codes, such as the surface
code, are a promising approach [23, 27] towards achiev-
ing quantum fault tolerance and, ultimately, large-scale
quantum computation [28]. One of the central assump-
tions of textbook QEC is that any error can be decom-
posed into a set of Pauli errors that act within the compu-
tational space of the qubit. In practice, many qubits such
as weakly-anharmonic transmons, as well as hyperfine-
level trapped ions, are many-level systems which function
as qubits by restricting the interactions with the other
excited states. Due to imprecise control [12, 29, 30] or
the explicit use of non-computational states for opera-
tions [5, 6, 9, 11, 31–35], there exists a finite probability
for information to leak from the computational subspace.
Thus, leakage constitutes an error that falls outside of the
domain of the qubit stabilizer formalism. Furthermore,
leakage can last over many QEC cycles, despite having
a finite duration set by the relaxation time [36]. Hence,
leakage represents a menacing error source in the context
of quantum error correction [17, 36–43], despite leakage
probabilities per operation being smaller than readout,
control or decoherence error probabilities [6, 8, 9, 44].
The presence of leakage errors has motivated inves-
tigations of its effect on the code performance and of
strategies to mitigate it. A number of previous studies
have focused on a stochastic depolarizing model of leak-
age [38, 40–43], allowing to explore large-distance sur-
face codes and the reduction of the code threshold us-
ing simulations. These models, however, do not capture
the full details of leakage, even though a specific adapta-
tion has been used in the case of trapped-ion qubits [41–
43]. Complementary studies have considered a physi-
cally realistic leakage model for transmons [36, 39], which
was only applied to a small parity-check unit due to the
computational cost of many-qutrit density-matrix sim-
ulations. In either case, leakage was found to have a
strong impact on the performance of the code, resulting
in the propagation of errors, in the increase of the log-
ical error rate and in a reduction of the effective code
distance. In order to mitigate these effects, there have
been proposals for the introduction of leakage reduction
units (LRUs) [37, 39, 40, 45] beyond the natural relax-
ation channel, for modifications to the decoding algo-
rithms [17, 38, 40], as well as for the use of different
codes altogether [42]. Many of these approaches rely on
the detection of leakage or introduce an overhead in the
execution of the code. Recently, the indirect detection of
leakage in a 3-qubit parity-check experiment [20] was re-
alized via a Hidden Markov Model (HMM), allowing for
subsequent mitigation via post-selection. Given that cur-
rent experimental platforms are within reach of quantum-
memory demonstrations, detailed simulations employing
realistic leakage models are vital for a comprehensive un-
derstanding of the effect of leakage on the code perfor-
mance, as well as for the development of a strategy to
detect leakage without additional overhead.
In this work we demonstrate the use of computation-
ally efficient HMMs to detect leakage in a transmon
implementation of the distance-3 surface code (Surface-
17) [46]. Using full-density-matrix simulations [27, 47] we
first show that repeated stabilizer measurements sharply
project data qubits into the leakage subspace, justify-
ing the use of classical HMMs with only two hidden
states (computational or leaked) for leakage detection.
We observe a considerable increase in the surface-code
defect probability of neighboring stabilizers while a data
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Figure 1: Schematic of the relevant interactions and the
CZ error model for two transmons. a Sketch of the con-
sidered avoided crossings, arranged vertically versus energy
and horizontally versus the frequency ωflux of Qflux. Inset:
Schematic diagram of the frequency excursion taken by Qflux
during a Net-Zero pulse [9]. b The parametrized CZ error
model. Phase errors, SWAP-like exchanges, relaxation and
decoherence are taken into account (see Section I A).
or ancilla qubit is leaked, a clear signal that may be de-
tected by the HMMs. For ancilla qubits, we further con-
sider the information available in the analog measure-
ment outcomes, even when the leaked state |2〉 can be
discriminated from the computational states |0〉 and |1〉
with limited fidelity. We demonstrate that a set of two-
state HMMs, one HMM for each qubit, can accurately
detect both the time and the location of a leakage event
in the surface code. By post-selecting on the detected
leakage, we restore the logical performance of Surface-
17 (using targeted experimental parameters) below the
memory break-even point, while discarding only ≈ 47%
of the data. Finally, we outline a minimal set of condi-
tions for our leakage-detection scheme to apply to other
quantum-computing platforms. These results open the
prospect for near-term demonstrations of fault tolerance
even in the presence of leakage, as well as leakage-aware
decoding [17, 40] and real-time targeted application of
LRU schemes [37, 39, 40].
I. RESULTS
A. Leakage error model
We develop an error model for leakage in supercon-
ducting transmons, for which two-qubit gates constitute
the dominant source of leakage [5, 6, 9, 11, 12, 29–34],
while single-qubit gates have negligible leakage probabil-
ities [8, 44]. We thus focus on the former, while the latter
is assumed to induce no leakage at all. We assume that
single-qubit gates act on a leaked state as the identity.
Measurement-induced leakage is also assumed to be neg-
ligible.
We use full-trajectory simulations to characterize leak-
age in the Net-Zero implementation [9] of the controlled-
phase gate (CZ), considered as the native two-qubit
gate in a transmon-based Surface-17, with experimen-
tally targeted parameters (see Table I and Table II).
This gate uses a flux pulse such that the higher fre-
quency qubit (Qflux) is fluxed down from its sweetspot
frequency ωmax to the vicinity of the interaction fre-
quency ωint = ωstat − α, where ωstat is the frequency
of the other qubit (Qstat), which remains static, and α
is the transmon anharmonicity. The inset in Fig. 1 a
shows a schematic diagram of the frequency excursion
taken by Qflux. A (bipolar) 30 ns pulse tunes twice the
qubit on resonance with the |11〉 ↔ |02〉 avoided cross-
ing, corresponding to the interaction frequency ωint. This
pulse is followed by a pair of 10 ns single-qubit phase-
correction pulses. The relevant crossings around ωint are
shown in Fig. 1 a and are all taken into account in the
full-trajectory simulations. The two-qubit interactions
give rise to population exchanges towards and within the
leakage subspace and to the phases acquired during gates
with leaked qubits, which we model as follows.
The model in Fig. 1 b considers a general CZ rotation,
characterized by the two-qubit phase φ11 for state |11〉
and φ = 0 for the other three computational states. The
single-qubit relative phases φ01 and φ10 result from im-
perfections in the phase corrections. The conditional
phase is defined as φCZ = φ11 − φ01 − φ10 + φ00, which
for an ideal CZ is φCZ = pi. In this work, we as-
sume φ00 = φ01 = φ10 = 0 and φCZ = φ11 = pi. We
set φ02 = −φ11 in the rotating frame of the qutrit, as it
holds for flux-based gates [35].
Interactions between leaked and non-leaked qubits lead
to extra phases, which we call leakage conditional phases.
We consider first the interaction between a leaked Qflux
and a non-leaked Qstat. In this case the gate restricted to
the {|02〉 , |12〉} subspace has the effect diag (eiφ02 , eiφ12),
which up to a global phase corresponds to a Z rota-
tion on Qstat with an angle given by the leakage con-
ditional phase φLstat := φ02 − φ12. Similarly, if Qstat is
leaked, then Qflux acquires a leakage conditional phase
φLflux := φ20 − φ21. These rotations are generally non-
trivial, i.e., φLstat 6= pi and φLflux 6= 0, due to the inter-
actions in the 3-excitation manifold which cause a shift
in the energy of |12〉 and |21〉 (see Appendix H). If the
only interaction leading to non-trivial φLstat, φ
L
flux is the
interaction between |12〉 and |21〉, then it can be expected
that φ12 = −φ21 in the rotating frame of the qutrit, lead-
ing to φLstat = pi − φLflux.
Leakage is modeled as an exchange between |11〉
and |02〉, i.e., |11〉 7→ √1− 4L1 |11〉 + eiφ
√
4L1 |02〉 and
|02〉 7→ −e−iφ√4L1 |11〉 +
√
1− 4L1 |02〉, with L1 the
3leakage probability [48]. We observe that the phase φ and
the off-diagonal elements |11〉 〈02| and |02〉 〈11| do not
affect the results presented in this work, so we set them
to 0 for computational efficiency (see Appendix B). The
SWAP-like exchange between |12〉 and |21〉 with proba-
bility Lm, which we call leakage mobility, as well as the
possibility of further leaking to |3〉, are analyzed in Ap-
pendix H.
The described operations are implemented in quantum-
sim [47] as instantaneous, while the amplitude and phase
damping experienced by the transmon during the appli-
cation of the gate are symmetrically introduced around
them, indicated by light-orange arrows in Fig. 1 b. The
dark-orange arrows indicate the increased dephasing rate
of Qflux far away from ωmax during the Net-Zero pulse.
The error parameters considered in this work are sum-
marized in Appendix B. In particular, unless otherwise
stated, L1 is set to 0.125% and φ
L
flux and φ
L
stat are ran-
domized for each qubit pair across different runs, but
not across CZ gates during the same run. We random-
ize φLflux and φ
L
stat as they have not been characterized in
experiment and we instead capture an average behavior.
Some potential errors are found to be small from the
full-trajectory simulations of the CZ gate and thus are
not included in the parametrized error model. The pop-
ulation exchange between |01〉 ↔ |10〉, with coupling J1,
is suppressed (< 0.5%) since this avoided crossing is off-
resonant by one anharmonicity α with respect to ωint.
While |12〉 ↔ |21〉 is also off-resonant by α, the cou-
pling between these two levels is stronger by a factor
of 2, hence potentially leading to a larger population ex-
change (see Appendix H). The |11〉 ↔ |20〉 crossing is
2α away from ωint and it thus does not give any sub-
stantial phase accumulation or population exchange (<
0.1%). We have compared the average gate fidelity of
CZ gates simulated with the two methods and found dif-
ferences below ±0.1%, demonstrating the accuracy of the
parametrized model.
B. Effect of leakage on the code performance
We implement density-matrix simulations [47] to study
the effect of leakage in Surface-17 (Fig. 2). We follow
the frequency arrangement and operation scheduling pro-
posed in [46], which employs three qubit frequencies for
the surface-code lattice, arranged as shown in Fig. 2 a.
The CZ gates are performed between the high-mid and
mid-low qubit pairs, with the higher frequency qubit of
the pair taking the role of Qflux (see Fig. 1). Based
on the leakage model in Section I A, only the high and
mid frequency qubits are prone to leakage (assuming
no leakage mobility). Thus, in the simulation those
qubits are included as three-level systems, while the low-
frequency ones are kept as qubits. Ancilla-qubit measure-
ments are modeled as projective in the {|0〉 , |1〉 , |2〉} ba-
sis and ancilla qubits are not reset between QEC cy-
cles. As a consequence, given the ancilla-qubit mea-
D0 D1 D2
D3 D4 D5
D6 D7 D8
X0
X1
X2
X3
Z0 Z1
Z2 Z3
leakage prone a
high
mid
low
0 0.125 0.25 0.375 0.5
Leakage prob. L1 per CZ (%)
0
1
2
3
L
o
g
ic
a
l
er
ro
r
ra
te
ε L
(%
) b
MWPM
UB
Physical
3.6
3.8
4.0
c
0
pi
10
2pi
10
3pi
10
4pi
10
5pi
10
φLstat=pi − φLflux
1.6
1.8
2.0
d
Figure 2: a Schematic overview of the Surface-17 layout [46].
Pink (resp. red) circles with D labels represent low- (high-)
frequency data qubits, while blue (resp. green) circles with
X (Z) labels represent ancilla qubits of intermediate fre-
quency, performing X-type (Z-type) parity checks. b Depen-
dence of the logical error rate εL on the leakage probability L1
for a MWPM decoder (green) and for the decoding upper
bound (red). The black solid line shows the physical error
rate of a single transmon qubit. The dashed line corresponds
to the recently achieved L1 in experiment [9]. Logical error
rate εL for MWPM (c) and upper bound (d) as a function of
the leakage conditional phases φLflux and φ
L
stat (for L1 = 0.5%).
Here, these phases are not randomized but fixed to the given
values across all runs. The logical error rates are extracted
from an exponential fit of the logical fidelity over 20 QEC cy-
cles and averaged over 105 runs for b and 2×104 runs for c,d.
Error bars correspond to 95% confidence intervals estimated
by bootstrapping (not included in b due the error bars being
smaller than the symbol size).
surement m [n] at QEC cycle n, the syndrome is given
by m [n]⊕m [n− 1] and the surface-code defect d [n] by
d [n] = m [n] ⊕ m [n− 2]. For the computation of the
syndrome and defect bits we assume that a measurement
outcome m [n] = 2 is declared as m [n] = 1. The occur-
rence of an error is signaled by d [n] = 1. To pair defects
we use a minimum-weight perfect-matching (MWPM)
4decoder, whose weights are trained on simulated data
without leakage [27, 49] and we benchmark its logical
performance in the presence of leakage errors. The log-
ical qubit is initialized in |0〉L and the logical fidelity is
calculated at each QEC cycle, from which the logical er-
ror rate εL can be extracted [27].
Figure 2 b shows that the logical error rate εL is
sharply pushed above the memory break-even point by
leakage. We compare the MWPM decoder to the decod-
ing upper bound (UB), which uses the complete density-
matrix information to infer a logical error. A strong in-
crease in εL is observed for this decoder as well. Fur-
thermore, the logical error rate has a dependence on the
leakage conditional phases for both decoders, as shown
in Fig. 2 c,d.
C. Projection and signatures of leakage
We now characterize leakage in Surface-17 and the ef-
fect that a leaked qubit has on its neighboring qubits.
From the density matrix (DM), we extract the probabil-
ity pLDM (Q) = P(Q ∈ L) = 〈2|ρQ|2〉 of a qubit Q being in
the leakage subspace L at the end of a QEC cycle, after
the ancilla-qubit measurements, where ρQ is the reduced
density matrix of Q.
In the case of data-qubit leakage, pLDM (Q) sharply rises
to values near unity, where it remains for a finite number
of QEC cycles (on average 9 QEC cycles for the con-
sidered parameters, see Table I). An example showing
this projective behavior (in the case of qubit D4), as ob-
served from the density-matrix simulations, is reported
in Fig. 3 a. This is the typical behavior of leakage, as
shown in Fig. 3 b by the bi-modal density distribution of
the probabilities pLDM (Q) for all the high-frequency data
qubits Q. Given this projective behavior, we identify in-
dividual events by introducing a threshold pLth (Q), above
which a qubit is considered as leaked. Here we focus on
leakage on D4, sketched in Fig. 3 c. Based on a thresh-
old pLth (D4) = 0.5, we select leakage events and extract
the average dynamics shown in Fig. 3 d. Leakage grows
over roughly 3 QEC cycles following a logistic function,
reaching a maximum probability of approximately 0.8.
We observe this behavior for all three high-frequency
data qubits D3, D4, D5.
We observe an increase in the defect probability of the
neighboring ancilla qubits during data-qubit leakage. We
extract the probability pd of observing a defect d = 1 on
the neighboring stabilizers during the selected data-qubit
leakage events, as shown in Fig. 3 e. As pLDM (D4) reaches
its maximum, pd goes to a constant value of approxi-
mately 0.5. This can be explained by data-qubit leakage
reducing the stabilizer checks it is involved in to effective
weight-3 anti-commuting checks, illustrated in Fig. 3 c
and as observed in [20]. This anti-commutation leads to
some of the increase in εL for the MWPM and UB de-
coders in Fig. 2 b. Furthermore, we attribute the ob-
served projection of leakage (see Fig. 3 d) to a back-
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Figure 3: Projection and signatures of leakage. a Exam-
ple realization of a data-qubit leakage event, extracted from
the density-matrix simulations. b Density histogram of all
data-qubit leakage probabilities over 30 bins, extracted over
4 × 104 runs of 50 QEC cycles each. c-e Signatures of data-
qubit leakage. c Sketch of how leakage on a data qubit,
e.g. D4, alters the interactions with neighboring stabilizers,
leading to their anti-commutation (see Appendix D). d The
average projection of the leakage probability pLDM of D4 over
all events, where this probability is first below and then above
a threshold of pLth = 0.5 for at least 5 and 8 QEC cycles,
respectively. e The average number of defects on the neigh-
boring stabilizers of D4 over the selected rounds, showing a
jump when leakage rises above pLth. f-h Signatures of ancilla-
qubit leakage. f Sketch of how leakage on an ancilla qubit,
e.g. Z1, effectively disables the stabilizer check and proba-
bilistically introduces errors on the neighboring data qubits.
g We select realizations where Z1 was in the computational
subspace for at least 5 QEC cycles, after which it was pro-
jected into |2〉 by the readout and remained in that state for
at least 5 QEC cycles. h The corresponding defect rate on
neighboring stabilizers during the period of leakage. The er-
ror bars, which were estimated by bootstrapping, are smaller
than the symbol sizes.
action effect of the measurements of the neighboring sta-
bilizers, whose outcomes are nearly randomized when the
qubit is leaked (see Appendix D). The weight-3 checks
can also be interpreted as gauge operators, whose pair-
wise product results in weight-6 stabilizer checks, which
5can be used for decoding [50–53], effectively reducing the
code distance from 3 to 2.
We also find a local increase in the defect probability
during ancilla-qubit leakage. For ancilla qubits, pLDM is
defined as the leakage probability after the ancilla projec-
tion during measurement. Since in the simulations ancilla
qubits are fully projected, pLDM (Q) = 0, 1 for an ancilla
qubit Q, allowing to directly obtain the individual leak-
age events, as shown in Fig. 3 g. We note that an ancilla
qubit remains leaked for 11 QEC cycles on average for
the considered parameters (see Table I). We extract pd
during the selected events, as shown in Fig. 3 h. In the
QEC cycle after the ancilla qubit leaks, pd abruptly rises
to a high constant value. We attribute this to the Z ro-
tations acquired by the neighboring data qubits during
interactions with the leaked ancilla qubit, as sketched
in Fig. 3 f and described in Section I A. The angle of
rotation is determined by φLflux or φ
L
stat, depending on
whether the leaked ancilla qubit takes the roles of Qstat
or Qflux, respectively (see Appendix A for the scheduling
of operations). In the case of Z-type parity checks, these
phase errors are detected by the X-type stabilizers. In
the case of X-type checks, the phase errors on data qubits
are converted to bit-flip errors by the Hadamard gates ap-
plied on the data qubits, making them detectable by the
Z-type stabilizers. Furthermore, while the ancilla qubit
is leaked, the corresponding stabilizer measurement does
not detect any errors on the neighboring data qubits, ef-
fectively disabling the stabilizer, as sketched in Fig. 3 f.
This, combined with the spread of errors, defines the sig-
nature of ancilla-qubit leakage and explains part of the
observed increase in εL for the MWPM and UB decoders
in Fig. 2 b.
For both data and ancilla qubits, a leakage event is
correlated with a local increase in the defect rate, albeit
due to different mechanisms. However, interpreting the
spread of defects as signatures of leakage suggests the
possible inversion of the problem, allowing for effective
leakage detection.
D. Hidden Markov Models
We use a set of HMMs, one HMM for each leakage-
prone qubit, to detect leakage, similarly to what re-
cently demonstrated in a minimal system [20]. An HMM
(see Fig. 4 and Appendix E) models the time evolution
of a discrete set of hidden states, the transitions between
which are assumed to be Markovian. At each time step a
set of observable bits is generated with state-dependent
emission probabilities. Depending on the observed out-
comes, the HMM performs a Bayesian update of the pre-
dicted probability distribution over the hidden states.
We apply the concept of HMMs to leakage inference
and outline their applicability for an accurate, scalable
and run-time executable leakage-detection scheme. This
is made possible by two observations. The first is that
both data- and ancilla-qubit leakage are sharply pro-
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Figure 4: Schematic representation of an HMM for leakage
detection. For both ancilla and data qubits only two hidden
states are considered, corresponding to the qubit being ei-
ther in the computational (teal) or leakage subspace (orange).
Transitions between these states occur each QEC cycle, de-
pending on the leakage and seepage probabilities. The state-
dependent observables are the defects d (Q) on the neighbor-
ing stabilizers. For ancilla qubits, the in-phase component Im
of the analog measurement is also used as an observable.
jected (see Section I C) to high pLDM (Q). This justifies
the use of classical HMMs with only two hidden states,
corresponding to the qubit being in the computational or
leakage subspace.
The second observation is the sharp local increase in pd
associated with leakage (see Section I C), which we iden-
tify as the signature of leakage. This allows us to con-
sider only the defects on the neighboring stabilizers as
relevant observables and to neglect correlations between
pairs of defects associated with qubit errors. In the case
of ancilla-qubit leakage, in addition to the defects, we
consider the state information obtained from the ana-
log measurement as input to the HMMs. Each trans-
mon is dispersively coupled to a dedicated readout res-
onator. The state-dependent shift in the single-shot read-
out produces an output voltage signal, with in-phase and
quadrature components (see Appendix C).
The transition probabilities between the two hidden
states are determined by the leakage and seepage proba-
bilities per QEC cycle, which are, to lowest order, a func-
tion only of the leakage probability L1 per CZ gate and of
the relaxation time T1 (see Appendix E). We extract the
state-dependent emission probabilities from simulation.
When a qubit is not leaked, the probability of observing a
defect on each of the neighboring stabilizers is determined
by regular errors. When a data qubit is leaked, the defect
probability is fixed to a nearly constant value by the sta-
bilizer anti-commutation, while when an ancilla qubit is
leaked, this probability depends on φLflux and φ
L
stat. Fur-
thermore, the analog measurement outcome can be used
to extract a probability of the transmon being in |0〉 , |1〉
or |2〉 using a calibrated measurement (see Section I F
and Appendix C).
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Figure 5: a Average response in time of the HMMs (dia-
monds) to leakage, in comparison to the actual leakage prob-
ability extracted from the density-matrix simulations (dashed
lines). The average is computed by selecting single realiza-
tions where pLDM (Q) was below a threshold p
L
th = 0.5 for at
least 5 QEC cycles and then above it for 5 or more rounds.
Error bars, estimated by bootstrapping, are smaller than the
symbol sizes. b Precision-recall curves for the data qubits
over 4× 104 runs of 50 QEC cycles each using the HMM pre-
dictions (solid) and the leakage probability from the density
matrix (dashed). The dotted line corresponds to a random
guess classifier for which P is equal to the fraction of leak-
age events (occurring with probability given by the density
matrix) over all QEC cycles and runs.
E. Data-qubit leakage detection
We assess the ability of the data-qubit HMMs to accu-
rately detect both the time and the location of a leak-
age event. The average temporal response pLHMM (Q)
of the HMMs to an event is shown in Fig. 5 and com-
pared to the leakage probabilities pLDM (Q) extracted from
the density-matrix simulation. Events are selected when
crossing a threshold pLth, as described in Section I C,
and the response is averaged over these events. For the
data-qubit HMMs, the response pLHMM (Q) closely follows
the probability pLDM (Q) from the density matrix, reach-
ing the same maximum leakage probability but with a
smaller logistic growth rate. This slightly slower response
is expected to translate to an average delay of about
1 QEC cycles in the detection of leakage.
We now explore the leakage-detection capability of
the HMMs. The precision P of an HMM tracking leakage
on a qubit Q is defined as
PHMM (Q) = P
(
Q ∈ L | pLHMM (Q) > pLth (Q)
)
(1)
and can be computed as
PHMM (Q) =
∑
i p
L
DM (Q, i) θ
[
pLHMM (Q, i)− pLth (Q)
]∑
i θ
[
pLHMM (Q, i)− pLth (Q)
] ,
(2)
where i runs over all runs and QEC cycles and θ is the
Heaviside step function. The precision is then the frac-
tion of correctly identified leakage events (occurring with
probability given by the density matrix), over all of the
HMM detections of leakage. The recall R of an HMM
for a qubit Q is defined as
RHMM (Q) = P
(
pLHMM (Q) > p
L
th (Q) | Q ∈ L
)
, (3)
and can be computed as
RHMM (Q) =
∑
i p
L
DM (Q, i) θ
[
pLHMM (Q, i)− pLth (Q)
]∑
i p
L
DM (Q, i)
.
(4)
The recall is the fraction of detected leakage by the HMM
over all leakage events (occurring with probability given
by the density matrix). The precision-recall (PR) of
an HMM (see Fig. 5 b) is a parametric curve obtained
by sweeping pLth (Q) and plotting the value of P and R.
Since the PR curve is constructed from pLHMM (Q) over all
QEC cycles and runs, it quantifies the detection ability in
both time and space. The detection ability of an HMM
manifests itself as a shift of the PR curve towards higher
values of P and R simultaneously. We define the opti-
mality O (Q) of the HMM corresponding to qubit Q as
O (Q) = AUCHMM (Q) /AUCDM (Q) , (5)
where AUCHMM (Q) is the area under the PR curve of
the HMM and AUCDM (Q) is the area for the optimal
model that predicts leakage with probability pLDM (Q),
achieving the best possible PDM and RDM. An aver-
age optimality of O (Q) ≈ 74.0% is extracted for the
data-qubit HMMs. Given the few QEC-cycle delay in
the data-qubit HMM response to leakage, the main lim-
itation to the observed HMM optimality O (Q) is false
detection when a neighboring qubit is leaked (see Ap-
pendix F).
F. Ancilla-qubit leakage detection
We now assess the ability of the ancilla-qubit HMMs
to accurately detect both the time and the location of
a leakage event. These HMMs take as observables the
defects on the neighboring stabilizers at each QEC cycle
as well as the analog measurement outcome of the ancilla
qubit itself.
We first consider the case when the HMMs rely only
on the increase in the defect probability pd and show
their PR curves in Fig. 6 a,b. Bulk ancilla qubits have a
low O (Q) ≈ 35%, while boundary ancilla qubits possess
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Figure 6: a-d Precision-recall curves for the ancilla-qubit HMMs over 4× 104 runs of 50 QEC cycles each. In a,b the HMMs
rely only on the observed defects on the neighboring stabilizers. In c-f the HMMs further get the in-phase component Im of
the analog readout as input, from which pLm is extracted. The dotted line corresponds to a random guess classifier for which
P is equal to the fraction of leakage events over all QEC cycles and runs. Insets in c,d: the HMM optimality O as a function of
the discrimination fidelity FL between |1〉 and |2〉. The corresponding error bars (extracted over 2× 104 runs of 20 QEC cycles
each) are smaller than the symbol size. The vertical dashed line corresponds to the experimentally measured FL = 88.4%.
e,f Average response in time of the ancilla-qubit HMMs (diamonds) to leakage, in comparison to the actual leakage probability
extracted directly from the readout (dashed), extracted over 4 × 104 runs of 50 QEC cycles each. The average is computed
by selecting single realizations where the qubit was in the computational subspace for at least 3 QEC cycles and then in the
leakage subspace for 5 or more.
no ability to detect leakage at all. We attribute this to the
boundary ancilla qubits having only a single neighboring
stabilizer, compared to bulk ancilla qubits having 3 in
Surface-17. The HMMs corresponding to pairs of same-
type (X or Z) bulk ancilla qubits exhibit significantly
different PR curves (see Fig. 6 a,b), despite the appar-
ent symmetry of Surface-17. This symmetry is broken
by the use of high- and low-frequency transmons as data
qubits, leading to differences in the order in which an
ancilla qubit interacts with its neighboring data qubits
(see [46] and Fig. 8), together with the fact that CZs
with L1 6= 0 do not commute in general. In addition to
a low O (Q), the errors propagated by the leaked ancilla
qubits (and hence the signatures of ancilla-qubit leak-
age) depend on φLstat and φ
L
flux (randomized in the sim-
ulations). The values of these phases generally lead to
different pd than the ones parameterizing the HMM. The
latter is extracted based on the average pd observed over
the runs (see Appendix E). In the worst-case (for leak-
age detection), these phases can lead to no errors being
propagated onto the neighboring data qubits, resulting
in the undetectability of leakage. The mismatch between
the fluctuating pd (over φLstat and φ
L
flux) and the average
value hinders the ability of the ancilla-qubit HMMs to
detect leakage. Even if these phases were individually
controllable, tuning them to maximize the detection ca-
pability of the HMMs would also lead to an undesirable
increase in εL of a (leakage-unaware) decoder (see Fig. 2).
To alleviate these issues, we consider the state-
dependent information obtained from the analog mea-
surement outcome. The discrimination fidelity be-
tween |1〉 and |2〉 is defined as
FL = 1− P (1 | 2) + P (2 | 1)
2
, (6)
where P (i | j) is the conditional probability of declar-
ing the measurement outcome i given that the qubit
has been prepared in state |j〉, assuming that no exci-
tation or relaxation occur during the measurement (ac-
counted for in post-processing). Here we assume that
8P (0 | 2) = P (2 | 0) = 0, as observed in experiment
(see Fig. 9). We focus on the discrimination fidelity as
in our simulations relaxation is already accounted for in
the measurement outcomes (see Appendix A). We ex-
tract FL from recent experimental data [20], where the
readout pulse was only optimized to discriminate be-
tween the computational states. By taking the in-phase
component of the analog measurement, for each state |j〉
a Gaussian distribution Nj is obtained, from which we
get FL = 88.4% (see Appendix C).
In order to emulate the analog measurement in simu-
lation, given an ancilla-qubit measurement outcome m ∈
{0, 1, 2}, we sample the in-phase response Im from the
corresponding distribution Nm. The probability of the
ancilla qubit being leaked given Im is computed as
pLm =
N2 (Im)∑
j∈{ 0,1,2 }Nj (Im)
. (7)
The ancilla-qubit HMMs use the sampled responses Im,
in combination with the observed defects, to detect leak-
age.
The PR curves of the HMMs using the analog readout
are shown in Fig. 6 c,d, from which an average O (Q) ≈
96% can be extracted for the ancilla-qubit HMMs. Given
that projective measurements are used in the simulations,
AUCDM (Q) = 1 for ancilla qubits. The temporal re-
sponses of the HMMs to leakage are shown in Fig. 6 e,f,
showing a sharp response to a leakage event, with an
expected delay in the detection of at most 2 QEC cy-
cles. A further benefit of the inclusion of the analog-
measurement information is that the detection capability
of the HMMs is now largely insensitive to the fluctuations
in φLstat and φ
L
flux.
We explore O (Q) as a function of FL, as shown in the
inset of Fig. 6 c,d. To do this, we model Nj for each state
as symmetric and having the same standard deviation, in
which case FL is a function of their signal-to-noise ratio
only (see Appendix C). At low FL (. 60%) the detec-
tion of leakage is possible but very limited, especially for
the boundary ancilla qubits. On the other hand, even at
moderate values of FL (≈ 80%), corresponding to exper-
imentally achievable values, ancilla-qubit leakage can be
accurately identified for both bulk and boundary ancilla
qubits. Furthermore, relying solely on the analog mea-
surements would allow for the potential minimization of
the error spread associated with ancilla-qubit leakage,
given controllability over φLstat and φ
L
flux, without com-
promising the capability of the HMMs to detect leakage.
G. Improving code performance via post-selection
We use the detection of leakage to reduce the logical
error rate εL via post-selection on leakage detection, with
the selection criterion defined as
max
Q,n
pL (Q,n) ≥ pLth (Q) . (8)
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Figure 7: Improvement in the logical error rate εL via
post-selecting on the detection of leakage for a MWPM de-
coder (green) and the decoder upper bound (red). The post-
selection is based on the probabilities predicted by the HMMs
(solid) or on those extracted from the density-matrix simula-
tion (dashed), for 2 × 104 runs of 20 QEC cycles each. The
physical error rate of a single transmon qubit under decoher-
ence is also given (solid black). Detection of leakage allows
for the restoration of the performance of the MWPM de-
coder, reaching the memory break-even point by discarding
about ≈ 47% of the data. The logical error rates obtained
from simulations without leakage (and without post-selection)
are indicated by diamonds.
We thus post-select any run for which the leakage proba-
bility of any qubit exceeds the defined threshold in any of
the QEC cycles. Note that, while this criterion is insensi-
tive to overestimation of the leakage probability due to a
leaked neighboring qubit (see Appendix F), it is sensitive
to the correct detection of leakage in the first place and
to the HMM response in time (especially for short-lived
leakage events).
We perform the multi-objective optimization
min
pLth(Q)
(f, εL) ,
subject to 0.02 ≤ pLth (Q) ≤ 1,
where f is the fraction of discarded data. The inequality
constraint on the feasible space is helpful for the fitting
procedure, required to estimate εL. This optimization
uses an evolutionary algorithm (NGSA-II ), suitable for
conflicting objectives, for which the outcome is the set
of lowest possible εL for a given f . This set is known
as the Pareto front and is shown in Fig. 7 for both
the MWPM and UB decoders. In Fig. 7 we also compare
post-selection based on the HMMs against post-selection
based on the density-matrix simulation. Here we use the
predictions of the HMMs which include the analog mea-
surement outcome with the experimentally extracted FL
(see Section I F). The observed agreement between the
two post-selection methods proves that the performance
gain is due to discarding runs with leakage instead of
runs with only regular errors. The performance of the
MWPM decoder is restored below the quantum memory
9break-even point by discarding f ≈ 47%. The logical er-
ror rates extracted from simulations without leakage are
achieved by post-selection of f ≈ 57% and f ≈ 43% of
the data for the MWPM and UB decoders, respectively,
when leakage is included.
II. DISCUSSION
We have investigated the effects of leakage and
its detectability using density-matrix simulations of a
transmon-based implementation of Surface-17. Data and
ancilla qubits tend to be sharply projected onto the leak-
age subspace, either indirectly by a back-action effect of
stabilizer measurements for data qubits or by the mea-
surement itself for ancilla qubits. During leakage, a large,
but local, increase in the defect rate of neighboring qubits
is observed. For data qubits we attribute this to the anti-
commutation of the involved stabilizer checks, while for
ancilla qubits we find that it is due to an interaction-
dependent spread of errors to the neighboring qubits. We
have developed a low-cost and scalable approach based
on HMMs, which use the observed signatures together
with the analog measurements of the ancilla qubits to ac-
curately detect the time and location of leakage events.
The HMM predictions are used to post-select out leak-
age, allowing for the restoration of the performance of
the logical qubit below the memory break-even point by
discarding f ≈ 47%, opening the prospect of near-term
QEC demonstrations even in the absence of a dedicate
leakage-reduction mechanism.
A few noise sources have not been included in the sim-
ulations. First, we have not included readout-declaration
errors, corresponding to the declared measurement out-
come being different from the state in which the ancilla
qubit is projected by the measurement itself. These er-
rors are expected to have an effect on the performance
of the MWPM decoder, as well as a small effect on the
observed optimality of the HMMs. We have also ignored
any crosstalk effects, such as residual couplings, cross-
driving or dephasing induced by measurements on other
qubits. While the presence of these crosstalk mechanisms
is expected to increase the error rate of the code, it is not
expected to affect the HMM leakage-detection capability.
We have assumed measurements to be perfectly projec-
tive. However, for small deviations, we do not expect a
significant effect on the projection of leakage and on the
observation of the characteristic signatures.
We now discuss the applicability of HMMs to other
quantum-computing platforms subject to leakage and de-
termine a set of conditions under which leakage can be
efficiently detected. First, we assume single- and two-
qubit gates to have low leakage probabilities, otherwise
QEC would not be possible in general. In this way, single-
and two-qubit leakage probabilities can be treated as per-
turbations to block-diagonal gates, with one block for
the computational subspace C and one for the leakage
subspace L. We focus on the gates used in the sur-
face code, i.e., CZ and Hadamard H (or RY (pi/2) rota-
tions or equivalent gates). We consider data-qubit leak-
age first. We have observed that it is made detectable
by the leakage-induced anti-commutation of neighbor-
ing stabilizers. The only condition ensuring this anti-
commutation is that H acts as the identity in L or that it
commutes with the action of CZ within the leakage block
(see Appendix D), regardless of the specifics of such ac-
tion. Thus, data-qubit leakage is detectable via HMMs
if this condition is satisfied. In particular, it is automat-
ically satisfied if L is 1-dimensional. We now consider
ancilla-qubit leakage. Clearly, ancilla-qubit leakage de-
tection is possible if the readout discriminates computa-
tional and leakage states perfectly or with high fidelity. If
this is not the case, the required condition is that leaked
ancilla qubits spread errors according to non-trivial leak-
age conditional phases, constituting signatures that can
be used by an HMM. If even a limited-fidelity readout is
available, it can still be used to strengthen this signal, as
demonstrated in Section I F. An issue is the possibility
of the readout to project onto a superposition of compu-
tational and leakage subspaces. In that case, the signifi-
cance of ancilla-qubit leakage is even unclear. However,
for non-trivial leakage conditional phases, we expect a
projection effect to the leakage subspace by a back-action
of the stabilizer measurements, due to leakage-induced
errors being detected onto other qubits, similarly to what
observed for data qubits.
The capability to detect the time and location of a
leakage event demonstrated by the HMMs could be used
in conjunction with leakage-reductions units (LRUs) [37].
These are of fundamental importance for fault tolerance
in the presence of leakage, since in [40] a threshold for
the surface code was not found if dedicated LRUs are
not used to reduce the leakage lifetime beyond the one
set by the relaxation time. While the latter constitutes
a natural LRU by itself, we do not expect it to ensure a
threshold since, together with a reduction in the leakage
lifetime, it leads to an increase in the regular errors due
to relaxation. A few options for LRUs in superconduct-
ing qubits are the swap scheme introduced in [36], or the
use of the readout resonator to reset a leaked data-qubit
into the computational subspace, similarly to [54, 55].
An alternative is to use the |02〉 ↔ |11〉 crossing to re-
alize a “leakage-reversal” gate that exchanges the leak-
age population in |02〉 to |11〉. An even simpler gate
would be a single-qubit pi pulse targeting the |1〉 ↔ |2〉
transition. All these schemes introduce a considerable
overhead either in hardware (swap, readout resonator),
or time (swap, readout resonator, leakage-reversal gate),
or they produce leakage when they are applied in the
absence of it (leakage-reversal gate, pi pulse). Thus, all
these schemes would benefit from the accurate identifi-
cation of leakage, allowing for their targeted application,
reducing the average circuit depth and minimizing the
probability of inadvertently inducing leakage.
We discuss how decoders might benefit from the de-
tection of leakage. Modifications to MWPM decoders
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have been developed for the case when ancilla-qubit leak-
age is directly measured [17, 40], and when data-qubit
leakage is measured in the LRU circuits [40]. Further
decoder modifications might be developed to achieve a
lower logical error rate relative to a leakage-unaware de-
coder, by taking into account the detected leakage and
the probability of leakage-induced errors, as well as the
stabilizer information that can still be extracted from
the superchecks (see Appendix D). In the latter case,
a decoder could switch back and forth from standard
surface-code decoding to e.g. the partial subsystem-code
decoding in [50–52]. Given control of the leakage con-
ditional phases, the performance of this decoder can be
optimized by setting φLstat = pi and φ
L
flux = 0, minimiz-
ing the spread of phase errors on the neighboring data
qubits by a leaked ancilla qubit, as well as the noise on
the weight-6 stabilizer extraction in the case of a leaked
data qubit (see Appendix D). Given a moderate discrim-
ination fidelity of the leaked state, this is not expected
to compromise the detectability of leakage, as discussed
in Section I F. At the same time, for such a decoder we
expect the improvement in the logical error rate to be
limited in the case of low-distance codes such as Surface-
17, as single-qubit errors can result in a logical error.
This is because leakage effectively reduces the code dis-
tance, either because a leaked data qubit is effectively
removed from the code, or because of the fact that a
leaked ancilla qubit is effectively disabled and in addi-
tion spreads errors onto neighboring data qubits. Large
codes, for which leakage could be well tolerated (depend-
ing on the distribution of leakage events), cannot be stud-
ied with density-matrix simulations, as done in this work
for Surface-17. However, the observed sharp projection
of leakage and the probabilistic spread of errors justify
the stochastic treatment of this error [40]. Under the
assumption that amplitude and phase damping can be
modeled stochastically as well, we expect that the per-
formance of decoders and LRUs in large surface codes
can be well approximated in the presence of leakage.
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Appendix A: Simulation protocol
For the Surface-17 simulations we use the open-source
density-matrix simulation package quantumsim [27],
available at [47]. For decoding we use a MWPM de-
coder [27], for which the weights of the possible error pair-
ings are extracted from Surface-17 simulations via adap-
tive estimation [56] without leakage (L1 = 0) and an oth-
erwise identical error model (described in Appendix B).
The logical performance of the surface code as a quan-
tum memory is the ability to maintain a logical state
over a number of QEC cycles. We focus on the Z-basis
logical |0〉L, but we have observed nearly identical per-
formance for |1〉L. We have not performed simulations
for the X-basis logical states |±〉L = 1√2 (|0〉L ± |1〉L),
as previous studies did not observe a significant differ-
ence between the two bases [27]. The state |0〉L is pre-
pared by initializing all data qubits in |0〉, after which it
is maintained for a fixed number of QEC cycles (maxi-
mum 20 or 50 in this work), with the quantum circuit
given in Fig. 8. The first QEC cycle projects the logical
qubit into a simultaneous eigenstate of the X- and Z-
type stabilizers [28], with the Z measurement outcomes
X2
Z2
D4
D3
D2
D1
X1
Z1
H H
H H
H H
H H
H H
H H
H H
H H
H H
H H
Figure 8: The quantum circuit for a single QEC cycle
employed in simulation, for the unit-cell scheduling defined
in [46]. The qubit labels and frequencies correspond to the
lattice arrangement shown in Fig. 2. Gray elements corre-
spond to operations belonging to the previous or the follow-
ing QEC cycle. The X-type parity checks are performed at
the start of the cycle, while the Z-type parity checks are ex-
ecuted immediately after the Z-type stabilizer measurements
from the previous cycle are completed. The duration of each
operation is given in Table I. The arrow at the bottom indi-
cates the repetition of QEC cycles.
being +1 in the absence of errors, while the X outcomes
are random. The information about the occurred errors
is provided by the stabilizer measurement outcomes from
each QEC cycle, as well as by a Z-type stabilizer mea-
surements obtained by measuring the data qubits in the
computational basis at the end of the run. This informa-
tion is provided to the MWPM decoder, which estimates
the logical state at the end of the experiment by track-
ing the Pauli frame. For decoding, we assume that the
|2〉 state is measured as a |1〉, as in most current exper-
iments. In Section I F we considered the discrimination
of |2〉 in readout, which can be used for leakage detection.
While this information can be also useful for decoding,
we do not consider a leakage-aware decoder in this work.
The logical fidelity FL (n) at a final QEC cycle n is
defined as the probability that the decoder guess for the
final logical state matches the initially prepared one. The
logical error rate εL is extracted by fitting the decay as
FL (n) =
1
2
[
1 + (1− 2εL)n−n0
]
, (A1)
where n0 is a fitting parameter (usually close to 0) [27].
Appendix B: Error model and parameters
In the simulations we include qubit decoherence via
amplitude-damping and phase-damping channels. The
time evolution of a single qubit is given by the Lindblad
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Parameter Value
Relaxation time T1 30 µs
Sweetspot dephasing time Tφ,max 60 µs
High-freq. dephasing time
at interaction point Tφ,int 8 µs
Mid-freq. dephasing time
at interaction point Tφ,int 6 µs
Mid-freq. dephasing time
at parking point Tφ,park 8 µs
Low-freq. dephasing time
at parking point Tφ,park 9 µs
Single-qubit gate time tsingle 20 ns
Two-qubit interaction time tint 30 ns
Single-qubit phase-correction time tcor 10 ns
Measurement time tm 600 ns
QEC-cycle time tc 800 ns
Table I: The parameters for the qubit decoherence times and
for the gate, measurement and QEC-cycle durations used in
the density-matrix simulations.
equation
dρ
dt
= −i [H, ρ] +
∑
i
LiρL
†
i −
1
2
{
L†iLi, ρ
}
, (B1)
where H is the transmon Hamiltonian
H = ωa†a+
α
2
(a†)2a2, (B2)
with a the annihilation operator, ω and α the qubit fre-
quency and anharmonicity, respectively, and Li the Lind-
blad operators. Assuming weak anharmonicity, we model
amplitude damping for a qutrit by
Lamp =
√
1
T1
a. (B3)
The |2〉 lifetime is then characterized by a relaxation
time T1/2. Dephasing is described by
Ldeph,1 =
√
8
9Tφ
1 0 00 0 0
0 0 −1
 , (B4)
Ldeph,2 =
√
2
9Tφ
1 0 00 −1 0
0 0 0
 , (B5)
Ldeph,3 =
√
2
9Tφ
0 0 00 1 0
0 0 −1
 , (B6)
leading to a dephasing time Tφ between |0〉 (resp. |1〉)
and |1〉 (|2〉), and to a dephasing time Tφ/2 between |0〉
and |2〉 [9]. The Lindblad equation is integrated for a
time t to obtain an amplitude- and phase-damping su-
peroperator R↓,t, expressed in the Pauli Transfer Matrix
representation. For a gate Rgate of duration tgate, deco-
herence is accounted by applying R↓,tgate/2RgateR↓,tgate/2.
For idling periods of duration tidle, R↓,tidle is applied.
For single-qubit gates we only include the amplitude
and phase damping experienced over the duration tsingle
of the gate. These gates are assumed to not induce
any leakage, motivated by the low leakage probabili-
ties achieved [8, 44], and to act trivially in the leakage
subspace. For two-qubit gates, namely the CZ, we fur-
ther consider the increased dephasing rate experienced by
qubits when fluxed away from their sweetspot. In super-
conducting qubits, flux noise shows a typical power spec-
tral density Sf = A/f , where f is the frequency and
√
A
is a constant. In this work we consider
√
A = 4 µΦ0,
where Φ0 is the flux quantum. Both low- and high-
frequency components are contained in Sf , which we de-
fine relative to the CZ gate duration tCZ. Away from the
sweetspot frequency ωmax, a flux-tunable transmon has
first-order flux-noise sensitivity Dφ =
1
2pi
∣∣ ∂ω
∂Φ
∣∣. The high-
frequency components are included as an increase in the
dephasing rate Γφ = 1/Tφ (compared to the sweetspot),
given by Γφ = 2pi
√
ln 2ADφ [57], while the low-frequency
components are not included due to the built-in echo
effect of Net-Zero pulses [9]. High- and mid-frequency
qubits are fluxed away to different frequencies, with de-
phasing rates computed with the given formula. Fur-
thermore, during a few gates low-frequency qubits are
fluxed away to a “parking” frequency in order to avoid
unwanted interactions [46]. The computed dephasing
times at the interaction point are given in Table I. For
the CZ gates, we include this increased dephasing dur-
ing the time tint spent at the interaction point, while for
the phase-correction pulses of duration tcor we consider
the same dephasing time as at the sweetspot. We do
not include deviations in the ideal single-qubit phases of
the CZ gate φ01 = 0 and φ10 = 0 and the two-qubit
phase φ11 = pi, under the assumption that gates are well
tuned and that the low-frequency components of the flux
noise are echoed out [9].
We now consider the coherence of leakage in the
CZ gates, which in the rotating frame of the qutrit is
modeled as the exchanges
|11〉 7→
√
1− 4L1 |11〉+ eiφ
√
4L1 |02〉 , (B7)
|02〉 7→
√
1− 4L1 |02〉 − e−iφ
√
4L1 |11〉 , (B8)
with L1 the leakage probability [48]. The phase φ can
lead to an interference effect between consecutive appli-
cations of the CZ gate across pairs of data and ancilla
qubits. In terms of the full density matrix, the dynamics
of Eqs. (B7) and (B8) leads to a coherent superposition
of computational and leaked states
ρ =
(
ρC ρcoh
ρcoh ρL
)
, (B9)
where ρC (resp. ρL) is the density matrix restricted to
the computational (leakage) subspace, while ρcoh are the
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off-diagonal elements between these subspaces. We ob-
serve that varying the phase φ does not have an effect on
the dynamics of leakage or on the logical error rate. We
attribute this to the fact that each ancilla qubit interacts
with a given data qubit only once during a QEC cycle
and it is measured at the end of it (and as such it is de-
phased). Thus, the ancilla-qubit measurement between
consecutive CZ gates between the same pair prevents any
interference effect. Furthermore, setting ρcoh = 0, does
not affect the projection and signatures of leakage nor
the logical error rate (at least for the logical state pre-
pared in the Z basis), leading to an incoherent leakage
model. We attribute this to the projection of leakage it-
self, which leaves the qubit into a mostly incoherent mix-
ture between the computational and leakage subspaces.
In the harmonic rotating frame, |2〉 is expected to acquire
an additional phase during periods of idling, proportional
to the anharmonicity. However, following the reasoning
presented above, we also believe that this phase is irrel-
evant.
An incoherent leakage model offers significant compu-
tational advantage for density-matrix simulations. For
the case where ρcoh 6= 0, the size of the stored density ma-
trix at any time is 46 × 94 (6 low-frequency data qubits,
3 high-frequency data qutrits plus 1 ancilla qutrit cur-
rently performing the parity check). Setting ρcoh = 0
reduces the size of the density matrix to 46 × 54, since
for each qutrit only the |2〉 〈2| matrix element is stored
in addition to the computational subspace. Thus, for the
simulations in this work we rely on an incoherent model
of leakage.
Measurements of duration tm are modeled by applying
R↓,tm/2RprojR↓,tm/2, where R↓,tm/2 are periods of ampli-
tude and phase damping and Rproj is a projection oper-
ator. This projector is chosen according to the Born rule
and leaves the ancilla qubit in either |0〉, |1〉 or |2〉. We
do not include any declaration errors, which are defined
as the measurement outcome being different from the
state of the ancilla qubit immediately after the projec-
tion. Furthermore, we do not include any measurement-
induced leakage, any decrease in the relaxation time via
the Purcell effect or any measurement-induced dephas-
ing via broadband sources. We do not consider non-ideal
projective measurements (leaving the ancilla in a super-
position of the computational states) due to the increased
size of the stored density matrix that this would lead to.
Appendix C: Transmon measurements in experiment
We consider the measurements of transmons in exper-
iment [20], which is enabled by the dispersive coupling
between a transmon and a dedicated readout resonator.
The resonator is connected to a common feedline via a
dedicated Purcell filter [16]. Measurement is performed
by applying a readout pulse to the feedline, populating
the resonator with photons. Each transmon induces a
state-dependent shift of the frequency of the readout res-
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Figure 9: The analog measurement of transmons as extracted
from experiment. a Histograms of the in-phase I and quadra-
ture Q components of the measured readout for a transmon
prepared in |0〉, |1〉 or |2〉. b The histograms of the responses
for the transmon initially prepared in |0〉 or |1〉, projected
along the rotated quadrature maximizing the discrimination
fidelity F 01 = 99.6%. c The histograms of the responses
for the transmon initialized in |1〉 or |2〉, projected along the
I axis, in which case discrimination is achieved with a fi-
delity F 12 = 88.4%.
onator, changing the amplitude and phase of the out-
going photons. This outgoing signal is amplified and
the in-phase (I) and quadrature (Q) components are ex-
tracted. For calibration of the single-shot readout, the
transmon is prepared in either |0〉, |1〉 or |2〉 and sub-
sequently measured. Repeating this experiment charac-
terizes the spread of the I and Q components of each
state |i〉, which typically follow a two-dimensional Gaus-
sian distribution Ni with mean ~µi and standard devia-
tion ~σi in the IQ plane [16, 58], as exemplified in Fig. 9 a.
Given an analog measurement of I and Q, the proba-
bility of a transmon being in state |i〉 can be expressed
as
P (i | I,Q) = P (I,Q | i)P (i)
P (I,Q)
, (C1)
where
P (I,Q) =
∑
j∈{ 0,1,2 }
P (I,Q | j)P (j) . (C2)
We assume that the prior state probabilities are equally
likely. Furthermore, given the typically observed Gaus-
sian distributions, it holds that P (I,Q | i) = Ni (I,Q),
which leads to
P (i | I,Q) = Ni (I,Q)∑
j∈{ 0,1,2 }Nj (I,Q)
. (C3)
In experiment, one is typically interested in discrimi-
nating between pairs of states |i〉 and |j〉, for which the
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discrimination fidelity is defined as
F ij = 1− P (j | i)P (i)− P (i | j)P (j) , (C4)
where P (i | j) is the probability of declaring a mea-
surement outcome i given a prepared state |j〉, under
the assumption of no excitation or relaxation during
the measurement (accounted for in post-processing), and
where P (i) is the prior probability of the qubit being in
state |i〉. Hence, the discrimination fidelity corresponds
to the probability of correctly declaring the projected
state. We focus on the discrimination fidelity as in our
simulations relaxation is already accounted for in the
measurement outcomes (see Appendix A). We assume
P (i) = P (j) = 12 , which leads to
F ij = 1− P (j | i) + P (i | j)
2
. (C5)
This can be related to the signal-to-noise ratio SNR =
|~µi − ~µj | /2σ, assuming symmetric Gaussian distribu-
tions, as
F ij = 1− 1
2
erfc
(
SNR√
2
)
. (C6)
The IQ response can be projected onto the axis joining
the centers of a pair of two-dimensional Gaussian distri-
butions, allowing to consider a single quadrature while
maximizing the discrimination fidelity. Without loss of
generality, we consider this optimal axis to be along I.
This allows to express Eq. (C3) as
P (i | I) = Ni (I)∑
j∈{ 0,1,2 }Nj (I)
, (C7)
where Ni (I) is the marginal of Ni (I,Q). In experi-
ment, in order to declare a binary measurement out-
come, a threshold value for I is introduced, separat-
ing the regions for declaring either outcome. Follow-
ing this approach, for a 3-outcome measurement, three
projection axes are needed in general. However, since
the Gaussian distributions for |1〉 and |2〉 are typically
well-separated from the one for |0〉, it is possible to use
only two axes, i.e., one to discriminate |0〉 from |1〉, and
one to further discriminate |2〉 from the rest. For the
measurement calibration from experiment [20], shown
in Fig. 9 a, the discrimination between |0〉 and |1〉 can
be achieved by projecting the analog responses along a
rotated quadrature axis which maximizes the discrimi-
nation fidelity F 01 = 99.6%. Discriminating between |1〉
and |2〉 is performed with F 12 = 88.4% by projecting
along a rotated in-phase axis, maximizing this fidelity.
Appendix D: Leakage-induced anti-commutation
We study the behavior of neighboring stabilizers in the
presence of a leaked data qubit. We focus on a parity-
check operator in the bulk of the surface code. For the
D4
Z1
Z2
X1
X2
a
0.0
0.5
1.0
p
d
b Z1Z2
0
pi
10
2pi
10
3pi
10
4pi
10
5pi
10
Leak. cond. phase φLstat
0.0
0.5
1.0
p
d
c X1X2
Figure 10: The effects of data-qubit leakage on the sta-
bilizers of the code. a Sketch of how data-qubit leakage in
the bulk (e.g. on D4) effectively defines weight-3 gauge op-
erators, whose product forms a weight-6 X-type (purple) or
Z-type (teal) “supercheck” stabilizer, in addition to the stan-
dard weight-2 X-type (blue) and Z-type (green) stabilizers.
b,c The average probability pd of observing a defect on the
supercheck stabilizers during leakage on D4 (defined by the
leakage probability being above a threshold of 0.5) as a func-
tion of the leakage conditional phase φLstat.
frequency scheme of Fig. 2, this involves two leakage-
prone high-frequency transmons and two low-frequency
transmons, modeled as qutrits and qubits, respectively.
The ancilla qubit used to perform the parity checks is
leakage prone as well. However, here we do not con-
sider this possibility, given the low probability of a pair
of neighboring data and ancilla qubits to be leaked si-
multaneously.
We consider the CZ for transmons described in Sec-
tion I A, without including any decoherence. In the limit
of the leakage probability L1 → 0 (and leakage mobil-
ity Lm → 0), for an ancilla qubit A and a high-frequency
data qubit D, the CZ can be decomposed as
|0〉 〈0|A ⊗
1 0 00 1 0
0 0 −1

D
+ |1〉 〈1|A ⊗
1 0 00 −1 0
0 0 −e−iφLstat

D
(D1)
=: |0〉 〈0|A ⊗ I˜D + |1〉 〈1|A ⊗ Z˜D. (D2)
Note that I˜|C = I and Z˜|C = Z, where I and Z are
the standard identity and Pauli Z operators, respectively,
and C is the qubit computational subspace. For a CZ
between an ancilla qubit and a low-frequency data qubit,
it simply holds |0〉 〈0|A⊗ID+ |1〉 〈1|A⊗ZD. Small values
of L1, as observed in experiment [9], can be treated as a
perturbation to this.
For a parity-check measurement, the back-action on
the state of the data qubits is given by either one of two
operators, depending on the outcome. In the case of a
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Z-type parity-check unit, these operators are given by
MZ± =
I˜abcd ± Z˜abcd
2
, (D3)
where I˜abcd := I˜aI˜bIcId and Z˜abcd := Z˜aZ˜bZcZd. Un-
der the assumption that single-qubit gates, namely the
Hadamard gate, do not induce any leakage and act triv-
ially on the leakage subspace, for the X-type parity-check
unit these operators are instead given by
MX± =
I˜abcd ± X˜abcd
2
, (D4)
where X˜abcd := X˜aX˜bXcXd and
X˜ =
0 1 01 0 0
0 0 −e−iφLstat
 , (D5)
in which case X˜|C = X with X the standard Pauli oper-
ator.
The X-type and Z-type parity checks commute if and
only if MZ± and M
X
± commute, as it holds[
MZ± ,M
X
±
]
=
1
4
[
Z˜abcd, X˜abcd
]
(D6)
(and also
[
MZ± ,M
X
±
]
= − [MZ± ,MX∓ ]). To compute the
commutator we first evaluate[
Z˜, X˜
]
= 2i
0 −i 0i 0 0
0 0 0
 , (D7)
{
Z˜, X˜
}
= 2
0 0 00 0 0
0 0 e−2iφ
L
stat
 . (D8)
It follows that {
Z˜, X˜
} ∣∣∣
C
= {Z,X} = 0, (D9)[
Z˜, X˜
] ∣∣∣
L
= 0, (D10)
when restricted to the computational and leakage sub-
spaces, respectively. Notice that, when all data qubits
are in the computational subspace, it holds{
Z˜abcd, X˜abcd
} ∣∣∣
C
= {Zabcd, Xabcd} = 0 (D11)
as in the standard qubit case, where Zabcd = ZaZbZcZd
and Xabcd = XaXbXcXd. Furthermore, we note
that Eq. (D10) holds solely because H acts trivially in L
(as we assume) and it would continue to hold as long
as H commutes with CZ on L.
We now consider the case in which one of the high-
frequency data qubits is in L (say a) and the remaining
ones are in C. In this case{
Z˜abcd, X˜abcd
} ∣∣∣
La
=
{
−e−iφLstatZbcd,−e−iφLstatXbcd
}
= e−iφ
L
stat {Zbcd, Xbcd} = 0. (D12)
This shows that, in the presence of data-qubit leakage,
MZ± and M
X
± do not commute. In particular, Z˜abcd
and X˜abcd anti-commute and this result is independent
of the leakage conditional phase. Furthermore, it holds
MZ± |La =
Ibcd ± e−iφLstatZbcd
2
(D13)
and similarly for MX± |La .
For φLstat = 0, pi, M
X
± |La are projectors onto the
±-eigenspaces of Zbcd or Xbcd, constituting effec-
tive weight-3 parity checks. In this case the anti-
commutation [Eq. (D12)] leads to fully randomized
ancilla-qubit measurement outcomes, corresponding to a
probability pd = 50% of observing a defect each QEC cy-
cle on each of the neighboring stabilizers. However, the
product of two weight-3 same-type checks is a weight-
6 stabilizer of the surface code, thus the product of the
two ancilla-qubit measurement outcomes corresponds to
the parity of the 6 data qubits involved. In particular,
the stabilizer group can be redefined as including the
standard weight-4 checks which do not involve the leaked
qubit, together with the defined weight-6 “superchecks”,
while the weight-3 checks are gauge operators [50–53], as
illustrated in Fig. 10 a. For the superchecks to be cor-
rectly obtained, both X-type gauge operators need to be
measured before any of the two Z-type gauge operators
(or viceversa), which already holds true for the circuit
schedule we consider [46]. In the case of a leaked qubit
on the boundary, only one supercheck operator can be
defined (for a rotated surface code, this is a weight-4
X- or Z-type boundary supercheck), while the other one
must be ignored for decoding [50–52]. In the case of one
leaked data-qubit in Surface-17, the minimum weight of
a dressed logical operator is 2, reducing the code dis-
tance by 1. For example, if D4 is leaked, two X errors
on D2 and D7 constitute a logical X. In a larger surface
code, the reduction of the distance depends on the num-
ber of leaked qubits, as well as their distribution on the
lattice [50].
In the general case where φLstat 6= 0, pi, while the anti-
commutation still holds, MZ± |La and MX± |La are not pro-
jectors and thus the ancilla-qubit measurement outcomes
are not fully randomized, which is expected to have an
effect on the observed pd. However, in the simulations
pd ≈ 50% for both the case when φLstat is randomized
across runs (see Fig. 3) or when it is fixed, independently
of the specific value. Since the defects d are computed
as d [n] = m [n] ⊕m [n− 2], where m [n] is the measure-
ment outcome at QEC cycle n, even a moderate imbal-
ance between the probabilities of measuring m [n] = 0
and m [n] = 1 (fluctuating across QEC cycles) can lead a
defect probability pd ≈ 50%. Furthermore, the phase ro-
tations depending on φLstat affect the measurement of each
of the two weight-3 gauge operators independently, which
in turn undermines the correct extraction of the weight-6
stabilizer parity. This effect is observed in Fig. 10 b,c,
where in the case of φLstat = 0, pi the observed defect prob-
ability roughly corresponds to the expected one from a
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weight-6 check (relative to the observed one for the stan-
dard weight-4 and weight-2 checks in the absence of leak-
age), while a higher defect probability is observed other-
wise, reaching up to 50%. Hence, the control of φLstat in
experiment would be beneficial for decoding in the pres-
ence of data-qubit leakage whenever the superchecks are
considered.
Appendix E: HMM formalism
An HMM describes the time evolution of a set S =
{s} of not directly observable states s (i.e., “hidden”),
over a sequence of independent observables o = {oi}.
At each time step n the states undergo a Markovian
transition, such that the probability ps [n] of the sys-
tem being in the state s is determined by the previ-
ous distribution ps [n− 1] over all s ∈ S. These tran-
sitions can be expressed via the transition matrix A,
whose elements are the conditional probabilities As,s′ :=
P (s [n] = s | s [n− 1] = s′). A set of observables is then
generated with state-dependent probabilities Boi[n],s :=
P (oi [n] = oi | s [n] = s). Inverting this problem, the in-
ference of the posterior state probabilities ps [n] from the
realized observables is possible via
ps [n] = P (s [n] | o [n] , o [n− 1] , . . . , o [1]) (E1)
=
P (o [n] | s [n]) psprior [n]
P (o [n])
(E2)
=
∏
i P (oi [n] | s [n]) psprior [n]∏
i P (oi [n])
(E3)
=
∏
iBoi[n],sp
s
prior [n]∑
s′
∏
iBoi[n],s′p
s′
prior [n]
, (E4)
where psprior [n] is the prior probability
psprior [n] =
∑
s′
As,s′p
s′ [n− 1] . (E5)
We define Bo[n],s =
∏
iBoi[n],s, which for discrete oi con-
stitute the entries of the emission matrix B. In addition
to the transition and emission probabilities, the initial
state probabilities ps [n = 0] are needed for the compu-
tation of the evolution.
In the context of leakage detection, we consider only
two hidden states, S = {C,L}, namely whether the qubit
is in the computational (C) or the leakage subspace (L).
The transition matrix is parameterized in terms of the
leakage and seepage probabilities per QEC cycle. The
leakage probability is estimated as ΓC→L ≈ NfluxL1 (for
low L1), where Nflux is in how many CZ gates the qubit
is fluxed during a QEC cycle and L1 is the leakage prob-
ability per CZ gate. The seepage probability is esti-
mated by ΓL→C ≈ NfluxL2 +
(
1− e tcT1/2
)
, where tc is the
QEC cycle duration and T1 the relaxation time (see Ta-
ble I), while L2 is the seepage contribution from the
gate, where L2 = 2L1 due to the dimensionality ratio
between C and L for a qubit-qutrit pair [48]. The transi-
tion matrix A is then given by
A =
(
1− ΓC→L ΓL→C
ΓC→L 1− ΓL→C
)
. (E6)
We assume that all qubits are initialized in C, which de-
fines the initial state distribution pC [n = 0] = 1 used by
the HMMs.
The HMMs consider the defects d (Qi) ≡ di on the
neighboring ancilla qubits Qi at each QEC cycle, occur-
ring with probability pdi , as the observables for leak-
age detection. Explicitly, the emission probabilities
are parameterized in terms of the conditional probabili-
ties Bdi[n],s = P (di [n] | s) of observing a defect when the
modeled qubit is in s = C or s = L. We extract Bdi[n],C
directly from simulation, by averaging over all runs and
all QEC cycles, motivated by the possible extraction of
this probability in experiment. While this includes runs
when the modeled qubit was leaked, we observe no sig-
nificant differences in the HMM performance when we
instead post-select out these periods of leakage, which we
attribute to the low L1 per CZ gate. We extract Bdi[n],L
from simulation over the QEC cycles when the leakage
probability pLDM (Qi) as observed from the density matrix
is above a threshold of pLth = 0.5. In the case of ancilla-
qubit leakage, Bdi[n],L depends on the values of the leak-
age conditional phases φLstat and φ
L
flux. Thus, in the case
of randomized leakage conditional phases, the HMMs are
parameterized by the average Bdi[n],L. In the case of
data-qubit leakage, the extracted Bdi[n],L is ≈ 0.5 re-
gardless of the leakage conditional phases, as expected
from the anti-commuting stabilizers (see Section I C).
For ancilla-qubit leakage detection, the analog mea-
surement outcome Im can be additionally considered as
an observable, in which case o = {di, Im}. In this case,
the state-dependent probability is further parametrized
by BIm[n],C = P (Im [n] | C) = N0 (Im [n]) + N1 (Im [n])
and by BIm[n],L = P (Im [n] | L) = N2 (Im [n]), where Ni
are the Gaussian distributions of the analog responses in
the IQ plane, projected along a rotated in-phase axis I,
following the same treatment as in Appendix C.
Appendix F: HMM error budget
In this section we explore the limiting factors behind
the remaining suboptimality of the HMMs presented in
this work. The HMMs consider the probability of ob-
serving a defect at a given QEC cycle on each stabilizer
independently, thus they do not take into account the
correlations between defects due to regular errors. Data-
qubit errors or hook errors (which are data-qubit errors
propagated due to a single ancilla-qubit error during the
parity-check circuit) give rise to a pair of correlated de-
fects on different stabilizers either in the same QEC cy-
cle or in two consecutive ones. Ancilla-qubit errors or
measurement-declaration errors instead give rise to pairs
of correlated defects on the same stabilizer and for one or
18
D3D4D5X0X1X2X3Z0Z1Z2Z3
HMM
D3
D4
D5
X0
X1
X2
X3
Z0
Z1
Z2
Z3
L
ea
k
ed
q
u
b
it
a
A B C A B C A B C
0.6
0.8
1.0
O
p
t.
O
D3 D4 D5b
10−2
10−1
100
L
ea
k
a
g
e
p
ro
b
.
p L
Figure 11: The crosstalk between the HMMs. a Average
responses of all HMMs 1 QEC cycle after a given qubit leaks.
We select individual realizations where the leakage probabil-
ity pL is first below and then above a threshold pLth = 0.5 for 5
and 8 QEC cycles, respectively. b The extracted data-qubit
HMM optimality O. A: optimality of the HMMs including all
error sources. B: runs where ancilla-qubit leakage was present
(according to density matrix) are discarded. C: leakage on any
of the other data qubits (not tracked by the given HMM) is
discarded as well.
two QEC cycles, respectively. As the HMMs take an in-
crease in the defect probability as a signature of leakage,
this is expected to result in the HMMs overestimating
the probability of the tracked qubit being leaked. In ad-
dition, each HMM only takes the defects on the neighbor-
ing stabilizers as observables. Despite each HMM sharing
observables with the neighboring ones, the probability of
leakage at each QEC cycle is estimated independently
by each HMM. While this choice minimizes the compu-
tational overhead, as a result each HMM is additionally
prone to overestimating the probability of leakage when
a neighboring qubit is leaked instead (leading to an in-
creased defect probability observed on only a subset of
the stabilizers taken as observables by the HMM). The
HMMs can be expanded to account for these limitations,
either by increasing the number of hidden states to model
regular errors [20] or by expanding the set of observables
to include next-nearest neighbor stabilizers, in order to
account for leakage on neighboring qubits, in which case
the HMMs would be still local and hence scalable. As
either solution would increase the complexity and over-
head of the models, we evaluate the contributions of each
of these limitation to the detection capabilities of the
HMMs.
We first focus on the overestimation of the leak-
age probability predicted by the HMMs in the pres-
ence of leakage on a neighboring qubit, which we re-
fer to as “HMM crosstalk”. We consider the detection
scheme taking into account the analog measurements
(with the currently achieved experimental discrimination
fidelity FL, see Section I F). The average responses of all
HMMs to leakage events on any qubit and the predicted
leakage probability 1 QEC cycle after detection (defined
by the predicted probability crossing a threshold of 0.5)
are shown in Fig. 11 b. The responses of the neighboring
HMMs immediately (1-2 QEC cycles) after crossing this
threshold is indicative of the likelihood of leakage being
declared on a neighboring qubit (based on the extracted
HMM responses shown in Figs. 5 and 6). Across indi-
vidual runs, these parasitic responses can lead to false
detections. Ancilla-qubit HMMs are insensitive to leak-
age on other data or ancilla qubits (see Fig. 11). We
attribute this to the use of the analog measurement out-
comes which discriminate between |1〉 and |2〉 with mod-
erate fidelity and between |0〉 and |2〉) with very high
fidelity. Instead, data-qubit HMMs are prone to over-
estimating the response in the case of leakage on other
qubits. The crosstalk is proportional to the number of
shared observables between the pairs of HMMs and de-
pends on the expected defect probabilities during leakage
by each model.
We further break down the relative contributions to the
optimality O (defined in Section I E) of each of the data-
qubit HMMs due to the crosstalk, shown in Fig. 11 b.
Post-selecting out runs where ancilla-qubit leakage is
detected from the density matrix increases the aver-
age O of the three data-qubit HMMs from O ≈ 74.0%
to O ≈ 80.9%. Further post-selecting out events where
leakage is detected on any of the other data qubits (which
are not tracked by the given HMM) increases the aver-
age optimality to O ≈ 95.9%. The larger contribution
from neighboring data-qubit leakage is consistent with
the higher crosstalk (see Fig. 11 a) between data-qubit
HMMs relative to the ancilla-qubit ones and constitutes
the dominant limitation behind the HMM optimality. We
attribute the remaining suboptimality to the presence of
regular errors, caused by qubit relaxation and dephasing,
and to the parametrization of the transition and output
probabilities.
Appendix G: An alternative scheme for enhancing
ancilla-qubit leakage detection
We consider an alternative scheme (to the one con-
sidering the analog measurement outcomes) allowing for
enhancing ancilla-qubit leakage detection beyond that
achievable by only considering the increase in the defect
probability on neighboring stabilizers. In this scheme
a pi pulse is applied to each ancilla qubit every other
QEC cycle, accounted for in post-processing. Under the
assumption that a pi rotation has a trivial effect on a
leaked qubit, the post-processed measurement outcomes
(in the absence of errors) would show a flip every other
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Parameter Dlow Dmid Dhigh
ω/2pi at sweet spot (GHz) 4.9 6.0 6.7
α/2pi (MHz) −300 −300 −300
J1/2pi at int. point (MHz) 15 15
Table II: Parameters used in the CZ full-trajectory simula-
tions, with α the anharmonicity and J1 the coupling. We fol-
low the frequency scheme of [46] with the arrangement shown
in Fig. 2.
QEC cycle during the period of leakage, which corre-
sponds to a defect every QEC cycle. This scheme would
require minimal overhead, as these rotations can be inte-
grated with the existing single-qubit gates applied to the
ancilla qubits at the start of each QEC cycle. A down-
side is that ancilla qubits would spend more time in the
first excited state on average, increasing the effect of am-
plitude damping. We have not simulated this scheme,
but we have investigated it entirely in post-processing by
only applying flips to the measurement outcomes during
periods of ancilla-qubit leakage (as extracted from the
density matrix). Although this does not capture the in-
crease in the ancilla-qubit error rate due to amplitude
damping, we expect that it captures the effect of the
scheme on the detection of leakage.
The average HMM optimality for the bulk X and Z
ancilla qubits is O (X) ≈ 58.5% and O (Z) ≈ 51.5%, re-
spectively. For the boundary X and Z ancilla qubits,
it is O (X) ≈ 74.0% and O (Z) ≈ 43.0%, respectively.
This constitutes a considerable increase in optimality
relative to the scheme relying only on the observed de-
fects (see Fig. 6 a,b). However, the artificially induced
defects on leaked ancilla qubits lead to the increase in
the crosstalk between ancilla- and data-qubit HMMs.
This has the effect of lowering the average data-qubit
HMM optimality from O (D) ≈ 74.0% (see Section I E)
to O (D) ≈ 39.8%. While such scheme may be beneficial
for the post-selection-based scheme defined in Section I G
(as in that case leakage detected on any qubits leads to
discarding the run), it would be detrimental for leakage-
aware decoding or targeted leakage-reduction units as
these rely on the accurate detection in both time and
space.
Appendix H: Second-order leakage effects
In this section we consider exchanges between states
in the leakage subspace as a result of a CZ gate acting
on an already leaked qubit. We focus on the exchange
between |12〉 and |21〉, referred to as “leakage mobility”
in Section I A. We also expand the model to include |3〉 on
the fluxing qubit and consider the exchange between |03〉
and |12〉, which we call “superleakage”.
The Hamiltonian of two transmons dispersively cou-
pled via a bus resonator in the rotating-wave approxima-
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Figure 12: Heatmaps obtained from CZ full-trajectory
simulations, including (a,b,d) and not including (c) |3〉 in
the Hilbert space of the fluxing qubit. The conditional
phase φCZ (a), L1 (b) and Lm (c,d) are plotted versus the
flux-pulse parameters (see [9, 33] for definitions). The in-
teraction point is located at θf = 90 deg. The inset (top-
right) schematically shows the direct and effective couplings
between levels in the 3-excitation manifold at the interaction
point. The states |03〉 and |21〉 are on resonance, while |12〉
is detuned by one anharmonicity α.
tion is given by [9]
H(t) = ωstata
†
statastat +
αstat
2
(a†stat)
2a2stat
+ ωflux(Φ(t)) a
†
fluxaflux +
αflux
2
(a†flux)
2a2flux
+ J1(Φ(t)) (astata
†
flux + a
†
stataflux), (H1)
where a is the annihilation operator, ω and α are the
qubit frequency and anharmonicity, respectively, and J1
is the effective coupling mediated by virtual excita-
tions through the bus resonator. We assume that this
Hamiltonian is a valid approximation up to the included
states. For this Hamiltonian, multiple avoided crossings
are found when sweeping ωflux, as schematically shown
in Fig. 1. We perform full-trajectory simulations (fol-
lowing the same structure as in [9], excluding distortions
and quasi-static flux noise) using the parameters reported
in Table I and Table II. Note that extending these sim-
ulations to |3〉 does not affect the leakage probability L1
from the computational (C) to the leakage subspace (L),
nor the fidelity within C.
We define the superleakage probability L3 as
L3 := |〈03|SCZ(|12〉 〈12|)|03〉|2 , (H2)
where SCZ is the superoperator corresponding to the
simulated noisy CZ. L3 can be high depending on the
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specific parameters of the flux pulse and of the sys-
tem, as Fig. 12 b shows for the high-mid qubit pair,
even when φCZ = pi (see Fig. 12 a). We attribute this
to the avoided crossing between |12〉 ↔ |03〉 occurring
at ωint + |α|, where ωint is the fluxing-qubit frequency at
the interaction point. For fast-adiabatic flux pulses [33]
(with respect to the |11〉 ↔ |02〉 avoided crossing), puls-
ing the higher frequency qubit to the interaction point
results in the near-diabatic passage through |12〉 ↔ |03〉,
inducing a Landau-Zener transition in which a small but
finite population is transferred from |12〉 to |03〉. At
the CZ interaction point, the off-resonant interaction be-
tween |12〉 and |03〉 leads to a further population ex-
change, with a coupling strength
√
3J1. Compared to
the off-resonant exchange between |01〉 and |10〉, this in-
teraction is stronger by a factor
√
3, which can lead to
large values of L3 when combined with the initial popu-
lation transfer to |03〉 on the way to the avoided crossing.
Furthermore, the phases acquired during the two halves
of a Net-Zero pulse can lead to interference [9], increasing
or decreasing the |12〉 ↔ |03〉 exchange population. In-
cluding the |12〉 ↔ |03〉 crossing leads also to differences
in the values of the leakage conditional phases.
We now focus on leakage mobility, which occurs with
probability Lm, defined as
Lm := |〈21|SCZ(|12〉 〈12|)|21〉|2 . (H3)
If |3〉 is not included, Lm takes small but non-negligible
values, as shown in Fig. 12 c. We attribute this to the
off-resonant interaction between |12〉 and |21〉, with cou-
pling strength 2J1. Even though this coupling is stronger
than for |12〉 ↔ |03〉, Lm is generally smaller than L3 due
to the fluxing qubit not passing through the |12〉 ↔ |21〉
avoided crossing (located at ωint − |α|) on its way to the
CZ interaction point. Including |3〉, Lm can take higher
values, as shown in Fig. 12, which we associate to a two-
excitation exchange between |03〉 and |21〉, virtually me-
diated by |12〉. While this is a two-excitation process,
|21〉 and |03〉 are on resonance at the interaction point,
in which case the effective coupling can be estimated as
the product of the bare couplings divided by the detuning
with |12〉, i.e.
1
2pi
(2J1)(
√
3J1)
α
≈ 2.6 MHz, (H4)
in analogy to the excitation exchange between a pair
of transmons mediated virtually via the bus resonator.
Since |03〉 and |21〉 are on resonance exactly at the inter-
action point only when αflux = αstat, differences in the
anharmonicities affect the strength of this exchange.
Appendix I: Effects of leakage mobility and
superleakage on leakage detection and code
performance
We include leakage mobility in simulations, exploring
the range of leakage-mobility probabilities Lm ∈ [0, 1.5%]
for a fixed leakage probability L1 = 0.125% and random-
ized leakage-conditional phases φLstat and φ
L
flux (see Sec-
tion I A). Due to constraints imposed by the size of the
density matrix, we only include leakage mobility between
the high-frequency data qubits and the ancilla qubits.
Thus, we have neglected the possibility of leakage being
transferred to the low-frequency data qubits.
Leakage mobility has a negligible effect on the logi-
cal performance of the code and the optimality of the
HMMs. This is because leakage mobility is only signif-
icant in the case of an already leaked qubit, which oc-
curs with a low probability across QEC cycles, given the
low L1 per CZ gate. Thus, the leakage swapping between
neighboring qubits can be considered as a second-order
effect and has a negligible impact on the logical error rate
and HMM optimality extracted from the simulations. We
also observe that the average duration of a leakage event
on a given qubit is reduced in the presence of leakage
mobility.
We now consider the effect of superleakage (see Ap-
pendix H) on the logical fidelity and the detection of
leakage. We have not performed Surface-17 simulations
including |3〉 on any qubit, since this increases the simu-
lation cost prohibitively. Superleakage is a result of the
coherent exchange between |03〉 and |12〉, thus individ-
ual events are accompanied by a bit flip on a neigh-
boring qubit. The frequency of these events is propor-
tional to the superleakage probability L3. Superleakage
can result in an increase in the observed defect prob-
abilities, increasing the logical error rate of the code,
especially without modifications of the decoder to take
this into account [17]. However, we do not expect su-
perleakage to significantly affect the detection of leak-
age. This is because in the case of a leaked data qubit,
the anti-commutation of the neighboring stabilizers still
holds, leading to a defect probability of 0.5 regardless of
the qubit being in |2〉 or |3〉 (under the assumption that
single-qubit gates act trivially on the leakage subspace).
In the case of a leaked ancilla qubit, the propagated bit
flips due to superleakage can be considered as a signa-
ture of leakage, in addition to the phase errors due to the
leakage conditional phases.
Appendix J: Leakage steady state in the surface code
Given leakage and seepage probabilities per QEC cycle,
it is expected that each qubit in the surface code equili-
brates to a steady-state leakage population after many
QEC cycles. Here we do not consider leakage mobil-
ity, which is generally small (see Appendix H), allowing
to consider a model for a single qubit. We construct
a Markovian model to estimate the steady-state popu-
lations pC (resp. pL) in the computational subspace C
(leakage subspace L).
We define Γi→j as the population-transfer probabili-
ties per QEC cycle. The populations are subject to the
constraint pC + pL = 1. The rate of change of these
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populations is given by the exchanges from and to each
subspace:
p˙C = −pCΓC→L + pLΓL→C ,
p˙L = pCΓC→L − pLΓL→C . (J1)
The steady-state condition is p˙i = 0 for i = C,L, result-
ing in the steady-state populations piss:
pCss =
ΓL→C
ΓC→L + ΓL→C
,
pLss =
ΓC→L
ΓC→L + ΓL→C
. (J2)
Considering the CZ error model in Section I A, for a
qubit it approximately holds that
ΓC→L ≈ NfluxL1, (J3)
ΓL→C ≈ NfluxL2 + (1− e−
tc
T1/2 ), (J4)
where Nflux is in how many CZ gates the qubit is fluxed
during a QEC cycle, tc is the duration of a QEC cy-
cle and L1 (resp. L2) is the average leakage (seepage)
probability between C and L [48]. The use of the aver-
age leakage and seepage probabilities per gate is justified
for the surface code because, in the case of data-qubit
leakage, ancilla qubits are put in an equal superposition
during the parity checks, while, in the case of ancilla-
qubit leakage, data qubits are in simultaneous entangled
eigenstates of the code stabilizers. The seepage proba-
bility [Eq. (J4)] has one contribution from the unitary
CZ-gate interaction and one from relaxation during the
entire QEC cycle. Regarding the gate contribution, one
has L2 = 2L1 due to the dimensionality ratio between C
and L for a qubit-qutrit pair [48].
The expected steady-state populations in the sim-
ulations can be now computed. We focus on high-
frequency data qubits since the low-frequency ones can-
not leak without leakage mobility. We have NCZ =
Nflux = 4 (for D4) or 3 (for D3, D5), L1 = 0.125%,
tc = 800 ns and T1 = 30 µs. The result is p
L
ss (D4) =
7.5% and pLss (D3) = p
L
ss (D5) = 5.9%. Furthermore,
Eq. (J1) can be solved to find that the time evolution
of pL towards the steady state is
pL(n) =
ΓC→L
ΓC→L + ΓL→C
(1− e−(ΓC→L+ΓL→C)n), (J5)
where n is the QEC cycle number, shown in Fig. 13 for
the three high-frequency data qubits. We find a good
agreement (within error bars) between these predictions
and the average leakage population extracted from the
density matrix (see Fig. 13).
We now extend the model to the |3〉 state, despite the
fact that we have not included it in simulation due to
computational constraints. To do this, we divide the
leakage subspace L into the sub-parts L2 and L3 cor-
responding to leakage in |2〉 and |3〉, respectively. The
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Figure 13: Evolution of the average leakage population pL
towards the steady state over 50 QEC cycles for the high-
frequency data qubits in Surface-17. The leakage populations
extracted from the density-matrix simulation (dots) agree well
with the predicted one (black lines). The extracted popula-
tions are averaged over 4 × 104 runs. Error bars correspond
to 95% confidence intervals estimated by bootstrapping.
rate equations [Eq. (J1)] are extended to
p˙C = −pCΓC→L2 + pL2ΓL2→C ,
p˙L2 = pCΓC→L2 − pL2(ΓL2→C + ΓL2→L3) + pL3ΓL3→L2 ,
p˙L3 = pL2ΓL2→L3 − pL3ΓL3→L2 . (J6)
The steady-state populations {piss} then become:
pCss =
ΓL2→CΓL3→L2
ΓC→L2ΓL3→L2 + ΓL2→CΓL3→L2 + ΓC→L2ΓL2→L3
,
pL2ss =
ΓC→L2ΓL3→L2
ΓC→L2ΓL3→L2 + ΓL2→CΓL3→L2 + ΓC→L2ΓL2→L3
,
pL3ss =
ΓC→L2ΓL2→L3
ΓC→L2ΓL3→L2 + ΓL2→CΓL3→L2 + ΓC→L2ΓL2→L3
.
(J7)
In addition to Eqs. (J3) and (J4), in this model we have
ΓL2→L3 ≈ NfluxL3/2, (J8)
ΓL3→L2 ≈ NfluxL3/2 + (1− e−
tc
T1/3 ). (J9)
The factor of 1/2 in Eq. (J8) comes from the fact that
superleakage from L2 to L3 is possible only when the
qubit pair performing the CZ is in |12〉 and not in |02〉.
For L3 = 10%, for example, the expected steady-state
populations are pL2ss (D4) = 7.1%, p
L3
ss (D4) = 5.1% and
pL2ss (D3) = p
L2
ss (D5) = 5.7%, p
L3
ss (D3) = p
L3
ss (D5) =
3.8%. While pL2ss is almost unchanged with respect to the
case without superleakage, pL3ss has a comparable magni-
tude to pL2ss , suggesting that superleakage needs to be
taken into account in optimizing the surface-code perfor-
mance over many QEC cycles.
