Abstract. The relation type question, raised by C. Huneke, asks whether for a complete equidimensional local ring R there exists a uniform number N such that the relation type of every ideal I ⊂ R generated by a system of parameters is at most N . Wang gave a positive answer to this question when the non-Cohen-Macaulay locus of R (denoted by NCM(R)) has dimension zero. In this paper, we first present an example, due to the first author, which gives a negative answer to the question when dim NCM(R) ≥ 2. The major part of our work is to investigate the remaining situation, i.e., when dim NCM(R) = 1. We introduce the notion of homology multipliers and show that the question has a positive answer when R/A(R) is a domain, where A(R) is the ideal generated by all homology multipliers in R. In a more general context, we also discuss many interesting properties of homology multipliers.
Introduction
Throughout this paper by "ring" we mean a commutative Noetherian ring with identity.
The existence of "uniform bounds" in Noetherian rings is an interesting and important question. By uniform bounds we mean statements which give some numerical bounds not just for one ideal, but for all (or an infinite set of) ideals simultaneously.
In Noetherian rings we have an obvious finiteness condition, i.e., that every ideal is finitely generated; there are, however, deeper forms of finiteness which can be expressed in terms of uniform behavior.
Several types of uniform behavior have been demonstrated recently. See for instance (this is by no means a complete list) [9, 12] (uniform Artin-Rees), [16] (uniform annihilation of local cohomology), [11, 21, 22] (uniform bounds on relation type).
In this paper we wish to extend the results of Lai and Wang concerning uniform bounds on relation type of parameter ideals in the papers cited above. We are able to extend the class of rings for which such uniform behavior exists. Moreover, we show that, in general, such uniform behavior should not be expected.
Let R be a Noetherian ring, and let I = (x 1 , . . . , x n ) be an ideal of R. The Rees algebra R[It] of I is a quotient of a polynomial ring over R. More precisely, there is a canonical surjection φ : R[T 1 , . . . , T n ] −→ R [It] given by T i → x i t. By giving degree 0 to elements of R and degree 1 to t and T i (for 1 ≤ i ≤ n) we have that φ is a homogeneous map, and so the kernel Q of φ is a homogeneous ideal of R[T 1 , . . . , T n ]. The relation type of I is defined to be rt(I) = min{k| Q k = Q}, where Q k denotes the subideal of Q generated by forms of degrees ≤ k. The relation type is independent of the choice of the generating set of I.
Let F ∈ R[T 1 , . . . , T n ] be a homogeneous form of degree δ. It can be seen that φ(F ) = F (x 1 t, . . . , x n t) = t δ F (x 1 , . . . , x n ).
Thus, F ∈ Q if and only if F (x 1 , . . . , x n ) = 0. Therefore, by saying a relation on x 1 , . . . , x n we mean a homogeneous form in Q.
An ideal of relation type 1 is said to be of linear type. Huneke [10, Theorem 3 .1] and Valla [20, Theorem 3.15] proved that if I is generated by a d-sequence, then I is of linear type. In particular, an ideal generated by a regular sequence is of linear type. Buchsbaum rings are precisely the rings for which every parameter ideal is of linear type.
If I is generated by a system of parameters (s.o.p.) in the local ring R we say that I is a parameter ideal. The following question was raised by C. Huneke. If a uniform bound as in Question 1.1 exists, we will say that R satisfies bounded relation type, or equivalently, R has a uniform bound on relation type of parameter ideals. Question 1.1 is closely connected to the strong uniform Artin-Rees property. Let M ⊆ N be two finitely generated R-modules. The pair (M, N ) is said to have the strong uniform Artin-Rees property if there exists an integer k (depending on M and N ), such that for all R-ideals I and all n ≥ k,
There are several cases in which the strong uniform Artin-Rees property holds ( [12, 3, 13, 9, 15] ), but Wang has shown in [22] that it does not hold in general. See [14] for a recent summary and explication of results relating to uniform Artin-Rees theorems.
Being a weaker version of the strong uniform Artin-Rees property [11] , Question 1.1 has attracted a great deal of attention.
If R is Cohen-Macaulay (CM) any system of parameters forms a regular sequence and so the relation type of any parameter ideal is 1. CM rings are characterized by the property that the local cohomology modules H i m (R) vanish for i < dim R. The next step was to consider local rings R such that H i m (R) is finitely generated (therefore of finite length) for all i < dim R. Such rings are called generalized Cohen-Macaulay or rings with finite local cohomology (f.l.c.). Lai showed in [11] that bounded relation type holds for rings with finite local cohomology under the assumption that the residue field is finite. In [22] Wang showed that every 2-dimensional Noetherian local ring satisfies bounded relation type. Later he showed in [21] that bounded relation type holds for rings with finite local cohomology without any restriction on the residue field.
The first main result in this paper is to show that bounded relation type does not hold in general. A counterexample, due to the first author, has been known for some time and is presented in Section 2.1. In this example the non-CM locus of R has dimension two (and the counterexample easily generalizes to give counterexamples in rings of arbitrarily high dimensional non-CM locus). On the other hand, as observed at the beginning of Section 6, if R is a complete equidimensional Noetherian ring, then R has finite local cohomology if and only if R has zero dimensional non-CM locus.
The rest of the paper is devoted to studying the remaining case, i.e., when the non-CM locus of R has dimension one. The methods of [21] cannot be extended to this case. Wang uses strongly in his proof that if R has f.l.c. and x ∈ R is a parameter, then R/xR has f.l.c., and, moreover, the length of the lower local cohomology modules in R/xR can be bounded in terms of the lengths of the lower local cohomology modules of R. When R is not generalized CM then there is no uniform bound on the length of the local cohomology modules of R/xR as x varies among parameters in R. Hence, the starting point of our work is an alternative proof of bounded relation type for rings with finite local cohomology which can be generalized. We present this proof in Theorem 6.4. We make use of "homology multipliers", defined in Section 3, and of a "Ramsey number" combinatorial lemma, stated in Section 5.
By a homology multiplier we mean an element in R which annihilates all homology of complexes satisfying the standard rank and height conditions. We denote by A(R) the ideal of R generated by homology multipliers. It follows from a result of Hochster and Huneke that under mild conditions on the ring R, A(R) is, up to radical, the defining ideal of the non-CM locus in R (see Corollary 3.6 ). An important property of homology multipliers that we repeatedly use throughout the paper is the fact that, upon multiplying by a homology multiplier colons of monomial ideals in parameters behave as if the parameters were variables (see Remark 3.5) . We obtain several interesting results relating relation type and homology multipliers. We show that if an element of a s.o.p. is "adjusted" by a homology multiplier (and results in a new s.o.p.) then the relation type is unchanged (see Theorem 4.3) . This result generalizes a result of Lai. Also, the above process does not affect superficiality (see Lemma 4.4) .
We show in Section 2 that there are rings where dim(R/A(R)) ≥ 2 which fail to satify bounded relation type. Hence our attention is focussed on the case that dim R/A(R) = 1.
The new class of rings satisfying bounded relation type is given by the theorem stated below, which appears in Section 7 as Theorem 7.2. Theorem 1.2. Let (R, m, k) be a formally unmixed local ring of dimension d such that A(R) is a prime ideal of dimension one in the completionR of R. Then R has a uniform bound on relation type of parameter ideals.
We shall now briefly discuss the main steps of the proof. Our hypotheses allow us to assume that R is complete. Let I = (x 1 , . . . , x d ) be a parameter ideal of R, and let α be a homology multiplier. Theorem 4.3 shows that if x 1 , x 2 , . . . , x d +α is a system of parameters, then rt(x 1 , . . . , x d ) = rt(x 1 , x 2 , . . . , x d + α). This allows us to "modify x d in a convenient way". In particular, we replace x d by w t x ′ d where w is a reduction of mR/A(R) and x ′ d is in a uniformly bounded small power of mR/A(R). We do not have that H i m (R) has finite length for all i < d (as in the generalized CM case), but since the ring R/A(R) is a complete one-dimensional domain we can obtain uniform bounds for the lengths of lower local cohomology modules of
d we look at larger and larger "partial sums" and use homology multipliers and uniformly bounded length of local cohomology modules of R/x ′ d R to find a relation G(T 1 , . . . , T d ) of uniformly bounded degree such that the initial monomial of G divides the initial monomial of F . Inductively, we obtain a bound (which does not depend on the given system of parameters) on the highest degree of a minimal generator of a relation on the system of parameters.
The general argument given is rather subtle, and certainly complicated. However, the basic ideas in the general argument are already present in the argument for two parameters, in which case, the algorithm is transparent. We urge the reader to start with this case by reading Theorem 6.1.
In Corollary 7.4 we apply Theorem 1.2 to F -pure rings.
Bounded relation type does not hold in general
In this section, we will present an example showing that bounded relation type does not hold in general. In our example, the ring has non-CM locus of dimension 2, but it is possible to generalize to rings with non-CM locus of any dimension ≥ 2. Proof. Let I n = (x n−1 y + z n , x n , y n ) = (u 1 , u 2 , u 3 ). Clearly, I n is a parameter ideal for all n ≥ 1. We will show that for every n ∈ N, the ideal I n has relation type at least n.
We order monomials of R[T 1 , T 2 , T 3 ] using lex and T 1 > T 2 > T 3 . Consider the relation wT n 1 − wT n−1 2
T 3 can be written as a combination of relations on u 1 , u 2 , u 3 of degree less than n. Then there exists a relation F (T 1 , T 2 , T 3 ) on u 1 , u 2 , u 3 of the form
LetF be the image of F in (R/wR)[T 1 , T 2 , T 3 ]. SinceF is a relation on u 1 , u 2 , u 3 in R/wR, and R/wR = k[[x, y, z]] is Cohen-Macaulay, we can writeF =H 1K1 +H 2K2 +H 3K3 , where
are the Koszul relations on u 1 , u 2 , u 3 in R,K 1 ,K 2 ,K 3 are the Koszul relations on u 1 , u 2 , u 3 in R/wR, andH 1 ,H 2 ,H 3 are polynomials with coefficients in R/wR.
where
. This implies that (x n−1 y) n−1 ∈ (x n , y n )(x n , y n , x n−1 y) n−2 , a contradiction (see also [22, Example 6.1] ).
Note that the ring R has an embedded prime of dimension two. It would be of interest to find a ring with unbounded relation type which is a domain. Remark 2.2. Notice that in Example 2.1 the non-CM locus of R is defined by (z, w) and so it has dimension 2.
In a similar fashion, we can construct examples of rings with unbounded relation type and non-CM locus of any dimension ≥ 2. Let S = k[[t 1 , . . . , t m , z, w]] where w 2 = wz = 0 and m ≥ 2. The proof of Example 2.1 shows that rt(t n−1 1 t 2 + z n , t n 1 , t n 2 , t 3 , . . . , t m ) ≥ n for every n ≥ 1. The non-CM locus of S is defined by (z, w) and so it has dimension m.
Homology multipliers and superficial sequences
In this section, we introduce the notion of homology multipliers and investigate a number of properties that will be used later on. We shall also briefly recall the notion of filter-regular and superficial sequences. The proof for some of the results (e.g. Lemma 3.3 and Corollary 3.4) would be simpler if the ring contains a field. Our arguments work for rings of mixed characteristics as well.
Let R be a Noetherian ring, and let G • be a complex of finitely generated free modules
Denote by α i the map from G i to G i−1 . Let b i denote the rank of G i , and let r i = n t=i (−1) t−i b i for 1 ≤ i ≤ n, while r n+1 = 0. Let I t (α i ) be the ideal generated by the t × t minors of α i .
Recall that a complex G • as above satisfies the standard rank and height conditions if rank α i = r i for 1 ≤ i ≤ n, and height I r i (α i ) ≥ i whenever 1 ≤ i ≤ n (see [7, 8] ). For simplicity, we denote
, and localizes properly.
Definition 3.1. Let R be a Noetherian ring. We say that z ∈ R is a homology multiplier if for every finite complex G • satisfying the standard rank and height conditions, z annihilates the homology H i (G • ), for every i ≥ 1. We denote by A(R) the ideal of R generated by homology multipliers.
The notion of homology multipliers is a generalization of Cohen-Macaulay multipliers ( [7, 8] ). Recall that R is equidimensional if dim R/p = dim R for all minimal prime ideals of R. The following result is due to Hochster and Huneke.
Theorem 3.2. [7, Theorem 11.8] Let R be an equidimensional local ring which is a homomorphic image of a Gorenstein ring. Let z be an element of R such that R z is CohenMacaulay. Then z has a fixed power z ′ such that z ′ is a homology multiplier.
Homology multipliers are introduced to handle colons of monomial ideals in parameters (see Remark 3.5 for a precise statement). To see this, we first need the following lemma. Next we show that (X 1 , . . . ,
, then localizing at X i we obtain a contradiction to the existence of a resolution of length
. . , X j i } and conclude as above. This finishes the proof of (1).
(2) follows form (1) since the ideals I i (F • ) do not depend on the resolution of R/I. 
This implies that 1≤j 1 <···<j i ≤d (x j 1 , . . . , x j i ) ⊆ I i (F • ). Since F • is obtained by tensoring G • with R, the r i 's are unchanged. Also, since R is equidimensional and catenary, we have height
Hence, F • satisfies the standard rank and height conditions since G • certainly does.
The following remark will be used very often in the rest of the paper. d . Let I = (X n 1 , . . . , X nt ) and let X m be any monomial in S such that X m ∈ I. By considering the minimal free resolution of I + (X m ),
it can be seen that the colon ideal I : (X m ) is generated by elements of the last row of the matrix of ∂ 2 . Thus, as a consequence of Corollary 3.4, for any homology multiplier z ∈ R, we have z(IR : R x m ) = (I : S X m )R.
More generally, if J = (X m 1 , . . . , X ms ) is another monomial ideal in S, and a = IR = (x n 1 , . . . , x nt ) and b = JR = (x m 1 , . . . , x ms ), then z(a : R b) = (I : S J)R. Hence, up to multiplying by a homology multiplier, colons of monomials in x 1 , . . . , x d behave as if the elements x 1 , . . . , x d were variables.
Let R be an equidimensional catenary local ring with maximal ideal m and let z ∈ A(R). Let x 1 , . . . , x k be a sequence of elements of m that is part of a system of parameters of R. Then z annihilates all the higher Koszul homology H i (x 1 , . . . , x k , R), i ≥ 1. In particular,
that is, z is a Cohen-Macaulay multiplier ( [7, 8] ).
The next corollary shows that up to radical, A(R) is the defining ideal of the non-CohenMacaulay locus in R.
Corollary 3.6. Let R be an equidimensional local ring which is a homomorphic image of a Gorenstein ring. Let z ∈ R. Then z ∈ A(R) if and only if R z is Cohen-Macaulay.
Proof. One direction is Theorem 3.2. Conversely, let z ∈ A(R), and let x 1 /1, . . . , x n /1 be a system of parameters of R p , where p is a prime ideal of R such that z / ∈ p. There exists a power z ′ of z such that z ′ ((x 1 , . . . , x k−1 )R : R x k R) ⊆ (x 1 , . . . , x k−1 )R for every 1 ≤ k ≤ n. Hence x 1 /1, . . . , x n /1 form a regular sequence in R p .
We conclude this section recalling two definitions that we will use later on. Definition 3.7. Let S be a standard N-graded algebra over a local ring S 0 (i.e., S = S 0 [S 1 ]). The sequence of elements z 1 , . . . , z n ∈ S is called filter-regular if, for each i ≥ 1,
When S 0 has infinite residue field, then any homogeneous ideal of S may be generated by a filter-regular sequence (cf. [19, Lemma 3.1] ). If z 1 , . . . , z n is a filter-regular sequence, then the Koszul homology modules H i (z 1 , . . . , z n ; S) vanish in sufficiently high degree (cf. [1, Lemma 4.7] ).
We will be most interested in the case where S is the associated graded ring of an ideal generated by a system of parameters.
Definition 3.8. Let (R, m) be a local ring with infinite residue field and let I be an ideal. Recall that x ∈ I is a superficial element for I if for some integer c and all n ≫ 0, (I n : x) ∩ I c = I n−1 . Let S = G(I), the associated graded ring of I. Let x ∈ I and let z = x + I 2 ∈ S 1 . Notice that x is a superficial element for I if and only if z is a filter-regular element. Let I = (x 1 , . . . , x d ) and let z i = x i + I 2 ∈ S 1 for 1 ≤ i ≤ d. If the sequence z 1 , . . . , z d is filter-regular, we say that the sequence x 1 , . . . , x d is a superficial sequence for I.
Remark 3.9. If x 1 , . . . , x d is a superficial sequence for I then there exists an integer c ′ such that, if 1 ≤ i ≤ d and r 1 x 1 + · · · + r i x i ∈ I n with n ≥ c ′ and r 1 , . . . , r i ∈ I c ′ then we have
Notice that the converse is not true in general.
Given any set of generators a 1 , . . . , a d for I, there is a Zariski-open set U of (R/m) d 2 such that setting
where u ij is the image of u ij in R/m, gives a superficial sequence generating I.
An application of homology multipliers to relation type
In this section, we shall investigate two interesting properties of homology multipliers. First, we show that when an element of a system of parameters is changed by a homology multiplier (such that we still have a s.o.p.), the relation type is not changed (see Theorem 4.3). This provides a nice tool for studying relation type by modifying s.o.p.'s in a "convenient" way, which we will apply in Sections 6 and 7. Secondly, we prove that superficiality is also preserved by changing an element of a s.o.p. by a homology multiplier (see Lemma 4.4).
Throughout this section, R is an equidimensional catenary local ring of dimension d and
From now on, we shall always use graded reverse lex monomial ordering. Suppose
with leading term r n 0 T n 0 which provides a relation on x 1 , . . . , x d , i.e. F (x 1 , . . . , x d ) = 0 (if a monomial T n does not appear in F , we shall take r n = 0). Let A be a new variable and write
Lemma 4.1. Let R be an equidimensional catenary local ring of dimension d. Suppose x = x 1 , . . . , x d and y = y 1 , x 2 , . . . , x d are s.o.p.'s such that α = y 1 − x 1 ∈ A(R) is a homology multiplier. Then using the notation as above,
Then, J T is a stable ideal in the sense of [4] if we reverse the order of variables, i.e., if we list the variables as T d , . . . , T 1 , and so it admits an Eliahou-Kervaire graded free resolution. Notice that [4] in fact provided a graded free resolution of J T rather than of
there is, therefore, a shift of one index in our resolution compared to that given in [4] . By base change, R/J admits the following complex
where F i 's are free R-modules, and ∂ 2 is given by a matrix M = M (F ) where each column has exactly 2 non-zero entries and is of the form
It follows from Corollary 3.4 that F • satisfies the standard rank and height conditions. Since
Let K = K(F ) be the number of columns of M and let C 1 , . . . , C K be the columns of M . We then can write
Consider an arbitrary term r n T n = r n T n 1
Thus, we have
This implies that
Let e l be the l-th unit vector of N d and suppose
T for some fixed i < j. Now, consider the contribution to αG(y 1 , x 2 , . . . , x d ) coming from b 1 C 1 after substituting (4.2) to (4.3). It follows from (4.2) that this contribution results from r m+e i x m+e i > r m+e j x m+e j of F (x 1 , . . . , x d ), where e i > e j . If i > 1, in which case j > i > 1, then in (4.3), terms coming from r m+e i x m+e i and r m+e j x m+e j cancel each other since they have the same power of x 1 . Suppose that j > i = 1. Substituting (4.2) to (4.3),
and r m+e j x m+e j gives
Thus, these 2 terms of F (x 1 , . . . , x d ) contribute to αG(y 1 , x 2 , . . . , x d ) the following:
Note that
We eventually have
Hence, in αG(y 1 , x 1 , . . . , x d ), the term with factor b 1 is b 1 y m+e j . Since y m+e j < y n 0 , we have b 1 y m+e j ∈ (y m | m < n 0 ). A similar analysis works for the contribution to
The lemma is proved.
As before, let F (T 1 , . . . , T d ) be a homogeneous form of degree N with leading term r n 0 T n 0 that gives a relation on x. Let M = M (F ), K = K(F ) and C 1 , . . . , C K be as in Lemma 4.1. Suppose C j 1 , . . . , C js are the columns that contain x 1 , i.e. for i ≤ l ≤ s, C j l has the form
Suppose that in (4.2), αr n l , for each l = 1, . . . , s, lie in the same row as x 1 . It follows from the proof of Lemma 4.1 that, for each choice of b 1 , . . . , b K in (4.2), we can write
. . , T d ) always have the same leading term. We shall denote by Φ α,b 1 ,...,b K the function which sends a relation
Lemma 4.2 (cf. Theorem 3.6 of [11] ). Let x = x 1 , . . . , x d be a s.o.p. and α ∈ A(R).
Proof. It is easy to see that (3) is a consequence of (1) and (2) . We shall first prove (1) . Suppose
with leading monomial T n 0 . Let M = M (F ) and M ′ = M (T l F ) be the presentation matrices associated to relations F and T l F , respectively, as obtained in Lemma 4.1. Suppose
T is a column of M whose entries −x j and x i give the relation between monomials x n 1 and
T (with more 0's) whose −x j and x i entries give the relation between monomials x n 1 +e l = x l x n 1 and x n 2 +e l = x l x n 2 of x l F (x 1 , . . . , x d ). By re-indexing, if necessary, we may assume that C ′ 1 , . . . , C ′ K are columns in M ′ corresponding to columns C 1 , . . . , C K of M . Now, in the presentation obtained from the relation (1) then follows from the construction of Φ.
It remains to prove (2) . Without loss of generality, we may assume that K ′ ≥ K ′′ . If the leading terms of F and H do not cancel each other (which implies K = K ′ ), then (2) follows from the construction of functions Φ α,b 1 ,...,b K by taking the tuple
Suppose now that F (T 1 , . . . , T d ) = m≤n 0 r m T m and H = m≤n 0 r ′ m T m , and r n 1 T n 1 and r ′ n 1 T n 1 are the highest terms in F and H that do not cancel (with n 1 < n 0 ). In this case, K < K ′ = K ′′ To prove (2), we only need to show that there are choices of b 1 , . . . , b K and 
. . , C L are columns that have at least a non-zero entry higher than 
Proof. It is enough to show that of rt(x 1 , . . . , x d ) ≤ rt(y 1 , x 2 , . . . , x d ) (since we then can apply the inequality for −α). Suppose r = rt(y 1 , x 2 , . . . ,
where P i 's are polynomial in T 1 , . . . , T d , and 
Moreover, sinceF b 1 ,...,b K and F have the same leading term, Φ −α,c 1 ,...,c K (F b 1 ,...,b K ) and F also have the same leading term. Thus, we can write
where F ′ (T 1 , . . . , T d ) gives a relation on x 1 , . . . , x d , and has a smaller leading term than that of F (T 1 , . . . , T d ). Repeating this process, we eventually will get to the situation when
The theorem is proved.
We now refer the reader to Definition 3.8 for the definition of superficial sequence. The following lemma will be useful later on. Proof. Suppose c ∈ N is an integer such that [(x) n : x d ] ∩ (x) c = (x) n−1 for all n > c. Also, let k ∈ N be an integer given by the Artin-Rees lemma for the modules x d R ⊆ R and the ideal (x 1 , . . . , x d−1 ), i.e., for m ≥ k we have
We first observe that (0 :
From the Artin-Rees lemma we see that
. Thus s ∈ (x) c , and since x d is superficial for (x), we must have s ∈ (x 1 , . . . , x d ) m−1 . Let us write
We can now write (4.5) as
Then, (4.6) gives a relation on x 1 , . . . , x d of degree m, namely
Let r m 0 T m 0 (where |m 0 | = m) be the leading term of H(T 1 , . . . , T d ). It follows from Lemma 4.1 that
. Thus
Since the calculation done in Lemma 4.1 is formal on the coefficients of the relation F (T 1 , . . . , T d ), in our situation it is formal on the coefficients of T d P (T 1 , . . . , T d ), which are exactly the same as those of P (T 1 , . . . , T d ). Therefore, the same calculation as in (4.7) would hold for P (x 1 , . . . , x d ). Hence, for m ′ 0 = m 0 − (0, . . . , 0, 1), we have
It now follows from (4.8) that
The lemma is proved. 
Ramsey numbers
In this section, we provide a "Ramsey number" combinatorial lemma which will be used to establish uniform bounds on relation type of parameter ideals in the next two sections.
For a set S, and a positive integer l, we denote by [S] l the set of all subsets of l elements of S. We shall use the following infinite version of Ramsey's theorem [17] (see also [2, Theorem 3.4 
]).
Lemma 5.1. Let n and l be two given positive integers. Let T = {x 1 , x 2 , . . . } be an infinite countable set. Then for any way of colouring [T ] l using n colours, there is an infinite subset U of T with all its subsets of l elements having the same colour. Hence, we always get a contradiction. The lemma is proved.
Proof of
Claim. Indeed, if B 1 B 2 · · · B l is a subchain of A, and B l = A s , then for any M ∈ M s , the sequence A M = A M,1 , A M,2 , . . . contains the subchain B 1 B 2 · · · B l of length l. This is a contradiction. Now, let us consider a colouring of [A] 2 using (d+ 1) colours as follows. Suppose i < j. If A i A j , then we colour {A i , A j } by 0. Otherwise, there must be an integer t ∈ {1, . . . , n} such that A i (s) ≤ A j (s) for any s < t and A i (t) > A j (t), and we colour {A i , A j } by t. Clearly, this is a valid (
Relation type in generalized Cohen-Macaulay rings
The goal of this section will be to give a new argument that rings of finite local cohomology have uniformly bounded relation type. Throughout this section, (R, m, k) will denote a local ring R with maximal ideal m and residue field k.
We recall that a Noetherian local ring R of dimension d is said to have finite local cohomology (f.l.c.) if H i m (R) is finitely generated for i = 0, . . . , d − 1 (and hence is of finitely length). Rings with finite local cohomology are called generalized Cohen-Macaulay. We observe that R has f.l.c. if and only ifR has f.l.c. if and only if dimR/p = dimR for every minimal prime p ofR, andR p is Cohen-Macaulay for all p =m.
Notice that if a Notherian local ring R has f.l.c. then A(R) is m-primary.
We shall start with a result in dimension 2 through which the argument in the general situation becomes more transparent. Notice that the bound l 1 + l 0 of Theorem 6.1 improves the bound 2l 1 + l 0 of [21, Theorem 4.1].
Theorem 6.1. Let (R, m, k) be an equidimensional local ring of dimension 2 such that λ(H 0 m (R)) = l 0 < ∞ and λ(H 1 m (R)) = l 1 < ∞. Then R has a uniform bound l 1 + l 0 on relation type of parameter ideals.
Proof. Let I = (x, y) be a parameter ideal of R. By [21, Lemma 2.2] we can assume that H 0 m (R) = 0 and show that rt(I) ≤ l 1 . Suppose
with N > l 1 , provides a relation on (x, y). That is,
We may assume that r N = 0, otherwise we can factor out a power of T 2 .
Let γ ∈ A(R) be a homology multiplier which is part of a s.o.p. (in particular, γ is a non-zero-divisor). Let l = λ(H 0 m (R/γR)). By [21, Lemma 3.7] we have that l ≤ l 1 . It follows from (6.1) that r N ∈ y : x N . Thus, since γ is a homology multiplier, we have
Similarly, (6.1) implies that r N x + r N −1 y ∈ y 2 : x N −1 , and so
Proceeding in this way, we obtain a sequence of relations as follows.
where s 1 , . . . , s N ∈ R.
For every 1 ≤ j ≤ N , from (6.2) we have s j ∈ (γ : y j ) ⊆ H 0 m (R/γR). Since N > l 1 , there exists p ≤ l 1 such that
Substituting this into the relation γ(r
i.e.
We can use (6.2) to replace (b j+1 y p−j )s j+1 y j+1 by γ (r N b j+1 y p−j )x j +· · ·+(r N −j b j+1 y p−j )y j in (6.3), for j = 0, . . . , p−1. Observe that for each j = 1, . . . , p−1, we have (r N b j+1 y p−j )x j = (r N b j+1 )x j y p−j < r N x p . Thus, after moving everything to the left hand side and factoring out γ, (6.3) gives us γ r N x p + smaller terms = 0.
This implies, since γ is a non-zero-divisor, that r N x p + smaller terms = 0.
Therefore, we get a new relation on (x, y),
+ smaller terms which has the same leading coefficient as F (T 1 , T 2 ) but is of lower degree.
Then, clearly H(T 1 , T 2 ) also provides a relation on (x, y) and is of smaller degree than F (T 1 , T 2 ). That is, F (T 1 , T 2 ) can be written as a combination of relations of lower degrees. This proves our result.
To prove the result for generalized CM rings of any dimension, we shall need the following lemma of Schenzel (cf. [ 
Our result for generalized CM rings of any dimension is stated as follows.
Then R has a uniform bound on relation type of parameter ideals. Let I = (x 1 , . . . , x d ) be a parameter ideal in R. We can pick x d , x d−1 , . . . , x 1 to form a superficial sequence and x d not to be a zero-divisor. We will use graded reverse lex monomial ordering with
We shall recursively construct the following sequence of finite numbers: let M (d, k, l) denote the Ramsey number determined as in Lemma 5.2, let
(observe that M i is the number of all (i − 1)-tuples of nonnegative integers whose sum is at most K i−1 ; we shall need this fact later on in the proof),
To get the conclusion, it suffices to prove that any relation on x 1 , . . . , x d of degree greater than K d−1 can be written as a combination of relations of smaller degrees. Consider an arbitrary relation on degree
That is,
We can assume that T d does not divide the leading term of F , since otherwise we can factor out T d and get a relation on smaller degree (since x d is not a zero-divisor). Let ord i (T n ) be the i-th component of n, and let ord <j (T n ) = i<j ord i (T n ). We shall show that for any
where H is a monomial divisible by i>j T m i i , G and F ′ both provide relations in x 1 , . . . , x d , the leading term r k T k of G satisfies the condition r k T k r m T m , ord <j+1 (T k ) ≤ K j and ord j+1 (T k ) = · · · = ord d (T k ) = 0 (in particular, the degree of G is bounded by K j ), and all terms r n 1 T n 1 of F ′ with ord <j+1 (T n 1 ) > K j are smaller than r m T m . By taking j = d − 1, and successively eliminate terms r n T n of F with ord <d (T n ) > K d−1 , we then prove our theorem.
Suppose our assertion is not true. Let j be the smallest index for which our assertion fails. Let F be a relation such that our assertion fails for this value of j. In particular, F contains a term r n T n such that ord <j+1 (T n ) > K j . Let r n 0 T n 0 be the largest term of F for which ord <j+1 (T n 0 ) > K j . Among all such relations F 's for which our assertion fails for j, we shall pick F such that r n 0 T n 0 is smallest possible. Let n 0 = (n 01 , . . . , n 0d ). For simplicity, we write r for r n 0 . We shall derive a contradiction.
From the choice of j, we may assume that K = j−1 i=1 n 0i ≤ K j−1 . We first observe that
(6.5)
Let J denote the set of all monomials in T 1 , . . . , T d that appear in the expression of F (T 1 , . . . , T d ). Let P (T 1 , . . . , T d ) be the sum of all terms of F that are divisible by i>j T n 0i i , i.e.
We first observe that if n > n 0 , then from the choice of r n 0 T n 0 , we must have ord <j+1 (T n ) ≤ K j = ord <j+1 (T n 0 ), whence
This implies that for all T n ∈ J such that n > n 0 , we must have i>j T n 0j i ∤ T n , i.e. r n T n is not in P (T 1 , . . . , T d ). It now follows from (6.4) that
Since R is generalized Cohen-Macaulay, i.e. A(R) is m-primary, there exists a positive
It can be seen that if n < n 0 and i>j T n 0j i ∤ T n then there exists l > j such that ord l (T n ) > ord l (T n 0 ). On the other hand, if n > n 0 then it follows from (6.6) that there also exists l > j such that ord l (T n ) > ord l (T n 0 ). Thus, from (6.7), we have
. . , x 1 form a superficial sequence, (6.8) and Remark 3.9 imply there exists an integer q j such that
Let us write (6.9) as 
By replacing Q by Q ′ and repeating the process to successively remove all terms u m T m ∈ A such that ord <j (T m ) > K j−1 from Q, we may assume that in our relation
Let γ ∈ A(R) be a homology multiplier such that (γ, x 1 , . . . , x j , . . . , x d ) is a s.o.p. Since γ is part of a s.o.p. and H 0 m (R) = 0, γ is a non-zero-divisor. Let M denote the set of all monomials appearing in Q.
Let F 1 (T 1 , . . . , T d ) be the sum of all terms of Q that are divisible by T m 0j −K j−1 j , i.e.
. Then, (6.10) gives
Therefore, since γ is a homology multiplier, we have
Similarly, let F 2 (T 1 , . . . , T d ) be the sum of all terms of Q that are divisible by T
, we then have
This is because
Thus, again since γ is a homology multiplier, we get
Proceed in this way, we obtain the following:
and
. From now on, we shall write G p and H p for G p (x 1 , . . . , x d ) and H p (x 1 , . . . , x d ) , respectively. We order the terms in H p with respect to our monomial ordering (graded reverse lex), and let s p be the leading coefficient of
14)
In the p-th equality of (6.14), among all different ways of writing γG p = H p where G p is a polynomial expression in x 1 , . . . , x d of degree (K j−1 + K + p − 1) and leading term rx
and H p is a polynomial expression in x 1 , . . . , x d of degree (K j−1 + K + p), we shall choose the one with smallest possible leading term s p x mp on the right hand side.
Claim 6.5. There exists an integer p ≤ N j such that H p = 0.
Proof of Claim. From (6.5) we have m 0j
By contradiction, suppose the assertion is false. That is, s 1 , . . . , s N j are all non-zero. Fix an integer 1 ≤ p ≤ m 0j − K j−1 + 1, and suppose the x i 's that appear in x mp are in {x i | i ≥ h}\{x j } (and h is chosen to be the largest integer with this property). Then
Choose α ∈ A(R) such that γ, {x h+1 , . . . , x d }\{x j }, α is part of a s.o.p. (since x h divides x mp , we have h = j, so this choice is possible). Then,
Since R is a generalized Cohen-Macaulay ring and γ, {x h+1 , . . . , x d }\{x j }, α is part of a s.o.p., α avoids all associated primes of γ, {x h+1 , . . . , x d }\{x j } except possibly m. Hence, we have 
Thus, since M j is the number of (j − 1)-tuples of non-negative integers whose sum is at most K j−1 , we can choose from the sequence
and therefore, we can write
Substitute this into the equality γG p Lq = H p Lq to get 
Thus, after using (6.14) to replace s p i x mp i by γG p i − |m|=|mp i |,m<mp i s m x m in (6.15) and moving terms involving γ to the left hand side, we get a relation γ G p Lq + terms smaller than rx We have just shown that there exists an integer p ≤ N j such that the p-th equality in (6.14) is γG p = 0. Thus, since γ is a non-zero-divisor, G p = 0. That is,
This gives a relation on x 1 , . . . , x d , which by abusing language we shall denote by G p ,
Observe that K j−1 + p − 1 ≤ K j−1 + N j − 1 < n 0j by (6.5). We now can write
where both G p and F ′ are relations on x 1 , . . . , x d . It is clear that every term r n T n of F ′ with ord <j+1 (T n ) > K j is smaller than r n 0 T n 0 . We obtain a contradiction. Hence, the theorem is proved.
Relation type in rings with non-Cohen-Macaulay locus of dimension one
This section is devoted to treating the unknown situation where the ring R has non-CM locus of dimension 1. Our main theorem shows that R satisfies bounded relation type provided A(R) is a prime ideal in the completionR of R. As before, throughout the section, (R, m, k) shall denote a local ring R with maximal ideal m and residue field k.
Lemma 7.1. Let (R, m, k) be a complete unmixed local ring of dimension d ≥ 3. Assume that A(R) = P is a dimension one prime. Then λ(H 1 m (R)) < ∞. Let x d ∈ R be a nonzero-divisor such that its image in R/P is in mR/P − m r R/P for some positive integer r. Then for any system of parameters x 1 , . . . , x d and any integer 1 < j ≤ d there is a bound on λ H 0 m (R/(x j , . . . , x d )) , depending only on r and j.
Proof. The assertion that λ(H 1 m (R)) < ∞ follows by duality. Let S ⊆ R be a Gorenstein ring with R module-finite over S. Then H 1 m (R) is dual to Ext S (R, S)) < ∞. For simplicity of notation let x d = x. We next observe that the hypotheses give the non-CM locus of R is {P, m}. Since x / ∈ P , the ring R/xR is generalized CM. Thus, if we can bound the lengths of H i m (R/xR) for 0 ≤ i ≤ d − 2, depending only on i and r then Schenzel's result (Lemma 6.2) may be applied.
is an Artinian R/P module. Let E = E R/P (R/m) be an injective hull. For each 1 < i < d there is an exact sequence 0 → H i m (R) → E t i → C i → 0 (and C i is Artinian). From the snake lemma applied to multiplication of this short exact sequence by x we get an exact sequence
We also have, from the sequence 0 → R x → R → R/xR → 0, the long exact sequence in local cohomology, which gives
From (7.1) and (7.2) we see that it suffices to bound λ H i m (R)/xH i m (R) and λ Ann H i+1 m (R) x for i ≤ d − 2, and hence to bound λ(Ann E x) depending only on r (using the fact that each C i embeds in a finite direct sum of E's). By duality, λ (Ann E x) = λ (R/(P + xR)).
Thus the problem reduces to showing that if (S, m) is a one dimensional complete domain and x ∈ m − m r then there is a bound on λ(S/xS) which depends only on r. Let T be the integral closure of S, and set N to be the degree of the extension of fraction fields. Then λ S (S/xS) ≤ N λ T (T /xT ). By Rees's strong valuation theorem, there is an integer k such that ord T (x) ≤ ord S (x) + k [18] . This shows that λ S (S/xS) ≤ N (r + k). . Then the residue field of S is infinite. Since R ֒→ S is smooth, for c ∈ R, R c is CM if and only if S c is CM. Thus, A(R)S ⊆ A(S). Moreover, for any prime ideal P ⊆ R, P S is prime. This implies that if A(S) properly contains A(R)S then it is primary to the maximal ideal of S, and so S has f.l.c. It then follows that R has f.l.c., a contradiction. Hence, A(R)S = A(S). We may pass from R to S and assume that k is infinite.
Let I = (x 1 , . . . , x d ) be a parameter ideal in R. We may pick x d , x d−1 , . . . , x 1 to form a superficial sequence. If d = 2, the theorem is true by [22] .
has a principal minimal reduction w. Let r be the reduction number of m + A(R) in R/A(R), and let w be a representative of w in R. Suppose y ∈ R. Then, there exists an integer t y ≥ 0 such that y ∈ m ty −m ty−1 in R/A(R). Observe that if t y ≥ r+1, then we can write y = y ′ w l +α where y ′ ∈ m r , l = t y − r and α ∈ A(R). If t y ≤ r, we can write y in the same form y = y ′ w l + α by letting y ′ = y, l = 0 and α = 0.
By replacing x d by a generic combination of x 1 , . . . , x d−1 , we may first assume that It follows from Lemma 7.1 that for 2 ≤ q ≤ d there exists a uniform bound B q (depending only on q and r) such that for z q−1 , . . . ,
By considering the exact sequence 0 → R γ → R → R/(γ) → 0, for any non-zero-divisor γ ∈ A(R) which is part of a s.o.p., it also follows from Lemma 7.1 that there exists a uniform bound L d+1 not depending on γ such that 
where H is a monomial divisible by i>j T m i i , G and F ′ both provide relations in x 1 , . . . , x d , the leading term r k T k of G satisfies the condition r k T k r m T m , ord <j+1 (T k ) ≤ K j and ord j+1 (T k ) = · · · = ord d (T k ) = 0 (in particular, the degree of G is bounded by K j ), and all terms r n 1 T n 1 of F ′ with ord <j+1 (T n 1 ) > K j are smaller than r m T m .
By contradiction, suppose our assertion is not true. As before, let j be the smallest index for which there is a relation F contradicting our assertion. Suppose r n 0 T n 0 is the largest term of F for which ord <j+1 (T n 0 ) > K j . We shall pick F such that r n 0 T n 0 is smallest possible. Let n 0 = (n 01 , . . . , n 0d ). For simplicity, we write r for r n 0 . We shall derive a contradiction.
From the choice of j, we may assume that K = ord <j (T n 0 ) ≤ K j−1 . Again, we first observe that
Let B = (y j+1 , . . . , y d ). We proceed along the same line of argument used in going from (6.5) to (6.8) , with the exception that instead of having A(R) we now have A(R) + (y d ) being m-primary. Hence, y q ′ j j − cy d ∈ A(R) for some positive integer q ′ j and c ∈ R, and so (y
Since y d ∈ B, we get an equality similar to (6.8)
By a similar argument as in Theorem 6.4 again (as to get (6.11) and the condition in the next paragraph), we obtain a new relation in y 1 , . . . , y d ,
where m 0 = (m 01 , . . . , m 0d ) = (n 01 , . . . , n 0(j−1) , n 0j + q j , 0, . . . , 0), and each term
Let γ ∈ A(R) be a homology multiplier in R such that (γ, y 1 , . . . , y j , . . . , y d ) is a s.o.p. We also pick γ such that y d is not in any associated primes of γ. Since γ is part of a s.o.p. and
, and let
We can continue in the same line of argument as in Theorem 6.4 (up to (6.14)) to get a system of equalities which is similar to (6.14)
where (y 1 , . . . , y d ) be the right hand side of the p-th equality in (7.5). As before, among all possible system of the form (7.5) associated to the relation Q(T 1 , . . . , T d ), we choose one such that all the leading terms on the right hand side are minimal.
The following claim is similar to Claim 6.5.
Proof of Claim. By (7.4), we have m 0j −K j−1 +1 ≥ N j +1. By contradiction, suppose the assertion is false. That is, s 1 , . . . , s N j are all non-zero. Fix an integer 1 ≤ p ≤ m 0j −K j−1 +1, and suppose the y i 's that appear in y mp are in {y i | i ≥ h}\{y j } (and h is chosen to be the largest integer with this property).
If h < d, we have
Choose α ∈ A(R) such that the images of (γ, {y h+1 , . . . ,
is a generalized Cohen-Macaulay ring. Since (γ, { y h+1 , . . . , y d−1 }\{ỹ j },α) is part of a s.o.p.,α avoids all associated primes of (γ, { y h+1 , . . . , y d−1 }\{ỹ j }) except possiblym. Thus, we havẽ
here s p denotes the image of s p in R γ, {y h+1 , . . . , y d−1 }\{y j }, x ′ d . If h = d, then the p-th equality of (7.5) is
where m p = (0, . . . , 0, m p ). Since γ was chosen such that y d is not in any associated primes of γ, we must have 
, for all t = 1, . . . , L q , and if q = d + 1 then
, for all t = 1, . . . , L q . Notice that when q = d + 1, as in (7.6), for all t = 1, . . . , L q , the p t -th equality of (7.5) is γG pt = s pt y mp t d , where m pt = (0, . . . , 0, m pt ).
If q = d + 1, it follows from the choice of L q that we can write
Substituting this into the equality γG p Lq = H p Lq , we get
We can now use the p 1 -th, . . . , p Lq−1 -th equalities in (7.5) to simplify the right hand side of (7.7) as we did in the 2-dimensional case (Theorem 6.1), bringing all terms with γ to the left hand side and absorbing extra powers into the coefficient if necessary, to get γ G p Lq + terms smaller than ry This contradicts the fact that the right hand side of (7.5) was chosen to be minimal. Hence, substituting (7.12) into (7.9), bringing terms with γ to the left hand side, we get We have just shown that there must exist an integer p ≤ N j such that γG p = 0.
Thus, since γ is a non-zero-divisor, we have G p = 0. That is, Once again, observe that K j−1 + p − 1 ≤ K j−1 + N j − 1 < n 0j by (7.4). Therefore, we can write
where G p (T 1 , . . . , T d ) and F ′ (T 1 , . . . , T d ) are relations in y 1 , . . . , y d . Again, it is clear that every term r n T n of F ′ with ord <j+1 (T n ) > K j is smaller than r n 0 T n 0 . We obtain a contradiction. Hence, the theorem is proved.
Let R be a ring of positive prime characteristic p. We denote the eth power of the Frobenius endomorphism f : R → R sending x → x p by f e . For q = p e , a power of p, and I ⊆ R we let I [q] = (i q |i ∈ I). The ideal I ⊆ R is called Frobenius closed if whenever x q ∈ I [q] then x ∈ I. The ring R is called F -pure if f is a pure morphism and cyclically F -pure if all ideals of R are Frobenius closed. When R is excellent these conditions are equivalent [6] .
Also, when R = S/J is the image of a regular local ring (S, n) then Fedder has given a criterion for F -purity in terms of J [5] . R is F -pure if and only if J [p] : S J ⊆ n [p] .
When (R, m) is an excellent local ring then R is F -pure if and only if R is F -pure. Moreover, in an F -pure ring, the ideal A(R) is radical. We may thus apply Theorem 7.2 to obtain Corollary 7.4. Let (R, m) be an complete local equidimensional F -pure ring such that the defining ideal of the non-CM locus is a dimension one prime ideal. Then R has a uniform bound on relation type of parameter ideals.
