We investigate higher order symplectic integration strategies within Bayesian cosmic density field reconstruction methods. In particular, we study the fourth order discretisation of Hamiltonian equations of motion. This is achieved through an operator formalism, in which the original leap-frog algorithm is recursively applied in a combination of two forward time integration steps with an intermediate backward step and appropriate step-sizes. We restrict this study to the lognormal-Poisson model, applied to a full volume halo catalogue in real space on a cubical mesh of 1250 h −1 Mpc side and 256 3 cells. Hence, we neglect selection effects, redshift space distortions, and displacements. We note that those observational and cosmic evolution effects can be accounted for in subsequent Gibbs-sampling steps within the COSMIC BIRTH algorithm. We find that going from the usual second to fourth order in the leap-frog scheme improves the convergence by a factor of ∼ 20 in computing time, increasing the acceptance rate from 52 to 79%. Moreover, we obtain a correlation length of about 10 iterations, as opposed to ∼ 300. This gain in computational efficiency is crucial to go towards a full Bayesian analysis of the cosmological large-scale structure for upcoming galaxy surveys.
INTRODUCTION
In the current cosmological picture, the non-linear structures we observe today have risen from some closely Gaussian primordial fluctuations (see e.g. Mo et al. 2010 , and references therein). Gaussian fields have the convenient property of being fully characterised by the variance, i.e. the two-point statistics, which is given by the correlation function in configuration space, or the power spectrum in Fourier space. It is thus common to extract cosmological information from the two-point statistics (see e.g. Chuang et al. 2017; Beutler et al. 2017; Ross et al. 2017 ). However, as gravity couples different scales, the cosmic density field is far from being Gaussian anymore, and the linear predictions of the twopoint statistics do not match the observations (see e.g. Libeskind et al. 2018) . Therefore, non-linear models have been developed to be able to compare the theoretical predictions E-mail: fkitaura@iac.es to the observations and constrain cosmological parameters (see e.g. Angulo et al. 2008; Nishimichi et al. 2009; Reid & White 2011; Okumura et al. 2015; White 2015; Uhlemann & Kopp 2015; Hashimoto et al. 2017; Bose & Koyama 2017) . But even if one succeeds in doing so, not all the cosmological information is encoded in the two-point statistics in low redshift data, as opposed to the cosmic microwave background (see e.g. Schmittfull et al. 2015) . This is why linearisation methods have been suggested in the literature (Neyrinck et al. 2009; Kitaura & Angulo 2012; Schuhmann et al. 2016) . In particular, reconstruction takes the galaxies back in time, putting back information from the higher order into the two-point statistics, thus increasing the precision of baryon acoustic oscillation (BAO) signature measurement (Eisenstein et al. 2007; Padmanabhan et al. 2012) . Other ways of gaining non-linear information from the galaxy distribution have been suggested based on the three-point statistics (see e.g. Saito et al. 2014; Gil-Marín et al. 2017) , or on reconstructions of cosmic voids (Kitaura et al. 2016; Zhao et al. 2018) . From a Bayesian perspective, one can write the posterior distribution function relating the primordial density field to the galaxy distribution through a Gaussian prior and some likelihood including non-linear dynamics and some bias description (Kitaura & Enßlin 2008) . The resulting global posterior probability distribution function (PDF) is clearly non-Gaussian. One of the simplest models we can consider is the lognormal-Poisson, accounting for the non-Gaussian matter distribution and the discreteness of the galaxy distribution ). More complex variations on this can be suggested, including deviations from Poissonity in the likelihood, or non-linear dynamics in the connection between the initial and final cosmic density field. As a matter of fact, the lognormal-Poisson model can be an accurate model for Lagrangian tracers, which are connected within a Gibbs-sampling scheme to the observed galaxy field distribution sampling the displacements in a separated step . Hamiltonian Monte Carlo techniques permit us to sample from non-Gaussian PDFs (Duane et al. 1987; Neal 1993; Neal 2012) . Ever since the first application to observational data from galaxy surveys without ) and with cosmic evolution modelling (Kitaura et al. 2012b ), a number of Bayesian inference methods have been developed to solve the problem of sampling linear density fields from a galaxy distribution (Jasche & Wandelt 2013; Kitaura 2013; Wang et al. 2013 Wang et al. , 2014 Bos et al. 2019; Jasche & Lavaux 2019) . However, one of the drawbacks of these methods is that they require thousands of accepted iterations until convergence, and have very long correlation lengths of several hundred to one thousand iterations. As galaxy surveys increase in volume, accurate reconstructions demand meshes with between one hundred million to one billion cells. Given the high dimensionality of the problem, Bayesian methods cannot be considered yet to be practical to sample full posterior distributions and constrain cosmological parameters.
This calls for efforts in increasing the efficiency of the Hamiltonian Monte Carlo Sampling. A number of works have investigated higher order discretisations of the Hamiltonian equations of motions (for a comprehensive summary see Hairer et al. 2010) . Yoshida (1990) proposed a higher order symplectic integration parametrising the integration steps and calculating the exact coefficients. Also, efforts have been done in the field of quantum-chromodynamics and lattice computations, successively applying second-order leapfrog integrations (Creutz 1988; Creutz & Gocksch 1989; Campostrini & Rossi 1990; Kennedy 2006; Luscher 2010) . In the field of applied mathematics, Blanes et al. (2014) suggested a higher order integrator by sampling from Gaussian distributions and splitting the integration scheme, evaluating the force term several times per integration step. This has been incorporated into a general N -body integration framework in Rein & Tamayo (2018) . Multisymplectic integrators (e.g. Islas & Schober 2004 ) are extensively used describing the evolution of the Schrödinger equation in quantum field theory. For other advances in higher order simplectic integration methods see Igor Omelyan & Folk (2001) . In this work, we investigate the efficiency of the fourth order leap-frog scheme and compare it to the commonly used second order one, demonstrating that this represents a major step forward in Bayesian analysis of the large-scale struc-ture. This paper is a companion paper of Kitaura et al. (2019) .
The remainder of this manuscript is structured as follows, first we revise the theory of Hamiltonian Monte Carlo sampling and present the higher order formalism. Then we describe the data used in this work and the numerical tests performed on them. Finally we present our summary and conclusions.
METHOD
For the sake of completeness we will recap the lognormal-Poisson posterior model within a Bayesian framework, first presented in Kitaura et al. (2010) . In particular, we will include a power-law bias description in the equations as introduced in Ata et al. (2015) .
Bayesian framework
In a Bayesian inference framework we need to first define the prior of the sought signal s: π(s), and then the likelihood of the data given the signal L(d|s). These ingredients permit us to define the posterior distribution function, i.e., the PDF of a signal given the data:
(1)
The Prior
The signal we want to reconstruct within a Bayesian inference framework is the linear over-density field, thus, s ≡ δL.
From now on, we will consider a regular grid with a cubical volume V of side L subdivided into Nc cells. We assume as a prior that δL is Gaussian distributed with zero mean
where CL = δ t L δL is the co-variance matrix.
The Likelihood
The likelihood defines the model of the data. One has to include here the connection between the signal s and the data d. This is achieved with a structure formation model for the dark matter field, relating the primordial linear overdensity field δL to the cosmic evolved one δ, and a biasing prescription relating δ to the galaxy population.
The dark matter density field
In this work, we relate the non-linear over-density field δ = ρ/ρ − 1 (with ρ being the density) through a logarithmic transformation to linear
where
This yields the lognormal model for the density field. It is particularly interesting due to its rich cosmological information content (Carron & Szapudi 2014) . Looking carefully at its derivation from the continuity equation applied to a cosmic fluid, one finds that it is valid for a Lagrangian co-moving framework before shell crossing (Coles & Jones 1991; Kitaura & Angulo 2012) . This implies, that the lognormal assumption applied to cosmic evolved density fields observed in Eulerian coordinates is not accurate, especially in the three-point statistics (White et al. 2014; Chuang et al. 2015) , although it gives a fair description of the two-point statistics (Neyrinck et al. 2009 ). Nevertheless, we will use this prior in this work as a reference to study the efficiency of the sampler, neglecting displacements connecting Lagrangian to Eulerian space, as it would be required for an accurate structure formation description. We note, however, that more complex structure formation models can be implemented. Sampling the Lagrangian tracers with the displacement field given an arbitrary structure formation model within a Gibbs-sampling framework, the lognormal assumption turns out to become reasonable, and for |δ| 1 it ultimately tends towards the Gaussian PDF . The lognormal assumption, however, ensures positive definite densities, i.e. ρ ≥ 0. This is very important, since otherwise one has to cut-off within a general non-linear bias description cells with ρ < 0 resulting in an artificial lack of power of the density field.
Link between the dark matter field and the galaxy distribution
It is natural to define the data as the number counts of galaxies d ≡ N g in the above defined regular grid, as this allows for a clear statistical description, and for efficient operations relying on fast Fourier transforms.
To capture the discrete nature of the data we can assume a Poisson likelihood, which was introduced to Bayesian reconstruction in cosmology in Kitaura & Enßlin (2008) ; Kitaura et al. (2010) 
where the expected number counts per cell k is given by
fN is the normalization of the ensuring a given number den-sityN , w k is the three-dimensional completeness at cell k, and b is the power-law bias parameter (see Kitaura et al. 2014; Ata et al. 2015) .
Prior reconstructions considered only the variance of the Poisson distribution within a Gaussian likelihood, which does not ensure positive definite density fields in the reconstruction (Zaroubi et al. 1995) . We note that this is the simplest discrete PDF we can consider without requiring any additional parameter. In general, the distribution of galaxies is not Poisson distributed (see Peebles 1980) . There are some PDFs which can capture the deviation from Poissonity (see e.g. Saslaw 1989; Sheth 1998; Kitaura et al. 2014; Neyrinck et al. 2014; Ahn et al. 2015) , that can be implemented in a Bayesian framework (Ata et al. 2015) .
The Posterior
Based on the prior and likelihood defined in the previous sections we can now define the posterior PDF (see Eq. 1).
For convenience, let us write the negative logarithm of the posterior as − ln P = − ln π − ln L.
This permits us to write the prior term 2 as
where we have included terms that do not depend on the signal in the term c. The negative logarithm of the likelihood, taking equation 5, is simply
with c = c (δL). This permits us to compute the gradients with respect to the signal of the prior and the likelihood in a straightforward way as introduced in Kitaura et al. (2010) .
For the prior we obtain
And for the likelihood we use the chain rule to get
These gradients permit us to compute either the maximum a posteriori, when solving the corresponding equation set to zero, or to sample from the posterior PDF using the Hamiltonian Monte Carlo sampling, as we will show in the next section.
Hamiltonian Monte Carlo Sampling
To sample the posterior we rely on the Hamiltonian Monte Carlo sampling technique (HMC) (Duane et al. 1987; Neal 1993; . Let us recap the method in this section and extend it to higher orders. The Hamiltonian is defined as a function of the generalized phase space coordinates of positions q and momenta p through the potential energy U(q) and the kinetic energy K(p)
The kinetic energy is expressed as
where M is the mass matrix, describing the co-variance of the momenta. It represents the degree of freedom in the Hamiltonian sampler, and its structure can be crucial for the efficiency (Neal 2012) . One chooses an adequate mass matrix, encoding both the prior and the likelihood information. In general, such a mass matrix will be non-diagonal, and there are ways of implementing them in an efficient way . In this work we will restrict our studies to a full volume, for which a mass matrix given by the inverse matter co-variance matrix is nearly optimal, M = C −1 L (see Taylor et al. 2008 ).
To relate the Hamiltonian dynamics to a probabilistic measure, we resort to the canonical distribution definition:
where Z is the normalization of the distribution function. The latter equation can also be expressed as
according to our previous definitions, factorized into two separated probabilities corresponding to the potential energy (and the positions): P(q), and to the kinetic energy (and the momenta): P(p). It is interesting now to identify the potential energy U (q) with the negative logarithm of the posterior distribution function (Eq. 7)
and realise that the kinetic term K(p) defines a multivariate Gaussian distribution function
This implies that the Hamiltonian Monte Carlo sampling only requires a Gaussian field with a free Hamiltonian mass to sample arbitrary non-Gaussian PDFs. We can now further identify the positions, q, as the variable to sample, i.e., the sought signal, in our case, the primordial fluctuations δL.
The momenta, p, are artificially introduced in the kinetic term just to allow us to explore the phase-space, therefore, to evolve the system and get q. The marginalization is done to avoid the dependence on the momenta when obtaining the posterior. This is achieved by randomly drawing new momenta in each iteration, disregarding the ones of the previous step. The partial derivatives of the Hamiltonian determine how q and p change with time, t, according to Hamilton's equations of motion
where we have introduced the Poisson bracket definition:
∂q , for reasons which will be clear below. Substituting equation 12 and 13, Hamilton's equations can then be written as
The particular expression to the latter equation, in our case study, is given by the sum of Eqs. 10 and 11. Moreover, the Hamiltonian dynamics has to fulfill a series of properties:
• The Hamiltonian H is conserved as q and p evolve through time: ∂H ∂t = 0. • The dynamics also preserves the phase space volume according to Liouville's theorem.
• Hamiltonian dynamics is reversible, i.e., mapping from a state to the next state is bijective one-to-one, and therefore, the inverse mapping is obtained by changing the sign in the time derivatives in equations 18 and 19.
These properties together imply that the canonical distribution is invariant with respect to any transformation. However, to evolve the system numerically, we must discretise Hamilton's equations of motion using some non-zero time step, and introducing, thus, an inevitable error. Due to this numerical error, one has to introduce a Metropolis-Hastings rejection step. The proposed new state obtained with a stepsize and number of steps per iteration N is accepted with a probability of
where ∆H(q, p) = H(q , p ) − H(q, p) stands for the difference in the Hamiltonian between the old (q, p) and new (q , p ) proposed state of the system. The chosen time-step and discretisation scheme will have a great impact on the acceptance rate and the computational efficiency.
Second order discretisation
Let us follow the formalism of Creutz (1988) ; Creutz & Gocksch (1989) ; Campostrini & Rossi (1990) . We start with the basic leap-frog algorithm. For a Hamiltonian of the generalized coordinates q, p: H(q, p), we can define the translation operator T ( ), evolving the system along a time step of size . Due to the property listed in the previous subsection on reversibility of the Hamiltonian, we demand:
We can now split the time translation into separated parts acting on p and q individually
where the new states q and p are given according to the equations of motion 20 and 21 with
Following Eqs. 18 and 19 the evolution of system from an old state (q, p) to a new one (q , p ) is obtained through the action of the Hamilton operator on (q, p). A naive translation of step-size ∆τ = , such as T ( ) = Tp( )Tq ( ), will violate time reversibility since
An obvious choice of a time translation operator to preserve reversibility can be constructed by symmetrizing the operator
which is the commonly used leap-frog discretisation scheme. It preserves phase space volume, and is also time reversible. A single iteration calculates approximations to the position and momenta at time t + from these quantities at t as it follows
This corresponds to a second order discretisation of the equations of motion, (O( 2 )), as we will discuss in the next section. In practice, this scheme is applied N × uN times with a time step i = × u , where uN and u are random numbers, which help the HMC sampler to explore the parameter space (Neal 1993 ).
Higher order discretisation
Let us now revise Hamilton mechanics to find a generalization of the leap-frog integration beyond second order. For any conserved function, which depends on the phase-space variables at time t, f (t, q, p), the time derivative vanishes
and hence ∂f ∂t
where we have used Eqs. 18, 19, and the Poisson bracket definition. Thus we can identify the partial time derivative to the Hamilton operator
From this we can write a time evolution of f from time t to t + by following transformation
which is the classical equivalent to the time evolution solution for the Schrödinger equation in quantum mechanics. Expanding f (t, q, p) as a function of the time evolution in a Taylor series, we can write 
where the errors of the time evolution operator Tn, with respect to the analytic solution, −∆n+1 n+1 , are of order n + 1. The operator Tn is made out of a number of concatenated Hamiltonian operators depending on the order n. This suggests the idea to construct higher order Hamiltonian schemes based on recursive applications of lower order ones. A naive fourth order scheme could then be constructed as the application of two successive second order ones. Let us define with that spirit our tentative (n + 2)-order operator as
which based on Eq. 38 can be expanded to
where i is the number of times the operator Tn is successively applied, and ∆m stands for the error factors at different order m = 1, 2, . . . . We have kept only the first term of the Taylor expansion of e Hi , whenever it appeared multiplying error terms to correctly keep track of the orders. This implies that the naive successive concatenation of second order leap-frog operations does not yield a fourth order accurate scheme. The problem here is the presence of error terms of order below O( n+3 ). Let us focus first on the (n + 1)order term ∆n+12i n+1 . The solution proposed by Creutz & Gocksch (1989) and Campostrini & Rossi (1990) consists of introducing a backward step to exactly cancel out the (n + 1)-order error term, which necessarily needs to have a step-size of
From Eq. 38 we can verify that an opposite error term −∆n+12i n+1 is obtained. To see how the (n+2)-order term vanishes we need to construct a time-reversible operator (see Eq. 23), for which T (− )T ( ) = 1 holds within the order of the scheme. Inserting the expansions from Eq. 38 with the ansatz of Eq. 39 we get
Focusing now on the (n + 2)-order term we find that it can vanish for odd numbers of n, since then n+2 − n+2 cancels out, however, with the term ∆n+2 n+2 not having to be zero. Only for even numbers of n, and in order to accomplish the reversibility condition, we can state that ∆n+2 vanishes, and hence also the (n + 2)-order error term. For this reason, Creutz & Gocksch (1989) suggested the following recursive scheme for even numbers of n
where reversibility and phase-space volume conservation are accomplished. Hence, iterating this scheme recursively produces a discretisation of Hamilton's equations of motion to any desired even order. It is interesting to note that the global step-size is given by ∆τ = (2i − s) = (2i − (2i) 1/(n+1) ) , which is larger than when i > 1 and n ≥ 2 (∼ 0.74 and ∼ 2.4 for n = 2, i = 1 and i = 2, respectively). We expect, therefore, to see improvements in the efficiency for i > 1. For the particular case of n = 2 we have the transformation from the second order to the fourth order leap-frog scheme. We will focus in this work on the comparison of these two schemes.
NUMERICAL VALIDATION
In this section we show our parameter study, analyzing the optimal setting for the fourth order leap-frog algortihm, as compared to the second order discretisation scheme. We start exploring the parameter space on a lower resolution, and then focus on a number of constrained configurations on a set of higher resolution runs. Based on this we will make a robust assessment of the convergence of the chains and the corresponding correlation lengths.
Data used in this work
To validate the method we restrict this analysis to a mock galaxy catalog corresponding to a single snapshot at z = 0.57. In particular, it matches the CMASS sample of luminous red galaxies (LRGs), which is a complete sample, nearly constant in mass and volume, limited between the The mock galaxy catalog used in this study was presented in Rodríguez-Torres et al. (2016) and was extracted from the BigMDPL N-body simulation 1 , one of the Multidark simulation project, which was performed using the GADGET-2 code (Springel 2005) . The BigMDPL was run with 3.840 3 particles on a volume of (2.5 h −1 Gpc ) 3 assuming ΛCDM Planck cosmology with {ΩΛ = 0.6928, ΩM = 0.307, Ω b = 0.0482, σ8 = 0.828, ns = 0.961}, and a Hubble constant (H0 = 100 h km s −1 Mpc −1 ) given by h = 0.677. Halos and subhalos were identified using the ROCKSTAR halo finder (Behroozi et al. 2013 ).
Results
For our study we rely on the COSMIC BIRTH code (Kitaura et al. 2019) to sample the density field with the lognormal-Poisson model, switching off: displacements, peculiar motions, and selection effects. This corresponds to the first Gibbs-sampling step listed in the COSMIC BIRTH paper, which initially represented the bottle-neck of the computations. The posterior distribution function is sampled with the HMC sampling technique following the methods described in the previous section, including an automatic es-1 See https://www.cosmosim.org/cms/simulations/bigmdpl/ timation of the logarithmic mean field µ (see Kitaura et al. 2012a) .
We choose two meshes of 128 3 and of 256 3 on a cubical volume of 1250 h −1 Mpc side. We perform a nearest-gridpoint mass assignment of the mock galaxy catalog on the grid to obtain the data array, as the number counts per cell.
Parallelisation and optimal number of cores
The numerical tests have been performed using the Diva Severo Ochoa machine, which is a High Performance Computer at the IAC with specifications shown in table 1.
First, a study of the optimal number of cores to run the Open-MP parallel COSMIC BIRTH code is presented. To do so, the code has been run for the same parameters (i, stepsize , seed and number of iterations) for different number of cores: 1, 2, 4, 8, 16, 32, and 64.
• Low resolution case: 128 3 cells. The left panel in Fig. 1 shows the computational time needed to reach 100 iterations as a function of the number of cores, represented by the the red line. The black line is the reference one from a perfect scaling of the computation time with the number of cores, which means that the computational time decreases to the half each time we double the number of cores. As we can see, for more than 8 cores, the computation time decreases slowly until it becomes almost constant for more than 32 cores. Hence, the computation time saved using 16, 32 or 64 cores is not remarkable enough compared to using 8, as it deviates from the ideal case (black line). For this reason all the runs with 128 3 cells in this study were performed with 8 cores.
• High resolution case: 256 3 cells. The right panel in Fig. 1 represents the speed up factor by the solid red line, which is defined by the largest time of all runs (the one for 1 core) divided by the time of each run. The solid black line shows the reference curve for an ideal speed up factor: 1 for 1 core, 2 for 2 cores, and so on. In this case, until 32 cores, we find that the speed up factor goes approximately as the ideal case. However, for 64 cores we can see that there is a deviation with respect to the solid black line. For this reason, we choose 32 for the high-resolution in this study. We have chosen a different representation here as for the low resolution case, to better assess the saturation for large number of cores.
Convergence criteria
To determine the iteration at which the HMC sampler reaches convergence, we compare the power spectrum of a 1 2 3 4 5 6 7 8 9 10
Step specific iteration with the power spectrum of a converged chain. The latter can be obtained with the second order leap-frog algorithm, after a large number of iterations. We consider specifically 6000 iterations to ensure that convergence has been reached. As we show below, this turns out to be extremely conservative and thus a safe assumption. We estimate that convergence has set in when the ratios between the reference power spectrum and that of a certain iteration are compatible with each other within 2.5%. We further assess the convergence of the chains in a robust way using the Gelman-Rubin estimator in §3.2.4.
Parameter study: optimal step-size and number of iterations
To define our reference computation we start with the second order leap-frog algorithm, and determine an optimal stepsize of = 0.06, multiplied by a uniform random number with an additionally drawn random number of steps in each iteration from 1 to 10 (see Neal 1993, and §2.2.1) .
We investigate the performance of the fourth order discretisation scheme for which the number of iterations and step-size have no random component. The optimal setup will be investigated in the following subsections. We start with the low resolution case, which permits us to scan more broadly the parameter space.
• Low resolution studies: 128 3 cells This study has been done for different number of steps i within one iteration, and for different step-sizes (multiple values of ), to analyze the convergence, the computation time, and the acceptance rate. This last parameter expresses the percentage of iterations that have been accepted at the first time. A too large step-size will result in a very low acceptance rate for the new states, and a too small step-size can waste computation time or will lead to a slow exploration of the parameter space. Table 2 shows the iteration at which the chain converges, the corresponding computing time, and the acceptance rate. This has been computed for each value of i and different step-sizes. To suppress the dependence on the starting point of the chain, all runs have been performed for 5 different seeds, yielding stable results, as can be seen in the small fluctuations in Fig. 2 . Hence, the results in table 2 represent the average over the 5 chains. We can see that for the three values of i, and a step-size of , the Markov chain reaches convergence at a higher iteration than for higher values of step-size. On the other hand, it is the configuration with the highest percentage of acceptance. Thus, the case of i = 2 and i = 3 is the optimal configuration. For the case of i = 1, table 2 shows that the optimal step-size value is the one of 2 , for which the convergence is reached at iteration 250 with a relative high acceptance rate. However, as we increase the step-size value, we can observe that convergence is reached at a similar number of iterations to the case of 2 , but that the computational cost increases due to the number of rejected samples. We also find that, for larger values of i, the acceptance ratio decreases faster with increasing stepsizes, which implies that the computation time increases. This can also be seen in Fig. 2 , where we have represented the convergence time over the step-size value. In particular, we find a linear positive slope, with the exception of stepsize for case i = 1. In this case, the global transformation to a new state, including the backward step, is presumably too short to take advantage of the fourth order discretisation (see discussion at the end of §2.2.2). Fig. 3 represents the acceptance for the case i = 1 as a function of the step-size m . We can see that, as the step-size increases, the number of rejections becomes larger. For the case of a step-size of , 97.0% of the iterations are accepted at the first trial, and 3.0% at the second one, i.e. with only one rejection. For the case of 2 , we can observe that there is increment, although small number of iterations that are accepted at the second and third time. The histogram in the lower right panel of Fig. 3, for x[h −1 Mpc] −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 Figure 5 . Comparison between the catalog (left) and the reconstructed primordial fluctuations, δ(x), with fourth order leap-frog algorithm, for i = 3 and a step-size = 0.06 (right). We have taken a volume of (1250 h −1 Mpc) 3 and 256 3 cells. The slice was obtained integrating 10 cells in y direction, corresponding to a thickness of ∼ 50 h −1 Mpc.
that iterations can be rejected up to 50 times before being accepted, which dramatically increases the computational cost. The same behaviour has been found for cases i = 2 and i = 3, as it is shown in table 2. Fig. 4 shows the acceptance for a step-size of for the 3 studied values of i. We can see in the panel on the right, that for the case of i = 1, almost all iterations are accepted without rejections. For i = 2 we find that there is a very high acceptance ratio at the first trial, but some rejections start to appear after one trial. Finally, for i = 3, the panel on the right shows that the number of rejections increase, although remaining low.
• High resolution studies: 256 3 cells. Once we have studied the low resolution case, we can now focus on fewer configurations at a higher resolution. We present the results for the configurations 2 , for i = 1 and for i = 2 and i = 3. These were the most efficient configurations for each value of i. Here we have also taken the average over 5 different seeds.
A visual impression of the reconstruction is shown in Fig. 5 , where the input catalog and the corresponding reconstruction of the linear density field using the fourth order discretisation scheme are shown. Here we can qualitatively verify that the discrete number counts of objects on the left panel is translated into a continuous density field on the right panel. This is essential to primordial density reconstructions, as we need to obtain a clean Gaussian field on which we can make non-linear cosmic evolution operations (see e.g. scheme in Kitaura 2013, relating the Gassian field to the final galaxy distribution, and the corresponding power spectra). Fig. 6 shows the convergence of the power spectra as a function of the number of iterations for the optimal case of the 3 values of i. While in the second order leap-frog algo-rithm convergence is reached at iteration ∼ 2500, with the fourth order method we get converged samples at iteration ∼ 350 for the case i = 1, ∼ 100 for i = 2, and ∼ 30 for i = 3, as we can read from table 3. Note that Fig. 6 shows results for a particular seed, so that the optimal values can vary with respect to the ones presented in the table, as the average over different seeds. Table 3 shows that, with the implementation of the fourth order leap-frog algorithm, taking the most efficient configuration ( and i = 3), we are able to reduce the computing time by a factor of ∼ 18 to reach convergence. One can also see that the acceptance rate has increased with respect to the second order leap-frog algorithm.
Having set the number of forward steps to i = 3, and the step-size to , which is the most optimal configuration, we can now proceed to study the convergence of the fourth order leap-frog algorithm compared to the second order one in a robust way.
Robust convergence assessment: Gelman-Rubin test
To verify that convergence has been reached at iteration ∼ 30, we perform the Gelman-Rubin test. Multiple chains are supposed to converge to some stationary distribution. Hence, comparing the mean and variance within one converged chain to the samples of independent chains, gives a tool to verify convergence of Markov chains. In this test we have to run N chains of length N length , that are supposed to have the same target distribution, but starting at different points, so each one has a different seed. The output of the chain is represented by xc,s, with c ∈ 1, 2, ..., N chains and s ∈ 1, 2, ..., N length . x is, in this case, the over-density δi of each cell. The goal is to compare the variance of the N chain means of the different chains to the mean of the variance . Power spectra for different iterations (coloured lines) compared to the reference converged power spectrum (black line) for the high resolution (256 3 ) runs. The lower panels show the ratio between the converged sample for each setup with respect to the reference converged sample. The power spectrum represented with the red line corresponds to that at iteration of convergence. The subplots show the ratio between the reference converged power spectrum and the converged one for each setting. Upper left: power spectrum for different iterations with the second order leap-frog algorithm. Upper right: power spectrum for different iterations with the fourth order leap-frog algorithm, for i = 1 and a step-size 2 . Lower left: power spectrum for different iterations with the fourth order leap-frog algorithm, for i = 2 and a step-size . Lower right: power spectrum for different iterations with the fourth order leap-frog algorithm, for i = 3 and a step-size .
of each individual chain. The parameter R introduced in Gelman & Rubin (1992) , known as the Potential Scale Reduction Factor (PSRF), is assumed to represent a converged chain when reaching a value of R = 1.1.
We first calculate each chain's mean value Then we calculate each chain's variance
Then, we determine all chain's mean
The weighted mean of each chain's variance is expressed as
and the average variance by
Finally, the Potential Scale Reduction Factor is defined as
We have represented the range in which the Markov chain has converged and, therefore, where the HMC has reached the target distribution. As it is mentioned before, we evolve the system with Hamilton's equations of motion. However, the initial samples do not belong to the correct target distribution, but are part of the burn-in phase. Fig. 7 presents the results of the Gelman-Rubin test for the fourth order leap-frog algorithm, as compared to the second order one. This calculation has been done for 4 different chains. The upper panel of Fig. 7 , shows that a small range of 40 to 500 iterations, already gets the majority of the points below the solid red line, which represents R − 1 = 0.1. However, for second order leap-frog algorithm we need a larger range to find a similar behaviour in the Gelman-Rubin test: from 3000 to 12000 (lower panel of Fig. 7 ). If we take the same range as for the fourth order one, we can verify that the Markov chain is far from converged (see middle panel in Fig. 7) .
Correlation length
Finally, we compute the correlation length of all modes of the power spectrum over the iteration distance. The correlation length is calculated as
where k is one mode of the power spectrum, N is the number of samples and n is the distance between iterations. Fig. 8 demonstrates the remarkable difference between the second order leap-frog and the fourth order algorithm, with a correlation length of ∼ 300 and ∼ 10 iterations, respectively. This implies that, once convergence is reached, we obtain independent samples each 10th iteration in the latter case.
Since the second order case takes almost 56 hours (see computational setup at the beginning of this section) and 2500 iterations to reach convergence (see table 3) , it is not so convenient on a short time scale to run different parallel chains. However, with the fourth order leap-frog algorithm trivial parallel computing is immediately useful, as the chain reaches convergence after only ∼ 30 iterations (see table 3 ). 
CONCLUSIONS
This work presents an efficient Hybrid Markov Chain Hamiltonian Monte Carlo Sampling method for cosmological large-scale structure analysis. In particular, it relies on a fourth order symplectic integration of Hamilton's equations of motion. This is achieved through an operator formalism in which the original leap-frog algorithm is recursively applied in a combination of two forward time integration steps with an intermediate backward step and appropriate stepsizes. We have restricted this study to the lognormal-Poisson model, applied to a full volume halo catalogue in real space on a cubical mesh of 1250 h −1 Mpc, with 128 3 and 256 3 cells. However, we have shown that selection effects, redshift space distortions, and displacements can be accounted for within a Gibbs-sampling scheme, as implemented in the COSMIC BIRTH algorithm. In this way, the scheme presented here permits one to efficiently sample the primordial density fluctuations of the Universe from galaxy surveys within a posterior Bayesian inference framework . This scheme can help to improve the efficiency of other Bayesian inference methods (e.g., the publicly available BARCODE Bos et al. 2019) .
We have demonstrated performing an extensive parameter study, that going from the usual second to fourth order in the discretisation of Hamilton's equations of motion improves the convergence by a factor of ∼ 20 in computing time, increasing the acceptance rate from 52 to 79%. Moreover, we obtain a correlation length of about 10 iterations, as opposed to ∼ 300. A higher order discretisation allows for larger total integration step-sizes with smaller errors in the solution of Hamilton's equations of motion, and hence to explore the parameter space much faster with Hamiltonian Monte Carlo techniques.
We have found a series of higher order Hamiltonian Monte Carlo methods in the literature of particle physics.
This work encourages to explore synergies between different fields of research and transfer techniques to cosmological analysis.
In summary, the gain in computational efficiency from the higher order Hamiltonian Monte Carlo scheme presented in this work is crucial to go towards a full Bayesian analysis of the cosmological large-scale structure for upcoming galaxy surveys.
