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From the Editor-in-Chief
Richard A. Brualdi
In this column, written by one of the occupants of the position of editor-in-chief
and included in every volume whose number is divisible by twenty, we relate com-
ments from authors and readers concerning papers that have recently appeared in
Linear Algebra and its Applications. The column will contain errata, additional ref-
erences, and historical and other comments that we believe will be of interest to
readers of the journal.
(1) Jerzy K. Baksalary and Oskar M. Baksalary, Commutativity of projectors, 341
(2002) 129–142. The authors have communicated the following correction to their
paper: The sentence on page 135, lines 5–8 from bottom, should read as follows:
“This can be seen from the example employing the projectors P1 = P(1) and P2 =
P(3) given in (2.11), for which two subspaces in question have different dimensions:
dim R(P1P2) = 1 and dim [R(P1) ∩R(P2)] = 0.”
(2) Jerzy K. Baksalary and Jan Hauke, Partial orderings of matrices referring to
singular values or eigenvalues, 96 (1987) 17–26. The authors have communicated
the following comments: Xiaoji Liu and Sanyang Liu have pointed out that the last
part of Lemma is incorrect. Actually, the statement in question has the following
form: “Moreover, A ∗ B if and only if both F and G in (1.6) are null matrices,”
(which is true) “that is, if and only if A and B admit a simultaneous singular de-
composition and σ(A) ⊆ σ(B).”, which is invalid. The matrices A = diag(1, 2, 0)
and B = diag(1, 0, 2), for which AA∗ /= BA∗, constitute a simple counterexample.
The statement can be corrected by using the concept of strong simultaneous value
decomposition.
(3) Alan George and Khakim D. Ikramov, Unitary similarity of matrices with
quadratic minimal polynomials, 349 (2002) 11–16. Chi-Kwong Li has communi-
cated the following comments: Theorem 4 is Corollary 1 (see also Theorem 2) in
the paper Unitary similarity of projectors by D.Z. Djokovic Aequationes Math. 42
(1991) 220–224. Also Theorem 3 can be reduced to Theorem 4 by the fact that a
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matrix A satisfies f (A) = 0 for a quadratic polynomial f (z) with distinct zeros µ1
and µ2 if and only if (A− µ2I )/(µ1 − µ2) is a projector. The case when µ1 = µ2,
i.e., (A− µ1I )2 = 0 can be easily treated.
(4) Constantin Popa, Extension of an approximate orthogonalization algorithm to
arbitrary rectangular matrices, 331 (2001) 181–192. The author has communicated
some errata:
(1) replace Eq. (1) (p. 182) with
‖A‖= √ρ(AtA) = √ρ(AAt) < 1,
(2) replace at Remark 1 (p. 182), the sentence “Assumption (7) is not restrictive;”
with “Assumption (1) is not restrictive;”
(3) replace at Theorem 2 (p. 185), the sentence “Let (Ak)k0 be the sequence of
matrices defined by (4) and (5).” with “Let (Ak)k0 be the sequence of matrices
defined by (1), (4) and (5).”
(4) replace at the begining of the proof of Theorem 2 (p. 185), the sentence “First
of all we have to observe that from (7) and (26). . .” with “First of all we have to
observe that from (1) and (26). . .”
(5) replace Eq. (40) (p. 186) with
lim
k→∞Ak = UIˆV
t,
(6) replace the sentence (p. 186, between Eqs. (40) and (41)) “where I˜ is the m×m
matrix defined by” with “where Iˆ is the m× n matrix defined by”
(7) replace Eq. (41) (p. 186) with
Iˆ = diag(1, . . . , 1, 0, . . . , 0).
(8) replace Eq. (44) (p. 186) with
A∞ = UIˆV t
(9) replace in the hypothesis of Theorem 3, after the Eq. (45) (p. 187), the sentence
“with I˜ from (41)” with “with I˜ = Iˆ Iˆ t and Iˆ from (41).”
(5) S.-G. Hwang, A. R. Kräuter, and T. S. Michael, An upper bound for the perma-
nent of a nonnegative matrix, 281 (1998) 259–263. The authors have communicated
the following correction:
In [1], a correction of the characterization of equality in the main result was pre-
sented. Unfortunately, this version turned out to be incorrect again as Peter Gib-
son indicated in a personal communication to the authors. There he provided the
counterexample
A =


1 2 2
1 1 0
0 1 1

 .
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On the other hand, Peter Flor mentioned that, in the proof, transfinite induction
was used incorrectly. No different approach to the result was found so far. There-
fore it is re-stated here as a conjecture with the corrected statement of the equality
condition.
For the latter we need the following definition. Let A be a nonnegative n-square
matrix with at least one positive entry in each row. Let si denote the smallest positive
entry in row i of A, and let A˜ denote the matrix obtained from A by dividing all
entries in row i by si, i = 1, . . . , n. The matrix A˜ is called the row-unitization of A.
(Note that A˜ contains at least one entry equal to 1 in each row.)
Conjecture. LetA be a fully indecomposable nonnegative n-square matrix with row
sums r1, . . . , rn (n  2). Let si be the smallest positive entry in row i (i = 1, . . . , n).
Then the permanent of A satisfies the inequality
per(A) 
n∏
i=1
si +
n∏
n=1
(ri − si). (1)
Equality holds if and only if the row-unitization A˜ is unit equi-contractable to a
diagonally dominant cycle matrix.
(As to the terminology see the original paper.) If this conjecture could be estab-
lished, it would improve the bound in [2] and [3] by the following lemma (which is
stated in a simplified form here).
Lemma. Let r1, . . . , rn and s1, . . . , sn be real numbers such that ri − si  si 
1 (i = 1, . . . , n). Then we have:
n∏
i=1
si +
n∏
i=1
(ri − si)  1 +
n∏
i=1
(ri − 1). (2)
Equality holds if and only if (a) s1 = · · · = sn = 1, or (b) there exists an index h
such that rh  2 and ri = 2 for all i /= h.
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1. In Theorem 1.1 and (i) of Theorem 1.2, the condition 0 < x ∈ Rn should be 0 /=
x ∈ Rn.
2. In Theorem 1.3 and its proof the integers 1, 2, . . . , n− 2 should be 2, . . . , n− 2.
3. A result analagous to Theorem 1.3 holds forL1 but the assumptionA ∈ Z needs to
be added to (i) and (ii) to obtain the converse (due to the fact that (i) is not enough
to ensure A ∈ Z if k = 1 since this means proper submatrices are of order 1):
Theorem. Let A ∈ Mn(R) in which n  3. Then A ∈ L1 if and only if
(i) A has a nonnegative main diagonal,
(ii) there is β ⊆ N with |β| = 2 and a vector 0 < xˆ ∈ R2 such that A[β]xˆ < 0, and
(iii) A ∈ Z.
4. The condition (ii) of Theorem 1.4 should be replaced by: for every k ∈ N, there
is 0 /= x ∈ Rn and α ⊆ N with |α| = k such that x and A[α]x do not satisfy (P3).
The final (P2) in the paper needs to be replaced by (P3). The changes needed in
the proof of Theorem 1.4 are straighforward.
(7) Frank Hansen, Convex trace functions of several variables, 341 (2002) 309–
315. The author has communicated a typo that was introduced into the abstract. The
sequence n1, . . . , nk at the end of the abstract should be the product n1 · · · nk. He
also mentions that G.K. Pedersen in the preprint “Convex trace functions of several
variables on C∗-algebras” has generalized the result stated in the abstract to traces
on C∗-algebras. Subsequently G.K. Pedersen and E. Lieb have given further gener-
alizations and alternative proofs in “Multivariable convex trace functions” in a paper
to be published in Reviews in Mathematical Physics.
(8) Y. Wu, R. Jia, Q. Li, g-Circulant solutions to the (0,1) matrix equation Am =
Jn, 345 (2002) 195–224. A miscommunication in the proof stage led to Lemma 2.2
being repeated as Lemma 2.3. The correct versions of these two lemmas are:
Lemma 2.2
Tr(x
s) =
∏
t |rs
t  | s
φt (x).
Hence all roots of Tr(xs) = 0 are simple roots and Root(Tr(xs)) = {ξ : ξ is a root of
unity whose order t satisfies t | rs and t  | s}.
Proof. It follows immediately from the fact that Tr(xs) is just (1 − xrs)/(1 − xs)
and it holds 1 − xh =∏t |h φt (x) for h = rs and s. 
Lemma 2.3. Let f (x) ∈ Z∗[x] and c, k,m ∈ N. If c,k,m(x) | f (x) in C[x], then
f (1)  ck. If f (1) = ck then f (x) must be a (0, 1) polynomial, namely, a poly-
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nomial each of whose coefficients is either 0 or 1, and h(x) ≡ Tn(x)(mod xn − 1),
where n = ckm and h(x) =∏m−1i=0 f (xc
i
).
Proof. Recall that c,k,m(x) =∏k−1i=0 Tc(xc
im
). It is easily seen that∏m−1
i=0 c,k,m(xc
i
) = Tn(x). Hence by hypothesis, there is g(x) such that h(x) =
Tn(x)g(x). Since Tn(x), h(x) ∈ Z[x] and Tn(x) is monic, we then get g(x) ∈ Z[x].
By setting x = 1, we immediately obtain f (1)m = h(1)  Tn(1) = ckm and hence
f (1)  ck. If f (1) = ck, then h(1) = n. Thus we can deduce from Corollary 2.1
that h(x) is a (0, 1) polynomial and h(x) ≡ Tn(x)(mod xn − 1). Because h(x) =∏m−1
i=0 f (xc
i
) and f (x) ∈ Z∗[x], we see that f (x) is a (0, 1) polynomial too. 
(9) J.-L. Shu, Y. Hong, and K. Wen-Ren, A sharp upper bound on the largest
eigenvalue of the Laplacian matrix of a graph, 347 (2002) 123–129. Kinkar Chandra
Das has discovered that the condition for equality in Theorem 1 is not correct. The
star graph on n vertices also gives equality but is not a regular bipartite graph for
n > 2.
