In 1991, Solomon Golomb discovered a quasilinear solution to Hofstadter's Qrecurrence. In this paper, we construct eventual quasipolynomial solutions of all positive degrees to Hofstadter's recurrence.
could have solutions where one equally-spaced subsequence grows quadratically. This would occur if, for example, Q (qn + r) equals Q (qn + r − q) plus a linear polynomial, as the sequence (Q (qn + r)) n≥1 would satisfy the recurrence a n = a n−1 + An + B for some A and B.
In this paper, we show that quadratic solutions of this form do exist for Hofstadter's Qrecurrence. In fact, we construct eventually-quasipolynomial solutions to the Q-recurrence of all positive degrees.
The Construction
First, we define the following:
Observe that p d,k is a polynomial in n of degree k + 1. In particular, p d,−1 = 3d, and p d,0 = 3dn. We will prove the following theorem:
Define a sequence (a m ) m≥1 as follows:
r ≡ 1 (mod 3) and 3dn + r > 2 3 r ≡ 2 (mod 3) and r = 3d − 1 and 3dn + r > 2 2 r = 3d − 1 and 3dn + r > 2, where 0 ≤ r < 3d always. Then, (a m ) satisfies the recurrence Q (n) = Q (n − Q (n − 1)) + Q (n − Q (n − 2)) after an initial condition of length 3d + 2.
We will use the following lemmas:
Proof. We have
Applying Pascal's Identity yields
as required.
Lemma 2. For all integers d ≥ 1, k ≥ 1, and n ≥ 0 we have
Proof. First, we observe that
All of these binomial coefficients are zero, except when i = k, since
This equals 3dn + 3k + 2, and hence is greater than or equal to it, as required. Now,
So,
This is greater than or equal to 0, since k ≥ 1. So, p d,k (1) ≥ 3d + 3k + 2, as required. Now, observe that p d,k has nonnegative coefficients, so it is convex. We have seen that its average slope on the interval [0, 1] is at least 3d, so its derivative for n > 1 must be strictly larger than 3d everywhere. Therefore, since p d,k (1) ≥ 3d + 3k + 2, we can conclude that p d,k (n) ≥ 3dn + 3k + 2 for all n ≥ 0.
We will now prove Theorem 1.
Proof. We will check the three congruence classes mod 3 separately for m > 3d + 2. As usual, m = 3dn + r for 0 ≤ r < 3d. We will proceed by induction, so in each case we will assume that all previous values of the sequence are what they should be. Also, in all cases, since m > 3d + 2, m − 3d > 2. (This will come up when deciding whether or not we are in the special initial conditions for the first two values.) r ≡ 0 (mod 3): Assume r ≡ 0 (mod 3). Then, m = 3dn + r for some n. For convenience, let = . We wish to show that Q (3dn + r) = p d, (n). Let c = 2 if r = 0; otherwise, let c = 3. We have,
If r = 0, then = 0 and
If r = 0, then > 0 and
In either case, we have
By Lemma 1, this equals p d, (n), as required.
r ≡ 1 (mod 3): Assume r ≡ 1 (mod 3). Then, m = 3dn + r for some n. We wish to show that Q (3dn + r) = 3d. For convenience, let = r−1 3
. We have,
Also, in that case Q (3dn + r − 2) = 2, so
Since Q (1) = 3d − 2, we obtain Q (3dn + r) = 3d − 2 + 2 = 3d in the case when r = 1.
Otherwise, we have ≥ 1. In that case, p d, (n) ≥ 3dn + 3 + 2 by Lemma 2. But, 3 + 2 = r + 1 so, 3dn + r − p d−1 (n) ≤ −1. This causes the first term to underflow, so Q (3dn + r − p d, (n)) = 0. Hence, Q (3dn + r) = Q (3dn + r − Q (3dn + r − 2)). In this case, we know r = 1, so Q (3dn + r − 2) = 3. This means that
So, Q (3dn + r) = 3d, as required.
r ≡ 2 (mod 3): Assume r ≡ 2 (mod 3). Then, m = 3dn+r for some n. Let c = 2 if r = 3d−1; otherwise, let c = 3. We wish to show that Q (3dn + r) = c. For convenience, let = r−2 3
. We have, Q (3dn + r) = Q (3dn + r − Q (3dn + r − 1)) + Q (3dn + r − Q (3dn + r − 2)) = Q (3dn + r − 3d) + Q (3dn + r − p d, (n)) = Q (3d (n − 1) + r) + Q (3dn + r − p d, (n)) = c + Q (3dn + r − p d, (n)) .
If = 0, then p d, (n) = 3dn and r = 2. So, in that case, 3dn + r − p d, (n) = r = 2. Since Q (2) = 0, we obtain Q (3dn + r) = c in the case when r = 2.
Otherwise, we have ≥ 1. In that case, p d, (n) ≥ 3dn + 3 + 2 by Lemma 2. But, 3 + 2 = r so, 3dn + r − p d−1 (n) ≤ 0, an underflow in the second term. This implies that Q (3dn + r − p d, (n)) = 0, so Q (3dn + r) = c, as required.
