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1. INTRODUCTION
In this paper we prove that an odd order self-adjoint differential
operator on the real line with quasi-periodic coefficients has only absolute
continuous simple spectrum for large enough energies.
Ordinary differential operators with quasi-periodic coefficients have been
studied a lot during the last 20 years. These operators arise naturally from
physical considerations. People have mainly been interested in the one
dimensional Schro dinger operator with a quasi-periodic potential (see
[Be-Te], [Din-Sin], [Eli], [Ji-Si], [Mo], [Mo-Po ], [Su], and [So-Sp]);
such hamiltonians come up naturally in solid state physics (see [Pa-Fi]).
In this paper, we study ordinary differential operators of higher order
with quasi-periodic coefficients. Such operators also come up in physics
(for example, in the study of Boussinesq’s equation).
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More precisely, we consider the following differential operator, denoted
by L, of order n on the real line.
L=Dn+ pn&2(t) Dn&2+ } } } + p1(t) D+ p0(t) (1)
where D=(1i)(ddt).
Let us assume n is odd and L is formally self-adjoint.
One notices that the differential expression (1) does not contain terms of
order n&1; indeed terms of order n&1 may be eliminated by conjugation
with a unitary operator (see [D-S]).
For every j=0, ..., n&2, pj is a quasi-periodic function. That is, we
define T d=Rd2?Zd to be the d-dimensional torus and Br to be the space
of functions analytic in a complex neighborhood of T d of the form
[x+iy ; x # T d, | y|<r] (here r>0 is fixed) and which are continuous on
the closure of this complex neighborhood. Br is endowed with the norm
\ # Br , || r= sup
|Im(x)|<r
|(x)|.
Let p(t)=P(|1 t, ..., |dt) where P is in Br and |=(|1 , ..., |d) is a vector
in Rd satisfying the diophantine condition
|n .|||n|&{, n # Zd"0 (2)
for some {>d&1 and where |n|=dj=1 |nj |. | is called the frequency vec-
tor. It is a well known fact that the set of frequency vectors satisfying our
diophantine condition is of full measure in Rd.
We denote by QPr the set of quasi-periodic functions P constructed as
above starting with functions in Br . The norm defined on Br naturally
endows QPr with a norm that we will denote by | } | r . For p=
( p0 , ..., pn&2) # (QPr)n&1, we define | p| r=sup j=0, ..., n&2 | pj | r .
Under these assumptions, L is self-adjoint in L2(R) with domain Hn(R).
Our main result deals with the spectrum of L. We have
Theorem 1.1. For every fixed r and | satisfying (2), there exists a con-
tinuously increasing function g from [0, +) into [0, +) with g(0)=0
such that if ( p0 , ..., pn&2) # (QPr)n&1 the spectrum of L contains the set
I( p)=(&, &g( | p| r)] _ [ g( | p| r), ). Furthermore, in I( p), L has only
absolutely continuous spectrum; and this spectrum is simple.
Remark. We easily deduce from this theorem that the spectrum of an
even order ordinary differential operator which is the square of an odd
order self-adjoint ordinary differential operator with quasiperiodic coef-
ficient contains a half line and this part of the spectrum is absolutely
continuous.
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When n=3, L can be rewritten as
L3=D3+qD+Dq+ p=D3+ p1 D+ p0 . (3)
It is well known (see for example [DTT]) that L3 is the self-adjoint
operator of the Lax pair associated with the Boussinesq equation
2q
t2
(x, t)=3
4q
x4
(x, t)&12
2(q2)
x2
(4)
with
p
x
(x, t)=&
1
3
q
t
(x, t).
Thus the Boussinesq equation and its hierarchy define isospectral flows
for (3).
Inverse Scattering theory for (3) has been applied in [DTT] and [BDT]
to solve the Cauchy problem for (4) with initial data in S(R) (the Schwartz
space). To implement the same procedure in order to solve the Cauchy
problem for (4) with quasi-periodic data the first step would be to know
the spectrum of (3). But our method only gives a part of the spectrum and
the description of the spectrum of (3) is still in progress (see [GGK]).
Moreover one also needs to know how to reconstruct the potentials from
the spectral data. To the best of our knowledge this inverse spectral
problem for (3) with quasi-periodic coefficients has not been solved yet.
Nevertheless one may hope that the Cauchy problem for (4) with quasi-
periodic or almost-periodic initial data can be solved along the same lines
as the ones for the Korteweg-De Vries equation by [Eg] and the nonlinear
Schro dinger equation by [BdM-Eg].
Hence a still more complete information about the spectrum of L3 is
useful. Let p^0 and p^1 be the means of p0 and p1 on T d, i.e.
p^j=
1
(2?)d |T d Pj (x) dx, j=0, 1.
Set
L =D3+ p^1 D+ p^0 . (5)
Let I be the set in R such that, if Z # I, the equation
X3+ p^1 X+ p^0=Z
has only one real simple root. We easily check that I=(&, a) _ (b, +)
for some real numbers a and b.
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Setting I= (&, a&=) _ (b+=, +), we then have
Theorem 1.2. For every r>0 and =>0 there exists ’>0 such that if
| p0( . )& p^0 | r<’ and | p1( . )& p^1 | r<’, the spectrum of L contains I= .
Furthermore, in I= , L has only absolutely continuous spectrum; and this spec-
trum is simple.
So we see that the simple absolutely continuous spectrum of 3rd order
ordinary differential operators with constant coefficients is ‘‘robust’’ under
quasi-periodic perturbations. In the case of Schro dinger operators on the
line with quasi-periodic potential, we know that the spectrum does not stay
as nice as in Theorem 1.2 (see [Pa-Fi]). This may be interpreted as
follows: for the free Schro dinger operator, one has two free generalized (i.e
polynomially bounded at \) solutions that propagate in directions
opposite to each other; this gives rise to interactions. In our case, as the
free operator (i.e the one with constant coefficients) has only one
generalized solution (at least in the energy range we consider), there are no
interactions and the absolutely continuous spectrum is more stable. This is
also the case for any odd order quasi-periodic operator at high energies
(see Theorem 1.1). For lower energies, even if the spectrum of the free
operator is simple, the situation seems trickier; indeed, our proof of
Theorem 1.1 and 1.2 needs also the non polynomially bounded solution of
the free operator to be non-interacting ([GGK]).
The proofs of the results of this paper rely heavily on the quasi-peri-
odicity of the coefficients of the equation. Note that almost every non
rationaly dependent frequency vector | will satisfy some diophantine
condition. Though the heuristic argument given above sounds rather con-
vencing to us, for general (e.g., random) potentials, it is a classical result
that nothing can be said about the perturbation of absolutely continuous
spectrum. Indeed it can be proved that any absolutely continuous spectrum
can be destroyed by an appropriate Schatten class perturbation for any
Schatten class (except the trace class see [Re-Si]).
We will now briefly outline a sketch of the proof of Theorem 1.1. The
proof of Theorem 1.2 will go along the same lines.
To construct the spectral measure of L, we will construct the Jost func-
tions. Therefore we will follow the method implemented in the case of
second order quasi-periodic ordinary differential operators by [Din-Sin],
[Mo-Po ], and [Eli].
Let the spectral parameter *=zn. The eigenvalue equation Lu=znu can
be reduced to a first order system
Dv=Jzv+Qv (6)
where v=(v1 , ..., vn)t, v1=u, ..., vn=Dn&1u and
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Jz=\
0 1 0 . . . 0
+ , (7)
0 0 1 . . . 0
. . . . . . .
. . . . . . .
0 0 0 . . . 1
zn 0 0 . . . 0
0 0 . . . 0 0
. . . . . . .
Q=\ . . . . . . .+ , qj=&pj&1 (8)0 0 . . . 0 0q1 q2 . . . qn&1 0
Let (;r)r=1, ..., n=(e2i?(r&1)n)r=1, ..., n be the roots of unity. Set
;1 0 . . . 0
0 ;2 . . . .
J=\ . . . . . . + (9). . . . . .
0 0 . . . ;n
and
1 0 . . . 0 1 1 . . . 1
0 z . . . . ;1 ;2 . . . ;n
4z=\ . . . . . . +\ . . . . . . + . (10). . . . . . . . . . . .
0 0 . . . zn&1 ;n&11 ;
n&1
2 . . . ;
n&1
n
4z diagonalizes Jz and (6) is equivalent to
X$(t)=(A1(z)+F1(t, z)) X(t) (11)
where
A1(z)=izJ and F1(t, z)=i4&1z Q(t) 4z . (12)
Note that we have Tr(A1(z))=Tr(F1(t, z))=0.
For every z{0, A1(z) has simple eigenvalues (*l (A1(z))) l=1, .. n . When z
is in a domain D close to the real axis and because n is odd there exists
a>1 such that
a&1 &A1(z)&|Re(*l (A1(z))&*m(A1(z)))|a &A1(z)&
for every l{m and z # D.
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The main step of the proof of Theorem 1.1 will be to construct Floquet-
type solutions to (11) for |z| sufficiently large. By this, in the context we
consider, we mean solutions of the form Y(t, z) etA(z) where Y( } , z) is a
n_n quasi-periodic invertible matrix and A(z) is a n_n matrix with only
one purely imaginary eigenvalues when z is real. The other eigenvalues are
(n&1)2 couples of complex numbers symmetric with respect to the
imaginary axis and with a real part different from zero.
Following [Din-Sin], [Mo-Po ], and [Eli], we construct such solutions
by using KAM-like procedure. Such a procedure is needed because of the
existence of divisors of zero. Nevertheless, under our assumptions and in
the region of energy under study here, there is only one divisor of zero. If
n is even (at all energies) and if n is odd (in certain energy ranges), there
arise more than one divisor of zero and the situation becomes much more
complicated; to our knowledge, the only such case that has been studied is
the case of Schro dinger operator with quasi-periodic potential (i.e., n=2)
(see [Din-Sin], [Mo-Po ], and [Eli]).
The paper is organized as follows. In the second section we give the
KAM procedure that allows us to obtain the needed Floquet decomposi-
tion. The Floquet solutions allow us to construct the Jost functions of the
operator L. In the third one, from these Jost functions, we construct the
spectral measure of L.
2. KAM PROCEDURE
Our aim is to prove that, under suitable assumptions on A1 and F1 , the
equation (11) has matrix solution of the form
Y(t, z) eA(z) t
Thus Y is solution to
Y$=(A1+F1) Y&YA (13)
Let us first describe the construction of Y and A formally. We follow the
general procedure given in [Din-Sin].
We first suppose that F1 is small and then we construct Y2 such that
Y$2=(A1+F1) Y2&Y2(A2+F2) (14)
where A2 is constant and F2 smaller than F1 . Therefore we solve the
homological equation
Y $=[A1 , Y ]+F1+A1&A2 (15)
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where we define
A2=A1+F 1(0) with F 1(0)=
1
(2?)d |T d F1(x) dx
Then Y2 and F2 are given by
Y2=Id+Y , F2=(Id+Y )&1 (F1Y &Y F 1(0))
A simple computation shows that Y2 and F2 satisfy (14) formally. Further-
more, F2 is smaller than F1 as Y is small.
This is the first step to start up the iteration. At the j th step assume that
(Ai) i=1, ..., j&1 and (Fi) i=1, ..., j&1 have been constructed as above. We then
solve the homological equation
Y $=[Aj&1 , Y ]+Fj&1+Aj&1&Aj (16)
where we define
Aj=Aj&1+F j&1(0), Yj=Id+Y
and
Fj=(Id+Y )&1 (Fj&1Y &Y F j&1(0))
again Fj is smaller than Fj&1.
It is easy to check that Yj is solution to
Y$j=(Aj&1+Fj&1) Yj&Yj (Aj+Fj) (17)
Furthermore one easily shows that, for every p, > pj=1 Yj satisfies
\‘
p
j=2
Yj+$=(A1+F1) \‘
p
j=2
Yj+&\‘
p
j=2
Yj+ (Ap+Fp) (18)
So if limj   Fj=0 and if we set
Y= ‘

j=2
Yj and A= lim
j  
Aj
We obtain formally that Y and A satisfy (13).
We now want to a give rigorous meaning to the formal iteration we have
described above. First we give a general lemma that allows us to solve the
homological equation (15) for some class of matrix A taking into account
the spectral properties of the matrices we are dealing with.
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For a matrix A in Mn(C) and (*i (A)) i=, ..., n its eigenvalues counted with
their multiplicity, we define
:(A)= inf
i{ j
|Re(*i (A)&*j (A))| (19)
1=[A # Mn(C, :(A)>0] (20)
Note that in particular the eigenvalues of a matrix A # 1 are all simple. We
prove
Lemma 2.1. Let A be in 1 and G be a matrix valued function in Br
for some r>0 and satisfying G (0)=0. There exists a unique Y in Br=
r>s>0 Bs analytic with respect to A and G such that
| Y=[A, Y]+G (21)
with Y (0)=0 where |=| .{
Moreover Y satisfies the estimate
|Y| s
C
:(A) \1+
&A&
:(A)+
2n&2 |G| r
(r&s)d+{
(22)
for every 0<s<r, where the constant C depends only on n, d and {.
Proof. There exists U and T such that
A=UTU*,
where U is a unitary matrix and T lower triangular, that is Tij=0 when
i< j. In particular the Tii ’s are the eigenvalues of A. Set, Tii=
*i (A), i=1, ..., n. Let
Y=UZU* and G=UG U*
then (21) is equivalent to
| Z=[T, Z]+G
with Z (0)=G ((0)=0
So for every m # Zd"0 and for i, j=1, ..., n the m th Fourier coefficient of
Zij satisfies
(im } |&Tii+Tjj) Z (m) ij=G ((m) ij+ :
i&1
k=1
TikZ (m)kj& :
n
k= j+1
Z (m) ikTkj (23)
48 GRE BERT, GUILLOT, AND KLOPP
File: 505J 322509 . By:DS . Date:20:03:97 . Time:15:00 LOP8M. V8.0. Page 01:01
Codes: 1990 Signs: 814 . Length: 45 pic 0 pts, 190 mm
It follows from (19) that for every i= { j
|im } |&Tii+Tjj |:(A) (24)
Moreover, since U is unitary, we have for every i and j
|Tij |&A& (25)
In particular, for i=1, we get
(im } |&T11+Tnn) Z (m)1n=G ((m)1n (26)
and for 2 pn&1
(im } |&T11+Tpp) Z (m)1p=G ((m)1p+ :
n
k= p+1
TkpZ (m)1k . (27)
For i= j=1 we get
im } |Z (m)11=G ((m)11+ :
n
k=2
Tk1 Z (m)1k . (28)
Using (24) and (25) we can uniquely solve (26) and by induction (27).
Furthermore we get for every 2 pn
|Z (m)1p |
1
:(A)
&G ((m)& \1+ &A&:(A)+
n& p
(29)
Then we solve (28) and using |m } |||m|&{ and (29) we obtain
|Z (m)11 ||m| { &G ((m)& \1+ &A&:(A)+
n&1
(30)
By induction we can then solve uniquely (23) for every i, j=1, ..., n.
Moreover we get
&Z (m)&
n |m| {
:(A) \1+
&A&
:(A)+
2n&2
&G (m)& (31)
Since &G (m)&|G| r e&|m| r we deduce from (31) that the Fourier series
:
m # Zd"0
Z (m) em } x
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converges in Bs for 0<s<r and we get
} :m # Zd"0 Z (m) e
im .x} s
n
:(A) \1+
&A&
:(A)+
2n&2
|G| r :
m # Zd "0
|m| {e&|m| (r&s)

n
:(A) \1+
&A&
:(A)+
2n&2
4d |G| r :
l>0
ld+{&1e&l(r&s)

C
:(A) \1+
&A&
:(A)+
2n&2 |G| r
(r&s)d+{
,
where C depends on n, d and {. Define for x # Td
Z(x)= :
m # Zd"0
Z (m) eim .x and Y(x)=UZ(x) U*.
Then Y is in Br and solves (21) uniquely. Moreover Y satifies (22).
Furthermore U and T are analytic with respect to A because the eigen-
values of A are simple when A is in 1. Z is also analytic in A and G as a
sum of Fourier series whose coefficient are analytic and which converges
locally uniformly with respect to A # 1 and G # Br .
Then Y is analytic in A and G. K
Now, in order to use Lemma 2.1 to solve the homological equation (16),
we need to control the eigenvalues of Aj , j2. Therefore we use
Lemma 2.2. Let A be an n_n complex matrix in 1, (*i (A)) i=1, ..., n its
eigenvalues and
CA=
:(A)
9(1+6(&A&):(A))n&1
(32)
(i) Then for every B in Mn (C) such that &B&A&CA we can define
*j (B), j=1, ..., n, the eigenvalue branches of B analytic in B.
(ii) For every B and B$ in Mn(C) such that &B&A&CA and
&B$&A&CA we have for j=1, ..., n
|*j (B)&*j (B$)|MA &B&B$& (33)
where MA is a non negative constant which only depends on &A&:(A).
Proof. Let #j be the circle of center *j (A) and radius :(A)3. Then using
([Ka] p. 28) we get
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sup
1 jn
(sup
z # #j
&(z&A)&1&) sup
1 jn \supz # #j
&(z&A)n&1&
|det(A&z)| +

(2 &A&+:(A)3)n&1
(:(A)3)n
=
1
3CA
(34)
where det(A&z) is the determinant of the matrix (A&z).
Let B such that &B&A&CA , then, for z in #j and j=1, ..., n, (z&B) is
invertible and its inverse is given by
(z&B)&1=(z&A)&1 :
m0
[(B&A)(z&A)&1]m
In particular, one has
&(z&B)&1&2 &(z&A)&1& (35)
Now define
Pj (B)=
1
2i? |#j (z&B)
&1 dz
then (Pj (B)) j=1, ..., n are eigenprojectors for B satisfying Pj (B) b Pi (B)=0
for i{ j. This follows from the resolvent formula and Cauchy theorem.
Moreover for t # [0, 1] the projector valued function t [ Pj (A+
t(B&A)) is continuous in t. So its rank is constant, hence rank(Pj (B))=
rank(Pj (A))=1. Hence
:
n
j=1
Pj (B)=Id and :
n
j=1
BPj (B)=B
Hence Pj (B) is an eigenprojector of B and if we define for j=1, ..., n
*j (B)=Tr(BPj (B)) we obtain (i).
Now for &B&A&CA and &B$&A&CA we have for j=1, ..., n
|*j (B)&*j (B$)|=|Tr(BPj (B)&B$Pj (B$))|
|Tr((B&B$) Pj (B))|+|Tr(B$(Pj (B)&Pj (B$)))|
&B&B$&+ }Tr \B$ 12i? |#j (z&B)&1 (B&B$)(z&B$)&1 dz+}
&B&B$& \1+4n :(A)3 &B$& &(z&A)&1&2+
where we have used |Tr(M)|rank(M) &M& and (35).
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Using (34) we get using
|*j (B)&*j (B$)|&B&B$& MA
where
MA=1+
4n:(A)
3
&A&+CA
(3CA)2
=1+36n \1+6 &A&:(A)+
n&1
\1+ &A&3:(A) \1+6
&A&
:(A)+
n&1
+ . (36)
We now state the theorem that summarizes our Floquet decomposition
result in a general setting. Let for a>1 and b>0
Da, b={A # 1, a&1:(A)&A& a and &A&b= (37)
Theorem 2.1. For every r>0, 1>a>0 and b>0 there exists ;>0 suf-
ficiently small such that if A1 # Da, b with Tr(A1)=0, if F1 is a matrix valued
function in Br with Tr(F 1(0))=0 and |F1 | r<;, then there exists a matrix A
in 1 and a matrix valued function Y in Br2 which are analytic with respect
to A1 and F1 respectively in Da, b and [F # Br , |F | r<;] such that Y(|t) eAt
is a solution to
X$(t)=(A1+F1(|t)) X(t)
Furthermore one has Tr(A)=0.
In order to prove Theorem 2.1, we need the following lemma which
implements our KAM induction procedure
Lemma 2.3. For every r>0, a>1 and b>0 there exists 1>$>0 such
that if A1 # Da, b with Tr(A1)=0, if F1 # Br with Tr(F 1(0))=0 and
|F1 | r<$2 then for every j2 there exist Aj a n_n complex matrix, Fj in
Br2 and Yj in Br2 such that
| Yj (|t)=(Aj&1+Fj&1(|t)) Yj (|t)&Yj (|t)(Aj+Fj (|t)) (38)
and Tr Aj=Tr F j (0)=0
Furthermore Aj , Fj and Yj satisfy the following estimates
&Aj&Aj&1&$ j, (39)
|Id&Yj | r2
$
4j2
, (40)
|Fj | r2$ j+1. (41)
52 GRE BERT, GUILLOT, AND KLOPP
File: 505J 322513 . By:DS . Date:20:03:97 . Time:15:00 LOP8M. V8.0. Page 01:01
Codes: 2047 Signs: 880 . Length: 45 pic 0 pts, 190 mm
Finally, for every j2, Aj and Fj are analytic with respect to A1 in Da, b and
F1 in [F # Br , |F | r<$2].
Proof. Let :1=:(A1) and (rj) j1 be defined by r1=r and for j1
(rj&rj+1)d+{=DA1( j+1)
2 $ j (42)
where
DA1=
C
:1 \1+
2 &A1&+2CA1
:1 +
2n&2
(43)
and C is a constant depending on n, d and {.
Let 1>$>0 be such that
MA1 :
j2
$ j
:1
4
(44)
:
j2
$ jCA1 (45)
:
j1
(rj&rj+1)
r
2
(46)
Note that for A1 # Da, b we can choose $ depending only on a, b and r
because, as a consequence of the definitions of CA1 , MA1 and DA1 , for
A1 # Da, b we have
CA1C(a, b), MA1M(a, b) and DA1D(a, b)
where C(a, b), M(a, b) and D(a, b) are positive constants depending only
on a and b.
We will proceed by induction. Assume that we have constructed for
k=2, ..., j, Ak , Fk and Yk such that (38), (39) and
|Id&Yk | rk
$
4k2
(47)
|Fk | rk$
k+1 (48)
In particular (40) and (41) hold up to the rank j.
By (39) and (45) we obtain
&Aj&A1& :
j
k=2
$kCA1
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Hence, by Lemma 2.2, the eigenvalues of Aj are simple and using (44) we
get
|*l (Aj)&*l (A1)|MA1 :
j
k=2
$k
:1
4
(49)
for l=1, ..., n. Then
|Re(*l (Aj)&*m(Aj))|
:1
2
for every l, m=1, ..., n such that l{m.
So we can apply Lemma 2.1. Let Y # B the unique solution of
| Y=[Aj , Y]+Fj&F j (0) (50)
with Y (0)=0. We define
Yj+1=Id+Y, (51)
Aj+1=Aj+F j (0), (52)
Fj+1=(Id+Y)&1 (FjY&YF j (0)). (53)
We then check that Yj+1 satisfies (38). Moreover we have Tr Aj+1=0 and
(see [Eli])
Tr |
Td
Fj (x) dx=(2?)d Tr F j(0)= :
k0
(&1)k+1
k+1
Tr |
T d
|Yk+1(x) dx=0.
By Lemma 2.1 and (50) we get
|Y| rj+12
c
:1 \1+
2 &Aj&
:1 +
2n&2 2 |Fj | rj
(rj&rj+1)d+{
\1+2 &A1&+2CA1:1 +
2n+2 4C$ j+1
:1(rj&rj+1)d+{
.
So
|Y| rj+1
1
4
DA1
$ j+1
(rj&rj+1)d+{
. (54)
By (42) we obtain
|Y| rj+1
$
4( j+1)2
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and
|(Y+Id )&1| rj+12. (55)
Now using (53), (54) and (55) we get
|F | rj+14$ j+1 |Y| rj+1DA1
$2j+2
(rj&rj+1)d+{
.
Using (42) we obtain
|F | rj+1$ j+2.
Finally the analytic dependance of Aj and Fj with respect to A1 and F1
is a direct consequence of the construction (51)(53) and Lemma 2.1. K
Proof of Theorem 2.1. Let ;=$2 where $ is defined in Lemma 2.3. (39)
and (40) allow us to define A=limj  + Aj and Y=>j2Yj where Aj and
Yj are defined in lemma 2.3. It is easy to check, using (18) and (41) that
Y and A satisfy
Y$=(A1+F1) Y&YA.
Then Y(|t) eAt satisfies
X$=(A1+F1) X.
Furthermore Tr A=0 because Tr Aj=0 for every j1. The analyticity of
Y and A with respect to A1 and F1 follows from the uniform convergence
of limj  + Aj and >j2 Yj with respect to (A1 , F1) # Da, b_[F # Br ,
| f | r<;].
We now particularize the choice of A1 and F1 in order to obtain
Theorem l.1. For z # C let A1=iz J and F1(. , z)=4&1z Q( . ) 4z where J, Q
and 4 are given by (9), (8) and (10). Let *j (z)=iz;j the eigenvalues of A1
and
:0= inf
j{k \}arg(*j (1)&*k(1))&
?
2 } ; }arg(*j (1)&*k(1))+
?
2 }+ (56)
:0 is a nonnegative constant depending only on n because n is odd.
Let for c>0 and d>0
2(c, d )=[z # C, |z|>c and |arg(z)|<d] (57)
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We have the following theorem
Theorem 2.2. Let r>0. There exits a continuous increasing function f
from [0, +) to [0, +) with f (0) = 0 such that for every
( p0 , ..., pn&2) # (QPr)n&1,
(i) there exists an n_n matrix valued function A(z) analytic in
2( f ( | p| r), :0 2) and an n_n invertible matrix valued function Y(x, z)
analytic in T d= _2( f ( | p| r), :0 2), where T
d
= is a complex neighborhood of T
d,
such that Y(|t, z) eA(z)t is a solution to (6) for every z # 2( f ( | p| r), :0 2).
(ii) for z # 2( f ( | p| r), :02) we can define the eigenvalue branches of
iA(z), *j (z), j=1, ..., n, that are analytic in z # 2( f ( | p| r), :0 2). Further-
more, we can index these eigenvalues in such a way that for z # 2( f ( | p| r),
:0 2) and with n=2l+1,
Im *j (z)<0 when j=1, ..., l
Im *j (z)>0 when j=l+2, ..., n
Im *l+1(z)=0 when z # 2( f ( | p| r), :02) & R
and
Im z } Im *l+1(z)<0 when z # 2( f ( | p| r), :0 2)"R.
(iii) Y(x, z) is bounded with respect to x # T d= and z in a compact set
included in 2( f ( | p| r), :02).
Proof. By (19), we have
:(A1(1))=sin :0 (58)
and
|z| sin(:0&arg(z)):(A1(z))|z| sin(:0+arg(z)) (59)
Furthermore &A1(z)&=|z| &A1(1)&. Hence for every c>0, there exist a>0
and b>0 such that
\z # 2 \c, :02 + , A1(z) # Da, b
Let $ be as in Theorem 2.1. For fixed r>0 it is easy to check that $ is an
increasing function of c, let say $(c).
Now, because we will need it in the proof of (ii), let us define
$ (c)=min \$(c), sin(:02)(2MA1)12+ (60)
Using (36), (58) and (59), we see that MA1 depends only on :0 and not
on c. So $ (c) is a non decreasing function of c.
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Notice that for fixed r>0 and for z # C*
|F1(. , z)| r
M
|z|
| p| r
where M is a constant.
Now let f be a continuous increasing function from R+ to R+ such that
f (x) $ ( f (x))Mx. Then, for z # 2( f ( | p| r), :0 2)
|F1(. , z)| r$ ( f ( | p| r))$( f ( | p| r))
So we can apply Theorem 2.1 with $=$ ( f ( | p| r)) and we obtain the
existence of A (z) analytic in 2( f ( | p| r), :0 2) and Y (. , z) # Br2 analytic
in 2( f ( | p| r), :0 2) such that Y (|t, z) eA (z)t is a solution for z #
2( f ( | p| r), :0 2) to (11).
Now if we define
Y(x, z)=4z Y (x, z) 4&1z and A(z)=4zA (z) 4
&1
z (61)
then Y(|t, z) eA(z)t is a solution to (6). This ends the proof of (i).
Using (40), |Y ( . , z)| r2 is bounded in 2( f ( | p| r), :0 2). Furthermore, 4z
and 4&1z are bounded on every compact set of C*. So we obtain (iii).
By (61) iA (z) and iA(z) (resp. iA 1(z) and iA1(z) have the same eigen-
values. Then by (39), (45), and Lemma 2.2 we know that we can define the
eigenvalue branches of iA(z) (resp. iA1(z)), *j (z) (resp. *j (z)) j=1, ..., n,
that are analytic in z # 2( f ( | p| r), :0 2). Furthermore, using (49), (58), and
(59), we obtain for j=1, ..., n
|*j (z)&*j (z)|
sin(:0 2)
4
|z|.
Now if we index the eigenvalues of iA1(z) in such a way that *j (z)=
&;j+1z for j = 1, ..., l, *j (z) = &;jz for j = l+2, ..., n and *l+1(z)= &z
we have for every z in 2( f ( | p| r), :0 2)
Im *j (z)<0 when j=1, ..., l
Im *j (z)>0 when j=l+2, ..., n.
Furthermore, for every z in 2( f ( | p| r), :0 2) with |arg(z)|>:0 4, we have
Im z } Im *l+1(z)<0.
Hence for z in 2( f ( | p| r), :0 2) with arg(z)>:04 we have Im(*l+1(z))<0
and Im(*l+1(z ))>0. Thus there exists z~ # [z, z ] such that Im(*

l+1(z~ ))=0
as Im(*l+1(z)) is continuous.
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Let us show that z~ is real. Notice that this immediately implies that
Im z } Im *l+1(z)<0 for z in 2( f ( | p| r), :0 2)"R.
By Theorem 2.1 and its proof we find a non trivial solution , to
(L&z~ n),=0 that is bounded and has all its derivatives bounded.
Thus z~ n belongs to the spectrum of L. Indeed, if / is in C0 (R), 0
/( } )1 such that /=1 on [&1, 1], /=0 outside of [&2, 2], then put
/N (x)=/(xN ), where N is a positive integer, and compute
(L&z~ n)(/N,)(x)=/N (L&z~ n) ,(x)+ :
n
k=1
1
Nk
(Dk/) \xN+ Pk (x, D) ,(x)
where Pk (x, D) is a differential polynomial of order at most 2p with
all its coefficients bounded. So, for k1, &(Dk/)(xN ) Pk (x, D) ,(x)&L 2=
O(- N) as N+. Then as (L  z~ n) ,(x)=0 we have limN  &(L&z~ n)/N,&
=0 and &/N,&C>0.
So by the Weyl criterion, z~ n is in the spectrum of L and, hence, as L is
self-adjoint, z~ is real. K
3. THE SPECTRAL RESULT
In this section, we will prove Theorems 1.1 and 1.2. The proof will follow
the lines of the proof of [Eli]. That is, we will use the reduction of the
eigenvalues problem for the odd order differential operator (14) to the
matrix problem (6) and the Floquet solutions we have constructed in
Theorem 2.2 to find a basis of generalized eigenfunctions for the differential
operator. This will be done for values of the spectral parameter close to the
real axis.
Theorem 2.2 will also allow us to exhibit the elements of this basis that
are exponentially decreasing at + and those exponentially decreasing at
&. Then using the constructions given in [D-S] we will write the
Green’s function and the spectral measure.
Recall that by Theorem 2.2, for z # 2( f ( | p| r), :0 2) we have a matrix
solution to (6) of the form, X(|t, z)=Y(|t, z) eA(z)t. A(z) may be reduced
to a diagonal matrix D(z) by conjugation by an invertible matrix P(z),
that is
A(z) P(z)=P(z) D(z)
If we define X (|t, z)=X(|t, z) P(z) then X is a solution to (6). Moreover
X (|t, z)=Y(|t, z) P(z) eD(z) t=Y (|t, z) eD(z) t (62)
Setting Y (|t, z)=(( yij)) ij and X (|t, z)=((xij)) ij we get
xkj (|t, z)= ykj (|t, z) e*j (z)t
where (*j (z)) j=1, ..., n are the eigenvalues of A(z).
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As Y is invertible, so is X ; moreover xkj is the (k&1)th derivative of x1j ,
hence the functions (x1j) j=1, ..., n are linearly independent. For j=1, ..., n,
define 8j (t, z)=x1j (|t, z). The (8j) j=1, ..., n form a basis of the vector space
of solutions of Lu=znu.
By Theorem 2.2 (ii) we can order the eigenvalues of A(z) as follows:
v (*j) j=1, ..., p have positive real part for z # 2
v *p+1 has real part zero for z real and its real part has the sign of
minus the imaginary part of z for z non real in 2.
v (*j) j= p+2, ..., 2p+1 have negative real part for z # 2
(here 2=2( f ( | p| r , :0))).
With this ordering we get that the (8j) j=1, ..., n are the Jost solutions of
the operator (14). More precisely, for z # 2,
v (8j)j=1, ..., p are exponentially decreasing at & and thus in
L2((&, 0])
v 8p+1 is exponentially decreasing at & (resp. +) if Im(z)<0
(resp. Im(z)>O),
v (8j)j= p+2, ..., n are exponentially decreasing at + and thus in
L2([0, +)).
We will now use these Jost solutions and the construction of the Green’s
function done in ([D-S], Chapter XIII-3) to construct the spectral
measure. Note that the spectral parameter is *=zn. So if Im(*){0 but
small then z is the n th root of * close to the real axis. As n is odd Im(z)
and Im(*) have the same sign.
Let us briefly recall the results of ([D-S], Chapter XIII-3) in our par-
ticular case. For * in the complement of the spectrum of L, let
v (,i (z, t)) i=1, ..., # be a basis of the vector space solutions of
(L&*) ,=0 that are in L2((&, 0))
v (i (z, t)) i=1, ..., ; be a basis of the vector space solutions of
(L&*) ,=0 that are in L2((0, +))
v (i*(z, t)) i=1, ..., ; and (,i*(z, t)) i=1, ..., # defined as above for the
problem (L*&* ) ,=0.
Note that #+;=n.
For f and g functions on R, define
Ft( f, g)= :
n&1
j, l=0
Fljt f
(l )(t) g( j)(t)
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where ((Fljt )) is the boundary matrix for L&* at the point t (see [D-S]
p. 1286).
By Green’s formula, Ft (,i , ,i*), Ft(i , i*), Ft (,i , i*) and Ft (i , ,i*) are
independent of t (see [D-S] p 1324). These are analogues for operator of
order n of the Wronskian in the 2nd order case.
Define
v !i=,i for i=1, ..., # and !i=i&# for i=#+1, ..., n,
v ’i*=,i* for i=1, ..., ; and ’i*=&*i&; for i=;+1, ..., n.
Then the matrix ((Ft (!i , ’j*))ij is independent of t and invertible. Its inverse
is denoted by 1=((1ij)) ij . The kernel K of the resolvent (L&*)&1 is given
by
K(*, t, s)= :
;
i=1
:
n
j=#+1
1ij ’i*(s) !j (t) if s<t,
(63)
K(*, t, s)=& :
n
i=;+1
:
#
j=1
1ij ’i*(s) !j (t) if s>t,
By what we said above, in our case we compute the (!i) and (’j*) and get:
v for Im(*)<0, #= p+1, ;= p and
!j (z, t)=,j (z, t)=8j (z, t) for j=1, ..., p+1
!j (z, t)=j& p(z, t)=8j (z, t) for j= p+2, ..., n
’j*(z, t)=,j*(z, t)=8j (z , t) for j=1, ..., p
’j*(z, t)=&*j& p(z, t)=&8j (z , t) for j= p+1, ..., n.
v for Im(*)>0, #= p, ;= p+1 and
!j (z, t)=,j (z, t)=8j (z, t) for j=1, ..., p
!j (z, t)=j& p(z, t)=8j (z, t) for j= p+1, ..., n
’j*(z, t)=,j*(z, t)=8j (z , t) for j=1, ..., p+1
’j*(z, t)=*j& p(z, t)=&8j (z , t) for j= p+2, ..., n.
We now have to determine the matrix 1. Therefore we will use the
following lemma
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Lemma 3.1. (i) For ( j, l ) # [1, ..., p]2 _ [ p+2, ..., n]2 and z # 2 one
has
Ft (8j (z, t), 8l (z , t))=0.
(ii) For j # [1, ..., 2p+1]"[ p+1] and z # 2 one has
Ft (8p+1(z, t), 8j (z , t))=Ft (8j (z, t), 8p+1(z , t))=0.
Proof. (i) For ( j, l ) # [1, ..., p]2 _ [ p+2, ..., n]2 and z # 2, Ft(8j (z, t),
8l (z , t)) is independent of t. So, as 8j (z, t) and 8l (z , t) vanish both at
either + or &, we get
Ft (8j (z, t), 8l (z , t))= lim
t  \
Ft (8j (z, t), 8l (z , t))=0.
(ii) Let 1 j p then for Im(z)<0, using (i), we know that
Ft (8j (z, t), 8p+1(z , t))=0.
Since the 8j (z, t) are analytic in z (by Theorem 2.2), we know that
Ft (8j (x+iy, t), 8p+1(x&iy, t)) is real analytic in (x, y) and vanishes
for y>0. So by unique continuation, it vanishes also for y0, i.e.
Im(z)0. K
So the matrix F=((Ft(!i , ’j*))) takes the following form
0 0 &F+
F=\ 0 =Ft ( p+1, p+1) 0 +F& 0 0
where
Ft (i, j)=Ft (8i (z, t), 8j (z , t))
and
F+=((Ft (i, j)))1i pp+2 jn , F
& =((Ft(i, j))) p+2in1 j p ,
and = is the sign of Im(*).
So
0 0 1&
1=\ 0 =(Ft ( p+1, p+1))&1 0 + ,&1+ 0 0
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where 1\=(F \)&1. Hence by (63) one has
v if Im(*)<0 and t>s
K(*, t, s)= :
p
i=1
:
n
j= p+2
1ij8j (z, t) 8i (z , s)
= :
p
i=1
:
n
j= p+2
1 &ij 8j (z, t) 8i (z , s),
v if Im(*)<0 and t<s
K(*, t, s)= :
n
i= p+1
:
p+1
j=1
1ij8j (z, t) 8i (z , s)
=& :
n
i= p+2
:
p
j=1
1+ij 8j (z, t) 8i (z , s)
&
1
Ft( p+1, p+1)
8p+1(z, t) 8p+1(z , s),
v if Im(*)>0 and t>s
K(*, t, s)= :
p+1
i=1
:
n
j= p+1
1ij8j (z, t) 8i (z , s)
= :
p
i=1
:
n
j= p+2
1&ij 8j (z, t) 8i (z , s)
+
1
Ft( p+1, p+1)
8p+1(z, t) 8p+1(z , s),
v if Im(*)>0 and t<s
K(*, t, s)=& :
n
i= p+2
:
p
j=1
1+ij 8j (z, t) 8i (z , s).
So, if z=x+iy, for t>s
lim
y  0&
(K(z, t, s)&K(z , t, s))
=
&1
Ft(8p+1(x, t), 8p+1(x, t))
8p+1(x, t) 8p+1(x, s)
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and for t<s
lim
y  0&
(K(z, t, s)&K(z , t, s))
=
&1
Ft(8p+1(x, t), 8p+1(x, t))
8p+1(x, t) 8p+1(x, s)
The Titchmarch-Kodaira theorem (see [D-S] p 1364) tells us that for
every energy larger than f ( | p| r), where f is defined in Theorem 2.2, the
spectrum of L is simple. That is the matrix valued spectral measure has
only one non vanishing term. Moreover this measure has the following
density with respect to the Lebesgue measure
+(x)=
&1
2i? Ft(8p+1(x, t), 8p+1(x, t))
This density is real analytic in x, hence the spectral measure is absolutely
continuous with respect to the Lebesgue measure. This ends the proof of
Theorem 1.1.
4. SKETCH OF THE PROOF OF THEOREM 1.2
The spectral part of the proof of Theorem 1.2 is the same as above. So
we will only explain briefly how to obtain the Floquet decomposition for
the operator L3 defined by (3) when p0( . )& p^0 and p1( . )& p^1 are small. As
we say in the introduction we consider L3 as a perturbation of L defined
by (5). The spectral equation L3u=*u can be reduced to the following first
order system
X$(t, *)=i(B(*)+G(|t)) X(t, *)
where
0 &1 0 0 0 0
B(*)=\ 0 0 &1+ and G(x)=\ 0 0 +p^0&* p^1 0 p0(x)&p^0 p1(x)&p^1 0
Let I be the set of R such that, if * # I, B(*) has only one real eigenvalue
and this eigenvalue is simple. This means that the polynomial P*(X)=
X3+ p^1 X+ p^0&* has only one real root and it is simple. It is easy to
check that I has the form (&, a) _ (b, +) for some real numbers a
and b. Set (Xi (*)) i=1, 2, 3 the eigenvalues of B(*) with X1(*) real for * # I.
Now, for * # I, |Im(Xi (*)&Xj (*))|>0 because, since p^1 and p^0 are real,
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X2=X3. So for every =>0, if * is in complex neighborhood of I=
(&, &=) _ (b+=, +), iB # Dc, d for some c>1 and d>0. We can then
apply Theorem 2.1 and obtain, for every =>0 and r>0, the existence of
’>0 such that if | p0( . )& p^0 | r<’ and | p1( . )& p^1 | r<’, L3 (restricted to
the energy set I=) admits a Floquet decomposition. The arguments we used
in the proof of Theorem 1.1 allow us to obtain Theorem 2.2.
In the case n5, for some operators with constant coefficients, :(iB) will
be 0 for some energies * even if the polynomial P*(X) admits only one real
root and that this root is simple. So the method used here does not work
in such a straitforward way. This problem is under study [GGK].
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