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I. INTRODUCTION 
A. Why Study Amorphous Materials? 
It has been a tradition to accept the notion that solid state 
physics is concerned with the physics of crystalline materials only. 
But not any more. In recent years, the study of noncrystalline materials 
has emerged as part of solid state physics. The volume of papers in 
the recent literature indicates beyond doubt that the study of noncrys­
talline materials, which are known as amorphous solids or as glasses, 
has become one of the most active fields of solid state research. All 
these interests in noncrystalline materials have developed not only 
because a systematic knowledge about these materials is still lacking 
but mainly because modern technological advances has created an environ­
ment in which noncrystalline materials can be used to advance further 
the marvels of modern technology. For example, the properties of ultra-
transparency, purity, and formability as uniform fibers have made oxide 
glass of (SiOg)^ gCGeOg)^ composition a very important material in the 
construction of fiber optic waveguides for communication networks. 
Similarly, the properties of photoconductivity and formability as large-
area films have made chalcogenide glasses of Se and As^Se^ important 
materials for xerography, the property of electric-field-induced 
amorphous crystalline transformation has made the amorphous alloy 
semiconductor Te^ gGe^ ^ a good construction material for computer-
memory elements, and the photovoltaic optical properties of thin films 
of amorphous Sig ^ alloy semiconductor has made it an important 
material for the construction of solar cells. 
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The present study centers on an investigation of electron spin-
lattice relaxation in hydrogenated amorphous silicon alloys (a-Si:H) 
and hydrogenated amorphous silicon-carbon alloys (a-Si-C;H). Amorphous 
silicon materials promise to replace the crystalline semiconductors in 
the construction of solar cells and thereby achieve a drastic reduction 
in the cost of construction of such cells. Essentially, it is this 
cost factor which has generated intense interest in a-Si systems in 
recent years. However, systematic and thorough knowledge of the proper­
ties of these amorphous silicon materials is yet to be achieved. As a 
result, solar cell engineers need the help of other scientists for the 
systematic characterization of these materials. From this point of 
view, electron spin resonance (ESR) spectroscopy also has a certain 
role to play. 
B. Definitions of Amorphous State 
The term "amorphous solid" is used to denote any solid which has a 
noncrystalline structure. The term "glass" is conventionally used to 
denote an amorphous solid which is prepared by quenching the melt. 
Besides melt-quenching, there are other ways to prepare amorphous solids. 
So, according to standard convention, all glasses are amorphous solids 
but not all amorphous solids are glasses. However, in this report, we 
will not maintain this distinction. We will use both terms synonymously. 
The essential aspect in which the structure of an amorphous solid 
differs with respect to that of a crystalline solid is that of long-
range order. An amorphous solid, unlike a crystalline solid has no 
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translational periodicity and so has no long-range order. On the other 
hand, in ideal amorphous solids, local order can be quite high. That 
means, in amorphous materials, the number of nearest neighbor atoms does 
not vary from atom to atom, and the nearest neighbor separations and 
configuration are nearly equal for all the atoms, whereas in the crystal­
line case this parameter is exactly equal for every atom. Using the 
by-now-popular jargon, we can say that amorphous solids have, in common 
with crystals, a high degree of short-range order. Just as in crystals, 
this short-range order is a consequence of the chemical bonding which 
holds the solid together. However, it should be mentioned that in real 
amorphous solids the number of nearest neighbor atoms may vary from 
atom to atom slightly and this deviation is considered to be a defect 
in the amorphous structure. 
The consequence of the lack of long-range order in amorphous solids 
implies randomness at large separations, and so the knowledge of the 
positions of a few atoms cannot be used to locate the positions of 
distant atoms. At this point, it should be emphasized that long-range 
order in a solid involves two aspects: the long-range order of the 
"lattice" and the translational symmetry of the "basis." The "basis" 
cannot possess translational symmetry if the "lattice" does not have 
long-range order. On the contrary, a crystal "lattice" can have long-
range order even if the "basis" does not have translational symmetry. 
For example, in a mixed crystal such as Ge^ Si^ _^ , the crystal "lattice" 
remains intact but its translational symmetry is broken by the chemical 
identity of the objects which occupy the "lattice sites." That means 
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we know where each atom is but we do not know whether the atom is Ge 
or Si. Each "lattice site" in this mixed crystal has probability x of 
being occupied by Ge atom and probability (1-x) of being occupied by a 
Si atom. Such mixed crystals are said to represent compositional disorder. 
There is also another kind of disorder, usually called rotational dis­
order, where crystal "lattices" remain intact but the translational 
symmetry is broken. Rotational disorder is exhibited by so-called plastic 
crystals in which symmetric molecules occupy the sites of a periodic 
lattice making different orientations. Mixed crystals and plastic 
crystals, although considered as disordered solids, are not considered 
to be amorphous materials. Amorphous materials do not possess any kind 
of long-range order—neither of the "lattice" nor of the "basis." 
The disorder in amorphous materials is further classified into 
two categories: topological disorder and quantitative disorder. 
Topological disorder includes the coordination defects and ring 
statistics. As we mentioned before, although for ideal amorphous solids 
we expect the same coordination number for atoms of the same chemical 
identity, there may still occur small variations in the coordination 
number within the same amorphous material. Such variations are con­
sidered to be defects. In amorphous silicon and amorphous grenanium 
systems, these defects manifest themselves as "dangling bonds." A 
dangling bond is a broken bond, that is, it is an unpaired bonding 
electron which normally would be paired with a bonding-orbital electron 
of a neighboring atom. However, a dangling bond electron is ever 
ready to bond with any other dangling bond electron, or any bond-seeking 
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electron residing on a neighboring atom. In the case of chalcogenide 
glasses, the coordination defects first give rise to dangling bonds 
and then a large fraction of these dangling bonds convert into pairs 
of different defects known as "VAPs" (valence alternation pairs) [1]. 
The "ring-statistics" aspect of topological disorder is concerned with 
the distribution describing the frequency of occurrence of n-atom rings, 
where n denotes the number of atoms in a ring. 
Quantitative disorder includes bond length and bond angle variations. 
There are two kinds of bond angles: primary bond angle and secondary 
bond angle. The primary bond angle is generally called simply the "bond 
angle" and it specifies the relative orientation of adjacent bonds emanat­
ing from a single atom. On the other hand, the secondary bond angle is 
usually called the "dihedral angle" and describes the relative orienta­
tion of a pair of bonds that are not themselves adjoining but both adjoin 
a common intervening bond. One easy way to visualize the dihedral angle, 
specifically for Si or Ge, is to draw a plane which perpendicularly 
bisects the bond joining a pair of nearest neighbor atoms and then to 
project the other three bonds that are attached to each of the two atoms. 
The dihedral angle is the average angle separating a bond projection 
belonging to one atom from the nearest bond projection belonging to the 
other atom. If the two sets of projections line up perfectly with each 
other, then the dihedral angle is zero and the two nearest neighbor atoms 
are said to be in eclipsed configuration. If the two sets of projec­
tions avoid each other as much as possible, the dihedral angle is close 
to its maximum value of 60° and the two nearest neighbor atoms are said 
to be in staggered configuration. 
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Finally, amorphous solids may contain another type of disorder 
known as chemical disorder. Chemical disorder describes situations 
most often found in amorphous alloy materials where the bonding of the 
host material is disrupted by the inclusion of the alloy or impurity 
element. Chemical disorders are of two types : a) when the impurity 
has the same chemical valence as the host and b) when the impurity does 
not have the same chemical valence as the host. Chemical disorders 
may influence both topological order and topological defects in amorphous 
materials. 
C. Electronic Energy Bands in Amorphous 
Semiconductors 
Before discussing electronic energy bands in amorphous semiconduc­
tors, it is probably better to make a few comments about electronic 
energy bands in crystalline solids. In crystalline solids, the energies 
of an electron are represented in terms of band structures in k-space. 
For a free electron, its energy range is expressed as E(k) = 
where m is the mass of the electron. This simple dependence of the 
electronic energy E on the wave-vector k is distorted significantly if 
the electron experiences a scattering potential arising from the periodic 
array of atoms of the crystalline solid. In this situation, according 
to conventional condensed-matter-physics viewpoint, for certain values 
of the wave vector, the electron waves Bragg-reflect internally from 
the lattice planes, giving rise to energy gaps. Within these energy 
gaps there are no electronic states, and these energy gaps are thought 
to arise from destructive interference of the Bragg-reflected waves. 
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In other words, the energy band-gaps may be thought to arise as a conse­
quence of crystal periodicity. 
For amorphous materials, the absence of long-range order makes the 
concept of k-space meaningless. Hence, the electron energy states cannot 
be represented in the form E(^ ). However, the concept of the "density-
of-states" is equally valid as a description of electron states for both 
crystalline and amorphous solids. Therefore, the electron energy states 
in amorphous materials are described in terms of density-of-states N(E), 
defined so that N(E)dE is the number of eigenstates in unit volume for 
an electron in the system with given spin direction and with energy 
between E and E+dE. 
Once we know how to describe the electron energy states for amorphous 
materials, the next question we need to answer is the following: do 
energy band-gaps occur in amorphous solids at all? In crystalline solids, 
the energy band-gaps arise as a consequence of crystal periodicity. In 
amorphous solids, this long-range periodicity is absent, so one might 
be tempted to conclude that in amorphous solids energy band-gaps do not 
exist. However, results of optical absorption spectroscopy on amorphous 
materials like a-Si:H, a-Si-C:H, a-Ge:H, a-Ge-C:H, etc. show that these 
amorphous materials do indeed possess some kind of energy band-gaps. 
Even the simple fact that window-glass is transparent to visible light 
makes us realize that a band gap on the order of at least 2 eV exists 
in such material. Thus, in amorphous materials, an apparent contradic­
tion seems to exist: the presence of an electronic energy-band-gap 
despite the absence of long-range crystal periodicity which precluded 
the existence of any internal Bragg reflection of the electron waves. 
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Thorpe and Weaire [2,3] showed in 1971 that this apparent contra­
diction is not a real contradiction. They showed that it is possible 
for only the short-range order of the solid to determine the electronic 
density-of-states and, under certain circumstances, to give rise to an 
energy band-gap. This viewpoint, which emphasizes the short-range order 
and is not concerned at all about the presence or absence of translational 
periodicity of the solid, is known as the "chemical viewpoint." The 
"chemical viewpoint" is equally valid for both crystals and amorphous 
solids. Good discussions on this approach, and its relevance to covalent 
semiconductors, have been given by Mooser and Pearson [4] long before 
Thorpe and Weaire published their papers in 1971. Even after 1971, two 
other good discussions of this chemical viewpoint approach have been 
published by Kastner [5] and Adler [6]. Energy level diagram illus­
trating this chemical viewpoint approach for silicon materials is shown 
in Figure 1.1. This diagram applies to both the crystalline and amorphous 
form of silicon. Of the 14 electrons in an atom of silicon, 10 occupy 
low-energy orbitals making up the first two shells of states which are 
tightly bound to the Si nucleus. These core electrons are essentially 
the same in the solid as in the free atom, and they do not take part 
in the chemical bonding. It is the outer four electrons, which occupy 
the two 3s states and two of the 3p states in the atom, that take part 
in forming bonds. This bonding procedure can be described in several 
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steps. In the first step, four equivalent sp orbitals are constructed 
by hybridization. Since the hybridization mixes three p states with 
one s state while the ground-state atom has two s and two p states 
occupied, this step requires one s ^  p promotion energy. This energy 
Figure 1.1. Chemical viewpoint description of the electronic structure of a tetrahedrally coordi­
nated covalent solid (crystalline or amorphous), with particular reference to silicon 
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cost is more than regained in the next step, in which four neighboring 
3 
silicon atoms similarly prepared for bonding by sp hybridization, are 
brought in to enclose the initial atom in a configuration like that of 
3 the local order in the solid. The two atomic sp orbitals on neighbor­
ing atoms which face each other to overlap along the Si-Si bond axis 
now interact to form two new orbitals, a bonding orbital and an anti-
bonding orbital. 
3 The antibonding orbital is the combination of sp orbitals which 
has a node midway along the bond axis, while the bonding orbital is the 
spatially smoother combination in which the initial orbitals add con­
structively along this axis. The bonding orbital is lowered in energy 
3 
with respect to the atomic sp orbitals because of the reduction in 
kinetic energy that results from the delocalization of the wave function 
* " 
along the bond; the electron now is spread out over the vicinity of 
two atoms rather than just one. 
The antibonding orbital, which is much more oscillatory in space 
because of the zero crossing introduced at the bond midpoint, is raised 
3 in energy compared to the atomic sp orbitals by a similar amount. 
Along each bond, the bonding orbital can accommodate two electrons of 
opposite spin, as can the antibonding orbital. Since two electrons 
are available for each bond, one contributed by each of the involved 
Si atoms, only the bonding orbitals are filled. Hence, there is a 
net lowering of energy which, of course, is the reason that covalently 
bonded solids form. 
In the solid, interactions between bonds broaden the bonding and 
anti-bonding levels into bands, as shown on the right-hand side of 
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Figure 1.1. Eg is the band gap. The essential feature of this chemical 
viewpoint is that the overall aspect of the density of states sketch 
is similar for both the crystalline and the amorphous solids because 
the overall electronic structure arises from the short-range order. 
reflects the bonding-antibonding splitting. The effects of long-
range disorder in the amorphous form do not wash out the main features. 
At the present time, various experimental and theoretical results suggest 
the following very general picture of the electronic energy band struc­
tures for amorphous semiconductor materials ; 
1) There exist conduction and valence bands separated by a band-
gap. 
2) The absence of long-range order in amorphous materials smears 
out the sharp features in the electronic density-of-states 
known as Van Hove singularities which are characteristic of 
electronic density-of-states for crystalline material. 
3) For amorphous materials, the fluctuations in the short-range 
order lead to tailing of electronic states into the gap at the 
band edges. Band tails are usually more pronounced if chemical 
disorder is present. The extreme case of this band-tailing 
phenomenon is expressed in Cohen-Fritzsche-Ovshinsky model 
(CFO-model) for the density-of-states in the gap region of an 
amorphous semiconductor. According to the CFO-model, the band 
tailing is so pronounced that the tails arising from the con­
duction and valence bands continue into the band-gap until they 
overlap in the mid-gap region. In Figure 1.2, we have shown a 
Mobility 
gap 
Density of States , N(E) 
Figure 1.2. Simplest model for the electronic density of states of an 
amorphous semiconductor 
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Figure 1.3. The Cohen-Fritzsche-Ovshinsky model for the electronic 
density of states of amorphous semiconductors 
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diagram of the simplest model for the electronic density-of-
states of an amorphous semiconductor. All states above are 
conduction band states, and all states between and repre­
sent tailing of the conduction band into the band-gap. Similarly, 
all states below E^  are valence band states, and all states 
between E^  and Eg represent tailing of the valence band into 
the band-gap. E^  represents the Fermi level which lies midway 
in the band-gap. Figure 1.3 shows a CFO-model for the electronic 
density of states of amorphous semiconductors. 
4) A very important consequence of disorder is that the electrons 
may become "localized." By the term "localization," it is meant 
that the electrons become predominantly spatially confined to 
the vicinity of a single atomic site. The greater the degree 
of disorder in the potentials experienced by the electrons, the 
greater is the probability of occurrence of localized states. 
The localized states tend to occur in the band tail. This is 
so because the band tails arise in general from the most dis­
torted sites. It should be stressed at this point that the 
localized states arise not only in the amorphous phase of a 
solid but also in the crystalline phase if the crystalline 
solid contains a certain amount of disorder. Anderson [7] 
was the first to address this phenomenon from the theoretical 
point of view, and this disorder-induced localization is known 
in the literature as "Anderson localization." 
5) It is thought that at very low temperatures (T ^  0), the elec­
tron mobility and hence, the d.c. electrical conductivity, should 
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be finite for the delocalized (i.e., extended) states but zero 
for localized states. Thus, according to the present theory of 
electrons in amorphous solids, the conductivity or mobility 
changes discontinuously at the critical energy separating local­
ized and extended states even though the density of states is 
continuous there. This critical energy which separates the 
localized states from the extended states is known as the 
mobility edge. In Figures 1.2 and 1.3, the conduction band 
mobility edge has been denoted by and the valence band 
mobility edge by E^ . The energy gap between the valence band 
mobility edge and conduction band mobility edge is known as the 
mobility gap and is shown in Figure 1.2. 
If the Fermi level can be moved in some way from the center of the 
mobility gap to the delocalized part of the electronic states, a metal-
insulator transition takes place. However, if the Fermi level lies not 
on the delocalized part but among a series of localized states on the 
localized side of the critical energy, then the amorphous material is 
termed a "Fermi glass." 
D. Dangling-bond Defects and Their Influence on 
Electronic Energy Bands in Amorphous Semiconductors 
Even in amorphous materials there exist structural defects. These 
structural defects arise from coordination defects; in a-Si and a-Ge 
materials, the coordination defects give rise to dangling bonds, and 
in amorphous chalcogenide materials, the coordination defects first 
give rise to dangling bonds which in turn give rise to valence 
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alternation pairs. Comprehensive reviews of structural defects and 
their influence on physical properties can be found in Mott and Davis 
[8], Mott [9], Robertson [10], Zallen [11], and Elliott [12], In this 
report, however, we will concentrate only on dangling-bond defects 
because that is the relevant defect in the case of a-Si materials. 
The concept of dangling bonds is meaningful only in solids formed 
from covalent bonds. A simple dangling bond normally contains one 
electron and is electrically neutral. However, a dangling bond is 
able to donate or accept an electron. That means, under certain circum­
stances, the electronic occupancy of a dangling bond can change, resulting 
in a variation of the charge of the dangling bond center. Although an 
isolated dangling bond can exist in an amorphous covalent solid, it 
cannot exist in "isolation" in the corresponding crystalline solid. 
This is so because, for example, if an atom is removed from a tetra-
hedrally coordinated crystalline silicon atom, four dangling bonds 
remain pointing into the vacancy. Thus, the least number of dangling 
bonds which can result from the introduction of a vacancy into tetra-
hedrally coordinated crystalline silicon is four, not one. Similarly, 
dislocations in crystalline solids introduce many dangling bonds along 
the dislocation line. Clearly, the existence of single isolated dangling 
bonds in amorphous covalently bonded solids is a consequence of the 
presence of structural randomness. 
In order to understand the way the dangling bonds modify the elec­
tronic energy bands in amorphous semiconductors, we can once again make 
use of the chemical viewpoint picture of electronic structure in silicon. 
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We have seen how bonding orbitals and antibonding orbitals are formed 
3 from the sp hybrid orbitals of silicon atoms. Also, we have seen that 
when silicon atoms come closer to form solids the so-called solid-state 
interactions set in which broaden the molecular levels into bands sepa­
rated by a band gap. A dangling bond, which is a nonbonding orbital 
in the simplest case containing a single electron, has an energy level 
3 lying at zero energy for the sp hybrids. That means the isolated elec­
tron of the dangling bond has an energy near the middle of the mobility 
gap. Thus, the structural defects which exhibit themselves as dangling 
bonds give rise to electron states lying deep within the mobility gap 
which is otherwise empty in the case of ideal defect-free amorphous 
semiconductors. However, the mobility gap contains band tails from both 
conduction and valence bands even for defect-free amorphous semiconductors. 
The electronic states in the mobility gap arising from dangling bond 
defects are highly localized. 
The dangling bond, containing a single electron, is electrically 
neutral when so occupied and is "donor-like." On the other hand, the 
same dangling bond, when containing a second electron, is neutral when 
empty and so is "acceptor-like." The net energy cost for this addition 
of an extra electron is positive. That is, it costs an extra energy 
2 U = [e /AtTEgGr^ g] known as the correlation energy or Hubbard energy 
(r^ 2 is the appropriate separation of two electrons at the same site). 
Figure 1.4 shows the model for the electronic density of states in 
amorphous semiconductors showing the valence and conduction bands, 
the valence and conduction band mobility edges, and the valence and 
Figure 1.4. Davis-Mott model of the electronic density of states in 
amorphous semiconductors, showing valence band, conduction 
band, valence band mobility edge (E^ ), conduction band mobil­
ity edge (Eg), valence band localized tail states (E to Eg), 
conduction band localized tail states (E^  to E^ ), and a 
dangling-bond band near mid-gap together with the band for 
double occupancy higher in energy by an amount U which is 
appropriate to a +ve U system 
20 
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conduction band localized tail states. Also shown is a dangling bond 
donor-like band near mid-gap together with the acceptor-like band for 
double occupancy higher in energy by an amount U than the donor-like 
band. This model is suitable for a positive U system. This kind of 
model was first proposed by Mott and Davis [8] and is known in the 
literature as the Davis-Mott model. 
In certain systems, the dangling bond defects exhibit negative 
"effective Hubbard or correlation energy," where spin-pairing of 
electrons occurs at the defect centers. The net process is exothermic 
because of the stronger electron-phonon coupling which is a feature of 
such systems, despite the endothermic cost in energy to place two elec­
trons on the same site. The concept of electron-pairing mediated by a 
negative mechanism was first proposed by Anderson [13] in 1975 
and this model applies well, particularly in the case of chalcogenide 
glasses. 
E. Hydrogenated Amorphous Silicon 
Amorphous silicon belongs to a group of materials commonly known 
as tetrahedrally coordinated amorphous semiconductors. Amorphous silicon 
cannot be prepared directly from the melt, but can be fabricated in the 
form of thin films by atomic deposition procedures such as evaporation, 
sputtering, chemical vapor deposition, plasma decomposition of gases, 
etc. Sometimes, ion bombardment of silicon crystals is used to have 
an amorphous layer in the collision trail of the ions. Although the 
properties of a particular sample of a-Si depend heavily on the 
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production method, yet there are certain features in a-Si which remain 
similar and independent of the production method. 
Like all other amorphous materials, amorphous silicon does not 
possess any long-range order. In a-Si materials, fluctuations in normal 
coordination number and silicon-silicon bond length are extremely small. 
That means that the silicon atom is four-fold coordinated and the silicon-
silicon bond length is almost constant. However, in a-Si, there is a 
significant spread in primary bond angles. The dihedral angles also 
are found to vary continuously from 0° to 60°. The staggered configura­
tion is found to be about twice as likely as the eclipsed configuration, 
whereas in crystalline silicon only the staggered configuration is found 
to exist. As regards the ring statistics of a-Si, it has been observed 
that both odd- and even-numbered rings appear in amorphous silicon, 
whereas in crystalline silicon all rings contain an even number of atoms. 
In crystalline silicon, the shortest ring contains six atoms which 
means six bonds in the ring, and in amorphous silicon the shortest ring 
contains five atoms. 
The electronic density of states is very similar to that described 
by the Davis-Mott model in Figure 1.4. An isolated dangling bond which 
contains only one electron and has donor-like property is usually denoted 
by Tg, T standing for tetrahedral while the subscript and the super­
script denote the coordination and charge state of the defect site, 
3 
respectively. In a-Si, all atoms are sp hybridized and so s- or p-like 
nonbonding electrons do not exist. Since it is the s- or p-like non-
bonding orbitals which are capable of giving rise to the occurrence of 
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negative as a normal rule negative does not exist in a-Si. 
However, Elliott [14] has described a situation in which it might be 
possible for a-Si to exhibit negative Ug££ behavior provided certain 
conditions are fulfilled. The explanation goes like this: if one T^  
defect accepts an electron from another neighboring T^  defect, then 
0 " "f" these two neighboring T^ defects transform into T^ and T^ defects. The 
T^  defect is the doubly occupied site, and for this site the hybridiza-
"t" 
tion tends to be p-like whereas the T^  defect is the unoccupied site, 
2 
and for this site the hybridization tends to be sp -like. Negative 
Ueff arises when the oppositely charged entries are sufficiently close 
that the attractive conlombic energy gains the upperhand. However, in 
most cases, the dangling bonds experience a positive and the 
paramagnetic T^  centers are energetically stable. 
While it is reasonably certain that in a-Si the spin defects are 
T^  centers, the location of such centers remains somewhat contentious. 
It is known that a-Si contains microscopic voids. Evidence for the 
microvoids comes from small-angle x-ray and electron scattering 
experiments. Originally, it was thought that for a-Si the T^  centers 
resided at void surfaces, in view of the correlation of the spin density 
with various void-related properties. The early observation of ESR 
signals on cleaved surfaces of c-Si supported this contention, but the 
later discovery that "reconstruction" takes place on perfectly clean 
surfaces of c-Si cast some doubt on the internal surface origin of T^  
centers in a-Si. At present, it is believed that at least part of the 
T^  centers in a-Si lie in the bulk of the material. T^  centers, either 
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in the bulk or on the internal surfaces of voids, give rise to localized 
states in the middle of the mobility gap, whereas the weak reconstructed 
bonds on the internal surfaces of voids contribute energy states to the 
valence and conduction band tails. That a reconstructed bond does so 
may be seen by considering it to be a "long bond" with a large Si-Si 
distance. A large bond-length implies a small bonding-antibonding 
splitting and thus states in the tails within the mobility gap. 
The large density of defect states in the mobility gap of a-Si 
makes this amorphous semiconductor electronically dirty. Its electrical 
resistivity is low, and the Fermi energy Ep is pinned because N(Ep) is 
large making insensitive to the addition of doping impurities. 
Finally, the same defect states in the mobility gap act as fast non-
radiative recombination centers resulting in very poor photoconductivity. 
However, it has been found that hydrogen has the ability to pas-
sivate the dangling bonds, thereby changing the electronically messy 
pure a-Si into an extremely attractive amorphous semiconductor. 
Hydrogenated a-Si (a-Si:H) can be prepared by adding hydrogen containing 
gas to the atomic deposition apparatus during the growth of a-Si. 
The beneficial action of H in a-Si:H is attributed to the strength 
of the Si;H covalent bond. Hydrogen terminates the dangling bonds 
occurring in a-Si and removes the gap states associated with these 
native defects. Hydrogen atoms also open up the weak reconstructed 
bonds associated with microvoids and bond to those silicon atoms, a 
phenomenon which replaces each long Si-Si reconstructed bond by two 
Si:H bonds. Since the Si:H bond is very strong and its bonding-
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antibonding splitting is larger than that of Si-Si, the states intro­
duced by the Si:H bonds lie at energies which are outside the mobility-
gap region of the host a-Si. There is also a third aspect of the bene­
ficial action of bonded hydrogen in a-Si:H. As hydrogen enters into the 
network structure in a-Si, it results in a reduction in the average 
coordination. That means the average coordination in a-Si:H is less 
than that in a-Si, and so the covalent network in a-Si:H is less over-
constrained [15] than is the network in pure a-Si. As a result, the 
bond-angle strain in a-Si;H is less than it is in a-Si. Since the tail­
ing of N(E) into the mobility-gap region in a-Si is partly attributed 
to the bond-angle disorder, the narrowing of this bond-angle disorder 
in a-Si:H reduces the extent of the tailing and thus provides another 
mechanism by which the incorporation of H into a-Si cleanses this semi­
conductor material of the localized states in the mobility gap. 
Exactly what value of x will make a-Si, :H exhibit the best 
•' 1-x X 
semiconducting property cannot be defined. In fact, things vary from 
one production method to another. However, it is at least known that 
hydrogen, besides passivating mobility-gap states, enlarges the band 
gap, sensitizes photoexcited processes and changes the lattice-electron 
coupling. Since its mobility-gap region is relatively free of localized 
states, a-Si:H shows high electrical resistivity and clear photocon­
ductivity. The temperature dependence of its conductivity no longer 
resembles the variable-range-hopping behavior seen for a-Si, but obeys 
standard exp(-E/kT) semiconducting behavior; and transport is dominated 
by extended states rather than localized states. Most importantly, the 
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semiconducting properties of a-Si:H can be controlled by doping the 
material either n-type or p-type by chemically incorporating either 
column-five donors (e.g., phosphorous) or column-three acceptors (e.g., 
boron) in much the same way as in crystalline silicon. This can be 
done because in a-Si;H the density of states at the center of the 
mobility gap is much less than in a-Si. Therefore, the bandgap states 
inserted by the dopant impurities do not have to contend with the 
dangling-bond state in the mobility gap, and the dopant impurity states 
are able to push the Fermi level close to or E^ , the mobility edges 
in the conduction band or the valence band, allowing a-Si:H to behave 
as an n-type or p-type extrinsic semiconductor. 
Solar cells can be constructed from both crystalline and amorphous 
silicon materials. Crystalline silicon is used in applications in 
which its high cost is not a problem, for example, in space probes. 
On the other hand, for large-scale power generation, the cost for the 
construction of solar cells is a crucial factor, and hydrogenated 
amorphous silicon is a promising candidate for this purpose. For large-
scale power generation, large area solar cells are needed, and a-Si:H 
can be used to construct such large area solar cells at a very low 
cost. The solar spectrum contains energy in the 1-3 eV region, and 
over much of this range the absorption coefficient of a-Si;H is more 
than an order of magnitude greater than that of crystalline silicon. 
Because of this difference, a-Si;H thin films of thickness 1 ym or less 
can be used in the construction of solar cells, whereas much thicker 
films (about 50 ym) are needed to properly absorb photons of sunlight 
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in the case of crystalline silicon. Thus, a-Si:H enjoys a significant 
advantage over crystalline silicon not only because a-Si:H is cheaper 
to produce but also because substantially less material is needed to 
construct the solar cell using a-Si;H. 
It was first realized by Carlson and Wronski [16] that a-Si:H thin-
film solar cells could be relatively inexpensive, and the first a-Si:H 
solar cells were made at RCA laboratories by them in 1974. 
Recently, carbon atoms have been added to a-Si:H during its fabri­
cation in the hope that the use of a-Si-C:H in solar cell construction 
might improve performance. So far, a-Si-C:H has exhibited promise as 
a good solar cell material. a-Si-C crystallizes at a temperature which 
is higher than that for a-Si [17]. It has also been found that a-Si-C:H 
materials can be used as a wide band-gap window junction in solar cell 
fabrication. This particular type of solar cell exhibits a conversion 
efficiency significantly greater than that of simple a-Si:H solar cells 
[18]. A brief, but comprehensive, review on the progress in amorphous 
silicon photovoltaics has been given by Carlson [19]. 
As far as the history of a-Si is concerned, it is now well recog­
nized that the first study on a-Si and a-Ge, produced by glow discharge 
decomposition of SiH^  and GeH^ , was done by the English group of 
R. C. Chittich [20] and his coworkers who published their report in 
1969. In their report, no mention was made of the presence of hydrogen 
in the film. In 1972, Spear and LeComber [21] (now popularly known as 
the Dundee group) published their report on measurements of the density 
of states in the band-gap of a-Si, They used the field-effect method 
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in their measurements and found that their a-Si material, which they 
produced by glow discharge decomposition of silane (SiH^ ), possessed 
a low density of states in the band-gap. The same Dundee group showed 
in 1975 that their a-Si material could be doped n-type or p-type by 
adding PH^  or to the SiH^  plasma [22]. Surprisingly enough, Carlson 
and Wronski of RCA reported in 1976 that they also had been successful 
in their independent and company-required confidential effort to dope 
a-Si:H produced by the glow discharge decomposition of silane [16]. 
However, neither Spear and LeComber nor Carlson and Wronski recognized 
the role played by hydrogen [23] in reducing the density of states in 
the gap, thereby enabling doping to be accomplished. In fact, until 
1974, there does not exist in the literature even a single report which 
claims to understand the role of hydrogen in the passivation of dangling 
bonds in a-Si and a-Ge. During this period of "ignorance," various 
workers fabricated a-Si and a-Ge by employing various atomic deposition 
procedures other than the glow discharge method. All of them reported 
the presence of large amounts of paramagnetic defect centers [17, 24, 
25, 26, 27, 28, 29] which were identified as dangling bonds. The first 
attempt to introduce hydrogen deliberately was done not in a-Si but in 
a-Ge by A. J. Lewis [30] and his collaborators. They showed that the 
systematic addition of hydrogen into a sputtering plasma during fabri­
cation of a-Ge decreased the electron spin resonance dangling-bond 
density and increased the resistivity of a-Ge by several orders of 
magnitude. For this particular kind of a-Ge, the optical band-gap also 
was found to be increased. As a result of these findings, the same 
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group concluded that a-Si produced from glow discharge decomposition of 
SiH^  contained hydrogen, and this hydrogen makes doping of a-Si:H 
possible by reducing the number of dangling bonds. To prove their con­
clusion, this group of workers doped a-Si:H n-type or p-type by adding 
PH^  or BgHg to an argon plasma sputtering Si [31]. The role of hydrogen 
in a-Si was finally confirmed when Triska and coworkers [32] performed 
a hydrogen evolution experiment and showed that a-Si produced from SiH^  
actually did contain hydrogen. 
At the present time, the "solar energy" group in the Ames Labora­
tory at Iowa State University is extremely active in the fabrication of 
various kinds of a-Si and a-Ge based samples by means of the reactive 
sputtering method. They have been able to fabricate samples with desir­
able photoconducting properties [33, 34, 35]. However, for a-Si based 
materials, either prepared in the Ames Laboratory or elsewhere, the 
phenomenon of hydrogen passivation of the dangling bonds is not yet 
completely effective. For example, when the Dundee group measured the 
density of states of their a-Si:H samples, they obtained a value of 
10^  ^eV c^m ^  states at the Fermi level [36]. Similarly, when the 
Xerox group made such measurements [37], they obtained a value of 10^  ^
-1 -3 
eV cm at the Fermi level. Very recently in the Ames Laboratory, an 
effort was undertaken to measure the density of gap states in sputtered 
a-Si:H samples [35]. The results show that near the Fermi level, for 
a-Si:H samples with 12.3 at percent hydrogen concentration and for 
sample thickness from 0.60 ym to 3.00 ym, the density of states is 
always greater than 3.0 x 10^  ^eV c^m ^ . 
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For the particular case of solar cell applications, it is the 
photocarrier recombination which is strongly affected by the presence 
of the density of gap states because deep trapping and recombination 
in a-Si:H proceeds predominantly via dangling bonds [38]. Since the 
efficiency of a solar cell depends heavily on the possibility of effi­
cient collection of photogenerated electrons and holes by electrodes 
on both sides of the semiconductor film, it is obvious that a better 
control on the deep trapping and recombination centers in a-Si:H is 
needed to improve the efficiency. As far as the dangling bond recombina­
tion centers are concerned, the presently available knowledge about 
dangling bonds appears unable to offer guidance in further improving 
the dangling bond densities in a-Si:H. This means that more intimate 
understanding of the nature of dangling bonds is required. On the 
other hand, research on other sources of recombination trapping centers 
in a-Si:H has been quite successful. It has been found by infrared 
absorption measurements that glow discharge materials produced at sub­
strate temperature below 200°C contain significant amounts of hydrogen 
bonded to silicon in a dihydride configuration [39, 40]. There exists 
evidence which shows that these dihydride bonding configurations act 
as recombination trapping centers [34, 41]. It has been further found 
that the dyhydride bonding leads to intermediate range disorder in the 
form of a columnar morphology in which material that incorporates H 
through monohydride bonding only forms columns [40, 42, 43, 44]. The 
regions between the columns are made up of highly disordered (SiHg)^  
polymer chains. It is probably this disorder which leads to poor 
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transport properties. Encouraged by the fact that for glow discharge 
materials the elevation of the substrate temperature above 200°C leads 
to a decrease in dihydride bonding, Jeffrey et al. tried to determine 
a similar procedure for their reactively sputtered materials. They 
found [33] that a-Si;H sputtered at very high rf power levels indeed 
exhibits dihydride elimination. This finding allows the Ames Lab group 
to fabricate a-Si:H samples in which H concentrations could be varied 
while maintaining good control over the type of bonding. 
Finally, for the sake of completeness, a few comments will be made 
here on the Staebler-Wronski effect [45, 46]. When a-Si:H is exposed 
to light for an extended period of time, some changes in the photocon­
ductivity of the material occur. This effect can be reversed by anneal­
ing the sample at moderate temperatures [47]. Theoretical explanation 
of the Staebler-Wronski effect has been offered by Elliott [14]. The 
present theory holds that this effect is associated with defects such as 
dangling bonds, microvoids or with impurities such as oxygen or nitrogen. 
Although the Staebler-Wronski effect reduces the recombination lifetime 
[48], it is not a significant problem at present as far as the stability 
of a-Si:H solar cells is concerned. The shelf life of a-Si:H solar 
cells appears to be excellent even when unencapsulated [49]. 
F. Role of ESR in the Study of a-Si Based Materials 
and Description of the Present Work 
The Electron Spin Resonance (ESR) technique has been widely used 
in the study of the structural identity of localized paramagnetic states 
in crystalline materials. So it is no wonder that for the study of a-Si 
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based materials, ESR was one of the earliest probes employed. The quan­
tities which are usually measured from an ESR absorption line are the 
g-value, line-width, density of paramagnetic spin centers, line shape, 
and saturation behavior. The g-value is, in fact, a tensor which charac­
terizes the dimensionless linear coupling between the external magnetic 
field and the local microscopic paramagnetic moment. In an amorphous 
material, the random occurrence of site directions leads to an observed 
isotropic line, and a scalar g-value is assigned to the peak of the 
resonance absorption. The g-value is an important signature of the 
microscopic paramagnetic centers. The line width, line shape, and 
saturation behavior of the ESR line represent in various ways the nature 
of the environment of the paramagnetic centers, the nature of the para­
magnetic centers themselves, and the nature of the interaction of the 
paramagnetic centers with their environment. The most important quantity 
which denotes the extent and type of coupling between the paramagnetic 
centers and their environment is the spin-lattice relaxation time (T^ ), 
and this T^  can be determined from the ESR line width, the saturation 
behavior of the line, as well as in other ways. We will explain all 
these quantities in detail in the next chapter. 
Probably the first work on the use of ESR in the experimental 
investigation of a-Si was reported by Ditina et al. [29] in 1968. They 
""A prepared thin Si films by evaporation in 10 torr vacuum. They used 
a foil of polyethylene terephthalate as the substrate which was not 
specially heated. The silicon source was filled with p-type crystals 
which were crushed and then placed in an Alundum crucible from which 
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silicon was evaporated. Using x-ray diffraction, they determined that 
the Si films were amorphous. They obtained ESR spectra of their samples 
at 293 K and 77 K with g = 2.006 ± 0.001 and the density of the para­
magnetic centers [50] about 2.0 x 10^  ^cm ^ . They concluded that the 
paramagnetic centers were located in the interior of the film and not 
on its surface, and that these paramagnetic centers might be due to 
stacking faults in the silicon arising as a result of the penetration 
of foreign occlusions into the film during evaporation. They thought 
that the occlusions might come from pump-oil vapor, the crucible material 
or the residual gas molecules. 
In 1969, Brodsky and Title [17] of the IBM Research Division pub­
lished a report describing their ESR investigations of amorphous silicon, 
amorphous germanium and amorphous silicon carbide. The samples were 
prepared by rf sputtering of nominally undoped Si, Ge, or SiC cathodes 
onto water-cooled sapphire substrates. The density of spins observed 
for samples thus prepared and then annealed near room temperature were 
of the order of 10^  ^spins cm ^  for all three of the amorphous 
semiconductors. The g-value obtained by them for a-Si was 2.0055 ± 
0.0005 which agreed reasonably well with that obtained by Ditina et al. 
for their a-Si samples. Brodsky and Title found that, for their 
amorphous films, the strength of the ESR signal was proportional to 
film thickness which indicated that the paramagnetic states are dis­
tributed throughout the bulk of the material. By performing annealing 
studies, they found that the changes in the number of electronic states, 
observed by ESR in a-Si, correlated with similar changes in electrical 
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conductivity and optical absorption. Brodsky and Title concluded that 
the paramagnetic centers that were observed in the amorphous films were 
similar only to those observed in freshly cleaved Si surfaces [51] or 
mechanically damaged crystalline surfaces of Si, Ge, and SiC [52, 53]. 
At present, it is well-established that in undoped a-Si, independent 
of preparation conditions, the only ESR line found in equilibrium is 
the g = 2.0055 absorption spectrum. It is reasonably certain that the 
paramagnetic centers are centers, i.e., singly occupied dangling 
bonds. That this is indeed the case was confirmed when Dersch and 
co-workers [54, 55] observed the presence of similar defects at the 
interface between crystalline silicon and SiOg. 
Hydrogenated amorphous silicon also exhibits the same T^  paramag­
netic centers with g = 2.0055 but with a much reduced spin density 
which is %10^  ^cm ^  or even less [56]. Other ESR lines have also been 
observed for a-Si:H under illumination, i.e., under continuous optical 
excitation. These lines have been assigned by Street and Biegelsen 
as follows [57]: the line with g = 2.0043 corresponds to localized 
electrons in the conduction band tail state, and the line with g = 2.010-
2.013 corresponds to holes in the valence band tail states. It is 
interesting to note that Voget-Grote et al. [58] identified spin signals 
from positively and negatively charged vacancies in silicon crystals 
with g = 2.011 and g = 2.0045, respectively. 
Before describing ESR results on a-Si-C:H, it can be mentioned 
that ESR results on amorphous carbon films [59] and on hydrogenated 
amorphous carbon films [60] have been reported. The ESR spectrum of 
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amorphous carbon film has only one line with g = 2.0030 ± 0.0004 and 
shows saturation effects at room temperature. The ESR signal of hydrog-
enated amorphous carbon also shows the same g = 2.0030 line with the 
property that decreasing hydrogen content in the film is accompanied 
by increasing ESR spin density. ESR studies on amorphous Si^ _^ -C^  films 
have also been reported [61]. The ESR spectra have a rather symmetric 
single line probably because of the close g-values for Si and C dangling 
bonds (gg^  = 2.0055 and g^  = 2.0030). It is found that the g-value 
decreases from 2.0055 to 2.0030 as the value of x is increased. The 
increasing x-value is also accompanied by an increase in the density 
of paramagnetic centers. ESR studies on a-Si-C:H have also been reported 
[62, 63, 64]. The ESR spectrum of a-Si-C;H is also a symmetric single 
line whose g-value depends on carbon concentration. For negligible 
carbon concentration, g s 2.0055, and for higher carbon concentration, 
the g-value approaches the value 2.0030 ± 0.0004, appropriate for carbon 
dangling bonds. This decrease in g-value with increasing carbon content 
is accompanied by an increase of paramagnetic spin density. In glow 
discharge produced a-Si^ _^ -C^ :H films [63], this spin density increases 
16 ""3 20 ~3 from 10 cm to 10 cm as the C content x increases from 0 to 0.6. 
ESR measurements of the spin-lattice relaxation time T^  of rf sput­
tered a-Si samples, which were annealed between room temperature and 
1000°C in a nitrogen or hydrogen atmosphere, have been reported by 
Hasegawa and Yazaki [65] . They used a saturation method and found 
the T^  of as-grown samples to vary with temperature as Tj^  a T 
in the temperature range 120 K to 293 K. 
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Street et al. [66] measured the of a-Si:H samples by both an 
ODMR method and an ESR method. Their samples were prepared by rf plasma 
decomposition of SiH^ , and in their ESR technique they also used a 
saturation method. Their ESR measurements were confined to the tempera­
ture range 100 K to 300 K, and the ODMR measurements were done in the 
temperature range 15 K to 125 K. It was found that in the 100 K to 300 K 
range, both methods yield T^  a T but below 100 K the ODMR result 
gave a stronger temperature dependence. 
Stutzmann and Biegelsen [67] used the technique of periodic adiabatic 
passage [68] to determine the electron spin-lattice relaxation in a-Si:H 
samples which were deposited from an rf plasma consisting of SiH^ . The 
temperature range of their measurements was 5 K to 300 K, and throughout 
this temperature range a single power law, T^  a T P, was found to hold 
with p = 2.3. They estimated the absolute uncertainty in their measured 
T^  to be approximately a factor of 2 and the relative errors to be less 
than 10%. 
The ESR and NMR (Nuclear Magnetic Resonance) investigation of a-Si 
based semiconductor materials, prepared by the Ames Laboratory Solar 
Energy group, has also been carried out [69, 70]. In order to extend 
these research efforts further, one possible option was to employ the 
ESR technique to explore the possibilities of determining the tempera­
ture dependence of the spin-lattice relaxation time (T^ ) of these a-Si 
based materials. As mentioned earlier, T^  is a very important quantity 
which characterizes both the extent and the type of coupling between the 
paramagnetic centers and their environment in the sample. For undoped 
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a-Si:H and a-Si-C;H, the dangling bonds are the ESR-paramagnetic centers. 
The dangling bonds also act as deep traps and recombination centers for 
the charge carriers in the valence band and the conduction band. 
Consequently, knowledge of the nature and the degree of the coupling of 
these dangling bonds with their environment in a-Si:H and a-Si-C:H 
provides useful input to understanding the semiconducting properties 
of these materials. The present research effort was undertaken with 
these aspects in mind. Since this is the first effort of this kind 
undertaken in the Ames Laboratory, our main emphasis was to explore the 
possibilities of overcoming the major obstacles in the process of 
obtaining reliable results. We have definitely earned some valuable 
experience in this regard which will be described later in this report. 
In the Ames Laboratory Solar Energy group, the a-Si based materials 
are prepared using the rf sputtering method. Our ESR investigation 
has involved two samples of a-Si;H and two samples of a-Si-C:H, each 
sample prepared using somewhat different sputtering parameters. We 
used the saturation method to determine the spin-lattice relaxation time 
(T^ ). Our measurements were done in the temperature range 100 K to 
400 K. The saturation method of T^ -determination requires the value 
of the magnetic field vector, of the incident microwave radiation 
at the center of the cavity resonator into which the sample is placed 
during ESR measurement. To determine H^ , we used the periodic adiabatic 
passage [68] method to determine T^  of each sample at room temperature 
(300 K). This was done because in this method it is not necessary to 
know the of the microwave field. Then this value of T^  was used. 
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along with the room temperature saturation data of the same sample, to 
calculate . For each sample, once the value of at any power level 
of the microwave radiation was known, the values of at other micro­
wave power levels were calculated by using the relation of a /power 
and by reading the power of the incident radiation from the control 
panel of the ESR spectrometer. We accepted the value of microwave 
power as shown in the control panel to be reliable because it was known 
that the absolute error in the power reading is no more than 10% [70]. 
All four of our samples exhibited good homogeneous saturation 
behavior. The ESR signals given by them contained largely Lorentzian 
line shape, although a small Gaussian component was always present. 
That means that the overall nature of the ESR lines of each of the 
four samples did show a significant amount of homogeneous broadening 
behavior. Consequently, our strategy was to apply the theory of 
homogeneous saturation to the data for each sample and determine Tj^  
as a function of temperature. We then tried to extract as much infor­
mation as possible from these results, keeping in mind the various 
limitations of our procedures. 
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II. BASIC ESR THEORY AND INSTRUMENTATION 
A. General Description of ESR 
Electron paramagnetic resonance (EPR) (also known as Electron Spin 
Resonance (ESR)) was discovered by Zavoisky [71] in the Soviet Union in 
1945 and, independently, a year later by Cumerow and Halliday [72] in 
the United States. Since its discovery, electron paramagnetic resonance 
has been developed rapidly and has become an essential tool for the 
study of the structure and dynamics of paramagnetic systems at the atomic 
or molecular level. 
Any charge, while spinning on an axis, behaves like a magnet with 
its poles along the axis of spin. Since an electron has a negative charge 
and a spinning motion, electrons in atoms and molecules act as magnetic 
dipoles with a tendency to align themselves in the direction of an 
applied magnetic field. Stable molecules are not always expected to 
be paramagnetic because most of the times electrons associate in closed 
shells or in pairs with opposing spins so that their magnetic dipoles 
cancel each other. However, in those situations where a molecule con­
tains an odd number of electrons (e.g., NO, NO^ , etc.), a molecule 
usally becomes paramagnetic. Also, a molecule can be paramagnetic if 
it contains two electrons with parallel spins (e.g., O^ , etc.). 
According to quantum theory, a microscopic magnetic dipole does 
not align itself completely along the direction of an applied magnetic 
field, rather the dipole rotates around the direction of the external 
magnetic field and is allowed to make only a finite number of orientations 
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with respect to the external magnetic field. Each orientation repre­
sents a discrete energy level. Transitions between these levels may be 
induced, under appropriate conditions, by interaction with electromagnetic 
radiation. For a single unpaired electron, with its orbital angular 
momentum quenched, there are only two possible orientations. The axis 
of the magnetic dipole of this electron lies approximately parallel or 
antiparallel to the direction of the external magnetic field. It can 
be thought that the electromagnetic field reverses the direction of the 
magnetic dipole and thus reverses the spin direction of the electron. 
This results in a net absorption of energy from the radiation field. 
For an entity with a single unpaired electron, the frequency VQ of 
the electromagnetic radiation which causes the transitions is related 
to the static magnetic field in which the sample is placed by the 
simple equation 
hVg = g3HQ , (2.1) 
where h is Planck's constant, 3 is the Bohr magneton, g is a numerical 
factor known as the g-factor or spectroscopic splitting factor, and HQ 
is generally called the Zeeman field. Equation (2.1) is known as the 
resonance condition and VQ is known as the resonance frequency. 
Electron spin resonance has four basic ingredients: the unpaired 
electrons, the external static magnetic field, the applied electromag­
netic radiation to interact with the unpaired electrons, and some 
appropriate means to detect this interaction. 
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1. The unpaired electrons 
An unpaired electron with its orbital angular momentum quenched^  
has a spin angular momentum SH and a corresponding magnetic moment y. 
These two vectors may be taken as antiparallel, so that 
U = -YSH , (2.2) 
where H = h/2n, y is a scalar called the "gyromagnetic ratio" which is 
the ratio of the magnetic moment to the angular momentum, and S is the 
dimensionless angular momentum vector. In quantum theory, and ^  are 
treated as vector operators. The X-, Y-, and Z-components of S can 
also be considered as operators, and these will be denoted by S , S , 
^ 2 2 2 2 
and S^ , respectively. The eigen v a l u e  o f  S  = 3 ^ + 3 ^ + 5 ^  is s(s+l), 
where s is s is known as the spin quantum number. The Eigenvalue 
of S is m, where m can take either of the two values; +*2 and 
z 
m is known as the magnetic spin quantum number. 
The unpaired electron with which our external field interacts, and 
which is embedded in a given environment, is usually called a "spin." 
In a sample, we may have "spins" in different situations because 
(1) "spins" of the sample can be in different magnetic fields due 
to the inhomogeneity of the applied field, 
(2) various microcrystals in a powder sample can have different 
orientations in the external field and, hence, different 
In the first and the second parts of this chapter, only those un­
paired electrons will be considered whose orbital angular momenta are 
quenched. However, in ESR, the orbital angular momenta of the unpaired 
electrons are also taken into account, and the method of doing that will 
be explained in the third part of this chapter. 
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"spins" can have their crystal axes in different directions 
with respect to the static field, or 
(c) "spins" might have different resonance frequencies. 
Those spins of the sample which are in the same average situation 
form a "spin pocket." The average is taken over a time corresponding 
to that required for a "spin" transition. 
2. Interaction with an external static magnetic field 
-V /\ 
A microscopic magnetic dipole placed in a magnetic field H = H^ k 
(k denotes a unit vector along Z-direction) experiences a torque which 
tends to align the magnetic dipole in the direction of the magnetic 
field. However, the number of possible orientations are restricted by 
the quantization rule. For an unpaired electron with spin quantum 
number s, there are (2s+l) possible orientations defined by the magnetic 
quantum number m. Although the length of the spin angular momentum 
vector is /s(s+l) only the values of its resolved components along 
the field direction can be measured, and they are m^ . This indicates 
the fact that the total angular momentum vector is never aligned exactly 
along the direction of the field. Instead, the dipole executes a pre-
cessional motion around the axis of the magnetic field, keeping the angle 
between the field and itself constant. The angular frequency of preces­
sion Wg is called the Larmor frequency and is related to the applied 
magnetic field Hp by the equation 
Wq = YHq . (2.3) 
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As a result, the magnetic dipole moment vector ]i of the unpaired electron 
also precesses around the external static magnetic field making constant 
angle with the field. The magnitude of y is g3/s(s+l), and the magnitude 
of its resolved components along the magnetic field is ggm. In the 
presence of this static magnetic field, the interaction energy of the 
unpaired electron is given by The Hamiltonian S. of this interac­
tion can be written as 
a = +Y%HoS2 . (2.4) 
The eigenvalues of this Hamiltonian are simple and are given by 
= tyRHgrn . (2.5) 
These energy levels are called "Zeeman" energy levels. The scalar quan­
tity (yH) can also be replaced by the scalar quantity (gg). 
A schematic representation of such a "spin" system in an external 
static magnetic field ^  = H^ k is shown in Figure 2.1. The two possible 
"t" — 
spin orientations m = ±h are shown on the diagram, N and N are the 
electron populations in the two levels, and AE is the energy difference 
of the two Zeeman energy levels. Left to their own devices, these elec­
trons will interact with their environment, commonly called the lattice, 
to flip spins and in so doing will create or inelastically scatter 
phonons until thermal equilibrium is reached at which time the spin 
populations will be proportional to the Boltzmann factor. That is, 
4: = exp(^ ) , (2.6) 
N B 
where T is absolute temperature and k„ is Boltzmann's constant. 
44 
E+i=I"gBHo 
AE=gBHo 
E-A="I'gBHo 
A 
H=HoK 
Energy 
Figure 2.1. Energy level^ diagram for simple spin h system in a Zeeman 
field H = Hgk 
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3. Radiation field 
In ESR, transition between Zeeman levels is caused by application 
of an alternating magnetic field perpendicular to the static field ^ =kHQ. 
Writing the alternating magnetic field in terms of an amplitude we 
get a perturbing term a' in the Hamiltonian as shown below: 
di' = +yEH^ c^os(wt) . (2.7) 
The matrix elements of the operator between states m and m', <m' | s |^m>, 
vanish unless m' = m±l. Consequently, the allowed transitions are between 
levels adjacent in energy and this restriction defines the following 
relations for ESR transitions: 
Am = ±1 and (2.8) 
Rw = AE = yRHg = ggH^  . (2.9) 
Equation (2.9) shows that during resonance the angular frequency of the 
applied electromagnetic field must equal yHg which is the Larmor frequency 
of the magnetic dipole in the Zeeman field. 
elî Since yR = gg = B^ mc' expect about a factor of 1000 lower Y for 
nuclei than for electrons. For magnetic fields of (3,000 to 10,000) 
Gauss, electronic systems have resonance at ^  = 10^  ^Hz, which is the 
microwave region, whereas nuclear systems have resonance at typically 
10^  Hz, which is the radio frequency region. Thus, the nuclei around 
the electronic "spin" system maintain their alignment during the EPR 
transitions, and we obtain another relation for ESR: 
Am^ = 0 , (2.10) 
where m^  is the nuclear magnetic quantum number. 
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Let us now go a step further to consider what happens if we have a 
macroscopic sample in which we observe a resonance. Einstein first 
solved the problem of an electromagnetic field interacting with an atomic 
system. The solution involved three processes: 
a. Spontaneous emission A spontaneous transition from m = -05 
to m = with emission of the corresponding photon independent of the 
radiation field. 
b. Stimulated absorption Absorption of a photon from the radi­
ation field accompanied by a spin transition from m = -% to m = 4^ . 
c. Stimulated emission A transition from m = to m = 
forced by the radiation field and accompanied by the emission of a photon 
coherent in phase and frequency with the radiation field. 
The Einstein transition coefficients are frequency dependent. In 
laboratory experiments at microwave frequencies, the probability for 
spontaneous emission can be neglected compared with stimulated emission. 
Both stimulated emission and absorption are coherent with the radiation 
field, and the number of transitions is proportional to the energy 
density of the radiation field at the particular frequencies. For all 
practical purposes, the transition coefficients for stimulated absorp­
tion and stimulated emission can be equated for typical microwave fields. 
Due to this equality and the coherent character of the stimulated tran­
sitions, a detectable absorption or emission requires a difference in 
the spin population of the two energy levels, that is, we need N  ^N^ . 
Combining the effects of the spin-lattice interactions and the 
radiation field transitions, it is apparent that the spin-lattice 
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interactions in their quest for thermal equilibrium will always tend 
to keep N > N ^  while the radiation field tends to equalize the 
populations. 
Experimentally, ESR measurements are usually performed with radi­
ation fields too small to appreciably upset the thermal distribution of 
electron "spins." Equation (2.6) indicates two possibilities for en-
N~ hancing the ratio —r and thus the detectable signals: by minimizing 
N 
the temperature T and by maximizing the energy gap AE by maximizing the 
Zeeman field HQ. 
4. Detection of ESR signals 
For ESR we need a static magnetic field and a source of microwave 
energy. When microwave frequencies are used in ESR experiments, the 
condition of resonance must be searched for by varying the magnetic 
field because the microwave source can only be turned to within a very 
narrow range of frequencies. Energy from a microwave source (usually a 
klystron) is propagated through a waveguide into a resonant cavity 
located between the pole pieces of a magnet. The sample is placed 
through a hole into the resonant cavity. During resonance, the micro­
wave energy is absorbed by the sample and this absorption is first 
detected by a microwave detector and the detected signal is then ampli­
fied by a lock-in-amplifier. Details of ESR instrumentations will be 
described in the later part of this chapter. 
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B. Bloch Equations 
In 1946, Bloch [73] proposed a set of phenomenological equations, 
in relation to nuclear magnetic resonance, to describe the behavior of 
interacting nuclear paramagnets under applied magnetic fields. The 
Bloch equations are equally applicable to interacting magnetic dipoles 
of unpaired electrons in ESR. However, before introducing the Bloch 
equations, it is necessary to describe the ESR phenomenon from a geo­
metrical point of view. 
In ESR experiments, the sample is subjected to a total magnetic 
field 
H = Iîq +"5^  , (2.11) 
where is the Zeeman field and is the microwave magnetic field 
applied perpendicular to the Zeeman field. In the presence of the mag­
netic field the magnetic dipole moment y of the unpaired electron 
obeys the equation of motion [74] given by 
= yS X y . (2.12) 
The well-known solution of this equation for Î equal to only the Zeeman 
field is the precession of y at a fixed angle with ISQ and at a fre­
quency Wq = y^ q where Wq is the Larmor frequency. 
Now, let us write % = and represent by the relation 
= iH^ coswt + jH^ sinwt , (2.13) 
where the angular frequency with which is rotating around is given 
by w = For such a magnetic field 5, Equation (2.12) describes a 
motion of y which can best be understood by employing a rotating 
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coordinate system. Let (XYZ) denote the laboratory coordinate system 
and (X'Y'Z') denote the rotating coordinate system. Let the rotating 
coordinate system have its Z'-axis parallel to the Z-axis and rotate 
about Z-axis with angular velocity w = wk. That means is constant 
in the rotating coordinate system. The time rate of change of y in the 
fixed coordinate system can be written in terms of the time rate of 
change of y in the rotating coordinate system and the angular velocity 
of the rotating coordinate system as [75]: 
(^ )y = (^ )'y + w X y , (2.14) 
where the prime signifies differentiation in the rotating frame. The 
last term is simply the change in y observed in the fixed system if y 
is constant in the rotating system. Combining Equation (2.14) with 
Equation (2.12) gives 
(•J^ ) y + w X y = yH X y , 
which reduces to 
(•^ )'y = (y^  - w) X y = y(H - ^ ) X y . (2.15) 
Equation (2.15) defines the equation of motion of y as viewed from 
the rotating frame. Comparison of Equations (2.12) and (2.15) shows 
that the effective magnetic field in the rotating frame is given by 
= (^  - ^ ). Figure 2.2a shows the magnetic fields HQ, , and the 
coordinate systems (XYZ) and (X'Y'Z'). Figure 2.2b shows a vector diagram 
of the effective field defined in the plane or the X'Z' plane 
of the rotating coordinate system. 
Figure 2.2. Schematic description of the effective magnetic field 
a) The magnetic fields H_, H, and the coordinate systems 
(XYZ) and (Z'Y'Z'). b) ^  vegtor diagram of the effective 
field Hg defined in the , HQ plane, i.e., in the X'Z' 
plane of the rotating coordinate system 
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Equation (2.15) can be written as 
(^ ) 'y = y\ X y . (2.16) 
Now, let us introduce a second rotating coordinate system (X"Y"Z") which 
rotates with angular frequency w' about the Z" axis always keeping the 
Z" axis along the effective field 1i^  of the first rotating frame (X'Y'Z'), 
Let 
w' =Y\ . (2.17) 
Then, as before, the following equations can be written successively; 
(^ )"w + w' X Îj = (•^ )'y = y\ X y and (2.18) 
(^ )'^ i = (y^ g - w') X y = 0 . (2.19) 
The final equality in Equation (2.19) follows from the definition of to' 
in Equation (2.17). Equation (2.19) says that, whatever the initial 
value of y may be, it remains unchanged with time in the doubly rotating 
frame. One easy way to visualize this doubly rotating frame, and hence 
the motion of y in the presence of the magnetic fields iSg, and H^ , 
is to think of a merry-go-round rotating about with painted on the 
platform of the merry-go-round. Figure 2.3 describes a sketch of the 
merry-go-round along with the directions of HQ, H^ , H^ , and y. In the 
merry-go-round reference frame, is constant and y precesses about 
at frequency w' = generating a conical hat the vertex of which is 
at the common origin 0 of the reference frames. During resonance 
w = y%Q = Wq, and then 0 = ^ » and the conical hat degenerates 
into a plane. For this particular situation, in the merry-go-round 
Figure 2.3. In the rotating ^ merry-go-round) reference frame Hg, whi^ h equals [i'H^  + k'(HQ - —)]. 
is constant and y precesses about at frequency É' = yHg generating a conical 
hat of which the vertex lies at the common origin 0 of the reference frames 
54 
X 
55 
reference frame, y will oscillate between +Z and -Z directions and the 
angular velocity of y around the circle of which is the axis is 
simply 
As viewed from the laboratory reference frame, the motion of y will 
not generate the closed circular rim of the conical hat, because both 
lîj^ and rotate about IIq at a rate w which is, near resonance, far more 
rapid than w'• The vector y will appear from the laboratory frame to 
tip down slowly during a large number of Larmor precessions. That means 
2TT y spirals down and back up with period This behavior can be ex­
plained further by plotting some of the components of the magnetization 
^ {J • » where V is the volume of . the sample and the summation is 
i ^ 
over all the electronic paramagnets of the sample] as a function of 
time, t. In Figure 2.4, the component of tl along is plotted as a 
function of time, with the assumption that t = 0 represents the thermal 
equilibrium situation when M = 0 = M and ^  ^ k, so that 
X y 0 z 
= XqSq» where Xg is the static magnetic susceptibility. A plot of 
Mj[, the component of % transverse to as seen in the rotating coordinate 
system at resonance, is shown in Figure 2.5 as a function of time. This 
diagram represents the component which is 90' out of phase with . The 
component in phase with is obviously zero at all times. The com­
ponent in the laboratory coordinate system is shown in Figure 2.6. 
All these descriptions were concerned with the interaction between 
the magnetic moments of the unpaired electrons and the applied magnetic 
fields. No account was taken of any interaction that might exist among 
the magnetic dipole moments of the unpaired electrons, or any interaction 
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M 
Figure 2.4. The time variation of the component of M along HQ at magnetic 
resonance 
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M 
M, =0 
Figure 2.5. The time variation of the component of M transverse to 
at magnetic resonance in the coordinate system rotating at 
the Larmor frequency. This diagram Represents the compo­
nent which is 90° out of phase with 
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Mx=Mo-
Mx=0 
"o y Ho 
Figure 2.6. The x-component of M at magnetic resonance in the laboratory 
coordinate system 
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that might exist between the magnetic dipole moments and their environ­
ments. For example, let the rotating field be applied to a sample 
in which ^  initially. After achieving the resonance condition by 
applying the appropriate 15Q, let the field be turned off. This will, 
in general, leave % pointing in a nonequilibrium direction, although the 
magnitude of % will still be its initial magnitude [Mg]. When this 
happens, % will tend to precess at Wq = Y q^» except for the effects of 
interactions (a) between the spins and their environment (i.e., lattice) 
and (b) among the spins. Because of interactions between the spins and 
the lattice, energy flows from the spin system to the lattice, and the 
Z-component of the magnetization approaches its thermal equilibrium 
value MQ. This phenomenon is called longitudinal or spin-lattice 
relaxation. The spin-spin interaction involves magnetic dipoles close 
enough so that they experience various local fields resulting from the 
dipolar fields of their neighbors. Variations in these local fields 
lead to slightly different Larmor precessional frequencies for the mag­
netic dipoles and, thus, an eventual incoherence results in the precessing 
transverse component of % leading to its decay. This phenomenon is 
known as transverse or spin-spin relaxation. The transverse components 
of % do not influence the energy and so can change without any coupling 
to the lattice. This usually makes spin-spin relaxation faster than 
spin-lattice relaxation. 
Bloch assumed both the spin-lattice relaxation and the spin-spin 
relaxation processes to depend exponentially on time. Then, in the 
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coordinate system rotating with the following equations can be 
written: 
(^ ) 'Mg = (^ )(Mq - Mg) and (2.20.a) 
(•^ )'Mj^  = . (2.20.b) 
The time constants of the exponential decay, and T^, were introduced 
phenomenologically by Bloch. is known as the spin-lattice relaxation 
time, and is known as the spin-spin relaxation time. 
Transforming back to the laboratory reference frame, the Bloch 
equations for a system of unpaired electrons are: 
dM M 
= X , (2.21.a) 
dM M 
= y (k X %)y - ^  , and (2.21.b) 
dM 
= yitx + (Mq - M^)/T^ . (2.21.C) 
In deriving these equations, relaxation phenomena were considered when 
the field was turned off. The forms of these equations are assumed 
to remain unchanged when a time-varying field is present provided 
|3il<<|3ol-
A discussion of the solutions of Bloch equations requires an under­
standing of adiabaticity. Let us first consider a simple situation in 
which the magnetic field ^  is initially constant. If the absence of 
all relaxation terms are assumed, then the magnetization M will satisfy 
the equation 
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2^ = yS X M (2.22) 
and precess around iS forever at the same angle with The question is: 
if the direction of iS is changed, how slowly should this change of direc­
tion be accomplished so that % preserves its orientation with respect 
to % and thus preserves its energy of interaction with 
This question can be answered with the help of the rotating coordi­
nate formalism. Let ^  be turned slowly at angular frequency Then, 
as viewed from a frame rotating with the equation of motion of % 
will be 
(^ )'S . (yB - &) xi& . (2.23) 
Comparing Equations (2.22) and (2.23), it can be seen that the angle 
between S and % is preserved if the motion of M, as viewed from the 
slowly rotating frame, is the same as the initial motion in Equation 
(2.22). This condition requires that in Equation (2.23) the following 
relation must hold; 
1^1 « Y|S| . (2.24) 
Equation (2.24) simply states that if |^| is very much less than the 
Larmor frequency, then the angle between and S is preserved and so 
the process is called adiabatic. In this simple situation of slowly 
rotating a fixed magnitude %, 
^ ^ X % or 
% X ^  % X (& X S) = - (^ .^ )% . (2.25) 
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Since ^  is perpendicular to 1i, = 0, and 
|1i X Hi = , (2.26) 
and the adiabatic condition becomes 
X •^ 1 « yH . (2.27) 
H 
This is usually replaced by the more severe restriction on ^ , 
il#l « • (2.28) 
Now, a situation may be considered where % is not initially static 
and is of the form: 
"0 = 1 H^coswt + j Hj^sinojt + k Hq . (2.29) 
The question of adiabaticity will be explored for such a field when w 
passes through the resonance condition u = cOg = yH^. For a slow sweep 
of the magnitude of w from u < ojq through w = tOg to w > Wg, the magnitude 
and direction of changes as the magnitude of w changes. Figure 2.7 
shows the successive positions of in the plane of l§g and for this 
situation. The effect produced by such a sweep of w can also be pro­
duced by holding w constant and sweeping Hg through the condition 
0) = Y^O' 
Let the sample initially be at thermal equilibrium with %= %g = 
XgSg pointing along Êg. Since ïïj^ « %g and w « yHg, S is approximately 
along This initial motion, as viewed from the frame rotating at to, 
is a precession of S about Once again, the question is: how slowly 
should one turn S so that S will maintain a fixed orientation with H ? 
e e 
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Figure 2.7. As (jJ is swept through W = Wg = YHq s Hg also changes in mag­
nitude and direction. Case (a) represents the situation when 
the frequency w is below the Larmor frequency; case (b) repre­
sents the situation "on resonance;" and case (c) represents 
the situation when w is well above the Larmor frequency. All 
the diagrams are shown in the plane of HQ and 
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The condition of adiabaticity as defined in Equation (2.28) can be used 
to define the condition of adiabaticity in the rotating frame if we 
replace S by in Equation (2.28). So the condition of adiabaticity 
in the rotating frame is 
. dë 
Vl"drl "« • (2.30) 
In the rotating frame, assuming to be parallel to the X'-axis, 
1ï can be written as 
e 
\ = (Hg - ^ )k' + H^ i' , (2.31) 
and so, for a given rate a condition as strong as or stronger than 
Equation (2.30) is given by 
I (^ 0 " Y^ l << • (2-32) 
It is of interest to see how the presence of relaxation terms 
influence the condition of adiabaticity in the rotating frame. The 
slowest important precessions in the rotating frame occur when . 
If 7^ or exceeds yH., relaxation processes will cause % to decay 
12 
before it can precess about even for one cycle. This restriction, 
combined with the fact that can be written as: 
^2 ~ h 
. (2.33) 
2 
Another restriction on adiabaticity in the rotating frame comes 
from the sweeping rate of through Wg or of Wg through HQ. (and 
hence Ê) must be displaced through an angle 0 in a time short compared 
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to , otherwise M will relax back to before the process of displacing 
through 0 is completed. This condition is written as [74]: 
(2.34) 
Equation (2.34) is said to define the condition of rapid passage. Equa­
tions (2.32), (2.33), and (2.34), combined together, define the condition 
of adiabatic rapid passage. 
But in ESR, we are more interested not in adiabatic rapid passage 
but in a technique known as slow passage. This is so because the para­
magnetic dipoles of the unpaired electrons usually have rather short 
relaxation times thereby rendering the use of the slow passage technique 
much more common compared to the use of the adiabatic rapid passage 
technique. In slow passage, the sweep of (or w) is so slow that 
relaxation maintains a constant magnetization in the coordinate system 
rotating with the time varying field. 
In order to derive the slow passage solutions, first let the effec­
tive field in the rotating frame be written as; 
\ = H^i' + (HQ - ^ )k' . (2.35) 
The Bloch equations in this reference system are: 
(2.36.a) 
(2.36.b) 
(2.36.C) 
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Introduction of the value of 1i^ in these equations yields: 
d (^ )'\| (yHg - u)M , --J— . (2.37.a) 
d M , 
(dt)'^y' = (y^o " ^, and (2.37 .b) 
A M -M , 
• (2.37.C) 
Slow passage solutions must be independent of time in the rotating system, 
and so 
- 0 = . (2.38) 
Substitution of Equation (2.38) into Equations (2.37.a), (2.37.b), and 
(2.37.c) yields: 
^ ^x' ^  (yHg - w)My, = 0 , (2.39.a) 
(yHg - w)M^, - My., - , = 0 , and (2.39.b) 
vVy' - ^  «Z' = - ^  • «.39.C) 
Straightforward solution of these equations gives 
yH^CYHo -uOTg 
_ ^)2y2 , „2„2„ „ ^ 0 ' (2.40.a) 
1 + (yHq - + y 
S' 1 + (yHq - ° 
, and (2.40.b) 
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1 + (yH - u)^T^ 
M, ^ A M • (2.40.c) 
1 + (YHq - w)^T2 + T^Tg 
The magnetization components M^, and are related to through 
the complex susceptibility x(w), defined as: 
X(w) = X'(w) - j X"(w) , (2.41) 
where the real part X'(w) is called the dispersion and accounts for the 
in-phase magnetization while the imaginary part X"(w) is called the 
absorption and accounts for the out-of-phase magnetization, j is the 
imaginary number and indicates a phase difference of y. 
In terms of the complex susceptibility, Equations (2.40.a) and 
(2.40.b) can be written as 
M , YCYHq - W)T^ 
X'(w) = -=— = 5—= 5—5 and (2.42. a) 
1 1 + (yHq - + YH^T^Tg 
-M , YTgM 
X"(w) = ^ 5-5 . (2.42.b) 
1 1 + (YHq - Oi) + Y 
ESR spectroscopy essentially is concerned with measurements of the elec­
tron paramagnetic absorption X"(w) and electron paramagnetic dispersion 
X'(w). 
Saturation of the ESR signal occurs when the precessional frequency 
becomes greater than the corresponding relaxation frequences or 
^ 1 
more precisely when 
> 1 . (2.43) 
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2 2 
The quantity (Y H^T^Tg) is known as the saturation factor. For far 
2 2 below saturation Y H^T^Tg « 1 and then 
X"(w) 0 9 • (2.44) 
1 + (YHq - ùsyT^ 
This particular mode of dependence of x" on frequency or field is known 
as the Lorentzian lineshape function. Even when is above saturation 
2 2 (i.e., Y H^T^Tg » 1), X"('^) can be shown to have a Lorentzian shape: 
X"W) = " - , (2.45) 
/l + Y^H^T^Tg 1 + (YHq -
where 
T 
Tg = — . (2.46) 
A + Y^H^T^Tg 
By using the relationship X'(w) = (YHQ - w)T2X"(w), it can be easily 
shown that 
(^ 0 - W)T2 
X'(w) = YT„M- " ^ , (2.47) 
^ " 1 + (YHq - w)^T^ 
and thus, x'(w) also has a Lorentzian shape at all values of . 
In ESR experiments, usually it is only X"((^) which is measured. 
The Lorentzian shape of X"(''^) occurs mathematically in consequence of 
the assumed exponential decay of the components of M in the Bloch 
equations. The Lorentzian lineshape has an appreciable intensity in 
the wings of the line, i.e., in the regions of the absorption curve 
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which are more than one-half width from the peak of the absorption (the 
width of the absorption line is the field spacing between the half 
amplitude points of X")• In contrast to the Lorentzian lineshape, a 
Gaussian shape is often employed to describe a system with very little 
intensity in the wings. The Gaussian shape is encountered in experiments 
when there is a random distribution of resonance frequencies for non-
interacting paramagnetic dipoles. In terms of and AHj , the expres-
U -2 
sion for Gaussian x"(H) can be written as [76]: 
X"(H) = exp [-(ln2)(jp^)^] . (2.48) 
'2 
Figure 2.8a shows Lorentzian and Gaussian shapes for x"(w). However, 
in ESR experiment, it is the first derivative of the x"(w) signal which 
is usually recorded. Figure 2.8b shows the first derivative curves of 
a Lorentzian shape and a Gaussian shape. Experimentally, most ESR line-
shapes are found to be either Lorentzian, Gaussian, or intermediate 
between these two. 
C. Features of ESR Spectra 
The energy levels of an unpaired electron, whose orbital motion is 
quenched and which is subjected to an applied magnetic field, are given 
by the solutions of the simple spin Hamiltonian described in Equation 
(2.4). However, the unpaired electrons of the paramagnetic species are 
subjected to a variety of magnetic interactions which can shift and 
split the simple Zeeman levels defined in Equation (2.5) and these 
effects are reflected in the ESR spectrum through essentially three 
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GAUSSIAN 
LORENTZIAN 
Figure 2.8. Two representative lineshapes for x"('^) 
(a) The Lorentzian and Gaussian lineshapes for x"(w). The 
Lorentzian shape for x"(w) is the solution of Bloch's equa­
tions for slow passage. The Gaussian lineshape for y"(w) has 
been drawn with the same maximum value and the same width at 
half maximum value, (b) The first derivative curves of a 
Lorentzian lineshape and a Gaussian lineshape 
71 
three basic features: the g-factor, hyperfine structure, and fine 
structure. Besides these interactions which shift and split the normal 
Zeeman levels, the paramagnetic dipole moments also experience some 
other types of Interactions which influence the lineshape, linewidth, 
and saturation behavior of the ESR absorption line. 
1. g-Factor 
In deriving Equation (2.9), which is essentially the resonance 
condition, it was assumed that the orbital motion of the unpaired elec­
tron is quenched. If this assumption were true, then all ESR resonances 
would have been found to occur at the same Zeeman field HQ given by 
(2.49) 
where v is the frequency in Hertz of the applied microwave field and 
g^ is the spin-only g-value of the electron. In reality, deviations 
from this rule are found to occur quite often which simply indicates 
that in a paramagnetic center there is usually a contribution to the 
paramagnetic moment from the orbital motion of the unpaired electron. 
The extent to which the orbital angular momentum of the unpaired elec­
tron contributes to its paramagnetic moment is not known beforehand 
and so a quantitative field-frequency relation is not known a-priori. 
A standard practice is to write the generalized resonance condition as 
hv = ggHg , (2.50) 
where g is called simply the g-factor and is determined experimentally 
from the ESR spectrum. This experimental g-factor is a measure of the 
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effective magnetic moment associated with an angular momentum "sE such 
that there are (2S +1) energy levels in an applied magnetic field, 
S being the eigenvalue of the operator The magnetic moment y is 
related to the effective spin ^  through the operation of a real, sym­
metric, second-rank tensor called the g-tensor; 
U = ^ ,  (2.51) 
and so the general Zeeman Hamiltonian is defined as 
01 = 3Hq • ^ • S . (2.52) 
Because of the anisotropy in the resonant field for a particular 
microwave frequency will depend on the orientation of the sample in 
the field. For amorphous silicon systems, the g-value is essentially 
isotropic, and the Hamiltonian can be written as 
Ji = egHg • s , (2.53) 
which is the same as mentioned in Equation (2.4). 
2. Hyperfine structure 
Hyperfine structure arises from interactions of the magnetic moment 
of the unpaired electron with that of any magnetic nuclei contained 
within its orbital resulting in the splitting of the electron energy 
level by a small amount. A simple way to look at the origin of the 
hyperfine structure is to think of the nuclear moment as producing a 
magnetic field at the paramagnetic dipoles of the unpaired electrons 
thereby modifying the resonance condition to the form 
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hVg = g3|HQ + Hjjl . (2.54) 
The nuclear moment is space quantized in the magnetic field at the 
nucleus and takes up (21+1) positions, I being the nuclear spin quantum 
number. Therefore, there will be (21+1) possible values of and 
obviously the same number of values of HQ which will satisfy Equation 
(2.54) for a constant value of VQ. This results in an ESR spectrum 
consisting of a number of lines whose intensities are in simple integral 
ratios. 
The magnitude of this hyperfine splitting can be taken as a direct 
measure of the interaction between the unpaired electron and the nuclear 
magnetic moment, and depends on how much of the electron orbital is 
concentrated near the nucleus with nonzero moment. Thus, a measurement 
of the strength of the hyperfine splitting gives detailed information 
on the molecular orbital in which the unpaired electron is moving. 
The Hamiltonian describing the hyperfine interaction can be 
divided into two parts [77], one part represents an anisotropic hyper­
fine splitting and can be considered to arise from the classical "dipole-
dipole" interaction between the electronic dipole moment and the nuclear 
dipole moment whereas the other part, often referred to as the Fermi 
contact term, represents an isotropic splitting and strictly speaking 
arises from the correct relativistic treatment. It can be said that 
the Fermi interaction is just the overlap (or penetration) of the s-
state wave function with the nucleus. This is a semi-classical idea. 
In the ESR spectra of a-Si based materials, no well-resolved 
hyperfine structure has been found to occur. 
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3. Fine structure 
The ESR spectra of paramagnetic species with total spin greater 
than one half often show features indicating unequal separations between 
the (2S+1) Zeeman levels. This structure is called fine structure and 
usually arises from electrostatic interactions between the electric 
multipole moments of the electron orbital and the electrostatic poten­
tial at the ion site. For a-Si based materials, ESR fine structure is 
absent. 
4. Line width 
When the Zeeman field lifts the spin degeneracy of the unpaired 
electrons giving rise to two states per electron of frequency separation, 
Wg = yHq , (2.55) 
these Zeeman levels are not sharp but somewhat broadened, a property 
which gives rise to the width of the observed ESR line. Various sources 
of line broadening have been identified by Portis [78] who classified 
them into two broad categories: homogeneous and inhomogeneous. Accord­
ing to Portis, the distinction between homogeneous and inhomogeneous 
broadening is that inhomogeneous broadening must arise from interactions 
outside the spin system and must be slowly varying over the time re-
required for a spin transition. Examples of some of the broadening 
mechanisms are the following: 
a. Spin-lattice Interaction (homogeneous) The effect on the 
line width of spin-lattice interaction is purely quantum mechanical, 
arising from the Heisenberg uncertainty principle which says the 
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uncertainties in energy and time, ÔE and ôt, respectively, are related 
by 
6E ' 6t ~ R . (2.56) 
The energy of the ESR transition Ae is Bo, and the uncertainty in AE 
will result in an uncertainty Aw in w such that 
6AE — HAcj . (2.57) 
Characterizing the spin-lattice relaxation process by the time constant 
Tj^, we can also write 
ÔAE ' ^ R . (2.58) 
Combining these last two equations yields 
Tj • Aw = 1 , (2.59.a) 
where Aw is related to the line width Aw^ by 
Aw = 2Aw = JL . (2.59.b) 
Here, AWj^ is the line width arising purely from spin-lattice relaxation. 
b. Electron dipole-dipole interaction (homogeneous) Following 
the same arguments as used in the spin-lattice interaction case, we 
can write 
Aw = 7^ , (2.60) 
2 
where is the electron dipole-dipole relaxation time constant and 
Awg is the line width arising purely from spin-spin interaction of the 
unpaired electrons. 
76 
Combining the effects of and yields 
AWm = 7^ + ^  , (2.61) 
1 2 
where Au^ = + AWg. 
c. Exchange interaction (homogeneous) This interaction is a 
negative effect in the sense that it shows its presence by narrowing the 
ESR line provided the interaction occurs between like paramagnets. This 
interaction depends on the overlap of the orbitals of the unpaired elec­
trons and increases with increasing concentration of unpaired spins in 
the sample. The theory of exchange interaction has been treated in 
detail by Van Vleck [79], Pryce and Stevens [80], Anderson and Weiss 
[81], and Kivelson [82]. 
Another line-narrowing process may be mentioned here. This process 
is known as "motional narrowing" and has several features in common 
with the exchange interaction. This arises when the unpaired electron 
passes over several atoms, and this motion may produce a line narrowing 
similar to that of exchange narrowing [83]. A further effect of strong 
exchange is the collapse of any nuclear hyperfine interactions. This 
effect has been treated by Kivelson [84] and shows why in concentrated 
crystals, with very strong exchange, the hyperfine splittings are re­
duced effectively to zero and only a single Lorentzian line is seen. 
d. Hyperfine interactions (inhomogeneous) We have already 
seen that the hyperfine interaction, by modifying the local field 
Hiocai» causes splitting of the Zeeman levels giving rise to multiple 
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ESR lines. However, there are situations when the hyperfine interaction 
gives rise to a random distribution of resulting in unresolved 
hyperfine components [85]. These apparently lost hyperfine lines in­
crease the width of the ESR signal which now is defined by the envelope 
of the intensity distribution of the individual hyperfine components. 
However, these lost hyperfine structures can be recovered by using a 
resonance technique known as Electron Nuclear Double Resonance (ENDOR) 
developed primarily by Feher [86, 87]. 
e. Zeeman anisotropy (Inhomogeneous) This effect is also 
known as g-value anisotropy. In Equation (2.52), we have expressed 
the Zeeman Hamiltonian in terms of the tensor g as 
'V' 
(B = . g . 3 , (2.62) 
U r\j 
where g is, in general, anisotropic. The elements of this ^  tensor 
are always referred to a set of axes fixed in the crystalline sample. 
The spin-Hamiltonian can also be written in the principal axis system 
of the g-tensor as 
The three components of the g-tensor, g = g,, g E g„, and g = g_, 
Aj XX L y y ^ zz j 
define three values of the Zeeman field for the resonance to occur, and 
they are: 
H_ = , and (2.64.b) 
®2^ 
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«3 - • «.64. 
where hv is the quantum of the incident microwave energy. In powder 
samples, the three ^ -tensor components can be determined from the ESR 
signal if the line width of the individual components, corresponding 
to gj^, gg, and g^, is smaller than the separation between the component 
signals [88]. The absorption mode derivative signal exhibits maxima 
at Zeeman fields and corresponding to g^ and g^, respectively, 
and crosses the baseline at the Zeeman field H^, which corresponds to 
g^. However, as the component line width becomes wider, the peaks at 
gj^ and g^ gradually become obscured, and eventually a single derivative 
signal results whose width is larger than the width of the individual 
component signals. 
For a-Si based semiconductor materials, a major contribution to 
line width is believed to arise from g-value anisotropy [89]. 
f. Dipolar interactions between spins with different Larmor fre­
quencies (inhomogeneous) Two sets of spins, and (j)^, whose Larmor 
frequencies are different, cannot participate in the T^ broadening 
mechanism of each other's ESR signal [90]. However, each spin can 
produce fluctuations in the local field, at the other spin 
similar to that explained under hyperfine interactions. As a result, 
the ESR line due to each spin will split giving rise to a doublet. If 
the fluctuations in the local field are random, the splitting of the 
ESR line may remain unresolved, giving rise to a broadening of the 
individual ESR lines. 
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For a-Sl samples, this type of broadening is believed to be 
absent. 
5. Lineshape 
Lineshapes are reflections of the various broadening mechanisms 
that exist in the particular sample. For homogeneous spin systems in 
which spin-lattice relaxation predominates, and at the same time the 
spin system maintains thermal equilibrium during the resonance process, 
the lineshape should be Lorentzian [78, 91]. 
For homogeneous systems in which dipolar interactions are the main 
source of broadening, the observed line will be Gaussian in shape [90] . 
However, the presence of strong exchange interaction has the effect of 
narrowing the absorption line in the center and broadening it in the 
wings, thereby producing an approximately Lorentzian lineshape [81]. 
For inhomogeneous spin systems, the electrons usually find them­
selves in differing local fields, and so resonance cannot occur simul­
taneously for all the spins. One possible outcome of this situation 
is that spin-spin relaxation is slow compared to relaxation to the 
lattice, and the spin system cannot reach thermal equilibrium during 
resonance. For such situations, the absorption curve will usually have 
a Gaussian shape. 
6. Saturation 
Saturation of the ESR signal affects its amplitude [92] and some­
times its line width [77, 93]. The variation of width with saturation 
depends on whether the line is Lorentzian or Gaussian. The width of 
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a Lorentzian line increases with the commencement of saturation, whereas 
the widths of Gaussian lines are not affected by saturation. 
The variation of amplitude of ESR lines with saturation has been 
explained by Castner [92] who expressed the ESR absorption signal mea­
sured by the spectrometer in the homogeneous case as 
V_ « ' (2.65) 
 ^ (14%2) 
where x = yH^CT^Tg) • Below saturation, that means when x << 1, the 
absorption signal is proportional to the microwave field . When 
saturation occurs, that is when x> 1, the absorption signal becomes 
proportional to 
1 
Castner also considered the absorption signal for the inhomogeneous 
case and showed that for the extreme inhomogeneous case. 
That means that again the signal below saturation is proportional to , 
and in the saturation region the signal becomes independent of . 
D. ESR Instrumentation 
The description of ESR instrumentation presented here will include 
the following topics: 1) functional block diagram of the ESR spectrom­
eter, 2) operational aspects of the ESR spectrometer, and 3) phase 
sensitive detection method. 
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1. Functional block diagram of the ESR spectrometer 
For the present work, a Bruker (ER-220-D-SR) ESR spectrometer has 
been used. A functional block diagram of this spectrometer [94] is 
shown in Figure 2.9. The various functional units and their interfacing 
are as follows: 
a. The microwave bridge It is comprised of all components 
which are related to the generation, control, and detection of the micro­
wave radiation. For the present work, a Bruker ER-04 microwave bridge 
has been used which produced microwaves in the X-band. In this band, 
the frequency of the microwave is about 9.0 GHz. The usual source of 
radiation in this frequency range is a klystron oscillator, and in our 
case it delivered a maximum power of 196 mW, in the continuous wave (CW) 
mode. A schematic diagram of a reflex klystron [88] is shown in Figure 
2.10. Major components of this kystron are the cathode, dc acceleration 
space, rf gap, reflection or drift space, reflector, resonant cavity, 
and the output device, whereas the three applied voltages are the 
cathode-filament voltage V^, beam voltage Vg (which is essentially the 
dc acceleration voltage sometimes called the resonator voltage), and 
the reflector voltage V„. In the rf gap, the electron beam is subjected 
to an rf electric field that alternately slows down and speeds up the 
electrons in the beam, and these velocity modulated electrons then 
enter the drift space. Since the reflector voltage is negative compared 
to the rf gap, the velocity-modulated (i.e., bunched) electrons are 
turned around by this reflector voltage. The bunched electrons then 
return to the rf gap wherein they are now debunched by the rf field 
Figure 2.9. Functional block diagram of the Bruker (ER-220-D-SR) ESR spectrometer 
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Figure 2.10. Schematic diagram of a reflex Klystron 
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and in the process give up energy to the resonant cavity. This cavity 
is properly coupled to a transmission line so that the energy extracted 
from the electrons is made to propagate down the transmission line. 
For a given rf frequency and beam voltage, there are definite values 
of the reflector voltage that correspond to stable oscillations. 
A block diagram of the microwave bridge, along with the field modu­
lation detection scheme, is shown in Figure 2.11. The klystron is 
denoted as • The power from the klystron is split into two arms: 
a power arm and a reference arm (5). The power in the power arm 
is used to both irradiate the sample and detect the signal response. 
The incident power in the power arm is attenuated by the microwave 
attenuator @ and directed to the sample by a unidirectional microwave 
circulator @. The circulator directs power from the source to the 
sample cavity @ and power emanating from the cavity to the detector* 
@ only. The power in the reference arm is used to bias the detector 
diode and also to phase discriminate between the absorptive and dis­
persive components of the ESR response. The biasing power is determined 
by the reference arm attenuation level @ and the phase discrimination 
is done by the reference arm phase adjustment @ . The detector cur­
rent is a linear function of power when the diode is biased to the 
square law regime. That is why the detector diode is biased to ensure 
that it operates in the square law response regime. The microwave 
detection system used in the ER series ESR spectrometer is of the 
"homodyne" type. This terminology arises from the "self mixing" used 
to convert the microwave frequency down to a dc level. 
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Figure 2.11. A block diagram of the microwave bridge and the field modulation detection scheme 
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If the klystron frequency is matched exactly to the probe resonant 
frequency, maximum power is transferred to the probe. This frequency 
stability of the microwave source is achieved by locking the klystron 
frequency to the sample cavity frequency through a feedback loop commonly 
known as the automatic frequency control (AFC) system. In order to 
measure the frequency of the incident microwave, a Hewlett-Packard 
(model 5342A) microwave frequency counter has been used. 
b. The microwave cavity The microwave cavity contains the 
sample in the magnet air gap. However, the purpose of the cavity is 
not only to hold the sample but also to concentrate microwave energy 
on to the sample. The cavity is a geometric structure of the proper 
dimensions for the microwave radiation to form standing wave patterns 
called modes. It is this standing wave pattern which increases the 
microwave energy density at the sample. While travelling through the 
wave guide, the electric and magnetic fields of the microwave radiation 
oscillate in phase with respect to space and time. A very important 
property of the cavity is that, within the cavity, the standing wave 
patterns spatially separate the electric and magnetic fields of the 
radiation. The sample is placed in a region of maximum microwave mag­
netic field intensity but negligible (ideally can be taken to be zero) 
microwave electric field intensity. This arrangement reduces the loss 
of sensitivity particularly for those materials which exhibit high 
dielectric loss in electric fields. 
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A measure of the cavity's ability to integrate microwave energy 
is denoted by its quality factor Q, which is defined as 
0 = 2tt energy stored , . 
energy dissipated per cycle 
A higher Q implies obviously a greater capacity for energy storage. 
The value of Q can be estimated just from bandwidth considerations as 
Q - ^ .  ( 2 . 6 8 )  
where v is the cavity resonant frequency and Av is the frequency differ­
ence between the half power absorbing points. 
Signal-to-noise considerations require the cavity to be a rigid 
structure having a high Q factor. In magnetic field swept ESR experi­
ments, it is possible to fulfill this signal-to-noise requirement by 
maintaining the Q-factor at the highest possible value at constant 
cavity and source frequency. 
For the present work, we have used a general purpose rectangular 
TEio2 cavity, the term TE meaning that the electric field has no com­
ponent along the major axis of the cavity, while the subscripts 102 
mean the following: 1 means that there is one-half wavelength across 
the waveguide, in the direction of the narrow side; 0 indicates the 
absence of electric field in the direction of the broad side; and 2 
refers to the existence, as indicated in Figure 2.12, of two half-wave 
lengths resonating between the smallest-spaced walls. 
The unloaded Q-value of the cavity was %6000 and its resonant 
frequency was %9.6 GHz. However, as the dewer was inserted into it 
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Figure 2.12. Schematic diagram of a rectangular 
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(for temperature control), the Q-value was found to increase by %29% 
and its resonant frequency was found to decrease by %5%. 
Microwave cavities, which are used in ESR, are always equipped with 
a set of Helmholtz coils. These coils are used to provide the ampli­
tude modulation of the Zeeman magnetic field. This amplitude modulation 
of the Zeeman magnetic field is essential for phase sensitive detection 
of the ESR signal. Some cavities are equipped with an additional set 
of Helmholtz coils which are attached to the time base to provide a 
maximum of 50 Gauss rapid field sweep. Each microwave cavity also 
carries an impedance matching network which can be adjusted to match 
the cavity coils to the output impedance of the signal channel. This 
impedance matching enables the cavity to maintain calibrated fields. 
The resonant cavity is coupled to the waveguide by means of a 
coupling hole or iris. If the hole is cut in the waveguide wall 
parallel to the long waveguide dimension, a capcitive iris is formed, 
while if the slot is cut parallel to the short dimension, an inductive 
iris is formed. The power is injected through the iris I bored in one 
of the shorting walls if the cavity is at the end of the line as shown 
in Figure 2.12. On the other hand, if the cavity is placed along a 
transmission line, an additional iris bored in the opposite face pro­
vides the necessary coupling. Poole [88] has given a detailed descrip­
tion of microwave cavities. 
c. Signal channel unit This is a signal enhancement and 
processing unit and is essentially a lock-in detector which achieves 
a significant improvement in signal-to-noise ratio by virtue of its 
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bandwidth limitation. This unit has a frequency source of its own which 
is used to amplitude modulate the dc magnetic field and thereby serves 
to encode the ESR signal response at the modulation frequency and harmo­
nies thereof. The ESR signal response is decoded by phase sensitive 
detection. The field modulation scheme also produces excellent baseline 
stability. 
The overall operation of this phase-sensitive detection mechanism 
is shown in Figure 2.11. The modulation frequency source drives 
the modulation coils on the cavity. A modulation frequency refer­
ence arm (w supplies the reference frequency and phase to the phase-
to-noise ratio by amplifying only the signal response at the modulation 
frequency. The Bruker (ER-220-D-SR) ESR spectrometer, which has been 
used for the present work, was equipped with an ER-022 signal channel 
which provided modulation only at the two frequencies : 100 kHz and 
12.5 kHz. For all absorption mode data, we have used the 100 kHz modu­
lation field. For the dispersion mode data, we have used a separate 
lock-in detector (ORTEC Brookdeal, model 9503) with a power oscillator 
(Optimation, Inc., model AC-15) in which the modulation frequency could 
be set anywhere between 1- and 99999-Hz. 
d. Magnetic field control unit This unit enables the experi­
menter to establish the dc magnetic field magnitude and the range for 
the magnetic field sweep width. The desired field value, selected by 
the experimenter in units of Gauss, is translated into the appropriate 
control signals for current regulation. A Hall effect probe is used 
sensitive detector A bandpass amplifier improves the signal-
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by the field control to establish and monitor the magnetic field 
intensity that is generated by the current flowing through the magnet 
pole windings. The Hall effect probe generates a Hall voltage which 
is then compared to a reference voltage established for the desired 
field value. The difference between these two voltages is considered 
as a control voltage by the magnet power supply which uses this control 
voltage to determine the current level flowing through the magnet. The 
Hall voltage has a substantial temperature coefficient, an effect which 
is compensated by calibration and use of a thermostat to control the 
temperature. Best performance is achieved after the thermostat has 
stabilized the temperature, about one hour after console power is 
applied. For the present work, we have used a Bruker ER-030 field 
control. 
e. Time base unit For ESR data accumulation, a central con­
trol of the timing is needed, and this need is fulfilled by the time 
base unit. Precision timing is achieved by the use of a 4.096 MHz 
quartz oscillator, scaled by frequency dividers as required. Ramps 
required for driving the magnetic field sweep or analog plotter are 
generated using digital to analog converters. Digital and analog ramps 
are also provided to synchronize external data collection timing. The 
time base also serves as the system display monitor. The monitor dis­
plays the rapid scan ESR spectrum and also the bridge TUNE mode patterns, 
among other things. The rapid scan ESR display provides an easy way 
for finding the resonance and optimizing spectrometer parameters. For 
rapid scan, two scales for the sweep width are provided. A 0 to 50 
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Gauss variable sweep width is provided by Helmholtz coils mounted on 
the standard ESR cavity. A 0 to 200 Gauss variable sweep width is avail­
able using rapid scan coils mounted on the magnet pole caps. We have 
used a Bruker ER-001 time base unit. 
f. Magnet power supply unit This unit works under the control 
of the field control unit and supplies the required current to the 
magnet pole pieces. For the present work, we have used a Magnion Inc. 
(model HS-10200) precision magnet power supply. 
g. NMR Gaussmeter This unit [not shown in the functional block 
diagram of Figure 2.9] is used to measure the field adjacent to the 
microwave cavity in the magnet gap. This device uses the proton NMR 
technique, and the NMR probe contains both a CuSO^/water sample and 
300 Hz modulation coils. Specific points on the field axis of the 
recorder chart at which the field is to be measured are selected by 
using a calibration control unit. Once a specific point is selected, 
the frequency of the internal rf oscillator of the NMR Gaussmeter is 
adjusted until the NMR resonance appears on a CRT display. The NMR 
resonance frequency is indicated by a frequency counter, and the mag­
netic field strength is then calculated. For the present work, we have 
used a calibration control built by the Instrument Services group of 
Ames Laboratory, a Varian Associates Fluxmeter (model F-8) as the NMR 
Gaussmeter, and a Monsanto Programmable Counter-Timer (model 110-B) to 
read out the NMR resonance frequency. 
h. Signal averages This unit is also not shown in the func­
tional block diagram of Figure 2.9. In the present work, we used a 
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Nicolet 1172 signal averager. This unit collected the ESR signal from 
the lock-in-amplifier and applied the magnetic field sweep to the Hall 
effect field control. The signal averager had its own CRT display, and 
it was also connected to the plotter. 
A block diagram, showing all the modifications of the block diagram 
of Figure 2.9, is shown in Figure 2.13. 
2. Operational aspects of the ESR spectrometer 
The ESR spectrometer's operation consists essentially of three 
main steps: 1) Critically coupling the cavity, with the sample in 
place, to the microwave energy travelling through the waveguide from 
the klystron; 2) searching the Zeeman field appropriate for the particu­
lar spin resonance; and 3) properly detecting and amplifying the ESR 
signal. 
a. Critically coupling the cavity to the klystron frequency 
After activating power to the klystron heater element, a one-minute 
delay is needed to allow the heater element to reach operating tempera­
ture. Then, the high voltage is initiated for the generation of micro­
wave power by the klystron. The klystron frequency is swept 50 MHz 
above and below the center frequency set by the operator using the 
frequency knob. This generates a tuning-mode pattern displayed on the 
console time base monitor. This mode pattern is a display of the 
klystron power output reflected from the microwave cavity and contains 
a dip. The dip corresponds to the microwave power absorbed by the 
cavity, whereas the klystron center frequency corresponds to the center 
of the display monitor. By centering the dip on the time base monitor. 
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the klystron is set to oscillate at the cavity resonance frequency. 
Then, by adjusting the cavity iris coupling screw, the impedance of the 
microwave cavity is matched to the characteristic impedance of the wave­
guide. The impedance of the cavity is always a function of the dielec­
tric constant of the sample inserted in the cavity. Critical coupling, 
achieved when the cavity is perfectly matched to the waveguide, results 
in a maximum power transfer between the waveguide and cavity, and so is 
essential for ESR spectrometer operation with the highest signal-to-
noise ratio. During the procedures necessary to achieve critical cou­
pling, certain other aspects of the ESR spectrometer are adjusted. 
These include: controlling the reference phase on the reference arm 
of the microwave bridge in order to select either absorption or dispersion 
mode operation; locking the klystron frequency to the microwave cavity 
frequency with minimum error voltage on the AFC meter; adjusting the 
power in the reference arm to obtain the necessary bias current in the 
detector diode; and, finally, adjusting the incident microwave power 
to the desired level to irradiate the sample [94]. 
b. Searching the Zeeman field for resonance In order to achieve 
high signal-to-noise ratio in the ESR signal, the incident microwave 
frequency is kept locked to the frequency of the cavity at critical 
coupling (i.e., at high Q), and the ESR resonance is obtained by scan­
ning the Zeeman field. Once the location of the ESR resonance is known 
in terms of the Zeeman field strength, the ESR experiment is performed 
by allowing the Zeeman field to approach resonance from far off 
resonance. 
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c. Detecting and amplifying the ESR signal As the sweeping 
Zeeman field touches the tail of the resonance, the sample begins to 
absorb microwave energy resulting in a change in the cavity Q. Since 
the reciprocal of the effective Q of the cavity plus sample is given 
[88] by the sum of the reciprocals of the individual Qs of cavity and 
sample, a change in sample Q will create a change in the total Q and 
so the cavity plus sample will no longer be critically coupled to the 
input waveguide, thereby resulting in reflection of the microwaves 
back towards the circulator. The circulator in turn sends all these 
reflected microwaves to the detector (see Figure 2.11). The reflected 
power increases the intensity of the standing wave at the diode detector 
producing a corresponding increase of the current through the diode. 
It is this change of current through the microwave detector diode 
which represents the ESR signal. However, this signal current from 
the detector diode is weak and contains noise from the klystron and 
other sources. In order to amplify the signal strength, improve the 
signal-to-noise ratio and increase the resolution of the ESR signal, 
the signal is first passed through a band pass amplifier and then 
through a lock-in amplifier. The band pass amplifier amplifies the 
ESR signal only at the modulation frequency, and the lock-in amplifier 
uses the method of phase-sensitive detection, associated with the field 
modulation, not only to amplify the ESR signal but also to improve the 
signal-to-noise ratio of the ESR signal. 
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3. Phase-sensitive detection method 
In ESR, the use of phase-sensitive detection is always accompanied 
by an appropriate modulation of the Zeeman field. The effect of modu­
lating the Zeeman field may be seen in Figure 2.14. As the Zeeman field 
sweeps slowly across the resonance absorption line, a small ac modula­
tion field is applied by an additional coil. This modulation makes the 
resultant field oscillate about the mean instantaneous value. As a 
result, the resonance absorption oscillates at the modulation frequency. 
The amplitude of this oscillation of the absorption signal is maximum 
at the inflexion points (Figure 2.14a), and vanishes at the top of the 
absorption curve (Figure 2.14b) provided the amplitude of modulation is 
small enough compared to the ESR absorption signal width. This oscil­
latory absorption signal is shown in Figure 2.14c. 
The next step is to use the lock-in amplifier to which are fed 
both the oscillating absorption signal and the original ac modulation 
signal. The lock-in amplifier uses the original modulation signal as 
a reference signal and compares the ESR signal with this reference 
signal, passing only that component of the ESR signal that has the proper 
phase and frequency. As a result, noise outside of a very narrow band­
width does not pass through, and a low-noise first derivative of the 
ESR absorption signal, as shown in Figure 2.14d, is obtained. 
To explain the phase-sensitive detection mathematically, let the 
reference voltage, with amplitude and angular frequency to^, be repre­
sented by 
u = V cos(w t + (j) ) , (2.69) 
r r r ^r 
Figure 2.14. The effect of Zeeman field modulation and phase sensitive 
detection on the ESR absorption signal. (a) Modulation of 
the absorption signal when the Zeeman field is near the 
inflection point of the signal; (b) modulation of the absorp­
tion signal when the Zeeman field is near the peak of the 
signal; (c) overall effect of Zeeman field modulation on 
absorption signal; and (d) the effect of phase sensitive 
detection 
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where (p^ is a reference phase. Let the ESR signal voltage, oscillating 
at 0)^ with instantaneous amplitude E^, be represented by 
e = E cos(a) t + (|) ) , (2.70) 
s s r s 
where (j)^ is another phase angle. When and are combined in the 
lock-in amplifier, they result in an output given by 
eu = E V cos(a) t + d) )cos(w t + é ) 
s r s r r s r ^r 
= %E V [cos(2a) t + (f) + c|) ) + cos((j) -({) )] . (2.71) 
O C & O JL J. O 
The low pass filter of the lock-in detector removes the first term from 
the signal and yields the dc output signal 
'out - " 4',) • <2-'2) 
When (p^ equals (t)^, the sensitivity becomes maximum, and one obtains 
Tout = ' (2-73) 
Now, if there is a noise voltage e^ with amplitude E^, angular frequency 
phase (})^, and represented as 
e = E cos (tu t + (j) ) , (2.74) 
n n n n 
then this e^ will combine with the reference voltage in the lock-in 
detector to give the output 
e„U = %E V {cos[(w - w )t + 0- (j) ] 
nr nr rn rn
+ cos[(w^ + w^)t + cj)^ + (2.75) 
When the difference between and is substantial, the total signal 
e^Up is suppressed by the low pass filter of the lock-in detector. But 
if (JO^ and are close enough, the low pass filter will allow only the 
first term of Equation (2.75) to pass through giving an output 
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V = V cos[((jJ -(jû)t + (|)-(j)]. (2.76) 
n n r r n r 
In Equation (2.76), since and phase of the noise is random, 
will average to zero, ideally. 
Finally, it needs to be mentioned that in Equation (2.73), E^ is 
directly proportional to the slope of the raw ESR signal, which in 
Figure 2.14 is the absorption signal. So, Equation (2.73) shows that 
the strength of the first derivative signal is directly proportional 
to both the modulation amplitude and the slope of the resonance absorp­
tion. However, there is an incompatibility between high sensitivity 
and distortionless derivative signals, as shown in Figure 2.15. Part 
(a) of this figure shows that small amplitude modulation results in a 
less strong but distortionless derivative signal, and the part (b) 
shows that large amplitude modulation results in a very strong but 
highly distorted derivative signal. 
Figure 2.15. The nature of incompatibility between the modulation ampli­
tude and the first derivative ESR signal, (a) For small 
modulation amplitude, the shape of the first derivative sig­
nal is correct but its peak-to-peak amplitude is small; 
(b) for large modulation amplitude, the peak-to-peak ampli­
tude of the"first derivative signal is large but its shape 
is distorted 
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III. RELAXATION PHENOMENA 
A. Various Mechanisms of Relaxation 
Various mechanisms by which the spin system loses the energy given 
to it by the microwave radiation are known as relaxation phenomena. A 
simplified sketch of all these mechanisms is shown in Figure 3.1. The 
spins (() absorb energy from the microwave field at the ESR resonance 
frequency and share this energy with other spins of category (p which lie 
in the same spin packet. This spin-spin relaxation, characterized by 
the time constant T^, keeps all the spins (p in equilibrium. Other spins 
(p'f lying in a different spin packet, might have a slightly different 
Larmor frequency. Transfer of energy might take place from resonant (p 
spins to these (j)' spins, a phenomenon known as cross relaxation, at a 
- 1  - 1  
rate slower than T^ but faster than T^ , where T^ is the usual spin-
lattice relaxation time. These spin-spin relaxation rates are inde­
pendent of temperature to first order. 
The spin-lattice relaxation may proceed in one of three ways; 
direct process, Raman process, or Orbach process. In the direct process, 
which is active only at temperatures below about 4°C, the spins exchange 
energy with the lattice thereby creating a phonon at the ESR resonant 
frequency. In this process, only low frequency phonons with energy hv 
are involved, where v is the ESR resonance frequency. In the Raman 
process, which predominates at higher temperatures, the spin interacts 
simultaneously with two lattice modes, one phonon is absorbed and the 
other phonon is emitted, the frequency difference of these two phonons 
Figure 3.1. A diagrammatic representation of various relaxation processes which enables the micro­
wave energy, supplied to the resonant spin ((), to find its way eventually to the sur­
rounding bath 
Microwaves 
Resonant spins 
Cross-
relaxation 
diffusion 
SPINS 
Low-frequency 
phonons 
Scattering Thermal 
phonons 
Scattering 
' ^  
Narrow hand 
of phonons LATTiCB 
Direct escape Heat conduction etc. 
Spin-lattice paths 
Direct process ——Orbach process —Raman process 
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being equal to the resonant frequency v of the spin. All phonons in the 
entire phonon spectrum can participate in this process. In the Orbach 
process, spins are first promoted to a real excited level by the absorp­
tion of a phonon and then relax to the ground state by emitting a phonon 
of slightly higher energy, resulting in an effective transition between 
the two lower levels. The Orbach process differs from the Raman process 
in two ways: firstly, the Raman process takes place via a virtual inter­
mediate level of the paramagnetic ion whereas the Orbach process needs 
a real intermediate level at energy where 0^ is the Debye 
temperature of the sample; secondly, any virtual level will suffice for 
the Raman process and consequently many phonons can contribute, whereas 
the Orbach process uses only a narrow band of phonons at hv = E^. 
The temperature dependence of Tj^ in these three processes varies 
from one process to another. When spin-lattice relaxation is by the 
direct process [74], 
T^ «C T"^ , (3.1) 
where T is the absolute temperature. 
In the Raman process, for the case s = %, 
T^ = T~^ for T < 0g, and (3.2) 
T^ = T~^ for T > 0g. (3.3) 
The temperature variation of T^ in the Orbach process follows an 
exponential law given as [95] 
= exp(Eg/kgT) , (3.4) 
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where is the energy of the real intermediate energy level through 
which relaxation takes place. 
Finally, the energy which the spin systems give to the lattice 
during relaxation passes to a thermal reservoir. This thermal reservoir, 
which is in contact with the lattice, is commonly called "bath." The 
heat capacity of the bath is assumed to be "infinite." Obviously, the 
process usually referred to as spin-lattice relaxation is more correctly 
described as "spin-bath" relaxation and the rate of energy transfer be­
tween spins and bath depends on the coupling not only between spins and 
lattice but also between lattice and bath. Defining the times T^^ and T^^ 
as characteristic of these two processes, the time x taken for energy 
to travel from spins to bath can be written as 
when energy is supplied to the lattice more rapidly than it can be coupled 
out to the bath from the lattice. This situation leads to "phonon heat­
ing," a phenomenon in which there are a larger number of phonons present 
in the lattice than are allowed under thermal equilibrium conditions. 
Phonon heating, also (more commonly) known as the "phonon bottleneck," 
was first discussed by Van Vleck [96] in 1941. The probability of its 
occurrence increases only at low temperatures. Scott and Jeffries [97] 
and Stoneham [98] have shown that for the case of severe bottlenecking, 
(3.5) 
A situation of particular interest arises when T^^ » T^, that is 
(3.6) 
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The phonon bottleneck, when it exists, is influenced by the physical size 
of the sample and also by the concentration of the paramagnetic species 
because the physical size determines the time taken for a phonon to reach 
the surface and escape, whereas the concentration of paramagnetic species 
is important because the more spins there are the more severe the bottle­
neck becomes. 
However, the phonon bottleneck is not always observed because the 
low frequency phonons responsible for the direct process and the narrow 
band of phonons responsible for the Orbach process both give their 
energy to thermal phonons through scattering and the thermal phonons 
then convey the energy to the bath. 
In order for any theory to explain spin-lattice relaxation, it must 
explain the way the energy of the spin system is coupled to the lattice. 
The most widely accepted theory is based on interaction of the magnetic 
ion with the electrostatic crystal field and was first proposed by Van 
Vleck [99, 100]. According to this theory, the lattice vibrations modu­
late the crystal field, the crystal field in turn interacts directly 
only with the orbital motion of the paramagnetic electron thereby modu­
lating the orbital motion of the unpaired electron, and finally it is 
the spin-orbit interaction through which the modulated orbital motion 
interacts with the spin of the paramagnetic species. Thus, the strongest 
spin-lattice interaction occurs for ions whose ground states contain 
appreciable amounts of orbital wave function, i.e., where the orbital 
contribution to the magnetism is not quenched. Obviously, for s = h 
paramagnetic species in which the angular momentum of the unpaired 
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electron is quenched, the g-value is very close to the free-electron 
g^ = 2.00232, and the value of is likely to be large. This theory 
of Van Vleck has later been considered by Orbach [101] and by Mattuck 
and Strandberg [102]. 
B. Experimental Methods for the Determination 
of Spin-Lattice Relaxation Time T^ 
Of various experimental methods used to determine the spin-lattice 
relaxation time T^, only two methods will be described here because only 
these two have been used in the present work. The first method may be 
called the "continuous-wave saturation" method and has been described 
by Poole [88] and Poole and Farach [76]. In this method, a series of 
ESR absorption mode spectra are recorded with microwave power varying 
from a condition of negligible saturation to one of pronounced saturation. 
The saturation property of the ESR signal will be representative of its 
broadening mechanism, and the mathematical formula used to determine 
T^ and T^ for homogeneous broadening will be different from that for 
inhomogeneous broadening [78]. For the present work, I have used the 
theory appropriate for the homogeneous saturation case because the line-
shape and the saturation behavior of the samples exhibited predominantly 
homogeneous broadening features. The single greatest difficulty in this 
method is to determine the value of the microwave magnetic field 
accurately. 
The second method which I have used is known in the literature [67] 
as the technique of "periodic adiabatic passage" and has been described 
by Ammerlaan and van der Wiel [68]. This method does not require 
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knowledge of the exact value of for the determination of , although 
a tentative knowledge of is necessary in order to set all the experi­
mental ESR parameters properly. This method required some extra instru­
mentation that has been explained in Chapter II. 
1. Continuous-wave saturation method 
The slow passage solutions of the Bloch equations can be written 
as 
(w-W )T 
X'(w) = Xn^«T„ 5r-ô Ô-Ô and (3.7) 
1 + + Y H^T^Tg 
X"(w) = XgW T 2"! in • (3-8) 
" 1 + + Y h^T^T2 
In the continuous-wave saturation method for the determination of 
T^, one works in the absorption mode; that means one measures X"(^). 
In the absence of saturation, this out-of-phase susceptibility component 
has the form 
X"(w) = X.w T? TT • (3-9) 
" " 1 + (W-WQ)^T^ 
Using the relations w = YH and = YHg, Equation (3.9) can be 
transformed to the form that is used when magnetic field scanning is 
employed: 
Y° = X"(H) = (-^^) . (3.10) 
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In Equation (3.10), the full half-width A hJP is related to the analogous 
'2 
quantity Aio, in frequency units and to the spin-spin relaxation time T„ 
-2 z 
by 
and the superscript in Al^ and Aw^ denotes values far below saturation. 
The first derivative of x"(H) with respect to H has the explicit 
analytical form: 
0, _ dy"(H) _ . SXpHp (H-Hq)/(%AH^^) 
-2 
The derivative peak-to-peak full line width AH is related to the full 
PP 
half-amplitude width AHj for a Lorentzian line by 
AHi = /3 AH , (3.13) 
PP 
and so Equation (3.12) can be written as 
[1 
It proves to be convenient to change Equation (3.14) to the follow­
ing normalized form: 
,0,. . 
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where 
](H-H ) = tisAH® ' (3.16) 
U pp 
The effect of saturation is now taken into account by the use of 
the saturation factor s where 
s = (1 + or (3.17) 
= (|- - 1) . (3.18) 
Then, following similar algebra, an expression can be derived relating 
y^, i , and s which is the following: 
(3.19) 
where 
^m " ^ ^'^(H-Hq) = (3.20) 
and represents the amplitude of the derivative curve at any power level. 
From Equation (3.19), one can write 
[y;°/(y;/Hi))2/3 . . (3.21) 
Now, by definition, 
Lim s = 1 (3.22) 
-> 0 
and so, combining Equations (3.21) and (3.22) yields 
Lim 
^ 0 
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Finally, substituting Equation (3.23) into Equation (3.21) one obtains 
y ' 
[(Lim ^)/(yVH )]^/^ . (3.24) 
® H^->0 "l 
Using Equation (3.24), one experimentally determines the value of 
1 12 
— for various values of H,. Then, a plot of — vs. H, should yield a 
s 1 s 1 •' 
straight line because of Equation (3.17). From this straight line graph, 
one chooses a value of along with the corresponding value of and 
then determines by using the relation 
(% - 1) 
T, = , (3.25) 
where 
T 2-5- (3.26) 
PP 
and 
Wn (resonance) 
Y = r . (3.27) 
' Hq (resonance) 
Substituting Equation (3.26) into Equation (3.25), and expressing y in 
terms of the g-value, the final expression for becomes (in seconds); 
i, - 0-9848 % 10-7 ^ ^ , (3.28) 
^ S s 
where both AH^ and H, are in Gauss unit. 
PP 1 
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2. Periodic adiabatic passage technique 
The theory of the periodic adiabatic passage technique is based on 
the solution of Bloch equations when the passage through resonance is 
adiabatic. In Chapter II, Section B, of this thesis, we have seen that 
in adiabatic passage through resonance the magnetization remains parallel 
to the effective magnetic field in the rotating frame. The most signifi­
cant consequence of adiabatic passage is that the absorption component 
X" of the nuclear magnetic susceptibility % is negligible in comparison 
with the dispersion component %'. As a result, in the periodic adiabatic 
passage technique, the ESR experiment is performed in the dispersion 
mode. 
Also, regarding the influence of the modulation frequency w^, there 
is another aspect of the dispersion x'• This has been discussed by Pifer 
[103] with respect to nuclear magnetic resonance (NMR), and his inter­
pretation is identical to that used by Gorter [104] to explain a series 
of experiments on paramagnetic solids performed by applying alternating 
fields ranging from the audio to the high megacycle region while measur­
ing the temperature change of the samples. Pifer explained that the 
effect of modulation on can be taken into account by assuming that 
X' has two components: one is in-phase with the modulation field and 
the other is out-of-phase. The out-of-phase component of corresponds 
to an absorption of audio energy which is not an induced absorption but 
an irreversible loss of energy to the lattice. As the Zeeman field is 
modulated, the spin temperature is driven higher or lower than the 
temperature required to maintain a balance between spin-lattice relaxation 
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and rf-induced absorption. If the modulation is very slow, magnetization 
can always relax to its equilibrium value before the modulation field 
changes very much. After each cycle, the magnetization returns to its 
initial value, so no net energy is lost to the lattice. But, if 
becomes comparable to magnetization does not have time to completely 
1 
relax to its equilibrium value. Since the rate of flow of energy is 
proportional to the difference between the spin temperature and the 
lattice temperature, more energy flows to the lattice during the "hot" 
part of the modulation cycle than during the "cold" part, and there is a 
net loss of energy to the lattice. For even faster modulation when 
the amount of energy lost decreases, since it is limited by the 
decreasing length of time that energy can flow during each cycle. 
The peak of XgQ (H), the component of dispersion signal 90° out-of-
phase with the modulation, may be used to define the H = Hq point and 
can be denoted as Xqq (H = H^). Then, according to Pifer, as changes 
gradually from a very small value to a very large value, the magnitude 
of IxqqCH = Hq)I will increase gradually, reach a maximum, and then 
decrease. 
Ammerlaan and van der Wiel [68] derived an expression for XgqCH = Hq) 
and applied it to ESR. The expression, in the simplest form, can be 
written as 
In deriving this expression, certain restrictions on the ESR parameters 
(3.29) 
were assumed and they are: 
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a) where tOj^ = is the microwave field, is 
the modulation frequency, and is the peak-to-peak amplitude 
of modulation field. 
b) H' « that is, the scan rate of the Zeeman magnetic field 
<< precision frequency in the microwave field x microwave field. 
c) ; that is, the modulation field amplitude « microwave 
field. 
d) H' « that is, the scan rate « modulation frequency x 
microwave field. 
e) » 1; that is, the ESR signal is well saturated. 
f) « Hq; that is, the microwave field « Zeeman field. 
g) |H-Hq[ « Hq; that is, the scan region is narrow. 
However, the last two restrictions are always true. 
When these restrictions are fulfilled, the signal resembles 
approximately that of the in-phase absorption signal [68] . At any par­
ticular temperature, the variation of this amplitude IxggCHpHg)! with 
is governed by Equation (3.29) and is independent of any other 
parameters. Obviously, exact knowledge of the ESR parameters are not 
required in this method. Only an approximate knowledge of the parameters 
are needed to make sure that the restrictions a) to g) are satisfied. 
It is seen from Equation (3.29) that the |xgg(H=HQ)| signal amplitude 
ni3X UlâX 
reaches a maximum for a particular value of w (=w ) for which to T, = 1, 
mm mi 
a situation when (WjjjTp/(l + w^T^) = 0.5. By plotting |xgQ(H=HQ)| as a 
function of w , it is easy to find the value of Then, T, is deter-
m mi
mined by using the relation 
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•^1"^- (3-3°) 
We used the periodic adiabatic passage technique because this method, 
although requiring additional restrictions on the ESR parameters, offers 
a way to determine without accurate knowledge of . By this method 
we determined at room temperature and then, combining this room tem­
perature value of with the room temperature continuous-wave saturation 
data, determined at the sample inside the cavity-. Since the Q of the 
cavity depends only weakly on temperature [68], we assumed negligible 
variation of at the sample inside the cavity over the temperature 
range covered. 
Of course, this periodic adiabatic passage technique needs some 
tentative knowledge about and . I was able to overcome this 
problem satisfactorily by following certain procedures which will be 
discussed in Chapter IV, Section C. 
Finally, the question arises why this entire project was not done 
using the periodic adiabatic passage technique since it does not need 
an accurate knowledge of There are several reasons. Firstly, by 
the time I was able to complete the necessary instrumentation for the 
dispersion mode work, collection of the continuous-wave saturation data 
was almost complete for all four samples. I did not want to spend time 
repeating all the measurements since I was under some time pressure. 
Secondly, I completed the collection of absorption mode data because 
it was giving very good results, and I was not sure whether I would get 
satisfactory results from the dispersion mode experiments. Thirdly, in 
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order to obtain the desired dispersion mode data, the modulation ampli­
tude has to remain at a very small value resulting in a very weak signal. 
As a result, signal averaging was needed. At each temperature, at least 
16 hours were needed to complete the data collection, whereas the 10-
litre liquid nitrogen storage dewer used for the low temperature experi­
ment was able to supply nitrogen vapor for a maximum of only 6 hours. 
So, in the dispersion mode during low temperature experiment, I would 
have required to re-fill the liquid nitrogen dewer at least twice during 
data collection at each temperature, which means the critical coupling 
of the ESR spectrometer would have been disturbed twice and the sample 
would have gone through a temperature variation twice. On the contrary, 
in the absorption mode, data collection at each temperature takes at 
best 4 hours and there was no need to re-fill the liquid nitrogen dewer 
during data collection. 
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IV. EXPERIMENTAL METHODS 
A. Samples 
Four samples of a-Si based semiconductor materials have been 
investigated. Of these four samples, two are a-Si-C;H and two are 
a-Si:H. All four samples were prepared by the Ames Laboratory Solar 
Energy Research Group using the reactive rf sputtering technique. A 
short description of the preparation methods of the samples is given in 
Appendix A. Each of the samples has somewhat different sputtering 
parameters, as mentioned in Appendix A. They have the following general 
properties: 
1. a-Si-C;H (#1) 
Carbon/silicon ratio approximately 40.0 at percent, and ESR dangling 
bond density approximately spins/cm^. 
2. a-Si-C;H (#2) 
Carbon/silicon ratio approximately 35.0 at percent, and ESR dangling 
bond density approximately spins/cm^. 
3. a-Si:H (#3) 
Concentration of hydrogen approximately 11.0 at percent, and ESR 
19 3 dangling bond density approximately 'V'lO spins/cm . 
4. a-Si;H (//4) 
Concentration of hydrogen approximately 7.0 at percent, and ESR 
20 3 
dangling bond density approximately '^'lO spins/cm . 
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The various sources of this information about the samples are docu­
mented in Appendix B. 
Each sample was put in a 3-mm outside-diameter (OD) quartz tube 
which was oven-dried beforehand, and then the sample-containing quartz 
tube was placed in the microwave resonant cavity for ESR measurements. 
Before placing the sample in the quartz tube, each empty quartz tube was 
placed in the microwave resonant cavity and was checked for any ESR 
signals coming from the tube material. Only those tubes were used which 
gave no ESR signal when empty. 
B. Temperature Control 
Continuous-wave ESR saturation data were taken in the temperature 
range lOOK to 400K. The variation, control, and reading of the tempera­
ture were performed by using a Bruker (B-VT-1000) Temperature Unit. The 
assembly diagram of this Temperature Unit is shown in Figure 4.1. The 
main components of this Temperature Unit are the following: 
1. The B-VT-1000 control unit 
This unit is equipped with digital reference and temperature control 
system. 
2. An insulated liquid nitrogen container 
It is capable of containing up to 10 litres of liquid nitrogen. A 
heater element lies almost at the bottom of the container. 
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Figure 4.1. Assembly diagram of Bruker (B-VT-1000) temperature unit 
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3. Three dewers—transfer dewer, probe arm dewer, and cavity Insert 
dewer or sample dewer 
The transfer dewer is fixed into the rubber stopper of the container 
and fitg into a metallic sleeve immersed in the liquid nitrogen. The probe 
arm dewer connects the transfer dewer to the insert dewer inside the 
resonant cavity and contains a regulation heater to heat the gas flowing 
through it. The sample dewer lies inside the resonant cavity so that the 
sample lies inside this dewer. Perfect thermal insulation is maintained 
by high vacuum (10 ^ torr) and silvering techniques applied in the con­
struction of the dewers. 
4. A temperature control sensor 
It was inserted at the bottom of the sample dewer in such a way that 
it lies below the sample tube 2 to 3 mm underneath it. , 
5. High temperature set up 
It regulates dry compressed air into the probe arm dewer when Tem­
perature Unit is used to maintain high temperature. 
For operation below room temperature, the liquid nitrogen in the 
10-litre dewer is evaporated by the heater producing the gaseous 
nitrogen needed for low temperature regulation. For regulation above 
room temperature, dry compressed air is forced into the probe-arm dewer. 
The cavity dewer accepts the heat exchange gas from the probe arm dewer 
and directs the flow of the gas past the sample. The gas is finally 
vented out to the atmosphere at the top of the cavity stack. 
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C. Dispersion Mode Data 
In the dispersion mode experiment, our goal was to record the dis­
persion mode ESR signals, 90° out-of-phase with the modulation, at dif­
ferent values of the modulation frequency to^. The Bruker (ER-220-D-SR) 
ESR Spectrometer, equipped with the ER-022 Signal Channel, could provide 
modulation only at two frequencies, 12.5 kHz and 100 kHz. I therefore 
needed some additional instrumentation for the dispersion mode experi­
ment, as described in Chapter II, Section D. 
The power oscillator used for this dispersion mode work could pro­
duce a signal whose frequency could be set anywhere from 1 Hz to 100 kHz. 
The frequency reading given by the oscillator dials agreed within 0.1% 
with the independently measured frequency values obtained by using a 
frequency counter. 
For these experiments, we used a modulation control unit whose 
minimum dial setting was 1/16, with adjacent settings increasing by fac­
tors of 2 up to 64, which was the highest setting. These settings 
halved or doubled the modulation amplitude but did not provide the actual 
value of the modulation amplitude H^. For the periodic adiabatic passage 
technique, in order to set the ESR parameters properly, I needed at least 
a tentative value of H . In order to estimate the value of H , I per-
m m 
formed absorption mode experiments using a DPPH sample and applying a 
very high modulation amplitude (the modulation control was set at 32) 
and at a modulation frequency v to ) = 25 kHz. This was done at room 
m ZTT m 
temperature. In ESR, when H^ » AH^p, the experiment yields a distorted 
derivative signal [88] with AH^^ (distorted) % H^. The over-modulated 
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ESR signal, that I obtained for the solid DPPH sample, is shown in 
Figure 4.2. In order to check whether the applied modulation was large 
enough or not, I compared my results with those given in Table 6-3 of 
reference [88]. The ESR signal of solid DPPH is Lorentzian, and for a 
Lorentzian line, from this table, I found that when (distorted)/ 
AH^ = 9.55, AH (distorted)/H = 0.922. For the solid DPPH data, I 
PP pp m 
obtained AH (distorted)/AH^ % 10.8. So, I was convinced that I indeed 
PP PP 
did over-modulate the DPPH ESR signal sufficiently. I estimated the 
value of H^ to be approximately 27 Gauss with the modulation control 
setting at 32. 
Another problem encountered was to tentatively estimate the value 
of H^ in order to set the ESR parameters properly for the periodic adi-
abatic passage experiment. We tried to overcome this problem by first 
searching the literature [67] and finding the value of T^ for those 
a-Si:H samples which have dangling bond densities similar to that of 
my a-Si;H samples. I extrapolated the value of T^% 10 ^ sec for samples 
with dangling bond densities about 10^^ cm ^. This value was combined 
with the room temperature continuous-wave saturation data of our a-Si:H 
(#4) sample to calculate a value of Hj^ which was 
H^(Gauss) = (0.748) x /microwave power in mW . (4.1) 
At this point, I needed to realize that if the estimated value of T^ was 
in error, by a factor of 25 (say), then the estimated value of H^ would 
err by a factor of 5. 
Once I was aware of this limitation of the estimated value of H^, 
it was easier to start adjusting the ESR parameters until the desired 
3280 3300 3320 3340 
MAGNETIC FIELD (Oe) 
Figure 4.2. The room temperature overmodulated absorption mode ESR signal of solid DPPH sample. 
This signal was taken by using modulation field from the OPTIMATION, INC. (MODEL AC-15) 
power oscillator while the modulation amplitude control knob was set at 32. The modu­
lation frequency was at 25 kHz. The signal shows distorted shape with AHpp(distorted) 
%27.0 Gauss, whereas the actual (true) value of is %2.5 Gauss 
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shape of the 90° out-of-phase dispersion mode signal was obtained. This 
period of the project was obviously tedious and time consuming. Once 
the desired shape of the Xgg signal was obtained, it was possible to 
perform the periodic adiabatic passage experiment for all four a-Si based 
samples. Figure 4.3 shows the room temperature Xq q  signal for the sample 
a-Si-C:H (#1). The Xq q  signals from the other samples were similar. 
For each sample, the X q^  signals were recorded at room temperature at 
the following eight modulation frequencies; 
V = 10 kHz, 20 kHz, 30 kHz, 40 kHz, 50 kHz, 60 kHz, 70 kHz, and 
™ 90 kHz . 
At each frequency, a slight adjustment of the phase of the modulation 
was necessary in order to get the best possible signal, the need for 
this phase adjustment being greater at higher modulation frequencies. 
For each sample, XygCH^Hg) was plotted as a function of = v^. In 
each experimental value of XygCH^Hg), I arbitrarily assumed an uncer­
tainty of ±15% which might arise due to small error in the selection of 
the modulation phase or not-too-perfect setting of the ESR parameters. 
Using the method of least squares, the values of and T, 
ZTT mm i 
were determined, and then using these values of and T^, a theoretical 
curve of XgQ(H=HQ) as a function of was plotted on the same experi­
mental graph. Figures 4.4 and 4.5 show the experimental points of 
Xnn(H=H_) at various values of v = for the four samples. In the 
^90 0 m 2tt m 
same figures, 15% error bars have been shown for the experimental points, 
"m'^ 1 
and the least-squares fitted curves of Xàn(H=Hn) T have also 
H . been shown. 
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Figure 4.3. Dispersion mode 90° out-of-phase ESR signals obtained by the 
periodic adiabatic passage technique. These signals were 
obtained at room temperature for the sample a-Si-C:H (#1) 
Figure 4.4. Amplitude of x§0 signal as a function of modulation frequency for the samples 
a-Si-C:H (#1) and a-Si-C:H (#2). 0 indicates experimental points with 15% error bars, 
and the solid line is the least-squares fitted theoretical curve. All experimental 
points were included in the least-squares calculation 
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Figure 4.5. Amplitude of X90 signal as a function of modulation frequency for the samples 
a-Si;H (#3) and a-Si:H (#4). 0 indicates experimental points with 15% error bars, 
and the solid line is the least squares fitted theoretical curve. All experimental 
points were included in the least square calculation 
a-Si:H (#3) 
Tr3.89 XIO"®sec 
i/^''*=41.2 KHz 
20 40 60 80 100 
Modulation 
1 r 
a-Si:H(#4) 
T,=3.39 X ld"®sec 
i/m°*=46.9 kHz 
J L 
0 20 40 60 80 100 
Frequency (kHz) 
133 
However, since the adjustment of the modulation phase was most 
important at the = 90 kHz point, I made the least-square calculation 
twice for each sample, once including the = 90 kHz point with the 
other experimental points and the second time excluding the = 90 kHz 
data point. The results of the second calculations for all four samples 
are shown in Figures 4.6 and 4.7. For each sample, these two methods of 
analysis of the experimental data yielded slightly differing values. 
For each sample, the average of the two values was finally used. 
Table 4.1 shows the values of T^ and determined by these two pro­
cedures, for all four samples. 
D. Continuous-wave Saturation Data 
In order to determine T^ as a function of temperature, the continuous-
wave saturation method was employed. As already explained, this method 
involves the recording of the ESR signal, at a particular temperature, 
at various levels of applied microwave power. For our ESR spectrometer, 
the highest obtainable microwave power was 196 mW, and on the lower side 
the experiment was sometimes performed at a level as low 20 yW. The power 
levels were selected carefully so that ESR signals taken from all the 
power levels give a saturation curve (y^ vs. /power) with a well-defined 
linear region and saturated region. In the linear region (i.e., very 
low power level), a separate signal was recorded, at each temperature, 
with proper magnetic field scan width and receiver gain so that the 
0 determination of the g-value and AH becomes easy and reliable. For 
PP 
this particular purpose, it was necessary to calibrate the magnetic 
Figure 4.6. Amplitude of Xgg signal as a function of modulation frequency for the samples 
a-Si-C:H (//l) and a-Si-C;H (#2). $ indicates experimental points with 15% error 
bars, and the solid line is the least squares fitted theoretical curve. Vj^ = 90 kHz 
data point was not included during least squares fitting procedure 
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Figure 4.7. Amplitude of Xgg signal as a function of modulation frequency Vj^ for the samples 
a-Si:H (y/3) and a-Si:H (#4). 0 indicates experimental points with 15% error bars, 
and the solid line is the least squares fitted theoretical curve. Vjjj = 90 kHz data 
point was not included during least squares fitting procedure 
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Table 4.1. T^-values (in microseconds) determined from dispersion mode 90° out-of-phase data 
T^-value Tj-value 
determined by determined by 
including all excluding ^^=90 
points in the kHz data point from 
Least Square the Least Square Average value 
Sample calculation calculation of Tj 
a-Si-C:H (#1) 4.18 4.03 4.11 
a-Si-C:H (#2) 4.04 3.85 3.95 
a-Si;H (#3) 3.89 3.74 3.82 
a-Si:H (//4) 3.39 3.19 3.29 
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field both by using the NMR Gaussmeter and by recording the ESR signal 
from the solid DPPH sample. 
The 100 kHz modulation source and lock-in detector in the ER-022 
unit were used in all the CW saturation studies. The modulation ampli­
tude control of the ER-022 lock-in detector was also calibrated by over-
modulating the absorption mode derivative ESR signal of a solid DPPH 
sample. Figure 4.8 shows this over-modulated signal when the modulation 
amplitude control was set at 32. For the experimental signal shown in 
Figure 4.8, we obtained AH^^(distorted)/AH^^ % 14.7 and following the 
same arguments mentioned in Chapter IV, Section C, I concluded that the 
signal was sufficiently over-modulated. For the reading 32 of the modu­
lation control, the estimated value of the modulation amplitude was 
%34 Gauss. 
Before attempting to record the continuous-wave saturation data for 
each sample, the low power absorption mode ESR derivative signal was 
recorded at room temperature and its lineshape was analyzed. The room 
temperature signal of each sample was rather strongly Lorentzian. 
Figures 4.9, 4.10, 4.11, and 4.12 show the lineshapes of the room tempera­
ture absorption mode derivative signals of the four samples, a-Si-C:H 
(#1), a-Si-C;H (#2), a-Si:H (#3), and a-Si:H (#4), respectively. In 
addition, no significant change in the lineshape was found to occur for 
any sample over the temperature range lOOK to 400K. Figures 4.13 and 
4.14 show the lineshapes of the sample a-Si-C:H (#1) at 400K and llOK, 
respectively. 
During the CW saturation experiment, the sample tube was placed 
inside the cavity resonator in such a way (by aligning the mark made on 
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Figure 4.8. The room temperature overmodulated absorption mode ESR 
signal of solid DPPH sample. This signal was taken by using 
modulation field from the Bruker ER-022 signal channel (lock-
in detector) while its modulation amplitude control knob was 
set at 32. The modulation frequency was at 12.5 kHz. The 
distorted ESR signal has AHpg (distorted) %36.7 Gauss, whereas 
the actual (true) value of AHpp is %2.5 Gauss 
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Figure 4.9. The lineshape analysis of room temperature ESR absorption 
mode first derivative signal of a-Si-C;H (#1) 
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Figure 4.10. The lineshape analysis of room temperature ESR absorption 
mode first derivative signal of a-Si-C:H (#2) 
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Figure 4.11. The lineshape analysis of room temperature ESR absorption 
mode first derivative signal of a-Si:H (#3) 
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Figure 4.12. The lineshape analysis of room temperature ESR absorption 
mode first derivative signal of a-Si;H (#4) 
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Figure 4.13. The lineshape analysis of ESR absorption mode first deriva­
tive signal of a-Si-C:H (#1). This signal was recorded at 
T = 400K 
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Figure 4.14. The lineshape analysis of ESR absorption mode first deriva­
tive signal of a-Si-C:H (#1). This signal was recorded at 
T = llOK 
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the sampel tube during the dispersion mode experiment) that the sample 
stayed exactly at the same spatial position inside the resonator cavity 
where it was placed during the dispersion mode experiment. 
The CW saturation experiments went very smoothly and gave essentially 
no trouble. A typical chart record of continuous-wave saturation signals 
at various power levels is shown in Figure 4.15 which was taken at room 
temperature for the sampel a-Si:H (#3). Chart records of continuous-
wave saturation signals were collected for each sample at each selected 
temperature. From the chart records, the peak-to-peak amplitudes 2y^  
of the derivative signals, taken at various power levels at the same 
temperature, were measured in arbitrary units and plotted in a graph as 
a function of the square root of the microwave power. According to the 
theory, the y^  vs. /power graph of the homogeneously broadened ESR sig­
nals should exhibit well-defined saturation. ESR signals of all four 
samples did indeed exhibit very good saturation behavior. The room 
temperature y^  vs. /power curves for the four samples are shown in 
Figures 4.16, 4.17, 4.18, and 4.19. At temperatures below room tempera­
ture, the y^  vs. /power curves were found to saturate at lower power 
than at room temperature, whereas at temperatures above room temperature 
the y^  vs. /power curves were found to saturate at higher power than at 
room temperature. Figure 4.18 shows the y^  vs. /power curves for sample 
a-Si:H (#3) at temperatures llOK, 293K, and 400K. 
At this point, it should be mentioned that in order to determine 
T^  at a particular temperature, I did not need the entire saturation 
curve. As long as I was convinced that the dominant broadening mechanism 
Figure 4.15. A typical graph of continuous-wave saturation signals at 
various power levels. These signals were taken for the 
sample a-Si:H (#3) at room temperature and same vertical 
magnification has been used for all the signals during 
graph plotting 
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Figure 4.16. The saturation graph of a-Si-C;H (#1) depicting the peak-to-
peak amplitude of the ESR absorption mode first derivative 
signal plotted as a function of the square root of microwave 
power. This graph represents data points recorded at room 
temperature 
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Figure 4.17. The saturation graph of a-Si-C:H (#2) depicting the peak-to-
peak amplitude of the ESR absorption mode first derivative 
signal plotted as a function of the square root of microwave 
power. This graph represents data points recorded at room 
temperature 
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Figure 4.18. Three saturation graphs, representing data points at tempera­
tures 400K, 293K, and IIOK, of the sample a-Sl:H (#3). Each 
saturation graph depicts the peak-to-peak amplitude of the 
ESR absorption mode first derivative signal plotted as a 
function of the square root of microwave power 
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Figure 4.19. The saturation graph of a-Si:H (#4) depicting the peak-to-
peak amplitude of the ESR absorption mode first derivative 
signal plotted as a function of the square root of microwave 
power. This graph represents data points recorded at room 
temperature 
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of the ESR signal was of the homogeneous type, then for the determination 
of I need y^  values at power levels starting from the linear region 
up to the point where y^  passed its peak value. 
From the experimental graphs of y^  vs. /power, values were deter­
mined at various power levels using Equation (3.24). According to 
1 2 
Equation (3.18), the graph of — vs. should be a straight line which, 
at = 0, should pass through the point ^  = 1. This is true for samples 
for which the dominant broadening mechanism of the ESR signal is of the 
homogeneous type. For all of our samples, over the temperature range 
1 2 lOOK to 400K, the — vs. curve was found to satisfy this homogeneous 
broadening criterion. Figures 4.20, 4.21, 4.22, and 4.23 show the vs. 
2 graphs of the four samples at the lowest temperature, room tempera­
ture, and highest temperature. 
In order to demonstrate the nature of inhomogeneous saturation 
behavior, I have shown in Figure 4.24 the y^  vs. /power curve of one 
a-Ge-C:H sample. I obtained this result while working on a project 
involving several a-Ge-C;H samples. All the samples exhibited similar 
saturation behavior. Figure 4.24 shows that, in this case, the absorp­
tion amplitude does not pass through a maximum value but instead reaches 
a limiting value with increasing microwave power. 
Ln Ui 
Square of Microwave Magnetic Field (10 Oe) 
Figure 4.20. Three graphs, representing the experimental results at temperatures 400K, 293K, and 
llOK, of the sample a-Si-C:H (#1). Each graph depicts the inverse of the saturation 
factor (s) plotted as a function of the square of the microwave magnetic field 
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Figure 4.21. Three graphs, representing the experimental results at temperatures 400K, 294K, and 
103K, of the sample a-Si-C:H (#2). Each graph depicts the inverse of the saturation 
factor (s) plotted as a function of the square of the microwave magnetic field 
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Figure 4.22. Three graphs, representing the experimental results at temperatures 400K, 293K, and 
llOK, of the sample a-Si:H (#3). Each graph depicts the inverse of the saturation 
factor (s) plotted as a function of the square of the microwave magnetic field 
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Figure 4.23. Three graphs, representing the experimental results at temperatures 400K, 294K, and 
llOK, of the sample a-Si:H (//4). Each graph depicts the inverse of the saturation 
factor (s) plotted as a function of the square of the microwave magnetic field 
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Figure 4.24. The room temperature ESR saturation graph of one a-Ge-C:H 
sample prepared at Ames Lab by reactive r-f sputtering. 
The graph depicts the peak-to-peak amplitude of the absorp­
tion mode first derivative.signal plotted as a function of 
the square root of microwave power 
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V. RESULTS AND DISCUSSION 
A. Values Determined From Dispersion Mode 
Measurements 
For each sample, the room temperature value was determined by 
using the 90® out-of-phase dispersion mode signals obtained with the 
periodic adiabatic passage method. The values of the room temperature 
T^ , obtained in this way for all the samples, are listed in Table 4.1. 
This value of T^  for each sample was then combined with the room tempera­
ture absorption mode CW saturation data for the same sample, and the 
microwave magnetic field at the sample inside the resonant cavity 
was determined by using the relation 
/- - 1 
Hi = j- (5.1) 
Y(V2^ 
where y and T^  were determined using Equations (3.27) and (3.26), 
respectively. values determined in this way for the four samples 
are listed in Table 5.1. 
B. T^  Values Determined from Continuous-wave 
Saturation Data 
For each sample, at each temperature, the T^  value was determined 
by using Equation (3.28) which shows that for the determination of T^  
the value of ^  and the corresponding value of are needed, as well as 
the values of and g. The magnitudes of g and of the four 
samples are given in Table 5.2. 
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Table 5.1. values for the four samples determined from dispersion 
mode and saturation measurements 
Sample name value (Gauss) 
a-Si-C;H (#1) .141 X /microwave power in mW 
a-Si-C:H (#2) .157 X /microwave power in mW 
a-Si:H (#3) .140 X /microwave power in mW 
a-Si:H (#4) .130 x /microwave power in mW 
Table 5.2. Magnitudes of the g-values and of the four samples 
Sample name 
g-value 
Value 
Temperature 
range 
AH (Gauss) 
EE-
Value 
Temperature 
range 
a-Si-C:H (#1) 
a-Si-C:H (#2) 
a-Si;H (#3) 
a-Si;H (#4) 
2.0038 
±.0002 
2.0040 
±.0003 
2.0053 
±.0005 
2.0053 
±.0003 
lOOK to 400K 
lOOK to 400K 
lOOK to 400K 
lOOK to 400K 
7.7 ± 0.2 
6.9 ± 0.2 
7.0 ± 0.3 
6.4 ± 0.2 
6.7 ± 0.2 
lOOK to 400K 
lOOK to 400K 
lOOK to 400K 
370K to 400K 
lOOK to 340K 
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Choosing a value of and the corresponding value of from the 
1 2 
— vs. graph at a particular temperature and using the appropriate 
g-value and AH^ ,^ the value was calculated for each sample at each 
selected temperature. Table 5.3 lists these values of T^ . 
C. Discussion of Results 
1. Uncertainty in the determined values of 
The well-known procedure for determining the uncertainty in 
the function u(x,y,z) is 
' (5.2) 
where a^ .» and are the uncertainties in the variables x, y, and z, 
respectively. Using Equation (5.1) as the defining equation of , it 
is possible to show that the uncertainty Ou in can be expressed as 
Hi 1 
2 - 1 2 \ 2 ""^ 1 2 ""^ 2 2 (-5 )^ = Js(-f ) + (•^) + + Hi-^r . (5.3) 
"l - - 1  ^ % 2^ 
s 
The magnitudes of the quantities on the right hand side of Equation 
(5.3) have been approximately estimated from experimental results and 
they are the following; 
° i - 1  
(-f )^  % 4.0 X 10"^  (5.4) 
— — 1 
S 
(estimated from room temperature absorption mode saturation data); 
Table 5.3. Values of (in microseconds) at various temperatures for the four samples 
a-Si-C;H (#1) a-Sl-C;H (#2) a-Sl;H 03) a-Sl;H (#4) 
ESR-temp ESR-temp ESR-temp Tj^  ESR-temp Ti 
(K) (K) (K) (K) 
400 2.50 400 2.14 400 1.99 400 1.27 
360 3.03 350 2.54 370 2.39 370 1.84 
330 3.58 340 2.98 340 2.13 
293 4.11 294 3.95 293 3.82 294 3.29 
260 5.19 260 4.29 260 5.23 260 4.58 
220 6.92 220 5.88 220 7.07 220 6.36 
180 9.77 180 8.43 180 10.4 180 12.3 
140 15.3 140 14.0 140 16.6 140 26.3 
110 23.5 103 25.9 110 24.0 110 60.0 
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(-^ )^  = (—^ )^  + (-5-^ )^  % 2.0 X 10"^  (5.5) 
Y Wg Hq 
(estimated from ESR resonance conditions); 
(-^ )^  ^  1.6 X 10"^  (5.6) 
(estimated from the room temperature dispersion mode result); and 
^ a o ^AH° 
("Y^ )^  = (-^ )^  + ( P)^  % 1.8 X 10-3 (5.7) 
(estimated from the absorption mode ESR signal). Substitution of all 
these values into Equation (5.3) yields 
a. 
' h  
" h  6.2 X 10"^  . (5.8) 1 
This means that there exists an approximately 6.2% uncertainty in the 
values of determined using the periodic adiabatic passage technique. 
2. Uncertainty in 2]^  values 
Following Equation (5.2), it is possible to show that the uncer­
tainty a™ in T, determined from absorption mode continuous-wave satura-
1 
tion data can be expressed as 
^T, ^ ^ a n - - 1 o 
("Y^ )^  = ( g^ )^  + (-f)^  + (-f )^  + (-^ )^  . (5.9) 
n  a h "  ®  -  - 1  h :  p p  s i  
The maximum values of the quantities on the right hand side of Equation 
(5.9) can be estimated from our experimental results, and they are as 
follows; 
I 
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( % 1.8 X 10"^  , (5.10) 
(^ )^  % 4.0 X 10"® , (5.11) 
" i - i ,  
(-T ) % 2.5 X 10"^  ; and (5.12) 
i - 1  
(-^ )^  = (2-5^ )^  % 15.4 X 10"3. (5.13) 
Hi 
Substituting all these values in Equation (5.9) yields 
"T, 
-=r^ % 14% . (5.14) 
1 
"•'l 
In determining this value of -=— as given by Equation (5.14), we 
1 
have not, in any case, considered all sources of error. In particular, 
we have not taken into account the effect of two other major sources 
which are: a) any possible contribution to linewidth due to inhomogene-
ous broadening and b) error in the absolute magnitude of the microwave 
power level as indicated in the microwave bridge. In order to discuss 
the effect of these two sources of error, we borrow from the vocabulary 
of Stutzmann and Biegelsen [67] and divide the errors in into two 
parts: absolute errors and relative errors. The absolute error is 
obviously related to the absolute magnitude of , whereas the relative 
error in is concerned with the relative fluctuation in the errors 
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for the same sample at different temperatures. Error in as expressed 
by Equation (5.14) is concerned essentially with the relative error. 
Now, if any contribution to the linewidth of our samples comes 
from inhomogeneous broadening, then we have used a value of AH^  in 
PP 
Equation (3.28) which is larger than the homogeneously broadened value 
of AH^ p. Using a larger value of AH^  ^results in a larger absolute 
value of T^ . Thus, any uncertainty in arising from inhomogeneous 
broadening of the linewidth will result in an absolute error in and 
will probably not affect its relative error significantly. The extent 
of this absolute error is probably not significant because we have, in 
effect, used the same Equation (3.28) to determine Hj^ . To make this 
2 point clear, let us write an expression for from Equation (3.28) as 
„2 . .9848x10-' (1.1) . (3,13) 
In order to determine at a certain power level, the room temperature 
values of AH^ ,^ g and (-^  - 1) were used from the CW saturation measure­
ments and the room temperature T^  was used from the periodic adiabatic 
passage measurements. Combining Equation (5.15) with Equation (3.28), 
we can write an expression for Tj^  at any temperature T as 
 ^(8)300K (AHpp)? (j - 1)t 
^h^T (g) .. 0 .  ri n 1^300K, (5.16) 
 ^ pp^ SOOK ''s " 3^00K dispersion 
Consequently, a possibly large value of (AHpp)^ ^^  ^could have yielded 
a large value of Hj^ , and when T^  was determined by using Equation (5.16), 
the effect of any large value of (AH^ p)^  was offset by this possible 
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large value of In any case, I believe any inhomogeneous 
contribution to ESR linewidth did not affect the relative error as 
expressed in Equation (5.14). 
Finally, according to the suggestion of the manufacturer [70], the 
absolute error in the power reading of the microwave bridge is not more 
than 10%. However, at least at low power levels the reliability of the 
readings could be trusted because in this region the amplitudes of the 
absorption mode ESR signals plotted against /power gave very good 
straight lines as required by theory. Any error in the absolute mag­
nitude of the microwave power level will definitely introduce an error 
in . To consider the nature and extent of this error in T^ , let us 
first of all assume that the microwave power does not fluctuate with 
time. This is a valid assumption because otherwise the tuning of the 
microwave bridge would have been lost. Let us also note carefully that 
1 2 
we have determined T^  essentially from the — vs. curves. In plotting 
these curves, for the two a-Si-C:H samples, we have used data points 
up to = 5.0 X 10 which corresponds roughly to 2.0 mW, whereas 
the microwave source supplies power up to 196 mW. Similarly, in plotting 
1 2 
— vs. curves for the two a-Si:H samples, we have used data points 
up to = 10.0 X 10 corresponding roughly to 5.0 mW. (These 2 mW 
and 5 mW points lie much above the linear region, of course.) Within 
these short ranges of 2 mW and 5 mW, can we expect a random fluctuation 
in the microwave power level as compared to the readings in the micro-
1 2 
wave bridge? If yes, then probably the — vs. curve will smooth out 
the effect of this fluctuation to a large extent. On the other hand. 
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if the fluctuation in power level is not random but systematic, then 
it is highly likely that this will result in an absolute error in 
and will not affect its relative error. That means, any error in the 
T^i 
microwave power level has less chance to disturb the value of -=— as 
1 
expressed in Equation (5.14), which is then our final estimate of the 
relative error in Tj^ . 
In order to estimate the absolute error in , it probably suffices 
to consider the effect of the uncertainty in microwave power. Let us 
assume that the error in the microwave power level within 2 mW and 5 mW 
ranges is not random but systematic and let us assume that this error 
is maximum, i.e., 10%. Then the maximum value of the quantity in 
Equation (5.13) can be estimated as follows: 
% 15.4 X 10"^  + 10.0 X 10"^  • 
»1 
% 25.4 X 10"^  . (5.17) 
Combining Equations (5.10), (5.11), (5.12), and (5.17) into Equation 
(5.9), one obtains 
Cn 
% ^ 7.2% . (5.18) 
Even if the contribution from the inhomogeneous broadening mechanism to 
_ T^i 
° is not negligible, the value of (-=—) will probably be less than 30%. 
h 1 
3. Analysis of 2]^  vs. 2 results 
In order to find the exact nature of the temperature variation of 
the dangling bond spin-lattice relaxation time T^  of my samples, I first 
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tried to see whether the experimental results could be expressed in 
the following form: 
where C and n are constants which are expected to be different for dif­
ferent samples and, even for the same sample, might be different over 
different temperature ranges. If the values of C and n, for any particu­
lar sample, remain constant over the temperature range lOOK to 400K, 
then the plot of -log vs. log T should give a straight line which 
would yield the values of n and C. 
For each of our four samples, the values of -log T^ (sec) were plotted 
as a function of log T(K). Each graph was found to exhibit straight 
line behavior. The data were fitted with a straight line using the 
least-squares fitting technique, yielding values of n and C. In Figures 
5.1, 5.2, 5.3, and 5.4, I have shown the experimental -log T^ (sec) vs. 
log T(K) points with error bars showing 15% error in the experimentally 
determined values. In the same four graphs, least-squares fitted 
straight lines are also shown. The values of n and C for the four 
samples are listed in Table 5.4. 
The most important purpose of experimentally determining the tempera­
ture variation of T^  is to determine the values of n because it is the 
value of n from which knowledge of the nature of the dominant spin-
lattice relaxation mechanism can be obtained. For crystalline silicon. 
(5.19) 
which also can be expressed as 
-log T^  = log C + n log T (5.20) 
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Figure 5.1. The graph of -log Ï^ Csec) vs. log T(K) for the sample 
a—Si—C;H (i/l) 
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Figure 5.2. The graph of -log T.(sec) vs. log T(K) for the sample 
a—Si—C:H (//'2) 
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Figure 5.3. The graph of -log T.(sec) vs. log T(K) for the sample 
a-Si:H (#3) 
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Figure 5.4. The graph of -log T.(sec) vs. log T(K) for the sample 
a-Si:H (#4) 
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Table 5.4. Least square fitted values of n and C defining the relation 
T~^  = CT^  for the four samples 
Sample name Values of n Values of C 
a-Si-C:H (#1) 1.73 ± .2 13.0 
a-Si-C:H (#2) 1.83 ± .2 8.23 
a-Si;H (#3) 1.94 ± .2 4.25 
a-Si:H (#4) 2.88 ± .3 0.025 
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the Debye temperature 8^  = 625K [105], and for a-Si based materials the 
value of 9p may be assumed to be approximately 625K. Obviously, the 
temperature range 100K-400K is much below this 8^  value. Therefore, the 
n-values of my samples clearly indicate that the Raman process is not 
the dominant mechanism in the dangling bond spin-lattice relaxation. 
Also, in the temperature range 100K-400K, the direct process is not a 
good candidate for relaxation of the dangling bond electrons. The pos­
sibility that the Orbach process contributes can be excluded since the 
temperature variation of T^  of our samples is not exponential. Finally, 
since for our samples n lies approximately between 2 and 3, and since 
n s 2 is a good indication for the existence of a phonon bottleneck, 
one might be tempted to explore the possibility of phonon bottlenecking. 
It should be mentioned that the possibility of the existence of strongly 
phonon-bottlenecked spin-lattice relaxation of dangling bonds in sput­
tered a-Si has already been proposed [105]. 
In order to explore the possibility of the existence of strong 
phonon-bottlenecked electron spin-lattice relaxation in any sample, 
one needs to keep in mind that phonon-bottlenecking normally occurs at 
low temperatures (approximately lOK or less) where the direct process 
is active. In this temperature range, long wave length phonons are mors 
able to participate in the direct process, thereby governing the spin-
bath relaxation. The ability of the long wave length phonons to couple 
to the bath depends heavily on the "thermalization" process, a mechanism 
in which these phonons distribute their extra energy among shorter wave 
length phonons which, in turn, couple to the bath. It is also known 
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that a sample's surface is more effective in generating thermalization 
through inelastic scattering than the bulk portion of the sample. That 
means, in the thermalization process the "state" of the sample's surface 
is very important [97, 105]. If the thermalization process is not 
effective enough due to the unfavorable condition of the sample's 
surface, it may happen that the Zeeman system will transfer more energy 
to the long wave length phonons than they can dissipate to the thermal 
reservoir (i.e., bath). In such a situation, the distribution of the 
generated resonant phonons heats up giving rise to the phonon-bottleneck 
-1 2 
which in turn gives rise to oc T behavior. 
The possibility of the existence of strongly phonon-bottlenecked 
spin-lattice relaxation of dangling bonds in a-Si based materials has 
recently been proposed by Stesmans et al. [105] who performed ESR 
continuous-wave saturation experiments on a-Si films sputtered on fused 
silica substrates. The nature of the ESR broadening of their samples 
was intermediate between homogeneous and inhomogeneous. In the tempera­
ture range 4.2K to 77K, their samples exhibited good saturation and 
-1  2  T^  oc T behaviors. They have suggested that since their samples con­
tained large amounts of oxygen, at least on the surfaces, this oxygen 
could be responsible for creating an unfavorable "state" on the samples' 
surfaces, thereby reducing thermalization of long wave length phonons 
and giving rise to phonon-bottlenecking. The samples were then etched 
with a selective chemical SiOg etchant (15% HF in HgO-Di for 1 min at 
45°C) and the ESR measurements repeated, keeping the samples free from 
any 0^  contamination. Over the same temperature range, 4.2K to 77K, 
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the samples then exhibited = T behavior, representative of the direct 
process. They also found that etching decreased the value of T^  by more 
than a factor of 1500. However, by leaving the etched samples in air at 
room temperature for more than a day, they were able to restore the pre-
etched property of the samples. The etching was found not to change the 
g-value, dangling bond density, and 
Stesmans et al. concluded that, for some reason, in a-Si materials 
the direct process is active, and multiphonon processes are ineffective 
in relaxing the paramagnetic electrons, and that this holds true even 
up to room temperature. However, according to them, the presence of 
oxygen on the surfaces of the a-Si samples disturbed the thermalization 
of the long wave length phonons thereby giving rise to phonon-bottlenecking 
-1 2 
and T^  w T behavior. Etching cleared the surfaces of the oxygen, 
thereby establishing the long wave length phonon thermalization and 
enabling the direct process to continue without bottlenecking, giving 
-1 
rise to T^  = T behavior. 
I believe my samples might contain some oxygen because they were 
not kept in an oxygen-free environment. However, the presence of too 
much oxygen is not suspected because that is known [106, 107] to be 
accompanied by a Gaussian ESR line shape, whereas my samples showed a 
primarily Lorentzian line shape. My samples also exhibited approximately 
- 1  2  
T^  oc T behavior, but the measurements were made in the temperature 
range lOOK to 400K which is much above 77K. If it is indeed phonon-
-1  2  bottlenecking which is giving rise to the  ^T behavior, then the 
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direct process must be active up to 400K. It is then very difficult 
to understand why multiphonon processes are not active even at 400K. 
Another mechanism has been proposed [67] for the electron spin-
lattice relaxation in a-Si based materials. This second mechanism may 
be termed the two-level system (TLS) dominated mechanism. The experi­
mental basis of this mechanism lies in the fact that in many glasses, 
at low temperatures, the specific heat shows an excess with respect to 
that expected from Debye's law, and increases linearly with the temp-
3 
erature T [108] instead of as T as in crystalline insulators. 
Anderson et al. [109] have offered an explanation of this linear-T 
behavior of the specific heat based on a statistical distribution of 
localized "tunneling levels" and have suggested that a specific heat 
contribution increasing linearly with T should be a universal feature 
of glass systems at low temperatures. They assert that in any glass 
system there exist a certain number of atoms (or groups of atoms) for 
which the local potential has two minima. If the potential for these 
atoms or molecules increases rapidly enough away from the minima, the 
only thermally populated states at low temperature will be the coupled 
tunneling states of the double potential well. The potential of such 
a TLS can be represented by the potential function as shown in Figure 
5.5. It is formed from two harmonic oscillator potentials with minima 
displaced by a distance H and an energy 2A. Between the two minima is 
an energy barrier of height Vq. More often than not, the description 
of the system is restricted to its two lower states which explains why 
the tunneling defect is also referred to as a two-level system or TLS. 
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2e 
__TLS 
Figure 5.5. A diagram of double potential well of the tunneling particle. 
The distance 5, separates the two minima which differ in 
energy by 2A. The potential barrier Vg separates the two 
minima and is the energy difference between the two 
tunneling states. 
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Corbett [110] has discussed the basic quantum mechanics of this kind 
of double well potential while investigating the stress-induced align­
ment of anisotropic defects in solids. The energy splitting of the TLS 
is given by 2E^ g where 
-"TLS - "^ 0 + «.21) 
where A is the asymmetry between the two wells as shown in Figure 5.5, 
and AQ is the energy splitting in the case A = 0. The values of A and 
AQ vary from one TLS to another in the same solid material. 
The concept of TLS in ESR was employed by Bowman and Kevan [111] 
in 1977 while trying to explain the electron spin-lattice relaxation 
of trapped radicals in glassy matrices. They defined T, the relaxation 
time of tunneling modes, as 
T ^^ 12 *^ 21 ' (5.22) 
where and are the transition rates between the two energy levels 
in each direction. They also defined the characteristic correlation 
time for the tunneling particle as 
*1^ 12 + *2^ 21 ' (5.23) 
c 
where n^  ^ and n^  are the populations of the two levels. Assuming that 
the tunneling modes are in thermal equilibrium at a temperature T, they 
wrote 
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 ^ 1 
2T cosh^ (e^ g/kT) 
' —^  <=-" (Zs^ g/kT) 
= DE^ g  csch (2e^ g/kT) , (5.24) 
where b is the strength of the coupling between the tunneling mode and 
the lattice phonons, V is the velocity of sound in the solid, and Ç is 
the density of the solid. 
In order to consider the TLS-electron spin interaction, h—i 
was first expanded around the coordinate j along which tunneling 
occurs as 
ag_^ (t) = <3Ig_^ > + (j(t) - <j>) + ... , (5.25) 
where <> denotes the time average. Denoting the spin states by |o^ > 
I  - 1  
and |02>, an expression for was then obtained: 
1 '"c 
Il "1' «j -'"2 ' 1^ 2 2 
0 c 
= (5.26) 
where is the ESR frequency. Assuming that is much greater than the 
inverse of the ESR frequency (which is usually true in the x-band), 
Equation (5.26) can be written as 
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1 1 
"1' « "'"2 ' J, 
U c 
_C_ 
T_ 
- ^1 Vl' 4^ ^ csch(^, . (5.27) 
COqH^  ^ v\ kT 
Finally, Bowman and Kevan assumed and calculated the average 
for the assemblage of radicals by integration of Equation (5.27) over 
the appropriate distribution of H, —^ —, b, Ag, and E^ g^" Assuming that 
these parameters are not correlated with they derived the following 
equation: 
1 °° ^^ TLS 
Y^  = <CD>/e^ g csch(-^  ^ ' (5.28) 
where i^ (e.pLg) is the density of tunneling modes having an energy splitting 
^^ TLS between tunneling levels. 
From Equation (5.28), the nature of the temperature variation of 
can be deduced if an expression for ^ (s^ ^^ g) can be obtained. 
Essentially the same Equation (5.28) has been used by Stutzmann and 
—l 2 
Biegelsen [67] in their effort to explain the « T behavior of a-Si 
based semiconductor material. They argued that since the values of Tj^  
in amorphous materials are shorter than in their crystalline analogs, 
there must exist an excitation of localized TLS in a-Si materials. They 
also note that the presence of TLS in a-Si:H has been deduced from 
Raman scattering of low-energy excitations [112]. For T ^  20K, the TLS 
density of states "(s^ g^) is larger than the phonon density of states. 
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2 but because the phonon density of states = w > and because phonons 
are bosons whereas TLS are effectively fermions, the number of phonons 
above 20K greatly exceeds the number of thermally excited TLS. However, 
because for the dangling bonds, a single power law fits T^ (T) from 5K to 
300K, they conclude that the experimental results imply that the TLS 
dominate the relaxation at least up to room temperature. Accordingly, 
the orbital angular momentum of any given localized electronic state in 
amorphous Si is not greatly affected by long wave length acoustic phonons 
because the strain is distributed. On the other hand, the strong coupling 
between paramagnetic electrons and the TLS arises because, although the 
total energy of the two states of the TLS are nearly equal, the electronic 
configuration from one specific site to another can differ greatly, and 
it is this aspect of the TLS which enables them to strongly modulate the 
orbital angular momentum of the paramagnetic electrons thereby relaxing 
the spins via the spin-orbit interaction. 
Following Bowman and Kevan [111], Stutzmann and Biegelsen proposed 
the TLS-phonon "Raman" process as the plausible spin-lattice relaxation 
mechanism for a-Si materials and essentially used Equation (5.28) to 
explain their T^  vs. T behavior. For n(e^ g), they assumed 
n(eTLs> " ^TLS • (5-29) 
where Ç lies between 0 and 1 and is usually estimated to be near zero. 
With this assumption, they were able to show that Equation (5.28) leads 
to the following relation: 
T^ l(T) oc T^  . (5.30) 
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If indeed it is this TLS-dominated mechanism that gives rise to 
-1  2  
T behavior in a-Si based materials, then it is not at all clear 
how Stesmans et al. were able to remove the effect of the TLS from their 
samples by simply using an SiOg etchant. This point is difficult to 
resolve, keeping in mind that the etchant acted on the surface of the 
samples whereas the TLS are supposed to be an intrinsic bulk property 
of the amorphous material. 
Which of these two relaxation models then fits the results of my 
samples? Before answering this question, it may be mentioned that the 
microscopic details of neither process have yet been reported in the 
literature. That means more effort is needed to develop a precise under­
standing of both processes. Being aware of this and also of the fact 
that we have raised questions regarding both mechanisms, the role of 
TLS probably can not be ignored in explaining the electron spin-lattice 
relaxation mechanism in my samples. This is particularly so because my 
work extended up to 400K, and it is difficult to accept that at such a 
high temperature only the direct process is active giving rise to phonon-
bottlenecking whereas multiphonon processes are ineffective. 
4. Comparison with other results 
As shown in Table 5.2, the g-values of both a-Si:H samples are in 
the range 2.0053 ± 0.0005. This magnitude of g-value in a-Si based 
materials is well-documented in the literature [17] as that of dangling 
bonds. Also, the g-values of both a-Si-C:H samples are 2,0039 ± 0.0004. 
This value lies between that for the silicon dangling bond (g^  ^= 
2.0055 ± 0.0005) and that of the carbon dangling bond for which 
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g = 2.0030 ± 0.0003. The g-value for the a-Si-C;H samples is also con­
sistent with information already in the literature. The reported g-value 
of a-Si^  material ranges from approximately 2.0055 to approximately 
2.0030 as X ranges from 0 to 1 [61]. The ESR line shapes of my samples 
are also in agreement with previous work which has shown [113] that, as 
19 -3 long as Ng ^ 10 cm , the line shape is expected to be nearly 
Lorentzian. 
The line width behavior in our samples is also consistent with other 
findings for a-Si based materials according to which, at least at room 
temperature, the line width increases as the spin density (N ) decreases. 
19 -3 This effect becomes pronounced around % 10 cm In my case, the 
18 —3 
sample a-Si-C:H (//l) having the smallest value of (f^ lO cm ) has the 
highest value of (%7.7G), and the sample a-Si:H (#4) with the highest 
value of N (>10^  ^cm has the lowest value of AH^  (%6.7G). Also, 
s pp 
the value of AH^  ^for the sample a-Si:H (#4) reduces to 6.4G at tempera­
tures of 370K and 400K. This effect is also well known [56] for samples 
with high values of N^ . At high temperatures, electrons move by hopping 
between localized states, and this may lead to one of two possible 
outcomes: a) if the decrease of lifetime due to hopping is significant 
then the hopping motion may lead to a broadening of the ESR signal and 
b) if the hopping motion gives rise to a significant amount of motional 
narrowing, which is very likely in samples with high N^ , then the value 
of AH^  will be decreased. For the a-Si:H (#4) sample, this motional 
PP 
narrowing was dominant at temperatures of 370K and 400K because its 
value was very high. 
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2 The = T behaviors, as shown by samples a-Si-C;H (#1), a-Si-C:H 
(#2), and a-Si:H (#3), also falls in line with similar findings on a-Si 
19 -3 based materials with N < 10 cm reported in the literature [65, 67] 
S — 
by many other workers, n = 2.9 behavior, shown by sample a-Si;H (#4) 
20 
with Ng > 10 , agrees with the result reported by Stutzmann and 
Biegelsen [67] on a-Si (N^  > 10^  ^cm deposited by electron beam 
evaporation. This somewhat higher value of n is considered to be an 
indication of lifetime reduction due to hopping conduction between states 
near the Fermi level. 
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VI. CONCLUSIONS AND SUGGESTIONS FOR 
FURTHER RESEARCH 
The a-Si:H and a-Si-C;H samples, prepared by reactive r-f sputter-
_2 ing technique, exhibited T^  = T behavior similar to that shown by a-Si 
based materials prepared by other techniques such as plasma decomposition 
of SiH^ , and electron-beam evaporation [66, 67]. This indicates that 
the Tj^  Œ T ^  behavior of the paramagnetic electrons in a-Si based materi­
als is independent of the preparation method. 
In addition, the values of T^  measured in the temperature range 
lOOK to 400K are seen to be crucial in efforts to identify the electron 
spin-lattice relaxation mechanism in these materials. For example, 
Stesmans et al. [105], on the basis of ESR continuous-wave saturation 
experiments on a-Si films sputtered on fused silica substrates, proposed 
the presence of strong phonon-bottlenecking in a-Si materials in general. 
They claimed that in the temperature range of their measurements (4.2K 
to 77K), the ESR spin-lattice relaxation of a-Si is dominated by the 
direct process for which T^  = T ^  behavior is the rule. They also 
claimed that the presence of oxygen contamination on a-Si surfaces 
hinders the direct process, thereby giving rise to phonon-bottlenecking 
and the associated T^  = T ^  behavior. In support of these claims, they 
mentioned that after HF-etching their a-Si samples indeed exhibited 
T^  « T ^  behavior instead of the T^  = T ^  behavior shown by the same 
a-Si samples before etching. However, the present work has involved T^  
measurements in the temperature range lOOK to 400K, and in this tempera­
ture range it is extremely unlikely that the direct process dominates. 
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Thus, on the basis of our results, it can be concluded that phonon-
bottlenecking is probably not the cause of the = T ^  behavior in a-Si 
based semiconductors. 
On the other hand, the possible existence of TLS-dominated spin-
lattice relaxation mechanism in a-Si based materials, as proposed by 
Stutzmann and Biegelsen [67], cannot be ignored. A detailed theory of 
this mechanism is yet to be developed. However, qualitative arguments 
suggest that since the basis of the TLS-dominated relaxation mechanism 
is the fact that all amorphous materials possess TLS or tunneling modes, 
then to the extent that any particular material remains amorphous certain 
of its properties may be influenced by these. Since our samples remained 
amorphous even at 400K, they presumably contained tunneling modes up to 
this temperature. Our measurements show that although the nature of the 
tunneling modes may change with increasing temperature, they appear to 
remain active even at 400K in providing a relaxation path to the para­
magnetic electrons in a-Si based materials. 
Regarding experimental method, it can be said that the continuous-
wave saturation method is a reliable method for the determination of 
ESR-Tj^  for a-Si based semiconductor materials provided the magnitude of 
the microwave magnetic field at the sample inside the cavity is known. 
We also found that the value of the microwave magnetic field can be 
determined by measuring T^  by the periodic adiabatic passage technique 
and combining this value of Tj^  with the continuous-wave saturation data 
at the same temperature. 
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While collecting data in the dispersion mode using the periodic 
adiabatic passage technique, proper setting of the ESR parameters is 
critical. Also, in the dispersion mode, it is necessary to check the 
phase of the modulation signal at each modulation frequency level. The 
dispersion mode signal, under periodic adiabatic passage condition, is 
very weak because a very low value of the modulation amplitude must be 
used. Therefore, it is necessary that sufficient signal averaging be 
performed to reduce the noise to an acceptable level. 
In the continuous-wave saturation method some extra care is neces­
sary while taking data in the linear region. The success of the 
continuous-wave saturation method relies heavily on essentially two 
factors: a) determining (y^ //power)accurately; and b) obtain-
1 2 ing a very good straight line graph of — vs. . We found that obtain-
1 2 ing a good graph of — vs. depends to a large extent on an accurate' 
value of (y'//power) We also found that in order to get a reli-
•'m power+0 
able value of (y^ //power) at very low microwave power levels it is best 
if ESR spectra are recorded at as low a power level as possible using 
signal averaging if necessary. In fact, experimentally determined 
1 2 
values of (y'//power) » have been found to give better — vs. H, 
m power+0 si
graphs than those yielded by any value of (y^ //pôwër) extrapolated 
from experimental data obtained slightly above the linear region. 
Regarding any future research related to the present work, it may 
be mentioned that an ESR investigation of SiOg-etched a-Si based semi­
conductor materials needs to be undertaken. Such a project has signifi­
cance not only because we need to know whether any Og-induced phonon-
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bottlenecked electron spin-lattice relaxation occurs in these materials, 
but also because the effect of HF etching needs to be understood since 
HF etching is an important step in any microelectronic processing. 
On the theoretical side, an investigation into TLS-dominated elec­
tron spin-lattice relaxation in a-Si based semiconductor materials is 
needed. Also, if the ESR investigation of SiOg-etched a-Si based semi­
conductor materials shows any sign of Og-induced phonon-bottlenecking, 
then a theoretical investigation into this phemonenon should also be 
undertaken. 
Finally, it may be mentioned that since a liquid Helium dewer is 
now available in the ESR laboratory, and since it is possible to maintain 
any particular low temperature for at least 12 to 16 hours using this 
system, it may be possible to determine as a function of temperature 
using only the periodic adiabatic passage technique. 
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IX. APPENDIX A; 
A SHORT DESCRIPTION OF R-F SPUTTERING TECHNIQUE 
All the samples reported in this thesis were prepared by the Ames 
Lab Solar Energy Research Group by using reactive r-f sputtering which 
is a thin film deposition technique. In this method, the desired mate­
rial is ejected from a target of the same material by ion bombardment 
and then deposited on a substrate to form a thin film. Since any chemi­
cal reaction between the bombarding ion and the target or the growing 
film is undesirable, a noble gas (argon in this case) is used in the 
sputter deposition. 
The sputtering system contains, obviously, a sputtering chamber 
containing the target and a pedestal for holding the substrate, a r-f 
generator with matching network, various pumps for high vacuum, and 
facilities for mixing argon and other gases (hydrogen, nitrogen, dopant 
gas, etc.). Figure 9.1 shows a schematic diagram of a sputtering system. 
The sample preparation, using the sputtering system, involves three 
steps. In the first step, the chamber, target, and the substrate are 
cleaned by "sputter etching" and high vacuum degassing. The sputter 
-3 
etching step starts with evacuating the chamber to approximately 10 
torr and allowing the Ar gas into the chamber while maintaining a high 
power rf excitation (^ 43 MHz). This rf excitation ionizes the Ar result­
ing into the formation of plasma. This energetic plasma is capable of 
etching any surface that maintains a positive bias. By changing the 
direction of the bias one may then sputter etch (and thereby clean) the 
201 
r.f. 
Generation 
fi 
Target-
Matching 
Network 
u 
Gas 
Mixing 
Tank 
1— , 1 
VI 
5 
U 
Pedestc 1 
s—* 
Argon 
Hydrogen 
Dopant Gas 
Nitrogen 
Butterfly 
Valve 
Cxp Gate Valve 
1—f 
] 
Turbomolecular 
Pump 
Fore Pump 
Figure 9.1. Schematic diagram of the r-f sputtering system 
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target or the substrate. After the sputter etch cycle, the chamber is 
allowed to degass approximately to 10 ^  torr. 
After sufficient degassing, the second step starts when the pressure 
_3 is brought up to 10 torr by steady injection of Ar while maintaining 
the rf field and connecting the substrate to the ground thereby produc­
ing a large DC bias. The Ar plasma etches the high purity crystalline 
(or polyerystalline) target resulting into the introduction of Si atoms 
into the plasma. The applied DC bias favors the eventual deposition of 
the Si atoms onto the substrate. 
There are several variable parameters in this technique and the 
third step in the sample preparation involves the control of these 
parameters according to the experimenter's choice. For example, gas 
is leaked into the chamber in controlled amounts and this feature allows 
one to study the material as a function of H concentration only. The 
rf power incident into the plasma greatly effects the concentration of 
undesirable SiHg centers in the resulting film [34] . The substrate may 
be externally heated during sputtering. Dopant gases are also available 
for injection into the sputtering system. 
The sputtering parameters of the samples a-Si-C:H (#1) and a-Si-C;H 
(#2) are given in Table 9.1 and the sputtering parameters of the samples 
a-Si:H (#3) and a-Si:H (#4) are given in Table 9.2. 
203 
Table 9.1. Sputtering parameters of samples a-Si-C:H (#1) and a-Si-C:H 
(#2) 
DC 
Propane Argon rf Substrate bias 
pressure pressure pressure power temperature ! (k-
Sample (m-torr) (m-torr) (m-torr) (Watts) (Celsius) volts) 
a-Si-C:H (#1) 2.0 0.8 8.0 300 93° 1.9 
a-Si-C:H (#2) 1.5 1.0 14.0 600 93° 2.6 
Table 9.2. Sputtering parameters of samples a-Si:H (#3) and a-Si:H (#4) 
Hg-flow Ar flow rf power 
rate rate density DC bias Substrate 
Sample (cc/min) (cc/min) (W/cm^ ) (kV) temperature 
a-Si:H (#3) 13.0 28 3.1 1.9 Not heated 
a-Si;H (#4) 5.5 27 3.1 1.9 Not heated 
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X. APPENDIX B: 
SOURCES OF INFORMATION OF SOME BASIC 
PROPERTIES OF THE SAMPLES 
For the samples a-Si-C;H (#1) and a-Sl-C:H (#2), the ESR spin counts 
were determined by myself, and the carbon/silicon ratios were determined 
by Auger analysis [114]. For the samples a-Si:H (#3) and a-Si:H (#4), 
the values of the hydrogen concentrations were determined by the person/ 
persons who prepared them. The ESR spin count of the sample a-Si:H (#3) 
was determined by myself. The ESR spin count of the sample a-Si;H (#4) 
was estimated by Lowry [70]. 
