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SUMMARY
is thesis focuses ondeveloping and analyzing accelerated and inexact rst-ordermeth-
ods for solving or nding stationary points of various nonconvex composite optimization
(NCO) problems. Our main tools mainly come from variational and convex analysis, and
our key results are in the form of iteration complexity bounds and how these bounds com-
pare to other ones in the literature.
Our rst study problem is the classic unconstrained NCO problem studied by Mine and
Fukushima (1981), and we develop an accelerated inexact proximal point method for nd-
ing approximate stationary points of it. By analyzing the method’s variational properties, we
establish an iteration complexity bound that is optimal in the number of rst-order oracle
evaluations. As an additional result, we show that our accelerated method and the clas-
sic composite/proximal gradient method are instances of a general inexact proximal point
framework under dierent stepsizes and levels of inexactness.
Following our developments for the unconstrained setting, we move to study two in-
stances of a function-constrained NCO problem.e rst instance comprises a set of linear
set constraints, and we develop a quadratic penalty method for nding approximate sta-
tionary points of it. We then establish an iteration complexity bound that is several orders
of magnitude better than the previous state-of-the-art bound. As part of the analysis, we
show that one can start the method from any point where the objective function is nite
(and not necessarily from a near feasible point) and that no regularity conditions are needed
to obtain convergence. e second instance consists of a set of nonlinear cone constraints,
and we develop a proximal inexact augmented Lagrangian method for nding approximate
stationary points of it. We then establish a competitive iteration complexity bound under
an easily veriable Slater-like condition. As part of the analysis, we show that the Lagrange
multipliers generated by the method are bounded, without needing to dampen the (dual)
multiplier update, and, like in the penalty method, the initial point can be any point where
xvii
the objective function is nite.
Before moving on to other problems, we discuss some ecient implementation strate-
gies of the above methods. In particular, we present some ecient line search subroutines,
an adaptive stepsize selection scheme, an ecient warm-start strategy, and a discussion
about how to relax some algorithms’ convexity assumptions. We also present a large number
of real-world applications and numerical experiments that highlight our methods’ perfor-
mance against other modern solvers.
Our second-to-last study problem is a class of nonconvex-concavemin-max NCO prob-
lems, and we develop an accelerated smoothing method for nding two kinds of approxi-
mate stationary points of it. Using prior results from our study of the unconstrained NCO
problem, we establish iteration bounds that substantially improve on similar ones in the
literature. Additionally, we give a brief discussion about how to generalize our smoothing
method to solve linearly constrained min-max NCO problems. We then end with some
numerical experiments in the unconstrained setting to validate the ecacy of our approach.
Our nal study problems are a popular class of spectral NCO problems in which the
inputs are generalm-by-n real-valued matrices. As part of the study, we develop two inex-
act composite gradient methods — one based on the classic composite/proximal gradient
method and another based on an accelerated variant of it — to nd approximate station-
ary points. Extending some techniques for analyzing accelerated methods, we show that the
accelerated variant obtains a competitive convergence rate in the nonconvex setting and an
accelerated convergence rate in the convex setting. A vital conclusion of the study is that
we show the methods perform nearly all of their iterations over the vector space Rmin{m,n}
rather than the matrix spaceRm×n. We then end with some numerical experiments to show




If everything seems under control, you’re just not going fast enough.
-Mario Andretti
Ecient optimization algorithms play a ubiquitous role in both the theory and application of
machine learning and scientic computing. From web search engines to facial recognition
soware, their presence is found in many indispensable systems of modern society.
In this thesis, we contribute to a class of popular continuous optimization algorithms
called rst-order methods, consisting of iterative optimization algorithms that exploit infor-
mation about the function value and subgradient(s) of the objective function. SinceCauchy’s
study on the gradient descent method [21] in 1847, these methods have found extensive use
in smooth convex minimization (fast gradient methods [81, 83, 84]), nonsmooth convex
minimization (subgradient descent [94, 102], mirror descent [8, 79, 83], and bundle meth-
ods [10, 44, 54]), and convex-concave saddle-point problems (smoothing methods [85] and
mirror prox [80, 82, 83]). Recently, rst-order methods have gained a renewed interest due
to their ability to obtain cheap (nearly) dimension-free1 guarantees for large-scale problems
in a broad spectrum of disparate elds.
Our focus problems are variants of the following classic smooth nonconvex (additive)
composite optimization (NCO) problem, rst studied in [71] by Mine and Fukushima:
min
x∈Rn
{φ(x) = f(x) + h(x)} , (NCO)
where h ∶ Rn ↦ (−∞,∞] is a closed, proper, convex, but not necessarily dierentiable,
function and f ∶ Rn ↦ (−∞,∞] is a function that is continuously dierentiable on an
open set containing the domain of h, but not necessarily convex. Problems such as NCO
1In contrast, interior point methods are known to grow nonlinearly with respect to the dimension, or
equivalently, the number of decision variables.
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frequently appear in areas such as recommender systems [28, 43], signal processing [17, 24],
sparse regularization [34, 108, 112], and compressed sensing [4, 5].
In the forty years following Mine and Fukushima’s work, there has been an immense
amount of literature devoted to creating ecient methods for nding approximate station-
ary points2 of NCO and its variants. Recent developments, in particular, have focused on
generalizing Nesterov’s seminal work on accelerated gradient methods for smooth convex
optimization [84] to the nonconvex setting of NCO under a structural weak convexity as-
sumption [18, 30, 31, 56, 91], i.e. where we assume that f +m∥ ⋅ ∥2/2 is convex for suciently
large enoughm > 0.
Our goal in this thesis is to continue this work and present several accelerated nonconvex
rst-ordermethods that explicitly take advantage of structural weak convexity in ameaning-
ful way. e main theme that pervades most of our studies is that of variational inclusions,
e.g. 0 ∈ ∂∗φ(x) = ∇f(x)+ ∂h(x) where ∂∗φ (resp. ∂h) is the Clarke3 (resp. regular4) subd-
ierential of φ (resp. h). By studying the inexact and exact variational properties of several
accelerated methods in the convex setting, we construct accelerated methods with similar
properties in the nonconvex setting.e ecacy of this approach is validated through com-
petitive iteration complexity bounds, promising numerical experiments, and its utility in
established optimization frameworks, e.g. penalty and augmented Lagrangian frameworks.
1.1 Contributions of theesis
is section carefully describes the organization and key contributions of this thesis. It it
divided into three subsections. e rst one is dedicated to optimization algorithms for
smooth NCO problems, the second one to ecient implementation strategies, and the last
one to optimization algorithms for NCO problems with additional structure.
roughout this section, we let ∂∗φ(x) denote the Clarke subdierential of φ at x and




dist(x,C) denote the distance between a point x and a set C .
1.1.1 Smooth NCO Problems
In the next three chapters of this thesis, we propose a substantial number of iterative rst-
order optimization methods for nding approximate stationary points of NCO in the
unconstrained and function-constrained setting. Under the assumption that f is weakly
convex and its gradient ∇f is Lipschitz continuous, each method comes with an iteration
complexity bound and a comparison with similar methods in the literature. Below, we
briey summarize the contributions of these methods.
Complexity Optimal Proximal Point Method for Unconstrained NCO Problems. In
Chapter 3, we develop a general inexact proximal point framework for nding approxi-
mate stationary points of NCO. More specically, this framework is designed to nd a
ρ-approximate stationary point x̄ ∈ Rn satisfying
dist(0, ∂∗φ(x̄)) ≤ ρ. (1.1)
Using a special inexactness criterion and several variational properties of an accelerated
gradient method, we present a specic instance of the framework that is (iteration) com-
plexity optimal in terms of the smoothness parameters of f and the tolerance ρ. It is worth
mentioning that this instance does not require the domain of h to be bounded and only
requires φ∗ in NCO to be nite. Furthermore, the inexactness criterion does not depend
on the tolerance ρ but rather on a special proximal residual.
Quadratic Penalty Method for Linearly-ConstrainedNCO Problems. In the rst section
of Chapter 4, we develop a quadratic penalty method for nding approximate stationary
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points of linearly set-constrained5 instances of NCO. More specically, this method is de-
signed to nd a (ρ, η)-approximate stationary point (x̄, p̄) satisfying
dist(0, ∂∗φ(x̄) +A∗p̄) ≤ ρ, dist(Ax̄,S) ≤ η. (1.2)
Using our developments in Chapter 3 and some additional properties about penalty func-
tions, we show that the method obtains an O(ρ−2η−1) iteration complexity bound, which
substantially improves upon the previously known bound of O(ρ−6) that was obtained by
a multiblock ADMM-type method [42] for the case of ρ = η. e main novelty of the pro-
posed method is that the initial starting point z0 only needs to be in the domain of h, i.e.
h(z0) <∞, and not necessarily feasible with respect to the linear set constraint, i.e. Az0 ∈ S.
It is also worth mentioning that the method does not require any regularity condition on its
linear constraints and that the inexactness criterion does not depend on the tolerance pair
(ρ, η).
ProximalAugmentedLagrangianMethod forNonlinearly-ConstrainedNCOProblems.
In the second section of Chapter 4, we develop an inexact proximal augmented Lagrangian
method for nding approximate stationary points of nonlinearly cone-constrained instances
ofNCO in which: (i) the function h is Lipschitz continuous and its domain is bounded; and
(ii) the function g forming the cone constraint g(x) ⪯K 0 is K-convex. More specically,
this method is designed to nd a (ρ, η)-approximate stationary point (x̄, p̄) satisfying
dist(0, ∂∗φ(x̄) +∇g(x)p̄) ≤ ρ, dist(g(x̄),F(p̄)) ≤ η, p̄ ⪰K+ 0,
where K+ is the dual cone of K and the set F(p̄) is given by
F(p̄) ∶= {g(x) ∶ ⟨g(x), p̄⟩ ≤ 0, g(x) ⪯K 0, h(x) <∞} .
5e constraint is of the form Az ∈ S for some linear operator A and closed convex set S.
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Using a special inexactness criterion and several recent developments from convex analysis,
we show that the method obtains anO([η−1/2ρ−2 +ρ−3] log[ρ−1 + η−1])) iteration complex-
ity bound under a weak Slater-like condition. e contribution of the method is twofold.
First, the method proposes a novel way of generating the penalty parameters ck based on
the change in the augmented Lagrangian between consecutive iterations rather than based
on the feasibility of a particular iterate6. Second, it is shown that the multipliers {pk}k≥1
generated by the classic (dual) multiplier update are bounded without requiring any nor-
malization7.
1.1.2 Ecient Implementation Strategies
Following the above developments, we dedicate Chapter 5 to ecient implementation
strategies. Additionally, we present iteration complexity bounds for variants of the methods
in Chapter 3 and Section 4.1 that use some of these strategies and give several numerical
experiments. Below, we highlight some of the most eective strategies.
Adaptive Stepsize Selection. We propose several dierent approaches of choosing several
key “stepsize” parameters based on a nite set of key inequalities. ese approaches are de-
signed to adapt to the local geometry of the objective function and improve the convergence
rate of the convex and nonconvex methods that use them.
Relaxation of Convexity. Several of the methods for the smooth NCO problems rely on the
“stepsize” parameters to be within a particular range of values in order to ensure some, not
necessarily veriable, convexity conditions hold. We propose a way to relax some of these
conditions to a veriable set of nite inequalities to allow the “stepsize” parameters to be
arbitrarily large or small.
6Other methods in the literature [12, 32, 110] usually consider increasing ck whenever ∥max{0, g(xk)}∥
has not suciently decreased between iterations
7Other methods in the literature [12, 110] usually add a step that projects the multipliers {pk}k≥1 into a
bounded Euclidean box aer the classic multiplier update is computed .
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Warm-Start Strategy. For methods that operate by nding approximate stationary points
of a sequence of optimization subproblems, we propose a warm-start strategy for initializing
the starting point of each subproblem. More specically, we propose a strategy where the
current subproblem uses a point obtained from the last iterate of the previous subproblem.
We then show that a (convexity) relaxed quadratic penalty method obtains anO(η−2) factor
improvement in its iteration complexity bound (for nding (ρ, η)-stationary points as in
(6.4.1)) when a warm-start strategy is used in place of a cold-start strategy.
1.1.3 NCO Problems with Additional Structure
Following the developments in prior chapters, the last two chapters of this thesis consider
variants of NCO with additional structure and give several numerical experiments. Below,
we summarize the contributions of these methods.
Smoothing Methods. In Chapter 6, we rst develop a smoothing method for nding
approximate stationary points of nonconvex-concave min-max instances of NCO. More
specically, when f is a max function of the form f(x) = maxy Φ(x, y), the method is




φ′(x̄;d) ≤ δ, ∥x − x̄∥ ≤ δ,
where φ′(x;d) is the directional derivative of φ at x for the direction d, and (ii) a (ρx, ρy)-
approximate primal-dual stationary point (x̄, ȳ) satisfying
dist(0, ∂∗ψȳ(x̄)) ≤ ρx, dist(0, ∂∗ψx̄(ȳ)) ≤ ρy
where ψx̄(⋅) ∶= −Φ(x̄, ⋅) and ψȳ(⋅) ∶= Φ(⋅, ȳ) + h(⋅). Using several results from convex
analysis and the ecient method in Chapter 3, we show that the smoothing method obtains
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O(δ−3) and O(ρ−2x ρ
−1/2
y ) iteration complexity bounds for obtaining δ-approximate direc-
tional stationary points and (ρx, ρy)-approximate primal-dual stationary points, respec-
tively. Following these developments, we propose a quadratic penalty smoothing method
for solving linearly-constrained instances of the min-max problem and establish an it-
eration complexity bound for nding an approximate primal-dual stationary point of the
constrained problem.emain contributions are signicantly improved complexity bounds
(see Tables 6.1 and 6.2) and a new complexity bound for the constrained case. It is worth
mentioning that the methods do not assume that the domain of h is bounded.
Spectral Optimization Methods. In Chapter 7, we develop two inexact spectral composite
optimization methods, one accelerated and one unaccelerated, for nding ρ-approximate
stationary points ofNCO as in (1.1) in whichφ admits an additional spectral decomposition.
More specically, for a given input point X ∈ Rm×n, we consider the instances where the
composite term h is a function of the singular values of X and the smooth term f can be
decomposed as f = f1 + f2 where f2 is also a function of the singular values of X . Using
a special inexactness criterion and several variational properties of an accelerated gradient
method, we show that both methods obtain anO(ρ−2) iteration complexity bound and that
the accelerated method obtains an O(ρ−2/3) complexity bound when φ is convex. A key
contribution is that the methods mainly iterate over a space of singular values rather than




is chapter presents the basic concepts, well-known results, and notational conventions
that are used throughout the thesis. Aside from the notation in Section 2.1.5, the materials
in this chapter are well-established, and hence, may be skipped upon rst reading.
Organization
is chapter contains two sections. e rst one presents theoretical background material
while the second one presents algorithmic background material.
2.1 eoretical Background
is section presents material that is relevant to the theoretical developments of the thesis.
2.1.1 Basics
is subsection states basic denitions, conventions, and notation.
Sets. We denoteR, Z,N, andC to be the set of real numbers, integers, natural numbers,
and complex numbers, respectively.e sets R+ and R++ denote the nonnegative a positive
numbers, respectively. For setsA,B, we denote their Cartesian product asA×B = {(a, b) ∶
a ∈ A, b ∈ B} and their Minkowski sum as A + B = {a + b ∶ a ∈ A, b ∈ B}. For ease of
notation, we denote {a} +B ≡ a +B and λA = {λa ∶ a ∈ A} for any a ∈ A and λ ∈ C. For
n ∈ N, we dene An =
n times
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
A × ... ×A. e empty set is denoted by ∅. For a, b ∈ Rn we denote
the line interval between a and b as [a, b] = {ta + (1 − t)b ∶ 0 ≤ t ≤ 1}. We also denote
[a, b) = [a, b]/{b}, (a, b] = [a, b]/{a}, and (a, b) = [a, b]/{a, b}. e set {xi}ki=1 consists of
the elements x1, ..., xk.e set {xi}i≥1 consists of the elements xi for every i ∈ N.
Functions. Let X , Y , and Z be arbitrary sets. We denote f ∶ X ↦ Y and F ∶ X ⇉ Y
8
to be single-valued and set-valued functions from X to Y , respectively. For any set S, we
denote f(S) = {f(s) ∶ s ∈ S}. For functions f ∶ X ↦ Y and g ∶ Y ↦ Z , we denote
g ○ f(x) = g(f(x)) for every x ∈X .
Basic Operators. Let x ∈ R, f ∶ X ↦ R be an arbitrary function, and S be an arbitrary
set. We denote ⌈x⌉ (resp. ⌊x⌋) to be the smallest (resp. largest) element in Z that is greater
(resp. less) than or equal to x. We denote supx∈S f(x) (resp. infx∈S f(x)) as the smallest
(resp. largest) element B in R that satises f(s) ≤ B (resp. f(s) ≥ B) for every s ∈ S. e
function sgn(x) takes value +1 if x ≥ 0 and -1 otherwise. As a convention, we take a/0 = +∞
and −a/0 = −∞ for every a > 0.
Computational Complexity. For functions f, g ∶ R++ ↦ N, we use the following asymp-
totic notation:
• f(x) = O(g(x)) if there exists (C,x) ∈ R2++ such that for every x ≥ x it holds that
f(x) ≤ Cg(x).
• f(x) = Ω(g(x)) if there exists (C,x) ∈ R2++ such that for every x ≥ x it holds that
f(x) ≥ Cg(x).
• f(x) = Θ(g(x)) if f(x) = O(g(x)) and f(x) = Ω(g(x)).
• f(x) = o(g(x)) if for every C > 0 there exists x > 0 such for every x ≥ x it holds that
f(x) ≤ Cg(x).
2.1.2 Analysis
is subsection reviews relevant materials from analysis.
We rst start with some basic denitions and notation.
Denition 2.1.1. For a vector space X , an inner product ⟨⋅, ⋅⟩ ∶ X × X ↦ R is a mapping
that satises, for every x, y, z ∈ X and α,β ∈ R, the relations:
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(i) ⟨x, y⟩ = ⟨y, x⟩ (symmetry);
(ii) ⟨αx + βy, z⟩ = α ⟨x, z⟩ + β ⟨y, z⟩ (linearity);
(iii) ⟨x,x⟩ > 0 if x ≠ 0 (non-degeneracy).
A vector space equipped with an inner product is said to be a inner product space.
Denition 2.1.2. e induced norm of an inner product space X , denoted by ∥ ⋅ ∥, is given
by ∥x∥ = ⟨x,x⟩ for every x ∈ X . It is well-known that every inner product satises the
Cauchy-Schwarz inequality ⟨x, y⟩ ≤ ∥x∥ ⋅∥y∥ and the triangle inequality ∥x+y∥ ≤ ∥x∥+∥y∥
for every x, y ∈ X .
For the rest of this subsection, we letX ,Y , andZ be inner product spaceswith a common
inner product ⟨⋅, ⋅⟩. Moreover, we denote ∥ ⋅ ∥ to be their induced norm.
Denition 2.1.3. For a point z ∈ Z and parameter r > 0, the open ball Br(z) and closed
ball Br(z) of radius r at z is dened by
Br(z) ∶= {z′ ∈ Z ∶ ∥z′ − z∥ < r} ,
Br(z) ∶= {z′ ∈ Z ∶ ∥z′ − z∥ ≤ r} .
A set Z ⊆ Z is said to be open if for every z ∈ Z there exists ε > 0 such that Bε(z) ⊆ Z . A set
Z̃ ⊆ Z is said to be closed if the set Z/Z̃ is open. Finally, a set Z ⊆ Z is said to be bounded
if there exists r ∈ R++ such that Z ⊆ Br(0).
Denition 2.1.4. A set C ⊆ Z is said to be compact if for any collection of open sets D =
{Di}i∈I , for some index set I , satisfying C ⊆ ⋃i∈IDi there exists a nite subcollection D̃ =
{D̃i}ki=1 ⊆ D such thatC ⊆ ⋃ki=1Di. IfZ = Rn, it is well-known that a setC ⊆ Rn is compact
if and only if it is closed and bounded.
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Denition 2.1.5. For a sequence {zn}n≥1 ⊆ Z , we say that zn converges to z, or equivalently
limi→∞ zn = z ∈ Z , if for every ε > 0, there exists n ∈ N such that for every k ≥ n we have
∥z − zk∥ ≤ ε.
e next result is a well-known result about bounded sequences.
eorem 2.1.6. (Bolzano-Weierstrass) Every bounded sequence in a nite dimensional inner
product space has a convergent subsequence.
We now present denitions and results about some special classes functions.
Denition 2.1.7. A function φ ∶ X ↦ Y is said to be continuous on a setX ⊆ X if for every
x ∈ X and ε > 0 there exists δ > 0 such that for every x′ ∈ X satisfying ∥x − x′∥ ≤ δ we have
that ∥φ(x) − φ(x′)∥ ≤ ε. It is well-known that if {xi}i≥1 ⊆ X is such that limi→∞ xi = x ∈ X
and φ is continuous onX , then limi→∞ φ(xi) = φ(limi→∞ xi) = φ(x).
Denition 2.1.8. A functionφ ∶ X ↦ Y is said to beL-Lipschitz continuous on a setX ⊆ X
if
∥φ(x) − φ(x′)∥ ≤ L∥x − x′∥ ∀x,x′ ∈X.
Denition 2.1.9. For a closed convex set Z ⊆ Z , the (single-valued) projection mapping






e distance function dist(⋅, Z) at a point z is dened by
dist(z,Z) = ∥z −ΠZ(z)∥.
Denition 2.1.10. Let f ∶ X ↦ Y be a function that is well-dened in an open ball around
a point x ∈ X . e function f is said to be (Fréchet) dierentiable at x if there exists a
linear functionDfx ∶ X ↦ Y , called the derivative of f at x, that approximates the change
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f(x + ∆x) − f(x) up to a residual, called the rst-order Taylor residual, that is o(∆x).
More specically, the function f is dierentiable at x if and only if
∥f(x +∆x) − f(x) −Dfx(∆x)∥ = o(∆x)
for every ∆x such that f(x +∆x) is well-dened.
Denition 2.1.11. A dierentiable function f ∶ X ↦ Y is said to be continuously dieren-
tiable at x if the function x↦Dfx(∆x) is continuous for every ∆x ∈ X .
Denition 2.1.12. Let f ∶ X ↦ Y be dierentiable at a point x ∈ Z . e gradient of f at x
is the unique matrix ∇f(x) that satises
∇f(x)Tu =Dfx(u)
for every u ∈ X in a neighborhood of x. e derivative matrix of f at x is the transpose of
∇f(x) and is denoted by f ′(x) = ∇f(x)T .
Denition 2.1.13. e linear approximation of a dierentiable function f ∶ X ↦ Y at a
point x0 ∈ X is dened as
`f(x;x0) ∶= f(x0) + ⟨∇f(x0), x − x0⟩ ∀x ∈ X .
e next three results present some fundamental properties involving derivatives and
gradients and can be found, for example, in [23, 109].
eorem 2.1.14. (Chain rule) Let f ∶ X ↦ Y be dierentiable at x ∈ X and let g ∶ Y ↦ Z be
dierentiable at y = f(x) ∈ Y . en, g ○ f is dierentiable at x and
D(g ○ f)x =Dgy ○Dfx.
12
eorem 2.1.15. (Mean Value eorem) For any dierentiable function f ∶ X ↦ Y and
x0, x1 ∈ X , there exists t ∈ [0,1] such that
f(x1) = f(x0) +∇f(xt)T (x1 − x0),
where xt = tx0 + (1 − t)x1.
eorem2.1.16. (Gradienteorem) Let x0, x1 ∈ X and r ∶ [0,1]↦ X be such that r(0) = x0
and r(1) = x1. For any continuously dierentiable function φ ∶ X ↦ R, we have
φ(x1) − φ(x0) = ∫
1
0
∇φ(r(t)) ⋅ r′(t) dt.
e below material deals with the convolution of two functions.
Denition 2.1.17. e convolution of functions f, g ∶ X ↦ R is
(f ∗ g)(x) ∶= ∫
∞
−∞
f(u)g(x − u) du ∀x ∈ X
e following result can be found, for example, in [14, Chapter 6].
Proposition 2.1.18. Let f, g ∶ X ↦ Y be continuously dierentiable functions. en, it holds
that
D(f ∗ g)x =Dfx ∗ g = f ∗Dgx ∀x ∈ X .
2.1.3 Linear Algebra
is subsection reviews notation and relevant materials from linear algebra.
We rst start with some basic notation and denitions.
For every (n,m) ∈ N2, we denote Fn×m to be the set of matrices with n rows and m
columns with entries from F ∈ {R,Z,N,C}. e entry in the ith row and jth column of A
is denoted by [A]ij or Aij .
13
Denition 2.1.19. For matricesA ∈ Rn×p andB ∈ Rp×m, thematrix productAB ∈ Rn×m is
given by the relation [AB]ij = ∑pk=1[A]ik[B]kj .
Denition 2.1.20. e conjugate transpose (or adjoint) of a matrixA ∈ Cm×n, denoted by
A∗, is given by the relationA∗ij = Aij .e transpose of a matrix, denoted byAT , is given by
the relation ATij = Aij . It is well-known that
⟨Ax, y⟩ = ⟨x,A∗y⟩ ∀(x, y) ∈ Cm ×Cn.
If ai ∈ Rn for i ∈ {1, ..., k}, then we denote (a1, ..., ak) to be thematrix whose ith column
is ai. If A is a linear operator, then we denote Az ≡ A(z).
Denition 2.1.21. A matrix A ∈ Rm×n is symmetric if A∗ = A.
Denition 2.1.22. AmatrixA ∈ Rn×n is positive (semi-)denite, or equivalentlyA > (≥)0,
if A is symmetric and for every x ∈ Rn/{0} we have xTAx > (≥)0. e set of positive
(semi-)denite matrices in Rn×n is denoted by Sn++ (Sn+).
Denition 2.1.23. e trace of a matrix A ∈ Rn×n is given by tr(A) = ∑ni=1Aij . It is well-
known that tr(AB) = tr(BA) for any matrices A,B ∈ Rn×n.
Denition 2.1.24. e identitymatrix of size n, denoted by In, is given by (In)ij = 1 if i = j
and 0 if i ≠ j.
Denition 2.1.25. A matrix A ∈ Rn×n is said to be invertible (or non-singular) if there
exists a matrix A−1, called the inverse of A, that satises A−1A = AA−1 = In.
Denition 2.1.26. A matrix A ∈ Rn×n is said to be orthogonal if AT = A−1.
Denition 2.1.27. e determinant of a matrix A ∈ Rn×n, denoted by det(A), is [A]11 if











for n ≥ 2, where Mij ∈ R(n−1)×(n−1) is the minor that results from removing the ith row
and jth column from A. It is well-known that det(AB) = det(A)det(B) and det(A) =
det(AT ) for any matrices A,B ∈ Rn×n.
Denition 2.1.28. e eigenvalues of a matrix A ∈ Rn×n are the roots of the characteristic
polynomial det(A − λIn) as a univariate function in λ. An eigenvector v ∈ Rn×n corre-
sponding to some eigenvalue λ is any vector satisfyingAv = λv. We denote λk(A) to be the
kth largest eigenvalue of A ∈ Rn×n. Moreover, we use the shorthand λmin(A) = λn(A) and
λmax(A) = λ1(A).
Denition 2.1.29. e singular value decomposition (SVD) of a matrix A ∈ Rm×n is a
factorization of the formA = PΣQ∗whereP ∈ Rm×m andQ ∈ Rn×n are orthogonalmatrices
andΣ ∈ Rm×n is a rectangular diagonalmatrix with nonnegative entries on the diagonal.e
diagonal entries {Σii}i≥1 are known as the singular values of A.
e following is a well-known (see, for example, [41, Corollary 4.3.15]) result about
eigenvalues of matrix sums.
eorem 2.1.30. (Weyl’s Inequality) Let A,B ∈ Rn×n be symmetric matrices and let λk(M)
denote the kth largest eigenvalue of a matrixM . en, it holds that
λk(A) + λn(B) ≤ λk(A +B) ≤ λk(A) + λ1(B)
for every 1 ≤ i ≤ n.
2.1.4 Convex and Variational Analysis
is subsection presents relevant material from convex and variational analysis.
We rst state some key denitions.
Denition 2.1.31. e interior of a set Z ⊆ Z is dened as
intZ ∶= {z ∈ Z ∶ ∃δ > 0 such that Bδ(z) ⊆ Z} .
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Denition 2.1.32. For a convex set Z ⊆ Z , the ane hull aff Z and relative interior riZ of
Z are dened by








αi = 1 for i ≤ k, k = 1,2, ...} ,
riZ ∶= {γ ∈ aff Z ∶ ∃δ > 0 such that aff Z ∩ Bδ(γ) ⊆ Z} .
Another interpretation of aff Z is that it is the smallest ane manifold containing Z . Under
this interpretation, a point z is in riZ if it is in the interior ofZ relative to the topology given
by aff Z .
Denition 2.1.33. e (eective) domain of a function f ∶ Z ↦ (−∞,∞] is the set
dom f ∶= {z ∈ Z ∶ f(z) ∈ R}
and f is said to be proper if dom f ≠ ∅.
Denition 2.1.34. A proper function f ∶ Z ↦ (−∞,∞] is said to be convex if
f(αz + [1 − α]z′) ≤ αf(z) + (1 − α)f(z′) ∀z, z′ ∈ Z, ∀α ∈ (0,1).
It is well-known that if f is convex and dierentiable, then f(⋅) − `f(⋅; z0) ≥ 0 for any z0 ∈
dom f .
Denition 2.1.35. A proper function f ∶ Z ↦ (−∞,∞] is said to be µ-strongly convex if
the function f −µ∥ ⋅ ∥2 is convex andm-weakly convex if the function f +m∥ ⋅ ∥2 is convex.
It is well-known that if f is µ-strongly convex and dierentiable, then f(⋅) − `f(⋅; z0) ≥
µ∥ ⋅ −z0∥2/2 for every z0 ∈ dom f . It is also well-known that if f is m-weakly convex and
dierentiable, then f(⋅) − `f(⋅; z0) ≥ −m∥ ⋅ −z0∥2/2 for every z0 ∈ dom f .





f(z) ≥ f(z0) ∀z0 ∈ Z.
Denition 2.1.37. For a proper convex function f ∶ Z ↦ [−∞,∞) and a point z ∈ dom f ,
the ε-subdierential of f at z is dened by
∂εf(z) = {v ∈ Z ∶ f(z′) ≥ f(z) + ⟨v, z′ − z⟩ ∀z′ ∈ Z} ,
and the (regular) subdierential of f at z is ∂0f(z) and is commonly denoted by ∂f(z). It
is well-known that z∗ ∈ argminz′∈Z f(z′) if and only if 0 ∈ ∂f(z∗).
Denition 2.1.38. For a proper function f ∶ Z ↦ [−∞,∞), the Clarke subdierential of f
at a point z ∈ dom f is the set
∂∗φ(x) ∶= {v ∶ ⟨v, ⋅⟩ ≤ dφ(x; ⋅)}
where dφ(x;u) ∶= lim supt↓0,y→x[φ(y + tu) − φ(y)]/t.
Denition 2.1.39. For a closed convex set Z ⊆ Z and a point z ∈ Z , the indicator function
δZ and the normal coneNZ at a point z ∈ Z are given by
δZ(z) ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0, z ∈ Z,
∞, otherwise,
NZ(z) ∶= {v ∈ Z ∶ ⟨v, z′ − z⟩ ≤ 0 ∀z′ ∈ Z} .
Denition 2.1.40. For a proper, lower semicontinuous function f ∶ Z ↦ [−∞,∞), a pa-
rameter λ > 0, and a point z ∈ Z , the Moreau envelope eλf and the proximal mapping
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∥z′ − z∥2} ≤ f(z)




∥z′ − z∥2} .
e function f is said to be prox-bounded if there exists a threshold λ > 0 such that
eλf(z0) > −∞ for some z0 ∈ Z .
Denition 2.1.41. For an extended real-valued function f ∶ Z ↦ [−∞,∞], the function
f∗ ∶ Z∗ ↦ [−∞,∞] given by
f∗(u) ∶= max
z∈Z
{⟨u, z⟩ − f(z)} ∀u ∈ Z∗
is called the conjugate function of f .
Denition 2.1.42. ForK ⊆ Z , the dual coneK+ and polar coneK− are given by
K+ ∶= {z ∈ Z ∶ ⟨z, z′⟩ ≥ 0 ∀z′ ∈K} ,
K− ∶= {z ∈ Z ∶ ⟨z, z′⟩ ≤ 0 ∀z′ ∈K} = −K+.
We now state some basic properties about the above objects.
e rst result, whose proof can be found in [99,eorem 2.26], describes the continuity
of the prox related objects.
Proposition 2.1.43. For a proper, lower semicontinuous, convex function f ∶ Z ↦ [−∞,∞)
and parameter λ > 0, the following properties hold:
(a) the proximal mapping proxλ f is single-valued and continuous;
(b) the (λ-Moreau) envelope function eλf is convex, continuously dierentiable, and its gra-
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[z − proxλf(z)] ∀z ∈ Z.
e following proposition, whose proof can be found in [7, Example 3.5] and [7,eo-
rem 6.24], presents some properties about indicator functions.
Proposition 2.1.44. For any closed convex setZ ⊆ Z and point z ∈ Z , the following properties
hold:
(a) ∂δZ(z) = NZ(z);
(b) for any λ > 0, we have proxλ δZ(z) = ΠZ(z).
e next result, whose proof can be found in [39, Proposition XI.1.3.1], presents some
basic calculus rules for the approximate subdierential.
Proposition 2.1.45. For a proper convex function f ∶ Z ↦ [−∞,∞), ε > 0, and point z ∈ Z ,
the following properties hold:
(a) for any α > 0 and r ∈ Z , we have ∂ε(αf + r)(z) = α∂ε/αf(z);
(b) for any α ≠ 0, we have ∂εf(αz) = α∂εf(z);
(c) for any s ∈ Z , we have ∂ε(f + ⟨s, ⋅⟩)(z) = ∂εf(z) + {s}.
e below result, whose proof can be found in [39,eorem XI.3.1.1], presents a charac-
terization of the approximate subdierential on sums of functions.
Proposition 2.1.46. For proper convex functions f1, f2 ∶ Z ↦ (−∞,∞], parameter ε > 0,
and z ∈ Z , it holds that
∂ε(f1 + f2)(z) ⊇ ⋃
ε1+ε2≤ε,
ε1,ε2≥0
{∂ε1f1(z) + ∂ε2f2(z)} .
Moreover, if ri dom f1 ∩ ri dom f2 ≠ ∅, then the above relation holds at equality.
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e following transportation formula can be found in [39, Proposition XI.4.2.2].
Proposition 2.1.47. (Transportation Formula) For a function ψ ∈ Conv (Z), points z, z̄ ∈
domψ, and subgradient s ∈ ∂ψ(z), it holds that s ∈ ∂εψ(z̄) where ε = f(z̄) − f(z) −
⟨s, z̄ − z⟩ ≥ 0.
e next result, whose proof can be found in [7,eorem 6.45], presents a well-known
decomposition .
Proposition 2.1.48. (Extended Moreau Decomposition) Let f ∶ Z ↦ (−∞,∞] be proper,
closed, and convex. en, for any z ∈ Z and λ > 0, it holds that
proxλ f(z) + λproxλ−1 f∗(z/λ) = z.
2.1.5 Function Classes
is sub-subsection denes some important function classes and their properties.
We rst dene the key function classes considered in this thesis.
Denition 2.1.49. Let C(Z) denote the set of continuously dierentiable functions from
Z ⊆ Z to R.
Important Note: To be concise, we adopt the convention that if Z is a closed set and
f ∈ C(Z), then it is implicitly assumed that f is nite on some open set Ω containing
Z .
Denition 2.1.50. Let CL(Z) denote the set of functions in C(Z) whose gradient is L-
Lipschitz continuous on Z . Such functions are typically called L-smooth.
Denition 2.1.51. Let Cm,M(Z) denote the set of functions in C(Z) that satisfy
− m
2
∥z − z′∥2 ≤ f(z) − `f(z; z′) ≤
M
2
∥z − z′∥2 ∀z, z′ ∈ Z. (2.1)
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A function f ∈ C(Z) is said to have a curvature pair (m,M) if it is in Cm,M(Z).
Denition 2.1.52. Let Conv (Z) be the set of proper, lower semicontinuous, convex func-
tions from Z to (−∞,∞]. For a convex set Z ⊆ Z , let Conv (Z) be the set of functions in
that Conv (Z) are real-valued on Z and take value +∞ outside of Z .
Denition 2.1.53. Let Fµ(Z) denote the set of functions in Conv (Z) that are µ-strongly
convex. Let Fµ,L(Z) denote the set of functions in Fµ(Z) that are also L-smooth.
e next set of results present dierent characterizations of the above classes. e rst
results is a straightforward consequence of [9, Proposition 6.1.3].
Proposition 2.1.54. If f ∶ Z ↦ R is twice dierentiable with λmin(∇2f(z)) = −m and
λmax(∇2f(z)) =M for every z ∈ Z , then f ∈ Cm,M(Z).
e below result1 relates Cm,M(Z) with CL(Z).
Proposition 2.1.55. Let f ∶ Z ↦ R be a continuously dierentiable function for some Z ⊆ Z .
en f ∈ CL(Z) if and only if f ∈ CL,L(Z).
Proof. Let x, y ∈ Z be arbitrary. Suppose f ∈ CL(Z) and dene r(t) = x+ t(y −x) for every
t ∈ [0,1]. Using the Gradienteorem, it holds that
f(y) − f(x) = ∫
t=1
t=0
∇f(r(t)) ⋅ dr(t) = ∫
1
0
⟨∇f(x + t(y − x)), y − x⟩dt
= ⟨∇f(x), y − x⟩ + ∫
1
0
⟨∇f(x + t(y − x)) −∇f(x), y − x⟩dt.
Using the Cauchy-Schwarz inequality, the above relation, and Lipschitz continuity of ∇f ,
1Special thanks to Arkadi Nemirovski for helping with this proof.
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we now conclude that
∣f(y) − `f(y;x)∣ ≤ ∫
1
0




∥∇f(x + t(y − x)) −∇f(x)∥ ⋅ ∥y − x∥dt
≤ ∫
0
tL∥y − x∥2dt = L
2
∥y − x∥2
and hence f ∈ CL,L(Z).
Conversely, suppose f ∈ CL,L(Z) and let {δn}n≥1 be a sequence of smooth, real-valued,
(mollier) functions over Z where, for every n ≥ 1, we have: (i) δn ≥ 0; (ii) ∫Z δn(t) dt = 1;
and (iii) δn(t) = 0 for t satisfying ∥t∥ ≥ 1/n. Moreover, for every n ≥ 1, dene gn = δn ∗ f
and denote d = x − y. It now follows that
∣gn(y) − `gn(y;x)∣ = ∣δn ∗ [f(y) − f(x)] + ⟨δn ∗ ∇f(x), d⟩∣
= ∣∫
Z
δn(τ) [f(y − τ) − f(x − τ)] dτ + ⟨∫
Z
δn(τ)∇f(x − τ) dτ, d⟩∣
= ∣∫
Z
δn(τ) [f(y − τ) − f(x − τ) + ⟨∇f(x − τ), d⟩] dτ ∣
≤∫
Z
δn(τ) ∣f(y − τ) − f(x − τ) + ⟨∇f(x − τ), d⟩∣ dτ
≤L
2 ∫Z δn(τ)∥d∥
2 dτ = L
2
∥d∥2,
and hence that gn ∈ CL,L(Z) as well. Using the smoothness of δn (and hence gn), Taylor’s
eorem, and the previous result, it holds that there exists ξ ∈ [x, y] such that
L
2





Taking y → x in the above inequality, we thus conclude that ∥∇2gn(z)∥ ≤ L for every z ∈ Z ,




is section presents some fundamental algorithms that will be relevant in the algorithmic
developments of the thesis.
roughout this section, we let Z ⊆ Z be a nonempty convex set. Moreover, for all the
algorithms in the thesis, we use the notation “←” for scalar or vector variable assignment
and “⇚” for function assignment.
2.2.1 Composite Gradient (CG) Method
e composite gradient (CG) method (also known as the proximal gradient method) is a




{ψ(z) ∶= ψs(z) + ψn(z)} (CO)
where ψn ∈ Conv (Z) and ψs ∈ C(Z). More specically, it is an iterative method that, at its
kth iteration, performs the following update: given zk−1 ∈ Z and λk > 0, compute
zk = proxλkψn(zk−1 − λk∇ψs(zk−1)).
Whenψn = δC for some closed convex setC , it is straightforward to see that the CGmethod
(CGM) reduces to the classical projected gradient method for the problem minz∈C ψs(z).
For ease of future reference and discussion, we give a description in Algorithm 2.2.1 which
includes an important set of auxiliary iterates {vk}k≥1.
Algorithm 2.2.1: CGMethod
Require: ψn ∈ Conv (Z), ψs ∈ C(Z), z0 ∈ Z, {λk}k≥1 ⊆ R++;
1: procedure CG(ψs, ψn, z0,{λk})
2: for k = 1, ... do
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3: zk ← argmin
u∈Z







(zk−1 − zk) +∇ψs(zk) −∇ψs(zk−1)
e proposition below, whose proof can be found in Appendix A, presents some basic
properties about the CGM.
Proposition 2.2.1. Let {(zk, vk)}k≥1 be generated by the CGM for some {λk}k≥1. en, the
following statements hold for every k ≥ 1:
(a) vk ∈ ∇ψs(zk) + ∂ψn(zk);
(b) if there exists Lk ∈ (0,2/λk) such that
ψs(zk) − `ψs(zk; zk−1) ≤
Lk
2
∥zk − zk−1∥2, (2.2)
then it holds that





) ∥zk−1 − zk∥2 ≤ ψ(zk−1); (2.3)
(c) if there exists scalars {Li}ki=1 ⊆ R++ such that








4 [ψ(z0) − ψ(zk)]
∑ki=1 ξiλi
, (2.5)
where ξi ∶= (2 − λiLi)/(1 + [λiLi]2) > 0 for every i ≤ k.
e next proposition, whose proof can also be found in Appendix A, presents additional
variational properties about a general iteration in the CGM.
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Proposition 2.2.2. Given (λ, z−) ∈ R+ ×Z , dene
z ∶= argmin
u∈Z
{λ [`ψs(u; z−) + ψn(u)] +
1
2
∥u − z−∥2} ,
q ∶= 1
λ
(z− − z), v ∶= q +∇ψs(z) −∇ψs(z−),
ε ∶= ψn(z−) − ψn(z) + ⟨q −∇ψs(z−), z − z−⟩.
en, the following statements hold:
(a) q ∈ ∇ψs(z−) + ∂εψn(z−) and ε ≥ 0;
(b) it holds that
(q, ε) = argmin
(r,δ)∈Z×R+
{λ∥r∥2 + 2δ ∶ r ∈ ∇ψs(z−) + ∂δψn(z−)} ; (2.6)
(c) if there exists L > 0 satisfying




then it holds that
λ∥q∥2 + 2ε ≤ 2 [ψ(z−) − ψ(z)] + (L − 1
λ
) ∥z− − z∥2.
2.2.2 Accelerated Composite Gradient (ACG) Method
Accelerated composite gradient (ACG) methods are extensions to the CGM in Section 2.2.1
in which additional computations are performed to improve the rate at which a near optimal
solution (or stationary point) is obtained.
e ACG variant that we consider in this thesis is based on the accelerated method in
[73]. More specically, this ACGmethod (ACGM) assumes that ψs ∈ Fµ(Z) for some µ ≥ 0
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and, at its kth iteration, performs the following update: given (yk−1, xk−1) ∈ Z2, Ak−1 ≥ 0,
and λk > 0, compute




τ 2k−1 + 4τk−1Ak−1
2

















∥y − x̃k−1∥2} ,





(yk − x̃k−1) + µ(yk − xk−1)] .
Using the denition of the proximal operator proxf(⋅), it is straightforward to see that the








yk = proxαkψn (x̃k−1 − αk∇ψs(x̃k−1)) ,
γk−1 ≡ qk(yk) +
1
λk




xk = xk−1 − βk∇γk−1(xk−1).
where it can be shown (see Appendix B) that γk−1 ≤ qk ≤ ψ for every k ≥ 1. For ease of
future reference and discussion, we give a precise description of this ACG method in Algo-
rithm 2.2.2, which includes an important set of auxiliary iterates {(rk, r̃k, ηk, η̃k, Lk)}k≥1.
Algorithm 2.2.2: ACGMethod
Require: µ ≥ 0, ψn ∈ Conv (Z), ψs ∈ Fµ(Z), y0 ∈ Z, {λk}k≥1 ⊆ R++;
Initialize: ψ ← ψs + ψn, A0 ← 0, Γ0 ⇚ 0, x0 ← y0;
1: procedure ACG(ψs, ψn, µ, y0, µ,{λk})
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2: for k = 1, ... do
3: Part 1 Compute the supporting quantities:




τ 2k−1 + 4τk−1Ak−1
2












9: Part 2 Perform the accelerated prox steps:











(yk − x̃k−1) + µ(yk − xk−1)]
12: Part 3 Compute the auxiliary quantities:
13: γk−1 ⇚ qk(yk) +
1
λk














16: ηk ← ψ(yk) − Γk(xk) − ⟨rk, yk − xk⟩
17: r̃k ← rk + µ(yk − xk)




e next results, whose proofs are given in Appendix B, present some key properties
about the ACGM and its generated iterates.
Proposition 2.2.3. Let {(yk, rk, ηk)}k≥1 be generated by the ACGM for some {λk}k≥1. en
the following statements hold for every k ≥ 1:
(a) it holds that ηk ≥ 0 and
rk ∈ ∂ηkψ(yk); (2.7)
(b) if there exists Lk > 0 such that
ψs(yk) − `ψs(yk; x̃k−1) ≤
Lk
2





then it holds that
∥Akrk + yk − y0∥2 + 2Akηk ≤ ∥yk − y0∥2; (2.9)


























(d) for every minimizer y∗ of the problem miny∈domψ ψ(y), it holds that
ψ(yk) − ψ(y∗) ≤
1
2Ak
∥y∗ − y0∥2 ∀k ≥ 1.
Proposition 2.2.4. Let {(yk, r̃k, η̃k)}k≥1 be generated by the ACGM for some {λk}k≥1. en
the following statements hold for every k ≥ 1:
(a) it holds that ηk ≥ 0 and
r̃k ∈ ∂η̃k (ψ −
µ
2
∥ ⋅ −yk∥2) (yk); (2.10)
(b) if there exists Lk > 0 such that
ψs(yk) − `ψs(yk; x̃k−1) ≤
Lk
2




then it holds that
( 1
1 + µAk
) ∥Akr̃k + yk − y0∥2 + 2Akη̃k ≤ ∥yk − y0∥2; (2.12)
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2.2.3 Proximal Point Method
e proximal point (PP) method is a classic optimization algorithm [97] for minimizing a
function ψ ∈ Conv (Z). More specically, it is an iterative method that, at its kth iteration,
performs the following update: given zk−1 ∈ domψ and λk > 0, perform
zk = proxλkψ(zk−1). (2.13)
It is well-known (see, for example, [6,eorem 27.1]) that if ∑∞k=1 λk =∞, then ψ(zk) con-
verges to infz∈Z φ(z). Moreover, if there exists z∗ satisfying φ(z∗) = infz∈Z φ(z), then zk
converges to the set of minimizers of φ.
e following proposition, whose proof can be found in Appendix A, presents some
basic properties (cf. Proposition 2.2.1) about the PP method (PPM).
Proposition 2.2.5. Let {zk}k≥1 be generated by the PPM for some {λk}k≥1 and dene vk ∶=
(zk−1 − zk)/λk for every k ≥ 1. en, the following statements hold for every k ≥ 1:
(a) vk ∈ ∂ψ(zk);
(b) it holds that
ψ(zk) < ψ(zk) +
1
λk
∥zk − zk−1∥2 ≤ ψ(zk−1);







roughout this thesis, we make reference to the inexact proximal point method which
is a variant of the PPM in which the update (2.13) is computed inexactly, i.e. zk approximates
the solution of the problem in (2.13) according to some inexactness criterion.
One interesting instance of the proximal point method is when ψ(x) = (1/2) ⟨x,Ax⟩ −
⟨b, x⟩ where A ∈ Sn++. Clearly, the optimal solution of minx∈Rn ψ(x) is the unique solution
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of the linear system of equations Ax = b. e proximal update in the case of λk = λ ∈ R++
for every k ≥ 1 is
xk+1 = xk + (A + λ−1In)−1(b −Axk),
which is a well-known algorithm called iterative renement [92]. e above update is par-




Our main goal in this chapter is to describe and establish the iteration complexity of an ac-
celerated inexact proximal point (AIPP) method for nding approximate stationary points
of the classic NCO problem
φ∗ = min
z∈Z
[φ(z) ∶= f(z) + h(z)] , (NCO)
where Z is a nite dimensional inner product space, h ∈ Conv (Z) for some nonempty
convex set Z ⊆ Z , and f ∈ Cm,M(Z) for some (m,M) ∈ R2++.
e AIPPmethod (AIPPM) of this chapter uses an ACGM, specically Algorithm 2.2.2,




{f(z) + h(z) + 1
2λ
∥z − zk−1∥2}
according to some relative inexactness criterion.roughout our presentation, it is assumed
that ecient oracles for evaluating the quantities f(z), ∇f(z), and h(z) and for obtaining





∥z − z0∥2} ,
for any z0 ∈ Z and λ > 0, are available. Moreover, we dene an oracle call to be a collection
of the above oracles of sizeO(1) where each of them appears at least once.
For a given tolerance ρ̂ > 0 and a suitable choice of λ, the main result of this chapter
shows that the AIPPM, started from any point z0 ∈ Z obtains a pair (ẑ, v̂) satisfying the
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approximate stationarity condition



















oracle calls, where d0 = minz∈Z{∥z0 − z∗∥ ∶ φ(z∗) = φ∗} and log+1(⋅) = max{1, log(⋅)}. It is
worthmentioning that this result is obtained under themild assumption that φ∗ is nite and
neither assumes neither that Z is bounded nor thatNCO has an optimal solution. Near the
end of the chapter, we compare the above complexity against ones obtained by other NCO
methods.
It is also shown in Section 3.3.3 that the complexity bound in (3.2) is optimal in the sense
that it is within the same order of magnitude of a recent established complexity lower bound
for nding pairs (ẑ, v̂) satisfying (3.1) using linear-span rst-order methods.
e content of this chapter is based on paper [46] (joint work with Jeerson G.Melo and
Renato D.C. Monteiro) and several passages may be taken verbatim from it.
RelatedWorks
e developments in [46] appear to be the rst ones to consider an accelerated proximal
method for obtaining approximate stationary points as in (3.1) for general h and nonconvex
f . Previous developments, which we list below, have only considered the special case of
h = 0.
Under the assumption that domφ is bounded, paper [30] presents an ACG method ap-











where Dz denotes the diameter of domφ. Motivated by the developments in [30], other
papers, such as [18, 26, 31, 56, 59, 60, 61, 91], have proposed ACG-like methods under dier-
ent assumptions on the functions f and h. For example, paper [18] establishes a complexity
which isO(
√
M logM) in terms of its dependence onM , but isO(ρ̂−2 log ρ̂−1) in terms of
its dependence on ρ̂. It should be noted that the second complexity bound in (3.2) in terms
of d0 is new in the context of problemNCO and follows as a special case of a more general
bound, namely (3.3.6), which actually unies both bounds in (3.2). Moreover, in contrast to
the analysis of [30], the analysis in this chapter does not assume thatDz in (3.3) is nite.
Inexact proximal point methods and HPE variants of the ones studied in [74, 104] for
solving convex-concave saddle point problems and monotone variational inequalities —
which inexactly solve a sequence of proximal subproblems by means of an ACG variant
— were previously proposed by [36, 37, 45, 75, 90].e behavior of an accelerated gradient
method near saddle points is studied in [88].
Complexity lower bounds in terms of max{m,M} for nding stationary points as in
(3.1) using rst-order methods were recently established in [19, 20]. A follow-up work [116]
establishes tighter bounds in terms ofm andM for the smaller class of linear-span rst-order
methods.
Organization
is chapter contains three sections. e rst one gives some preliminary references and
discusses our notion of a stationary point given in (3.1). e second one presents a general
inexact proximal point framework which will be important in our analysis of the AIPPM.
e third one presents the AIPPM and its iteration complexity.e last one gives a conclu-
sion and some closing comments.
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3.1 Preliminaries
is section enumerates the assumptions on problem NCO, states the main problem of
interest, and discusses the notion of an approximate stationary point given in (3.1).
It is assumed that (f, h, φ) inNCO satisfy:
(A1) h ∈ Conv (Z) for some nonempty convex set Z ⊆ Z ;
(A2) f ∈ Cm,M(Z) for some (m,M) ∈ R2++;
(A3) φ∗ > −∞.
We now make a few remarks about the above assumptions. First, assumption (A1) implies
that the eective domain of h is Z . Second, if ∇f isM-Lipschitz continuous, then assump-
tion (A2) holds withm =M .ird, it is well-known that a necessary condition for z∗ ∈ Z to
be a localminimumofNCO is that z∗ be a stationary point of f+h, i.e. 0 ∈ ∇f(z∗)+∂h(z∗).
In view of the above assumptions and remarks, we are interested in solving the problem
given in Problem 3.1.1.
Problem 3.1.1: Find an approximate stationary point ofNCO
Given ρ̂ > 0, nd a pair (ẑ, v̂) ∈ Z ×Z satisfying condition (3.1).
e next proposition, which follows from Lemma F.1.2, gives another well-known (see,
for example, [86]) interpretation of our notion of an approximate stationary point.
Proposition 3.1.1. Given ẑ ∈ Z , there exists v̂ ∈ Z such that (ẑ, v̂) satises (3.1) if and only if
inf∥d∥≤1 φ′(ẑ;d) ≥ −ρ̂.
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3.2 General Inexact Proximal Point (GIPP) Framework
is section presents and discusses general inexact proximal point framework which will be
important in our analysis of the AIPPM. It contains three subsections.e rst one presents
some important properties of the framework. e second one presents a procedure to turn
iterates generated by the framework into iterates that nearly solve Problem 3.1.1.e last one
gives some instances of the framework.
We begin by rst stating the framework in Algorithm 3.2.1.
Algorithm 3.2.1: GIPP Framework
Require: h ∈ Conv (Z), f ∈ C(Z), z0 ∈ Z, σ ∈ (0,1), {λk}k≥1 ⊆ R++;
1: procedure GIPP(f, h, z0, σ,{λk}k≥1)
2: for k = 1, ... do
3: Find (zk, ṽk, ε̃k) ∈ domh ×Z ×R+ satisfying:
ṽk ∈ ∂ε̃k (λkφ +
1
2
∥ ⋅ −zk−1∥2) (zk), (3.4)
∥ṽk∥2 + 2ε̃k ≤ σ∥zk−1 − zk + ṽk∥2; (3.5)
Observe that the GIPP framework (GIPPF) is not a well-specied algorithm but rather
a conceptual framework consisting of (possibly many) specic instances. In particular, it
does not specify how the quadruple (zk, ṽk, ε̃k) is computed or even if it exists. Later in
this chapter, we will discuss two specic instances of the above GIPPF for solving NCO,
namely, the CGM (seeAlgorithm 2.2.1) and an accelerated proximal pointmethod presented
in Section 3.3. In both of these instances, the sequences {z̃k}k≥1 and {ε̃k}k≥1 are non-trivial
(see Proposition 3.2.6 and Lemma 3.3.4(c)).
3.2.1 Key Properties of the Framework
is subsection presents some key properties of the GIPPF.
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Let {(zk, ṽk, ε̃k)}k≥1 be the sequence generated by an instance of the GIPPF for some




(ṽk, ε̃k) ∀k ≥ 1. (3.6)
Without necessarily assuming that the error condition (3.5) holds, the following technical
but straightforward result derives bounds on ε̃k and ∥ṽk + zk−1 − zk∥/λk in terms of the
quantities
δk = δk(σ) ∶=
1
λk





where σ ∈ [0,1) is a given parameter. Note that if (3.5) is assumed, then δk = 0.
Lemma 3.2.1. Assume that the sequence {(λk, zk, ṽk, ε̃k)} satises (3.4) and let σ ∈ (0,1) be
given. en, for every k ≥ 1, there holds
1
σλk
(∥ṽk∥2 + 2ε̃k − λkδk) ≤
1
λk
∥zk−1 − zk + ṽk∥2 ≤
2[φ(zk−1) − φ(zk)] + δk
1 − σ (3.8)
where δk is as in (3.7).




∥z − zi−1∥2 ≥ λiφ(zi) +
1
2
∥zi − zi−1∥2 + ⟨ṽi, z − zi⟩ − ε̃i ∀z ∈Rn.
Setting z = zi−1 in the above inequality and using the denition of δi given in (3.7), we obtain
λi(φ(zi−1) − φ(zi)) ≥
1
2
(∥zi−1 − zi∥2 + 2 ⟨ṽi, zi−1 − zi⟩ − 2ε̃i)
= 1
2
[∥zi−1 − zi + ṽi∥2 − ∥ṽi∥2 − 2ε̃i] ≥
1
2
[(1 − σ)∥zi−1 − zi + ṽi∥2 − λiδi]
and hence the proof of the second inequality in (3.8) follows aer simple rearrangements.
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e rst inequality in (3.8) follows immediately from (3.7).
e next result shows characterizes the approximate optimality of zk in terms of λk, zk−1,
and σ.
Lemma 3.2.2. Let {(zk, ṽk, ε̃k)} be generated by an instance of the GIPPF for some {λk}k≥1.
en, for every u ∈ Z , it holds that
φ(zk) ≤ φ(u) +
1
2(1 − σ)λk
∥zk−1 − u∥2 ∀k ≥ 1.
Proof. Using some simple algebraic manipulation, it is easy to see that (3.5) yields










Now, letting θ ∶= (1 − σ)/σ > 0, recalling the denition of the approximate subdierential,
using (3.4) and (3.9), and the fact that ⟨v, v′⟩ ≤ (θ/2)∥v∥2 + (1/2θ)∥v′∥2 for all v, v′ ∈ Z , we
conclude that
λk[φ(zk) − φ(u)] ≤
1
2






















and hence that the conclusion of the lemma holds due to the denition of θ.






∥z0 − u∥2 + λ [ψ(u) − inf
z̃∈Z
ψ(z̃)]] (3.10)
for any function ψ ∶ Z ↦ (−∞,∞], scalar λ ≥ 0, and point z0 ∈ Z . Clearly,Rλψ(u; z0) ∈ R+
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for all u ∈ Z and hence Rλψ(z0) ∈ R+ as well. Moreover, it is easy to see that
Rλψ(z0) = λ [eλψ(z0) − inf
u∈Z
ψ(u)] ≤ λ [ψ(z0) − inf
u∈Z
ψ(u)] , (3.11)
where eλψ(z0) denotes the λ-Moreau envelope of ψ at z0.
We now show that the sequence {∥zk−1 − zk + ṽk∥/λk}k≥1 contains a subsequence that
tends to zero.
Proposition 3.2.3. Let {(zk, ṽk, ε̃k)}k≥1 be generated by an instance of the GIPPF for some
{λk}k≥1. en, the following statements hold:
(a) for every k ≥ 1,
1 − σ
2λk
∥zk−1 − zk + ṽk∥2 ≤ φ(zk−1) − φ(zk); (3.12)
(b) for every k ≥ 2, there exists i ≤ k such that
1
λ2i
∥zi−1 − zi + ṽi∥2 ≤
2Rλ1φ(z0)
(1 − σ)2λ1(Λk − λ1)
= 2 [eλ1φ(z0) − φ∗](1 − σ)2(Λk − λ1)
(3.13)
where Λk and Rλ1φ(z0) are as in (3.7) and (3.10), respectively.
Proof. (a)is follows immediately from (3.8) and the fact that (3.5) is equivalent to δk = 0.
(b) It follows from denitions of φ∗ andRλ1φ(⋅; z0) in (A3) and (3.10), respectively, part




1 − σ) [
1
2λ1
∥z0 − u∥2 + φ(u) − φ∗]
≥ 1
2λ1(1 − σ)
∥z0 − u∥2 + φ(u) − φ∗









∥zi−1 − zi + ṽi∥2
2λi






∥zi−1 − zi + ṽi∥2
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and hence the rst inequality of (3.13) holds in view of the denition of Rλ1φ(z0) in (3.10).
e second inequality follows from (3.11).
Note that the above proposition shows the GIPPF enjoys the descent property in Propo-
sition 3.2.3, which many frameworks and/or algorithms for nding approximate stationary
points ofNCO also share, e.g. Algorithm 2.2.1. It is worth noting that, under the assumption
that φ is a KL-function, frameworks and/or algorithms sharing this property have also been
developed for example in [2, 3, 22, 29] where it is shown that the generated sequence {zk}k≥1
converges to some stationary point of NCO with a well-characterized asymptotic (but not
global) convergence rate, as long as {zk}k≥1 has an accumulation point.
e following result, which follows immediately from Proposition 3.2.3, considers the




{∥z0 − z∗∥ ∶ φ(z∗) = φ∗} . (3.14)
Note that d0 < ∞ if and only if NCO has an optimal solution, in which case the above
inmum can be replaced by aminimum in view of the rst assumption followingNCO.
Corollary 3.2.4. Let {(zk, ṽk, ε̃k)} be generated by an instance the GIPPF with λk = λ for
every k ≥ 1, and dene {(vk, εk, rk)} as in (3.6). en, the following statements hold:
(a) for every k ≥ 2, there exists i ≤ k such that
1
λ2
∥zi−1 − zi + ṽi∥2 ≤
2Rλφ(z0)
λ2(1 − σ)2(k − 1) ≤




λ(1 − σ)(k − 1) (3.15)
where Rλφ(z0) and d0 are as in (3.10) and (3.14), respectively;
(b) for any τ > 0, the GIPPF generates a quadruple (z−, z, ṽ, ε̃) such that
ṽ ∈ ∂ε̃ (λφ +
1
2
∥ ⋅ −z−∥2) (z), 1
λ




) τ 2, (3.16)
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in a number of iterations bounded by
⌈ 2Rλφ(z0)
λ2(1 − σ)2τ 2 + 1⌉ . (3.17)
Proof. (a) e proof of the rst inequality follows immediately from Proposition 3.2.3(b)
and the fact that λk = λ for every k ≥ 1. Now, note that due to (3.10), we have Rλφ(z0) ≤
Rλφ(z0; z0) = λ[φ(z0)−φ∗] andRλφ(z0) ≤ Rλφ(z∗; z0) = ∥z∗−z0∥2/2 for any z∗ satisfying
φ(z∗) = φ∗. e second inequality now follows from the previous observation and the
denition of d0 in (3.14).
(b)is statement follows immediately from the rst inequality in (a) and (3.5).
In the above analysis, we have assumed that φ is quite general. For the remainder of this
chapter, we derive results that use the composite structure underlying φ, i.e. φ = f +hwhere
f and h satisfy conditions (A1)–(A3).
3.2.2 Generating Stationary Points
In the previous subsection, we established that the GIPPF is able to generate a quadruple
(z−, z, ṽ, ε̃) which satises (3.16) for any τ > 0. In this subsection, we present a renement
procedure that uses the above quadruple to generate a pair (ẑ, v̂) ∈ Z × Z which, for su-
ciently small enough τ > 0, satises (3.1).
We begin by presenting the aforementioned procedure in Algorithm 3.2.2.
Algorithm 3.2.2: CR Procedure
Require: h ∈ Conv (Z), f ∈ C(Z), z ∈ Z, L > 0, λ > 0;
Initialize: Lλ ← L + λ−1;
1: procedure CREF(f, h, z,L, λ)
2: zr ← argmin
u∈Z




3: qr ← Lλ(z − zr)
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4: vr ← qr +∇f(zr) −∇f(z)
5: εr ← h(z) − h(zr) − ⟨qr −∇f(z), z − zr⟩
6: return (zr, qr, vr, εr)
e result below, whose proof can be found in Appendix D, presents some important
properties about the CR procedure (CRP).
Proposition 3.2.5. Let (zr, qr, vr, εr) and Lλ be generated by the CRP where (f, h) satisfy
assumptions (A1)–(A2). en, the following statements hold:
(a) qr ∈ ∇f(z) + ∂εrh(z) and εr ≥ 0;
(b) vr ∈ ∇f(zr) + ∂h(zr) and




(c) if the inputs f , h, λ, and z satisfy
ṽ ∈ ∂ε̃ (λ [f + h] +
1
2
∥ ⋅ −z−∥2) (z),
1
λ




for some (ρ̄, ε̄) ∈ R2++ and (z−, ṽ, ε̃) ∈ Z ×Z ×R+, then
∥vr∥ ≤ (1 +
max{m,M}
Lλ
) ∥qr∥, ∥qr∥ ≤ ρ̄ +
√
2ε̄Lλ. (3.19)
e above proposition shows that if (ṽ, ε̃, z, z−) satises the inclusion in (3.18) and the
residuals ε̃/λ and ∥z− − z + ṽ∥/λ are suciently small enough relative to some tolerance ρ̂,
then the CRP generates a pair (ẑ, v̂) that solves Problem 3.1.1. Since, Corollary 3.2.4 shows
that instances of the GIPPF are able to send the aforementioned residuals to zero along some
subsequence, one approach is to iterate an instance of the GIPPF and check if the output
41
of a call to the CRP, as above, satises (3.1). e AIPPM is essentially one method that
implements this approach.
3.2.3 Instances of the GIPPF
In this subsection, we briey discuss some specic instances of the GIPPF.
Recall that, for given stepsize λ > 0 and initial point z0 ∈ Z , the CGM in Algorithm 2.2.1
for solvingNCO recursively computes a sequence {zk}k≥1 given by
zk = argmin
u∈Z
{λ [`g(u; zk−1) + h(u)] +
1
2
∥z − zk−1∥2} . (3.20)
Note that if h is the indicator function of a closed convex set then the above scheme reduces
to the classical projected gradient method.
e following result, whose proof can be found in Appendix A, shows that the CGM
with λ suciently small is a special case of the GIPPF in which λk = λ for all k ≥ 1.
Proposition 3.2.6. Let {zk}k≥1 be generated by the CGM with λk = λ ≤ 1/m and λ < 2/M
for every k ≥ 1, and dene ṽk ∶= zk−1 − zk and
ε̃k ∶= λ [g(zk) − `g(zk; zk−1) +
1
2λ
∥zk − zk−1∥2] . (3.21)
en, for every k ≥ 1, the quadruple (λk, zk, ṽk, ε̃k) satises the inclusion (3.4) with φ = g+h,
and the relative error condition (3.5) with σ ∶= (λM + 2)/4. us, the CGM can be seen as an
instance of the GIPPF.
Under the assumption that λ < 2/M and g ∈ CM(Z), it is well-known that the CGM
solves Problem 3.1.1 in O([φ(z0) − φ∗]/[λρ̂2]) iterations. On the other hand, under the
assumption that λ ≤ 1/M and g ∈ CM(Z), we can easily see that the above result together
with Corollary 3.2.4(b) imply that the CGM solves Problem 3.1.1 in O(Rλφ(z0)/[λ2ρ̂2])
iterations.
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Wenowmake a few general remarks about our discussion in this subsection so far. First,
the condition on the stepsize λ of Proposition 3.2.6 forces it to beO(1/M) and hence quite
small wheneverM ≫m. Second, Corollary 3.2.4(b) implies that the larger λ is, the smaller
the complexity bound (3.17) becomes.ird, letting λk = λ in the GIPPF for some λ ≤ 1/m
guarantees that the function λkφ + ∥ ⋅ −zk−1∥2/2 that appears in (3.4) is convex.
In the remaining part of this subsection, we briey outline the ideas behind an acceler-
ated instance of the GIPPF which chooses λ = O(1/m). First, note that when σ = 0, (3.4)
and (3.5) imply that (ṽk, ε̃k) = (0,0) and
0 ∈ ∂ (λkφ +
1
2
∥ ⋅ −zk−1∥2) (zk). (3.22)






∥z − zk−1∥2} . (3.23)
More generally, assuming that (3.5) holds for some σ > 0 gives us an interpretation of zk, to-
gether with (ṽk, ε̃k), as being an approximate solution of (3.23) where its (relative) accuracy
is measured by the σ-criterion (3.5). Obtaining such an approximate solution is generally
dicult unless the objective function of the prox-subproblem (3.23) is convex.is suggests
choosing λk = λ for some λ ≤ 1/m which, according to a remark in the previous paragraph,
ensures that λkφ + (1/2)∥ ⋅ ∥2 is convex for every k, and then applying an ACGM, e.g. Al-
gorithm 2.2.2, to the (convex) prox-subproblem (3.23) to obtain zk and a certicate pair
(ṽk, ε̃k) satisfying (3.5). An accelerated prox-instance of the GIPPF obtained in this manner
will be the subject of Section 3.3.
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3.3 Accelerated Inexact Proximal Point (AIPP) Method
e main goal of this section is to present another instance of the GIPPF where the triples
(zk, ṽk, ε̃k) are obtained by applying an ACGM, e.g. Algorithm 2.2.2, to the subproblem
(3.23). It contains two subsections. e rst one discusses some new results of the ACGM
whichwill be useful in the analysis of the acceleratedGIPP instance.e second one presents
the acceleratedGIPP instance for solvingNCO and derives its corresponding iteration com-
plexity bound.
3.3.1 Key Properties of the ACGM
e main role of the ACGM is to nd an approximate solution zk of subproblem (3.4) to-
getherwith a certicate pair (ṽk, ε̃k) satisfying (3.4) and (3.5). Indeed, since (3.23) is a special
case of CO, we can apply the ACGM (see Algorithm 2.2.2) with x0 = zk−1 to obtain the triple
(zk, ṽk, ε̃k) satisfying (3.4) and (3.5).
e following result analyzes the iteration complexity of computing the aforementioned
triple.
Lemma3.3.1. Let {(Aj, yj, rj, ηj)}j≥1 be the sequence generated by the ACGMapplied to CO,
where:
(i) ψn ∈ Conv (Z) and ψs ∈ Fµ,L(domψn) for some L > 0 and µ ≥ 0;
(ii) λk = 1/L for every k ≥ 1.
en, for any σ > 0 and index j such that Aj ≥ 2(1 +
√
σ)2/σ, we have
∥rj∥2 + 2ηj ≤ σ∥y0 − yj + rj∥2. (3.24)
As a consequence, the ACGM obtains a triple (y, r, η) = (yj, rj, ηj) satisfying
























iterations, where log+1(⋅) ∶= max{log(⋅),1}.
Proof. See Appendix B.
Note that the above lemma holds for any µ ≥ 0. On the other hand, the next two results
hold only for µ > 0 and derive some important relations satised by two distinct iterates of
the ACGM.
Lemma 3.3.2. Let {(Aj, yj, rj, ηj)}j≥1 and (ψs, ψn) be as in Lemma 3.3.1 with µ > 0. en,
(1 − [Aiµ]−1/2) ∥y∗ − y0∥ ≤ ∥yj − y0∥ ≤ (1 + [Ajµ]−1/2) ∥y∗ − y0∥ ∀j ≥ 1, (3.25)
where y∗ is the unique solution of CO. As a consequence, for all indices i, j ≥ 1 such that
Aiµ > 1, we have







∥xi − x0∥. (3.26)
Proof. First note our assumption on ψs combined with CO imply that ψ ∈ Fµ(Z). Hence, it
follows from Proposition 2.2.3(d) that
µ
2





∥yj − y∗∥ ≤
1√
Ajµ
∥y∗ − y0∥. (3.27)
e inequalities
∥y∗ − x0∥ − ∥yj − y∗∥ ≤ ∥yj − y0∥ ≤ ∥yj − y∗∥ + ∥y∗ − y0∥,
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which are due to the triangle inequality, together with (3.27) clearly imply (3.25). e last
statement of the lemma follows immediately from (3.25).
As a consequence of Lemma 3.3.2, the following result obtains several important rela-
tions on certain quantities corresponding to two arbitrary iterates of the ACGM.
Lemma 3.3.3. Let {(Aj, yj, rj, ηj)}j≥1 and (ψs, ψn) be as in Lemma 3.3.1 with µ > 0. Let i
be an index such that Ai ≥ max{8,9/µ}. en, for every j ≥ i, we have
∥yj − y0∥ ≤ 2∥yi − y0∥, ∥rj∥ ≤
4
Aj
∥yi − y0∥, ηj ≤
2
Aj
∥yi − y0∥2, (3.28)
∥y0 − yj + rj∥ ≤ (4 +
8
Aj
)∥y0 − yi + ri∥, ηj ≤
1
Aj
8∥y0 − yi + ri∥2. (3.29)
Proof. e rst inequality in (3.28) follows from (3.26) and the assumption that Aiµ ≥ 9.








which, combined with the rst inequality in (3.28), prove the second and the third inequal-
ities in (3.28). Noting thatAi ≥ 8 by assumption, Lemma 3.3.1 implies that (3.24) holds with
σ = 1 and j = i, and hence that
∥ri∥ ≤ ∥y0 − yi + ri∥. (3.30)
Using the triangle inequality, the rst two inequalities in (3.28) and relation (3.30), we con-
clude that




≤ (2 + 4
Aj
)(∥y0 − yi + ri∥ + ∥ri∥) ≤ (4 +
8
Aj
)∥y0 − yi + ri∥,
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and that the rst inequality in (3.29) holds. Now, the last inequality in (3.28), combined with





∥y0 − yi∥2 ≤
4
Aj
(∥y0 − yi + ri∥2 + ∥ri∥2) .
Hence, in view of (3.30), the last inequality in (3.29) follows.
3.3.2 Statement and Properties of the AIPPM
is subsection presents and analyzes the AIPPM for solving Problem 3.1.1.emain results
of this subsection areeorem 3.3.5 and Corollary 3.3.6 which give the iteration complexity
of the AIPPM.
In order to state the method, we rst state two ACG instances in Algorithm 3.3.1 that use
terminations which are related to (3.5).
Algorithm 3.3.1: ACG Instances for the AIPPM
Require: σ ≥ 0, (µ,L) ∈ R2++, ψn ∈ Conv (Z), ψn ∈ Fµ,L(Z), y0 ∈ Z ;
1: procedure ACG1(ψs, ψn, y0, σ, µ,L)
2: for k = 1, ... do
3: λk ← 1/L
4: Generate (Ak, yk, rk, ηk) according to Algorithm 2.2.2.
5: if ∥rk∥2 + 2ηk ≤ σ∥y0 − yk + rk∥2 and Ak ≥ max{8,9/µ} then
6: return (yk, rk)
Require: (η̄, σ) ∈ R2+, (µ,L) ∈ R2++, ψn ∈ Conv (Z), ψn ∈ Fµ,L(domψn), y0 ∈ Z ;
1: procedure ACG2(ψs, ψn, y0, σ, η̄, µ,L)
2: for k = 1, ... do
3: λk ← 1/L
4: Generate (yk, rk, ηk) according to Algorithm 2.2.2.
5: if ∥rk∥2 + 2ηk ≤ σ∥y0 − yk + rk∥2 and ηk ≤ η̄ then
6: return (yk, rk, ηk)
We now state the AIPPM in Algorithm 3.3.2, which uses the ACGM instances in Al-
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gorithm 3.3.1 and the CRP in Algorithm 3.2.2. Given a starting point z0 ∈ Z and stepsize
λ ∈ (0,1/m), its main idea is to repeatedly apply the ACGM at its kth iteration to approxi-
mately solve the subproblem
min
z∈Z
{λ(f + h)(z) + 1
2
∥z − zk−1∥2} .
is process is iterated until the residuals ∥zk−1 − zk + ṽk∥/λ and ε̃k, generated by the ACG
call, are suciently small relative to ρ̂. A call to the CRP is then made to generate a pair
(ẑ, v̂) that solves Problem 3.1.1.
Algorithm 3.3.2: AIPP Method
Require: ρ̂ > 0, σ ∈ (0,1), (m,M) ∈ R2+, h ∈ Conv (Z), f ∈ Cm,M(Z), λ ∈
(0,1/m), z0 ∈ Z ;
Initialize: µ← 1 − λm, L← 1 + λM, ρ̄← ρ̂/4, ε̄← ρ̂2/(32[max{m,M} + λ−1]);
1: procedure AIPP(f, h, z0, λ,m,M,σ, ρ̂)
2: for k = 1, ... do
3: Part 1 Attack the kth prox subproblem.
4: ψks ⇚ λf + ∥ ⋅ −zk−1∥2/2
5: (zk, ṽk, ε̃k)← ACG1(ψks , λh, zk−1, σ, µ,L)
6: if ∥zk−1 − zk + ṽk∥ ≤ λρ̄/5 then
7: Part 2 Attack the last prox subproblem.
8: (z, ṽ, ε̃)← ACG2(ψks , ψkn, zk−1, σ, λε̄, µ,L)
9: (ẑ, q̂, v̂, ε̂)← CREF(f, h, z,max{m,M}, λ)
10: return (ẑ, v̂)
Some comments about the AIPPM are in order. To ease the discussion, let us refer to
the ACG iterations performed in Line 5 and Line 8 of the method as inner iterations and
the iterations over the indices k as outer iterations. First, in view of the last statement of
Lemma 3.3.1 and the termination conditions given in Algorithm 3.3.1, each ACGM call al-
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ways stops and outputs a triple (z, ṽ, ε̃) satisfying
ṽ ∈ ∂ε̃ (λ [f + h] +
1
2
∥ ⋅ −zk−1∥2) (z), ∥ṽ∥2 + 2ε̃ ≤ σ∥zk−1 − z + ṽ∥2 (3.31)
at the kth outer iteration. Second, in view of the rst comment, the outer iterations can be
viewed as iterations of the GIPPF applied to NCO. Finally, the goal of the ACGM call in
Line 8 is to obtain a triple (z, ṽ, ε̃) with a possibly smaller ε̃ while preserving the quality of
the quantity ∥zk−1 − z̃ + ṽ∥/λ, which at its start is bounded by (λρ̄)/5 and, throughout its
inner iterations, can be shown to be bounded by λρ̄ (see (3.36)).
e next proposition summarizes some basic facts about the AIPPM.
Lemma 3.3.4. Let (ρ̄, ε̄) be as in the initialization phase of the AIPPM. en, the following
statements about the AIPPM hold:
(a) at each outer iteration, its call to the ACGM in Line 5 stops and nds a triple (z, ṽ, ε̃)











1 + λM⌉ (3.32)
inner iterations;
(b) its last call to the ACGM in Line 8 stops with an output triple (z, ṽ, ε̃) satisfying
ṽ ∈ ∂ε̃ (λφ +
1
2
∥ ⋅ −zk−1∥2) (z),
1
λ























inner iterations, where log+1(⋅) ∶= max{log(⋅),1};
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(c) it is a special implementation of the GIPPF in which λk = λ for every k ≥ 1;
(d) it stops with an output pair (ẑ, v̂) that solves Problem 3.1.1 in at most
kO ∶= ⌈
25Rλφ(z0)
(1 − σ)2λ2ρ̄2 + 1⌉ (3.35)
outer iterations, where Rλφ(⋅) is as dened in (3.10);
(e) for every k ≥ 1, its sequence of iterates {zk}k≥1 and output point ẑ satisfy φ(z1) ≥
φ(zk) ≥ φ(ẑ).
Proof. All line numbers referenced in this proof are with respect to the AIPPM in Algo-
rithm 3.3.2. Moreover, let (µ,L) be as in the initialization phase of the AIPPM.
(a) In view of assumptions (A1)–(A2), it holds that for every k ≥ 1we haveψks ∈ Fµ,L(Z)
and ψkn ∈ Conv (Z). Hence, it follows from the last statement of Lemma 3.3.1 and the








inner iterations. On the other hand, in view of Proposition 2.2.3(c) with λi = 1/L for every






inner iterations. Combining the previous two inner iteration bounds yields the desired con-
clusion.
(b) Consider the triple (zk, ṽk, ε̃k) obtained in the last call to Line 5. In view of the
termination criteria in this call, there exists an index k ≥ 1 such that (zk, ṽk, ε̃k) is the jth
iterate of the ACGM started from y0 = zk−1 with Aj ≥ max{8,9/µ}, and hence, the index j
satises the assumption of Lemma 3.3.3. It then follows from (3.29), Line 6, the rst remark
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following the AIPPM, and Proposition 2.2.3(c) with λi = 1/L for every i ≥ 1, that the call to
























Using the stopping criterion for the ACGM instance in Line 8, the inequality for ε̃ above, the
denitions of µ and L, and the relation that log(1 + t) ≥ t/2 for all t ∈ [0,1], we can easily
see that ε̃ ≤ λε̄ and (b) holds.
(c)is statement is obvious.
(d)e bound on the number of outer iterations follows by combining (c), the stopping
criterion in Line 6, and Corollary 3.2.4(b) with ρ̄ replaced by ρ̄/5.
To show that the output pair (ẑ, v̂) solves Problem 3.1.1, we rst note that part (b) implies
that the output (z, ṽ, ε̃) of Line 8 satises (3.18) with z− = zk−1. It now follows from the call to
the renement procedure in Line 9, Proposition 3.2.5(b)–(c) with (zr, vr, z−) = (ẑ, v̂, zk−1),
and the denitions of ρ̄ and ε̄, that v̂ ∈ ∇f(ẑ) + ∂h(ẑ) and
∥v̂∥ ≤ 2 [ρ̄ +
√





which is exactly (3.1).
(e)is follows from Line 9, Lemma 3.2.2, and Proposition 3.2.5(b) with zr = ẑ.
We now state one of our main results of this chapter, which is the iteration complexity of the
AIPPM for solving Problem 3.1.1. Recall that the AIPPM assumes that λ < 1/m.






min{σ,1 − λm} [
Rλφ(z0)







inner iterations, where Rλφ(⋅) is as in (3.10) and log+1(⋅) ∶= max{log(⋅),1}.
Proof. First, note that the total number of inner iterations in a call of the AIPPM is kT ∶=
kIkO +kL—where kI , kO, and kL are as in Lemma 3.3.4(a), (d), and (b), respectively. Using
the fact thatλ < 1/m, and hence log+1(λmax{m,M}) = O(log+1(λM)), it is straightforward
to verify that kT is on the same order of magnitude as in (3.38). e fact that (ẑ, v̂) solves
Problem 3.1.1 follows from Lemma 3.3.4(d).
Note that the AIPP version in which λ = 1/(2m) and σ = 1/2 yields the best complexity
bound under the reasonable assumption that, inside the squared bracket in (3.38), the rst
term is larger than the second one.
e following result describes the number of oracle calls performed by the AIPPM with
λ = 1/(2m) and σ = 1/2.
Corollary 3.3.6. e AIPPM with inputs λ = 1/(2m) and σ = 1/2 outputs a pair (ẑ, v̂) that

















oracle calls, where Rλφ(⋅) is as in (3.10) and log+1(⋅) ∶= max{log(⋅),1}.
Proof. is is immediate fromeorem 3.3.5, the denition of log+1(⋅), and the fact that the
ACGM usesO(1) oracle calls per iteration.
Wenowmake a few remarks about the iteration complexity bound (3.39) and its relation-
ship to two other ones obtained in the literature under assumption that: (i)m ≤M ; and (ii)
the term O(1/ρ̂2) in (3.39) dominates the other one. First, using the denition of Rλφ(z0)





min{φ(z0) − φ∗,md20}) (3.40)
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where d0 is as in (3.14). Second, since the iteration complexity bound for the CGMwith λ =
1/M isO(M[φ(z0)−φ∗]/ρ̂2) (see the discussion following Proposition 3.2.6), we conclude
that (3.40), and hence (3.39), is better than the CGM bound by a factor of
√
M/m. ird,
bound (3.40), and hence (3.39), is also better than the one established in [30, Corollary 2] for
an ACGM applied directly toNCO by at least a factor of
√
M/m. Note that the accelerated
method of [30] assumes that the diameter of Z is bounded while the AIPPM does not.
3.3.3 Lower Complexity Bounds
Lower complexity bounds have recently been established in [116] for the complexity of nd-
ing solutions of Problem 3.1.1.e result below gives its precise statement.
eorem 3.3.7. Consider any algorithmA that solves Problem 3.1.1 under assumptions (A1)–
(A3) and the assumption thath ≡ 0. For an initial point z0 ∈ Z , if the iterates {zk}k≥1 generated
byA satisfy
zk ∈ Lin{z0, ..., zk−1,∇f(z0), ...,∇f(zk)} ∀k ≥ 1 (3.41)
where Lin S denotes the linear span of a set of elements S, thenA requires
Ω(
√
mM [φ(z0) − φ∗]
ρ̂2
) (3.42)
iterations to generate a solution of Problem 3.1.1.
We now make two remarks about the above result. First, since (3.42) is a lower com-
plexity bound for the case of h ≡ 0 it is also a lower complexity bound for the case of
h ∈ Conv (Z). Second the linear-span requirement in (3.41) is more restrictive than the
one considered in this chapter. Finally, in view of the remarks following Corollary 3.3.6, the
AIPPM of this chapter achieves the lower complexity bound (3.42) up to a multiplicative
constant.
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3.4 Conclusion and Additional Comments
In this chapter, we presented an accelerated inexact proximal point method for obtaining
approximate stationary points of an unconstrained NCO problem whose objective function
is the sum of two functions h ∈ Conv (Z) and f ∈ Cm,M(domh) for some (m,M) ∈ R2++.
e method consists of inexactly solving a sequence of proximal subproblems using an ac-
celerated composite gradient method. We then established an O(ρ̂−2) iteration complexity
bound for nding ρ̂-approximate stationary points which was observed to be complexity
optimal in terms ofm,M , and ρ̂ for a large class of linear-span rst-order methods.
e next chapter uses the developments in this one to develop methods for solving a
class of set-constrained NCO problems.
Additional Comments
We now give a few additional comments about the results in this chapter.
First, the AIPPM improves on the complexity in [18] by a factor of log(M/ρ). Second,
the AIPPM is a variant of the AIPP method in [46]. More specically, the AIPPM of this
chapter checks conditions (3.4) and (3.5) at every inner iteration while the AIPP method in
[46] merely prescribes a xed number of inner iterations per outer iteration.
Future Work
It would be worth investigating if the AIPPM also achieves the lower complexity bound for
general rst-order methods which do not necessary require condition (3.41). Currently, a
lower bound [19, 20] is only known for case where f ∈ CL(Z) for someL > 0. Additionally, it
would be interesting to see if the behavior of the AIPPM, or a variant of its, under a stochas-
tic oracle (as opposed to a deterministic one). Finally, it would be worth investigating the
properties of a non-Euclidean AIPPM which is based on Bregman distances.
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CHAPTER 4
FUNCTION CONSTRAINED COMPOSITE OPTIMIZATION
Our main goal in this chapter is to describe and establish the iteration complexity of




{φ(z) ∶= f(z) + h(z) ∶ g(z) ∈ S} (CNCO)
where Z is a nite dimensional inner product space, h ∈ Conv (Z) for some Z ⊆ Z , f ∈
Cm,M(Z) for some (m,M) ∈ R2++, g ∈ C(Z), and S ⊆ R is a closed convex set over some
nite dimensional inner product spaceR.
e rst method is a quadratic penalty method for solved linearly set-constrained in-
stances of CNCO., i.e. g is linear, whereas the second method is an inexact proximal aug-
mented Lagrangianmethod for solving nonlinearly cone-constrained instances of CNCO,
i.e. g is (possibly) nonlinear and S is a closed convex cone. roughout our presentation,
it is assumed that ecient oracles for evaluating the quantities f(z), ∇f(z), g(z), ∇g(z),





∥z − z0∥2} , min
r∈S
∥r − r0∥
for any z0 ∈ Z , r ∈ R, and λ > 0, are available. Moreover, we dene an oracle call to be a
collection of the above oracles of sizeO(1) where each of them appears at least once.
Given tolerance pair (ρ̂, η̂) ∈ R2++, it is shown that both methods obtain a solution pair
([ẑ, p̂], [v̂, q̂]) satisfying
v̂ ∈ ∇f(ẑ) + ∂h(ẑ) +∇g(ẑ)p̂, g(ẑ) + q̂ ∈ S
∥v̂∥ ≤ ρ̂, ∥q̂∥ ≤ η̂,
(4.1)
in a number of oracle calls that depends on the tolerance pair (ρ̂, η̂). More specically, the
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quadratic penalty method obtains the above conditions inO(ρ̂−2η̂−1) oracle calls, while the
augmented Lagrangian method does this inO([η̂−1/2ρ̂−2+ ρ̂−3] log+1[ρ̂−1+ η̂−1]) oracle calls.
It is worthmentioning that the no regularity conditions are needed for the quadratic penalty
method and only a Slater-like condition is needed for the augmented Lagrangian method.
e content of this chapter is based on papers [46, 48] (joint work with JeersonG.Melo
and Renato D.C. Monteiro) and several passages may be taken verbatim from it.
RelatedWorks
We rst review methods that consider the case where g is linear. e complexity analysis
of a rst-order quadratic penalty method for the case where f is convex, h is an indicator
function, was rst given in [51] and further analyzed in [4, 72, 78]. Aside from [46], papers
[47, 49, 62] are otherworks that establish the iteration complexity of quadratic penalty-based
methods. For the casewhereS = {b}, paper [42] proposes a penaltyADMMapproachwhich
introduces an articial variable y in CNCO and then penalizes y to obtain the penalized
problem
min{f(z) + h(z) + c
2
∥y∥2 ∶ Ax + y = b} , (4.2)
which is then solved by a two-block ADMM. It is then shown in [42, Remark 4.3] that the
overall number of composite gradient steps performed by the aforementioned two-block
ADMM penalty scheme for obtaining an approximate stationary point as in (4.1) isO(ρ̂−6)
when: η̂ = ρ̂, the level sets of f + h are bounded, and the initial triple (z0, y0, p0) satises
(y0, p0) = (0,0), Az0 = b, and z0 ∈ domh.
We now turn our attention to augmented Lagrangian (AL) methods that consider gen-
eral (possibly nonlinear) functions g. Since AL-based methods for the convex case have
been extensively studied in the literature (see, for example, [4, 5, 51, 52, 66, 78, 93, 111]), we
focus on papers that deal with nonconvex problems. Moreover, we concentrate on those
dealing with proximal augmented Lagrangian (PAL) based methods, i.e. the ones for which
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the “inner” subproblems are of (or close to) the form in (4.26), and only those that estab-
lish iteration complexities. Paper [40] studies the iteration complexity of a linearized PAL
method under the restrictive assumption that h = 0. Paper [35] introduces a perturbed
θ-AL function, which agrees with the classical one (see (4.25)) when θ = 0, and studies a
corresponding unaccelerated PAL method whose iteration complexity is O(η̂−4 + ρ̂−4) un-
der the strong condition that the initial starting point is feasible with respect to the constraint
g(z) ∈ S. Paper [70] analyzes the iteration complexity of an inexact proximal accelerated
PAL method based on the aforementioned perturbed AL function and shows, regardless of
whether the initial point is feasible, that an approximate stationary point as in (4.1) is ob-
tained in O(η̂−1ρ̂−2 log η̂−1) ACG iterations and that the latter bound can be improved to
O(η̂−1/2ρ̂−2 log η̂−1) under an additional Slater-like assumption. Both papers [35, 70] as-
sume that θ ∈ (0,1], and hence, their analyses do not apply to the classical PAL method.
In fact, as θ approaches zero, the universal constants that appear in the complexity bounds
obtained in [35, 70] diverge to innity. Using a dierent approach, i.e. one that does not rely
on a merit function, paper [69] establishes the iteration complexity of an accelerated PAL
method based on the classical augmented Lagrangian (see (4.25)) and Lagrange multiplier
update (see (4.27)).
For the case where S is a closed convex cone −K, each component of g isK-convex, and
K = {0} × Rk+, i.e. the constraint is of the form g(x) = 0 and/or g(x) ≤ 0, papers [58, 101]
present PAL methods that perform Lagrange multiplier updates only when the penalty pa-
rameter is updated. Hence, if the penalty parameter is never updated (which usually happens
when the initial penalty parameter is chosen to be suciently large), then these methods
never perform Lagrange multiplier updates, and thus they behave more like penalty meth-
ods. Paper [57] studies a hybrid penalty/augmented Lagrangian (AL) based method whose
penalty iterations are the ones which guarantee its convergence and whose AL iterations are
included with the purpose of improving its computational eciency. For the case where g is
not necessarilyK-convex andK = {0}, i.e. the constraint is of the form g(x) = 0, paper [110]
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analyzes the complexity of a PAL method under the strong assumption that: (i) h = 0; (ii)
the smallest singular value of∇g(x) is uniformly bounded away from zero everywhere; and,
optionally, (iii) the initial starting point is feasible with respect to the constraint g(z) ∈ S.
Finally, we discuss other papers that have motivated the developments in [48] or are
tangentially related to it. Paper [13] considers a primal-dual proximal point scheme and
analyzes its iteration-complexity under strong conditions on the initial point. Papers [114,
115] present a primal-dual rst-order algorithm for solving CNCO when h = δP and P is
a box (in [115]) or more generally a polyhedron (in [114]). ey also show that the primal-
dual algorithm obtains an approximate stationary point as in (4.1) inO(ρ̂−2) iterations when
ρ̂ = η̂.
Organization
is chapter contains two sections. e rst one presents an accelerated quadratic penalty
method for solving linear set-constrained instances of CNCO. e second one presents
an accelerated augmented Lagrangian method for solving nonlinearly cone-constrained in-
stances of CNCO.e last one gives a conclusion and some closing comments.
4.1 Composite Optimization with Linear Set Constraints
e quadratic penalty method is a popular optimization method for solving convex com-
posite optimization problems with functional constraints g(x) ≤ 0 where g ∶ Rn ↦ Rm is
convex in each of its entries. Denoting the function
Lc(x;p) = φ(x) +
1
2c
[∥max{0, p + cg(z)}∥2 − ∥p∥2] (4.3)
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as the augmented Lagrangian of the constrained problem minx∈Rn{φ(x) ∶ g(x) ≤ 0}, the




for some sequence of penalty parameters {ck}k≥1 andmultipliers {pk}k≥1. For the casewhere
h is the indicator of a closed convex set, it is known (see, for example, [11, Proposition 4.2.1])
that if 0 < ck < ck+1 for every k ≥ 1 and ck → ∞ then every limit point of the sequence
{xk} is a global minimum of the constrained problem. Moreover, under some additional
regularity conditions, it can be shown (see, for example, [11, Section 4.2.1]) that the sequence
{max{0, pk + ckg(xk)}}k≥1 converges to a Lagrange multiplier of the constrained problem.
Our main goal in this chapter is to describe and establish the iteration complexity of an
accelerated inexact proximal quadratic penalty (AIP.QP) method for nding approximate
stationary points of the linearly set-constrained NCO problem
ϕ̂∗ ∶= min
z∈Z
{φ(z) ∶= f(z) + h(z) ∶ Az ∈ S} , (CNCO[a])
where A ∶ Z ↦ R is linear, the feasible set is nonempty, and the functions f and h are as
described at the beginning of the chapter.
e AIP.QP method (AIP.QPM) is based on the smooth quadratic penalty function
fc(z) ∶= f(z) +
c
2
dist2(Az, S) ∀z ∈ Z, ∀c > 0. (4.5)
and it uses the AIPPM of Chapter 3 to generate its `th iterate: given c`, nd an approximate
stationary point ẑ of the NCO problem
ϕ̂c` ∶= min
z∈Z
{ϕc`(z) ∶= fc`(z) + h(z)} , (4.6)
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and check if it is approximately feasible, i.e. dist(Aẑ, S) ≈ 0; if it is not, thenmultiplicatively
increase c` by some factor and go the next iteration.
For a given tolerance pair (ρ̂, η̂) ∈ R2++ and a suitable choice of λ, the main result of this
chapter shows that the AIP.QPM, started from any point z0 ∈ Z obtains a pair ([ẑ, p̂], [v̂, q̂])
satisfying the approximate stationarity conditions
v̂ ∈ ∇f(ẑ) + ∂h(ẑ) +A∗p̂ ∥v̂∥ ≤ ρ̂ (4.7)


















oracle calls, where d0 = minz∈Z{∥z0 − z∗∥ ∶ φ(z∗) = φ∗}, log+1(⋅) = max{1, log(⋅)}, Θη̂ =
O(M + ∥A∥2/η̂2), and ĉ is a positive scalar for which ϕ̂ĉ as in (4.6) with c` = ĉ is nite.
It is worth mentioning that this result neither assumes that Z is bounded nor that
CNCO[a] has an optimal solution.
Organization
is section contains three subsections.e rst one gives some preliminary references and
discusses our notion of a stationary point given in (4.7) and (4.8). e second one presents
some key properties of the penalty approach. e last one presents the AIP.QPM and its
iteration complexity.
4.1.1 Preliminaries
is section enumerates the assumptions on problem CNCO[a], states the main problem
of interest, and discusses the notion of an approximate stationary point given in (4.7) and
(4.8).
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It is assumed that φ = f + g satises assumptions (A1)–(A2) as well as the following
assumptions:
(B1) A ∶ Z ↦R is a nonzero linear operator, S ⊆R is a closed convex set, and the feasible
region F ∶= {z ∈ Z ∶ Az ∈ S} is nonempty;
(B2) there exists ĉ ≥ 0 such that ϕ̂ĉ > −∞, where
ϕ̂c ∶= inf
z∈Z
{ϕc(z) ∶= fc(z) + h(z)} , ∀c ≥ 0, (4.9)
where fc(⋅) is as in (4.5).
We now make three remarks about the above assumptions. First, the above assumptions
imply that the optimal value of CNCO[a] is nite but not necessarily achieved. Second,
assumption (B2) is quite natural in the sense that the penalty approach underlying the
AIP.QPM would not make sense without it. ird, it is well-known that a necessary condi-
tion for z∗ ∈ Z to be a local minimum of CNCO[a] is that z∗ be a stationary point of f + h,
i.e. there exists p∗ ∈R such that 0 ∈ ∇f(z∗) + ∂h(z∗) +A∗p∗ andA∗z ∈ S.
In view of the above assumptions and remarks, we are interested in solving the problem
given in Problem 4.1.1.
Problem 4.1.1: Find an approximate stationary point of CNCO[a]
Given (ρ̂, η̂) ∈ R2++, nd a pair ([ẑ, p̂], [v̂, q̂]) ∈ [Z ×R]× [Z ×R] satisfying conditions
(4.7) and (4.8).
4.1.2 Key Properties of the Quadratic Penalty Approach
We begin with some basic properties about the penalty function ϕc and some of its related
quantities.
61
Lemma 4.1.1. Let (f, h) be a pair of functions satisfying assumptions (A1)–(A2) and (B1)–
(B2), F be as in assumption (B1), (ĉ, ϕ̂c, ϕc) be as in assumption (B2), and the functions
Rλψ(⋅) and Rλψ(⋅, ⋅) be as in (3.10). Moreover, dene
RFλ ψ(z0) ∶= inf
u∈F
Rλψ(u; z0), (4.10)
for any function ψ ∶ Z ↦ (−∞,∞], scalar λ ≥ 0, and point z0 ∈ Z . en, the following
statements hold for every scalar c ≥ ĉ, scalars λ, λ̂ ∈ R+ satisfying λ ≥ λ̂, and point z0 ∈ Z :
(a) ϕ̂c ≥ ϕ̂ĉ > −∞ and ϕc(u) = ϕĉ(u) for every u ∈ F ;
(b) Rλϕc(u; z0) ≤ Rλ̂ϕĉ(u; z0) for every u ∈ F , and hence, RFλ ϕc(z0) ≤ RFλ̂ ϕĉ(z0);




∥z0 − z∗∥2 + λ [ϕ̂∗ − ϕ̂c]
where ϕ̂∗ is as in CNCO[a].
Proof. (a)e fact that ϕ̂ĉ > −∞ is from assumption (B2). e fact that ϕc(u) = ϕĉ(u) for
every u ∈ F immediate from the denitions of ϕc and F . e remaining inequality follows
from the denition of ϕc and the assumption that c ≥ ĉ.
(b)e rst set of inequalities is immediate from part (a) and our assumption on (λ, λ̂).
e second one follows from the denition of RFλ ϕc(⋅) in (4.10).
(c)is is immediate from the denition of RFλ ϕc(⋅) in (4.10).
Note that, similar to (3.11), it is straightforward to show that the function Rλ,Fψ(⋅) in
(4.10) satises
RFλ ψ(z0) = λ [eλ(ψ + δF)(z0) − inf
u∈Z
(ψ + δF)(u)] .
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e next result shows how a solution of Problem 3.1.1 with f = fc is related to the con-
ditions in Problem 4.1.1.
Lemma 4.1.2. Given ρ̂ > 0 and c > 0, let (ẑ, v̂) be a solution of Problem 3.1.1 with f = fc as
in (4.5). Moreover, dene the quantities
p̂ = c [Aẑ −ΠS(Aẑ)] , q̂ = ΠS(Aẑ) −Aẑ.
en the following statements hold:
(a) the pair ([ẑ, p̂], [v̂, q̂]) satises (4.7) and the inclusion in (4.8);
(b) it holds that
∥q̂∥2 ≤ 2 [ϕc(ẑ) − ϕ̂ĉ]
c − ĉ .
Proof. (a) Using Lemma E.2.1(b) with K = S and the Chain Rule, it follows that
∇fc(ẑ) = ∇f(ẑ) + cA∗ [Aẑ −ΠS(Aẑ)] = ∇f(ẑ) +A∗p̂,
and hence, by the denition of Problem 3.1.1 with fc, it holds that (ẑ, p̂, v̂) satises (4.7). On
the other hand, the inclusion (4.8) follows immediately from the denition of q̂.




) ⋅ dist2(Aẑ, S) ≤ ϕĉ(ẑ) + (
c − ĉ
2
) ⋅ dist2(Aẑ, S) = ϕc(ẑ).
Rearranging the above inequality and using the fact that ∥q̂∥ = dist(Aẑ,S), it holds that
∥q̂∥2 = dist2(Aẑ,S) ≤ 2 [ϕc(ẑ) − ϕ̂ĉ]
c − ĉ .
We now describe the behavior of a GIPP instance (see Chapter 3) applied to (4.9).
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Lemma 4.1.3. Let q̂, ĉ, ϕc, and RFλ ϕc(⋅) be as in Lemma 4.1.2, and suppose {(zk, ṽk, ε̃k)}k≥1
is a sequence generated by an instance of the GIPPF (see Algorithm 3.2.1) for some {λk}k≥1
and z0 ∈ Z with φ = ϕc for some c > ĉ. Moreover, let η̂ ∈ R++ be given and dene
Tη̂(λ) ∶= ĉ + [
2 ⋅RFλ ϕĉ(z0)
λ(1 − σ) ] η̂
−2 ∀λ ∈ R++, (4.11)
where RFλ ϕĉ(⋅) is as in (4.10). en, for every ẑ ∈ Z such that ϕc(ẑ) ≤ ϕc(z1), it holds that
∥q̂∥2 ≤ [Tη̂(λ1) − ĉ] η̂
2
c − ĉ . (4.12)
As a consequence, if c ≥ Tη̂(λ1) then ∥q̂∥ ≤ η̂.
Proof. Let ẑ ∈ Z be such that ϕc(ẑ) ≤ ϕc(z1). Using Lemma 3.2.2 with k = 1, the previous
bound, and Lemma 4.1.1(a), it holds that
ϕc(ẑ) − ϕ̂ĉ ≤ ϕc(z1) − ϕ̂ĉ










(λ1 [ϕĉ(u) − ϕ̂ĉ] +
1
2
∥u − z0∥2) ∀u ∈ F .
Taking the inmum of the above bound over u ∈ F and using the denition of RFλ ϕĉ(z0),
we conclude that




Using (4.13), Lemma 4.1.2(b), and the denition in (4.11) yields (4.12). e last conclusion
follows immediately from (4.12) and the assumption that c ≥ Tη̂(λ1).
We now make some remarks about the above result. First, it does not assume that F ,
and henceZ , is bounded. Also, it does not even assume that CNCO[a] has an optimal solu-
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tion. Second, it implies that all iterates (excluding the starting one) generated by an instance
of the GIPPF applied to (4.6) satisfy the feasibility requirement, i.e. the last inequality in
(4.8), as long as c` is suciently large, i.e. c` ≥ Tη̂(λ1). ird, since the quantity RFλ ϕĉ(z0),
which appears in the denition of Tη̂(λ1) is dicult to estimate, a simple way of choosing
a penalty parameter c` such that c` ≥ Tη̂(λ1) is not apparent. is is why the AIP.QPM
solves instead a sequence of penalized subproblems (4.6) for a strictly increasing sequence
of penalty parameters {c`}`≥1. Moreover, despite solving a sequence of penalized subprob-
lems, it is shown that its total number of oracle calls is the same as the one for the ideal
method corresponding to solving (4.6) with c1 = Tη̂(λ1).
Recall from Lemma 3.3.4 andeorem 3.3.5 in Chapter 3 that the AIPPM: (i) generates
its iterates as an instance of the GIPPF; and (ii) outputs a pair (ẑ, v̂) that solves Problem 3.1.1
with φ(ẑ) ≤ φ(z1). In view of these facts, Lemma 4.1.2 and Lemma 4.1.3 show that the
AIPPM is a suitable candidate for solving 4.1.1 when it is given f = fc for a suciently
large enough c > 0. It only remains to show that the AIPPM can be applied to (4.9). Since
assumption (A1) is that h ∈ Conv Z , we show that fc satises the necessary smoothness
requirements in the result below.
Lemma 4.1.4. Suppose f satises assumption (A2) and let fc be as in (4.5). For any c ≥ 0, it
holds that fc ∈ Cm,Mc(Z) whereMc ∶=M + c∥A∥2.
Proof. Let Q(z) ∶= dist2(Az, S)/2. Using Lemma E.2.1(a)–(b) with K = S and the Chain
Rule, it holds that
∥∇Q(z) −∇Q(u)∥ = ∥A∗ ([Az −ΠS(Az)] − [Au −ΠS(Az)])∥
≤ ∥A∥ ⋅ ∥[Az −ΠS(Az)] − [Au −ΠS(Au)]∥
≤ ∥A∥ ⋅ ∥Az −Au∥ ≤ ∥A∥2∥z − u∥,
and hence,Q ∈ F0,∥A∥2(Z).e conclusion now follows from assumption (A2) and the fact
that fc = f + cQ.
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4.1.3 Statement and Properties of the AIP.QPM
is subsection describes and establishes the iteration complexity of the AIP.QPM.
We rst state the AIP.QPM inAlgorithm 4.1.1, which uses the AIPPM inAlgorithm 3.3.2.
Given (σ,λ) ∈ (0,1) × (0,1/m) and z0 ∈ Z , its main idea is to invoke the AIPPM to obtain




where {c`}`≥1 is a strictly increasing sequence of penalty parameters that tend to innity. At
the end of each AIPPM call, a pair ([ẑ, p̂], [v̂, q̂]) is generated that satises (5.32) and the
inclusion in (4.7), and the method terminates when the inequality in (4.8) holds.
Algorithm 4.1.1: AIP.QP Method
Require: (ρ̂, η̂) ∈ R2++, σ ∈ (0,1), (m,M) ∈ R2+, h ∈ Conv (Z), f ∈
Cm,M(Z), λ ∈ (0,1/m), z0 ∈ Z, A ≠ 0, S ⊆R, ĉ > 0 satisfying (B2);
Initialize: c1 ← ĉ + (M + λ−1)/∥A∥2;
1: procedure AIP.QP(f, h,A, S, z0, ĉ, λ,m,M,σ, ρ̂, η̂)
2: for ` = 1, ... do
3: Part 1 Attack the `th prox penalty subproblem.




5: Mc` ←M + c`∥A∥2
6: (ẑ`, v̂`)← AIPP(fc` , h, z0, λ,m,Mc` , σ, ρ̂)
7: p̂` ← c` [Aẑ` −ΠS(Aẑ`)]
8: q̂` ← ΠS(Aẑ`) −Aẑ`
9: Part 2 Either stop with a nearly feasible point or increase c`.
10: if ∥q̂`∥ ≤ η̂ then
11: return ([ẑ`, p̂`], [v̂`, q̂`])
12: c`+1 ← 2c`
Some comments about the AIP.QPM are in order. To ease the discussion, let us refer
to the AIPP iterations in each AIPP call as outer iterations, the ACG iterations performed
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inside each AIPP call as inner iterations, and the iterations over the indices ` as cycles.
First, it follows from Lemma 3.3.4(d) that the pair (ẑ, v̂) = (ẑ`, v̂`) solves Problem 3.1.1 with
f = fc` . As a consequence, Lemma 4.1.2(a) implies that the output ([ẑ, p̂], [v̂, q̂]) satises the
(4.7) and the rst inequality in (4.8). Second, since every loop of the AIP.QPM doubles c`,
the condition c` > Tη̂(λ1)will be eventually satised. Hence, in view of the previous remark,
the q̂` corresponding to this c` will satisfy the feasibility condition ∥q̂`∥ ≤ η̂ and the AIP.QPM
will stop in view of its stopping criterion in Line 10. Finally, in view of the previous remarks,
we conclude that the AIP.QPM terminates with a triple ([ẑ, p̂], [v̂, q̂]) satisfying (4.7) and
(4.8).
e next result presents some basic properties of the AIP.QPM in consideration of the
above remarks.
Lemma 4.1.5. Let Tη̂(⋅) be as in (4.11). e following statements hold about the AIP.QPM:






ÁÁÀ λM̃` + 1
min{σ,1 − λm} [
RFλ ϕĉ(z0)







inner iterations, where RFλ ψ(⋅) is as in (4.10), log
+
1(⋅) ∶= max{log(⋅),1}, and
M̃i =M + 2i−1c1∥A∥2 ∀i ≥ 1. (4.15)
(b) if `C is the rst cycle where c` ≥ Tη̂(λ), then the AIP.QPM stops and outputs with a pair
([ẑ, p̂], [v̂, q̂]) that solves Problem 4.1.1 in at most `C cycles.
Proof. All line numbers referenced in this proof are with respect to the AIP.QPM in Algo-
rithm 4.1.1.
(a) Let ` ≥ 1 andMc` be as in Line 5. Using the initialization of c1 in the AIP.QPM, we
rst remark that
Mc` =M + c`∥A∥2 =M + 2`−1c1∥A∥2 = O(M̃`). (4.16)
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Moreover, by the denition of RFλ ψ(⋅) and Lemma 4.1.1(b), it follows that Rλϕc`(z0) ≤
RFλ ϕc`(z0) ≤ RFλ ϕĉ(z0). e conclusion result now follows from Lemma 4.1.4, (4.16), the
previous bound, andeorem 3.3.5 withM =Mc` .
(b)is follows immediately from Lemma 4.1.2(a) and Lemma 4.1.3.
We now state one of our main results of this section, which is the iteration complexity of
the AIP.QPM for solving Problem 4.1.1. Recall that the AIP.QPM assumes that λ < 1/m.
eorem 4.1.6. Let Tη̂(⋅) be as in (4.11) and dene
Θη̂ ∶=M + Tη̂(λ)∥A∥2 ∀(η̂, λ) ∈ R2++. (4.17)






min{σ,1 − λm} [
RFλ ϕĉ(z0)






inner iterations, where RFλ ψ(⋅) is as in (4.10) and log
+
1(⋅) ∶= max{log(⋅),1}.
Proof. e fact that the output of the AIP.QPM solves Problem 4.1.1 is an immediate conse-
quence of Lemma 4.1.5(b).
Let us now prove the desired complexity bound. Let M̃i and `C be as in (4.15) and
Lemma 4.1.5(b), respectively. In view of the AIPP call in Line 6 and Lemma 4.1.5(b), it
follows that the number of inner iterations performed by the AIP.QPM is on the order given





(λM̃i + 1)1/2 = O ([λΘη̂ + 1]1/2) , log+1 (λM̃`) = O (log+1 [λΘη̂]) ∀` ≥ 1. (4.19)
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To begin, observe that the denition of c1 implies that
M + λ−1 ≤ c1∥A∥2 ≤ 2i−1c1∥A∥2 ∀i ≥ 1, (4.20)
and the denitions of Θη̂, Tη̂(⋅), and c1 yield
λM̃1 + 1 =λ (M + λ−1 + c1∥A∥2) ≤ 2λc1∥A∥2 = 2λ (M + λ−1 + ĉ∥A∥2) .
= λ [M + Tη̂(λ)∥A∥2] + 1 = λΘη̂ + 1. (4.21)
Using (4.21), it follows that the bounds in (4.19) hold for `C = 1 or ` = 1. Suppose now
that `C > 1. e denition of `C implies that c1 ⋅ 2`C−1 ≤ 2Tη̂, or equivalently, 2`C/2 ≤

























1/2) = O ([λΘη̂ + 1]1/2) . (4.22)
Similarly, using the fact that {ci}i≥1 is monotone increasing, the previous bound on 2`C/2,
(4.20), and the denition of Θη̂, it holds that
log (λM̃i) ≤ log (λM̃`C) = log (λ2`Cc1∥A∥2) = log (λTη̂(λ)∥A∥2) = log (λΘη̂) . (4.23)
Using (4.22) and (4.23), it follows that the bounds in (4.19) hold for `C ≥ 2 or ` ≥ 2.
e following result describes the number of oracle calls performed by the AIP.QPM
with λ = 1/(2m) and σ = 1/2.
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Corollary 4.1.7. e AIP.QPMwith inputs λ = 1/(2m) and σ = 1/2 outputs a ([ẑ, p̂], [v̂, q̂])




















oracle calls, where RFλ ψ(⋅) is as in (4.10) and log
+
1(⋅) ∶= max{log(⋅),1}.
Proof. is follows immediately fromeorem 4.1.6, the denition of log+1(⋅), and the fact
that every iteration of the ACGM performsO(1) oracle calls.
4.2 Composite Optimization with Nonlinear Cone Constraints
e augmented Lagrangian method [38, 95] is an well-known extension of the quadratic
penalty method (see Section 4.1) applied to the problemminx∈Rn{φ(x) ∶ g(x) ≤ 0} in which
amultiplier update is added to every iteration of the method. More specically, recalling the
Lagrangian L(⋅; ⋅) in (4.3) and denoting
`k(p;pk−1) = Lck(xk;pk−1) + ⟨∇pLck(xk;pk−1), p − pk−1⟩ ,
to be the linear approximation of the function p ↦ Lck(xk;p) at p = pk−1, the multiplier






∥p − pk−1∥2} ,
= max{0, pk−1 + ckg(xk)} . (4.24)
For the case where h ≡ 0, it is known [11, Proposition 4.2.3] that if the generated sequence
{pk}k≥1 is bounded, the penalty parameter ck is suciently large enough aer a certain in-
dex k, and some additional regularity conditions hold, then xk and pk converge to a global
minimum and Lagrange multiplier of the constrained problem, respectively.
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Our main goal in this section is to describe and establish the iteration complexity of an
accelerated inexact proximal augmented Lagrangian (AIP.AL) method for nding approxi-
mate stationary points of the nonlinearly cone-constrained NCO problem
ϕ∗ = min
z∈Z
{φ(z) = f(z) + h(z) ∶ g(z) ⪯K 0} (CNCO[b])
where K is a closed convex cone, the feasible set is nonempty, and the functions f , h, and
g are as described in the beginning of the chapter. We will also assume that g is K-convex
function, i.e.
g(tu + [1 − t]z) ⪯K tg(u) + [1 − t]g(z) ∀(t, u, z) ∈ [0,1] ×Z ×Z,
with a Lipschitz continuous gradient, h is Lipschitz continuous on its domain Z ⊆ Z , the
set Z is convex compact, and that we have an oracle for computing the projection onto the
dual cone ofK, which is denoted byK+ and included in the oracles that make up the oracle
call mentioned at the beginning of this chapter. Here, the relation g(z) ⪯K 0 means that
g(z) ∈ −K.
e AIP.AL method (AIP.ALM) is based on the generalized (cf. [66] and [99, Section
11.K]) augmented Lagrangian function
Lc(z;p) ∶= f(z) + h(z) +
1
2c
[dist2(p + cg(z),−K) − ∥p∥2] , (4.25)
and it uses an ACGM, e.g. Algorithm 2.2.2, to perform the following proximal point-type






∥u − zk−1∥2} , (4.26)
pk = ΠK+(pk−1 + ckg(zk)), (4.27)
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where K+ denotes the dual cone of K and the inexactness in the zk update is according to
some relative inexactness criterion. At the end of the kth iteration above, it also performs a
novel test to decide whether ck is le unchanged or doubled.
Under a generalized Slater assumption1 and a suitable choice of the inputs (λ, c), the
main result of this section shows that for any (ρ̂, η̂) ∈ R2++, the AIP.ALM obtains a pair
([ẑ, p̂], [v̂, q̂]) satisfying
v̂ ∈ ∇f(ẑ) + ∂h(ẑ) +∇g(ẑ)p̂, ⟨g(ẑ) + q̂, p̂⟩ = 0, g(ẑ) + q̂ ⪯K 0, p̂ ⪰K+ 0 (4.28)
∥v̂∥ ≤ ρ̂, ∥q̂∥ ≤ η̂, (4.29)
in O([η̂−1/2ρ̂−2 + ρ̂−3] log+1[ρ̂−1 + η̂−1]) oracle calls, where log+1(⋅) = max{1, log(⋅)}. More-
over, this complexity result is shown without requiring that the initial point z0 be feasible
with respect to the nonlinear constraint, i.e. g(z0) ⪯K 0. A key fact about AIP.AL is that its
generated sequence of Lagrange multipliers is always bounded, and this conclusion strongly
uses the fact that its constraint function g is K-convex.
Organization
is section contains four subsections.e rst one gives some preliminary references and
discusses our notion of a stationary point given in (4.28) and (4.29).e second one presents
some key properties of the augmented Lagrangian approach. e third one presents the
AIP.ALM and its iteration complexity.e last one gives the proof of the main result in this
section.
4.2.1 Preliminaries




(C1) h is alsoKh-Lipschitz continuous for someKh > 0, andZ is also compact with diam-
eterDz ∶= supu,z∈Z ∥u − z∥;
(C2) g ∶ Z ↦ R` is continuously dierentiable,K-convex, and there exists Lg > 0 such that
∥∇g(u) −∇g(z)∥ ≤ Lg∥u − z∥ ∀u, z ∈ Z;
(C3) there exists z̄ ∈ intZ and τ ∈ (0,1] such that g(z̄) ⪯K 0 and
max{∥∇g(z)p∥, ∣⟨g(z̄), p⟩∣} ≥ τ∥p∥ ∀z ∈ Z, ∀p ⪰K+ 0; (4.30)
We now give three remarks about the above assumptions. First, since Z is compact by
(C1), the image of any continuous R`-valued function on Z is bounded. In view of this
observation, we introduce the useful notation for any continuously dierentiable function





∥Ψ(z)∥ <∞, B(1)Ψ ∶= sup
z∈H
∥∇Ψ(z)∥ <∞. (4.31)
Second, it is well-known that if g is dierentiable and K-convex, then for every z, u ∈ Z it
holds that
g′(z)(u − z) ⪯K g(u) − g(z).
ird, it is also well-known that a necessary condition for a point z∗ to be a local minimum
of CNCO[b] is that there exists a multiplier p∗ ∈ R` that satises the stationarity conditions
0 ∈ ∇f(z∗) + ∂h(z∗) +∇g(z∗)p∗, ⟨g(z∗), p∗⟩ = 0, g(z∗) ⪯K 0, p∗ ⪰K+ 0. (4.32)
Moreover, the last three conditions in (4.32) (resp. (4.28)) are equivalent2 to the inclusion
g(z∗) ∈ NK+(p∗) (resp. the inequality dist(g(ẑ),NK+(p̂)) ≤ η̂). In view of the above, (4.28)
and (4.28) are clearly relaxations of (4.32). For the ease of future reference, let us formally
2See, for example, [99, Example 11.4] with x̄ = g(z∗) and v̄ = p∗.
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state the problemof nding a pair ([ẑ, p̂], [v̂, q̂]) satisfying (4.28) and (4.28) in Problem4.2.1.
Problem 4.2.1: Find an approximate stationary point of CNCO[b]
Given (ρ̂, η̂) ∈ R2++, nd a pair ([ẑ, p̂], [v̂, q̂]) ∈ [Z×R`]×[Z×R`] satisfying conditions
(4.28) and (4.29).
It is also worth mentioning that the conditions in (C3) can be viewed as a generalization
of a Slater-like assumption with respect to g, as shown in Proposition 4.2.1 below.
Proposition 4.2.1. (Slater-like Assumption) Assume that the constraint g(z) ⪯K 0 is of the
form
gι(z) ⪯J 0 ge(z) = 0 (4.33)
where J ⊆ Rs is a closed convex cone, gι ∶ Rn → Rs is continuously dierentiable, and ge ∶
Rn → Rt is an onto ane map (and hence g = (gι, ge) and K = J × {0}). Assume also that
there exists z̄ ∈ H such that gι(z̄) ≺J 0 and ge(z̄) = 0. en, there exists τ > 0 such that (z̄, τ)
satises (4.30). If, in addition, z̄ ∈ intZ , then (z̄, τ) satises (C3).
Proof. Since ge is ane and onto, its gradient matrixGe ∶= ∇ge is independent of z and has
full column rank.Hence, there exists τe > 0 such that
∥Gepe∥ ≥ τe∥pe∥1 ∀pe ∈ Rs. (4.34)
On the other hand, the assumption that gι(z̄) ≺J 0, and Lemma E.2.2 with K = J and
x = −gι(z̄) ∈ J , imply that there exists τι > 0 such that
− ⟨pι, gι(z̄)⟩ ≥ τι∥pι∥ ∀pι ∈ J +.
Using the previous inequality and the fact that ∥∇gι(z)∥ is bounded onH, we conclude that
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there exists γ > 0 such that
− ∥∇gι(z)pι∥ − 2γ⟨pι, gι(z̄)⟩ ≥ [2γτι − ∥∇gι(z)∥] ⋅ ∥pι∥ ≥ τι∥pι∥1 ∀z ∈ Z (4.35)
Relations (4.34), (4.35), and the reverse triangle inequality, then imply that for every z ∈ Z ,
∥∇g(z)p∥ − 2γ ⟨p, g(z̄)⟩ = ∥∇gι(z)pι +Gepe∥ − 2γ ⟨pι, gι(z̄)⟩
≥ ∥Gepe∥ − ∥∇gι(z)pι∥ − 2γ ⟨pι, gι(z̄)⟩ ≥ τe∥pe∥1 + τι∥pι∥1
≥ τc∥p∥1 ≥ τc∥p∥,
where τc ∶= min{τe, τι,1}. It is now straightforward to see that the above inequality yields
inequality (4.30) with τ = τc/(1 + 2γ) ∈ (0,1]. e last part of the proposition now follows
from the statement of assumption (C3) and the previous conclusion.
Some additional comments about Proposition 4.2.1 are in order. First, the assumption
that gι is J -convex and ge is ane implies that g is K-convex. Second, the Slater condition
is with regards to a single point z̄ ∈ Z , as opposed to condition (4.30) which involves in-
equality (4.30) at all pairs (z, p) ∈ Z × K+. ird, (C3) can be replaced by the Slater-like
assumption of Proposition 4.2.1 since the former is implied by the latter. Actually, a slightly
more involved analysis can be done to show that the assumption that ge is onto (which is part
of the assumption of Proposition 4.2.1) can be removed at the expense of obtaining a weaker
version of (C3), namely: inequality (4.30) holds for every pair (z, p) ∈ Z × (J + × Im∇ge),
instead of (z, p) ∈ Z × (J + ×Rt) = Z ×K+. Finally, since the analysis of this chapter can be
easily adapted to this slightly weaker version of (C3), the Slater-like condition of Proposi-
tion 4.2.1 without ge assumed to be onto (or equivalently,∇ge to have full column rank) can
be used in place of (C3) in order to guarantee that all of the results derived in this chapter
for the AIP.ALM hold.
75
4.2.2 Key Properties of the Augmented Lagrangian Approach
is subsection presents some technical results about the augmented Lagrangian approach.
e rst result describes some properties about the smooth part of the Lagrangian in
(4.25).
Lemma 4.2.2. Dene the function
L̃c(z;p) ∶= f(z) +
1
2c
[dist2(p + cg(z),−K) − ∥p∥2] ∀(z, p, c) ∈ Z ×R` ×R++. (4.36)
en, for every c > 0 and p ∈ R`, the following properties hold:
(a) L̃c(⋅;p) is convex, dierentiable, and its gradient is given by
∇zL̃c(z;p) = ∇f(z) +∇g(z)ΠK+(p + cg(z)) ∀z ∈ Rn;
(b) L̃c(⋅;p) ∈ Cm,L̃(Z) where
L̃ = L̃(c, p) ∶=M +Lg∥p∥ + c (B(0)g Lg + [B(1)g ]2) , (4.37)
and the quantities Lg and (B(0)g ,B(1)g ) are as in (C2) and (4.31), respectively.
Proof. We rst state that the case of f ≡ 0 and M = 0 has been previously shown in [66,
Proposition 5] under the condition that B(1)g is a Lipschitz constant of g. Hence, in view of
assumption (C2) and the denition of Lc, it suces to verify the aforementioned condition.
Indeed, using the Mean Value Inequality and the denition of B(1)g in (4.31) we have that
∥g(z′) − g(z)∥ ≤ sup
t∈[0,1]
∥∇g(tz′ + [1 − t]z)∥ ⋅ ∥z′ − z∥ ≤ B(1)g ∥z′ − z∥ ∀z′, z ∈ H,
and hence that g is B(1)g -Lipschitz continuous.
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e next result, whose proof can be found in Appendix D, describes how the renement
procedure in Algorithm 3.2.2 yields a pair ([ẑ, p̂], [v̂, q̂]) that nearly solves Problem 4.2.1
when given inputs that satisfy conditions similar to (3.5) and (3.18).
Proposition 4.2.3. Given (c, σ) ∈ R2++, (λ, z, p−) ∈ R++ × Z × R`, and (f, h) satisfying
assumptions (A1)–(A2), suppose there exists ρ̄ ≥ 0 and (z−, ṽ, ε̃) ∈ Z ×Z ×R+ such that
ṽ ∈ ∂ε̃ (λ [L̃c(⋅, p) + h] +
1
2
∥ ⋅ −z−∥2) (z)
∥ṽ∥2 + 2ε̃ ≤ σ∥z− − z + ṽ∥2, 1
λ
∥z− − z + ṽ∥2 ≤ ρ̄,
(4.38)
where L̃c(⋅, ⋅) is as in (4.36). Moreover, using L̃(⋅, ⋅) in (4.37), dene
Lψ ∶= λL̃(c, p−) + 1, p ∶= ΠK+ (p− + cg(z)) ,





and using Algorithm 3.2.2, consider the assigned triple
(ẑ, ŵ, v̂, ε)← CREF(L̃c(⋅, p), h, z,Lψ, λ).
en, the following properties hold:
(a) the tuple (w, ε, p,Lψ) satises
ŵ ∈ ∇f(z) + ∂εh(z) +∇g(z)p,
∥ŵ∥ ≤ (1 +
√




(b) the tuples (ẑ, p̂, v̂, q̂) and (p,Lψ) satisfy (4.28) and
∥v̂∥ ≤ 2 (1 +
√






σLψ) ρ̄ + 1
c
∥p − p−∥, (4.41)
where B(1)g is given by (4.31).
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Proof. (a) e inclusion follows from Proposition 3.2.5(a) with (zr, qr) = (ẑ, ŵ) and f =
L̃c(⋅;p−), Lemma 4.2.2(a) and the denition of p in (4.39). To show the bound on ε, observe





∥z− − z + ṽ∥2 ≤ σ
2
ρ̄2.
To show that Proposition 3.2.5(c) with (Lλ, qr) = (Lψ, ŵ) and ε̄ = σρ̄2/(2λ) imply that
∥ŵ∥ ≤ ρ̄ +
√
Lψσρ̄2 = (1 +
√
Lψσ) ρ̄.
(b)e inclusion in (4.28) follows from Proposition 3.2.5(b) with (zr, vr) = (ẑ, v̂) and
f = L̃c(⋅;p−), Lemma 4.2.2(a), and the denition of p̂ in (4.39). To show the remaining
relations in (4.28), observe that Lemma E.2.1(b) with u = p− + cg(ẑ) and the denitions of q̂
and p̂ in (4.39) imply that
g(ẑ) + q̂ = 1
c
[p− + cg(ẑ) − p̂] ∈ NK+(p̂).
Combining the above relations and Lemma E.2.1(c) with u = g(ẑ)+ q̂ and p = p̂, we conclude
that the remaining relations in (4.41) hold.
We now show the bounds in (4.41). e bound on ∥v̂∥ follows immediately from part
(a) and Proposition 3.2.5(a) with (zr, vr, qr, f) = (ẑ, v̂, ŵ, L̃c(⋅;p−)). To show the bound on
q̂, we rst use the denitions of p̂ and p in (4.39), the denition of B(1)g given by (4.31), the
Mean Value Inequality, and Lemma E.2.1(a) to obtain
1
c
∥p̂ − p∥ = 1
c






∥∇g(tẑ + [1 − t]z)∥ ⋅ ∥ẑ − z∥ ≤ B(1)g ∥ẑ − z∥. (4.42)
Now, since w = Lψ(ẑ − z) (see the denition of qr in Algorithm 3.2.2), it follows from the
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triangle inequality, the denition of q̂ given in (4.39), part (a), and (4.42), that
∥q̂∥ = 1
c
∥p̂ − p−∥ ≤ 1
c
∥p̂ − p∥ + 1
c
∥p − p−∥
≤ B(1)g ∥ẑ − z∥ +
1
c













σLψ) ρ̄ + 1
c
∥p − p−∥.
Two comments about Proposition 4.2.3 are in order. First, the relations in (a) will be used
to establish the boundedness of the sequence {pk}k≥1. Second, in view of (b), the quadruple
(ẑ, p̂, ŵ, q̂) always satises (4.28). Hence, in order to solve Problem 4.2.1, it remains only to
guarantee that condition (4.29) will eventually be satised.e inequalities in (4.41) will be
essential to show the latter fact.
4.2.3 Statement and Properties of the AIP.ALM
is subsection describes and establishes the iteration complexity of the AIP.ALM.
Before presenting the method, we present an ACG subroutine in Line 7 that is used to
approximate solve its key subproblems.
Algorithm 4.2.1: ACGM Instance for the AIP.ALM
Require: σ ≥ 0, (µ,L) ∈ R2++, ψn ∈ Conv (Z), ψn ∈ Fµ,L(Z), y0 ∈ Z ;
1: procedure ACG3(ψs, ψn, y0, σ, µ,L)
2: for k = 1, ... do
3: λk ← 1/L
4: Generate (Ak, yk, rk, ηk) according to Algorithm 2.2.2.
5: if ∥rk∥2 + 2ηk ≤ σ∥y0 − yk + rk∥2 then
6: return (yk, rk, ηk)
We now state the AIP.ALM in Algorithm 4.2.2, which uses the ACG subroutine in Al-
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gorithm 4.2.1, the renement procedure in Algorithm 3.2.2, and the Lagrangian Lc(⋅; ⋅) in
(4.25). Given (λ, θ) ∈ R++×(0,1/
√
2] and z0 ∈ Z , itsmain idea is to invoke at its kth iteration






∥u − zk−1∥2} .
More specically, this ACG call obtains a triple (zk, vk, εk) satisfying
vk ∈ ∂εk (λ [L̃ck(⋅;pk−1) + h] +
1
2
∥ ⋅ −zk−1∥2) (zk),
∥vk∥2 + 2εk ≤
θ2
Lψk−1
∥vk + zk−1 − zk∥2
(4.43)
where
Lψk−1 = λL̃(ck, pk−1) + 1, (4.44)
and L̃(⋅, ⋅) and L̃ck(⋅; ⋅) are as in (4.37) and (4.36), respectively. Using this triple (zk, vk, εk),
and the available data (λ, zk−1, pk−1, θ,Lψk−1), it then generates a rened point (ẑ, p̂, v̂, q̂) =
(ẑk, p̂k, v̂k, q̂k) satisfying all the conditions in (4.28). If this quadruple also satises the
bounds in (4.29), then the method stops and outputs (ẑ, p̂, v̂, q̂). Otherwise, pk is updated
according to
pk = ΠK+(pk−1 + ckg(zk)),
a novel test is invoked to check if ck needs to be doubled, and the method continues to the
(k + 1)th iteration.
Algorithm 4.2.2: AIP.AL Method
Require: (ρ̂, η̂) ∈ R2++, (m,M) ∈ R3+, Lg > 0, h ∈ Conv (Z), f ∈ Cm,M(Z),
g satisfying (C2), λ ∈ (0,1/m), θ ∈ (0,1/
√
2], c1 > 0, (z0, p0) ∈ Z ×R`, K ⊆
R`;
Initialize: µ← 1 − λm, k̂ ← 0;
1: procedure AIP.AL(f, h, g, z0, p0, λ,m,M,Lg, θ, ρ̂, η̂)
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2: for k = 1, ... do
3: Part 1 Attack the kth prox subproblem.
4: ψks ⇚ λL̃ck(⋅;pk−1) + ∥ ⋅ −zk−1∥2/2 ▷ See (4.36).
5: Lψk−1 ← λL̃(ck, pk−1) + 1 ▷ See (4.37).
6: σk−1 ← θ2/Lψk−1
7: (zk, ṽk, ε̃k)← ACG3(ψks , λh, zk−1, σk−1, µ,Lψk−1)
8: Part 2 Compute and check the candidate output pair.
9: (ẑk, ŵk, v̂k, ε̂k)← CREF(Lk, h, zk,max{m,Lψk−1}, λ)
10: pk ← ΠK+ (pk−1 + ckg(zk))
11: p̂k ← ΠK+ (pk + ckg(zk))
12: q̂k ← (p̂k − pk−1)/ck
13: if ∥v̂k∥ ≤ ρ̂ and ∥q̂k∥ ≤ η̂ then
14: return ([ẑk, p̂k], [v̂k, q̂k])
15: Part 3 Check if we need to increase ck.
16: ∆k ← [Lck(zk̂+1;pk̂+1) −Lck(zk;pk)] /(k − k̂ + 1)
17: if k > k̂ + 1 and ∆k ≤ λ(1 − θ)ρ̂2/36 then
18: ck+1 ← 2ck
19: k̂ ← k
20: else
21: ck+1 ← ck
Some remarks about the AIP.ALM are in order. To ease the discussion, let us refer to the
ACG iterations performed in Line 7 as inner iterations and the iterations over the indices k
as outer iterations. First, its input z0 can be any element inZ and does not necessarily need
to be a point satisfying the constraint g(z0) ⪯K 0. Second, its ACG call in Line 7 generates
an output (zk, vk, εk) that satises (4.43), which corresponds to the approximate update in
(4.26). Finally, in view of Proposition 4.2.3(b) and the comments following it, AIP.AL stops
if and only if the quadruple (ẑ, p̂, ŵ, q̂) solves Problem 4.2.1.
We now discuss the notion of a cycle. Dene the lth cycleKl as the lth set of consecutive
indices k for which ck remains constant, i.e.
Cl ∶= {k ≥ 1 ∶ ck = c̃l ∶= 2l−1c1} . (4.45)
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For every l ≥ 1, we let kl denote the largest index in Cl. Hence,
Cl = {kl−1 + 1, . . . , kl} ∀l ≥ 1
where k0 ∶= 0. Clearly, the dierent values of k̂ that arise in Line 19 are exactly the indices
in the index set {kl}l≥1. Moreover, in view of the test performed in Line 17, we have that
kl − kl−1 ≥ 2 for every l ≥ 1, or equivalently, every cycle contains at least two indices. While
generating the indices in the lth cycle, if an index k ≥ kl−1 + 2 satisfying the bound on ∆k in
Line 17 is found, k becomes the last index kl in the l-th cycle and the (l+1)th cycle is started
at iteration kl + 1 with the penalty parameter set to c̃l+1 = 2c̃l, where c̃l is as in (4.45).
e following result, whose proof is deferred to Section 4.2.4, describes the inner itera-
tion complexity of AIP.AL. Its iteration complexity bound is expressed in terms of its inputs
and the following auxiliary constants:
d̄ ∶= dist(z̄, ∂Z), φ∗ ∶= inf
z∈Z




κ0 ∶= 2 [Kh +B(1)f ]Dz + [
θ2









, κ2 ∶= B(0)g Lg + [B(1)g ]2, (4.48)
κ3 ∶=
16(1 + 2θ)2 max{∥p0∥, κ0}2








where ϕ̂∗, (B(0)g ,B(1)g ,B(1)f ), (Kh,Dz),M , Lg, and (τ, z̄) are as in CNCO[b], (4.31), (C1),
(A2), (C2), and (C3), respectively, and ∂Z denotes the boundary of the set Z .
eorem 4.2.4. Let the scalars {κi}4i=1 and Rφ be as in (4.46), (4.48), and (4.49). Moreover,
dene


























inner iterations, where log+1(⋅) ∶= max{log(⋅),1}.
e result below presents the iteration complexity of the AIP.ALMwith inputs θ = 1/
√
2
and λ = 1/(2m).
Corollary 4.2.5. Let Tη̂,ρ̂, ϕ̂∗, φ∗, and Dz be as in eorem 4.2.4, CNCO[b], (4.46), and
assumption (C1), respectively. en, the AIP.ALM with inputs λ = 1/(2m) and θ = 1/
√
2
outputs a pair ([ẑ, p̂], [v̂, q̂]) that solves Problem 4.2.1 in





Tη̂,ρ̂ log+1 Tη̂,ρ̂) (4.52)
inner iterations, where log+1(⋅) ∶= max{log(⋅),1}.
Proof. is follows immediately fromeorem 4.2.4 with λ = 1/(2m) and θ = 1/
√
2 and
the denition of Rφ in (4.46).












4.2.4 Proof ofeorem 4.2.4
is subsection presents several technical results that are needed to establisheorem 4.2.4.
It is divided into two subsections. e rst one presents a bound on the sequence of mul-
tipliers {pk}k≥1 generated by the AIP.AL, while the second one is devoted to provingeo-
rem 4.2.4.
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Bounding on the Sequence of Lagrangian Multipliers
e goal of this subsection is to show that the sequence of multipliers {pk}k≥1 generated by
the AIP.ALM is bounded.
e rst result presents a key inclusion and some basic bounds on several residuals gen-
erated by AIP.ALM.
Lemma 4.2.6. Let {(ŵk, vk, zk, εk)}k≥1 and {σk−1}k≥1 be generated by the AIP.ALM, and
consider Dz and τ as in assumptions (C1) and (C3), respectively. Moreover, dene for every
k ≥ 1, the quantities
ξk = ŵk −∇f(zk) −∇g(zk)pk, rk = vk + zk−1 − zk. (4.53)
en, for every k ≥ 1, it holds that
ξk ∈ ∂δkh(zk), ∥rk∥ ≤
Dz








λ(1 − θ) . (4.54)
Proof. Let k ≥ 1 be xed. Using Proposition 4.2.3(a) and the denition of ξk yields the
required inclusion. On the other hand, the denitions of rk andσk−1, the inequality in (4.43),
and the fact that zk, zk−1 ∈ Z imply that
∥rk∥ = ∥vk + zk−1 − zk∥ ≤ ∥vk∥ +Dz ≤ σ1/2k−1∥rk∥ +Dz ≤ θ∥rk∥ +Dz,
which, aer a simple re-arrangement, yields the desired bound on ∥rk∥. Consequently, the
denition of εk, the aforementioned bound on ∥rk∥, the fact thatLψk−1 ≥ 1, and the inequality
in (4.43) gives the bound on εk. Finally, the denitions of wk and σk−1, the fact that θ ≤ 1,













which, combined with the previous bound on ∥rk∥, gives the desired bound on ∥ŵk∥.
e next result presents some important properties about the iterates generated by the
AIP.ALM.
Lemma 4.2.7. Let {(zk, pk, ck)}k≥1 be generated by the AIP.ALM and dene, for every k ≥ 1,
sk ∶= Π−K(pk−1 + ckg(zk)). (4.55)
en, the following relations hold for every k ≥ 1:
pk−1 + ckg(zk) = pk + sk, ⟨pk, sk⟩ = 0, (pk, sk) ∈ K+ × (−K), (4.56)
Lck(zk, pk−1) = φ(zk) +
1
2ck
(∥pk∥2 − ∥pk−1∥2) . (4.57)
Proof. LetK− denote the polar ofK.e two identities in (4.56) follow from the denitions
of pk and sk in (4.27) and (4.55), respectively, the fact that (K+)− = −K, and [100, Exercise
2.8] withK = K− and x = pk−1+ ckg(zk). On the other hand, using the denitions of Lc(⋅; ⋅)
and sk in (4.25) and (4.55), respectively, it holds that
Lck(zk, pk−1) = φ(zk) +
1
2ck
[∥pk−1 + ckg(zk) − sk∥2 − ∥pk−1∥2]
which, in view of the rst identity in (4.56), immediately implies (4.57).
e following technical result, whose proof can be found in [69, Lemma 4.7], plays an
important role in the proof of Proposition 4.2.9 below.
Lemma 4.2.8. Let h be a function as in (C1). en, for every u, z ∈ Z , δ > 0, and ξ ∈ ∂δh(z),
we have
∥ξ∥dist(u, ∂Z) ≤ [dist(u, ∂Z) + ∥z − u∥]Kh + ⟨ξ, z − u⟩ + δ,
where ∂Z denotes the boundary of the set Z .
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We are now ready to prove the main result of this subsection, namely, that the sequence
{pk}k≥1 is bounded.
Proposition 4.2.9. Consider the sequence {(pk, ck)}k≥1 generated by the AIP.ALM and let
κ0, τ , and d̄ be as in (4.47), (C3), and (4.46), respectively. en, the following statements hold:








(b) for every k ≥ 0, we have




Proof. (a) Let k ≥ 1 be xed and z̄ be as in (C3). Moreover, let (ξk, εk, zk) be as in
Lemma 4.2.6. It follows from Lemma 4.2.6 that ξk ∈ ∂εkh(zk) for every k ≥ 1. Hence,
assumption (C1), the fact that d̄ ≤ Dz and zk ∈ Z , Lemma 4.2.8 with ξ = ξk, z = zk, u = z̄
and δ = εk, and the bound on ∥εk∥ in Lemma 4.2.6, imply that
d̄∥ξk∥ ≤ 2DzKh +
θ2D2z
2λ(1 − θ)2 + ⟨ξk, zk − z̄⟩. (4.59)
On the other hand, using the assumption that g isK-convex (see (C2)), the fact that pk ∈ K+,
the denition of ξk in (4.53), the bound on ∥ŵk∥ in Lemma 4.2.6, and the Cauchy-Schwarz
inequality, we conclude that
⟨ξk, zk − z̄⟩ = ⟨ŵk −∇f(zk) −∇g(zk)pk, zk − z̄⟩
= ⟨ŵk −∇f(zk), zk − z̄⟩ + ⟨pk, g′(zk)(z̄ − zk)⟩
≤ ⟨ŵk −∇f(zk), zk − z̄⟩ + ⟨pk, g(z̄) − g(zk)⟩
≤ B(1)f Dh +
(1 + θ)D2h
λ(1 − θ) + ⟨pk, g(z̄) − g(zk)⟩ (4.60)
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where B(1)f is as in (4.31). Now, dening
κ ∶= [2Kh +B(1)f ]Dh + [
θ2






and using (4.59), (4.60), together with the relations in (4.56), we conclude that
d̄∥ξk∥ − ⟨pk, g(z̄)⟩ ≤ κ − ⟨pk, g(zk)⟩ = κ −
1
ck
⟨pk, sk + pk − pk−1⟩






where sk is as in (4.55). Noting that the denition of ξk and the reverse triangle inequality
yield
∥ξk∥ = ∥∇f(zk) − ŵk +∇g(zk)pk∥ ≥ −∥∇f(zk) − ŵk∥ + ∥∇g(zk)pk∥,
it follows that





⟨pk, pk−1⟩ + d̄∥∇f(zk) − ŵk∥. (4.62)
Using now the triangle inequality, assumption (C3), (4.61), (4.62), the fact that d̄ ≤ Dz , and




≤ κ +B(1)f Dh +
(1 + σ)D2h
λ(1 − σ) +
1
ck




(b)is statement is proved by induction. Since τ ≤ 1, inequality (4.58) trivially holds
for k = 0. Assume that (4.58) holds with k = i − 1 for some i ≥ 1.is assumption, together
with the bound obtained in the latter result and the Cauchy-Schwarz inequality, then imply
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that
(min{1, d̄}τ + ∥pi∥
ci






≤ (min{1, d̄}τ + ∥pi∥
ci
)C0,
which implies that ∥pi∥ ≤ C0.en, (4.58) also holds with k = i and hence, by induction, we
conclude that (4.58) holds for the whole sequence {pk}k≥1.
Provingeorem 4.2.4
e main goal of this sub-subsection is to present the proof ofeorem 4.2.4.
e proof ofeorem 4.2.4 requires several technical results.e rst one characterizes
the change in the augmented Lagrangian between consecutive iterations of the AIP.ALM.
Lemma 4.2.10. e sequence {(zk, pk)}k≥1 generated by AIP.AL satises the relations
Lck(zk;pk) ≤ Lck(zk;pk−1) +
1
ck
∥pk − pk−1∥2, (4.63)






∥pk − pk−1∥2, (4.64)
for every k ≥ 1, where rk is as in (D.1).
Proof. Let sk be as in (4.55). Using (4.57), the denition of Lc(⋅; ⋅) in (4.25), the fact that
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sk ∈ −K and pk−1 + ckg(zk) = pk + sk in view of (4.56), we have that
Lck(zk, pk) −Lck(zk, pk−1)


















(∥2pk − pk−1∥2 − 2∥pk∥2 + ∥pk−1∥2) ,
which immediately implies (4.63). Now, in view of the denition of the approximate subdif-
ferential and the fact that (zk, vk, εk) satises both the inclusion and the inequality in (4.43),
we conclude that
λLck(zk, pk−1) − λLck(zk−1, pk−1) ≤ −
1
2
∥zk − zk−1∥2 + ⟨vk, zk − zk−1⟩ + εk
= −1
2
∥vk + zk − zk−1∥2 +
1
2
∥vk∥2 + εk ≤ −(
1 − σk−1
2




where the last inequality follows from the fact that σk−1 ≤ θ. Inequality (4.64) now follows
by combining (4.63) with (4.65).
Recall that the lth cycle Cl and the penalty constants {c̃l}l≥1 are dened in (4.45). e
next results present some properties of the iterates generated during an AIP.AL cycle. e
rst one below establishes an upper bound on the augmented Lagrangian function along the
iterates within an AIP.AL cycle.
Lemma 4.2.11. Consider the sequences {(zk, pk)}k∈Cl and {c̃l}l≥1 generated during the lth
cycle of the AIP.ALM.en, for every k ∈ Cl, we have





where (φ∗,Rφ), c̃l, and C0 are as in (4.46), (4.45), and (4.58), respectively.
Proof. First note that for any k ∈ Cl, we have ck = c̃l = 2l−1c1. Moreover, (λ, zk, vk, εk, θ)
satises the inclusion and the inequality in (4.43). Hence, it follows from Lemma E.1.1 with




∥rk∥2 ≤ λLc̃l(z, pk−1) + ∥z − zk−1∥2
≤ λLc̃l(z, pk−1) +D2z (4.67)
where rk0 is as in (4.53) with k = k0. Now, observe that the denitions of σk−1 andLψk−1 imply
that σk−1 ≤ θ ∈ (0,1/
√
2] and that the denition of Lc in (4.25) implies that Lc̃l(z, pk−1) ≤
φ(z) for every z ∈ F ∶= {z ∈ Z ∶ g(z) ⪯K 0}. Using then the denition of ϕ̂∗ given in
CNCO[b], the aforementioned observations, and the minimization of the right-hand-side
of (4.67) with respect to z ∈ F , we get
Lc̃l(zk, pk−1) ≤ ϕ̂∗ +
D2h
λ
= Rφ + φ∗
where the last equality is due to the denition of Rφ in (4.46). Combining the above in-
equality, (4.63) and the bound (a + b)2 ≤ 2a2 + 2b2 for every a, b ∈ R, we have












and hence the conclusion of the lemma follows.
e next result presents some bounds on the sequences {∥rk∥}k∈Cl and {∆k}k∈Cl .
Lemma 4.2.12. Let {(zk, vk, εk,∆k)}k∈Cl and {c̃l}l≥1 be generated during the lth cycle of the


















where C0 is as in (4.58).
Proof. Relations (4.58), (4.64), the fact that ck = c̃l for every k ∈ Cl, and the inequality
∥pk − pk−1∥2 ≤ 2∥pk∥2 + 2∥pk−1∥2, imply that for any k ∈ Cl such that k ≥ kl−1 + 2 the
following inequalities hold:


















≤ Lc̃l(zkl−1+1;pkl−1+1) −Lc̃l(zk;pk) +
4(k − kl−1 − 1)C20
c̃l
,
and hence that (4.68) holds, in view of the denition of ∆k. Now, in view of the denitions
of Lc and φ∗ given in (4.25) and (4.46), respectively, we have
Lc̃l(zk;pk) = φ(zk) +
1
2c̃l




It follows from the above inequality, (4.66) with k = kl−1 + 1, and the denition of ∆k that
∆k ≤
1
k − kl−1 − 1







which proves (4.69) in view of (4.58).
e next technical lemma presents some additional properties of the rened iterates gen-
erated by the AIP.ALM.




and {(ẑk, p̂k, v̂k, q̂k)}k∈Cl generated during the lth cycle of the AIP.ALM. en, the following
statements hold:
(a) for every k ∈ Cl, the quadruple (ẑ, p̂, v̂, q̂) = (ẑk, p̂k, v̂k, q̂k) satises (4.28) and (4.41)
with
(c, p−, σ,Lψ),= (ck, pk−1, σk−1, Lψk−1), ρ̄ =
1
λ
∥zk−1 − zk + vk∥;
(b) for every k ∈ Cl and k ≥ kl−1 + 2, there exists an index i ∈ {kl−1 + 2, . . . , k} such that
∥v̂i∥2 ≤
2(1 + 2σ)2Rφ







where Rφ and (κ3, κ4) are as in (4.46) and (4.49), respectively.
Proof. (a) In view of the ACG call in Line 7 of the method, we have that (λ, θ), Lψk−1,
(zk−1, pk−1), and (zk, vk, εk) satisfy (4.43). e conclusion now follows from Proposi-
tion 4.2.3(b)–(c).
(b) Let k ∈ Cl such that k ≥ kl−1 + 2. In view of Lemma 4.2.12, there exists an index
i ∈ {kl−1 + 2, . . . , k} such that
∥ri∥2 ≤
2λ
1 − σ2 [
Rφ






where C0 is as in (4.58). e bound on ∥ŵi∥2 now follows from combining (4.71), the rst




Now, recall that for any k ∈ C it holds that ck = c̃l. Hence, in view of the second inequality




























where the last relation is due to the denitions of κ4 andC0 in (4.49) and (4.58), respectively.
e next result establishes some bounds on the number of inner and outer iterations
performed during an AIP.AL cycle. It also shows that if the penalty parameter is suciently
large, then AIP.AL generates a solution of Problem 4.2.1.
Lemma 4.2.14. Let Rφ, (κ1, κ2), and c̄(ρ̂, η̂) be as in (4.46), (4.48), and (4.50), respectively.
en, the following statements hold about the AIP.ALM:




2 [1 + λ(κ1 + c̃lκ2)]
1 − λm log
+
1 (




inner iterations, where log+1(⋅) ∶= max{log(⋅),1};
(b) every cycle performsO(Rφ/[λρ̂2]) outer iterations;
(c) if c̃l ≥ c̄(ρ̂, η̂) then the AIP.ALM must stop in the lth cycle with a pair ([ẑ, p̂], [v̂, q̂])
that solves Problem 4.2.1.
Proof. (a) Note that within the lth cycle, ck = c̃l. Hence, in view of (4.58) and the denitions
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of Lψk−1, (κ1, κ2), and L̄
ψ
c , we have
Lψk−1 = λ [Lf +Lg∥pk−1∥ + ck (B
(0)
g Lg + [B(1)g ]2)] + 1
≤ λ [Lf +LgC0 + c̃l (B(0)g Lg + [B(1)g ]2)] + 1
= λ(κ1 + κ2c̃l) + 1. (4.73)
Using the fact that the AIP.ALM invokes Algorithm 4.2.1 in Line 7 with (L,µ) = (Lψk−1,1 −
λm), (4.73), the fact that σk−1 = θ2/Lψk−1 ≤ 1, and Lemma 3.3.1, it holds that the number of



















































2 [1 + λ(κ1 + c̃lκ2)]
1 − λm log
+
1 (





(b) Fix a cycle l ≥ 1 and letC0 be as in (4.58). It follows from (4.69) that, for every k ∈ Cl,
we have k ≥ kl−1 + 2, and
∆k ≤
1





Hence, since c̃l ≥ c1, it is easy to see that if k satises
k > kl−1 + 1 +
4(1 + 2θ)2




then the condition on ∆k in Line 17 of the method holds, ending the lth cycle. Since the
cycle starts at kl−1 + 1, statement (b) follows immediately from the above bound.
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where κ3 and κ4 are as in (4.49). Now, let k̄ ≥ kl−1 + 2 be the smallest index such that
2(1 + 2σ)2Rφ





Hence, in view of (4.74), (4.75), and Lemma 4.2.13(b), there exists an index i ∈ {kl−1 +
2, . . . , k̄} such that
∥v̂i∥ ≤ ρ̂, ∥q̂i∥ ≤ η̂
which implies that the AIP.ALMmust stop at iteration i, in view its Line 13. Hence, the proof
of the statement in (c) follows.
We are now ready give the proof ofeorem 4.2.4.
Proof ofeorem 4.2.4. For a xed (ρ̂, η̂) ∈ R2++, rst dene
c̄ = c̄(ρ̂, η̂), Lψc̃l = 1 + λ(κ1 + c̃lκ2), ∀l ≥ 1,
where c̄(⋅, ⋅) and c̃l are as in (4.50) and (4.45), respectively. Moreover, let l̄ be the rst index
l such that c̃l ≥ c̄, and recall from (4.45) that in the lth cycle of the AIP.ALM, we have ck =
c̃l = 2l−1c1, for every l ≥ 1. In view of Lemma 4.2.14(c), we see that the AIP.AL obtains a
solution of Problem 4.2.1 within the l̄th cycle. Moreover, it follows by Lemma 4.2.14(a)–(b)

















Since ck is doubled every time the cycle is changed, we have in view of the denitions of c̃l
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and l̄ that
c̃l ≤ max{c1,2c̄} , ∀l = 1, . . . , l̄. (4.77)
Hence, it holds that
L̄ψc̃l = 1 + λ(κ1 + c̃lκ2)














λ(κ1 + c̃lκ2) + 1 ≤
√






















Hence, (4.51) then follows by combining (4.50), (4.76), (4.78), and the above inequalities.
4.3 Conclusion and Additional Comments
In this chapter, we presented two optimization methods for nding approximate stationary
points for two classes of set-constrained optimization problems with constraints of the form
g(z) ∈ S ⊆ R. More specically, a quadratic penalty method was proposed for a class of
linear set-constrained NCO problems and a proximal augmented Lagrangian method was
proposed for a class of nonlinearly cone-constrained NCO problems. We then established
O(η̂−1ρ̂−2) andO([η̂−1/2ρ̂−2 + ρ̂−3] log+1[ρ̂−1 + η̂−1]) iteration complexity bounds, in each of
the respective methods, for nding ρ̂-approximate stationary points that are η̂ feasible, i.e.
points z̄ satisfying dist(g(z̄), S) ≤ η̂.
e next chapter continues the developments in Chapter 3 to develop a smoothing
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method for solving min-max NCO problems.
Additional Comments
We now give some additional comments about the results and assumptions in this chapter.
First, it is worth stressing that the regularity condition in assumption (C3), which is
a generalization of the weak Slater condition (see Proposition 4.2.1), is generally easier to
verify compared to other conditions in the literature. For example, paper [58] requires a
regularity condition to hold at every point generated by their proposed algorithm and paper
[13] requires either the Mangasarian-Fromovitz constraint qualication or strong feasibility
to hold. It is worthmentioning that we do not assume any regularity conditions on the linear
set constraints in Section 4.1.
Second, we comment on the contributions of the AIP.QPM to the literature. e
AIP.QPM and the QP-AIPP method from [46] appear to be the rst methods to con-
sider an infeasible starting point with a guaranteed complexity bound under the general
assumptions in this chapter. Moreover, these methods have substantially improved on the
previous state-of-art complexity bound of O(ρ̂−6) which was obtained in [42] under the
assumption that Z is bounded and ρ̂ = η̂.
ird, we comment on how the AIP.ALM compares with the works [35, 40, 58, 69, 101,
110]. e IAPIAL method of [69] is designed to solve the special instance of CNCO[b] in
whichK = {0}. In contrast to the AIP.ALM, the IAPIALmethod sets pk to p0 every time the
penalty parameter ck is increased, and hence it is not a full warm-start proximal augmented
Lagrangian method. Compared to [58, 101], the multiplier update in (4.27) is performed
at every prox iteration, regardless of whether the penalty parameter is updated. Unlike the
methods in [35, 40, 110], which require the initial point z0 to be feasible, i.e. g(z0) ⪯K 0, the
AIP.ALM only requires z0 to be in Z .
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Future Work
Several recent works present improved complexity bounds (compared to the ones in this
chapter) for obtaining approximate stationary points of linearly-constrained [114, 115] and
nonlinearly-constrained [58, 62] NCO problems under dierent conditions and multiplier
updates. For example, papers [114, 115] assume that h is the indicator of a polyhedron and
[58] requires the Lagrange multiplier and penalty updates be performed simultaneously. It
would be worth investigating whether the methods in this chapter, or some variant of them,
can obtain these improved rates. Comparing the AIP.ALM to the AIP.QPM, the former
assumes that the composite function h has bounded domain and is Lipschitz continuous,
whereas the latter does not. It would be interesting to see if the AIP.ALM, or some variant




emain goal of this chapter is to present ecient implementation strategies of some proce-
dures and methods presented in prior chapters for smooth NCO problems. For the iterative
methods, in particular, the variants in this chapter consider two key improvements. First,
they apply ecient line search subroutines to adaptively choose parameters that directly af-
fect convergence rates, such as stepsize parameters. Second, the convex subproblems that
are solved in each of the iterative method are relaxed to (possibly) nonconvex subproblems.
e degree of relaxation in these subproblems is determined by checking a nite set of novel
descent inequalities which are guaranteed to hold when the subproblems are convex. We
then demonstrate the eectiveness of these strategies on many of optimization problems in
the literature.
e content of this chapter is based on paper [47] (joint work with Jeerson G.Melo and
Renato D.C. Monteiro) and several passages may be taken verbatim from it.
Organization
is chapter contains six sections. e rst one presents an ecient renement procedure.
e second one presents a relaxed ACG variant. e third one presents a relaxed AIPP
variant and its iteration complexity.e fourth one presents a relaxed AIP.QPM variant and
its iteration complexity. e h one presents a large collection of numerical experiments
e last one gives a conclusion and some closing comments.
5.1 Proximal Renement Procedure
is section presents a renement procedure that is generally more eective in practice than
the renement procedure (the CRP) in Algorithm 3.2.2.
99
We rst state the procedure in Algorithm 5.1.1, which follows a similar approach as in
the CRP.
Algorithm 5.1.1: PR Procedure
Require: h ∈ Conv (Z), f ∈ C(Z), (z, z−, v) ∈ Z3, L > 0, λ > 0;
Initialize: Lλ ← λL + 1, fλ ← λf +
1
2
∥ ⋅ −z−∥2 − ⟨v, ⋅⟩, hλ ← λh;
1: procedure PREF(f, h, z, z−, v,L, λ)
2: zr ← argmin
u∈Z







[(v + z− − z) +Lλ(z − zr)] +∇f(zr) −∇f(z)
4: εr ← (fλ + hλ)(z) − (fλ + hλ)(zr)
5: return (zr, vr, εr)
e result below, whose proof can be found in Appendix D, presents the some important
properties of the PR procedure (PRP).
Proposition 5.1.1. Let (zr, vr, εr) and Lλ be generated by the PRP where (f, h) satisfy as-
sumptions (A1)–(A2). en, the following properties hold:
(a) εr ≥ Lλ∥z − zr∥2/2;











(c) if the inputs f , h, λ, and (z, z−, v) satisfy
v ∈ ∂εr (λ [f + h] +
1
2
∥ ⋅ −z−∥2) (z),
1
λ





for some (ρ̄, ε̄) ∈ R2++ and ε > 0, it holds that








e result above is analogous to Proposition 3.2.5, which describes properties of the CRP.
In view of this link, we now make a comparison between the PRP and the aforementioned
CRP. First, the PRP requires two extra points, z− and v, as part of its input compared to the
CRP. Second, Proposition 3.2.5(b) shows that the CRP obtains a point vr satisfying the inclu-
sion in Proposition 5.1.1(b). Finally, under the same conditions in (5.1), Proposition 3.2.5(c)
shows that the point vr obtained by the CRP satises






which is analogous to the bound in (5.2). Note that, compared to (5.2), the above bound has
a larger constant in front of ρ̄ and a possibly larger constant in front of ε̄ depending on the
relationships between λ,M ,m, and L.
5.2 Relaxed ACG (R.ACG) Method
is section presents a relaxed ACG (R.ACG) variant that is generallymore ecient in prac-
tice than the ACGM in Algorithm 2.2.2.
We rst state the R.ACG variant in Algorithm 5.2.1. It main idea is to start with a pos-
sibly large stepsize λ1 and adaptively update this stepsize by checking a particular descent
inequality at every iteration.
Algorithm 5.2.1: R.ACGMethod
Require: ψn ∈ Conv (Z), ψn ∈ C(domψn), y0 ∈ domψn, (µ,Lest) ∈ R2++, Lmin ∈
(0, Lest];
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Initialize: L1 ← Lest
1: procedure R.ACG(ψs, ψn, y0, µ,Lmin, Lest)
2: for k = 1, ... do
3: L← Lk
4: do
5: λk ← 1/L
6: Generate (Ak, yk, x̃k−1, rk, ηk) according to Algorithm 2.2.2.
7: L← 2(L −Lmin) +Lmin




9: Lk+1 ← L
We now make two remarks about the above R.ACG method (R.ACGM). First, if ψs ∈
Cm,L(domψn) for some (m,L) ∈ R2++ and Lest ≥ L, then Lk = Lest for every k ≥ 1. On the
other hand, if Lest < L then Lk is doubled at most




times and L1 ≤ Lk ≤ 2L for every k ≥ 1. Second, if (L − Lest)/(Lest − Lmin) = O(1), then
the iteration complexities of the R.ACGM and ACGM in Algorithm 2.2.2 are on the same
order of magnitude when given a common termination condition.
It is worth mentioning that the above line search idea has been explored in many other
works in the literature. For example, [86] considers applying a similar line search subroutine
in which the stepsize parameter λk is increased whenever a key descent inequality holds and
decreased otherwise.
5.3 Relaxed AIPP (R.AIPP) Method
is section establishes an iteration complexity bound for a relaxed AIPPM (R.AIPPM) that
is generally more ecient in practice than the AIPPM in Algorithm 3.3.2.
Before proceeding, we rst state the main problem of the R.AIPPM and its key assump-




[φ(z) ∶= f(z) + h(z)] , (NCO)
where Z is a nite dimensional inner product space, and it is assumed that
(D1) h ∈ Conv (Z) for some nonempty convex set Z ⊆ Z ;
(D2) f ∈ CM(Z) for someM > 0;
(D3) φ∗ > −∞.
Moreover, like in Chapter 3, assume that ecient oracles for evaluating the quantities f(z),





∥z − z0∥2} ,
for any z0 ∈ Z and λ > 0, are available.
e AIPPMconsiders nding approximate stationary points ofNCO as in Problem 3.1.1,
i.e. given ρ̂ > 0, nd (ẑ, v̂) ∈ Z ×Z satisfying
v̂ ∈ ∇f(ẑ) + ∂h(ẑ), ∥v̂∥ ≤ ρ̂. (5.4)
For the sake of future referencing, let us state the problem of nding (ẑ, v̂) satisfying (5.4)
in Problem 5.3.1.
Problem 5.3.1: Find an approximate stationary point ofNCO
Given ρ̂ > 0, nd a pair (ẑ, v̂) ∈ Z ×Z satisfying condition (5.4).
To ease the notation in later sections, let us conclude by dening the useful quantity
m ∶= inf
m>0
{f(u) − `f(u; z) ≥ −
m
2
∥u − z∥2 ∀u, z ∈ Z} . (5.5)
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5.3.1 General Descent (GD) Framework
is subsection presents a general descent (GD) framework that relaxes theGIPP framework
from Chapter 3. We later show that the R.AIPPM is a special instance of GD framework
(GDF) in which each prox subproblem is approximate solved by invoking the R.ACGM in
Algorithm 2.2.2.
Recall that for an IPP framework with stepsizes {λk}k≥1, the larger λk is the faster the
IPP framework converges to a desirable approximate solution. While λk is required to be
at most 1/m in the GIPPF of Chapter 3, the GDF of this subsection considers choosing
λk signicantly larger than 1/m despite a possible loss of convexity. More specically, it
adaptively chooses its stepsizes based on two key inequalities that are checked at the end of
its iterations.
We rst start by stating the GDF in Algorithm 5.3.1.
Algorithm 5.3.1: GD Framework
Require: h ∈ Conv (Z), f ∈ C(Z), z0 ∈ Z, (θ, τ) ∈ R2++, L > 0, {λk}k≥1 ⊆ R++;
Initialize: Lλ ← λM + 1, φ⇚ f + h;
1: procedure GD(f, h, z0, θ, τ,M )
2: for k = 1, ... do
3: Find (zk, vk, λk) ∈ Z ×Z ×R++ such that its corresponding rened triple
(ẑk, v̂k, ε̂k)← PREF(f, h, zk, zk−1, vk,M,λk) (5.6)
4: satises the bounds
∥vk + zk−1 − zk∥2 ≤ θλk [φ(zk−1) − φ(zk)] , (5.7)
2Lλε̂k ≤ τ∥vk + zk−1 − zk∥2. (5.8)
We now give two remarks about the above framework. First, no termination criterion is
added so as to be able to discuss convergence rate results about its generated sequence. A dis-
cussion of how to terminate it is given aer Proposition 5.3.1 below. Second, its Line 3 should
be viewed as an oracle in that it does not specify how to compute the triple (λk, zk, vk).ird,
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Corollary 5.3.4 below shows that if the stepsize λk is chosen so that the prox subproblem
min
z∈Z
{λk(f + h)(z) +
1
2
∥z − zk−1∥2} (5.9)
is a strongly convex composite problem, i.e. λk ∈ (0,1/m), the point zk is chosen as its
unique optimal solution, and vk is set to zero, then the triple (λk, zk, vk) satises (5.7) and
(5.8) with θ = 2 and τ = 0. us, when (θ, τ) ∈ [2,∞) × [0,∞), we conclude that: (i) there
always exists a triple satisfying (5.7) and (5.8); and (ii) the GD framework can be viewed as
an IPP method.
In Section 5.3.3, we show that the R.AIPPM is a special instance of the GD framework,
and hence, can be viewed as a relaxed IPPmethodwhich chooses (θ, τ) in the open rectangle
(2,∞) × (0,∞). In particular, it applies an instance of the R.ACGM in Algorithm 5.2.1 to
problem (5.9) in order to obtain a triple (λk, zk, vk) satisfying (5.7) and (5.8).
We now present an important property about the sequence of iterates {(λk, ẑk, v̂k)}k≥1.
Proposition 5.3.1. e sequences of stepsizes {λk}k≥1 and iterate pairs {(ẑk, v̂k)}k≥1 satisfy
v̂k ∈ ∇g(ẑk) + ∂h(ẑk), min
i≤k
∥v̂i∥2 ≤ θ (1 + 2
√
τ)2 [φ(z0) − φ∗]
Λk
, (5.10)
for every k ≥ 1, where Λk ∶= ∑ki=1 λi.
Proof. Let k ≥ 1 be xed.e inclusion in (5.10) follows from Proposition 5.1.1 with (ẑ, v̂) =
(ẑk, v̂k) and the denitions of ẑk and v̂k in (5.6). To show the inequality in (5.10), rst observe
that (5.7) and the denition of φ∗ inNCO implies that
















∥vi + zi−1 − zi∥2. (5.11)
Now, let i ≥ 1 be arbitrary. Using (5.6), (5.8) with k = i, and Proposition 5.1.1 with λ = λi,
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2(λiM + 1)ε̂i (5.12)




)∥vi + zi−1 − zi∥. (5.13)
e inequality in (5.10) now follows by combining (5.11) and (5.13).
We nowmake three additional remarks about theGDF in light of Proposition 5.3.1. First,
if the GDF stops when a pair (ẑk, v̂k) such that ∥v̂k∥ ≤ ρ̂ is found, then it follows from the
inclusion in (5.10) that (ẑk, v̂k) solves Problem 5.3.1. Second, if the sequence of stepsizes
{λi} satises limk→∞ Λk = ∞, then it follows from the inequality in (5.10) and assumption
(D3) that the GDF indeed stops according to the above termination criterion. ird, (5.10)
indicates that the larger the stepsizes λk are, the faster the quantity mini≤k ∥v̂i∥ approaches
zero.
For the remainder of this section, our goal is to show that the GDF can be seen as a
relaxation of theGIPPF fromSection 3.2.e proof of this fact is not essential in establishing
any results pertaining to the R.AIPPM in this section and may skipped without any loss of
continuity.
Recall that, for a given z0 ∈ Z and σ ∈ [0,1), the GIPPF in Section 3.2 considers a
sequences {λk}k≥1 and {(zk, vk, εk)}k≥1 satisfying
vk ∈ ∂εk (λkφ +
1
2
∥ ⋅ −zk−1∥2) (zk), ∥vk∥2 + 2εk ≤ σ∥vk + zk−1 − zk∥2, (5.14)
for every k ≥ 1. We begin by presenting a simple technical result that will be used both here
and in the analysis of the R.AIPPM.
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Lemma 5.3.2. Assume that ε ≥ 0 and (λ, z−, z, v) ∈ R++ ×Z ×Z ×Z satisfy
v ∈ ∂ε (λφ +
1
2
∥ ⋅ −z−∥2) (z). (5.15)
en, the quantity εr computed in Algorithm 5.1.1 satises εr ≤ ε.
Proof. Let (zr, εr) be computed as in Algorithm 5.1.1. It follows from the denition of the
approximate subdierential and (5.15) that
λφ(u) + 1
2
∥u − z−∥2 ≥ λφ(z) + 1
2
∥z − z−∥2 + ⟨v, u − z⟩ − ε ∀u ∈ Z.
Considering the above inequality at the point u = zr, along with some algebraic manipula-
tion, we have
ε ≥ [λφ(z) + 1
2
∥z − z−∥2 − ⟨v, z⟩] − [λφ(zr) +
1
2
∥zr − z−∥2 − ⟨v, zr⟩] = εr,
where the last equality is due to the denitions fλ, hλ, and εr given in Algorithm 5.1.1.
e following result shows the relationship between the GIPPF of Section 3.2 and the
GDF of this section.
Proposition 5.3.3. If, for some zk−1 ∈ Z , constant σ ∈ [0,1), and index k ≥ 1, the quadruple
(λk, zk, vk, εk) satises (5.14), then (λk, zk, vk) satises (5.7) and (5.8) for any θ ≥ 2/(1 − σ)
and τ ≥ σ(λkM + 1). As a consequence, if supk≥1 λk < ∞, then every instance of the GIPPF
is an instance of the GDF for any (θ, τ) satisfying
θ ≥ 2
1 − σ , τ ≥ supk≥1
[σ(λkM + 1)] . (5.16)
Proof. e fact that (λk, zk, vk) satises (5.7) with θ = 2/(1 − σ) follows from Propo-
sition 3.2.3(a). Now, let k ≥ 1 and observe that from Lemma 5.3.2 with (λ, z−, z, v) =
(λk, zk−1, zk, vk) and ε = εk we have ε̂k ≤ εk. It follows from the last inequality and the
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inequality in (5.14) that 2ε̂k ≤ σ∥vk + zk−1 − zk∥2. Combining the previous inequality with
the assumption on τ now shows that (λk, zk, vk) satises (5.8). e second part of the
proposition follows immediately from the rst part and condition (5.16).
[add remarks]
Corollary 5.3.4. Let zk−1 ∈ Z and λk ∈ (0,1/m) be given, where m is as in (5.5). en,
NCO has a unique global minimum zk and the triple (λk, zk, vk) satises (5.7) and (5.8) with
(θ, τ, vk) = (2,0,0).
Proof. e existence and unique uniqueness of zk follows from the fact thatφ+∥⋅−zk−1∥2/λk
is strongly convex. Moreover, the fact that zk is the unique global minimum ofNCO implies
that the quadruple (λk, zk, vk, εk), where (vk, εk) = (0,0), satises (5.14) with σ = 0. e
conclusion of the corollary now follows immediately from the rst part of Proposition 5.3.3
with σ = 0.
5.3.2 Key Properties of the R.ACGM
is subsection describes how the R.ACGM in Algorithm 5.2.1 can be used to implement a
single iteration of the GDF in Section 5.3.1.
Consider the R.ACGM inputs
ψs = λf +
1
2
∥ ⋅ −zk−1∥2, ψn = λh, y0 = zk−1,
µ = 1, Lmin = 1, Lest = Lλ ∶= λM + 1,
(5.17)
and the termination criteria
2 max{0, Lληj} ≤ τ∥y0 − yj + rj∥2, (5.18)
∥y0 − yj + rj∥2 ≤ λθ [φ(y0) − φ(yj)] , (5.19)
for some (θ, τ) ∈ R2++. In the following lemma, we show that if the conditions (5.18) and
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(5.19)
∥Airi + yi − y0∥2 + 2 max{0,Aiηi} ≤ ∥yi − y0∥2, (5.20)
ψ(y0) ≥ ψ(yi) + ⟨ri, y0 − yi⟩ −max{0, ηi} , (5.21)
hold at every iteration of R.ACGM, then the conditions (5.18) and (5.19) will be obtained in
a nite number of R.ACG iterations.
Lemma 5.3.5. Let φ = f+h be a function satisfying assumptions (D1)–(D2),Lλ be as in (5.17),
and (zk−1, λ) ∈ Z×R++. Moreover, suppose the R.ACGM is called with (ψs, ψn, y0, Lmin, Lest)
as in (5.17) and generates the sequence of iterates {(Ai, yi, ri, ηi)}i≥1. en, the following state-
ments hold:
(a) if the inequalities (5.20) and (5.21) hold for every i ≥ 1, then for any θ > 2 and τ > 0 the

























(b) if λ ≤ 1/m, then (5.20), (5.21), and the inclusion rj ∈ ∂max{ηj ,0}ψ(yj) hold for every
j ≥ 1.
Proof. (a) See Appendix C.
(b) If λ ≤ 1/m, it follows that ψs ∈ F0,Lλ(Z), and hence, (ψs, ψn) satisfy the require-
ments of the ACGM (see Algorithm 2.2.2) with L = Lλ.e conclusion now follows from
Proposition 2.2.3 and the denition of the approximate subdierential.
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e next result shows that conditions (5.18) and (5.19) are sucient to implement a single
iteration of the GDF in Section 5.3.1.
Lemma 5.3.6. Let φ = f + h and (zk−1, λ) be as in Lemma 5.3.5 and (ψs, ψn, y0) be as in
(5.17). If (yj, rj, ηj) satisfy (5.18), (5.19), and rj ∈ ∂max{ηj ,0}(yj), then the assigned triples
(λk, zk, vk)← (λ, yj, rj), (ẑk, v̂k, ε̂k)← PREF(f, h, yj, zk−1, rj,M,λ) (5.24)
satisfy (5.7) and (5.8).
Proof. e fact that (λk, zk−1, zk, vk) satises (5.7) follows immediately from (5.19) and
(5.24). On the other hand, using Lemma 5.3.2 with (z, v, ε) = (yj, rj,max{ηj,0}) and the
denition of (ψs, ψn), we have that ε̂k ≤ rj . Using the previous bound and (5.18) yields
(5.8).
We now conclude by discussing alternative choices for the R.ACG input (Lest, Lmin) in
(5.17). First, note that if Lest = λαM + 1 for some α ∈ (0,1) and Lmin = 1, then
Lλ −Lmin
Lest −Lmin
= λM + 1 − 1




Hence, in view of the above identity and the discussion following the R.ACGM in Algo-
rithm 2.2.2, choosingLest = λαM+1withα−1 = O(1) in anR.ACG call yields an complexity
that is on the same order of magnitude as an R.ACG call with Lest = λM + 1.
5.3.3 Statement and Properties of the R.AIPPM
is subsection describes and gives the iteration complexity of the R.AIPPM.
We rst state the R.ACG instance in Algorithm 5.3.2 that implements the approach de-
scribed in the preceding subsection. More specically, this instance chooses Lmin = 1 and
Lest = λM/100 + 1, uses the termination conditions (5.18) and (5.19), and uses (5.20) and
(5.21) to check for failure of the method. e variable πS is used to store the termination
110
status of the method where πS = true if the method outputs a solution satisfying (5.18) and
(5.19) and πS = false otherwise.
Algorithm 5.3.2: R.ACG Instance for the R.AIPPM
Require: ψn ∈ Conv (Z), ψn ∈ C(Z), y0 ∈ Z, (θ, τ) ∈ R2++, L1 > 0, Lmin ∈
(0, L1);
Initialize: L1 ← Lest, πS ← true, ψ⇚ ψs + ψn,
1: procedure R.ACG1(ψs, ψn, φ, y0, θ, τ,Lmin, Lmax, Lest)
2: for k = 1, ... do
3: Generate (Ak, yk, rk, ηk) according to Algorithm 5.2.1.
4: η+k ←max{ηk,0}
5: if (5.18) and (5.19) hold with j = k then
6: return (yk, rk, η+k , πS)
7: if (5.20) or (5.21) do not hold with i = k then
8: πS ← false
9: return (y0,∞,∞, πS)
Using the R.ACGM instance in Algorithm 5.3.2 and the renement procedure in Algo-
rithm 5.1.1, we now state the R.AIPPM in Algorithm 5.3.3. Given λ0 > 0 and z0 ∈ Z , its main
idea is to apply the R.ACGM to obtain the approximate update for the kth iteration
zk ≈ min
z∈Z




for a suitable stepsizeλk, and implement one iteration of theGDF in Section 5.3.1.e iterate
zk is then rened using the PRP in Algorithm 5.1.1 and termination of the method occurs
when a rened iterate solving Problem 5.3.1 is found.
Algorithm 5.3.3: R.AIPP Method
Require: ρ̂ > 0, M > 0, h ∈ Conv (Z), f ∈ CM(Z), λ0 > 0, (θ, τ) ∈ (2,∞) ×
R++, z0 ∈ Z ;
Initialize: φ⇚ f + h;
1: procedure R.AIPP(f, h, z0, λ0, θ, τ,M, ρ̂)
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2: for k = 1, ... do
3: Part 1 Find the right λk and attack the kth prox subproblem.
4: λ← λk−1





7: (Lmin, Lmax, Lest)← (1, λM + 1, λ[M/100] + 1)
8: (zk, vk, εk, πacgk )← R.ACG1(ψks , λh, φ, y0, θ, τ,Lmin, Lmax, Lest)
9: (ẑk, v̂k, ε̂k)← PREF(f, h, zk, zk−1, vk,M,λ)
10: if ¬(πacgk ) or 2Lmaxε̂k > τ∥vk + zk−1 − zk∥2 then
11: λ← λ/2
12: until πacgk and 2Lmaxε̂k ≤ τ∥vk + zk−1 − zk∥2
13: λk ← λ
14: Part 2 Check the termination condition.
15: if ∥v̂k∥ ≤ ρ̂ then
16: return (ẑk, v̂k)
Some comments about the R.AIPPM are in order. To ease the discussion, let us refer to
the ACG iterations performed in Line 8 of the method as inner iterations and the iterations
over the indices k as outer iterations. First, the failure checks in the R.ACG instances and
Line 10 of the method immediately imply that a single iteration of the R.AIPPM implements
a single iterations of the GDF. Second, the termination condition in Line 15 and Proposi-
tion 5.1.1(b), with (λ, z−, z, v) = (λk, zk−1, zk, vk), imply that the required solution, i.e. a pair
(ẑ, v̂) that solves Problem 5.3.1, is obtained when the R.AIPPM terminates.ird, since the
R.AIPP iterates correspond to iterates of the GDF, and the sequence {λk} is bounded below
(see Lemma 5.3.7(c) below), Proposition 5.3.1 implies that the sequence {v̂k} generated by
the R.AIPPM has a subsequence approaching zero, and thus the method must terminate in
Line 15. Fih, although the R.AIPPM does not necessarily generate proximal subproblems
with convex objective functions, it is shown ineorem 5.3.8 below that it has an iteration
complexity similar to that of the AIPPM of Section 3.3. Finally, in contrast to the aforemen-
tioned AIPPM, the R.AIPPM neither requires an upper bound on the quantitym in (5.5) as
part of its input nor does it place any restriction on the initial stepsize λ0.
Each iteration of the R.AIPPM may call the R.ACGM multiple times (possibly just one
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time). Invocations of the R.ACGMalgorithm that stopwithπacgk = true are said to be of type
S while the other invocations are said to be of type F . Let kS (resp., kF ) denote the total
number of R.ACG calls of type S (resp., type F ). e following technical result provides
some basic facts about kS , kF , and the sequence of stepsizes {λk}k≥1.
Lemma 5.3.7. e following statements hold for the R.AIPPM:
(a) if the stepsize λk̄ ≤ 1/m for some k̄ ≥ 1, then every iteration k ≥ k̄ is of type S and, as a
consequence, λk = λk̄ for every k > k̄;
(b) kF can be bounded as 2kF ≤ max{1,2λ0m};
(c) {λk}k≥1 is non-increasing and satises




∀k ≥ 1. (5.25)
Proof. (a) Since λk̄ ≤ 1/m, the denition of m in (5.5) implies that λk̄f + ∥ ⋅ −zk−1∥2/2 is
convex. Hence, it follows from Lemma 5.3.5(b) that πacgk = true, which is to say that this
iteration is of type S. Since {λk}k≥1 is clearly nonincreasing, the same conclusion holds true
for every iteration k ≥ k̄. Moreover, as λ is not halved for subsequent iterations following k̄,
it follows that λk = λk̄ for every k > k̄.
(b) Using the fact that immediately before each iteration of type F , the stepsize λ is
halved, we see that the condition λk̄ ≤ 1/m in part (a) would eventually be satised for some
iteration k̄ ≥ 1, and hence kF is nite. Now, note that if kF = 0 then the inequality in part
(b) follows immediately. Assume then that kF ≥ 1. It now follows from part (a) and the
denition of kF that λ0/2kF−1 > 1/m, which clearly implies the inequality in part (b).
(c)e rst statement follows trivially from the update rule of λk in the R.AIPPM. Now,
note that the denition of kF together with the update rule for λk imply, for every k ≥ 1, that
λ0/2kF ≤ λk.e inequality in part (c) then follows from the inequality in part (b).
113
In view of Lemma 5.3.7(a), choosing an initial stepsize λ0 satisfying λ0 ≤ 1/(2m) re-
sults in an R.AIPP variant with constant stepsize, which resembles the AIPPM described in
Section 3.3.
e following theorem presents a worst-case iteration complexity bound on the number
of inner iterations of the R.AIPPM with respect to the inputsM, λ0, z0, the quantity m in
(5.5), and the tolerance ρ̂.
eorem 5.3.8. e R.AIPPM outputs a pair (ẑ, v̂) that solves Problem 5.3.1 in
O (
√
M + ξ (
√




λ0) log+1 [Cθ,τλ0M]) (5.26)
inner iterations, where Cθ,τ and ξ are as (5.23) and (5.25), respectively.
Proof. e fact that its output solves Problem 5.3.1 follows from the termination condition
in Line 15, Line 9, and Proposition 5.1.1.
To show the desired complexity, we let TIS (resp. TIF ) denote the total number of inner
iterations performed during all calls of type S (resp. type F ) (see the paragraph preceding
Lemma 5.3.7). Clearly, the total number of inner iterations is TI ∶= TIS + TIF . We now
bound each one of the quantities TIS and TIF separately by using the fact that the inputs
given to every R.ACG call and Lemma 5.3.5(a) imply that the number of inner iterations
performed during each R.ACG call is
O (
√
λM + 1 log+1 [Cθ,τ(λM + 1)]) ,
where λ is the value of λ just before the call and C is as in (5.23) with Lλ = λM + 1.
We rst consider TIF . Note that Lemma 5.3.7(b) implies that kF is nite. Since TIF = 0
when kF = 0, we may assume without loss of generality that kF ≥ 1. Note that the values of
































λ0 (M + ξ) log+1 [Cθ,τλ0M]) (5.27)
where the second identity is due the fact that Lemma 5.3.7(b) implies 2i−1 ≤ 2kF−1 ≤ 2λ0ξ
for every i ≤ kF .
We now bound TIS . Suppose that kS > 1 and observe that the termination criterion
∥v̂k∥ ≤ ρ̂ is not satised in the rst kS −1 iterations. Since the R.AIPPM is an instance of the
GDF, it follows from Proposition 5.3.1 that
ρ̂2 < min
j≤kS−1
∥v̂j∥2 ≤ θ (1 + 2
√
τ)2 [φ(z0) − φ∗]
∑kS−1j=1 λj
. (5.28)
Using the fact that Lemma 5.3.7(c) implies 1/λj ≤ ξ and λj ≤ λ0 for every j ≥ 1, we obtain











λj(M + ξ) log+1 [Cθ,τλ0M])
= O (
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Now, using 5.28, the bound (a + b)2 ≤ 2a2 + 2b2 for every a, b ∈ R, and the previous bound












λj = O (
√




Hence, combining (5.29) and (5.30), we conclude that
TIS = O (
√
M + ξ (
√




λ0) log+1 [Cθ,τλ0M]) . (5.31)
It can be easily seen that the bound in (5.31) trivially holds when kS ≤ 1 in view of the
last term in it. Indeed, to prove this, just assume that ∑kS−1j=1 λj = 0 in the above argument
bounding TIS . Now, since TI = TIF +TIS , the bound in (5.26) follows by adding (5.27) and
(5.31).
e result below presents the iteration complexity of the R.AIPPM with inputs (θ, τ) =
(4,2) and λ = 1/m.
Corollary 5.3.9. e R.AIPPM with inputs (θ, τ) = (4,2) and λ = 1/m outputs a pair (ẑ, v̂)







+ 1 [m [φ(z0) − φ∗]
ρ̂2






oracle calls, where ξ is as in (5.25).
Proof. is follows immediately fromeorem 5.3.8 with (θ, τ) = (4,2) and λ = 1/m to-
gether with the fact that the R.ACGM uses O(1) oracle calls at the end of every one of its
iterations.
We now briey discuss alternative update rules for the stepsize λk. To begin, one could
consider an update in which the intermediate variable λ in Line 4 of the R.AIPPM is ini-
tialized with λ ← βλk−1 for some β > 1. For larger values of β, this might result in larger
number of inner iterations per outer iteration due to a (possibly) large number of R.ACG
calls that result in πacgk = false. A modication of this approach is to x this multiplier β
to be 1 for all iterations following one in which πacgk = false. is modication results in
a bitonic stepsize sequence (as opposed to a monotonic one) and is only slightly more con-
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servative than the rst approach. e second approach will be used in our computational
experiments in Section 5.5.
5.4 Relaxed AIP.QP (R.AIP.QP) Method
is section establishes an iteration complexity bound for a relaxed AIP.QPM (R.AIP.QPM)
that is generally more ecient in practice than the AIP.QPM in Section 4.1.
Before proceeding, we rst recall the main problem of the R.AIP.QPM and its key as-
sumptions. Consider the CNCO problem
ϕ̂∗ ∶= min
z∈Z
{φ(z) ∶= f(z) + h(z) ∶ Az ∈ S} (CNCO[a])
whereZ is a nite dimensional inner product space and it is assumed that φ = f +h satises
assumptions (D1)–(D3) and:
(E1) A ∶ Z ↦ R is a nonzero linear operator for some nite dimensional inner product
spaceR, the quantity S ⊆R is a closed convex set, and F ∶= {z ∈ Z ∶ Az ∈ S} ≠ ∅;
(E2) Z is compact.
Moreover, like in Chapter 4, it is assumed that ecient oracles for evaluating the quantities





∥z − z0∥2} , min
r∈S
∥r − r0∥
for any z0 ∈ Z , r ∈R, and λ > 0, are available.
e R.AIP.QPM considers nding approximate stationary points of 5.4.1 as in Prob-
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lem 4.1.1, i.e. given (ρ̂, η̂) ∈ R2++, nd ([ẑ, p̂], [v̂, q̂]) ∈ [Z ×R] × [Z ×R] satisfying
v̂ ∈ ∇f(ẑ) + ∂h(ẑ) +A∗p̂ ∥v̂∥ ≤ ρ̂, (5.32)
Aẑ + q̂ ∈ S ∥q̂∥ ≤ η̂. (5.33)
For the sake of future referencing, let us state the problem of nding (ẑ, v̂) satisfying (5.32)
in Problem 5.3.1.
Problem 5.4.1: Find an approximate stationary point of CNCO[a]
Given (ρ̂, η̂) ∈ R2++, nd a pair ([ẑ, p̂], [v̂, q̂]) ∈ [Z ×R]× [Z ×R] satisfying conditions
(5.32) and (5.33).
5.4.1 Key Properties of the Quadratic Penalty Approach
is subsection presents some key properties of a quadratic penalty function that is used in
the R.AIP.QPM. Its properties mirror those in Section 4.1.2.
We rst introduce some useful quantities. First, the diameter of Z is denoted by
Dz ∶= sup
u,z∈Z
∥u − z∥. (5.34)
We dene the following important quantity for future reference:
ϕ̂c ∶= inf
z∈Z
{ϕc(z) ∶= fc(z) + h(z)} . (5.35)
where fc(⋅) is a quadratic penalty function given by
fc(z) ∶= f(z) +
c
2
dist2(Az, S) ∀z ∈ Z. (5.36)
Note that using Lemma 4.1.1(a) and the denition of ϕ̂∗ is as in CNCO[a], it is easily seen
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that
ϕ̂∗ ≥ ϕ̂c̄ ≥ ϕ̂c ∀c̄ > c ≥ 0. (5.37)
e following result shows how a solution of Problem 5.3.1 with f = fc yields a solution
of Problem 5.4.1 when the penalty parameter c is suciently large.
Proposition 5.4.1. Given ρ̂ > 0 and c > 0, let (ẑ, v̂) be a solution of Problem 3.1.1 with f = fc
as in (5.36). Moreover, letm be as in (5.5) and dene the quantities
p̂ ∶= c [Aẑ −ΠS(Aẑ)] , q̂ ∶= ΠS(Aẑ) −Aẑ,
Tη̂ ∶= [2(ϕ̂∗ − ϕ̂0 + ρ̂Dz) +mD2z] η̂−2, Mc ∶=M + c∥A∥2
(5.38)
where ϕ̂∗, ϕ̂0, andDz are as in CNCO[a], (5.35), and (5.34), respectively. en the following
statements hold:
(a) it holds that fc ∈ Cm,Mc(Z);
(b) the pair ([ẑ, p̂], [v̂, q̂]) satises (4.7), the inclusion in (4.8), and
∥q̂∥2 ≤ 1
c
(2 [ϕ̂∗ − ϕ(ẑ) + ρ̂Dz] +mD2z) ;
(c) if c ≥ Tη̂, then ∥q̂∥ ≤ η̂.
Proof. (a) See Lemma 4.1.4.
(b) See Lemma 4.1.2(a) for the proof that the pair ([ẑ, p̂], [v̂, q̂]) satises (4.7), the inclu-
sion in (4.8). To show the desired inequality on ∥q̂∥, let pS(z) = (c/2)dist2(Az, S) for
every z ∈ Z . Using the inclusion in (4.8), the convexity of pS , the denition of p̂, and
Lemma E.2.1(b), it follows that v̂ ∈ ∇f(ẑ) + ∂ [h + pS] (ẑ), or equivalently,
h(u) + pS(u) ≥ h(ẑ) + pS(ẑ) + ⟨v̂ −∇f(ẑ), u − ẑ⟩ ∀u ∈ Z. (5.39)
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Considering (5.39) at anyu ∈ F andusing the fact that pS(u) = 0 for anyu ∈ F , the denition





∥ΠS(Aẑ) −Aẑ∥2 = pS(Aẑ)
≤ h(u) − h(ẑ) + ⟨∇f(ẑ), u − ẑ⟩ − ⟨v̂, u − ẑ⟩
≤ (f + h)(u) − (f + h)(ẑ) + ∥v̂∥∥u − ẑ∥ + 1
2
(m∥u − ẑ∥2)




Taking the inmum over u ∈ F immediately yields the desired bound.
(c) Suppose c ≥ Tη̂. Using the previous bound on c, the fact that ϕ(ẑ) ≥ ϕ̂0 , and the
denition of Tη̂, it follows from part (b) that
∥q̂∥2 ≤ 1
c




In view of the above proposition, we now outline a static penalty method for solving
Problem 5.4.1. First, let z0 ∈ Z be given and select a penalty parameter c = O(η̂−2) satisfying
c ≥ Tη̂. Second, obtain a point (ẑ, v̂) solving Problem 5.3.1 with f = fc (see (5.36)) using the
R.AIPPMof Section 5.3 with z0, (m,M) = (m,Mc), (θ, τ) = (4,2), and λ = 1/m, whereMc
is as in Proposition 5.4.1(b). Finally, compute the pair (p̂, q̂) according to (5.38) and output
the pair ([ẑ, p̂], [v̂, q̂]), which solves Problem 5.4.1 in view of Proposition 5.4.1(a) and (d).
Using the fact that c = O(η̂−2), and Corollary 5.3.9 with (f,M) = (fc,Mc), it is easy to see







+ 1 [m [ϕc(z0) − ϕ̂c]
ρ̂2






= O (ρ̂−2η̂−3 log+1 η̂−1) , (5.40)
where the last quantity ignores any constants aside from the tolerances. A drawback of this
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static penalty method is that it requires in its rst step the selection of a single parameter
c, which is generally dicult to obtain. is issue can be circumvented by considering a
dynamic cold-started penalty method in which the static penalty method is repeated for a
sequence of increasing values of c and common starting point z0. It can be shown that the
resulting cold-started dynamic penalty method has an ACG iteration complexity that is still
on the same order as (5.40). Note that the bound (5.40) is actuallyO(ρ̂−2η̂−1 log+1 η̂−1)when
z0 ∈ F , but our interest lies in the case where z0 ∉ F since an initial point z0 ∈ F is generally
not known.
e AIP.QPM of Section 4.1 is a modied cold-started dynamic penalty method like the
one just outlined, but which replaces each R.AIPP call of the static penalty method with the
AIPPM of Section 5.3. It has been shown ineorem 4.1.6 that its inner iteration complex-
ity bound for solving is O(ρ̂−2η̂−1). is bound is established without assuming that Z is
bounded and is clearly better than the one in (5.40).
e next subsection considers a warm-started dynamic penalty method, similar to the
one described immediately aer Proposition 5.4.1, in which the input z0 to the R.AIPP call
for solving the next penalty subproblem is chosen to be the output ẑ from the R.AIPP call
for solving the current one. It is shown ineorem 5.4.3 that its inner iteration complexity
is O(ρ̂−2η̂−1 log+1 η̂−1), which is the same as the one for the AIP.QPM up to a logarithmic
factor. As a side remark, we note that although a warm-started version of the AIP.QPM in
Section 4.1 can be also considered, the aforementionedO(ρ̂−2η̂−1) inner iteration complexity
bound was derived for its cold-started version.
5.4.2 Statement and Properties of the R.AIP.QPM
is subsection describes and establishes the iteration complexity of the R.AIP.QPM.
We rst state the R.AIP.QPM in Algorithm 5.4.1. Given (θ, τ) ∈ (2,∞)×R++ and z0 ∈ Z ,
its main idea is to call the R.AIPPM of Section 5.3 to obtain approximate stationary points
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where {c`}`≥1 is a strictly increasing sequence that tends to innity. At the end of each
R.AIPPM call, a pair ([ẑ, p̂], [v̂, q̂]) is generated that satises (5.32) and the inclusion in
(5.33), and the method terminates when the inequality in (5.33) holds.
Algorithm 5.4.1: R.AIP.QP Method
Require: (ρ̂, η̂) ∈ R2++, M > 0, h ∈ Conv (Z), f ∈ CM(Z), λ > 0, (θ, τ) ∈
(2,∞) ×R++, z0 ∈ Z, A ≠ 0, S ⊆R;
Initialize: C1 ←M/∥A∥2, ẑ0 ← z0;
1: procedure R.AIP.QP(f, h,A, S, z0, c1, λ,m,M, θ, τ, ρ̂, η̂)
2: for ` = 1, ... do
3: Part 1 Attack the `th prox penalty subproblem.




5: Mc` ←M + c`∥A∥2
6: (ẑ`, v̂`)← R.AIPP(fc` , h, ẑ`−1, λ, θ, τ,Mc` , ρ̂)
7: p̂` ← c` [Aẑ` −ΠS(Aẑ`)]
8: q̂` ← ΠS(Aẑ`) −Aẑ`
9: Part 2 Either stop with a nearly feasible point or increase c`.
10: if ∥q̂`∥ ≤ η̂ then
11: return ([ẑ`, p̂`], [v̂`, q̂`])
12: c`+1 ← 2c`
We now make three comments about the R.AIP.QPM. To ease the discussion, let us
refer to the R.AIPP iterations in each R.AIPP call as outer iterations, the R.ACG itera-
tions performed inside each R.AIPP call as inner iterations, and the iterations over the
indices ` as cycles. First, it follows from Proposition 5.4.1(b) that, for every ` ≥ 1, the pair
([ẑ, p̂], [v̂, q̂]) = ([ẑ`, p̂`], [v̂`, q̂`]) satises (5.32) and the rst inclusion of (5.33). Second,
since every cycle of the R.AIP.QPM doubles c, the condition on c in Proposition 5.4.1(c) will
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be eventually satised. Hence, the residual q̂ corresponding to this c will satisfy the condi-
tion ∥q̂∥ ≤ η̂ and the R.AIP.QPMwill stop in view of its stopping criterion in Line 10. Finally,
in view of the rst and second comments, we conclude that the R.AIP.QPM always outputs
a pair ([ẑ, p̂], [v̂, q̂]) that solves Problem 5.4.1.
Before deriving the inner iteration complexity of the R.AIP.QPM, we note that the num-
ber of inner iterations needed in the (` + 1)th execution of the R.AIPPM depends on the
quantity ϕc`(ẑl) − ϕ̂c` (see the le-hand-side of (5.40) with (c, z0) = (c`, ẑ`)). e result
below shows that the warm-start strategy in Line 6 of the method together with the bound-
edness ofZ imply that the aforementioned quantity has an upper bound that is independent
of the size of the parameter c`.
Lemma 5.4.2. Let c1 be as in the initialization of the R.AIP.QPM and dene
S(z0) ∶= ϕc1(z0) − ϕ̂c1 ,





where ϕ̂∗ and ϕ̂0are as in CNCO[a] and (5.35),, respectively. en, for every ` ≥ 1, we have
ϕc`(ẑ`) − ϕ̂c` ≤ Q(ẑ0). (5.42)
Proof. All line numbers referenced in this proof are with respect to Algorithm 5.4.1. e
case in which ` = 1 follows trivially from the denition of S(z0). Consider now the case in
which ` ≥ 2. Remark that Line 12 and Proposition 5.4.1 respectively imply that c` = 2c`−1
and (ẑ`, v̂`) solves Problem 5.3.1 with f = fc`−1 . It now follows from the aforementioned
remarks, the last inequality in (5.37) with c = c`, the denition of q̂`, and Proposition 5.4.1(b)
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with (ẑ, c) = (ẑ`, c`), that












≤ 2 [ϕ̂∗ − ϕ̂0 + ρ̂Dz +
1
2
mD2z] ≤ Q(z0). (5.43)
We now establish the iteration complexity of the R.AIP.QPM in the following result.
eorem 5.4.3. Let Tη̂ be as in (5.38) and dene
Ξη̂ ∶=M + Tη̂∥A∥2 ∀η̂ > 0. (5.44)
en, the R.AIP.QPM outputs a pair ([ẑ, p̂], [v̂, q̂]) that solves Problem 5.4.1 in
O (
√
Ξη̂ + ξ (
√




λ0) log+1 (Cθ,τλ0Ξη̂)) , (5.45)
inner iterations, where Cθ,τ , ξ, andQ(z0) are as in (5.23), (5.25), and (5.41), respectively.
Proof. e fact that the output of the R.AIP.QPM solves Problem 5.4.1 is an immediate con-
sequence of Proposition 5.4.1 and the termination condition in Line 10 of the method.
Let us now prove the desired complexity bound. Let ¯̀≥ 1 be the smallest index such that
c¯̀ ≥ Tη̂. Since the R.AIP.QPM calls the R.AIPPM with (M,f) = (Mc` , fc`) at every cycle, it
follows from Lemma 5.4.2 andeorem 5.3.8, withM =Mc` , that the total number of inner


















Hence, the R.AIP.QPM method stops in a total number of inner iterations bounded above
by the sum of the quantity in (5.46) over ` = 1, . . . , ¯̀.
We now focus on simplifying some quantities in the aforementioned sum. Using the fact
thatM = c1∥A∥2, we obtain the bound
Mc` =M + c`∥A∥2 =M + 2`−1c1∥A∥2
≤ 2`−1 (M + c1∥A∥2) = 2`c1∥A∥2. (5.47)
Now, if ¯̀= 1, then the above inequality implies thatMc¯̀ ≤ 2c1∥A∥2 = 2M = O(Ξη̂). Assume
















































log+1 (Mc`) ≤ log+1 (2
¯̀
c0∥A∥2) ≤ log+1 (Tη̂∥A∥2) = O (log+1 Ξη̂) . (5.49)
It now follows from (5.46), (5.48), and (5.49) that the R.AIP.QPM stops in a total number of
inner bounded by the quantity in (5.45).
e result below presents the iteration complexity of the R.AIP.QPMwith inputs (θ, τ) =
(4,2) and λ = 1/m.
Corollary 5.4.4. e R.AIP.QPM with inputs (θ, τ) = (4,2) and λ = 1/m outputs a pair
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inner iterations, where Ξη̂ andQ(z0) are as in (5.44) and (5.41), respectively.
Note that in terms of the tolerance pair (ρ̂, η̂), it isO(ρ̂−2η̂−1 log+1 η̂−1), which improves
upon the complexity in (5.40) by a Θ(η̂−2)multiplicative factor.
We now end this section by discussing how the above R.AIP.QP instance in Corol-
lary 5.4.4 compares to the AIP.QP instance in Corollary 4.1.7. First, recall that the AIP.QPM
requires the knowledge of an upper bound m on m. Under the same assumptions of this
section, it can be shown, using the bound m ≤ M and eorem 4.1.6 with ĉ = 0, that



































































Note that (5.52) is as good as (5.51) when Ξη̂/m = O(1) and is only worse by a factor of
log η̂−1 whenm = m̄.
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5.5 Numerical Experiments
is section presents several numerical experiments that use the various algorithms devel-
oped in this chapter. All experiments are run on Linux 64-bit machines each containing
Xeon E5520 processors and at least 8 GB of memory using MATLAB 2020a. Supporting
code for some of the benchmarked solvers was generously denoted by the original authors
Jiaming Liang, Saeed Ghadimi, and Guanghui “George” Lan. It is worth mentioning that
the complete code for reproducing the experiments is freely available online1.
5.5.1 Unconstrained Optimization Problems
is subsection examines the performance of several solvers for nding approximate sta-
tionary points ofNCO where (f, h) satisfy assumptions (A1)–(A3) of Chapter 3.
e algorithms benchmarked in this section are as follows.
• AIPP: a variant of Algorithm 5.3.3 with starting inputs λ0 = 1/m, θ = 2, and τ =
10(λ0M + 1). More specically, this variant adaptively changes the value of τ based
on the update rule in [49], uses the bitonic stepsize update rule described at the end
of Section 5.3.3, and initializes L0 for each R.ACGM call as follows: at the kth outer
iteration, if L−1 denotes either λ0M + 1 for k = 1 or the last obtained estimate of Lk
from a previous R.ACG call for k > 1, then L0 of the current R.ACG call is set to
L0 = λk(L1 − 1)/[100λmax{k−1,1}] + 1. Moreover, at the kth iterate, it uses the zk−1 as
the initial starting point for its kth R.ACG call.
• AG: an instance of [30, Algorithm 2] in which LΨ = max{m,M} and the sequences
{αk}k≥1, {βk}k≥1, and {λk}k≥1 are as in [30, Corollary 1].
• NC-FISTA: an instance of the algorithm in [61, Section] in which, dening ξ = 1.05m,
we have A0 = 2ξ(ξ +m)/(ξ −m)2.
1See the code in ./tests/thesis/ from the GitHub repository https://github.com/wwkong/nc_opt/
127
• UPFAG: an instance of [31, Algorithm 1] in which H = max{m,M}, ν = 1,
(γ1, γ2, γ3) = (0.4,0.4,1), δ = 10−3, λ̂0 = H , β̂0 = 1/H , and the line search method
the Barzilai-Borwein method given in [31, Equation 2.12] with σ = 10−10.
Given a tolerance ρ̂ > 0 and an initial point z0 ∈ Z , each algorithm above seeks a pair
(ẑ, v̂) ∈ Z ×Z satisfying
v̂ ∈ ∇g(ẑ) + ∂h(ẑ), ∥v̂∥∥∇g(z0)∥ + 1
≤ ρ̂. (5.53)
Moreover, each algorithm is given a time limit of 4000 seconds. Iteration counts are not
reported for instances which were unable to obtain (ẑ, v̂) as above. e bold numbers in
each of the tables in this section highlight the algorithm that performed the most eciently
in terms of iteration count or total runtime.
5.5.1.1 Quadratic Matrix Problem
is sub-subsection presents computational results for the unconstrained quadratic matrix
(QM) problem considered in [46]. More specically, given a pair of dimensions (l, n) ∈ N2,
scalar pair (α1, α2) ∈ R2++, linear operators B ∶ Sn+ ↦ Rn and C ∶ Sn+ ↦ Rl dened by
[B(z)]j = ⟨Bj, z⟩F , [C(z)]i = ⟨Ci, z⟩F ,
for matrices {Bj}nj=1,{Ci}li=1 ⊆ Rn×n , positive diagonal matrixD ∈ Rn×n, and vector d ∈ Rl,





∥CZ − d∥2 − α2
2
∥DBZ∥2
subject to Z ∈ Pn
where Pn = {Z ∈ Sn+ ∶ tr z = 1} denotes the n-dimensional spectraplex.
We now describe the experiment parameters for the instances considered. First, the
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dimensions were set to be (l, n) = (50,200) and only 2.5% of the entries of the submatrices
Bj and Ci being nonzero. Second, the entries of Bj,Ci, and d (resp., D) are generated by
sampling from the uniform distribution U[0,1] (resp., U{1, ...,1000}). ird, the initial
starting point is z0 = In/n. Fourth, with respect to the termination criterion (5.53), the key
problem parameters, for every Z ∈ Sn+, are
f(Z) = α1
2
∥CZ − d∥2 − α2
2
∥DBZ∥2, h(z) = δPn(z), ρ̂ = 10−7.
Finally, each problem instance considered is based on a specic curvature pair (m,M) ∈ R2++
for which the scalar pair (α1, α2) ∈ R2++ is selected so that M = λmax(∇2g) and −m =
λmin(∇2g). In Appendix H, we describe how to generate the pair (α1, α2) ∈ R2++ under the
reasonable assumption that B, C, andD are nonzero.
e table of iteration counts and total runtimes are given in Table 5.1 and Table 5.2, re-
spectively.
Table 5.1: Iteration counts for QM problems.
(m,M) Iteration Count
m M UPFAG NC-FISTA AG AIPP
101 103 4766 1463 4139 2420
101 104 7768 1820 3439 1851
101 105 10452 3873 3326 898
101 106 11422 4432 3316 801
Table 5.2: Runtimes for QM problems.
(m,M) Runtime
m M UPFAG NC-FISTA AG AIPP
101 103 242.67 32.83 123.54 71.42
101 104 377.05 40.57 102.11 54.86
101 105 485.79 89.18 102.01 26.24
101 106 499.48 107.1 106.56 26.37
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5.5.1.2 Support Vector Machine Problem
is sub-subsection presents computational results for the support vector machine (SVM)
considered in [31]. More specically, given a pair of dimensions (n, k) ∈ N2, matrix U ∈












where ui denotes the ith column of U .
We now describe the experiment parameters for the instances considered. First, the
entries of U are generated by sampling from the uniform distribution U[0,1], with only 5%
of the entries being nonzero, and v = sgn(UTx)where the entries of x are sampled from the
uniform distribution over the k–dimensional ball centered at 0 with radius 50. Second, the
initial starting point is z0 = 0.ird, the curvature parameters for each problem instance are
m =M = (4
√
3∥U∥2F )/(9k) + 1/k. Fourth, with respect to the termination criterion (5.53),






[1 − tanh (vi ⟨ui, z⟩)] +
1
2k
∥z∥2, h(z) = 0, ρ̂ = 10−3.
Finally, each problem instance considered is based on a specic dimension pair (n, k) ∈ N2.
e table of iteration counts and total runtimes are given in Table 5.1 and Table 5.2, re-
spectively.
Table 5.3: Iteration counts for SVM problems.
(n, k) Iteration Count
n k UPFAG NC-FISTA AG AIPP
1000 500 80 3024 782 145
2000 1000 194 8360 1191 234
4000 2000 1112 22485 1346 392
8000 4000 327 - 1646 782
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Table 5.4: Runtimes for SVM problems.
(n, k) Iteration Count
n k UPFAG NC-FISTA AG AIPP
1000 500 5.46 71.64 19.11 5.03
2000 1000 35.88 570.19 84.85 21.14
4000 2000 775.77 3447.60 179.31 66.26
8000 4000 659.85 4000.00 1286.05 780.07
5.5.2 Function Constrained Optimization Problems
is section examines the performance of several solvers for nding approximate stationary
points of CNCO where (f, h, g, S) satisfy (A1)–(A2) and either (B1)–(B2) or (C1)–(C3) of
Chapter 4.
e algorithms benchmarked in this section are as follows.
• AIP.QP: a variant of Algorithm 5.4.1 in which the R.AIPPM is replaced with the
R.AIPP variant described in Section 5.5.1 and c0 = max{1, ĉ +Lf/[B(1)g ]2}.
• AIP.AL: an variant of Algorithm 4.2.2 in which the parameter inputs for the S.ACGM








, θ = 1√
2









θ (λM + 1), λ = 1
2m
, p0 = 0,
and the condition on ∆k in Line 16 of Algorithm 4.2.2 is replaced by
∆k ≤
λ(1 − θ2)ρ̂2
4(1 + 2ν)2 .
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• AG.QP: a variant of Algorithm 5.4.1 in which the R.AIPPM is replaced with the AG
method described in Section 5.5.1 and c0 = max{1, ĉ +Lf/[B(1)g ]2}.
• iALM: an instance of [58, Algorithm 3] in which







, w0 = 1, y0 = 0, γk =
(log 2) ∥c(x1)∥
(k + 1) [log(k + 2)]2
,
for every k ≥ 1, and the starting point given to the kth APG call is set to bexk−1, which
is the prox center for the kth prox subproblem.
Given a tolerance pair (ρ̂, η̂) ∈ R2++ and an initial point z0 ∈ Z , each algorithm in this section
seeks a pair ([ẑ, p̂], [p̂, q̂]) ∈ [Z ×R] × [Z ×R] satisfying
v̂ ∈ ∇f(ẑ) + ∂h(ẑ) +∇g(ẑ)p̂, g(ẑ) + q̂ ∈ S
∥v̂∥ ≤ ρ̂, ∥q̂∥ ≤ η̂.
(5.54)
For cone-constrained problems, i.e. where S is a closed convex cone −K, the following ad-
ditional conditions are also required:
⟨g(ẑ) + q̂, p̂⟩ = 0, p̂ ⪰K+ 0,
where K+ denotes the dual cone of K. Moreover, each algorithm is given a time limit of
4000 seconds. Iteration counts are not reported for instances which were unable to obtain
([ẑ, p̂], [p̂, q̂]) as above.e bold numbers in each of the tables in this section highlight the
algorithm that performed the most eciently in terms of iteration count or total runtime.
It is worthmentioning that for problemswhereS is a pointed convex cone−K, the iALM
method attempts to solve the equivalent problem with equality constraints under an ad-
ditional slack variable. More specically, it introduces an additional slack variable s, and
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considers the equivalent problem
min
(z,s)∈Z×R
{f(z) + h(z) ∶ c(z) + s = 0, s ⪰K 0} .
5.5.2.1 Linearly-Constrained Quadratic Matrix Problem
is sub-subsection presents computational results for the linearly-constrained quadratic
matrix (LC-QM) problem considered in [46]. More specically, given a pair of dimensions
(l, n) ∈ N2, scalar pair (α1, α2) ∈ R2++, linear operators A ∶ Sn+ ↦ Rl , B ∶ Sn+ ↦ Rn, and
C ∶ Sn+ ↦ Rl dened by
[AZ]i = ⟨Ai, Z⟩F , [BZ]j = ⟨Bj, Z⟩F , [CZ]i = ⟨Ci, Z⟩F ,
for matrices {Ai}li=1,{Bj}nj=1,{Ci}li=1 ⊆ Rn×n, positive diagonal matrixD ∈ Rn×n, and vec-





∥CZ − d∥2 − α2
2
∥DBZ∥2
subject toAZ ∈ {b},
Z ∈ Pn,
where Pn = {Z ∈ Sn+ ∶ trZ = 1} denotes the n-dimensional spectraplex.
We now describe the experiment parameters for the instances considered. First, the
dimensions were set to be (`, n) = (10,50) and only 1.0% of the entries of the submatrices
Ai,Bj, and Ci being nonzero. Second, the entries of Ai,Bj,Ci, b, and d (resp., D) were
generated by sampling from the uniform distribution U[0,1] (resp., U{1, ...,1000}).ird,
the initial starting point z0 was chosen to be a random point in Sn+. More specically, three
unit vectors ν1, ν2, ν3 ∈ Rn and three scalars e1, e2, e2 ∈ R+ are rst generated by sampling
vectors ν̃i ∼ Un[0,1] and scalars d̃i ∼ U[0,1] and setting νi = ν̃i/∥ν̃i∥ and ei = ẽi/(∑3j=1 ẽi)
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for i = 1,2,3. e initial iterate for the rst subproblem is then set to z0 = ∑3i=1 eiνiνTi .
Fourth, key problem parameters, for every z ∈ Sn+ , are
f(Z) = α1
2
∥CZ − d∥2 − α2
2
∥DBZ∥2, h(Z) = δPn(Z),
g(Z) = A(z), S = {b}, ρ̂ = 10−4, η̂ = 10−4.
Sixth, using the fact that ∥Z∥F ≤ 1 for every Z ∈ Pn, the constant hyperparameters for the
AIP.ALM and iALM are
Lg = 0, B(1)g = ∥A∥, Lj = 0, ρj = 0, Bj = ∥Aj∥F .
Finally, each problem instance considered is based on a specic curvature pair (m,M) ∈ R2++
for which the scalar pair (α1, α2) ∈ R2++ is selected so that M = λmax(∇2f) and −m =
λmin(∇2f). More specically, the pair (α1, α2) ∈ R2++ is generated using the approach in
Section 5.5.1.1.
e table of iteration counts and total runtimes are given in Table 5.5 and Table 5.6,
respectively.
Table 5.5: Iteration Counts for LC-QM problems.
(m,M) Iteration Count
m M iALM AIP.QP AG.QP AIP.AL
101 102 65780 2211 6891 366
101 103 34629 1839 6672 217
101 104 54469 1906 6667 644
101 105 136349 1966 6667 2175
101 106 371276 2222 6666 13831
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Table 5.6: Runtimes for LC-QM problems.
(m,M) Runtime
m M iALM AIP.QP AG.QP AIP.AL
101 102 407.46 23.71 76.17 5.02
101 103 214.04 19.81 73.39 2.88
101 104 337.36 20.58 72.81 7.59
101 105 971.32 21.35 73.82 25.00
101 106 2493.30 25.35 77.11 162.56
5.5.2.2 Sparse Principal Component Analysis
is subsection presents computational results for the sparse principal component analysis
(SPCA) problem considered in [34]. More specically, given an integer k, positive scalar












subject to Π −Φ = 0,
(Π,Φ) ∈ Fk ×Rn×n,
where Fk = {z ∈ Sn+ ∶ 0 ⪯ z ⪯ I, trM = k} denotes the k–Fantope and qν is the min-max
concave penalty function given by
qν(t) ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−t2/(2b), if ∣t∣ ≤ bν,
bν2/2 − ν∣t∣, if ∣t∣ > bν,
∀t ∈ R.
We now describe the experiment parameters for the instances considered. First, the
scalar parameters are chosen to be (ν, n, k, b) = (100,100,1,0.1). Second, the matrix Σ is
generated according to an eigenvalue decomposition Σ = PΛP T , based on a parameter pair
(s, k), where k is as in the problem description and s is a positive integer. In particular, we
choose Λ = (100,1, ...,1), the rst column of P to be a sparse vector whose rst s entries
135
are 1/√s, and the other entries of P to be sampled randomly from the standard Gaussian
distribution. ird, the initial starting point is (Π0,Φ0) = (Dk,0) where Dk is a diagonal
matrix whose rst k entries are 1 and whose remaining entries are 0. Fourth, the curvature
parameters for each problem instance arem =M = 1/b. Fih, the key problem parameters,
the inputs, for every (Π,Φ) ∈ Sn+ ×Rn×n, are









g(Π,Φ) ∶= Π −Φ, S = {0}, η̂ = 10−3, ρ̂ = 10−6.
Finally, each problem instance considered is based on a specic choice of s (see the descrip-
tion above).
e table of iteration counts and total runtimes are given in Table 5.7 and Table 5.8,
respectively.













5.5.2.3 Box-Constrained Matrix Completion
is subsection presents computational results for the box-constrained matrix completion
(BC-MC) problem considered in [112]. More specically, given a dimension pair (p, q) ∈ N2,
positive scalar triple (β,µ, θ) ∈ R3++, scalar pair (u, l) ∈ R2, matrix A ∈ Rp×q, and indices Ω,









[κ(σi(X)) − κ0σi(X)] + µκ0∥X∥∗
s.t. l ≤Xij ≤ u ∀(i, j) ∈ {1, ..., p} × {1, ..., q},
where ∥ ⋅ ∥∗ denotes the nuclear norm, the function PΩ is the linear operator that zeros out




, κ(t) ∶= β log (1 + ∣t∣
θ
) ∀t ∈ R.
We now describe the experiment parameters for the instances considered. First, the
matrix A is the user-movie ratings data matrix of the Jester dataset2, the index set Ω is the
set of nonzero entries in A, the dimension pair is set to be (p, q) = (24938,100), and the
xed scalar parameters are (µ, θ) = (2,
√
2). Second, the initial starting point was chosen
to be X0 = 0. ird, the curvature parameters for each problem instance are m = 2βµ/θ2
and M = max{1,m} and the bounds are set to (l, u) = (0,5). Fourth, the key problem
parameters, for everyX ∈ Rn×n, are
f(X) = 1
2




[κ(σi(X)) − κ0σi(X)] , h(X) = µκ0∥X∥∗,
g(X) =X, S = {Z ∈ Rp×q ∶ l ≤ Zij ≤ u, (i, j) ∈ {1, ..., p} × {1, ..., q}} ,
η̂ = 10−2, ρ̂ = 10−2.
2e ratings in the le “jester_dataset_1_1.zip” from http://eigentaste.berkeley.edu/dataset/..
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Finally, each problem instance considered is based on a specic scalar parameter β > 0.
e table of iteration counts and total runtimes are given in Table 5.9 and Table 5.10,
respectively.












5.5.2.4 Quadratically-Constrained Quadratic Matrix Problem
is subsection presents computational results for the nonconvex quadratically constrained
quadratic matrix (QC-QM) problem considered in [48]. More specically, given a di-
mension pair (`, n) ∈ N2, matrices P,Q,R ∈ Rn×n, and the quantities (α,β), B, C,















0 ≤ λi(Z) ≤
1√
n
, i ∈ {1, ..., n},
Z ∈ Sn+,
where λi(Z) denotes the ith largest eigenvalue of Z and the constraintM ⪯ 0 is equivalent
to −M ∈ Sn+.
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We now describe the experiment parameters for the instances considered. First, the
dimensions are set to (`, n) = (10,50). Second, the quantitiesB, C,D, and dwere generated
in the same way as Section 5.5.2.1. On the other hand, the matrix R is set to I/n and the
entries of matrices P and Q are sampled from the uniform distributions U[0,1/√n] and
U[0,1/n], respectively. ird, the initial starting point z0 is set to the zero matrix. Fourth,













K = Sn+, ρ̂ = 10−2, η̂ = 10−2,
where S = {Z ∈ Sn+ ∶ 0 ≤ λi(Z) ≤ 1/
√
n, i = 1, ..., n}. Fih, using the fact that ∥Z∥F ≤ 1 for
every Z ∈ S, the constant hyperparameters for the iALM and AIP.AL are





∥P ∥2F + ∥Q∥2F ,
Lij = ∣[P ∗P ]ij ∣ , ρij = 0, Bj =
1
2
∣[P ∗P ]ij ∣ + ∣[Q∗Q]ij ∣ ,
for 1 ≤ i, j ≤ n. Finally, each problem instance considered was based on a specic curvature
pair (m,M) for which the scalar pair (α1, α2) is selected so that M = λmax(∇2f) and
−m = λmin(∇2f). More specically, the pair (α1, α2) ∈ R2++ is generated using the approach
in Section 5.5.1.1.
e table of iteration counts and total runtimes are given in Table 5.11 and Table 5.12,
respectively.
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Table 5.11: Iteration counts for QC-QM problems.
(m,M) Iteration Count
m M iALM AIP.ALM
101 102 2127 2373
101 103 4196 283
101 104 10075 1130
101 105 21428 5657
Table 5.12: Runtimes for QC-QM problems.
(m,M) Runtime
m M iALM AIP.ALM
101 102 21.46 42.24
101 103 41.60 4.53
101 104 97.28 18.61
101 105 216.33 88.40
5.5.3 Discussion of the Results
We see that the methods in this chapter are competitive against other modern solvers and
that they especially perform well when the curvature ratioM/m is large. Additionally, we
see that each method scales well across problem dimensions and parameters. Comparing
the AIP.QPM with the AIP.ALM, in particular, we see that the former is scales better across
dierent curvature ratios whereas the latter performs substantially better on some problem
instances than others.
We conjecture that the eciency of these ecientmethods is attributed to three facts: (i)
the use of ecient ACGM subroutines which adaptively choose the sequence of stepsizes;
(ii) the implementation of several termination criteria that allow certain methods to stop
early; and (iii) the relaxation of certain convex proximal subproblems to nonconvex ones
(which is generally known to improve convergence).
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5.6 Conclusion and Additional Comments
In this chapter, we presented several implementation strategies of the methods in previous
chapters. More specically, we presented practical variants of the CRP in Algorithm 3.2.2,
the ACGM in Algorithm 2.2.2, the AIPPM in Algorithm 3.3.2, and the AIP.QPM in Al-
gorithm 4.1.1. For the iterative methods in particular, we devised new schemes in which
the “stepsize” parameter is chosen in a relaxed and adaptive manner. Additionally, for the
AIP.QPM variant, we showed how using a warm-start strategy between penalty prox sub-
problems made substantial improvements to the derived complexity (compared to using a
simple cold-start strategy). Finally, numerical experiments were given to validate the e-
cacy of our implementation strategies
Additional Comments
We now make several comments about the results in this chapter.
Similar to how the R.AIPPM (resp. R.AIP.QPM) of Section 5.3 (resp. Section 5.4) is a
relaxation of the AIPPM of Section 3.3 (resp. AIP.QPM of Section 4.1) that uses an ecient
R.ACGM (resp. R.AIPPM) to solve its key subproblems, one could also consider similarly
relaxed versions of methods in prior chapters. We briey describe some of these relaxations.
First, recall that the AIPP.SM in Section 6.3 uses a single AIPP call to obtain an approximate
stationary point as in Problem 5.3.1. Hence, one could consider a relaxation of the AIPP.SM
inwhich the singleAIPP call is replaced by anR.AIPP call. Second, recall that theAIP.QP.SM
in Section 6.4 uses a singleAIP.QP call to obtain an approximate stationary point as in (5.4.1).
Hence, similar to the rst relaxation, on could consider a relaxation of the AIPP.QPM in
which the single AIP.QP call is replaced by an R.AIP.QP call.
Observing the arguments used in the proofs of Proposition 5.4.1, Lemma 5.4.2, ande-
orem 5.4.3, it is straightforward to see that the assumption of Z being bounded can be re-
laxed to assuming that the iterates {ẑ`}`≥1 generated by R.AIP.QPM be bounded. Explicitly
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assuming that the iterates satisfy ∥ẑ`∥ ≤ B, for every ` ≥ 1 and some B > 0, the resulting
oracle complexity of R.AIP.QPMmethod is (5.45) withQ(z0) replaced by the quantity
ϕc1(z0) − ϕ̂c1 + ϕ̂∗ − ϕ̂0 + ρ̂ [d0 +B] +m [d20 +B2] ,
where d0 ∶= inf{∥u − ẑ0∥ ∶ z ∈ F} and the quantitym is as in (5.5).
Note that the description of the R.AIPPM (resp. R.AIP.QPM) does not actually require
knowledge of an upper bound m on the parameter m in (5.5). is is in contrast to the
AIPPM (resp. AIP.QPM) method of Chapter 3 (resp. Chapter 4), which requires m in or-
der to establish its validity and iteration complexity. In addition, one could consider an
R.AIPPM and AIP.QPM variant in which the quantityM is adaptively inferred from its it-
erates rather than requiring knowledge of its value beforehand. While for the sake of brevity
we omit the formal description and analysis of such a variant in this thesis, we conjecture
that the iteration complexity of the R.AIPPM (resp. R.AIP.QPM) variant is as in (5.26) (resp.
(5.45)) withM replaced with a quantity that lower bounds it, e.g. the maximum of the lower
estimates ofM which are inferred by the generated iterates.
Future Work
A future avenue of research is to investigate whether the iteration complexity of R.AIP.QPM




Smoothing methods are a broad class of optimization algorithms that consider applying
an smooth optimization method to a smooth approximation of a nonsmooth optimization
problem. An important class of optimization problems that have particularly beneted from
the use of smoothingmethods is the class of convex-concavemin-max problems of the form
minx∈Rn maxy∈Rm Φ(x, y). In particular, several works [85, 107, 113] consider smoothing the
nonsmooth primal function p(x) = maxy∈Rm Φ(x, y) and applying an ecient solver to the
resulting smooth problem under a careful choice of the smoothing parameter.
Our main goal in this chapter is to describe and establish the iteration complexity of
an accelerated inexact proximal point smoothing (AIPP.S) method for nding approxi-




{p̂(x) ∶= p(x) + h(x)} (MCO)
whereX is a nonempty convex set, h ∈ Conv (X), and p is a max function given by
p(x) ∶= max
y∈Y
Φ(x, y) ∀x ∈X, (6.1)
for some nonempty compact convex set Y and function Φ which, for some scalar m > 0
and open set Ω ⊇ X , is such that: (i) Φ is continuous on Ω × Y ; (ii) the function −Φ(x, ⋅) ∈
Conv (Y ) for every x ∈X ; and (iii) for every y ∈ Y , the function Φ(⋅, y)+m∥ ⋅ ∥2 is convex,
dierentiable, and its gradient is Lipschitz continuous onX×Y . Here, the objective function
is the sum of a convex function h and the pointwise supremum of dierentiable functions
which is generally a nonsmooth function.
When Y is a singleton, the max term inMCO becomes smooth andMCO reduces to
the smooth NCO problem in Chapter 3 which may be solved by the AIPPM in Section 3.3.
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When Y is not a singleton,MCO can no longer be directly solved by the AIPPM due to the
nonsmoothness of the max term. e AIPP.S method (AIPP.SM) developed in this chapter
is instead based on a perturbed version ofMCO in which the max term inMCO is re-
placed by a smooth approximation and the resulting smooth NCO problem is solved by the
aforementioned AIPPM.
roughout our presentation, it is assumed that ecient oracles for evaluating the quan-










∥y − y0∥2} (6.2)
for any (x0, y0) and λ > 0, are available. roughout this chapter, the terminology oracle
call is used to refer to a collection of the above oracles of size O(1) where each of them
appears at least once.
We rst develop an instance of the AIPP.SM that obtains a stationary point based on a
primal-dual formulation ofMCO. More specically, given a tolerance pair (ρx, ρy) ∈ R2++,



























, ∥ū∥ ≤ ρx, ∥v̄∥ ≤ ρy (6.3)
inO(ρ−2x ρ
−1/2
y ) oracle calls. We then show that another instance of the AIPP.SM can obtain
an approximate stationary point based on the directional derivative of p̂. More specically,
given a tolerance pair δ > 0, it is shown that this instance computes a point x ∈X such that
∃x̂ ∈X s.t. inf
∥d∥≤1
p̂′(x̂;d) ≥ −δ, ∥x̂ − x∥ ≤ δ, (6.4)
inO(δ−3) oracle calls.
A secondary goal of this chapter is to develop an accelerated inexact proximal quadratic
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penalty smoothing (AIP.QP.S) method to obtain approximate stationary points of a linearly




{p(x) + h(x) ∶ Ax = b} (MCCO)
where p is as in (6.1),A is a linear operator, and b is in the range ofA. Similar to the approach
used for the AIPP.SM, the AIP.QP.S method (AIP.QP.SM) considers a perturbed variant of
MCCO in which the objective function is replaced by a smooth approximation and the re-
sulting CNCO problem is solved by the AIP.QPM in Section 4.1. For a given tolerance triple
































y + ρ−2x η−1) oracle calls.
It is worth mentioning that all the above complexities are obtained under the mild
assumption that the optimal values of the optimization problemsMCO andMCCO are
bounded below. Moreover, it is neither assumed that X be bounded nor thatMCO or
MCCO have an optimal solution.
e content of this chapter is based on paper [49] (joint work with Renato D.C. Mon-
teiro) and several passages may be taken verbatim from it.
RelatedWorks
Since the case when Φ(⋅, ⋅) is convex-concave has been well-studied in the literature (see,
for example, [1, 37, 45, 82, 85, 98]), we will make no more mention of it here. Instead, we
will focus on papers that consider the case where Φ(⋅, y) is dierentiable and nonconvex for
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every y ∈ Y and there are mild conditions on Φ(x, ⋅) for every x ∈X .
Denoting ρ = min{ρx, ρy}, Dx to be the diameter of x, and C to be a general closed
convex set, we present Tables 6.1 and 6.2, which compare our contributions to past [87, 96]
and subsequent [63, 89, 106] works. It is worth mentioning that the above works consider
termination conditions that are slightly dierent from the ones in this chapter. In Section 6.1,
we show that they are equivalent to the ones in this chapter up to a multiplicative constant
that is independent of the tolerances, i.e. ρx, ρy, δ.
Table 6.1: Comparison of iteration complexities and possible use cases under notions equiv-
alent to (6.3) with ρ ∶= min{ρx, ρy}.
Algorithm Oracle Complexity
Use Cases
Dx =∞ h ≡ 0 h ≡ δC h ∈ Conv X
PGSF [87] O(ρ−3) % ! ! %
Minimax-PPA [63] O(ρ−2.5 log2(ρ−1)) % ! ! %
FNE Search [89] O(ρ−2x ρ
−1/2
y log(ρ
−1)) ! ! ! %
AIPP.S O(ρ−2x ρ
−1/2
y ) ! ! ! !




Dx =∞ h ≡ 0 h ≡ δC h ∈ Conv X
PG-SVRG [96] O(δ−6 log δ−1) % ! ! !
Minimax-PPA [63] O(δ−3 log2(δ−1)) % ! ! %
Prox-DIAG [106] O(δ−3 log2(δ−1)) ! ! % %
AIPP.S O(δ−3) ! ! ! !
To the best of our knowledge, this chapter and [49] are the rst works to analyze the
complexity of a smoothing scheme for nding approximate stationary points as in (6.5).
Organization
is chapter contains six sections. e rst one gives some preliminary references and dis-
cusses our notion of an approximate stationary point given in (6.3) and (6.4). e second
one presents properties of a smooth approximation to the primal function p in (6.1). e
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third one presents the AIPP.SM and its iteration complexity. e fourth one presents the
AIP.QP.SM and its iteration complexity.e h one presents some numerical experiments.
e last one gives a conclusion and some closing comments.
6.1 Preliminaries
is section describes the assumptions and four notions of stationary points for problem
MCO. It is worthmentioning that the complexities of the smoothingmethod of this chapter
are presented with respect to two of these notions. In order to understand how these results
can be translated to the other two alternative notions, which have been used in a few papers
dealing with problemMCO, we also present a few results discussing some useful relations
between all these notions.
roughout our presentation, we letX andY be nite dimensional inner product spaces.
We also make the following assumptions on problemMCO:
(F1) X ⊂ X and Y ⊂ Y are nonempty convex sets, and Y is also compact;
(F2) there exists an open set Ω ⊇ X such that Φ(⋅, ⋅) is nite and continuous on Ω × Y ;
moreover, ∇xΦ(x, y) exists and is continuous at every (x, y) ∈ Ω × Y ;
(F3) h ∈ Conv(X) and −Φ(x, ⋅) ∈ Conv(Y ) for every x ∈ Ω;
(F4) there exist scalars (Lx, Ly) ∈ R2++, andm ∈ (0, Lx] such that
Φ(x, y) − [Φ(x′, y) + ⟨∇xΦ(x′, y), x − x′⟩] ≥ −
m
2
∥x − x′∥2, (6.6)
∥∇xΦ(x, y) −∇xΦ(x′, y′)∥ ≤ Lx∥x − x′∥ +Ly∥y − y′∥, (6.7)
for every x,x′ ∈X and y, y′ ∈ Y ;
(F5) p̂∗ > −∞;
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Wemake three remarks about the above assumptions. First, it is well-known that condition
(6.7) implies that
Φ(x′, y) − [Φ(x, y) + ⟨∇xΦ(x, y), x′ − x⟩] ≤
Lx
2
∥x′ − x∥2, (6.8)
for every (x′, x, y) ∈X×X×Y .ird, the weak convexity condition in (F4) implies that, for
any y ∈ Y , the function Φ(⋅, y)+m∥ ⋅ ∥2/2 is convex, and hence p+m∥ ⋅ ∥2/2 is as well. Note
that while p̂ is generally nonconvex and nonsmooth, it has the nice property that p̂+m∥⋅∥2/2
is convex.
Wenowdiscuss two stationarity conditions ofMCO under assumptions (F1)–(F3). First,
denoting
Φ̂(x, y) ∶= Φ(x, y) + h(x) ∀(x, y) ∈X × Y, (6.9)
it is well-known that problemMCO is related to the saddle-point problem which consists
of nding a pair (x∗, y∗) ∈X × Y such that
Φ̂(x∗, y) ≤ Φ̂(x∗, y∗) ≤ Φ̂(x, y∗), (6.10)
for every (x, y) ∈ X × Y . More specically, (x∗, y∗) satises (6.10) if and only if x∗ is an
optimal solution ofMCO, y∗ is an optimal solution of the dual ofMCO, and there is no
duality gap between the two problems. Using the composite structure described above for





























Whenm = 0, the above condition also becomes sucient for (6.10) to hold. Second, it can
be shown that p′(x∗;d) is well-dened for every d ∈ X and that a necessary condition for
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x∗ ∈X to be a local minimum ofMCO is that it satises the stationarity condition
inf
∥d∥≤1
p̂′(x∗;d) ≥ 0. (6.12)
Whenm = 0, the above condition also becomes sucient for x∗ to be a global minimum of
MCO. Moreover, in view of Lemma F.2.1 in Appendix F.2 with (ū, v̄, x̄, ȳ) = (0,0, x∗, y∗),
it follows that x∗ satises (6.12) if and only if there exists y∗ ∈ Y such that (x∗, y∗) satises
(6.11).
Note that nding points that satisfy (6.11) or (6.12) exactly is generally a dicult task.
Hence, in this section and the next one, we only consider approximate versions of (6.11) or
(6.12), which are (6.3) and (6.4), respectively. For ease of future reference, we say that:
(i) a pair ([x̄, ȳ], [ū, v̄]) is a (ρx, ρy)-primal-dual stationary point ofMCO if it satises
(6.3);
(ii) a point x̂ is a δ-directional stationary point ofMCO if it satises the rst inequality
in (6.4).
It is worth mentioning that (6.4) is generally hard to verify for a given point x ∈ X . is
is primarily because the denition requires us to check an innite number of directional
derivatives for a (potentially) nonsmooth function at points x̂ near x̄. In contrast, the def-
inition of an approximate primal-dual stationary point is generally easier to verify because
the quantities ∥ū∥ and ∥v̄∥ can be measured directly, and the inclusions in (6.3) are easy to
verify when the prox oracles for h and Φ(x, ⋅), for every x ∈X , are readily available.
e next result, whose proof is given in Appendix F.2, shows that a (ρx, ρy)-primal-dual
stationary point, for small enough ρx and ρy, yields a point x satisfying (6.4). Its statement
makes use of the diameter of Y dened as
Dy ∶= inf
y,y′∈Y
∥y − y′∥. (6.13)
149
Proposition 6.1.1. If the pair ([x̄, ȳ], [ū, v̄]) is a (ρx, ρy)-primal-dual stationary point of
MCO, then there exists a point x̂ ∈X such that
inf
∥d∥≤1
p̂′(x̂;d) ≥ −ρx − 2
√





e iteration complexities in this chapter (see Section 6.3) are stated with respect to the
two notions of stationary points (6.3) and (6.4). However, it is worth discussing below two
other notions of stationary points that are common in the literature as well as some results
that relate all four notions.
Given (λ, ε) ∈ R2++, a point x is said to be a (λ, ε)-prox stationary point ofMCO if the
function p̂ + ∥ ⋅ ∥2/(2λ) is strongly convex and
1
λ
∥x − xλ∥ ≤ ε, xλ = argmin
u∈X
{P̂λ(u) ∶= p̂(u) +
1
2λ
∥u − x∥2} . (6.14)
e above notion is considered, for example, in [63, 96, 106].e result below, whose proof
is given in Appendix F.2, shows how it is related to (6.4).
Proposition 6.1.2. For any given λ ∈ (0,1/m), the following statements hold:
(a) for any ε > 0, if x ∈X satises (6.4) and
0 < δ ≤ λ
3ε
λ2 + 2(1 − λm)(1 + λ) , (6.15)
then x is a (λ, ε)-prox stationary point;
(b) for any δ > 0, if x ∈ X is a (λ, ε)-prox stationary point for some ε ≤ δ ⋅ min{1,1/λ},
then x satises (6.4) with x̂ = xλ, where xλ is as in (6.14).
Note that for a xed λ ∈ (0,1/m) such that max{λ−1, (1 − λm)−1} = O(1), the largest
δ in part (a) is O(ε). Similarly, for part (b), if λ−1 = O(1) then largest ε in part (b) is O(δ).
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Combining these two observations, it follows that (6.14) and (6.4) are equivalent (up to a
multiplicative factor) under the assumption that δ = Θ(ε).




S ′ȳ(x̄;dx) ≥ −ρx, sup
∥dy∥≤1
S ′x̄(ȳ;dy) ≤ ρy, (6.16)
where Sȳ ∶= Φ(⋅, ȳ) + h(⋅) and Sx̄ ∶= Φ(x̄, ⋅). e above notion is considered, for example,
in [63, 87, 89]. e next result, whose proof is given in Appendix F.2, shows that (6.16) is
equivalent to (6.3).
Proposition 6.1.3. A pair (x̄, ȳ) is a (ρx, ρy)-rst-order Nash equilibrium point if and only if
there exists (ū, v̄) ∈ X ×Y such that ([x̄, ȳ], [ū, v̄]) is a (ρx, ρy)-primal-dual stationary point.
We now briey discuss some approaches for nding approximate stationary points of
MCO. One approach is to apply a proximal descent typemethod directly to problemMCO,
but this would lead to subproblems with nonsmooth convex composite functions. A sec-
ond approach is based on rst applying a smoothing method toMCO and then using a
prox-convexifying descent method such as the AIPPM in Section 3.3 to solve the perturbed
unconstrained smooth problem. An advantage of the second approach, which is the one
pursued in this chapter, is that it generates subproblems with smooth convex composite ob-
jective functions.e next subsection describes one possible way to smooth the (generally)
nonsmooth function p inMCO.
Before ending this section, we formally state the problem of nding primal-dual and
directional stationary points in Problem 6.1.1 and Problem 6.1.2, respectively .
Problem 6.1.1: Find an approximate primal-dual stationary point ofMCO
Given (ρx, ρy) ∈ R2++, nd a pair ([x̄, ȳ], [ū, v̄]) ∈ [X×Y ]×[X ×Y] satisfying condition
(6.3).
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Problem 6.1.2: Find an approximate directional stationary point ofMCO
Given δ > 0, nd a point x ∈X satisfying condition (6.4).
6.2 Smooth Approximation
is subsection presents a smooth approximation of the function p inMCO.
For every ξ > 0, consider the smoothed function pξ dened by
pξ(x) ∶= max
y∈Y
{Φξ(x, y) ∶= Φ(x, y) −
1
2ξ
∥y − y0∥2} ∀x ∈X, (6.17)
for some y0 ∈ Y . e following proposition presents the key properties of pξ and its related
quantities.
Proposition 6.2.1. Let ξ > 0 be given and assume that the function Φ satises conditions
(F1)–(F4). Let pξ(⋅) and Φξ(⋅, ⋅) be as dened in (6.17) and dene
yξ(x) ∶= argmax
y′∈Y
Φξ(x, y′) ∀x ∈X. (6.18)
en, the following properties hold:
(a) yξ(⋅) isQξ-Lipschitz continuous onX where
Qξ ∶= ξLy +
√
ξ(Lx +m); (6.19)
(b) pξ(⋅) is continuously dierentiable onX and∇pξ(x) = ∇xΦ(x, yξ(x)) for every x ∈X ;
(c) ∇pξ(⋅) is Lξ-Lipschitz continuous onX where








(d) for every x,x′ ∈X , we have
pξ(x) − [pξ(x′) + ⟨∇pξ(x′), x − x′⟩] ≥ −
m
2
∥x − x′∥2; (6.21)
Proof. e inequality in (6.20) follows from (a), the fact thatm ≤ Lx, and the bound
Lξ = Ly [ξLy +
√
ξ(Lx +m)] +Lx ≤ ξL2y + 2
√







e other conclusions of (a)–(c) follow from Lemma E.3.1 and Proposition E.3.2 in Ap-
pendix E.3 with (Ψ, q, y) = (Φξ, pξ, yξ). We now show that the conclusion of (d) is true.
Indeed, if we consider (6.6) at (y, x′) = (yξ(x′), x′), the denition of Φξ, and use the de-
nition of ∇pξ in (b), then
− m
2
∥x − x′∥2 ≤ Φ(x′, yξ(x)) − [Φ(x, yξ(x)) + ⟨∇xΦ(x, yξ(x)), x′ − x⟩]
= Φξ(x′, yξ(x)) − [pξ(x) + ⟨∇pξ(x), x′ − x⟩]
≤ pξ(x′) − [pξ(x) + ⟨∇pξ(x), x′ − x⟩] ,
where the last inequality follows from the optimality of y.
We now make two remarks about the above properties. First, the Lipschitz constants of
yξ and∇pξ depend on the value of ξ while the weak convexity constantm in (6.21) does not.
Second, as ξ →∞, it holds that pξ → p pointwise andQξ, Lξ →∞.ese remarks are made
more precise in the next result.
Lemma 6.2.2. For every ξ > 0, it holds that
−∞ < p(x) −
D2y
2ξ
≤ pξ(x) ≤ p(x) ∀x ∈X,
whereDy is as in (6.13).
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Proof. e fact that p(x) > −∞ follows immediately from assumption (F5). To show the
other bounds, observe that for every y0 ∈ Y , we have
Φ(x, y) + h(x) ≥ Φ(x, y) − 1
2ξ




for every (x, y) ∈ X × Y . Taking the supremum of the bounds over y ∈ Y and using the
denitions of p and pξ yields the remaining bounds.
6.3 Accelerated Inexact Proximal Point Smoothing (AIPP.S) Method
is section presents theAIPP.SM for nding stationary points ofMCO as in (6.3) and (6.4).
We rst state the AIPP.SM in Algorithm 6.3.1. Given (x0, y0) ∈ X × Y , its main idea is
to apply an instance of the AIPPM in Section 3.3 to the NCO problem
min
x∈X
{p̂ξ(x) ∶= pξ(x) + h(x)} , (6.22)
where pξ is as in (6.17) and ξ is a positive scalar that will depend on the tolerances in (6.3)
and (6.4). It is stated in an incomplete manner in the sense that it does not specify how the
parameter ξ and the tolerance ρ used in its AIPPM call are chosen. Two invocations of this
method, with dierent choices of ξ and ρ, are considered in Propositions 6.3.2 and 6.3.3,
which describe the iteration complexities for nding approximate stationary points as in
(6.3) and (6.4), respectively.
Algorithm 6.3.1: AIPP.S Method
Require: ρ > 0, ξ > 0, (m,Lx, Ly) ∈ R3+, h ∈ Conv (Z), Φ satisfying (F2) −
−(F4), (x0, y0) ∈X × Y ;
Initialize: λ← 1/(2m), σ ← 1/2
1: procedure AIPP.S(Φ, h, x0, y0,m,Lx, Ly, ρ)
2: pξ ⇚ max
y∈Y
Φξ(⋅, y) ▷ See (6.17).
154
3: Lξ ← Ly [ξLy +
√
ξ(Lx +m)] +Lx
4: (x,u)← AIPP(pξ, h, x0, λ,m,Lξ, σ, ρ)
5: return (x,u)
We now give four remarks about the abovemethod. First, it follows fromCorollary 3.3.6
that the AIPPM invoked in Line 4 stops and outputs a pair (x,u) satisfying
u ∈ ∇pξ(x) + ∂h(x), ∥u∥ ≤ ρ. (6.23)
Second, since the AIPP.SM is a one-pass method (as opposed to an iterative method), the
complexity of the AIPP.SM is essentially that of the AIPPM.ird, similar to the smoothing
scheme of [85] which assumesm = 0, the AIPP.SM is also a smoothing scheme for the case
in whichm > 0. On the other hand, in contrast to the algorithm of [85] which uses an ACG
variant, the AIPP.SM invokes the AIPPM to solve (6.22) due to its nonconvexity. Finally,
while the AIPPM in Line 4 is called with (σ,λ) = (1/2,1/(2m)), it can also be called with
any σ ∈ (0,1) and λ ∈ (0,1/m) to establish the desired termination.
For the remainder of this subsection, our goal will be to show that a careful selection of
the parameter ξ and the tolerance ρwill allow the AIPP.SM to generate approximate station-
ary points as in (6.4) and (6.3).
We rst recall the quantity Rλψ(z0) in (3.10) of Chapter 3. e result below presents a
bound on Rλp̂ξ(x0) in terms of the data in problemMCO.
Lemma 6.3.1. For every ξ > 0 and λ ≥ 0, it holds that




where Rλψ(⋅) andDy are as in (3.10) and (6.13), respectively.
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Proof. Using Lemma 6.2.2 and the denitions of p̂ and p̂ξ, it holds that
p̂ξ(x) − inf
x′





, ∀x ∈X. (6.25)









∥x0 − x∥2 + (1 − σ)λ [p̂(x) − inf
x̃




Taking the inmum of the above expression, and using the denition of Rλψ(⋅) in (3.10)
yields the desired conclusion.
We now show how the AIPP.SM generates a (ρx, ρy)-primal-dual stationary point, i.e. a
pair that solves Problem 6.1.1.
Proposition 6.3.2. For a given tolerance pair (ρx, ρy) ∈ R2++, let (x,u) be the pair output by
the AIPP.SM with input parameter ξ and tolerance ρ satisfying
ξ ≥ Dy
ρy
, ρ = ρx. (6.27)
Moreover, dene
(ū, v̄) ∶= (u, y0 − yξ(x)
ξ
) , (x̄, ȳ) ∶= (x, yξ(x)), (6.28)
where yξ is as in (6.18). en, the following statements hold:









oracle calls, where Rλψ(⋅) and Dy are as in (3.10) and (6.13), respectively, log+1(⋅) ∶=
max{1, log(⋅)}, and







(b) the pair ([x̄, ȳ], [ū, v̄]) is a (ρx, ρy)-primal-dual stationary point ofMCO, and hence,
solves Problem 6.1.1.

















Moreover, using Corollary 3.3.6 with (φ,M) = (p̂ξ, Lξ), Lemma 6.3.1, and bound (6.31), it
follows that the number of oracle calls performed by the AIPP.SM is on the order given by
(6.29).
(b) It follows from the denitions of pξ, tolerance ρ, and (ȳ, ū) in (6.17), (6.27), and
(6.28), respectively, Proposition 6.2.1(b), and the inclusion in (6.23) that ∥ū∥ ≤ ρx and
ū ∈ ∇pξ(x̄) + ∂h(x̄) = ∇xΦ(x̄, yξ(x̄)) + ∂h(x̄) = ∇xΦ(x̄, ȳ) + ∂h(x̄).
Hence, we conclude that the top inclusion and the upper bound on ∥ū∥ in (6.3) hold. Next,
the optimality condition of ȳ = yξ(x̄) as a solution to (6.17) and the denition of v̄ in (6.17)
give
0 ∈ ∂ [−Φ(x̄, ⋅)] (ȳ) + ȳ − y0
ξ
= ∂ [−Φ(x̄, ⋅)] (ȳ) − v̄ (6.32)
Moreover, the denition of ξ implies that





Hence, combining (6.32) and (6.33), we conclude that the bottom inclusion and the upper
bound on ∥v̄∥ in (6.3) hold.
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We now make two remarks about Proposition 6.3.2. First, under the assumption that




















under the reasonable assumption that the O(ρ−2x + ρ−2x ρ
−1/2
y ) term in (6.29) dominates the
other terms. Second, recall from the last remark following the previous proposition that
when Y is a singleton,MCO becomes a special instance ofNCO and the AIPP.SM becomes












and, in view of this remark, the O(ρ−2x ρ
−1/2
y ) term in (6.34) is attributed to the (possible)
nonsmoothness inMCO.
We next show how the AIPP.SM generates a point that is near a δ-directional stationary
point, i.e. a point that solves Problem 6.1.2.
Proposition 6.3.3. Let a tolerance pair δ > 0 be given and consider the AIPP.SM with input
parameter ξ and tolerance ρ satisfying
ξ ≥ Dy
τ
, ρ = δ
2







en, the following statements hold:








oracle calls where Ωξ, Rλψ(⋅) , and Dy are as in (6.30), (3.10), and (6.13), respectively,
and log+1(⋅) ∶= max{1, log(⋅)},;
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(b) the rst argument x in the pair output by the AIPP.SM satises (6.4), and hence, solves
Problem 6.1.2.
Proof. (a) Using Proposition 6.3.2 with (ρx, ρy) = (δ/2, τ) and the bound on τ in (6.36) it
follows that the AIPP.SM stops in a number of oracle calls bounded above by (6.37).
(b) Let (x,u) be the pair generated by theAIPPMwith ξ and ρ̄ satisfying (6.36). Dening
(v̄, ȳ) as in (6.28), it follows fromProposition 6.3.2with (ρx, ρy) = (δ/2, τ) that (u, v̄, x, ȳ) is
a (δ/2, τ)-primal-dual stationary point ofMCO. As a consequence, it follows from Propo-
sition 6.1.1 with (ρx, ρy) = (δ/2, τ) that there exists a point x̂ satisfying











Combining the above bounds with the bound on τ in (6.36) yields the desired conclusion
in view of (6.4).
We now give three remarks about the above result. Second, Proposition 6.3.3(b) states
that, while x not a stationary point itself, it is near a δ-directional stationary point x̂. Sec-

















under the reasonable assumption that the O(δ−2 + δ−3) term in (6.37) dominates the other
O(δ−1) terms. Fourth, when Y is a singleton, it is easy to see thatMCO becomes a special
instance of NCO, the AIPP.SM becomes equivalent to the AIPPM of Section 3.3, and the











In view of the last remark, the O(δ−3) term in (6.39) is attributed to the (possible) nons-
moothness inMCO.
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6.4 Accelerated Inexact Proximal Quadratic Penalty
Smoothing (AIP.QP.S) Method
is section presents the AIP.QP.SM for nding stationary points ofMCCO as in (6.5).
Since theAIP.QP.SM applies theAIP.QPMof Section 4.1 to a relaxation ofMCCO, we as-
sume that (Φ, h,X,Y ) satises assumptions (F1)–(F4) of Section 6.3 as well as the following
ones:
(G1) A ∶ X ↦R is a nonzero linear operator, b is in the range ofA, and the feasible region
F ∶= {x ∈ X ∶ Ax = b} is nonempty;
(G2) there exists ĉ ≥ 0 such that ϕ̂ĉ > −∞, where
ϕ̂c,ξ ∶= inf
z∈Z
{ϕc,ξ(z) ∶= pξ(x) +
c
2
∥Ax − b∥2 + h(z)} , ∀c ≥ 0, (6.41)
where pξ(⋅) is as in (6.17).
For ease of referencing, we also state the problem of nding a pair satisfying (6.5) in Prob-
lem 6.4.1.
Problem 6.4.1: Find an approximate primal-dual stationary point ofMCCO
Given (ρx, ρy, η) ∈ R2++, nd a pair ([x̄, ȳ, r̄], [ū, v̄]) ∈ [X ×Y ×R]×[X ×Y] satisfying
condition (6.5).
We now state the AIP.QP.SM in Algorithm 6.4.1. Given (x0, y0) ∈ X × Y and ĉ > 0, its




{p̂ξ(x) ∶= pξ(x) + h(x) ∶ Ax = b} , (6.42)
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where pξ is as in (6.17) and ξ is a positive scalar that will depend on the tolerances in (6.5).
e resulting output of this AIP.QP call is then similarly transformed like the AIPP.SM of
Section 6.3 to obtain a pair that solves Problem 6.4.1.
Algorithm 6.4.1: AIP.QP.S Method
Require: (ρx, ρy, η) ∈ R3++, ξ > Dy/ρy, (m,Lx, Ly) ∈ R3+, h ∈ Conv (Z), Φ as in
(F2)–(F4), ĉ > 0, (x0, y0) ∈X × Y ;
Initialize: λ← 1/(2m), σ ← 1/2
1: procedure AIP.QP.S(Φ, h, x0, y0,m,Lx, Ly, ρ)
2: yξ ⇚ argmax
y∈Y
Φξ(⋅, y) ▷ See (6.17).
3: pξ ⇚ max
y∈Y
Φξ(⋅, y) ▷ See (6.17).
4: Lξ ← Ly [ξLy +
√
ξ(Lx +m)] +Lx
5: ([x̄, r̄], [ū, q̄])← AIP.QP(pξ, h,A,{b}, x0, ĉ, λ,m,Lξ, σ, ρy, η)
6: ȳ ← yξ(x̄)
7: v̄ ← y0 − yξ(x)
ξ
8: return ([x̄, ȳ, r̄], [ū, v̄]) .
We give two remarks about the AIP.QP.SM. First, it follows from Corollary 4.1.7 that the
AIP.QPM invoked in Line 5 stops and outputs a pair ([x̄, r̄], [ū, q̄]) satisfying
ū ∈ ∇pξ(x̄) + ∂h(x̄) +A∗r̄, ∥ū∥ ≤ ρx, ∥Ax̄ − b∥ ≤ η.
Second, since it is a one-pass algorithm (as opposed to an iterative algorithm), the complex-
ity of the AIP.QP.SM is essentially that of the AIP.QPM.
We now show how the AIP.QP.SM generates a point ([x̄, ȳ, r̄], [ū, v̄]) satisfying (6.5).
Proposition 6.4.1. Let a tolerance triple (ρx, ρx, η) ∈ R3++ be given and let ([x̄, ȳ, r̄], [ū, v̄])
be the output obtained by the QP-AIPP.SM.en, the following properties hold:
161






























and Ωξ, RFλ ψ(⋅), andDy are as in (6.30), (4.10), and (6.13), respectively;
(b) the pair ([x̄, ȳ, r̄], [ū, v̄]) solves Problem 6.4.1.
Proof. (a) Let Θη be as in (4.17) withM = Lξ. Using the same arguments as in Lemma 6.3.1,
it is easy to see that


































e complexity in (6.43) now follows from Corollary 4.1.7 with (φ, f,M) = (p, pξ, Lξ),
(6.46), and (6.45).
(b)e top inclusion and bounds involving ∥ū∥ and ∥Ax̄−b∥ in (6.5) follow from Propo-
sition 6.2.1(b), the denition of ȳ in Line 6 of the method, and Corollary 4.1.7 with f = pξ.
e bottom inclusion and bound involving ∥v̄∥ follow from similar arguments given for
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Proposition 6.3.2(b).
We nowmake two remarks about the above complexity bound. First, under the assumption



























under the reasonable assumption that the O(ρ−2x + η−1ρ−2x + ρ
−1/2
y ρ−2x ) term in (6.43) domi-
nates the other terms. ird, when Y is a singleton, it is easy to see thatMCCO becomes a
special instance of the CNCO problem CNCO, the AIP.QP.SM of this subsection becomes





















In view of the last remark, the O(ρ−2x ρ
−1/2
y ) term in (6.47) is attributed to the (possible)
nonsmoothness inMCCO.
Let us now conclude this section with a remark about the penalty subproblem
min
x∈X
{pξ(x) + h(x) +
c
2
∥Ax − b∥2} , (6.49)
which is what the AIPPM considers every time it is called in the AIP.QPM (see Line 5 of the





[Ψ(x, y, r) ∶= Φ(x, y) + h(x) + ⟨r,Ax − b⟩] . (6.50)
Second, it is straightforward to verify that problem (6.49) is equivalent to
min
x∈X
{p̂c,ξ(x) ∶= pc,ξ(x) + h(x)} , (6.51)
163
where the function pc,ξ ∶X ↦ R is given by
pc,ξ(x) ∶= max
y∈Y,r∈U




∥y − y0∥2} ∀x ∈X (6.52)
with Ψ as in (6.50). As a consequence, problem (6.51) is similar to (6.22) in that a smooth
approximate is used in place of the nonsmooth component of the underlying saddle func-
tion Ψ. On the other hand, observe that we cannot directly apply the smoothing scheme
developed in Section 6.3 to (6.51) as the set U is generally unbounded. One approach that
avoids this problem is to invoke the AIPPM of Section 3.3 to solve a sequence subproblems
of the form in (6.51) for increasing values of c. However, in view of the equivalence of (6.49)
and (6.51), this is exactly the approach taken by the AIP.QP.SM of this section.
6.5 Numerical Experiments
is section examines the performance of several solvers for nding approximate station-
ary points ofMCO where (X,Y,Φ, h) satisfy assumptions (F1)–(F5) of Chapter 6. Each
problem is chosen so that the computation of the function yξ in (6.18) is easy, and the jus-
tication for the curvature constants in this section, e.g. m, Lx, and Ly, can be found in
Appendix I. All experiments are run on Linux 64-bit machines each containing Xeon E5520
processors and at least 8 GB of memory using MATLAB 2020a. It is worth mentioning that
the complete code for reproducing the experiments is freely available online1.
e algorithms benchmarked in this section are as follows.
• PGSF: a variant of [87, Algorithm 2] in which the input parameters are as in [87,
eorem 4.2] and which explicitly evaluates the argmax functionα∗(⋅) in [87, Section
4] instead of applying an ACG variant to estimate its evaluation.
• AG.S: an instance of Algorithm 6.3.1 in which the AIPPM is replaced by the AG
1See the code in ./tests/thesis/ from the GitHub repository https://github.com/wwkong/nc_opt/
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method in Section 5.5.1.
• AIPP.S: an instance of Algorithm 6.3.1 in which the AIPPM is replaced by the R.AIPP
variant in Section 5.5.1.
Given a tolerance pair (ρx, ρy) ∈ R2++ and an initial point (x0, y0) ∈ X × Y , each algorithm






























≤ ρx, ∥v̄∥ ≤ ρy,
(6.53)
is obtained, where ξ =Dy/ρy and pξ is as in (6.17). Moreover, each algorithm is given a time
limit of 4000 seconds. Iteration counts are not reported for instances which were unable
to obtain ([x̂, ŷ], [û, v̂]) as above. e bold numbers in each of the tables in this section
highlight the algorithm that performed the most eciently in terms of iteration count or
total runtime.
6.5.1 Maximum of Nonconvex Quadratic Forms
is subsection presents computational results for the min-max quadratic vector problem
(MQV) problem considered in [49]. More specically, given a dimension triple (n, l, k) ∈
N3, a set of parameters {(αi, βi)}ki=1 ⊆ R2++, a set of vectors {di}ki=1 ⊆ Rl, a set of diagonal










yigi(x) ∶ y ∈ ∆k} ,




∥Cix − di∥2 −
βi
2




zi = 1, z ≥ 0} .
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We now describe the experiment parameters for the instances considered. First, the di-
mensions are set to be (n, l, k) = (200,10,5) and only 5.0% of the entries of the submatrices
Bi andCi are nonzero. Second, the entries ofBi,Ci, and di (resp.,Di) are generated by sam-
pling from the uniform distributionU[0,1] (resp., U{1, ...,1000}).ird, the initial starting





yifi(x), h(x) = δ∆n(x),
ρx = 10−2, ρy = 10−1, Y = ∆k.
Fih, each problem instance considered is based on a specic curvature pair (m,M) ∈
R2++ satisfying m ≤ M , for which each scalar pair (αi, βi) ∈ R2++ is selected so that M =
λmax(∇2fi) and −m = λmin(∇2fi) for 1 ≤ i ≤ k. Moreover, the method for obtaining each
pair (αi, βi) is the same as in Section 5.5.1.1. Finally, the Lipschitz and curvature constants
selected are
m =m, Lx =M, Ly =M
√
k + ∥P ∥, (6.54)
where P is an n-by-k matrix whose ith column is equal to αiCTi di.
e table of iteration counts and total runtimes are given in Table 6.3 and Table 6.4,
respectively.
Table 6.3: Iteration Counts for MQV problems.
(m,M) Iteration Count
m M PGSF AG.S AIPP.S
101 102 21462 1824 81
101 103 159682 6280 267
101 104 - 28966 793
101 105 - 28966 793
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Table 6.4: Runtimes for MQV problems.
(m,M) Runtime
m M PGSF AG.S AIPP.S
101 102 358.24 40.17 1.86
101 103 2896.70 179.27 6.36
101 104 4000.00 698.52 15.21
101 105 4000.00 835.17 18.76
6.5.2 Truncated Robust Regression
is subsection presents computational results for the truncated robust regression (TRR)
problem in [96]. More specically, given a dimension pair (n, k) ∈ N2, a set of n data points









yj(φα ○ `j)(x) ∶ y ∈ ∆n}
where ∆n is as in (7.10) with p = n and, for every (α, t, x) ∈ R++ ×R++ ×Rk,
φα(t) ∶= α log (1 +
t
α
) , `j(x) ∶= log (1 + e−bj⟨aj ,x⟩) .
We now describe the experiment parameters for the instances considered. First, α is
set to 10 and the data points {(ai, bi)} are taken from dierent datasets in the LIBSVM
library2 for which each problem instance is based o of (see the “data name” column in the
table below, which corresponds to a particular LIBSVM dataset). Second, the initial starting





yj(φα ○ `j)(x), h(x) = 0, ρx = 10−5, ρy = 10−3, Y = ∆n.
2See https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html.
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Finally, the Lipschitz and curvature constants selected are












e table of iteration counts and total runtimes are given in Table 6.5 and Table 6.6,
respectively.
Table 6.5: Iteration Counts for TRR problems.
Iteration Count
data name PGSF AG.S AIPP.S
heart 6415 1746 506
diabetes 3721 1641 463
ionosphere 54545 8327 1262
sonar - 96208 69464
Table 6.6: Runtimes for TRR problems.
Runtime
data name PGSF AG.S AIPP.S
heart 10.24 3.24 2.08
diabetes 5.98 3.77 1.67
ionosphere 104.75 18.94 4.58
sonar 4000.00 97.56 107.42
It is worth mentioning that [96] also presents a min-max algorithm for obtaining a sta-
tionary point as in (6.53). However, its iteration complexity, which isO(ρ−6) when ρ = ρx =
ρy, is signicantly worse than the other algorithms considered in this section and, hence, we
choose not to include this algorithm in our benchmarks.
6.5.3 Power Control in the Presence of a Jammer
is subsection presents computational results for the power control (PC) problem in [65].
More specically, given a dimension pair (N,K) ∈ N2, a pair of parameters (σ,R) ∈ R2++, a
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where, for every (X,y) ∈ RK×N ×RN ,




We now describe the experiment parameters for the instances considered. First, the
scalar parameters are set to be (σ,R) = (1/
√
2,K1/K) and the quantities A and B are set
to be the squared moduli of the entries of two Gaussian sampled complex–valued matrices
H ∈ CK×K×N and P ∈ CK×N . More precisely, the entries of H and P are sampled from the
standard complex Gaussian distribution CN (0,1) and
Aj,k,n = ∣Hj,k,n∣2, Bk,n = ∣Pk,n∣2 ∀(j, k, n).
Second, the initial starting point is z0 = 0. ird, with respect to the termination criterion








fk,n(X,y), h(X) = δQK×NR (X),
ρx = 10−1, ρy = 10−1, Y = QN×1N/2 .
where QU×VT ∶= {z ∈ Rp×q ∶ 0 ≤ z ≤ T} for every T > 0 and (U,V ) ∈ N2. Fourth, each prob-
lem instance considered is based on a specic dimension pair (N,K). Finally, the Lipschitz
and curvature constants selected are















e table of iteration counts and total runtimes are given in Table 6.7 and Table 6.8,
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respectively.
Table 6.7: Iteration Counts for PC problems.
(N,K) Iteration Count
N K PGSF AG.S AIPP.S
5 5 - 322831 38
10 10 - 33398 62
25 25 - 161716 187
50 50 - - 572
Table 6.8: Runtimes for PC problems.
(N,K) Runtime
N K PGSF AG.S AIPP.S
5 5 4000.00 3166.40 0.65
10 10 4000.00 509.47 0.74
25 25 4000.00 3907.10 4.89
50 50 4000.00 4000.00 30.29
It is worthmentioning that [65] also presents amin-max algorithm for obtaining station-
ary points for the aforementioned problem. However, its termination criterion and notion
of stationarity are signicantly dierent from what is being considered in this chapter and,
hence, we choose not to include the algorithm of [65] in our benchmarks.
6.5.4 Discussion of the Results
We see that the smoothing method in this chapter are competitive against other modern
solvers and that they especially perform well when the curvature ratioM/m is large. Addi-
tionally, we see that the method scales well across problem dimensions and parameters.
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6.6 Conclusion and Additional Comments
In this chapter, we presented a smoothingmethod for nding approximate stationary points
of a class of min-max NCO problems. e method consists of applying the accelerated
method of Chapter 3 to a smooth approximation of the original nonsmooth min-max prob-
lem. We then established an O(δ−3) iteration complexity bound for nding δ-directional
stationary points and an O(ρ−2x ρ
−1/2
y ) iteration bound for nding (ρx, ρy)-primal-dual sta-
tionary points. Additionally, we combined our developments with those in Section 4.1 to
present a quadratic penalty smoothing method for nding approximate stationary points of
a linearly-constrained variant of the original class of min-max NCO problems. We then es-
tablished aO(ρ−2x [ρ
−1/2
y +η−1]) iteration complexity bound for nding (ρx, ρy)-primal-dual
stationary points that were η feasible, i.e. the points x̄ satisfy ∥Ax̄ − b∥ ≤ η for a particular
linear constraintAx = b.
e next chapter uses a framework similar to the one in Chapter 3 to develop methods
for nding stationary points of a class of spectral NCO problems.
Additional Comments
We now give a few additional comments about the results in this chapter.
First, recall that themain idea of the AIPP.SM is to call the AIPPMof Chapter 3 to obtain
a pair satisfying (6.23), or equivalently3,
inf
∥d∥≤1
(p̂ξ)′(x;d) ≥ −ρ. (6.57)
Moreover, using Proposition 6.3.2 with (ρx, ρy) = (ρ,Dy/ξ), it straightforward to see that
the number of oracle calls, in terms of (ξ, ρ), is O(ρ−2ξ1/2), which reduces to O(ρ−2.5) if ξ
is chosen so as to satisfy ξ = Θ(ρ−1). e latter complexity bound improves upon the one
obtained for an algorithm in [87] which obtains a point x satisfying (6.57) with ξ = Θ(ρ−1)
3See Lemma F.1.2 with f = pξ .
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inO(ρ−3) oracle calls.
Second, similar to Chapter 3, we neither assume that the set X in (F1) is bounded nor
that themin-maxNCOproblemMCO has an optimal solution. Also, both theAIPP.SMand
AIP.QP.SMonly require that their starting pointx0 be inX and theAIP.QP.SM, in particular,
makes no assumption about the feasibility of x0.
Future Work
It is worth investigating whether complexity results for the AIPP.SM can be derived for the
case where Y is unbounded or for the case in which assumption (F2) is relaxed to the con-
dition that there exists my > 0 such that −Φ(x, ⋅) is my-weakly convex for every x ∈ X .
It would also be interesting to see if the notions of stationary points in Section 6.1 are re-




{Φ(x, y) + h(y) ∶ 0 ∈ ∂[−Φ(⋅, y)](x)} .
Finally, it would be worth investigating if a complexity as in Proposition 6.3.3 and Propo-
sition 6.3.2 can still be obtained if the exact proximal oracle for Φ(x, ⋅) in Equation (6.2) is
replaced with an inexact one.




Over the past decade, there has been a tremendous interest [17, 33, 53, 64, 68, 108] in de-
veloping iterative optimization algorithms for solving large-scale matrix NCO problems.
Moreover, a large majority of the NCO problems in these works are such that the composite
term h is a function of the singular values of its inputs and the smooth term f can be de-
composed as f1 + f2 where f2 is also a function of the singular values of its input. In this
sense, these problems admit a sort of spectral decomposition.
Our main goal in this chapter is to describe and establish the iteration complexity of
two ecient inexact composite gradient (ICG) methods for nding approximate stationary
points of the spectral NCO (SNCO) problem
min
U∈Rm×n
{φ(U) ∶= f1(U) + (fV2 ○ σ)(U) + (hV ○ σ)(U)} , (SNCO)
where, denoting r = min{m,m}, the function σ ∶ Rm×n ↦ Rr maps a matrix to its singular
value vector in nonincreasing order of magnitude, hV ∈ Conv Z for some nonempty convex
set Z ⊆ Rr, f1 ∈ Cm1,M1(Rm×n) for some (m1,M1) ∈ R2++, and fV2 ∈ Cm2,M2(Z) for some
(m2,M2) ∈ R2++. Moreover, we also assume that both fV2 and hV are absolutely symmetric
in their arguments, i.e. they do not depend on the ordering or the sign of their arguments.
A standard approach for nding stationary points of SNCO is to apply the CGM (see
Algorithm 2.2.1), or an accelerated version of it, to problem SNCOwhere f = f1+fV2 ○σ and
h = hV ○ σ.e two ICG methods in this chapter generalize this approach by exploiting the
spectral structure underlying the objective function. For example, one of themethods, called









where λ > 0 and the point Zk−1 is the previous iterate. It is shown (see Section 7.5.1) that
the eort of nding the required inexact solution Zk of (7.1) consists of computing one SVD
and applying an ACG method to the related vector prox subproblem
min
u∈Rr




where r = min{m,n} and ck−1 = σ(Zk−1 − λ∇f1(Zk−1)). Note that (7.2) is a problem
over the vector spaceRr, and hence, has signicantly fewer dimensions than (7.1) which is a
problem over the matrix space Rm×n.e other ICG method, called the doubly accelerated
ICG (D.AICG)method, solves a similar prox subproblem as in (7.1) but withZk−1 selected in
an accelerated manner (and hence its qualier of “doubly accelerated”) and some additional
mild assumptions.
roughout our presentation, it is assumed that ecient oracles for evaluating the quan-






∥u − z0∥2} ,
for any z0 ∈ Rr and λ > 0, are available. Moreover, we dene an oracle call to be a collection
of the above oracles of sizeO(1) where each of them appears at least once.
Given ρ̂ > 0 and a suitable choice of λ, the main result of this chapter shows that both
of the ICG methods, started from any point Z0 ∈ Z , obtain a pair (Ẑ, V̂ ) satisfying the
approximate stationarity condition
V̂ ∈ ∇f1(Ẑ) +∇ (fV2 ○ σ) (Ẑ) + ∂ (hV ○ σ) (Ẑ), ∥V̂ ∥ ≤ ρ̂ (7.3)
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in O(ρ̂−2) oracle calls. When f1 and fV2 are convex, it is shown that the D.AICGM obtains
a pair (Ẑ, V̂ ) satisfying inO(ρ̂−2/3) oracle calls.
It is worth mentioning that the AICG method (AICGM) can be viewed an inexact ver-
sion of the CGM applied to SNCO, which solves a sequence of subproblems
min
U∈Rm×n
{λ [⟨∇ [f1 + fV2 ○ σ] (Zk−1), U⟩ + (hV ○ σ)(U)] +
1
2
∥U −Zk−1∥2} , (7.4)
where λ > 0 and the point Zk−1 is the previous iterate. Similarly, the D.AICG method
(D.AICGM) can be viewed as an inexact version of a monotone ACGM, which also solves a
sequence of subproblems (7.4) but with Zk−1 chosen in an accelerated manner.
For high-dimensional instances of SNCO where min{m,n} is large, and hence, SVDs
are expensive to compute, it will be shown that the larger the Lipschitz constant of∇fV2 is, the
better the performance of the ICG methods is compared to that of their exact counterparts.
is is due to the following facts: (i) solving (7.4) or (7.1) involves a single SVD computation;
(ii) even though (7.4) requires fewer resolvent evaluations to solve than (7.1), the cost of
solving these subproblems is comparable due to the fact that the aforementioned SVD is the
bottleneck step; and (iii) the larger the Lipschitz constant of∇fV2 , is the smaller the stepsize
λ in (7.4) must be, and hence, the more subproblems of form (7.4) need to be solved during
the execution of the exact counterparts.
e content of this chapter is based on paper [50] (joint work with Renato D.C. Mon-
teiro) and several passages may be taken verbatim from it. To the best of our knowledge,
paper [50] is the rst one to present ICG methods that exploit both the spectral and com-
posite structure in SNCO.
Organization
is chapter contains seven sections. e rst one gives some preliminary references and
discusses our notion of a stationary point given in (7.3).e second one presents some spe-
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cialized subroutines that are used in the ICG methods. e third one presents the AICGM
and its iteration complexity. e fourth one presents the D.AICGM and its iteration com-
plexity.e h one presents an ACG variant that exploits the spectral structure underlying
the subproblems, i.e. (7.1), that each of the ICG methods solve.e sixth one presents some
numerical experiments.e last one gives a conclusion and some closing comments.
7.1 Preliminaries
is subsection describes the general problem that the ICGmethods solve and outlines their
general structure.
e ICG methods consider the NCO problem
φ∗ = min
u∈Z
[φ(u) ∶= f1(u) + f2(u) + h(u)] (NCO2)
where Z is an nite dimensional inner product space and the functions f1, f2, and h are
assumed to satisfy the following assumptions:
(H1) h ∈ Conv (Z) for some nonempty convex set Z ⊆ Z ;
(H2) f1 ∈ Cm1,M1(Z) and f2 ∈ Cm2,M2(Z) for some (m1,M1) ∈ R2 and (m2,M2) ∈ R2;
(H3) φ∗ > −∞.
We now make a few remarks about NCO2 and the above assumptions. First, SNCO is an
instance of NCO2 in which f2 = fV2 and h = hV , and hence, any results developed in this
section immediately apply for SNCO. Second, it is well-known that a necessary condition
for z∗ to be a localminimumofSNCO is that z∗ be a stationary point ofφ, i.e. 0 ∈ ∇f1(z∗)+
∇f2(z∗) + ∂h(z∗).
In view of the above remarks, our goal is to nd an approximate stationary point (ẑ, v̂)
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ofNCO2 in the following sense: given ρ̂ > 0, nd a pair (ẑ, v̂) that satises
v̂ ∈ ∇f1(ẑ) +∇f2(ẑ) + ∂h(ẑ), ∥v̂∥ ≤ ρ̂. (7.5)
For ease of future reference, let us state the problem of nding this pair in Problem 7.1.1.
Problem 7.1.1: Find an approximate stationary point ofNCO2
Given ρ̂ > 0, nd a pair (ẑ, v̂) ∈ Z ×Z satisfying condition (7.5).
We now outline the ICG methods. Given a starting point z0 ∈ Z and a special stepsize
λ > 0, each method continually calls an ACG variant, i.e. based on Algorithm 2.2.2, to nd
an approximate solution of a prox-linear form ofNCO2. More specically, each ACG call is
used to tentatively nd an inexact solution of
min
u∈Z
{λ [`f1(u;w) + f2(u) + h(u)] +
1
2
∥u −w∥2} , (7.6)
for some reference pointw. For the AICGM, the pointw is z0 for the rst ACG call and is the
last obtained point for the other ACG calls. For the D.AICGM, the point w is chosen in an
accelerated manner. From the output of the kth ACG call, a rened pair (ẑ, v̂) = (ẑk, v̂k) is
generated which: (i) always satises the inclusion of (7.5); and (ii) is such that mini≤k ∥v̂i∥→
0 as k →∞.
e next section details the inexactness criterion considered by the ACG variant as well




∥u − z∥ , u ≠ z,
0, u = z,
∀(u, z) ∈ Z,
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for any dierentiable function Ψ on Z , and the shorthand notation
M+i ∶= max{0,Mi}, m+i ∶= max{0,mi}, Li ∶= max{m+i ,M+i }
Li(u, z) = Lfi(u, z) ∀u, z ∈ Z,
(7.7)
for i ∈ {1,2}, to keep the presentation of future results concise.
7.2 Specialized Renement and ACG Procedures
Recall from the beginning of this chapter that our interest is in solving SNCO by repeated
solving a sequence of prox subproblems as in (7.1). is subsection presents some back-
ground material regarding (7.1).
Consider the NCO problem
min
u∈Z
{ψ(u) = ψs(u) + ψn(u)} , (7.8)
where Z is a nite dimensional inner product space, ψn ∈ Conv (Z), and ψs ∈ Cm,L(Z) for
some (m,L) ∈ R ×R++. Clearly, problem (7.6) and (7.1) are special cases of (7.8), and hence
any denition or result that is stated in the context of (7.8) applies to (7.6) and/or (7.1).
We now discuss the inexactness criterion under which the subproblems (7.1) are solved.
e criterion is described in the context of (7.8) as follows.
ProblemA ∶ Given (µ, θ) ∈ R++× and z0 ∈ Z , nd (z, v, ε) ∈ Z ×Z ×R+ such that
v ∈ ∂ε (ψ −
µ
2
∥ ⋅ −z∥2) (z), ∥v∥2 + 2ε ≤ θ2∥z − z0∥2. (7.9)
Some remarks about the above problem are in order. First, if (z, v, ε) solves ProblemA
with θ = 0, then (v, ε) = (0,0), and z is an exact solution of (7.8). Hence, the output (z, v, ε)
of ProblemA can be viewed as an inexact solution of (7.8) when θ ∈ R++. Second, the input
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z0 is arbitrary for the purpose of this section. However, the two methods described in the
next two sections for solvingNCO2 repeatedly solve (7.1) according to Problem A with the
input z0 at the kth iteration determined by the iterates generated at the (k − 1)th iteration.
ird, dening the function
∆µ(u; z, v) ∶= ψ(z) − ψ(u) − ⟨v, u − z⟩ +
µ
2
∥u − z∥2 ∀u, z ∈ Z, (7.10)
another way to express the inclusion in (7.9) is ∆µ(u; z, v) ≤ ε for every u ∈ Z . Finally,
the ACG variant presented later in this section will be shown to solve Problem A when
ψs ∈ Fµ(Z). Moreover, it solves aweaker version of ProblemA involving∆µ (see ProblemB
later on) whenever ψs ∉ Fµ(Z) and as long as some key inequalities are satised during its
execution.
A technical issue in our analysis in this chapter lies in the ability of rening the output of
ProblemA to an point (ẑ, v̂) satisfying the inclusion in (7.5), in which ∥v̂∥ is nicely bounded.
e follow two results establish a way to obtain such a point.
e rst result presents some properties of a composite gradient step made on (7.8).
Lemma 7.2.1. Let a quadruple (z0, z, v, ε) ∈ Z × Z ×Z ∈ R+ and functions ψn ∈ Conv (Z)
and ψs ∈ Cµ,L(Z) for some (mu,L) ∈ R × R++ be given. Moreover, let ψ = ψs + ψn, the
function ∆µ(⋅; ⋅, ⋅) be as in (7.10), and consider the pair (ẑ, vr) given by
ẑ ∶= argmin
u∈Z
{`ψs(u; z) − ⟨v, u⟩ +
L
2
∥u − z∥2 + ψn(u)} ,
vr ∶= v +L(z − ẑ) +∇ψs(ẑ) −∇ψs(z),
(7.11)
en, the following statements hold:
(a) vr ∈ ∇ψs(ẑ) + ∂ψn(ẑ);
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(b) for every s ∈ Z we have ∆µ(u; z, v) ≥ 0 and, in particular,
∆µ(ẑ; z, v) ≥
L
2
∥ẑ − z∥2; (7.12)
(c) if ∆µ(ẑ; z, v) ≤ ε and (z, v, ε) satisfy the inequality in (7.9), then
∥vr∥ ≤ θ [1 +
L +Lψs(z, ẑ)√
L
] ∥z − z0∥; (7.13)
(d) if (z, v, ε) solves ProblemA, then∆µ(u; z, v) ≤ ε for everyu ∈ Z , and, as a consequence,
bound (7.13) holds.
Proof. (a)e optimality condition of ẑ is
0 ∈ ∇ψs(z) − v +L(ẑ − z) + ∂ψn(ẑ)
which, together with the denition of vr, yields the desired inclusion.
(b) e fact that ∆µ(u; z, v) ≥ 0 for every u ∈ Z follows from the optimality of ẑ and
the fact that ψs ≤ `ψs(⋅; z) +L∥ ⋅ −z∥2/2.e bound (7.12) follows from Proposition 2.2.2(c)
with λ = 1/L and (z, z−) = (ẑ, z).
(c) Using the assumption that ∆µ(ẑ; z, v) ≤ ε, part (b), and the inequality in (7.9), we
have that










∥z − z0∥. (7.14)
Using the triangle inequality, the denitions of L(⋅, ⋅) and vr, (7.14), and the inequality in
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(7.9), we conclude that
∥vr∥ = ∥v +Lλ(z − ẑ) +∇ψs(ẑ) −∇ψs(z)∥
≤ ∥v∥ + [L +Lf̃(z, ẑ)] ∥z − ẑ∥
≤ θ [1 +
L +Lf̃(z, ẑ)√
L
] ∥z − z0∥.
(d) e fact that ∆µ(u; z, v) ≤ ε for every u ∈ Z follows immediately from the inclusion
in (7.9) and the denition of ∆µ in (7.10). e fact that (7.13) holds now follows from part
(c).
e next result specializes the above lemma to the context of NCO2 and describes the
desired pair (ẑ, v̂).
Proposition 7.2.2. Let functions f1, f2, and h functions satisfying assumptions (H1)–(H2)
and a quadruple (z0, z, v) ∈ Z ×Z ×Z ∈ R+ be given. Moreover, let ∆µ(⋅; ⋅, ⋅) and (ẑ, vr) be
as in Lemma 7.2.1 with
ψs = λ [`f1(⋅; z0) + f2] +
1
2




(vr + z0 − ẑ) +∇f1(ẑ) −∇f1(z0),
Cλ(u, z) ∶=
2 + λ [M+2 +L1(u, z) +L2(u, z)]√
1 + λM+2
, (7.15)
for every u, z ∈ Z . en, the following statements hold:
(a) v̂ ∈ ∇f1(ẑ) +∇f2(ẑ) + ∂h(ẑ);
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(b) if ∆µ(ẑ; z, v) ≤ ε and (z, v, ε) satisfy the inequality in (7.9), then it holds that
∥v̂∥ ≤ [L1(z0, z) +
2 + θCλ(z, ẑ)
λ
] ∥z − z0∥; (7.16)
Proof. (a) It follows from Lemma 7.2.1(a) and the denition of v̂ that
v̂ = 1
λ
(vr + z0 − ẑ) +∇f1(ẑ) −∇f1(z0)
∈ 1
λ
[∇ψs(ẑ) + ∂ψn(ẑ)] +
1
λ
(vr + z0 − ẑ) +∇f1(ẑ) −∇f1(z0)
= ∇f1(ẑ) +∇f2(ẑ) + ∂h(ẑ).
(b) It follows from (7.14) with L ∶= λM+2 + 1, the triangle inequality that
1
λ
∥z0 − ẑ∥ + ∥∇f1(z0) −∇f1(ẑ)∥
≤ 1
λ





1 + λL1(z0, z) + θ
⎡⎢⎢⎢⎢⎣






Using the above bound, Lemma 7.2.1(c) with L = λM+2 + 1 and Lψs(⋅, ⋅) = λL2(⋅, ⋅) + 1, the











1 + θ + λL1(z0, z) + θ
⎡⎢⎢⎢⎢⎣






≤ [L1(z0, z) +
2 + θCλ(z, ẑ)
λ
] ∥z − z0∥.
We make a few remarks about Proposition 7.2.2. First, it follows from (a) that (ẑ, v̂)
satises the inclusion in (7.5). Second, it follows from (a) and (c) that if θ = 0, then (ẑ, v̂) =
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(0,0), and hence ẑ is an exact stationary point of NCO2. In general, (7.16) implies that the
residual ∥v̂∥ is directly proportional to ∥z−z0∥, and hence, becomes smaller as this quantity
approaches zero.
For the sake of future referencing, we state the specialized renement procedure (SRP)
for generating (ẑ, v̂) in Algorithm 7.2.1.
Algorithm 7.2.1: SR Procedure
Require: (m1,M1,m2,M2) ∈ R4, h ∈ Conv (Z), f1 ∈ Cm1,M1(Z), f2 ∈
Cm2,M2(Z), (z, z0, v) ∈ Z ×Z ×Z, λ > 0;
Initialize: ψs ⇚ λ [`f1(⋅; z0) + f2] +
1
2
∥ ⋅ −z0∥2, ψn ⇚ λh, L← λM+2 + 1 (see (7.7));
1: procedure SREF(f1, f2, h, z, z0, v,M2, λ)
2: ẑ ← argmin
u∈Z
{`ψs(u; z) − ⟨v, u⟩ +
L
2
∥u − z∥2 + ψn(u)}
3: vr ← v +L(z − ẑ) +∇ψs(ẑ) −∇ψs(z)
4: v̂ ← 1
λ
(vr + z0 − ẑ) +∇f1(ẑ) −∇f1(z0)
5: return (ẑ, v̂)
Inequalities (7.13) and (7.16) play an important technical role in the complexity analysis of
the two prox-type methods of the next two sections. Sucient conditions for their validity
are provided in Lemma 7.2.1(c)–(d), with (c) being the weaker one, in view of (d). When
ψs ∈ Fµ(Z), it is shown that every iterate of our proposed ACG variant always satises the
inclusion in (7.9), and hence, verifying the validity of the sucient condition in (c) amounts
to simply checking whether the inequality in (7.9) holds. When ψs ∉ Fµ(Z), verication
of the inclusion in (7.9), and hence the sucient condition in (d), is generally not possible,
while the one in (c) is. is is a major advantage of the sucient condition in (c), which
is exploited in this chapter towards the development of adaptive prox-type methods which
attempt to approximately solve (7.8) when ψs ∉ Fµ(Z).
To ease future referencing, we state below the problem for nding a triple (z, v, ε) satis-
fying the sucient condition in Lemma 7.2.1(c).
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ProblemB ∶Given the same inputs as in ProblemA, nd (z, v, ε) ∈ Z×Z×R+ satisfying
the inequality in (7.9) and
∆µ(ẑ; z, v) ≤ ε, (7.17)
where ∆µ(⋅; ⋅, ⋅) is as in (7.10) and the point ẑ is given by (7.11).
We now present the specialized ACG (S.ACG) method in Algorithm 7.2.2, which solves
Problem A when ψs ∈ Fµ(Z) and solves Problem B whenever two key inequalities are al-
ways satised, one at every iteration and one at the end of its execution. e termination
status of the method is stored in the variable πS which is true if the method solves Prob-
lem B and false otherwise.
Algorithm 7.2.2: S.ACGMethod
Require: (µ,L) ∈ R2++, ψn ∈ Conv (Z), ψs ∈ CL(Z), y0 ∈ Z, θ ∈ (0,1);
Initialize: πS ← true, ψ⇚ ψs + ψn,
1: procedure S.ACG(ψs, ψn, y0, θ, µ,L)
2: for k = 1, ... do
3: λk ← 1/L
4: Generate (Ak, yk, x̃k−1, r̃k, η̃k) according to Algorithm 2.2.2.




∥Akr̃k + yk − y0∥2 + 2Akη̃k ≤ ∥yk − y0∥2 then
7: πS ← false
8: return (y0,∞,∞, πS)
9: if ∥r̃k∥2 + 2η̃k ≤ θ2∥yk − y0∥2 then
10: ŷk ← argmin
u∈Z
{`ψs(u; z) − ⟨v, u⟩ +
M
2
∥u − z∥2 + ψn(u)}
11: Part 2 Check the second failure point.
12: if ∆µ(ŷk; yk, r̃k) > η̃k then ▷ See (7.10)
13: πS ← false
14: return (y0,∞,∞, πS)
15: else
16: return (yk, rk, η̃k, πS)
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e next result presents the key properties of the S.ACG method (S.ACGM).
Proposition 7.2.3. e following properties hold about the S.ACGM:














iterations, whereKθ = 1 +
√
2/θ;
(b) if its stops with a quadruple (z, v, ε, πS) = (yk, r̃k, η̃k, πS) where πS = true, then the
triple (z, v, ε) solves Problem B;
(c) if ψS ∈ Fµ(Z), then it always stops with a quadruple (z, v, ε, πS) = (yk, r̃k, η̃k, πS)
where πS = true, and the triple (z, v, ε) solves ProblemA.
Proof. (a) See Appendix C.
(b) Using the successful checks in Line 9 and Line 15 of the method, it follows that the
triple (z, v, ε) solves Problem B.
(c) Using Proposition 2.2.3(a)–(b) and the denition of the approximate subdierential,
it follows that the method always stops with πS = true when ψs ∈ Fµ(Z). On the other
hand, Proposition 2.2.3(a), the denition of the approximate subdierential, and the suc-
cessful check in Line 9 of the method imply that the triple (z, v, ε) solves ProblemA.
It is worth recalling that in the applications we consider, the cost of the ACG call is small
compared to SVD computation that is performed before solving each subproblem as in (7.6).
Hence, in the analysis that follows, we present complexity results related to the number of
subproblems solved rather than the total number of ACG iterations. We do note, however,
that the number of ACG iterations per subproblem is nite in view of Proposition 7.2.3(a).
7.3 Accelerated Inexact Composite Gradient (AICG) Method
is section presents the static AICGM and its dynamic variant.
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We rst state the static AICGM in Algorithm 7.3.1, which uses Algorithm 7.2.1 and Al-
gorithm 7.2.2 as subroutines. Given z0 ∈ Z and a special choice of λ > 0, its main idea is to
attempt to generate its kth iterate by using the S.ACGM to obtain the inexact update
zk ≈ min
u∈Z
{λ [`f1(u; zk−1) + f2(u) + h(u)] +
1
2
∥u − zk−1∥2} .
e iterate is then rened using the SRP in Algorithm 7.2.1 and termination of the method
occurs when either: (i) a rened iterate solving Problem 7.1.1 is found; or (ii) a failure condi-
tion has been triggered.e termination status of the method is store in a variable πS which
is true if the former scenario occurs and false the latter scenario occurs.
Algorithm 7.3.1: Static AICGMethod
Require: ρ̂ > 0, (m1,M1,m2,M2) ∈ R4, h ∈ Conv (Z), f1 ∈ Cm1,M1(Z), f2 ∈
Cm2,M2(Z), (λ, θ) ∈ R2++ s.t. λM1 + θ2 < 1/2, z0 ∈ Z ;
Initialize: µ← 1, L← λM+2 + 1(see (7.7)), πS ← true
1: procedure St.AICG(f1, f2, h, z0, λ, θ,M2, ρ̂)
2: for k = 1, ... do
3: Part 1 Attack the kth prox-linear subproblem.




5: (zk, vk, εk, πacgk )← S.ACG(ψks , λh, zk−1, θ, µ,L)
6: Part 2 Check a special convexity condition.
7: if ¬(πacgk ) or ∆µ(zk−1; zk, vk) > εk then ▷ See (7.10)
8: πS ← false
9: return (z0,∞, πS)
10: Part 3 Check the termination condition.
11: (ẑk, v̂k)← SREF(f1, f2, h, zk, zk−1, vk,M2, λ)
12: if ∥v̂k∥ ≤ ρ̂ then
13: return (ẑk, v̂k, πS)
Some remarks about this method are in order. To ease the discussion, let us refer to the
ACG iterations performed in Line 5 of the method as inner iterations and the iterations
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over the indices k as outer iterations. First, in view of the requirement on (λ, θ), ifM1 > 0
then 0 < λ < (1 − 2θ2)/(2M1) whereas ifM1 ≤ 0 then 0 < λ < ∞. Second, it may fail to
obtain a pair satisfying (7.5), i.e. when πS = false. Ineorem 7.3.1(c) below, we state that
a sucient condition for the method to stop successfully is that f2 be convex.is property
will be importantwhenwe present the dynamicAICGM,which: (i) repeatedly calls the static
method; and (ii) incrementally transfers convexity from f1 to f2 between each call until a
termination where πS = true is achieved.
e next result, whose proof is deferred to Section 7.3.1, summarizes some facts about
the static AICGM. Before proceeding, we rst dene some useful quantities. For and λ > 0
and u,w ∈ Z , dene
̃̀
φ(u;w) ∶= `f1(u;w) + f2(u) + h(u), Cλ ∶=
1 + λ(M+2 +L1 +L2)√
1 + λM+2
. (7.19)
eorem 7.3.1. e following statements hold about the static AICGM:

















outer iterations, where φ∗ is as in (H3);
(b) if it stops with πS = true, then the rst two arguments of its output triple (ẑ, v̂, πS)
solve Problem 7.1.1;
(c) if f2 is convex, then it always stops with πS = true.


















Moreover, comparing the above complexity to the iteration complexity of the CGM (see
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iterations, we see that (7.21) is smaller than (7.22) in magnitude when L2 is large. Second,
eorem 7.3.1(b) shows that if the method stops with πS = true, regardless of the convexity
of f2, then its output pair (ẑ, v̂) is always a solution of Problem 7.1.1. ird, it is shown in
Proposition 7.3.4, that the quantities L1 andCλ in all the previous complexity results can be
replaced by their averaged counterparts in (7.24). As these averaged quantities only depend
on {(zi, ẑi)}ki=1, we can infer that the static AICGmethod adapts to the local geometry of its
input functions.
We now state the (dynamic) AICG variant in Algorithm 7.3.2, which address the possi-
bility of failure by repeatedly calling the static AICGM.
Algorithm 7.3.2: AICGMethod
Require: ρ̂ > 0, (m1,M1,m2,M2) ∈ R4, h ∈ Conv (Z), f1 ∈ Cm1,M1(Z), f2 ∈
Cm2,M2(Z), (λ, θ) ∈ R2++ s.t. λM1 + θ2 < 1/2, z0 ∈ Z, ξ0 > 0;
Initialize: µ← 1, L← λM+2 + 1(see (7.7))
1: procedure AICG(f1, f2, h, z0, λ, θ,M2, ξ1, ρ̂)
2: for k = 1, ... do
3: Part 1 Call the static AICGM with perturbed inputs.








6: (ẑ, v̂, πS)← St.AICG(fk1 , fk2 , h, z0, λ, θ,M2 + ξk, ρ̂)
7: Part 2 Either stop with a solution or increase ξk for the next AICG call.
8: if πS then
9: return (ẑ, v̂)
10: else
11: ξk+1 ← 2ξk
Some remarks about the above method are in order. First, in view of the requirement
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on (λ, θ) and the fact that the upper curvature of fk1 is monotonically decreasing in k, the
parameter λ does not need to be changed for each static AICG call. Second, in vieweo-
rem 7.3.1(c), every static AICG call always terminates with success whenever fk2 is convex.
As a consequence, assumption (H2) implies that the total number of static AICG calls is at
most ⌈log(2m+2/ξ1)⌉.ird, in view of the second remark andeorem 7.3.1(b), themethods
always obtains a solution of Problem 7.1.1 in a nite number of static AICG outer iterations.
Finally, in view of second remark again, the total number of static AICG outer iterations is
as ineorem 7.3.1(a) but with: (i) an additional multiplicative factor of ⌈log(2m+2/ξ0)⌉; and
(ii) the constantsm1 andM2 replaced with (m1 + 2m+2) and (M2 + 2m+2), respectively. It is
worthmentioning that a more rened analysis, such as the one in Section 5.3, can be applied
in order to remove the factor of ⌈log(2m+2/ξ0)⌉ from the previously mentioned complexity.
7.3.1 AICG Properties and Iteration Complexity
is subsection establishes the key properties of the static AICGM and gives the proof of
eorem 7.3.1.
We rst start with a technical lemma that describes the progress, in terms of function
value, between consecutive iterations. Its statement, and the statement of subsequent results,
will make use of the key constants in (7.7).
Lemma 7.3.2. Let {(zi, ẑi, v̂i)}ki=1 be the collection of iterates generated by the static AICGM.
For every i ≥ 1, we have
1
4λ
∥zi−1 − zi∥2 ≤ φ(zi−1) − ̃̀φ(zi; zi−1) −
M1
2
∥zi − zi−1∥2 ≤ φ(zi−1) − φ(zi), (7.23)
where ̃̀φ is as in (7.19).
Proof. Let i ≥ 1 be xed, dene
µ ∶= 1, ψs ∶= λ [`f1(⋅; zi−1) + f2] +
1
2
∥ ⋅ −zi−1∥2, ψn ∶= λh,
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and let (zi, vi, εi, πi) be the output of the ith call to the S.ACG algorithm. Moreover, let
∆µ(⋅; ⋅, ⋅) be as in (7.10) with (ψs, ψn) as above. Using the denition of ̃̀φ and fact that
(z, v, ε) = (zi, vi, εi) solves Problem B in Section 7.2, we have that
εi ≥ ∆1(zi−1; zi, vi)
= λ̃̀φ(zi; zi−1) − λφ(zi−1) − ⟨vi, zi − zi−1⟩ + ∥zi − zi−1∥2.
Rearranging the above inequality and using assumption (H2), the requirement on (λ, θ) (in
the AICGM), and the fact that ⟨a, b⟩ ≥ −∥a∥2/2 − ∥b∥2/2 for every a, b ∈ Z yields
λφ(zi−1) − λ̃̀φ(zi; zi−1) ≥ ⟨vi, zi−1 − zi⟩ − εi + ∥zi − zi−1∥2
= 1
2
∥zi − zi−1∥2 −
1
2
(∥vi∥2 + 2εi) ≥ (
1 − σ2
2
) ∥zi − zi−1∥2
= λM1
2
∥zi − zi−1∥2 + (
1 − λM1 − σ2
2
) ∥zi − zi−1∥2
= λM1
2




Rearranging terms yields the rst inequality of (7.23).e second inequality of (7.23) follows
from the rst inequality, the fact that ̃̀φ(zi; zi−1)+M1∥zi−zi−1∥2/2 ≥ φ(zi) from assumption
(H2), and the denition of ̃̀φ.
e next results establish the rate at which the residual ∥v̂i∥ tends to 0.
Lemma 7.3.3. Let p > 1 be given. en, for every a, b ∈ Rk, we have
min
1≤i≤k
{∣aibi∣} ≤ k−p ∥a∥1 ∥b∥1/(p−1) .
Proof. Let p > 1 and a, b ∈ Rk be xed and let q ≥ 1 be such that p−1 + q−1 = 1. Using the fact
that ⟨x, y⟩ ≤ ∥x∥p∥y∥q for every x, y ∈ Rk, and denoting ã and b̃ to be vectors with entries
190

















Dividing by k, taking the pth power on both sides, and using the fact that p/q = p− 1, yields
min
1≤i≤k
{∣aibi∣} ≤ k−p∥a∥1∥b∥q/p = k−p∥a∥1∥b∥1/(p−1).

































Proof. Using Proposition 7.2.2 with (z, z0) = (zi, zi−1) and the fact that Cλ(⋅, ⋅) ≤ Cλ and
L1(⋅, ⋅) ≤ L1, we have ∥v̂i∥ ≤ Ei∥zi − zi−1∥, for every i ≤ k, where
Ei ∶=
2 + λL1(zi, zi−1) + θCλ(ẑi, zi)
λ
∀i ≥ 1.
As a consequence, using the sum of the second bound in Lemma 7.3.2 from i = 1 to k, the


































We are now ready to give the proof ofeorem 7.3.1.
Proof ofeorem 7.3.1. (a) is follows from Proposition 7.3.4, the fact that Cλ(⋅, ⋅) ≤ Cλ
and Lf1(⋅, ⋅) ≤ L1, and the termination condition in Line 12 of the AICGM.
(b) e fact that (ẑ, v̂) = (ẑk, v̂k) satises the inclusion of (7.5) follows from Proposi-
tion 7.2.2 with (z, v, z0) = (zk, vk, zk−1). e fact that ∥v̂∥ ≤ ρ̂ follows from the termination
condition in Line 12 of the AICGM.
(c)is follows fromProposition 7.2.3(c) and the fact thatmethod stops in nite number
of iterations from part (a).
7.4 Doubly-Accelerated Inexact Composite
Gradient (D.AICG) Method
is subsection presents the static D.AICGM, but omits its dynamic variant for the sake of
brevity. We do argue, however, that the dynamic variant can be stated in the same way as the
dynamic AICG variant in Section 7.3 but with the call to the static AICGM replaced with a
call to the static D.AICGM of this subsection.
We start by stating some additional assumptions. It is assumed that:
(i) the set Z is closed;
(ii) there exists a bounded set Ω ⊇ Z for which a projection oracle exists.
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We rst state the static D.AICGM in Algorithm 7.4.1, which uses Algorithm 7.2.1 and Al-
gorithm 7.2.2 as subroutines. Given z0 ∈ Z and a special choice of λ > 0, its main idea is

















{λ [`f1(u; zk−1) + f2(u) + h(u)] +
1
2














where y0 = z0,A0 = 0, and vk is a residual that is obtained from computing zak . In particular,
the S.ACGM is used in the inexact update of zak . e iterate is then rened using the SRP
in Algorithm 7.2.1 and termination of the method occurs when either: (i) a rened iterate
solving Problem 7.1.1 is found; or (ii) a failure condition has been triggered.e termination
status of the method is store in a variable πS which is true if the former scenario occurs and
false the latter scenario occurs.
Algorithm 7.4.1: Static D.AICGMethod
Require: ρ̂ > 0, (m1,M1,m2,M2) ∈ R4, h ∈ Conv (Z), f1 ∈ Cm1,M1(Z), f2 ∈
Cm2,M2(Z), (λ, θ) ∈ R2++ s.t. λM1 + θ2 < 1/2, z0 ∈ Z ;
Initialize: µ ← 1, L ← λM+2 + 1(see (7.7)), πS ← true, y0 ← z0, A0 ← 0, φ ⇚
f1 + f2 + h;
1: procedure St.D.AICG(f1, f2, h, z0, λ, θ,M2, ρ̂)
2: for k = 1, ... do
















8: (zak , vk, εk, πacgk )← S.ACG(ψks , λh, ỹk−1, θ, µ,L)
9: Part 2 Check a special convexity condition.
10: if ¬(πacgk ) or ∆µ(zk−1; zak , vk) > εk then ▷ See (7.10)
11: πS ← false
12: return (z0,∞, πS)
13: Part 3 Check the termination condition.
14: (ẑk, v̂k)← SREF(f1, f2, h, zk, ỹk−1, vk,M2, λ)
15: if ∥v̂k∥ ≤ ρ̂ then
16: return (ẑk, v̂k, πS)
17: Part 4 Compute an accelerated prox step.




∥u − [yk−1 − ak−1 (vk + ỹk−1 − zak)]∥
2






Some remarks about this method are in order. To ease the discussion, let us refer to the
ACG iterations performed in Line 8 of themethod as inner iterations and the iterations over
the indices k asouter iterations. First, similar to the staticAICGM, the staticD.AICGMmay
fail without obtaining a pair that solves Problem 7.1.1.eorem 7.4.1(c) shows that a sucient
condition for the method to stop successfully is that f2 be convex. Using arguments similar
to the ones employed to derive the dynamic AICG variant, a dynamic D.AICG variant can
also be developed that repeatedly invokes the static D.AICGM in place of the static AICGM.
Second, in view of the update for zk in Line 19, the collection of function values {φ(zi)}ki=0
is non-increasing. ird, in view of the requirement on (λ, θ), if M1 > 0 then 0 < λ <
(1 − 2θ2)/(2M1) whereas ifM1 ≤ 0 then 0 < λ <∞.
e next result summarizes some facts about the D.AICGM. Before proceeding, we in-
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troduce the useful constants
Dz ∶= sup
u,z∈Z
∥u − z∥, DΩ ∶= sup
u,z∈Ω
∥u − z∥, ∆0φ ∶= φ(z0) − φ∗,
d0 ∶= inf
u∗∈Z







eorem 7.4.1. e following statements hold about the static D.AICGM:










(b) if it stops with πS = true, then the rst two arguments of its output triple (ẑ, v̂, πS)
solve Problem 7.1.1;


























We now make three remarks about the above results. First, in the “best” scenario of

















which has a smaller dependence on ρ̂ when compared to (7.21). In the “worst” scenario of






















which has the same dependence on ρ̂ as in (7.21). Second, part (c) shows that if the method
stops with an output pair (ẑ, v̂), regardless of the convexity of f2, then that pair is always an
approximate solution of NCO2. ird, Proposition 7.4.9 shows that the quantities L1 and
Cλ in all the previous complexity results can be replaced by their averaged counterparts in
(7.43). As these averaged quantities only depend on {(zai , ẑi, ỹi−1)}ki=1, we can infer that the
static D.AICGM, like the static AICGM of the previous subsection, also adapts to the local
geometry of its input functions.
7.4.1 D.AICG Properties and Iteration Complexity
is subsection establishes several key properties of static D.AICGM and gives the proof of
eorem 7.4.1.
To avoid repetition, we assume throughout this subsection that k ≥ 1 denotes an arbi-
trary successful outer iteration of the D.AICGM and let
{(ai,Ai, zi, zai , yi, ỹi−1, ẑi, v̂i, vi, εi)}ki=1
denote the sequence of all iterates generated by it up to and including the kth iteration.
Observe that this implies that the ith D.AICG outer iteration for any 1 ≤ i ≤ k has πS =
true, i.e. the (only) S.ACG call in this iteration does not stop with πacgi = false and
∆1(zi−1; zai , vi) ≤ εi. Moreover, throughout this subsection we let
γ̃i(u) = `f1(u; ỹi−1) + f2(u) + h(u), γi(u) = γ̃i(zai ) +
1
λ
⟨vi + ỹi−1 − zai , u − zai ⟩. (7.28)
e rst set of results present some basic properties about the functions γ̃i and γi as well
as the iterates generated by the method.
Lemma 7.4.2. e following statements hold for any s ∈ Z and 1 ≤ i ≤ k:
(a) γi(zai ) = γ̃i(zai );
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(b) yi = argminu∈Ω {λai−1γi(u) + ∥u − yi−1∥2/2} ;
(c) zai − vi = argminu∈Z {λγi(u) + ∥u − ỹi−1∥2/2} ;
(d) −M1∥u − ỹi−1∥2/2 ≤ γ̃i(u) − φ(u) ≤m1∥u − ỹi−1∥2/2;
(e) φ(zi−1) ≥ φ(zi) and φ(zai ) ≥ φ(zi).
Proof. To keep the notation simple, denote
(za+, z+, z, ỹ) = (zai , zi, zi−1, ỹi−1), (y+, y) = (yi, yi−1),
(A+,A, a) = (Ai,Ai−1, ai−1), (v, ε) = (vi, εi).
(7.29)
(a)is is immediate from the denitions of γ and γ̃ in (7.28).




{λaγ (u) + 1
2
∥u − y∥2} = argmin
u∈Ω














∥u − ŷ+∥2 = y+.
(c) Using the denition of γ in (7.28), we have that
λ∇γ (za+ − v) + (za+ − v) − ỹ = (v + ỹ − za+) + (za+ − v) − ỹ = 0,
and hence, the point za+ − v is the global minimum of λγ + ∥ ⋅ −ỹ∥2/2.
(d)is follows from the fact that f1 ∈ Cm1,M1(Z) and the denition of γ̃ in (7.28).
(e)is follows immediately from the update rule of zi in Line 19 of the D.AICGM.
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Lemma 7.4.3. Let w = ỹi−1 and ∆1(⋅; ⋅, ⋅) be as in (7.10) with
ψs = λ [`f1(⋅; zk−1) + f2] +
1
2
∥ ⋅ −zk−1∥2, ψn = λh. (7.30)
en, following statements hold:
(a) the triple (zai , vi, εi) solves Problem B and satises ∆1(zi−1; zai , vi) ≤ ε, and hence
∥vi∥ + 2εi ≤ σ2∥zai − ỹi−1∥2, ∆1(u; zai , vi) ≤ εi ∀u ∈ {ẑi, zi−1}, (7.31)
(b) if f2 is convex, then (zai , vi, εi) solves ProblemA;
(c) ∆1(s; zai , vi) = λ[γi(s) − γ̃i(s)];
(d) ∆1(zi; zai , vi) ≤ ε.
Proof. (a)is follows from Line 10 of the D.AICGM and Proposition 7.2.3(b).
(b)is follows from the S.ACG call in Line 8 of the D.AICGM, the fact that h is convex,
and Proposition 7.2.3(c) with ψs = γ̃i + ∥ ⋅ −ỹi−1∥2/2.
(c) Using the denitions of (ψs, ψn) and (γ, γ̃), we have that







∥za+ − x̃∥2] − [λγ̃(s) +
1
2




= [λγ(s) + 1
2
∥s − x̃∥2] − [λγ̃(s) + 1
2
∥s − x̃∥2]
= λγ(s) − λγ̃(s).
(d) If zi = zi−1, then this follows from Line 10 of the method. On the other hand, if
zi = zai , then this follows from part (c).
We now state some well-known (see, for example, Lemma B.0.2 with λk = τk = 1) prop-
erties of Ai and ai−1.
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Lemma 7.4.4. For every 1 ≤ i ≤ k, we have that:
(a) a2i−1 = Ai;
(b) i2/4 ≤ Ai ≤ i2.
e next two lemmas are technical results that are needed to establish the key inequality
in Proposition 7.4.7.
Lemma 7.4.5. For every u ∈ Z and 1 ≤ i ≤ k, we have that
1
2
(Ai−1∥zi−1 − ỹi−1∥2 + ai−1∥u − ỹi−1∥2) ≤ 2D2Ω + ai−1D2z .
Proof. roughout the proof, we use the notation in (7.29). Using the relation (p + q)2 ≤
2p2 + 2q2 for every p, q ∈ R, Lemma 7.4.4(a), the fact that A ≤ A+, x ∈ Ω, and y ∈ Z , and the
denition of ỹ, and the denitions ofDΩ andDz in (7.25), we conclude that












(∥(z − u) + (u − y)∥2 + 2a [A
2
A2+






(∥u − z∥2 + ∥u − y∥2) + 2a∥u − z∥2 + 2a
A+
∥u − y∥2
≤ 2 [∥u − x∥2 + (1 + a)∥u − y∥2]
≤ 2 [D2Ω + (1 + a)D2z] .
e conclusion now follows fromdividing both sides of the above inequalities by 2 and using
the fact thatDz ≤DΩ.
Lemma 7.4.6. For every u ∈ Z and 1 ≤ i ≤ k, we have that
Ai [φ(zi) + (
1 − λM1
2λ






≤ Ai−1γi(zi−1) + ai−1γi(u) +
1
2λ
∥u − yi−1∥2. (7.32)
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Proof. roughout the proof, we use the notation in (7.29). We rst present two key expres-
sions. First, using the denition of γ in (7.28) and Lemma 7.4.2(c), it follows that
min
u∈Z
{λγ (u) + 1
2
∥u − ỹ∥2} = λγ̃(za+) − ⟨v + ỹ − za+, v⟩ +
1
2
∥v + ỹ − za+∥
2
= λγ̃(za+) − ∥v∥2 − ⟨v, ỹ − za+⟩ +
1
2







∥ỹ − za+∥2. (7.33)





∥y+ − y∥2 ≤ aγ (u) +
1
2λ
∥u − y∥2 − 1
2λ
∥u − y+∥2. (7.34)
Using (7.33), Lemma 7.4.2(d)–(e), Lemma 7.4.4(a), and the fact that γ is ane, we have that
A+ [φ(z+) + (
1 − λM1
2λ
) ∥za+ − ỹ∥2]
≤ A+ [γ̃ (za+) +
1
2λ
∥za+ − ỹ∥2] (7.35)
= A+ [min
u∈Z
{γ (u) + 1
2λ



















= Aγ (z) + aγ (y+) +
a2
2λA+




= Aγ (z) + aγ (y+) +
1
2λ




e conclusion now follows from combining (7.34) with (7.36).
We now present an inequality that plays an important role in the analysis of the
D.AICGM.
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Proposition 7.4.7. Let ∆1(⋅; ⋅, ⋅) be as in (7.10) with (ψs, ψn) as in (7.30), and dene
θi(u) ∶= Ai [φ(zi) − φ(u)] +
1
2λ
∥u − yi∥2 ∀i ≥ 0. (7.37)
For every u ∈ Z satisfying ∆1(u; zai , vi) ≤ ε and 1 ≤ i ≤ k, we have that
Ai
4λ
∥zai − ỹi−1∥2 ≤m+1 (ai−1D2z + 2D2Ω) + θi−1(u) − θi(u). (7.38)
Proof. roughout the proof, we use the notation in (7.29) together with the notation θ =
θi−1 and θ+ = θi. Let u ∈ domh be such that ∆1(u; za+, v) ≤ ε. Subtracting Aφ(u) from both
sides of the inequality in (7.32) and using the denition of θ+ we have
A+
2λ
[(1 − λM1)∥za+ − ỹ∥2 − ∥v∥2] + θ+(u)
= A+
2λ




≤ Aγ (z) + aγ (u) −Aφ(u) + 1
2λ
∥u − y∥2
= a [γ (u) − φ(u)] +A [γ (z) − φ(z)] + θ(u). (7.39)
Moreover, using Lemma 7.4.3(a) and (c), and with our assumption that ∆1(u; za+, v) ≤ ε, we
have that








∥s − ỹ∥2 + ε
λ
∀s ∈ {u, z}. (7.40)
Combining (7.39), (7.40), and Lemma 7.4.5 then yields
A+
2λ





[a∥u − ỹ∥2 +A∥z − ỹ∥2] + εA+
λ
+ θ(u)





Re-arranging the above terms and using the restriction on (λ, θ) (in theD.AICGM) together
with the rst inequality in (7.31), we conclude that
m+1 (aD2h + 2D2Ω) + θ(u) − θ+(u)
≥ A+
2λ
[(1 − λM1)∥za+ − ỹ∥2 − ∥v∥2 − 2ε]







e following result describes some important technical bounds obtained by summing
(7.38) for two dierent choices of u (possibly changing with i) from i = 1 to k.







Ai∥zai − ỹi−1∥2. (7.41)
en, the following statements hold:
(a) Sk = O1(k2[m+1D2z +∆0φ] + k[m+1 + 1/λ]D2Ω);
(b) if f2 is convex, then Sk = O1(k2m+1D2z + km+1D2Ω + d20/λ).
Proof. (a) Let ∆1(⋅; ⋅, ⋅) be dened as in (7.10) with (ψs, ψn) given by (7.30). Using (7.37), the
fact that yi, zai ∈ Ω, the fact that Ai is nonnegative and increasing, and the denitions of θi




























Moreover, noting Lemma 7.4.3(d) and using Proposition 7.4.7 with u = yi, we conclude that
(7.38) holds with u = yi for every 1 ≤ i ≤ k. Summing these k inequalities and using (7.42),
the denition of Sk in (7.41), and Lemma 7.4.4(b) yields the desired conclusion.
(b) Assume now that f2 is convex and let z∗ be a point such that φ(z∗) = φ∗ and ∥z0 −
z∗∥ = d0. It then follows from Lemma 7.4.3(b) and Lemma 7.2.1(d) with (z, v) = (zai , vi) that
∆1(z∗; zai , vi) ≤ ε for every 1 ≤ i ≤ k. e conclusion now follows by using an argument





[θi−1(z∗) − θi(z∗)] = θ0(z∗) − θk(z∗) ≤
1
2λ




where the inequality is due to the fact that θk(z∗) ≥ 0 (see (7.37)) and A0 = 0.
We now establish the rate at which the residual ∥v̂i∥ tends to 0.













Cλ(ẑi, zai ), (7.43)
where Cλ(⋅, ⋅) and Cλ are as in (7.15) and (7.19), respectively. en, we have
min
i≤k












Proof. Let ` = ⌈k/2⌉. Using Proposition 7.2.2 with (z,w) = (zai , ỹi−1) and the bounds
Cλ(⋅, ⋅) ≤ Cλ and L1(⋅, ⋅) ≤ L1 we have that ∥v̂i∥ ≤ Ei∥zai − ỹi−1∥, for every ` ≤ i ≤ k,
where
Ei =
2 + λL1(zai , ỹi−1) + θCλ(ẑi, zai )
λ
∀i ≥ 1.
As a consequence, using the denition of Sk in (7.41), the denitions in (7.43), Lemma 7.3.3
with p = 3/2, ai = Ei/
√
Ai, and bi =
√
Ai∥zai − ỹi−1∥ for i ∈ {`, ..., k}, Lemma 7.4.4(b), and
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We are now ready to give the proof ofeorem 7.4.1.
Proof ofeorem 7.4.1. (a)is follows from Proposition 7.4.9, Proposition 7.4.8(a), the fact
that Cλ(⋅, ⋅) ≤ Cλ and Lf1(⋅, ⋅) ≤ L1, and the termination condition in Line 15 of the
D.AICGM.
(b)e fact that (ẑ, v̂) = (ẑk, v̂k) satises the inclusion of (7.5) follows fromProposition 7.2.2
with (z, v, z0) = (zak , vk, ỹk−1). e fact that ∥v̂∥ ≤ ρ̂ follows the termination condition in
Line 15 of the D.AICGM.
(c) e fact that the method does not stop with πS = false follows from Proposi-
tion 7.2.3(c). e bound in (7.27) follows from a similar argument as in part (a) except that
Proposition 7.4.8(a) is replaced with Proposition 7.4.8(b).
7.5 Exploiting the Spectral Decomposition
Recall that at every outer iteration of the ICGmethods in the previous sections, a call to the
S.ACG algorithm ismade to tentatively solve the ProblemB (see Section 7.2) associated with
(7.6). Our goal in this section is to present a signicantly more ecient ACG variant (based
on the idea outlined at the beginning of this chapter) for solving the same problem when
the underlying problem of interest is SNCO.
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roughout our presentation, we make use of the functions dg ∶ Rr ↦ Rr×r and Dg ∶
Rm×n ↦ Rr given pointwise by
[dg z]ij =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
zi, if i = j,
0, otherwise,
[DgZ]i = Zii, (7.44)
for every z ∈ Rr, Z ∈ Rm×n, and (i, j) ∈ {1, ..., r}2.
e content of this section is divided into two subsections. e rst one presents the
aforementioned algorithm, whereas the second one proves its key properties.
7.5.1 Spectral ACGMethod
is subsection presents an ecient spectral ACG method (σ.ACGM), which utilizes the
S.ACGM of Section 7.2, for solving the Problem B associated with (7.6).
roughout our presentation, we letZ0 represent the starting point given to the S.ACGM
by the two ICG methods. Moreover, we assume that we have a method SVD(...) that
returns a triple (P,σ(Z),Q) representing the SVD of its input Z . More specically, if (P,
s, Q) ← SVD(Z) then it holds that Z = P [dg s]Q∗.
We now state the σ.ACGM in Algorithm 7.5.1, which uses the S.ACGM of Section 7.2
and the aforementioned SVD method as subroutines.
Algorithm 7.5.1: σ.ACGMethod
Require: M2 ∈ R++, hV ∈ C(Rr), f1 ∈ C(dom[hV ○ σ]), fV2 ∈ CM2(domh), Z0 ∈
Rm×n, θ ∈ (0,1);
Initialize: µ← 1, L← λM2 + 1, πS ← true, ψVn ← λhV
1: procedure σ.ACG(f1, fV2 , hV , Z0, θ, µ,L)
2: Part 1 Attack a vectorized prox-linear subproblem using the S.ACGM.
3: Zλ0 ← Z0 − λ∇f1(Z0)
4: (P, s,Q)← SVD(Zλ0 )
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6: (z, v, ε, πS)← S.ACG(ψVs , ψVn ,Dg(P ∗Z0Q), θ, µ,L
7: Part 1 Terminate based on the status of the S.ACGM call
8: if πS then
9: Z ← P (dg z)Q∗
10: V ← P (dg v)Q∗
11: return (Z,V, ε, πS)
12: else
13: return (Z0,∞,∞, πS)
We nowmake two remarks about the method. First, since it calls the S.ACGM in Line 6,
its iteration complexity is the same as the one given for the S.ACGM, i.e. as in Proposi-
tion 7.2.3(a). Second, because the functions ψVs and ψVn used in its S.ACG call have vector
inputs over Rr, the steps in the σ.ACGM are signicantly less costly than the ones in an
analogous S.ACGM call, which use functions with matrix inputs over Rm×n.
e following result, whose proof is deferred to the next subsection, presents the key
properties of the σ.ACGM.
Proposition 7.5.1. Let (Z,V, ε, πS) be the output of a call to the σ.ACGM.en, the following
properties hold:
(a) if πS = true, then the triple (Z,V, ε) solves the Problem B associated with (7.6);
(b) if f2 is convex, then πS = true and the triple (Z,V, ε) solves the ProblemA associated
with (7.6).
7.5.2 Proof of Proposition 7.5.1
is subsection gives the proof of Proposition 7.5.1.
Let the quantities (P,Q) and (ψVs , ψVn ) be generated by a call of the σ.ACGM.Moreover,
206
for every (u,U) ∈ Rr ×Rm×n, dene the functions
f2(U) ∶= fV2 ○ σ(U), h ∶= hV ○ σ, ψV(u) ∶= ψVs (u) + ψVn (u)
M(u) ∶= P (dgu)Q∗, V(U) ∶= Dg(P ∗UQ).
(7.45)
e result below relates the function triple (ψVs , ψVn , ψV) to the function triple (ψs, ψn, ψ)
given by
ψs ∶= λ [`f1(⋅, Z0) + f2 ○ σ] +
1
2
∥ ⋅ −Z0∥2, ψn ∶= λ(h ○ σ), ψ = ψs + ψn.
Lemma 7.5.2. Let (z, v, ε, πS) and (Z,V ) be generated by a call to the σ.ACGM in which
πS = true. en, the following properties hold:
(a) we have
ψVn (z) = ψn(Z), ψVs (z) +Bλ0 = ψs(Z),
where Bλ0 ∶= λf1(Z0) − λ⟨∇f1(Z0), Z0⟩ + ∥Z0∥2F /2;
(b) we have
V ∈ ∂ε (ψ −
1
2
∥ ⋅ −Z∥2F) (Z) ⇐⇒ v ∈ ∂ε (ψV −
1
2
∥ ⋅ −z∥2) (z). (7.46)
Proof. (a)e relationship between ψVn ,and ψn is immediate. On the other hand, using the
denitions of Z, f2, and Bλ0 , we have









(b) Let S0 = V +Zλ0 −Z and s0 = v+σ(Zλ0 )−z, and note that S0 =M(s0). Moreover, in
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view of part (a) and the denition of ψ, observe that the le inclusion in (7.46) is equivalent
to S0 ∈ ∂ε(λ[f2+h])(Z). Using this observation, the fact that S0 andZ have a simultaneous
SVD, andeoremG.0.3 with (S, s) = (S0, s0),Ψ = λ[f2+h], andΨV = λ[fV2 +hV], we have
that the le inclusion in (7.46) is also equivalent to s0 ∈ ∂ε(λ[fV2 + hV])(z).e conclusion
now follows from the observing that the latter inclusion is equivalent to the right inclusion
in (7.46).
We are now ready to give the proof of Proposition 7.5.1.
Proof of Proposition 7.5.1. (a) Let (z, v) = (V(Z),V(V )) and remark that the successful ter-
mination of the algorithm implies that the inequality in (7.9) and (7.17) hold. Using this
remark, the fact that ∥V ∥2F = ∥v∥2, and the bound
σ2∥zj − z0∥2 = σ2 (∥zj∥2 − 2⟨zj,V(z0)⟩ + ∥Z0∥2F ) + σ2(∥V(z0)∥2 − ∥Z0∥2F )
≤ σ2 (∥Zj∥2 − 2⟨Zj, Z0⟩ + ∥Z0∥2F ) = σ2∥Zj −Z0∥2F , (7.47)
we then have that the inequality in (7.9) also holds with (z, v) = (Z,V ).




{`ψs(U ;Z) − ⟨V,U⟩ +
L
2
∥U −Z∥2 + ψn(U)}
ẑ = argmin
u∈Rr
{`ψVs (u; z) − ⟨v, u⟩ +
L
2
∥u − z∥2 + ψVn (u)}
as well as the corresponding residuals
Vr = V +L(Z − Ẑ) +∇ψs(Ẑ) −∇ψs(Z),
vr = v +L(z − ẑ) +∇ψVs (ẑ) −∇ψVs (z).
Moreover, let ∆V1 (⋅; ⋅, ⋅) be as in (7.10) with (ψs, ψn) = (ψVs , ψVn ) and ∆1(⋅; ⋅, ⋅) as in (7.10).
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Using Lemma G.0.2 with Ψ = ψn and S = V +MZ − ∇ψs(Z) and Lemma G.0.1(b) we
have that Zr, Vr, Z , and V have a simultaneous SVD. As a consequence, it follows from
Lemma 7.5.2(a) that








e conclusion now follows from the above and the denition of the specialized renement
procedure in Section 7.2.
(b)is follows from part (a), Proposition 7.2.3(c), and Lemma 7.5.2(b).
7.6 Numerical Experiments
is section examines the performance of several solvers for nding approximate station-
ary points of SNCO where (f1, fV2 , hV) satisfy assumptions (H1)–(H3) of Chapter 7 with
(f2, h) = (fV2 ○ σ,hV ○ σ). All experiments are run on Linux 64-bit machines each contain-
ing Xeon E5520 processors and at least 8 GB of memory using MATLAB 2020a. It is worth
mentioning that the complete code for reproducing the experiments is freely available on-
line1.
e algorithms benchmarked in this section are as follows.
• AICG: an instance of Algorithm 7.3.2 in which ξ = M1, λ = 5/M1, σ = (9/10 −
max{λ(M1−ξ,0}), the ACG call is replaced by an R.ACG call withL0 = λ(M/100)+
1.
• CG: an instance of Algorithm 2.2.1 in which λk = 1/(M1 +M2) for every k ≥ 1.
1See the code in ./tests/thesis/ from the GitHub repository https://github.com/wwkong/nc_opt/
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• D.AICG: an instance of the dynamic version of Algorithm 7.4.1 in which ξ = M1,
λ = 5/M1, σ = (1/2−max{λ(M1 − ξ,0}), the ACG call is replaced by an R.ACG call
with L0 = λ(M/100) + 1.
• AG: a variant of the AGmethod described in Section 5.5.1 in which {(αk, βk, λk)}k≥1
are as in [30, Corollary 1] with LΨ =M1 +M2.
Given a tolerance ρ̂ > 0 and an initial point Z0 ∈ Z , each algorithm in this section seeks a
pair (Ẑ, V̂ ) ∈ Z ×Rm×n satisfying
V̂ ∈ ∇f1(Ẑ) +∇(fV2 ○ σ)(Ẑ) + ∂(hV ○ σ)(Ẑ),
∥V̂ ∥
∥∇f1(Z0) + (fV2 ○ σ)(Z0)∥ + 1
≤ ρ̂.
Moreover, each algorithm is given a time limit of either 10800 or 7200 seconds. e bold
numbers in each of the tables in this section highlight the algorithm that performed the
most eciently in terms of function value.
7.6.1 Ball-Constrained Matrix Completion
is subsection presents computational results for the ball-constrained matrix (BC-MC)
problem in [50]. More specically, given a quadruple (α,β,µ, θ) ∈ R4++, a data matrix A ∈


















log (1 + ∣zi∣
θ





for every z ∈ Rn. Here, the function κµ + τα is a nonconvex generalization of the convex
elastic net regularizer [105], and it is well-known [112] that the functionκµ−µ∥⋅∥∗ is concave,
dierentiable, and has a (2βµ/θ2)-Lipschitz continuous gradient.
We now describe the dierent data matrices that are considered. Each matrixA ∈ Rm×n
is obtained fromadierent collaborative ltering systemwhere each row represents a unique
user, each column represents a unique item, and each entry represents a particular rating.
Table 7.1 lists the names of each data set, where the data originates from (in the footnotes),
and some basic statistics about the matrices.
Table 7.1: Description of the BC-MC data matrices.
Name m n % nonzero mini,j Aij maxi,j Aij
Jester2 24938 100 24.66% -9.95 10
Anime3 506 9437 10.50% 1 10
MovieLens 100K4 610 9724 1.70% 0.5 5
FilmTrust5 1508 2071 1.14% 0.5 8
MovieLens 1M6 6040 3952 4.19% 1 5
We now describe the experiment parameters considered. First the starting point Z0 is
randomly generated from a shied binomial distribution that closely follows the datamatrix
A. More specically, the entries of Z0 are distributed according to a Binomial(n,µ/n)−A
distribution, where µ is the sample average of the nonzero entries in A, the integer n is
the ceiling of the range of ratings in A, and A is the minimum rating in A. Second, the




∥PΩ(⋅ −A)∥2F , fV2 = µ [κµ(⋅) −
β
θ
∥ ⋅ ∥1] + τα(⋅), hV =
µβ
θ
∥ ⋅ ∥1 + δF(⋅),
where F = {U ∈ Rm×n ∶ ∥U∥F ≤
√
mn ⋅maxi,j ∣Aij ∣} is the set of feasible solutions. ird,
2e ratings in the le “jester_dataset_1_1.zip” from http://eigentaste.berkeley.edu/dataset/.
3A subset of the ratings from https://www.kaggle.com/CooperUnion/
anime-recommendations-database where each user has rated at least 720 items.
4e ratings in the le “ml-latest-small.zip” from https://grouplens.org/datasets/movielens/.
5See the ratings in the le “ratings.txt” under the FilmTrust section in https://www.librec.net/
datasets.html.
6See the ratings in the le “ml-1m.zip” from https://grouplens.org/datasets/movielens/.
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in view of the previous decomposition, the curvature parameters are set to be











where it can be shown that the smallest and largest eigenvalues of ∇2τα(z) are bounded
below and above by −2αβ exp(−3θ/2)/θ and αβ/θ, respectively, for every z ∈ Rn. Fourth,
each problem instance uses a specic data matrix A from Table 7.1, the hyperparameters
(α,β,µ, θ) = (10,20,2,1) and ρ̂ = 10−6, and Ω to be the index set of nonzero entries in
the chosen matrix A. Finally, a cuto time of 10800 seconds is used for the MovieLens 1M
dataset and a cuto time of 7200 seconds is used for the other datasets.
Figure Figure 7.1 contains the plots of the log objective function value against the run-
time, listed in increasing order of the smallest dimension in the data matrix.
Figure 7.1: Function value vs. runtime for the BC-MC problems.
7.6.2 Multiblock Ball-Constrained Matrix Completion
is subsection presents computational results for the multiblock ball-constrained matrix
(MBC-MC) problem in [50]. Given a quadruple (α,β,µ, θ) ∈ R4++, a block decomposable
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where PΩ, κµ, and τα are as in Section 7.6.1 and Ui ∈ Rp×q is the ith block of U with the same
indices as Ai with respect to A.
Wenowdescribe the two classes of datamatrices that are considered. Every datamatrix is
a 5-by-5 block matrix consisting of 50-by-100 sized submatrices. Every submatrix contains
only 25%nonzero entries and each datamatrix generates its submatrix entries fromdierent
probability distributions. More specically, for a sampled probability p ∼ Uniform[0,1]
specic to a xed submatrix, one class uses a Binomial(n, p) distributionwithn = 10, while
the other uses a TruncatedNormal(µ,σ) distribution with µ = 10p, σ2 = 10p(1− p), and
upper and lower bounds 0 and 10, respectively.
We now describe the experiment parameters considered. First, the decomposition of the
objective function and the quantities Z0, (m1,M1), (m2,M2), ρ̂, and Ω are the same as in
Section 7.6.1. Second, we x (β, θ) = (20,1) and vary (α,µ,A) across the dierent problem
instances. Finally, a cuto time of 7200 seconds is used for all problem instances tested.
Figure 7.2 contains the plots of the log objective function value against the runtime for
the binomial data set, listed in increasing order of M2. e corresponding plots for the
truncated normal data set are similar to the binomial plots, so we omit them for the sake of
brevity. Table 7.2 and Table 7.3 respectively contain the last function values of each algorithm
for the binomial and truncated normal data sets, listed in increasing order ofM2. Moreover,
each row of these tables corresponds to a dierent choice of (µ,α) and the bolded numbers
highlight which algorithm performed the best in terms of the last function value.
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Figure 7.2: Function value vs. runtime for the binomial MBC-MC problems.
Table 7.2: Last function values for the binomial MBC-MC problems.
Parameters Last Function Value
(µ,α) M2 CG AG AICG D.AICG
(1,0.2) 20 2.13E+04 1.62E+04 1.61E+04 2.20E+03
(10,2) 200 2.15E+05 1.44E+05 2.19E+04 7.98E+03
(100,20) 2000 2.17E+06 8.24E+05 9.82E+04 2.92E+04
7.6.3 Discussion of the Results
We see that the D.AICGM and AICGM are generally more ecient than the AG and CG
methods, respectively.e D.AICGMmethod, in particular, appears to escape local minima
more quickly than the other methods. Moreover, the larger the constant M2 is, the more
ecient the ICG methods are compared to the benchmark methods. Curiously, the larger
the smallest dimension of the matrix space is, the more ecient the inexact methods are
compared to the exact ones.
We conjecture that the eciency of the spectral methods is attributed to the fact that
the main iterations of the methods are performed within the space of singular values rather
than in the space of matrices.
7.7 Conclusion and Additional Comments
In this chapter, we presented two methods for nding approximate stationary points of a
class of spectral NCO problems. More specically, the methods are inexact variants of the
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Table 7.3: Last function values for the truncated normal MBC-MC problems.
Parameters Last Function Value
(µ,α) M2 CG AG AICG D.AICG
(1,0.2) 20 2.14E+04 8.92E+03 1.26E+04 1.25E+03
(10,2) 200 2.21E+05 1.75E+05 3.29E+04 1.16E+04
(100,20) 2000 2.27E+06 1.71E+06 1.06E+05 4.50E+04
CGM (see Algorithm 2.2.1) and an accelerated monotonic CGM.We established anO(ρ̂−2)
iteration complexity bound for nding ρ̂-approximate stationary points for both methods
and an O(ρ̂−2/3) bound for the accelerated method when the objective function is convex.
rough several new results about spectral functions, we also developed a variant of the
ACGM in Algorithm 2.2.2 which is especially ecient for spectral NCO problems.
e next chapter presents some practical improvements on the methods and procedures
developed in this and previous chapters.
Additional Comments
It is worth mentioning that the outer iteration scheme of the D.AICGM is a monotonic and
inexact generalization of the AG method in [30]. More specically, the AG method can
be viewed as a version of the D.AICGM where: (i) θ = 0; (ii) the S.ACG call in Line 8 is
replaced by an exact solver of (7.6); and (iii) the update of yk in Line 18 is replaced by an
update involving a prox evaluation of the function ak−1(f2 + h). Hence, the D.AICGM can
be signicantly more ecient when its S.ACG call is more ecient than an exact solver of
(7.6) and/or when the projection onto Ω is more ecient than the proximal evaluation of
ak−1(f2 + h).
Future Work
It would be worth investigating if the developments in Section 7.5 are applicable to other
rst-order iterative optimization algorithms and/or other classes of NCO problems.
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APPENDIX A
PROPERTIES OF THE PPMAND CGM
is appendix presents the proofs of propositions related to the PPM and CGM.
Proof of Proposition 2.2.5. (a)e optimality of zk and the denition of vk immediately yield
vk = (zk−1 − zk)/λk ∈ ∂ψ(zk)
(b) Using the inclusion in (a) and the fact that λk ≥ 0, we immediately have
ψ(zk−1) ≥ ψ(zk) + ⟨vk, zk−1 − zk⟩ = ψ(zk) +
1
λk
∥zk−1 − zk∥2 > ψ(zk).






















= ψ(z0) − ψ(zk),
which implies the desired inequality.
Proof of Proposition 2.2.1. (a) e optimality of zk and the denitions of vk and `ψs imply
that
∇ψs(zk) + ∂ψn(zk) ∋ ∇ψs(zk) −∇ψs(zk−1) +
1
λk
(zk−1 − zk) = vk.
(b)e above inclusion in part (a) and (2.2) imply that
ψn(zk−1) ≥ ψn(zk) + ⟨vk − ψs(zk), zk−1 − zk⟩









) ∥zk−1 − zk∥2,
which implies the rightmost inequality.e lemost inequality follows from the assumption
that Lk < 2/λk.
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(c) Using the inequality in (b) from indices 1 to k, the denition of vk, (2.4), and the






























































[ψ(zi−1) − ψ(zi)] = ψ(z0) − ψ(zk),
which clearly implies the inequality in (2.5).
Proof of Proposition 2.2.2. (a) It follows from Proposition 2.2.1 and the denitions of q and
v that q ∈ ∇ψs(z−)+∂ψn(z).e desired inclusion and inequality now follow from Propo-
sition 2.1.47 with (s, ε, z̄) = (q −∇ψs(z−), ε, z−) and ψ = ψn.
(b) Clearly, part (a) shows that (q, ε) is feasible to (2.6). Assume now that (r, δ) satises
r ∈ ∇ψs(z−) + ∂δψn(z−), or equivalently
ψn(u) ≥ ψn(z−) + ⟨r −∇ψs(z−), u − z−⟩ − δ ∀u ∈ Z.
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Using the above inequality with u = z and the denitions of q and ε, we then conclude that
λ∥q∥2 + 2ε = 1
λ
∥z − z−∥2 + 2 [ψn(z−) − ψn(z) + ⟨q −∇ψs(z−), z − z−⟩]




≤ 2δ − 2 ⟨r, z − z−⟩ − 1
λ
∥z − z−∥2
= 2δ − 2λ ⟨r, q⟩ − λ∥q∥2
≤ 2δ + λ∥r∥2 + λ∥q∥2 − λ∥q∥2 = λ∥r∥2 + 2δ,
where the last inequality follows from the inequality 2 ⟨a, b⟩ ≤ ∥a∥2 + ∥b∥2 for every a, b ∈ Z .
Since (r, δ) are feasible to (2.6), the result follows.
(c) Using (2.2) and the denitions of q and ε yield








≤ 2 [ψ(z−) − ψ(z)] + (L − 1
λ
) ∥z− − z∥2.
Proof of Proposition 3.2.6. Dene the quantities
Ψλ = Ψλ,k ∶= g +
1
2λ




and note that∇Ψλ(zk−1) = ∇g(zk−1), and thatΨλ is convex due to (A2) and the assumption
λ < 1/m. Hence Proposition 2.1.47 and ∇g(zk−1) = ∇Ψλ(zk−1) ∈ ∂εkΨλ(zk), where εk =
Ψλ(zk)−Ψλ(zk−1)− ⟨∇Ψλ(zk−1), zk −zk−1⟩ ≥ 0.e previous inclusion combined with the
optimality of zk and denition of rk imply that rk ∈ ∂h(zk)+ ∂εkΨλ(zk) ⊂ ∂εk(h+Ψλ)(zk)
where the last inclusion follows immediately from the denition of the operator ∂εk and
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convexity of h. Hence, since (ε̃k, ṽk) = λ(εk, rk) (see (3.21) and (A.1)), it follows from the
above inclusion and the denition of Ψλ that the triple (zk, ṽk, ε̃k) satises the inclusion in
(3.4) with φ = g + h and λk = λ.
Now, to prove that the inequality in (3.5) holds, rst note that the denitions of εk and
Ψλ together with property (A2), imply that εk ≤ (λM + 1)∥zk−1 − zk∥2/(2λ). Combining
the previous inequality with the relations ṽk = zk−1 − zk and ε̃k = λεk, we obtain
∥ṽk∥2 + 2ε̃k = ∥zk−1 − zk∥2 + 2λεk ≤ ∥zk−1 − zk∥2 + (λM + 1)∥zk−1 − zk∥2
= (λM + 2)∥zk−1 − zk∥2 =
λM + 2
4
∥zk−1 − zk + ṽk∥2.
Hence, since λM < 2, we conclude that σ = (λM + 2)/4 < 1 and that (3.5) holds.
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APPENDIX B
PROPERTIES OF THE ACGM
is appendix presents important properties and proofs related to the ACGM in Chapter 2.
roughout this appendix, we assume that the iterates
{(xk, yk, rk, ηk)}k≥1, {(τk, ak,Ak, γk, qk,Γk)}k≥1,
are generated by the ACGM and the quantities µ, {λk}k≥1, and ψ are from its input and
initialization, respectively.
We rst present some basic properties involving the function pairs {(γk, qk)}k≥1.
Lemma B.0.1. e following statements hold for every k ≥ 1:
(a) γk−1(yk) = qk(yk) and γk−1 ≤ qk ≤ ψ;











∥u − x̃k−1∥2} .
Proof. (a)e fact that γk−1(yk) = qk(yk) is immediate from the denitions of γk and qk.
e fact that ψ ≥ qk follows from the assumption that ψs ∈ Fµ(Z). To show that γk−1 ≤ qk,




∥yk − x̃k−1∥2 + (
λkµ + 1
2




∥u − x̃k−1∥2 ∀u ∈ Z.
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Rearranging terms and using the denition γk−1, we conclude that
qk(u) ≥ qk(yk) +
1
2λk
∥yk − x̃k−1∥2 + (
λkµ + 1
2λk





















∥yk − x̃k−1∥2 ≥ γk−1(u) ∀u ∈ Z.
(b) Recall that yk is an optimal solution of the le problem. Suppose that ȳ is an optimal
solution of the right problem. Since γk is a smooth convex function, the optimality of ȳ and
the denition of γk imply that
0 = ∇γk−1(ȳ) +
1
λk
(ȳ − x̃k−1) =
1
λk




= (µ + 1
λk
) (ȳ − yk),
which, since µ,λk > 0, implies that ȳ = yk.
We next present properties involving the scalars {(λk, ak,Ak)}k≥1.
Lemma B.0.2. e following statements hold for every k ≥ 1:
(a) a2k = τkAk+1;


























Proof. (a) Let k ≥ 1 be xed. It is easy to see that ak is a root of the quadratic function
x ↦ x2 − τkx + τkAk and hence, using the denitions of τk and the update rule of Ak+1, it
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holds that
0 = a2k − τk(ak +Ak) = a2k − τkAk+1,
which implies the desired identity.











We now show thatAk is bounded below by the rst term in the max. Using (B.1) and the
update rule for Ak, it holds that





























Applying this relationship recursively, and squaring the resulting relation yields the desired
bound on Ak.
We next show that Ak is bounded below by the second term in the max on the right-
hand-side. If k = 1, the inequality follows immediately from the fact that A1 = λ1. Instead,
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suppose that k ≥ 2. Using (B.1) and the update rule for Ak, it holds that


















































































Wenow present properties involving the iterates {(xk, yk)}k≥1 generated by themethod.
Lemma B.0.3. e following statements hold for every k ≥ 1:
(a) Γk ∈ Fµ(Z) is a quadratic function and Γk ≤ ψ;
(b) xk = argminu∈Z {AkΓk(u) + ∥u − x0∥2/2};






∥u − x0∥2} .
Proof. (a) Observe that recursively applying the denition of Γk yields the identity Γk =
∑k−1i=0 aiγi/(∑k−1i=0 ai), which shows that Γk is a convex combination of the functions {γi}k−1i=0 .
e desired conclusion now follows from the denition of γk and Lemma B.0.1(a).
223
(b) We proceed by induction on k. e case of k = 0 is obvious. Suppose instead that
xk−1 = argminu∈Z {Ak−1Γk−1(u) + ∥u − x0∥2/2} for some k ≥ 2. e optimality of xk−1
implies that
xk−1 − x0 +Ak−1∇Γk−1(xk−1) = 0. (B.2)
Moreover, since Γk ∈ Fµ(Z) is a quadratic function (see part (a)), it holds that
∇Γk(xk) = ∇Γk(xk−1) + µ(xk − xk−1). (B.3)
Let us now verify the optimality condition on xk. Using (B.3), (B.2), the update rule for xk,
the denition of γk−1, and our hypothesis, we have that
xk − x0 +Ak∇Γk(xk)
= xk − x0 +Ak [∇Γk(xk−1) + µ(xk − xk−1)]
= xk − x0 +Ak−1∇Γk−1(xk−1) + ak−1∇γk−1(xk−1) + µAk(xk − xk−1)
= [xk − xk−1] + [xk−1 − x0 +Ak−1∇Γk−1(xk−1)]+
[ak−1∇γk−1(xk−1) + µAk(xk − xk−1)]




(x̃k−1 − yk) + µ(xk−1 − yk)] + ak−1∇γk−1(xk−1)
= −ak−1∇γk−1(zk−1) + ak−1∇γk−1(xk−1) = 0,
which implies that xk = argminu∈Z {AkΓk(u) + ∥u − x0∥2/2}.







for some k ≥ 2. Using the fact that Γ is µ-strongly convex, the optimality of xk−1 in part (b),
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∥xk−1 − x0∥2 + (
Ak−1µ + 1
2




∥u − x0∥2, (B.4)







































+ (Ak−1µ + 1
2

























∥ũ − x̃k−1∥2} . (B.5)
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On the other hand, using (2.8), the denition of yk, and Lemma B.0.1(b), it holds that







∥yk − x̃k−1∥2 +
1
2
([Lk − µ] −
1
λk
















∥u − x̃k−1∥2} . (B.6)






∥u − x0∥2} .
We are now ready to give the proofs of Proposition 2.2.3 and Proposition 2.2.4.
Proof of Proposition 2.2.3. (a)e optimality of xk and the denition of rk imply that rk ∈
∂Γk(xk). Using the previous inclusion, the denition of ηk, and the fact that ψ ≥ Γk yields
ψ(u) ≥ Γk(u) ≥ Γ(xk) + ⟨rk, u − xk⟩ = ψ(yk) + ⟨rk, u − yk⟩ − ηk
for every u ∈ Z , which is exactly the desired inclusion. e fact that η ≥ 0 follows from the
above relationship evaluated at u = yk.
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(b) Using Lemma B.0.3(b) and (c) and the denitions of ηk and rk yields
0 ≤ Γk(xk) +
1
2Ak
∥xk − x0∥2 − ψ(yk)




= −ηk + [−
1
Ak




= −ηk + [
1
2Ak







∥yk − x0∥2 −
1
2Ak
∥Akrk + yk − x0∥2
which, together with the identity x0 = y0, yields the desired inequality.
(c) Let y∗ be an optimal solution of CO. Using Lemma B.0.3(a) and (c) it holds that
Akψ(yk) ≤ AkΓk(y∗) +
1
2




which implies the desired inequality.
Proof of Proposition 2.2.4. (a) Using Lemma B.0.3(b) we rst observe that (xk − x0)/Ak ∈




+ µ(yk − xk) ∈ ∂ (Γk −
µ
2
∥ ⋅ −yk∥2) (xk)
Using the above inclusion, the fact that Γk − µ∥ ⋅ ∥2/2 is ane, and the denition of ηk, we
conclude that for every u ∈ Z it holds that
ψ(u) − µ
2







∥yk − xk∥2 + ⟨r̃k, u − xk⟩
= ψ(yk) + ⟨r̃k, u − yk⟩ − η̃k, (B.7)
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which is equivalent to (2.7). e fact that η̃k ≥ 0 follows from the above inequality with
u = yk.
(b) Using Lemma B.0.3(b) and (c) and the denitions of η̃k and r̃k yields
0 ≤ Γk(xk) +
1
2Ak











∥yk − xk∥2 + [−
1
Ak







∥yk − xk∥2 + [
1
2Ak







∥yk − x0∥2 −
1
2Ak




∥yk − x0∥2 −
1
2Ak(1 + µAk)
∥Akr̃k + yk − x0∥2
which, together with the identity x0 = y0, yields the desired inequality.
We next give the proof of Lemma 3.3.1.





Using the triangle inequality, the previous bound onAj , the relation (a+ b)2 ≤ 2a2 +2b2 for
every a, b ∈ R, and Proposition 2.2.3(b), we obtain
∥rj∥2 + 2ηj ≤ max{1/A2j ,1/(2Aj)} (∥Ajrj∥2 + 4Ajηj)
≤ max{1/A2j ,1/(2Aj)} (2∥Ajrj + yj − y0∥2 + 2∥yj − y0∥2 + 4Ajηj)
≤ max{(2/A`)2,2/A`} ∥yj − y0∥2 ≤
σ
(1 +√σ)2 ∥yj − y0∥
2.
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On the other hand, the triangle inequality and simple calculations yield
∥yj − y0∥2 ≤ (1 +
√




Combining the previous bounds, we obtain
∥rj∥2 + 2ηj ≤
σ






which easily implies (3.24).
Let us now show what conditions on j yield Aj ≥ 2(1 +
√
σ)2/σ. Using the rst bound







On the other hand, using the second bound in Lemma B.0.2 with λk = 1/L and the















suces.e conclusion now follows from combining the previous bounds on j.
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APPENDIX C
PROPERTIES OF THE S.ACGMAND R.ACGM
is appendix contains proofs related to the S.ACGM and R.ACGM in Chapters 5 and 7,
respectively.
We rst give the proof of Proposition 7.2.3(a).









and suppose that the method has not stopped with πS = false before iteration `. We show
that it must stop with πS = true at the end of the `th iteration. Combining the triangle
inequality, the successful checks in Line 6 of the method, (C.1), and the relation (a + b)2 ≤
2a2 + 2b2 for all a, b ∈ R, we rst have that
∥r`∥2 + 2η`















∥A`r̃` + z` − z0∥2 + 2∥z` − z0∥2 + 4A`η̃`)





}∥z` − z0∥2 ≤
1
K2θ
∥z` − z0∥2 ≤ θ2∥z` − z0∥2,
and hence the method must terminate at the `th iteration. We now bound ` based on the
requirement in (C.1). Solving for the quadratic in A` in the rst bound of (C.1), it is easy
to see that A` ≥ 4µK2θ + 2Kθ implies (C.1). On the other hand, for the second condition
in (C.1), it is immediate that A` ≥ 2K2θ implies (C.1). In view of Proposition 2.2.3(c) with










≥ 2Kθ(1 + 2µK2θ )
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implies (C.1). Using the bound log(1 + t) ≥ t/(1 + t) for t ≥ 0 and the above bound on `, it
is straightforward to see that ` is on the same order of magnitude as in (7.18).
We next give the proof of Lemma 5.3.5.
Proof of Lemma 5.3.5. Using our assumption that f ∈ CM(Z), and hence ψs ∈ CLλ(Z), to-
gether with the check in Line 8 of Algorithm 5.2.1, it holds that the stepsizes {λi}i≥1 in the














∀i ≥ 1. (C.2)
Now, let ` denote the quantity in (5.22), and suppose the R.ACGMhas performed ` iterations
in which (5.20) and (5.21) hold for every i ≤ `. Using (C.2), the denition of Cθ,τ in (5.23),













≥ 2Cθ,τ > 2.
Combining the triangle inequality, (5.20), the bounds 2/A` ≤ 1/C and (2/A`)2 < 2/A` < 1
from above, and the relation (a + b)2 ≤ 2(a2 + b2) for all a, b ∈ R, we obtain
∥r`∥2 + 2η` ≤ max{1/A2` ,1/(2A`)}(∥A`r`∥2 + 4A`η`)
≤ max{1/A2` ,1/(2A`)}(2∥A`r` + y` − y0∥2 + 2∥y` − x0∥2 + 4A`η`)




On the other hand, using the triangle inequality and the fact that (a+ b)2 ≤ (1+ s)a2 + (1+
1/s)b2 for every (a, b, s) ∈ R ×R ×R++ (under the choice of s = 1/(
√
C − 1)), we obtain








Combining the previous estimates, we then conclude that









which, aer a simple algebraic manipulation, easily implies that
1√
Cθ,τ − 1




Cθ,τ − 1) ∥u`∥2
≥ (
√
Cθ,τ − 1) (∥u`∥2 + 2η`) . (C.3)
Using the rst term in the maximum of (5.23) together with the second inequality of (C.3)
immediately implies that (5.18) holds with j = `. To show that (5.19) holds at j = `, observe
that the denition of ψ in (5.17), (5.21) with j = `, the second inequality of (C.3), and the
second term in the maximum of (5.23) imply that













] ∥y0 − y` + r`∥2 ≥
1
θ
∥y0 − y` + r`∥2.
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APPENDIX D
PROPERTIES OF THE CRP
is appendix contains proofs related to the CRP in Chapter 3.
We rst give the proof of Proposition 3.2.5.
Proof of Proposition 3.2.5. (a) is follows immediately from Proposition 2.2.2(a) with
(ψs, ψn, zk−1) = (f, h, z) and (qk, εk) = (qr, εr).
(b) Using the denition of εr, it follows that qr ∈ ∇f(z) + ∂εrh(z) if and only if
h(u) ≥ h(z) + ⟨qr −∇f(z), u − z⟩ − εr
= h(zr) + ⟨qr −∇f(z), u − zr⟩ ∀u ∈ Z,
or equivalently, qr ∈ ∇f(z) + ∂h(zr). e desired inclusion now follows from the previous
inclusion and the denition of vr. e desired inequality follows from (A2) and Proposi-
tion 2.2.2(b)–(c) with




(c) Let (ρ̄, ε̄) and (z−, ṽ, ε̃) satisfying (3.18) be given, and dene the function
ψs(u) ∶= f(u) +
1
2λ
∥u − z−∥2 − 1
λ
⟨ṽ, u⟩ ∀u ∈ Z. (D.1)
Clearly, the inclusion in (3.18) holds if and only if 0 ∈ ∂ε̃(ψs + h)(z), or equivalently, (ψs +
h)(u) ≥ (ψs + h)(z) − ε̃ for every u ∈ Z . In particular, for u = zr, we have (ψs + h)(z) −
(ψs + h)(zr) ≤ ε̃. Using the previous bound, the second inequality in (3.18), and Proposi-
tion 2.2.2(c) with





it holds that there exists (qψ, εψ) ∈ Z ×R+ satisfying qψ ∈ ∇ψs(z) + ∂εψh(z) and
∥qψ∥2 +Lλεψ ≤ Lλ [(ψs + h)(z) − (ψs + h)(zr)] ≤ Lλε̃ ≤ Lλε̄.
Since the previous inclusion implies that qψ + (z− − z + ṽ)/λ ∈ ∇f(z) + ∂εψh(z), it follows
from Proposition 2.2.2(b) with




the rst inequality in (3.18), and the triangle inequality, that
∥qr∥2 ≤ ∥qr∥2 + 2Lλεr ≤ ∥qψ +
1
λ






∥z− − z + ṽ∥)
2
+ 2Lλεψ
≤ (∥qψ∥2 + 2Lλεψ) + 2ρ∥qψ∥ + ρ2
≤ 2Lλε̄ + 2ρ
√
2Lλ + ρ2 = (ρ̄2 +Lλε̄)
2
, (D.2)
which implies the second inequality in (3.19). On the other hand, using assumption (A2),
i.e,. ∇f is max{m,M}-Lipschitz continuous, and the denitions of vr and qr yields




which, together with (D.2), implies the second inequality in (3.19).
Proof of Proposition 5.1.1. (a)is follows from assumptions (A1)–(A2), the denition of εr,
and Proposition 2.2.2(b) with













= −∇f(z) + 1
λ




which immediately implies the desired inclusion. To show the desired inequality, we use




∥z− − z + v∥ + ∥Lλ
λ
(z − zr) +∇f(zr) −∇f(z)∥
≤ 1
λ
∥z− − z + v∥ + (Lλ
λ
+max{m,M}) ∥z − zr∥
≤ 1
λ















(c) Using the inclusion in (5.1) and the denition of εr, it holds that
εr = (fλ + hλ)(z) − (fλ + hλ)(zr)
= λ(f + h)(z) − [λ(f + h)(zr) +
1
2
∥z − zr∥2] + ⟨v, zr − z⟩
≤ ε.




















CONVEX FUNCTIONS AND CONVEX SETS
is appendix consists of several appendices that contain results related to convex functions
and convex sets.
E.1 Properties of Subdierentials
e below technical result presents a fact about approximate subdierentials, and its proof
can be found, for example, in [69, Lemma A.2].
Lemma E.1.1. Let proper function φ̃ ∶ Rn → (−∞,∞], scalar σ̃ ∈ (0,1) and (z0, z1) ∈
Z × dom φ̃ be given, and assume that there exists (v1, ε1) such that
v1 ∈ ∂ε1 (φ̃ +
1
2
∥ ⋅ −z0∥2) (z1), ∥v1∥2 + 2ε1 ≤ σ̃2∥v + z0 − z1∥2. (E.1)








E.2 Properties of Convex Cones
e rst result presents somewell-known (see, for example, [7, Chapter 6] and [99, Example
11.4]) properties about the projection and distance functions over a closed convex set.
Lemma E.2.1. Let K ⊆ Z be a closed convex set. en the following properties hold:
(a) for every u, z ∈ Z , we have ∥ΠK(u) −ΠK(u)∥ ≤ ∥u − z∥;
(b) the function d(⋅) ∶= dist2(⋅,K)/2 is dierentiable, and its gradient, given by
∇d(u) = u −ΠK(u) ∈ NK(ΠK(u)) ∀u ∈ Rn, (E.2)
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is 1-Lipschitz continuous;
(c) if K is a cone, then holds that u ∈ NK+(p) if and only if ⟨u, p⟩ = 0, u ∈ −K, and p ∈ K+.
e next result presents a well-known fact (see, for example, [25, Sub-subsection 2.13.2])
about closed convex cones.
Lemma E.2.2. For any closed convex cone K, we have that x ∈ intK if and only if
inf
p∈K+
{⟨p, x⟩ ∶ ∥p∥ = 1} > 0.
E.3 Properties of Max Functions
is appendix contains results about functions that can be described be as the maximum of
a family of dierentiable functions.
e technical lemma below, which is a special case of [27, eorem 10.2.1], presents a
key property about max functions.




Ψ(x, y), Y (x) ∶= {y ∈ Y ∶ Ψ(x, y) = q(x)}, ∀x ∈X. (E.3)




Moreover, if Y (x) reduces to a singleton, say Y (x) = {y(x)}, then q is dierentiable at x and
∇q(x) = ∇xΨ(x, y(x)).
Under assumptions (F1)–(F4) in Section 6.1, the next result establishes Lipschitz con-
tinuity of the gradient of q. It is worth mentioning that it generalizes related results in [7,
237
eorem 5.26] (which covers the case where Ψ is bilinear) and [76, Proposition 4.1] (which
makes the stronger assumption that Ψ(⋅, y) is convex for every y ∈ Y ).
Proposition E.3.2. If the triple (Ψ,X,Y ) satises (F1)–(F4) in Section 6.1 with Φ = Ψ and it
holds that −Ψ(x, ⋅) ∈ Fµ(Y ) for some µ > 0 and every x ∈ X , then the following properties
hold:
(a) the function y(⋅) given by
y(x) ∶= argmax
y∈Y
Ψ(x, y) ∀x ∈X









(b) ∇q(⋅) is Lµ-Lipschitz continuous onX , where q is as in (E.3) and
Lµ ∶= LyQµ +Lx. (E.5)
Proof. (a) Let x, x̃ ∈X be given and denote (y, ỹ) = (y(x), y(x̃)). Dene
α(u) ∶= Ψ(u, y) −Ψ(u, ỹ) ∀u ∈X. (E.6)
and observe that the optimality conditions of y and ỹ imply that
α(x) ≥ µ
2
∥y − ỹ∥2, −α(x̃) ≥ µ
2
∥y − ỹ∥2. (E.7)
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Using (E.7), (6.6), (6.7), (6.8), and the Cauchy-Schwarz inequality, we conclude that












Considering the above as a quadratic inequality in ∥ỹ − y∥ yields the bound
∥y − ỹ∥ ≤ 1
2µ
[Ly∥x − x̃∥ +
√










∥x − x̃∥ = Qµ∥x − x̃∥
which is the conclusion of (a).
(b) Let x, x̃ ∈X be given and denote (y, ỹ) = (y(x), y(x̃)). Using part (a), Lemma E.3.1,
and (6.7) we have that
∥∇q(x) −∇q(x̃)∥ = ∥∇xΨ(x, y) −∇xΨ(x̃, ỹ)∥
≤ ∥∇xΨ(x, y) −∇xΨ(x, ỹ)∥ + ∥∇xΨ(x, ỹ) −∇xΨ(x̃, ỹ)∥
≤ Ly∥y − ỹ∥ +Lx∥x − x̃∥ ≤ (LyQµ +Lx)∥x − x̃∥ = Lµ∥x − x̃∥,
which is the conclusion of (b).
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APPENDIX F
NOTIONS OF STATIONARY POINTS
is appendix contains technical results about dierent notions of stationary points in an
optimization problem.
F.1 Directional and Primal-Dual Stationarity
e main goal of this appendix is to prove Propositions F.1.4 and F.1.5, which are used in
the proofs of Propositions 6.1.1 to 6.1.3 given in Appendix F.2. Several technical lemmas
are stated and proved to accomplish the above goal. Some of these technical results (e.g.
Lemma F.1.1(a) and Lemma F.1.3) are stated without proof as they are broadly available in
the convex analysis literature. Others (e.g. Lemma F.1.1(b) and LemmaF.1.2) are given proofs
because we could not nd a suitable reference for them.
e rst technical lemma presents some general results about proper convex functions
and nonempty closed convex sets.
Lemma F.1.1. Let ψ be a convex function and let C ⊆ X be a nonempty closed convex set.
en, the following statements hold:
(a) inf∥d∥≤1 σC(d) = [−minu∈C ∥u∥];
(b) if C ∩ ri(domψ) ≠ ∅, then infx∈C clψ(x) = infx∈C ψ(x) <∞.
Proof. (a) See, for example, the proof of [15, Lemma 5.1] with g = 0.
(b) Dene ψ∗ ∶= infx∈C ψ(x), ψcl∗ ∶= infx∈C clψ(x). en, note that the assumption
of (b) implies that ψ∗ < ∞. Now, assume for contradiction that the conclusion of (b) does
not hold. Since clψ ≤ ψ, and hence ψcl∗ ≤ ψ∗, we must have ψcl∗ < ψ∗. Hence, due to a
well-known inmum property, there exists x̄ ∈ C such that clψ(x̄) < ψ∗ <∞. In particular,
it follows that ψ∗ ∈ R, and hence that ψ(x) > −∞ for every x ∈ C , in view of the denition
of ψ∗. Now, by assumption, there exists x0 ∈ C ∩ ri(domψ) which, in view of the previous
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conclusion, satises ψ(x0) > −∞. As x0 ∈ ri(domψ), this implies that ψ is proper due to




where (x̄, x0] ∶= {tx0 + (1 − t)x̄ ∶ t ∈ (0,1]}. On the other hand, as x0, x̄ ∈ C and C is con-
vex, we have (x̄, x0] ⊆ C . is inclusion and the denition of ψ∗ then imply that the above
limit, and hence clψ(x̄), is greater than or equal to ψ∗, which contradicts the previously
obtained inequality ψ∗ > clψ(x̄).
e following technical lemma presents an important property about the directional
derivative of a composite function (f + h).
Lemma F.1.2. Let h ∶ X ↦ (−∞,∞] be a proper convex function and let f be a dierentiable
function on domh. en, for any x ∈ domh, it holds that
inf
∥d∥≤1
(f + h)′(x;d) = inf
∥d∥≤1
[⟨∇f(x), d⟩ + σ∂h(x)(d)] = − inf
u∈∇f(x)+∂h(x)
∥u∥. (F.1)
Proof. Let x ∈ domh be xed and dene h̃(⋅) ∶= ⟨∇f(x), ⋅⟩ + h(⋅). We rst claim that
inf∥d∥≤1 h̃′(x;d) = inf∥d∥≤1[cl h̃′(x; ⋅)](d). Before showing this claim, let us show how it
proves the desired conclusion. Since the denition of h̃ implies that (f + h)′(x; ⋅) = h̃′(x; ⋅)
and ∂h̃(x) = ∇f(x) + ∂h(x), it follows from our previous claim and [98, eorem 23.2]
with f = h̃ that
inf
∥d∥≤1









[⟨∇f(x), d⟩ + σ∂h(x)(d)] , (F.2)
which gives the rst identity in (F.1). e second identity in (F.1) follows from Lemma F.1.1
with C = ∂h̃(x) and the last identity in (F.2).
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To complete the proof, we now justify the claim made the in the previous paragraph.
Dene B ∶= {d ∈ X ∶ ∥d∥ ≤ 1} and ψ(⋅) ∶= h̃′(x; ⋅). In view of Lemma F.1.1 with C = B, it
suces to show that B ∩ ri(domψ) ≠ ∅. To show this, note that the convexity of h̃ and the
discussion following [98,eorem 23.1] imply that domψ = ⋃t>0(domh − x)/t, which is a
nonempty convex cone. Hence, it follows from [98,eorem 6.2] and the discussion in the
second paragraph following [98, Corollary 6.8.1] that ri(domψ) is also a nonempty convex
cone.is conclusion clearly implies that B ∩ ri(domψ) ≠ ∅.
It is worth mentioning that the result above is a generalization of the one given in [16,
Lemma 5.1], which only considers the case where (f +h) is real-valued and locally Lipschitz.
e next technical lemma, which can be found in [103, Corollary 3.3], presents a well-
known min-max identity.
Lemma F.1.3. Let a convex setD ⊆ X and compact convex set Y ⊆ Y be given. Moreover, let
ψ ∶D × Y ↦ R be a function in which ψ(⋅, y) is convex lower semicontinuous for every y ∈ Y










e next result establishes an identity similar to Lemma F.1.2 but for the case where f is
a max function.
Proposition F.1.4. Assume the quadruple (Ψ, h,X,Y ) satises assumptions (F1)–(F4) of Sec-
tion 6.1 with Φ = Ψ. Moreover, suppose that Ψ(⋅, y) is convex for every y ∈ Y , and let q and
Y (⋅) be as in Lemma E.3.1. en, for every x̄ ∈X , it holds that
inf
∥d∥≤1




Q(x̄) ∶= ∂h(x̄) + ⋃
y∈Y (x̄)
{∇xΨ(x̄, y)} . (F.4)
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Moreover, if ∂h(x̄) is nonempty, then the inmum on the right-hand side of (F.3) is achieved.
Proof. Let x̄ ∈X and dene
ψ(d, y) ∶= (Ψy + h)′(x̄;d), ∀(d, x, y) ∈ X ×Ω × Y. (F.5)
We claim that ψ in (F.5) satises the assumptions on ψ in Lemma F.1.3 with Y = Y (x̄) and
D given by
D ∶= {d ∈ Z ∶ ∥d∥ ≤ 1, d ∈ FX(x̄)} ,
whereFX(x̄) ∶= {t(x− x̄) ∶ x ∈X, t ≥ 0} is the set of feasible directions at x̄. Before showing
this claim, we use it to show that (F.3) holds. First observe that (F2) and Lemma E.3.1 imply
that q′(x̄;d) = supy∈Y Ψ′y(x̄;d) for every d ∈ X . Using then Lemma F.1.3 with Y = Y (x̄),




(q + h)′(x̄;d) = inf
d∈D






















∥u∥] = [− inf
u∈Q(x̄)
∥u∥] . (F.6)
Let us now assume that ∂h(x̄) is nonempty, and hence,Q(x̄) is nonempty as well. Note that
continuity of the function ∇xΨ(x̄, ⋅) from assumption (F2) and the compactness of Y (x̄)
imply that Q is closed. Moreover, since ∥u∥ ≥ 0, it holds that any sequence {uk}k≥1 where
limk→∞ ∥uk∥ = infu∈Q(x̄) ∥u∥ is bounded. Combining the previous two remarks with the
Bolzano-Weierstrass eorem, we conclude that infu∈Q(x̄) ∥u∥ = minu∈Q(x̄) ∥u∥, and hence
(F.3) holds.
To complete the proof, we now justify the above claimonψ. First, for any given y ∈ Y (x̄),
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it follows from [98,eorem 23.1] with f(⋅) = Ψy(⋅) and the denitions of q and Y (x̄) that
ψ(d, ȳ) = Ψ′ȳ(x̄;d) = inf
t>0
Ψy(x̄ + td) − q(x̄)
t
∀d ∈ X . (F.7)
Since assumption (F3) implies that Ψ(x̄, ⋅) is upper semicontinuous and concave on Y , it
follows from (F.7), [98,eorem 5.5], and [98,eorem 9.4] that ψ(d, ⋅) is upper semicon-
tinuous and concave on Y for every d ∈ X . On the other hand, since Ψ(⋅, y) is assumed to
be lower semicontinuous and convex on X for every y ∈ Y , it follows from (F.7), the fact
that x̄ ∈ int Ω, and [98,eorem 23.4], that ψ(⋅, y) is lower semicontinuous and convex on
X , and henceD ⊆ X , for every y ∈ Y (x̄).
e last technical result is a specialization of the one given in [39,eorem 4.2.1].
Proposition F.1.5. Let a proper closed function φ ∶ X ↦ (−∞,∞] and assume that [φ + ∥ ⋅
∥2/2λ] ∈ Fµ(X ) for some scalars µ,λ > 0. If a quadruple (x−, x, u, ε) ∈ X × domφ×X ×R+
together with λ satisfy
u ∈ ∂ε (φ +
1
2λ
∥ ⋅ −x−∥2) (x), (F.8)
then the point x̂ ∈ domφ given by
x̂ ∶= argmin
x′
{φλ(x′) ∶= φ(x′) +
1
2λ















Proof. We rst observe that (F.8) implies that
φλ(x′) ≥ φλ(x) − ε ∀x′ ∈ X . (F.11)
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Remark that (F.11) at x′ = x̂, the optimality of x̂, and the µ–strong convexity of φλ imply that
µ
2
∥x̂ − x∥2 ≤ φλ(x) − φλ(x̂) ≤ ε
from which we conclude that ∥x̂ − x∥ ≤
√
2ε/µ, i.e. the second inequality in (F.10). On the
other hand, using the denition of φλ, the triangle inequality, and the previous bound on











− − x + λu∥
λ












which clearly implies the rst inequality in (F.10).
F.2 Equivalent Notions of Stationarity
is appendix presents the proofs of Propositions 6.1.1 to 6.1.3.
e rst technical result shows that an approximate primal-dual stationary point is
equivalent to an approximate directional stationary point of a perturbed version of problem
MCO.
Lemma F.2.1. Suppose the quadruple (Φ, h,X,Y ) satises assumptions (F1)–(F4) of Sec-
tion 6.1 and let (x̄, ū, v̄) ∈X×X ×Y be given. en, there exists ȳ ∈ Y such that the quadruple
(ū, v̄, x̄, ȳ) satises the inclusion in (6.3) if and only if
inf
∥d∥≤1
(pū,v̄ + h)′(x̄;d) ≥ 0, (F.13)
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where the function pū,v̄ is given by
pū,v̄(x) ∶= max
y∈Y
[Φ(x, y) + ⟨v̄, y⟩ − ⟨ū, x⟩] ∀x ∈ Ω. (F.14)
Proof. Let (x̄, ū, v̄) ∈X ×X × Y be given, dene
Ψ(x, y) ∶= Φ(x, y) + ⟨v̄, y⟩ − ⟨ū, x⟩ +m∥x − x̄∥2 ∀(x, y) ∈ Ω × Y, (F.15)
and let q and Y (⋅) be as in Lemma E.3.1. It is easy to see that q = pū,v̄, the functionΨ satises
the assumptions on Ψ in Proposition F.1.4, and x̄ satises (F.13) if and only if inf∥d∥≤1(q +
h)′(x̄;d) ≥ 0. e desired conclusion follows from Proposition F.1.4, the previous observa-
tion, and the fact that ȳ ∈ Y (x̄) if and only if v̄ ∈ ∂[−Φ(x̄, ⋅)](ȳ).
We are now ready to give the proof of Proposition 6.1.1.
Proof of Proposition 6.1.1. Suppose ([x̄, ȳ], [ū, v̄]) is a (ρx, ρy)-primal-dual stationary point
ofMCO. Moreover, let Ψ, q, andDy be as in (F.15), (E.3) and (6.13), respectively, and dene
q̂(x) ∶= q(x) + h(x) ∀x ∈X.
Using Lemma F.2.1, we rst observe that inf∥d∥≤1 q̂(x̄;d) ≥ 0. Since q̂ is convex from as-
sumption (F4), it follows from the previous bound and Lemma F.1.2 with (f, h) = (0, q̂),
that minu∈∂q̂(x̄) ∥u∥ ≤ 0, and hence, 0 ∈ ∂q̂(x̄). Moreover, using the Cauchy-Schwarz in-
equality, the second inequality in (6.3), the previous inclusion, and the denition of q and
Ψ, it follows that for every x ∈ X ,
p̂(x) +Dyρy − ⟨ū, x⟩ +m∥x − x̄∥2 ≥ q̂(x) ≥ q̂(x̄) ≥ p̂(x̄) −Dyρy − ⟨ū, x̄⟩,
and hence that ū ∈ ∂ε(p̂ + m∥ ⋅ −x̄∥2)(x̄) where ε = 2Dyρy. Using now the rst in-
equality in (6.3), Proposition F.1.5 with (φ,x, x−, u) = (p̂, x̄, x̄, ū) and also (ε, λ, µ) =
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p̂′(x̂;d) ≥ −∥ū∥ − 2
√
2mDyρy ≥ −ρx − 2
√
2mDyρy.
We next give the proof of Proposition 6.1.2.
Proof of Proposition 6.1.2. (a) We rst claim that P̂λ ∈ Fα(X), where α = 1/λ −m. To see
this, note that Φ(⋅, y)+m∥ ⋅ ∥2/2 is convex for every y ∈ Y from assumption (F4).e claim
now follows from assumption (F3), the fact that the supremum of a collection of convex
functions is also convex, and the denition of p̂ inMCO.
Suppose the pair (x, δ) satises (6.4) and (6.15). If x̂ = xλ in (6.4), then clearly the second
inequality in (6.4), the fact that λ < 1/m, and (6.15) imply the inequality in (6.14), and hence,
that x is a (λ, ε)-prox stationary point. Suppose now that x̂ ≠ xλ. Using the convexity of P̂λ,
we rst have that P̂ ′λ(x̂;d) = inft>0 [P̂λ(x̂ + td) − P̂λ(x̂)] /t for every d ∈ X . Hence, using
both inequalities in (6.4) and the previous identity, it holds that
P̂λ(xλ) − P̂λ(x̂)
∥xλ − x̂∥
≥ P̂ ′λ (x̂;
xλ − x̂
∥xλ − x̂∥
) = p̂′ (x̂; xλ − x̂∥xλ − x̂∥
) + 1
λ
⟨ xλ − x̂∥xλ − x̂∥
, x̂ − x⟩
≥ −δ − 1
λ
∥x̂ − x∥ ≥ −δ (1 + λ
λ
) .
Using the optimality of xλ, the α-strong convexity of P̂λ (see our claim on p̂ in the rst
paragraph), and the above bound, we conclude that
1
2α
∥x̂ − xλ∥2 ≤ P̂λ(x̂) − P̂λ(xλ) ≤ δ (
1 + λ
λ
) ∥x̂ − xλ∥.
us, ∥x̂ − xλ∥ ≤ 2αδ(1 + λ)/λ. Using the previous bound, the second inequality in (6.4),
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and (6.15) yields
∥x − xλ∥ ≤ ∥x − x̂∥ + ∥x̂ − xλ∥ ≤ (1 + 2α [
1 + λ
λ
]) δ ≤ λε,
which implies (6.14), and hence, that x is a (λ, ε)-prox stationary point.
(b) Suppose that the point x is a (λ, ε)-prox stationary point with ε ≤ δ ⋅ min{1,1/λ}.
en the optimality of xλ, the fact that P̂λ is convex (see the beginning of part (a)), the






⟨d, xλ − x⟩] ≤ inf
∥d∥≤1
p̂′(xλ;d) + ε ≤ inf
∥d∥≤1
p̂′(xλ;d) + δ,
which, together with the fact that λε ≤ δ, imply that x satises (6.4) with x̂ = xλ.
Finally, we give the proof of Proposition 6.1.3.
Proof of Proposition 6.1.3. is follows by using Lemma F.1.2 with (f, h) = (Φ(⋅, ȳ), h) and




is section presents some results about spectral functions as well as the proof of Proposi-
tion 7.5.1. It is assumed that the reader is familiarwith the key quantities given in Section 7.5.1,
e.g. (7.45), and the functions in (7.44).
We rst state two well-known results [7, 55] about spectral functions.
LemmaG.0.1. Let Ψ = ΨV ○σ for some absolutely symmetric function Ψ̃ ∶ Rr ↦ R. en, the
following properties hold:
(a) Ψ∗ = (ΨV ○ σ)∗ = (ΨV)∗ ○ σ;
(b) ∇Ψ = (∇ΨV) ○ σ;
Lemma G.0.2. Let (Ψ,ΨV) be as in Lemma G.0.1, the pair (S,Z) ∈ Z × dom Ψ be xed,
and the decomposition S = P [dgσ(S)]Q∗ be an SVD of S, for some (P,Q) ∈ Um × Un. If
Ψ ∈ Conv Rm×n and ΨV ∈ Conv Rr, then for everyM > 0, we have
S ∈ ∂ (Ψ + M
2
∥ ⋅ ∥2F) (Z) ⇐⇒
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
σ(S) ∈ ∂ (ΨV + M2 ∥ ⋅ ∥2) (σ(Z)),
Z = P [dgσ(Z)]Q∗.
We now present a new result about spectral functions.
eorem G.0.3. Let (Ψ,ΨV) be as in Lemma G.0.1 and the point Z ∈ Rm×n be such
that σ(Z) ∈ dom ΨV . en for every ε ≥ 0, we have S ∈ ∂εΨ(Z) if and only if σ(S) ∈
∂ε(S)ΨV(σ(Z)), where
ε(S) ∶= ε − [⟨σ(Z), σ(S)⟩ − ⟨Z,S⟩] ≥ 0. (G.1)
Moreover, if S and Z have a simultaneous SVD, then ε(S) = ε.
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Proof. Using Lemma G.0.1(a), (G.1), and the well-known fact that S ∈ ∂εΨ(Z) if and only
if ε ≥ Ψ(Z) +Ψ∗(S) − ⟨Z,S⟩, we have that S ∈ ∂εΨ(Z) if and only if
ε(S) = ε − [⟨σ(Z), σ(S)⟩ − ⟨Z,S⟩]
≥ Ψ(Z) +Ψ∗(S) − ⟨Z,S⟩ − [⟨σ(Z), σ(S)⟩ − ⟨Z,S⟩]
= ΨV(σ(Z)) + (ΨV)∗(σ(S)) − ⟨σ(Z), σ(S)⟩ ,
or, equivalently, σ(S) ∈ ∂ε(S)ΨV(σ(Z)) and ε(S) ≥ 0.
To show that the existence of a simultaneous SVD of S andZ implies ε(S) = ε it suces
to show that ⟨σ(S), σ(Z)⟩ = ⟨S,Z⟩. Indeed, ifS = P [dgσ(S)]Q∗ andZ = P [dgσ(Z)]Q∗,
for some (P,Q) ∈ Um × Un, then we have




is appendix presents technical details about the numerical experiments considered in Sec-
tion 5.5.
Generating Parameters for the Quadratic Matrix Problem




∥CZ − d∥2 − α2
2
∥DBZ∥2 (H.1)
where B and C are linear operators,D is a diagonal matrix, and d is a vector.is appendix
describes how, for a given (m,M) ∈ R2++, the parameters α1, α2 are chosen so that M =
λmax(∇2f(x)) and −m = λmin(∇2f(x)).
Suppose B and C are full rank. Dene the Hessian matrix
Hξ,τ ∶= α1C∗C − α2B∗D2B = ∇2f(x)
and note that the operators B∗D2B and C∗C are symmetric positive semidenite. By Weyl’s
inequality, it holds that for any γ > 0 we have
λk(Hξ,τ − γB∗D2B) ≤ λk(Hξ,τ)
λk(Hξ,τ) ≤ λk(Hξ,τ + γC∗C)
for k = 1, ..., n.e above two inequalities imply thatHξ,τ is monotonically decreasing in ξ
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and monotonically increasing in τ . In addition, if B, C, andD are nonzero, then
lim
γ→∞
λ1(Hξ,τ + γC∗C) = +∞
lim
γ→∞
λn(Hξ,τ − γC∗C) = −∞
lim
γ→∞
λ1(Hξ,τ + γB∗D2B) = +∞
lim
γ→∞
λn(Hξ,τ − γB∗D2B) = −∞
us, for a xed ξ0 > 0, we can nd a τ0 > 0 such that λmax(Hξ0,τ0)/λmin(Hξ0,τ0) = −M/m
by bisection search and set (ξ, τ) = (ξ0, τ0) ⋅ (M/τ0) to obtain the desired conditionsM =
λmax(Hξ,τ) and −m = λmin(Hξ,τ).





is appendix presents the description of yξ and justication for the constants m,Lx, and
Ly for each of the optimization problems in Section 5.5.
Maximum of a nite number of nonconvex functions
Recall that
M = λmax(∇2fi), −m = λmin(∇2fi) ∀i ∈ {1, ..., k}. (I.1)
Since Y = ∆k, it is easy to verify that
yξ(x) = argmax
y′
{∥y′ − ξgi(x)∥ ∶ y′ ∈ ∆k} ∀x ∈ Rn.
For the validity of the constants m,Lx, and Ly, we rst dene, for every 1 ≤ i ≤ k, the
quantities
Pi = αiCTi di, Qxi ∶= αiCTi Cix − βiBTi DTi DiBix ∀x ∈ Rn,
and observe that ∇xΦ(x, y) = ∑ki=1(Qxi + Pi)yi. Now, using the fact that y ∈ ∆k, (I.1), and


















yiλmin(∇2gi) ≥ −m ≥ −Lx,
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and hence we conclude that the choice of m and Lx in (6.54) is valid. On the other hand,
using the fact that ∥x∥ ≤ 1 for every x ∈ ∆n and (I.1), we then have that for every y, y′ ∈ Y ,
















∥y − y′∥ ≤ Ly∥y − y′∥,
where P is a an n–by–k matrix whose ith column is αiCTi di, and hence we conclude that
the choice of Ly in (6.54) is valid.
Truncated robust regression
Since Y = ∆n, it is easy to verify that
yξ(x) = argmax
y′
{∥y′ − ξgi(x)∥ ∶ y′ ∈ ∆n} ∀x ∈ Rk.
For the validity of the constantsm,Lx, andLy, we rst dene for every 1 ≤ i ≤ k the function
τj(x) ∶= [e−bj⟨aj ,x⟩] [1 + e−bj⟨aj ,x⟩]
−1 [α + `j(x)]−1 ∀x ∈ Rk,
and observe that ∇xΦ(x, y) = −α∑nj=1 [yjbjτj(x)]aj and also that
sup
x∈Rk
∣τj(x)∣ ≤ α−1, (I.2)
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for every 1 ≤ j ≤ n. Now, using the fact that y ∈ ∆n, the bound (I.2), and the Mean Value
eorem applied to τj , we have that for every x,x′ ∈ Rk,




yj∥aj [τj(x) − τj(x′)] ∥
≤ αmax
j
(∥aj [τj(x) − τj(x′)] ∥) = αmax
1≤j≤n

















∥aj∥2∥x − x′∥ = Lx∥x − x′∥,
and hence we conclude that the choice ofm = Lx in (6.55) is valid. On the other hand, using
the bound (I.2), we have that for every y, y′ ∈ Rn,




bjτj(x)aj[yj − y′j]∥ ≤ Ly∥y − y′∥,
and hence we conclude that the choice of Ly in (6.55) is valid.
Power control in the presence of a jammer
For every 1 ≤ k ≤K and 1 ≤ n ≤ N , we rst dene the quantities




Aj,k,nXj,n, Sk,n(X,y) ∶= Ak,k,nXk,n + S−k,n,
as well as









∀n ∈ {1, ...,N}. (I.3)
e form in (I.3) implies that ∇yΦ(X,y) is a separable function in y where each compo-
nent is a monotonically decreasing function in its argument. Hence, since Y = QN×1
N/2
, the
computation of yξ reduces to anN–dimensional bisection search on the functions








∀n ∈ {1, ...,N}.
For the validity of the constants m,Lx, and Ly, we rst observe that, for every 1 ≤ k ≤ K
and 1 ≤ n ≤ N and also (X,y) ∈ RK×N ×RN , we have
∂Φ
∂Xk,n








∀(X,y) ∈ RK×N ×RN .
Using the Mean Valueeorem with respect to Xk,n on ∂Φ/∂Xk,n, we have that for every



























k,n∣ ≤ Lx∣Xk,n −X ′k,n∣,
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and hence we conclude that the choice of Lx in (6.56) is valid. On the other hand, using the

























min{σ4, σ6} ∣yn − y
′
n∣ ≤ Ly ∣yn − y′n∣,
and hence we conclude that the choice of Ly in (6.56) is valid.
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