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SUPERINVOLUTIONS ON BLOCK-TRIANGULAR MATRIX ALGEBRAS
LAISE DIAS, DIOGO DINIZ, AND ALEX RAMOS
Abstract. In this paper we classify, up to isomorphism, the superinvolutions on algebras of upper
block-triangular matrices over an algebraically closed field of characteristic different from 2.
1. Introduction
Superinvolutions on associative superalgebras play an important role in the strucure theory of Lie and
Jordan superalgebras. In [11] M. L. Racine classifies the superinvolutions on primitive superrings with a
minimal one-sided ideal. A superalgebraR with superinvolution s is superinvolution-simple ifR2 6= 0 and
the only graded ideals invarant under s are R and 0. Superinvolution-simple superalgebras are classified
in [2], in this paper the authors classify the gradings by a finite group on the superinvolution-simple
superalgebras that are not simple algebras.
Algebras of upper block-triangular matrices and the Z2-gradings on these algebras play an important
role in the asymptotic theory of algebras with polynomial identities, minimal varieties are classified in
terms of certain graded subalgebras of such Z2-graded algebras, see [7], [8]. Algebras of upper-triangular
matrices and matrix algebras are particular cases of algebras of upper block-triangular matrices. The
group gradings and graded involutions for these algebras were studied in [3], [6] and [12] and the group
gradings for the Lie and Jordan algebras of block-triangular matrices were classified in [10].
The superinvolutions on algebras of upper triangular n × n matrices were described in [9] and the
corresponding polynomial identities were studied for n = 2, 3. In this paper we determine, up to isomor-
phism, the superinvolutions on algebras of upper block-triangular matrices. More precisely, for suitable
pairs (r, sgn), were r is a 2m-tuple of non-negative integers and sgn ∈ {+.−} is a ”sign” we construct an
algebra U(r, sgn) with superinvolution were the underlying algebra is an algebra of upper block-triangular
matrices. In Theorem 5.18 we prove that if U is a Z2-grading on an algebra of upper block-triangular
matrices and s is a superinvolution on U then there exists a pair (r, sgn) such that (U , s) is isomorphic
to U(r, sgn), moreover distinct pairs result in non-isomorphic superalgebras with superinvolution. We
relate the superinvolutions on algebras of upper block-triangular matrices to certain anti-automorphisms
on these algebras. The classification of these anti-automorphisms is reduced to the classification of anti-
automorphisms on Z2 × Z-graded matrix algebras, analogous results are obtained in [6] to classify the
involutions on graded algebras of upper block-triangular matrices. The results on the classification of
anti-automorphisms on graded matrix algebras that will be needed in this paper are presented in Section
3 and the necessary results on graded automorphisms and anti-automorphisms of algebras of upper block-
triangular matrices are presented in Section 4. In Section 2 we present the results on the classification of
the gradings on matrix algebras that will be used in the following sections. The main result of the paper,
Theorem 5.18, is proved in Section 5.
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2. Gradings on Matrix Algebras
Let F be a field, V a vector space over F and G a group. A G-grading on V is a decomposition
V = ⊕g∈GVg,
of the vector space V as a direct sum of subspaces Vg, g ∈ G. If v is a non-zero element of Vg we say that
v is a homogeneous element of degree g. The support of the G-grading on V is the set Supp V = {g ∈
G | Vg 6= 0}. A subspace V ′ of V is called a graded subspace if V ′ = ⊕g∈GV ′ ∩ Vg. Let W = ⊕g∈GWg
be a G-graded vector space, a linear transformation ψ : V → W is a homomorphism of G-graded vector
spaces if ψ(Vg) ⊆ Wg for every g ∈ G. Henceforth we assume that V has finite dimension. A G-grading
on an F-algebra R is a grading R = ⊕g∈GRg on the underlying vector space such that RgRh ⊆ Rgh, for
every g, h ∈ G. A subalgebra R′ of R is a graded subalgebra if R′ is a graded subspace of R. The algebra
R = EndFV admits a canonical G-grading where Rg is the subspace of the F-linear transformations T
such that T (Vh) ⊆ Vgh for every h ∈ G. Let R, R′ be algebras graded by the group G. A homomorphism
ψ : R → R′ is a homomorphism of G-graded algebas if ψ is also a homomorphism of G-graded vector
spaces.
Let V = ⊕g∈GVg be a G-grading on the vector space V , R′ = EndFV and R = Mn(F). We fix a
basis {v1, . . . , vn} of V of homogeneous elements of degrees g1, . . . , gn, respectively and let ψ : R′ → R
be the isomorphism that associates to a linear transformation the matrix relative to this basis. The
decomposition R = ⊕g∈GRg, where Rg := ψ(R′g), is a G-grading on R and ψ is an isomorphism of
G-graded algebras. The linear transformation eij such that eijvk = δjkvi, where δij denotes Kronecker’s
delta, is homogeneous of degree gig
−1
j , hence the elementary matrix Eij = ψ(eij) is a homogeneous
element of R of degree gig−1j . A G-grading on Mn(F) is an elementary grading if every elementary
matrix is a homogeneous element. Then R is an elementary grading on Mn(F), we remark that every
elementary grading on Mn(F) is obtained in this way. Let g = (g1, . . . , gn) be the tuple of elements of G
such that gi is the degree of vi. We say that R is the elementary grading on Mn(F) induced by g. Given
an n-tuple g we let V = Fn with the G-grading such that the i-th vector ei in the canonical basis of V
is homogeneous of degree gi, we identify Mn(F) with the elementary grading induced by g with EndF V
using the isomorphism that associates to a linear transformation the matrix relative to the canonical
basis of V = Fn.
The G-graded vector spaces V and W are isomorphic if and only if dim Vg = dim Wg for every g ∈ G.
Hence V is determined up to isomorphism by the map Ξ that associates to every element of Supp V the
dimension of the corresponding homogeneous component. Note that in this case EndF V and EndF W
are isomorphic G-graded algebras. For the G-grading on Fn induced by g ∈ Gn the map Ξ associates to
each entry of g the number of times it appears in g. Let γ = (g1, . . . , gs) be a tuple of pairwise distinct
elements of G such that g1, . . . , gs are the distinct entries of g and let κ = (q1, . . . , qs), where qi = Ξ(gi),
i = 1, . . . , s. The n-tuple
(g1, . . . , g1, g2, . . . , g2, . . . , gs−1, gs, . . . , gs),(1)
where gi is repeated qi times, i = 1, . . . , s, induces a grading on F
n that is isomorphic to the grading
induced by g. The elementary grading on Mn(F) induced by the tuple above is isomorphic to the
elementary grading induced by g. As a consequence an elementary grading on Mn(F) is isomorphic
to an elementary grading induced by a tuple of the form (1). The tuple (1) determines a pair (κ, γ)
where κ = (q1, . . . , qs) is an s-tuple of positive integers and γ = (g1, . . . , gs) is an s-tuple of pairwise
distinct elements of G, we refer to (κ, γ) as the pair associated to g. Conversely given a pair (κ, γ) where
κ = (q1, . . . , qs) is an s-tuple of positive integers and γ = (g1, . . . , gs) is an s-tuple of pairwise distinct
elements of G we let g be the tuple in (1) and say that g is the tuple associated to (κ, γ). We refer to
the elementary gradig on Mn(F) induced by g as the elementary grading induced by (κ, γ). Moreover
Ξ(κ, γ) denotes the multiset with underlying set {g1, . . . , gs} and multiplicity function κ(gi) = qi. The
gradings on Mn(F) induced by (κ, γ) and (κ
′, γ′) are isomorphic if and only if there exists a g ∈ G such
that Ξ(κ′, γ′) = gΞ(κ, γ), see [5, Theorem 2.27].
Definition 2.1. Let (κ, γ) be a pair. We denote by M(κ, γ) the elementary grading on Mn(F) induced
by the tuple in Gn that corresponds to (κ, γ).
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Throughout the paper we consider gradings on matrix algebras that are isomorphic to elementary
gradings. The algebraMn(F) may admit gradings by a group G that are not isomorphic to an elementary
grading.
Example 2.2. Assume that n ≥ 2 and F contains ε a primitive n-th root of the unity. The n×n matrices
A =


εn−1 0 · · · 0
0 εn−2 · · · 0
...
...
. . .
...
0 0 · · · 1

 and B =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
1 0 0 · · · 0

 ,
satisfy the relations AB = εBA and An = Bn = I, where I is the identity matrix in R = Mn(F). Then
R is
R =
⊕
(¯i,j¯)∈Z2n
R(¯i,j¯),
where R(¯i,j¯) = F(AiBj), is a Z2n-grading on R called the Pauli grading.
Note that in a grading on Mn(F) isomorphic to an elementary grading the component associated to
the neutral element of the group has dimension ≥ n, hence the grading on the previous example is not
isomorphic to an elementary grading.
Remark 2.3. Let G be an abelian group and let F be an algebraically closed field. If G does not have
subgroups isomorphic to H × H, where H is a finite abelian group, then every G-grading on Mn(F) is
isomorphic to an elementary grading, see Corollary 2.12 and Theorem 2.15 in [5].
Henceforth we assume that G is an abelian group without subgroups isomorphic to a group of the
form H ×H , where H is a finite abelian group and that F is an algebraically closed field of characteristic
different from 2.
3. Graded Anti-automorphisms and Superinvolutions on Matrix Algebras
In this section we present the results on the calssification of anti-automorphisms on graded matrix
algebras that will be used to prove our main result.
Definition 3.1. Let R = ⊕g∈GRg be an algebra with a G-grading. An isomorphsim ϕ : R → R of
the vector space R is an anti-automorphism of the G-graded algebra R if ϕ(XY ) = ϕ(Y )ϕ(X) for every
X,Y ∈ R. If moreover ϕ2 = id we say that ϕ is an involution of the G-graded algebra R.
We remark that if a G-graded simple algebra R admits an anti-automorphism then the support of the
grading generates an abelian subgroup of G (see [5, Proposition 2.49]). Moreover to prove the main result
of the paper we need to study the anti-automorphisms on matrix algebras graded by the group Z2 × Z.
Definition 3.2. A G-graded algebra with anti-automorphism is a pair (R, ϕ) where R is an algebra with
a G-grading and ϕ is an anti-automorphism of the G-graded algebra R. Let (R, ϕ) and (R′, ϕ′) be G-
graded algebras with anti-automorphism. A map ψ : R → R′ is an isomorphism from (R, ϕ) to (R′, ϕ′)
if ψ is an isomorphism of G-graded algebras such that ψ(Xϕ) = ψ(X)ϕ
′
for every X ∈ R.
Let (κ, γ) be a pair such that
γ = (g1, . . . , gl, gl+1, . . . , gu, g
′
u+1, g
′′
u+1, . . . , g
′
v, g
′′
v ),
κ = (q1, . . . , ql, ql+1, . . . , qu, qu+1, qu+1, . . . , qv, qv),
(2)
where q1, . . . , ql are odd integers, ql+1, . . . , qu are even integers and there exists an element g0 ∈ G such
that the entries of γ satisfy
g21 = . . . = g
2
u = g
′
u+1g
′′
u+1 = . . . = g
′
vg
′′
v = g
−1
0 .(3)
Next we present classification of anti-automorphisms on M(κ, γ) and the results that will be used in
the proof of our main result. We remark that the anti-automorphisms are studied in for more general
gradings, we restrict to the case of a group G is as in Remark 2.3 since our main concern is the description
of certain anti-automorphism for matrix algebras with gradins by the group Z2 × Z.
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Theorem 3.3. Let F be an algebraically closed field, char F 6= 2. Let R be a matrix algebra over F
endowed with the grading M(G, κ, γ). Assume that the graded algebra R admits an anti-automorphism
ϕ such that ϕ2Re = id. Then the pair (R, ϕ) is isomorphic to one where κ and γ are given by (2) and γ
satisfies (3) for some g0 ∈ G and ϕ is given by ϕ(X) = Φ−1(tX)Φ for all X ∈ R with the matrix Φ in
the following block-diagonal form:
Φ =
l∑
i=1
Iqi ⊕
u∑
i=l+1
Si ⊕
v∑
i=u+1
(
0 Iqi
µiIqi 0
)
where, for i = l + 1, . . . , u, each Si is either I2qi or
(
0 Iqi
−Iqi 0
)
, and µu+1, . . . , µv are scalars in F
×.
Proof. The above result is the statement of [1, Theorem 2.10] with the aditional hypothesis that G is
an abelian group as in Remark 2.3, in this case the grading is isomorphic to an elementary grading. 
Let S be a matrix such that St = ±S. We denote sgn S = 1 if St = S and sgn S = −1 if St = −S.
Definition 3.4. [5, Definition 2.59] Let R = M(G, κ, γ) with κ and γ as in (2) satisfying (3) for some
g0 ∈ G. Let µ be a function on the multiset Ξ = Ξ(κ, γ) satisfying two conditions: µ(a)µ(b) = 1 whenever
ab = g−10 and µ(a) = 1 whenever a
2 = g−10 and the multiplicity κ(a) is odd (note that µ(a) = ±1 if
a2 = g−10 ). Define ϕ : R→ R by ϕ(X) = Φ−1(tX)Φ with
Φ =
u∑
i=1
Si ⊕
v∑
i=u+1
(
0 Iqi
µiIqi 0
)
,(4)
where sgn(Si) = µ(gi) for i = 1, . . . , u and µi = µ(g
′
i) for i = u + 1, . . . , v. To have uniform notation, it
is convenient to set µi := sgn(Si) for i = 1, . . . , u. We denote by M(G, κ, γ, µ, g0) the G-graded algebra
with anti-automorphism (R, ϕ).
Theorem 3.5. [5, Theorem 2.60] The anti-automorphism ϕ of R = M(G, κ, γ, µ, g0) satisfies ϕ(Rg) =
Rg for all g ∈ G, while ϕ2 is given by ϕ2(X) = Q−1XQ for all X ∈ R
Q =
l∑
i=1
Iqi ⊕
u∑
i=l+1
sgn(Si)I2qi ⊕
v∑
i=u+1
(
µiIqi 0
0 µ−1i Iqi
)
(5)
so, in particular, ϕ |2Re= id. Moreover, there exists an isomorphism of graded algebras
ψ :M(G, κ, γ, µ, g0)→M(G, κ̂, γ̂, µ̂, ĝ0)
with ϕ̂ = ψϕψ−1 if and only if there exists g ∈ G such that Ξ(κ̂, γ̂) = gΞ(κ, γ), µ̂ = µg and ĝ0 = g0g−2.
We remark that Theorem 2.10 in [1] describes the anti-automorphisms on matrix algebras graded
by an abelian group that are involutive on the identity component and Theorem 2.60 in [5] presents a
classification up to isomorphism.
4. Gradings, Automorphisms and Anti-automorphisms on Upper Block-triangular
Matrix Algebras
In this section we present the results on gradings and on automorphisms and anti-automorphisms on
algebras of upper block-triangular matrices that will be used in the next section to prove the main result
of the paper. As before G is an abelian group as in Remark 2.3.
Let (d1, . . . , dm) be an m-tuple of positive integers and let n = d1 + · · · + dm. We denote by
UT (d1, . . . , dm) the subalgebra of Mn(F) that consists of the matrices of the form

A11 A12 · · · A1m
0 A22 · · · A2m
...
...
. . .
...
0 0 · · · Amm
,


where Aij is a block of size di × dj .
It follows from [6, Proposition 3] that the algebra UT (d1, . . . , dm) admits an anti-automorphism if and
only if di = dm+1−i for i = 1, . . . ,m. Henceforth we assume that this is always the case.
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As for matrix algebras we construct G-gradings on UT (d1, . . . , dm) induced by a pair (κ, γ) where
κ = (q11, . . . , q1d1 , q21, . . . , q2d2 , . . . , qm1, . . . , qmdm)
γ = (g11, . . . , g1d1, g21, . . . , g2d2 , . . . , gm1, . . . , gmdm).
(6)
We denote by κi and γi the tuples (qi1, . . . , qidi) and (gi1, . . . , gidi), respectively and write κ = (κ1, . . . , κm)
and γ = (γ1, . . . , γm). The algebra UT (d1, . . . , dm) is a graded subalgebra of Mn(F) with the grading
M(κ, γ). The grading on UT (d1, . . . , dm) obtained in this way is denoted by U(κ, γ). Let g = (g1, . . . , gn)
be the n-tuple in Gn that corresponds to (κ, γ). As in the case of matrix algebra we also refer to U(κ, γ)
as the elementary grading on UT (d1, . . . , dm) induced by g.
The gradings by an arbitrary group G on an algebra U = UT (d1, . . . , dm) of upper block-triangular
matrices were described in [12] under the hypothesis that the underlying field F is of characteristic zero
or that char F > dim U .
Remark 4.1. As a consequence of [12, Lemma 2] and [4, Theorem 4.4] every Z2-grading on an algebra
of upper block triangular matrices over an algebraically closed field F of characteristic different from 2 is
isomorphic to an elementary grading.
We present next the results on isomorphisms and anti-automorphisms on G-gradings on such algebras
that will be used. In order to simplify the notation we consider only gradings that are isomorphic to
elementary gradings and present the statements of the results with such restriction even though the
results hold for arbitrary gradings.
Theorem 4.2. [3, Corollary 4], [10, Corollary 10] Let G be an abelian group. Let κ = (κ1, . . . , κm),
γ = (γ1, . . . , γm), κ
′ = (κ′1, . . . , κ
′
m′), γ
′ = (γ′1, . . . , γ
′
m′). Then U(κ, γ) ∼= U(κ′, γ′) if and only if, m = m′,
and there exists g ∈ G such that Ξ(κi, γi) = gΞ(κ′i, γ′i), for all i = 1, 2, . . . ,m.
Proposition 4.3. Let κ = (κ1, . . . , κm), γ = (γ1, . . . , γm), κ
′ = (κ′1, . . . , κ
′
m′), γ
′ = (γ′1, . . . , γ
′
m′). If
U(κ, γ) ∼= U(κ′, γ′) then there exists an isomorphism ψ : U(κ, γ) → U(κ′, γ′) such that ψ(ei,j) is an
elementary matrix for every ei,j ∈ U(κ, γ).
Proof. Theorem 4.2 implies that U(κ, γ) and U(κ′, γ′) are gradings on the same algebra UT (d1, . . . , dm).
Let n = d1+ · · ·+ dm and let g = (g1, . . . , gn) and g′ = (g′1, . . . , g′n) be the n-tuples of elements of G that
correspond to (κ, γ) and (κ′, γ′). Let I1 = {1, . . . , d1} and for 1 < j ≤ m let
Ij = {tj + 1, tj + 2, . . . , tj + dj},
where tj = d1 + · · ·+ dj−1. Theorem 4.2 implies that there exists a permutation σ ∈ Sn and an element
g ∈ G such that σ(Ij) = Ij , for j = 1, . . . ,m and gi = g′σ(i)g, for i = 1, . . . , n. The map ψ : ei,j 7→ eσ(i),σ(j)
is an isomorphism from U(κ, γ) to U(κ′, γ′) that has the desired property. 
Now we present the results on isomorphisms and automorphisms of gradings on algebras of upper
block-triangular matrices that were obtained in [6] and that will be needed in the next section.
Corollary 4.4. [6, Corollary 22] Let U = U(κ, γ) and U ′ = U(κ′, γ′) be gradings on block-triangular
matrix algebras. An isomorphism ψ : U → U ′ admits a unique extension to an isomorphism M(κ, γ) →
M(κ′, γ′).
The main result of [6] implies that for the isomorphism ψ in the previous corollary there exists a
matrix Ψ ∈ UT (p1, . . . , pm) such that ψ(X) = ψXψ−1, for every X ∈ U . Let Ψ0 =
∑
i pii(Ψ) denote the
block-diagonal component of Ψ = (Ai,j). It is clear that Ψ0 is an invertible matrix in UT (p1, . . . , pm).
We denote by ψdiag the map
(7) X 7→ Ψ0XΨ−10 ,
from U to U ′.
Corollary 4.5. [6, Corollary 23] Let U = U(D,κ, γ) and U ′ = U(D′, κ′, γ′). If ψ : U → U ′ is an
isomorphism then the map ψdiag in (7) is also an isomorphism from U to U ′.
Lemma 4.6. [6, Lemma 24] Let U = U(κ, γ) be a grading by an abelian group on an upper block-triangular
matrix algebra over an algebraically closed field. Let Φ be an invertible matrix in U . If X 7→ ΦXΦ−1 is
an automorphism of U as a graded algebra then the matrix Φ is a homogeneous element of U .
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The next result describes the gradings on algebras of upper block-triangular matrices that admit an
anti-automorphism. As before the result holds for more general gradings, we restrict to elementary
gradings since our goal is to study certain anti-automorphisms for G = Z2.
Theorem 4.7. [6, Theorem 27] Let (κ, γ) be a pair where κi = (qi,1, . . . , qi,si), γi = (gi,1, . . . , gi,si), for
i = 1, . . . ,m. The algebra U = U(κ, γ) admits an antiautomorphism as a graded algebra if and only if U
is isomorphic to U ′ = U(κ′, γ′),
κ′i = (qm+1−i,si , qm+1−i,si−1, . . . , qm+1−i,1),
and
γ′i = (g
−1
m+1−i,si
, g−1m+1−i,si−1, . . . , g
−1
m+1−i,1),
for i = 1, . . . ,m. Moreover every antiautomorphism of U extends uniquely to an antiautomorphism of
M(κ, γ).
Remark 4.8. Theorem 4.7 implies that if U admits a graded antiautomorphism, then, up to an isomor-
phism, we can assume that U admits a stable involution, see [6, Remark 28].
Let U = U(κ, γ), where κ and γ are as in (6), be a G-grading on UT (d1, . . . , dm). We denote byM#(U)
the Z2 × Z-grading on Mn(F), where n = d1 + · · ·+ dm, induced by the pair
κ = (q11, . . . , q1s1 , q21, . . . , q2s2 , . . . , qm1, . . . , qmsm)
γ̂ = ((g11,−1), . . . , (g1s1 ,−1), (g21,−2), . . . , (g2s2 ,−2), . . . , (gm1,−m), . . . , (gmsm ,−m)).
The grading above is a refinement of the Z-grading on UT (d1, . . . , dm) induced by the pair
κ = (d1, . . . , dm)
γ = (−1, . . . ,−m).(8)
Now we present some results on anti-automorphisms of algebras of upper block-triangular matrices
with a G-grading. An important role is played by the anti-automorphisms that are compatible with the
Z-grading above.
Definition 4.9. An anti-automorphism ϕ on U = UT (d1, . . . , dm) is stable if ϕ is a homomorphism of
Z-graded vector spaces for U with the grading induced by the pair (8).
Let U = UT (d1, . . . , dm), for 1 ≤ i, j ≤ m we denote by Uij the subspace of U that consists of the
matrices X = (Xkl) such that Xkl = 0 whenever (k, l) 6= (i, j), where Xkl is the (k, l)-th block of X of
size dk × dl. Note that U = ⊕i,jUij , denote by pij the coresponding projection of U onto Uij .
Proposition 4.10. If X,Y are matrices in UT (d1, . . . , dm) then pij(XY ) =
∑
k pik(X)pkj(Y ).
Proof. Let ei = pii(I), where I is the identity matrix in UT (d1, . . . , dm). Then e1, . . . , em are idem-
potents and ei · ej = 0 whenever i 6= j and e1 + · · · + em = I. Note that pij(Z) = eiZej for every Z in
UT (d1, . . . , dm). Therefore we have
pij(XY ) = eiXY ej =
∑
k
eiXekY ej =
∑
k
eiXe
2
kY ej =
∑
k
pik(X)pkj(Y ).

Proposition 4.11. Let ϕ be a stable anti-automorphism on U = UT (d1, . . . , dm). Then pij(X)ϕ =
pm+1−j,m+1−i(X
ϕ) for every X ∈ U .
Proof. Let ∗ be the anti-automorphism on U such that e∗i,j = en+1−j,n+1−i for every elementary
matrix eij in U . Note that ∗ is a stable anti-automorphism on U , therefore the map X 7→ (X∗)ϕ is an
automorphism of U with the Z-grading induced by the pair (8). Lemma 4.6 implies that there exists
an invertible matrix Ψ = (Aij) ∈ U , homogeneous in the Z-grading, such that (X∗)ϕ = ΨXΨ−1. A
homogeneous matrix in U of degree different from zero is nilpotent, therefore Ψ is homogeneous of degree
zero. As a consequence Aij = 0 whenever i 6= j. Let ei = pii(I), where I is the identity matrix in U .
Then e1, . . . , em are idempotents such that eiej = 0 whenever i 6= j and I = e1 + · · · + em, moreover
pij(X) = eiXej. Note that X
ϕ = ΨX∗Ψ−1 and e∗i = em+1−i, hence
eϕi = Ψe
∗
iΨ
−1 = Ψem+1−iΨ
−1 = Am+1−iem+1−iA
−1
m+1−i = em+1−i.
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As a consequence we conclude that
pij(X)
ϕ = (eiXej)
ϕ = (eϕjX
ϕeϕi ) = em+1−jX
ϕem+1−i = pm+1−j,m+1−i(X
ϕ).

Proposition 4.12. Let U = U(κ, γ) be a grading on UT (d1, . . . , dm). The extension of a stable anti-
automorphism (resp. automorphism) on U to Mn(F), where n = d1 + · · ·+ dm, is an anti-automorphism
(resp. automorphism) on M#(U). Conversely, the restriction of an anti-automorphism on M#(U) is a
stable anti-automorphism on U .
Proof. Let ϕ be a stable anti-automorphism on U . We also denote by ϕ the extension of this anti-
automorphism to Mn(F). Theorem 4.7 implies that ϕ is an anti-automorphism of M(κ, γ). The coars-
ening of M#(U) by the projection Z2 × Z → Z2 is M(κ, γ). Analogously ϕ is an anti-automorphism on
UT (d1, . . . , dm) with the grading induced by the pair
κ′ = (d1, . . . , dm)
γ′ = (−1, . . . ,−m),
therefore ϕ is an anti-automorphism of the Z-grading M(κ′, γ′) on Mn(F). The coarsening of M#(U) by
the projection Z2×Z→ Z isM(κ′, γ′). Therefore we conclude that the anti-automorphism ϕ ofMn(F) is
a graded isomorphism of the graded vector spaces that are the coarsenings of M(κ, γ) by the projections
Z2 × Z→ Z2 and Z2 × Z→ Z. Hence ϕ is an anti-automorphism of M#(U). We prove analogously that
the extension of a stable automorphism on U is an automorphism of M#(U) using Corollary 4.4 instead
of Theorem 4.7. The converse is clear. 
In [6, Lemma 30] a result analogous to the previous proposition was proved for stable involutions, the
proof we presented here is an adaptation of the proof in [6].
Let U = U(κ, γ) be a grading on UT (d1, . . . , dm). Henceforth ϕ is a stable anti-automorphism on U
then we also denote by ϕ the anti-automorphism onM#(U) that is obtained fromm extending ϕ to the full
matrix algebra. Analogously if ϕ is an anti-automorphism onM#(U) then the subalgebra UT (d1, . . . , dm)
of Mn(F) is invariant under ϕ. Moreover the restriction is a homomorphism of G-graded vector spaces
from U to U , hence we obtain an anti-automorphism on U that is also denoted by ϕ.
5. Superinvolutions on Upper Block-triangular Matrix Algebras
In this section we classify the superinvolutions on upper block-triangular matrix algebras. Henceforth
we refer to an algebra with a Z2-grading as a superalgebra and the degree of a homogeneous element X
of R will be denoted by || X ||.
Definition 5.1. Let R = R0 ⊕ R1 be a superalgebra. A map s : R → R is a superinvolution on R if
(Xs)s = X for every X ∈ R and (XY )s = (−1)||X||||Y ||Y sXs for every X,Y ∈ R0 ∪R1.
The Z2-gradings on matrix algebras are described by a pair of natural numbers. We denote by Mk,l
the Z2-grading on Mk+l(F) determined by κ = (k, l), γ = (0, 1).
Example 5.2. The map X → Xosp given by(
A B
C D
)osp
=
(
Ir 0
0 Q
)−1(
A −B
C D
)t(
Ir 0
0 Q
)
,
where Q =
(
0 Is
−Is 0
)
and Ir, Is are the identity matrices of orders r, s, respectively, is a superinvo-
lution on Mr,2s called the orthosymplectic superinvolution.
Example 5.3. The map X → Xtrp(
A B
C D
)trp
=
(
Dt −Bt
Ct At
)
,
is a superinvolution on he algebra Mr,r called the transpose superinvolution.
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Definition 5.4. A superalgebra with superinvolution is a pair (R, s) where R is a superalgebra and s is
a superinvolution on R. Let (R, s) and (R̂, ŝ) be superalgebras with superinvolutions. A map ψ : R→ R̂
is an isomorphism from (R, s) to (R̂, ŝ) if ψ is an isomorphism of graded algebras and ψ(Xϕ) = ψ(X)ϕ̂
for every X ∈ R.
Remark 5.5. It follows from [2, Proposition 1] that a matrix algebra with a Z2-grading and superivolution
is isomorphic to Mr,2s with the orthosymplectic superivonlution or Mr,r with the transpose superinvolu-
tion.
Our next goal is to determine the Z2 gradings on upper block-triangular matrix algebras that admit
superinvolutions. First we describe the Z2-gradings on upper block-triangular matrix algebras in terms
of tuples of non-negative integers. Let r = (r01 , r
1
1 , . . . , r
0
m, r
1
m) be a 2m-tuple of non-negative integers and
let di = r
0
i + r
1
i , for i = 1, . . . ,m, we assume that if r
0
i 6= r1i for some i then
r0i0 < r
1
i0
,(9)
for the smallest i0 in the set of indexes i such that r
0
i 6= r1i . Let κ = (κ1, . . . , κm), where κi = (0, 1), for
i = 1, . . . ,m and let γ = r. The elementary grading U(κ, γ) on UT (d1, . . . , dm) is denoted by Ur and will
be refered to as the elementary grading induced by r.
Proposition 5.6. The algebras Ur and Us are isomorphic if and only if r = s.
Proof. Theorem 4.2 implies that Ur and Us are isomorphic if and only if there exists z ∈ Z2 such that
Ξ(κi, γ) = zΞ(κ̂i, γ),(10)
for i = 1, . . . ,m, where κi = (r
0
i , r
1
i ), κ̂i = (s
0
i , s
1
i ) and γ = (0, 1). If s
0
i = s
1
i then zΞ(κ̂i, γ) = Ξ(κ̂i, γ).
Therefore if s0i = s
1
i for i = 1, . . . ,m then Ξ(κi, γ) = Ξ(κ̂i, γ) for i = 1, . . . ,m. This implies that r = s.
Now assume that (9) holds, in this case (10) implies that s0i0 6= s1i0 and that i0 is the smallest element in
the set of indexes i such that s0i 6= s1i . Therefore condition (9) for the tuple s implies that s0i0 < s1i0 . If
z = 1 then r0i0 = s
1
i0
and r1i0 = s
0
i0
, this is a contradiction since r0i0 < r
1
i0
and s0i0 < s
1
i0
. Hence we conclude
that z = 0, and it follows from (10) that r = s. 
Now we define maps on a superalgebra U that relate the superinvonlutions to anti-automorphisms on
U .
Definition 5.7. Let U = U0 ⊕U1 be a superalgebra and let X = X0 +X1, where Xi ∈ Ui. We denote by
X− the element X0 −X1. Given λ ∈ F we denote by Tλ the map X 7→ X0 + λX1.
We fix a scalar i ∈ F such that i2 = −1. The maps Ti, T−i provide a usefull conection between the
superinvolutions on U and the anti-automorphisms ϕ of U such that
ϕ2(X) = X−,(11)
for every X ∈ U . Indeed if s is a superinvolution on U then it is clear that the map ϕs : X 7→ Ti(Xs) is
an anti-automorphism of U that satisfies (11). Conversely if ϕ is an anti-automorphism of U that satisfies
(11) then the map X 7→ T−i(ϕ(X)) is a superinvolution on U .
Proposition 5.8. Let (U , s) and (U ′, s′) be superalgebras with superinvolutions. A map ψ is an isomor-
phism from (U , s) to (U ′, s′) if and only if ψ is also an isomorphism from (U , ϕs) to (U ′, ϕs′).
Proof. Let ψ : U → U ′ be an isomorphism from (U , s) to (U ′, s′) and let X = X0+X1, where X0 ∈ U0
and X1 ∈ U1. We have
ψ(Xϕs) = ψ(Xs
0
+ iXs
1
) = ψ(Xs
0
) + iψ(Xs
1
) = ψ(X0)
s′ + iψ(X1)
s′ = Ti(ψ(X)
s′) = (ψ(X))ϕs′ .
Analogously if ψ is an isomorphism from (U , ϕs) to (U ′, ϕs′) we prove that ψ(Xs) = ψ(X)s′ for every
X ∈ U . 
The correspondence above reduces classification of the superinvolutions on a superalgebra to the classi-
fication of the anti-automorphisms that satisfy (11). Note that if a Z2-grading on UT (d1, . . . , dm) admits
an anti-automorphism then di = dm+1−i for i = 1, . . . ,m. Henceforth we assume that these equalities
hold.
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Proposition 5.9. Let U = U(κ, γ), M =M(κ, γ) and s a superinvolution on U . The algebra M admits
a unique superinvolution S that extends s.
Proof. The map ϕs is a graded anti-automorphism of U such that ϕ2s(u) = u−, for every u ∈ U .
Theorem 4.7 implies that ϕs admits a unique extension, denoted by ϕ̂s, to an anti-automorphism of M.
An automorphism of U admits a unique extension to an automorphism ofM, see Corollary 4.4, therefore
ϕ̂s
2
(X0 +X1) = X0 −X1 for X0 ∈ X0, X1 ∈ X1. The map S = T−iϕ̂s is a superinvolution on M that
extends the superinvolution s on U . Now we prove that such an extension of s is unique. Let S′ be a
superinvolution on M that extends s. Then X 7→ Ti(XS′) is an antiautomorphism of M that extends
ϕs, since such extension is unique we have Ti(X
S′) = ϕ̂s(X) = T
−1
−i (X
S) = Ti(X
S), therefore XS = XS
′
for every X ∈M. 
Lemma 5.10. Let U be an elementary Z2-grading on UT (d1, . . . , dm) that admits an anti-automorphism.
Then there exits a pair (κ, γ)
γ = (g11, g12, . . . , g1s1 , . . . , gm1, . . . , gmsm)
κ = (q11, q12, . . . , q1s1 , . . . , qm1, . . . , qmsm)
and an element g0 in Z2 such that the entries of γ satisfy the relations
gi,1gm+1−i,si = gi,2gm+1−i,si−1 = · · · = gi,sigm+1−i,1 = g0,(12)
for 1 ≤ i ≤ m2 , and if m = 2k + 1 there exsits t for which
gk+1,jgk+1,sk+1+1−j = g
2
k+1,j′ = g0,(13)
for 1 ≤ j ≤ t and t + 1 ≤ j′ ≤ sk+1 + 1 − t such that U is isomorphic to the elementary Z2-grading on
UT (d1, . . . , dm) induced by (κ, γ).
Proof. Let
γ′ = (g′11, g
′
12, . . . , g
′
1s1 , . . . , g
′
m1, . . . , g
′
msm
)
κ′ = (q′11, q
′
12, . . . , q
′
1s1 , . . . , q
′
m1, . . . , q
′
msm
)
be a pair that induces the grading U . Theorem 4.7 and Theorem 4.2 imply that there exist g0 ∈ Z2 and
permutations σi ∈ Ssi , i = 1, . . . ,m such that
(g′i,1, . . . , g
′
i,si
) = (g0(g
′
m+1−i,σi(si)
)−1, . . . , g0(g
′
m+1−i,σi(1)
)−1),(14)
for i = 1, . . . ,m. Let
γ = (g11, g12, . . . , g1s1 , . . . , gm1, . . . , gmsm)
κ = (q11, q12, . . . , q1s1 , . . . , qm1, . . . , qmsm),
where
(gi1, gi2, . . . , gisi) = (g
′
i1, g
′
i2, . . . , g
′
isi
) and (qi1, qi2, . . . , qisi) = (q
′
i1, q
′
i2, . . . , q
′
isi
), for 1 ≤ i ≤ k
and for k + 1 ≤ i ≤ m
(gi1, gi2, . . . , gisi) = (g
′
iσi(1)
, g′iσi(2), . . . , g
′
iσi(si)
) and (qi1, qi2, . . . , qisi) = (q
′
iσi(1)
, q′iσi(2), . . . , q
′
iσi(si)
),
where k = ⌊m2 ⌋. Note that the entries of γ satisfy the equalities (12). Theorem 4.2 implies that there
exists an isomorphism from U to the elementary grading on UT (d1, . . . , dm) induced by (κ, γ). Now
assume that m = 2k + 1. The equality (14) for i = k + 1 implies that
g′k+1,jg
′
k+1,τ(j) = g0,(15)
for j = 1, . . . , sk+1, where τ is the permutation j 7→ σk+1(dk+1 + 1 − j) in Sdk+1 . As a consequence of
(15) we conclude that gk+1,τ2(j) = gk+1,j for j = 1, . . . , sk+1, hence τ
2 = 1Ssk+1 . This implies that τ is a
product of disjoint transpositions. Then there exist t ≤ sk+12 and σ ∈ Ssk+1 such that
σ−1τσ = (1, sk+1)(2, sk+1 − 1) · · · (t, sk+1 + 1− t).(16)
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Let
γ = (g11, g12, . . . , g1s1 , . . . , gm1, . . . , gmsm)
κ = (q11, q12, . . . , q1s1 , . . . , qm1, . . . , qmsm),
where
(gi1, gi2, . . . , gisi) = (g
′
i1, g
′
i2, . . . , g
′
isi
) and (qi1, qi2, . . . , qisi) = (q
′
i1, q
′
i2, . . . , q
′
isi
), for 1 ≤ i ≤ k
for k + 2 ≤ i ≤ m
(gi1, gi2, . . . , gisi) = (g
′
iσi(1)
, g′iσi(2), . . . , g
′
iσi(si)
) and (qi1, qi2, . . . , qisi) = (q
′
iσi(1)
, q′iσi(2), . . . , q
′
iσi(si)
),
and for i = k + 1
(gk+1,1, gk+1,2, . . . , gk+1,sk+1) = (g
′
k+1,σ(1), g
′
k+1,σ(2), . . . , g
′
k+1,σ(sk+1)
)
(qk+1,1, qk+1,2, . . . , qk+1,sk+1) = (q
′
k+1,σ(1), q
′
k+1,σ(2), . . . , q
′
k+1,σ(sk+1)
).
As in the previous case U is isomorphic to UT (d1, . . . , dm) with the elementary grading induced by (κ, γ)
and the equalities in (12) hold, moreover (13) follows from (15) and (16). 
Lemma 5.11. Let U be the elementary Z2-grading on UT (d1, . . . , dm) induced by a tuple (z1, . . . , zn) ∈
(Z2)
n such that z1 + zn = z2 + zn−1 = · · · = zn + z1. The algebra U admits a an anti-automorphism ∗
such that e∗ij is a scalar multiple of en+1−j,n+1−i for every eij ∈ U and (X∗)∗ = X−, for every X ∈ U .
Proof. Let M be the algebra Mn(F), where n = d1 + · · · + dm, with the Z2 × Z-grading induced by
the pair (κ, γ) in (2) such that γ = (1, 1, . . . , 1) and for n = 2k we have u = 0 and
g′1 = (zk+1,−(k + 1)), g′′1 = (zk,−k), g′2 = (zk+2,−(k + 2)), g′′2 = (zk−1,−(k − 1)), . . .
g′k−1 = (z2k−1,−(2k − 1)), g′′k−1 = (z2,−2), g′k = (z2k,−2k), g′′k−1 = (z1,−1),
and for n = 2k + 1 we have u = l = 1, g1 = (zk+1,−(k + 1)) and
g′1 = (zk+2,−(k + 2)), g′′1 = (zk,−k), g′2 = (zk+3,−(k + 3)), g′′2 = (zk−1,−(k − 1)), . . .
g′k−1 = (z2k,−2k), g′′k−1 = (z2,−2), g′k = (z2k+1,−(2k + 1)), g′′k−1 = (z1,−1).
Then (κ, γ) satisfies (3) for g0 = (z,m + 1), where z = z1 + zn. Let µ be the function on Z2 × Z such
that µ(0,−j) = 1, µ(1,−j) = −1 if z = 0 and µ(0,−j) = i, µ(1,−j) = −i if z = 1, morover if n = 2k+1
we assume that µ(0,−(k + 1)) = µ(1,−(k + 1)) = 1. We restric µ to the domain of Ξ(κ, γ) and obtain
a function, also denoted by µ, that satisfies the conditions in Definition 3.4. Let (R, ϕ) be the algebra
with anti-automorphism M(G, κ, γ, µ, g0). We regard n-tuples as maps with domain {1, . . . , n} and for
an n-tuple η and τ ∈ Sn denote by τ · η the tuple that corresponds to the composition η ◦ τ−1. Let σ
be the permutation in Sn such that the integers in the entries of γ
′ := σ · γ are in decreasing order. Let
ψ be the automorphism of Mn(F) such that ψ(eij) = eσ(i),σ(j). Then ψ is an isomorphism from M to
M(κ, γ′). The map ∗ = ψϕψ−1 is an anti-automorphism on M(κ, γ′). Note that eϕij is a scalar multiple
of an elementary matrix, therefore e∗ij is also a scalar multiple of an elementary matrix. The matrix eij
has Z-degree equal to j − i in M(κ, γ′), hence there exists si such that e∗ii is a scalar multiple of esi,si .
The equality eij = eiieijejj implies that e
∗
ij is a scalar multiple of esj ,si . Since (e12e23 · · · en−1,n)∗ 6= 0
we conclude that esn−1,sn · · · es2,s3es1,s2 6= 0. Note that esk−1,sk has Z-degree 1, therefore sk = sk−1 − 1
for k = 1, . . . , n. Hence we conclude that sk = n+ 1 − k for k = 1, . . . , n and e∗ij is a scalar multiple of
en+1−j,n+1−i. The subalgebra UT (d1, . . . , dm) is a homogeneous subalgebra of M(κ, γ′) that is invariant
under ∗, moreover the coarsening of the grading on UT (d1, . . . , dm) by the projection Z2 × Z→ Z2 is U .
Therefore the restriction of ∗ to UT (d1, . . . , dm) is an anti-automorphism on U that we also denote by ∗.
Theorem 3.5 implies that (Xϕ)ϕ = X− for every X ∈ R, therefore (X∗)∗ = X− for every X ∈ U . 
Proposition 5.12. Let U be an elementary Z2-grading on UT (d1, . . . , dm). We assume that U admits
an anti-automorphism ϕ such that (Xϕ)ϕ = X− for every X ∈ U . Then U admits an anti-automorphism
∗ such that (X∗)∗ = X− for every X ∈ U and
e∗ij = λijen+1−j,n+1−i,(17)
where λij is a scalar and n = d1 + · · ·+ dm.
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Proof. Proposition 4.3 implies that if U , U ′ are isomorphic elementary Z2-gradings on UT (d1, . . . , dm)
then there exists an isomorphism ψ : U → U ′ such that ψ(eij) is a scalar multiple of an elementary matrix
for every eij ∈ U . Let τ be an anti-automorphism on U . Then τ ′ = ψ−1τψ is an anti-automorphism
on U ′ and (11) holds for τ if and only if it holds for τ ′. Moreover, since the isomorphism ψ sends an
elementary matrix to a scalar multiple of an elementary matrix the anti-automorphism τ satisfies (17) if
and only if τ ′ satisfies (17). Hence Lemma 5.10 implies that we may assume without loss of generality
that the grading U is induced by a pair (κ, γ)
γ = (γ1, . . . , γm), κ = (κ1, . . . , κm),
where
γi = (gi1, gi2, . . . , gisi), κ = (qi1, qi2, . . . , qisi),
that satisfies the equalities
gi,1gm+1−i,si = gi,2gm+1−i,si−1 = · · · = gi,sigm+1−i,1 = g0,(18)
for 1 ≤ i ≤ m2 , and if m = 2k + 1
gk+1,jgk+1,sk+1+1−j = g
2
k+1,j′ = g0,(19)
for 1 ≤ j ≤ t and t+1 ≤ j′ ≤ sk+1+1−t. Note that ifm = 2k then (18) holds and the anti-automorphism
in Lemma 5.11 satisfies (11) and (17). Analogously ifm = 2k+1 and g0 = 1 then in (19) we have t = sk+1
and the anti-automorphism in Lemma 5.11 has the desired properties. Assume that m = 2k + 1 and
that g0 = 0. Note that Um,m = pm,m(U) = Jm−1, therefore Uϕm,m = Um,m. Let I denote the identity
of U , then I ′ = pm,m(I) is the identity of Um,m, therefore (I ′)ϕ = I ′. Since Iϕ = I we conclude that
Pϕ = P , where P = I − I ′. The subalgebra V1 := PUP is isomorphic to UT (d2, . . . , dm−1) with the
grading induced by the pair
(γ1, . . . , γm−1), (κ1, . . . , κm−1).
Moreover, X ∈ V1 if and only if X = PXP , therefore if X ∈ V1 then
Xϕ = (PXP )ϕ = PϕXϕPϕ = PXϕP,
this implies that Xϕ ∈ V1. We repeat the previous argument to obtain subalgebras V1, . . . ,Vk+1 in-
variant under ϕ such that Vi is isomorphic to UT (dk+2−i, dk+2−i+1, . . . , dk+1, . . . , dk+i−1, dk+i) with the
elementary grading induced by
(γk+2−i, γk+2−i+1, . . . , γk+1, . . . , γk+i−1, γk+i), (κk+2−i, κk+2−i+1, . . . , κk+1, . . . , κk+i−1, κk+i).
Let hi = (hi,1, . . . , hi,di) be a tuple of elements of Z2 that induces in Mdi the same elementary grading
as (κi, γi). The equalities (18), (19) imply that we may assume that
hi,1gm+1−i,di = hi,2hm+1−i,di−1 = · · · = hi,sihm+1−i,1 = g0,(20)
for 1 ≤ i ≤ m2 , and if m = 2k + 1
hk+1,jhk+1,dk+1+1−j = h
2
k+1,j′ = g0,(21)
for 1 ≤ j ≤ s and s+ 1 ≤ j′ ≤ dk+1 + 1− s. Denote by ri0, ri1 the number of entries in gi that are equal
to 0, 1, respectively. If rk+10 or r
k+1
1 is even then we permute the entries in gk+1 to obtain a tuple ĝk+1
such that s in (21) equals
⌊
dk+1
2
⌋
. Hence we obtain an elementary grading on UT (d1, . . . , dm) isomorphic
to U that admits the anti-automorphism in Lemma 5.11. Now assume that rk+10 and rk+11 are odd. Note
that Mdk+1 with the grading induced by gk+1 admits a superinvolution, therefore Remark 5.5 implies
that rk+10 = r
k+1
1 =
dk+1
2 . The algebra UT (dk, dk+1, dk+2) with the elementary grading induced by
(hk,1, . . . , hk,dk , hk+1,1, . . . , hk+1,dk+1 , hk+2,1, . . . , hk+2,dk+2),
is isomorphic to V2, hence it admits a superinvolution. The equality (20) implies that rk0 = rk+20 and
rk1 = r
k+2
1 . Proposition 5.9 and Remark 5.5 imply that r
k
0 + r
k+1
0 + r
k+2
0 = r
k
1 + r
k+1
1 + r
k+2
1 , hence
ri0 = r
i
1 =
di
2 for i = k, k + 1, k + 2. We repeat the previous argument to conclude that r
i
0 = r
i
1 =
di
2
for i = 1, . . . ,m. Since di = dm+1−i we conclude that r
i
0 = r
m+1−i
1 , r
i
1 = r
m+1−i
0 for i = 1, . . . ,m.
Therefore we may permute the entries of gi for i = 1, . . . ,m to obtain a tuple ĝ that satisfies (18) for
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i = 1, . . . , k + 1 and g0 = 1 and such that s in (21) equals
⌊
dk+1
2
⌋
. The elementary grading induced by ĝ
on UT (d1, . . . , dm) is isomorphic to U and admits the anti-automorphism in Lemma 5.11. 
As a corollary of the previous result we prove next that if a Z2-grading on an algebra of upper block-
triangular matrices admits an anti-automorphism that satisfies (11) then any anti-automorphism that
satisfies (11) is compatible with the Z2-grading.
Let
Corollary 5.13. Let U be a Z2-grading on UT (d1, . . . , dm) that admits an anti-automorphism ϕ such
that (Xϕ)ϕ = X−. If ϕ̂ is an anti-automorphism of UT (d1, . . . , dm) such that (X
ϕ̂)ϕ̂ = X− then ϕ̂ is an
anti-automorphism of U .
Proof. Let ∗ be the anti-automorphism of U in Proposition 5.12. Let Φ be the matrix in U such that
X ϕ̂ = ΦX∗Φ−1. We have
X− = (X
ϕ̂)ϕ̂ = Φ(ΦX∗Φ−1)∗Φ−1 = (Φ(Φ−1)∗)X−(Φ(Φ
−1)∗)−1,
therefore the matrix Φ(Φ−1)∗ lies in the centre of UT (d1, . . . , dm). Hence there exists a non-zero scalar
λ such that Φ∗ = λΦ. As a consequence Φ− = (Φ
∗)∗ = λ2Φ, therefore Φ is a homogeneous element of U .
This implies that ϕ̂ is an anti-automorphism of U . 
Henceforth ∗ denotes the anti-automorphism in the previous proposition. The proof of the next result
is based on the proof of [6, Lemma 7].
Proposition 5.14. Let U be an elementary Z2-grading on UT (d1, . . . , dm) and let ∗ be an anti-automorphism
on U such that (X∗)∗ = X− for every X ∈ U and
e∗ij = λijen+1−j,n+1−i,
where λij is a scalar and n = d1 + · · · + dm. Let Φ be an invertible matrix in UT (d1, . . . , dm) and
let Φ0 :=
∑
i pii(Φ) be its diagonal component. Let ϕ : X 7→ ΦX∗Φ−1 be an anti-automorphism of U
with (Xϕ)ϕ = X− for every X ∈ U . The map ϕ0 : X 7→ Φ0X∗Φ−10 is a stable anti-automorphism
of U such that (Xϕ0)ϕ0 = X− for every X in U and there exists an automorphism ψ of U such that
ψ(Xϕ0) = ψ(X)ϕ.
Proof. Note that (Xϕ)ϕ = X− if and only if Φ
∗ = λΦ for some non-zero scalar λ. In this case
Φ∗0 = λΦ0, therefore (X
ϕ0)ϕ0 = X− and Corollary 5.13 implies that ϕ0 is an anti-automorphism of U .
Let B = (Bij), where
Bij =


Idi , if i = j
1
2A
−1
ii Aij , if i 6= j and i+ j = m+ 1
A−1ii Aij , if i 6= j and i+ j < m+ 1
0, if i 6= j and i+ j > m+ 1.
(22)
It follows from the proof of Corollary 5.13 that Φ is a homogeneous element of U , hence B is an invertible
matrix in U0 and (B∗)∗ = B− = B. The map ψ : X 7→ B∗X(B∗)−1 is an automorphism of U . We claim
that B∗Φ0B = Φ, indeed let C = B
∗Φ0B. Note that pii(Φ0) = pii(Φ) for i = 1, . . . ,m and pij(Φ0) = 0
whenever i 6= j. Hence Proposition 4.10 implies that
pij(C) =
m∑
l,k=1
pik(B
∗) · pkl(Φ0) · plj(B) =
j∑
l=i
pil(B
∗) · pll(Φ) · plj(B).(23)
Let ei = pii(I) for i = 1, . . . ,m, where I is the identity matrix in U . Then I = e1 + · · · + em, e2i = ei
for i = 1, . . . ,m and eiej = 0 whenever i 6= j. Moreover pij(X) = eiXej for every 1 ≤ i, j ≤ m. We
have e∗i = em+1−i, hence pij(X
∗) = pm+1−j,m+1−i(X)
∗ for every X ∈ U . Note that pii(B) = ei for
i = 1, . . . ,m, therefore
pii(B
∗) = pm+1−i,m+1−i(B)
∗ = e∗m+1−i = ei.
Hence it follows from (23) that pii(C) = pii(Φ) for i = 1, . . . ,m. Now assume that i+ j < m+ 1, in this
case if l ≤ j and l 6= i then we have 2m+2− (i+ l) > m+1, therefore pil(B∗) = pm+1−l,m+1−i(B)∗ = 0.
Then (23) implies that pij(C) = pii(Φ)pij(B). In this caseBij = A
−1
ii Aij , therefore pii(Φ)pij(B) = pij(Φ).
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Hence we conclude that pij(C) = pij(Φ). Finally, if j = m− i + 1, then plj(B) = 0 whenever i < l < j,
hence (23) implies that
pij(C) = pii(Φ)pij(B) + pij(B
∗) · pjj(Φ).(24)
It follows from (22) that pij(B) =
1
2pii(Φ
−1)pij(Φ), moreover Φ
∗ = λΦ, therefore
pij(B
∗) = pij(B)
∗ =
1
2
(
pii(Φ
−1)pij(Φ)
)∗
=
1
2
pij(Φ)
∗pii(Φ
−1)∗ =
1
2
pij(Φ
∗)pjj((Φ
∗)−1) =
1
2
pij(Φ)pjj(Φ
−1).
Note that pii(Φ)pii(Φ
−1) = pii(Φ
−1)pii(Φ) = ei, therefore
pii(Φ)pij(B) =
1
2
pij(Φ) and pij(B
∗)pjj(Φ) =
1
2
pij(Φ).
Therefore (24) implies that pij(C) = pij(C). Since C
∗ = λC we conclude that if i + j > m + 1 then
pm+1−j,m+1−i(C) = pm+1−j,m+1−i(Φ), hence
pij(C)
∗ = pm+1−j,m+1−i(C
∗) = λpm+1−j,m+1−i(C)
= λpm+1−j,m+1−i(Φ) = pm+1−j,m+1−i(Φ
∗) = pij(Φ)
∗.
Hence we conclude that pij(C) = pij(Φ) for every i, j and the claim that B
∗Φ0B = Φ is proved. As a
consequence of this equality we have
ψ(Xϕ0) = B∗Φ0X
∗Φ−10 (B
∗)−1 = ΦB−1X∗BΦ−1 = Φ(B∗X(B∗)−1)∗Φ−1 = Ψ(X)ϕ,
for every X ∈ U . 
Theorem 5.15. Let U be an elementary Z2-grading on a block-triangular algebra that admits an antiauto-
morphism ∗ that restricts to the reflection involution on the neutral component and such that (X∗)∗ = X−.
An antiautomorphism ϕ on U such that (Xϕ)ϕ = X− is equivalent to a stable anti-automorphism ϕ0 on U
such that (Xϕ0)ϕ0 = X−. Let U1, U2 be elementary Z2-gradings block-triangular matrix algebras. Let ϕ1
and ϕ2 be stable anti-automorphisms on U1, U2 such that (Xϕ1)ϕ1 = X− = (Xϕ2)ϕ2 . The pairs (U1, ϕ1)
and (U2, ϕ2) are isomorphic if and only if the pairs (M#(U1), ϕ1) and (M#(U2), ϕ2) are isomorphic.
Proof. The first statement of the theorem follows directly from Proposition 5.14. Let ψ be an
isomorphism from (U1, ϕ1) to (U2, ϕ2). Then U1 and U2 are Z-gradings on the same algebra of up-
per block-triangular matrices UT (d1, . . . , dm) and there exists a matrix Ψ ∈ UT (d1, . . . , dm) such that
ψ(X) = ΨXΨ−1 for every X ∈ U1. Corollary 4.5 implies that the map ψdiag : X 7→ Ψ0XΨ−10 , where
Ψ0 =
∑m
i=1 pii(Φ) is the diagonal component of Ψ = (Ai,j), is an isomorphism from M#(U1) to M#(U2).
The coarsenings of M#(U1), M#(U2) by the projection Z2 × Z → Z coincide, we denote this Z-grading
on Mn(F) by M. Proposition 4.12 implies that ϕ1 and ϕ2 are anti-automorphisms on M#(U1) and
M#(U2), respectively, therefore ϕ1 and ϕ2 are anti-automorphisms onM. The matrices Ψ and Ψ−1 lie in
UT (d1, . . . , dm), therefore the non-zero homogeneous components of Ψ and Ψ
−1 have degree≥ 0, moreover
the homogeneous components of Ψ and Ψ−1 of degree 0 are Ψ0 and Ψ
−1
0 , respectively. This implies that
if X is a homogeneous matrix of degree l in M then the homogeneous component of ψ(X) = ΨXΨ−1
of degree l is ψdiag(X) = Ψ0XΨ
−1
0 . Hence the homogeneous components of degree l of the matrices
ψ(Xϕ1), ψ(X)ϕ2 are ψdiag(X
ϕ1), ψdiag(X)
ϕ2 , respectively. The equality ψ(Xϕ1) = ψ(X)ϕ2 implies that
ψdiag(X
ϕ1) = ψdiag(X)
ϕ2 . Therefore ψdiag is an isomorphism from (M#(U1), ϕ1) to (M#(U2), ϕ2). The
restriction of an isomorphism from (M#(U1), ϕ1) to (M#(U2), ϕ2) yields an isomorphism from (U1, ϕ1)
to (U2, ϕ2). 
The above result reduces the problem of classifying the superinvolutions on block-triangular matrix
algebras up to isomorphism to the problem of classifying anti-automorphisms ϕ that satisfy (11) on
Z2 × Z-graded matrix algebras. Now we proceed to construct stable anti-automorphisms on algebras
of upper block-triangular matrices that satisfy (11). Let r be a 2m-tuple of non-negative integers that
satisfy (9). We consider two types of 2m-tuples. Assume first that entries of r also satisfy the following
condition
r0i = r
1
m+1−i, for i = 1, . . . ,m.(25)
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Let γ̂r be the tuple(
(0,−k), (1,−(m+ 1− k)), (0,−(m+ 1− k)), (1,−k), (0,−(k − 1)), (1,−(m+ 1− (k − 1))),
(0,−(m+ 1− (k − 1))), (1,−(k − 1)), . . . , (0,−1), (1,−m), (0,−m), (1,−1)) ,(26)
and let
κ̂r = (r
0
k, r
1
m+1−k, r
0
m+1−k, r
1
k, r
0
k−1, r
1
m+1−(k−1), r
0
m+1−(k−1), r
1
k−1, . . . , r
0
1, r
1
m, r
0
m, r
1
1),(27)
where k = ⌊m+12 ⌋.
Now let (κr, γr) be the pair obtained from (κ̂r, γ̂r) by deleting in κ̂r the entries that are equal to 0 and
the corresponding entries in γ̂r. The equalities in (25) imply that (κr, γr) satisfies (3) with g0 = (1,m+1).
Now assume that the entries of r satisfy the following equalities
r0i = r
0
m+1−i and r
1
i = r
1
m+1−i, for 1 ≤ i ≤
m
2
,(28)
moreover if m = 2k + 1 then r0k+1 or r
1
k+1 is even.
For m = 2k let γ˜r and κ˜r be the tuples
((0,−k), (0,−(m+ 1− k)), (1,−k), (1,−(m+ 1− k)), (0,−(k − 1)), . . . , (1,−1), (1,−m)),
and
(r0k, r
0
m+1−k, r
1
k, r
1
m+1−k, r
0
k−1, . . . , r
1
1 , r
1
m),
respectively.
For m = 2k + 1 let γ˜r be the tuple
((0,−(k + 1)), (1,−(k + 1)), (0,−k), (0,−(m+ 1− k)), (1,−k), (1,−(m+ 1− k)), . . . , (1,−1), (1,−m)),
and let
κ˜r = (r
0
k+1, r
1
k+1, r
0
k, r
0
m+1−k, r
1
k, r
1
m+1−k, r
0
k−1, . . . , r
1
1 , r
1
m).
respectively.
Now let (κr, γr) be the pair obtained from (κ̂r, γ̂r) by deleting in κ̂r the entries that are equal to 0 and
the corresponding entries in γ̂r. The equalities in (28) imply that (κr, γr) satisfy (3) with g0 = (0,m+1).
Let r be a tuple of non-negative integers that satisfy (11) and (25) or (28). The algebra M#(Ur) is
isomorphic to M(κr, γr). We consider the order ≺ such that 0 ≺ 1 on Z2 and let ≤ be the order on
Z2 × Z such that (z, j) ≤ (z′, j′) if j > j′ or j = j′ and z ≺ z′. Let
gr = (g1, . . . , gn)
be the tuple of elements of Z2 × Z that corresponds to (κr, γr) and let σ be the permutation such that
gσ(1) ≤ gσ(2) ≤ · · · ≤ gσ(n). The map ψr such that
ψr(eij) = eσ(i),σ(j)(29)
for every 1 ≤ i, j ≤ n is an isomorphism from M#(Ur) to M(κr, γr).
Definition 5.16. We say that the pair (r, µ) is admissible if r satisfies (9) and (25) or (28) and µ is a
function on the multiset Ξ(κr, γr) that satisfies the conditions in Definition 3.4.
Let (M, ϕ′) = M(Z2 × Z, κr, γr, µ, (z0,m + 1)). The map ϕ = ψ−1r ϕ′ψr is an anti-automorphism on
M#(Ur). Proposition 4.12 implies that the restriction of ϕ is an anti-automorphism on Ur. We denote
by U(r, µ) the algebra with anti-automorphism (U , ϕ).
Theorem 5.17. Let U be a Z2-grading on UT (p1, . . . , pm) and let ϕ be an anti-automorphism on U .
Then there exits an admissible pair (r, µ) such that (U , ϕ) ≃ U(r, µ).
(1) If r0i 6= r1i for some i then the algebras U(r, µ) and U(r̂, µ̂) are isomorphic if and only if r = r̂
and µ = µ̂.
(2) If r0i = r
1
i for every i then the algebras U(r, µ) and U(r̂, µ̂) are isomorphic if and only if r = r̂
and µ = µ̂ or µ(1,0) = µ̂.
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Proof. Proposition 5.14 implies that we may assume without loss of generality that ϕ is a stable anti-
automorphism. It follows from Theorem 3.3 that (M#(U), ϕ) is isomorphic toM(Z2×Z,F, κ, µ, γ, (g0, t)),
where (κ, γ) is given by (2) and satisfies (3), µ is a function on the multiset Ξ(κ, γ) and (g0, t) is an
element of Z2 × Z. Since the algebra is isomorphic to M#(U) we may assume without loss of generality
that the integers in the entries of γ are −1, . . . ,−m. Then we may reorder the entries of γ and κ
so that γ = γr κ = κr, for an appropriate 2m-tuple of non-negative integers r that satisfies (9) and
also satisfies (25) if g0 = 1 and (28) if g0 = 0. Let (M, ϕ1) = M(Z2 × Z,F, κ, µ, γ, (g0, t)) and let
ψr :M#(Ur)→M be the isomorphism in (29). Then ψr is an isomorphism from (M#(Ur), ϕr) to (M, ϕ1),
where ϕr = ψ
−1
r ϕ1ψr. We restrict ϕr to obtain the algebra with anti-automorphism U(r, µ). Note that
(M#(Ur), ϕr) is isomorphic to (M#(U), ϕ), hence Theorem 5.15 implies that U(r, µ) is isomorphic to
(U , ϕ).
Now assume that the algebras U(r, µ) and U(r̂, µ̂) are isomorphic. Theorem 5.15 implies that the
algebras M(Z2 ×Z,F, κr, γr, µ, (g0,m+1)) and M(Z2×Z,F, κr̂, γr̂, µ̂, (ĝ0,m+1)) are isomorphic, hence
Theorem 3.5 implies that there exists z ∈ Z2 such that for g = (z, 0) we have Ξ(κr̂, γr̂) = gΞ(κr, γr),
µ̂ = gµ and ĝ0 = g0g
−2. The equality Ξ(κr̂, γr̂) = gΞ(κr, γr), in case (1), implies that r̂ = r and that
z = 0, hence µ̂ = µ. Case (2) follows analogously. 
Now we construct superinvolutions on upper block-triangular matrix algebras. Let r be a tuple that
satisfies (9), then Ur is a Z2-grading on an algebra UT (d1, . . . , dm), let n = d1 + · · ·+ dm. Assume that
r satisfies (25). Let µ+ be the function on Ξ(κr, γr) such that µ
+((0,−j)) = √−1, µ+((1,−j)) = −√−1
and let µ− = −µ+. The pair (r, µ+) is admissible, let (Ur, ϕr) := U(r, µ+). Theorem 3.5 implies that
ϕr satisfies (11), hence T−iϕr is a superinvolution on Ur. We denote by U(r,+) the algebra Ur with
the superinvolution s+ = T−iϕr. Analogously we denote by U(r,−) the algebra with superinvolution
obtained in the same way from U(r, µ−). Now let r be a tuple that satisfies (9) and (28) and for m = 2k
let µ+ be the function on Ξ(κr, γr) such that µ((0,−j)) = 1, µ((1,−j)) = −1. For m = 2k+ 1 let µ+ be
the function on Ξ(κr, γr) such that µ((0,−j)) = 1, µ((1,−j)) = −1 for j 6= k+1, and µ(0,−(k+1)) = 1
and µ(1,−(k + 1)) = −1 if r1k+1 is even and µ(0,−(k + 1)) = −1 and µ(1,−(k + 1)) = 1 if r1k+1 is odd.
As before let µ− = −µ+. We obtain an algebra with superinvolution that we denote by U(r,+). If n
is even then our restrictions on the entries of r imply that r0k+1 and r
1
k+1 are even, in this case the pair
(r, µ−) is admissible and we obtain an algebra with superinvolution that we denote by U(r,−).
Theorem 5.18. Let U be a Z2-grading on UT (d1, . . . , dm) and let s be a superinvolution on U . Then there
exists an admissible pair (r, sgn), where sgn ∈ {+,−} such that (U , s) is isomorphic to U(r, sgn). The
algebras with superinvolution U(r, sgn) and U(r̂, ŝgn) are isomorphic if and only if r = r̂ and sgn = ŝgn.
Proof. The map ϕ = Ti◦s is an anti-automorphism on U that satisfies (11), hence Theorem 5.17 implies
that there exists an admissible pair (r, µ) and an isomorphism ψ from (U , ϕ) to U(r, µ) := (Ur, ϕr).
Proposition 4.12 implies that the extension of ϕr to Mn(F), where n = d1 + · · · + dm, is an anti-
automorphism on M#(Ur) = M(κr, γr), denoted by ϕ′. Theorem 3.5 implies that (ϕ′)2(X) = Q−1XQ,
where Q is the matrix in (5). Let M be the coarsening of M#(Ur) by the projection Z2 × Z → Z2 and
let g = (g1, . . . , gn) be a tuple of elements of Z2 that induces the grading. Let M =
∑n
i=1 sieii, where
si = 1 if gi = 0 and si = −1 if gi = 1, we have M−1XM = X−, for every X ∈ M. The map ϕ′ is an
anti-automorphism on M that satisfies (11), therefore
Q−1XQ = X− =M
−1XM,
for every X ∈ M. Therefore there exists a scalar λ such that Q = λM . It follows from this equal-
ity that µ(0,−j) = λ and that µ(1,−j) = −λ. Now assume that r satisfies (25), in this case 1 =
µ(0,−1)µ(1,−m) = −λ2, therefore λ = √−1 or λ = −√−1. In the first case µ = µ+ and Proposition
5.8 implies that ψ is an isomorphism from (U , s) to U(r,+). Analogously in the second case µ = µ− and
(U , s) is isomorphic to U(r,−). Now assume that r satisfies (28). In this case 1 = µ(0,−1)µ(0,−m) = λ2.
Hence λ = 1 or λ = −1. In the first case (U , s) is isomorphic to U(r,+) and in the second case to U(r,−).

Now we apply the previous result to classify the superinvolutions on algebras of upper triangular
matrices. Let U be the elementary Z2-grading on UTn(F) induced by a tuple (g1, . . . , gn) of elements of
Z2 such that g1gn = g2gn−1 = · · · = gn−1g2 = gng1.
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Definition 5.19. [9, Definition 3.2] Let U = U0⊕U1 be an elementary Z2-grading on the algebra UTn(F)
of n × n upper triangular matrices. We define φ : U → U such that φ = φn−1, where φ0(eij) = eij and
for all k = 1, . . . , n− 1,
φk(eij) =


φk−1(eij) if eij /∈ Uk+11
−φk−1(eij) if eij ∈ Uk+11
If n = 2k then let
J =
(
Ik 0
0 −Ik
)
.
Now assume that U is an elementary grading on UTn(F) induced by a tuple (z1, . . . , zn) ∈ (Z2)n such
that z1 + zn = z2 + zn−1 = · · · = zn + z1. Then the map ∗ such that e∗ij = en+1−j,n+1−i is an involution
on U . Moreover if n = 2k the map ⋄ such that X⋄ = JX∗J is also an involution on U . [9, Corollary 3.1]
implies that ∗ := ∗φ and ⋄ := ⋄φ are superinvolutions on U .
Corollary 5.20. Let U be the elementary Z2-grading on UTn(F) induced by (g1, . . . , gn). Then U admits
a superinvolution if and only if g1 + gn = g2 + gn−1 = · · · = gn + g1.
(1) If n is odd then every superinvolution on U is equivalent to ∗;
(2) If n is even then every superinvolution on U is equivalent to ∗ or to ⋄.
Proof. Lemma 5.11 implies that if g1+gn = g2+gn−1 = · · · = gn+g1 then U admits a superinvolution.
Let s be a superinvolution on U . Theorem 5.18 implies that there exits an admissible pair (r, sgn) such
that (U , s) is isomorphic to U(r, sgn). The tuple r satisfies (25) or (28), this implies that g1 + gn =
g2 + gn−1 = · · · = gn + g1 = g0. If n is odd then sgn = +, the result now follows from Theorem 5.18. 
We remark that the above corollary is [9, Theorem 3.2], in that paper the field is assumed to be
algebraically closed of characteristic zero, here the field is assumed algebraically closed of characteristic
different from 2.
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