In this survey we consider a regularized Newton method for the approximate solution of the inverse problem to determine the shape of an obstacle from a knowledge of the far field pattern for the scattering of time-harmonic acoustic or electromagnetic plane waves. Our analysis is in two dimensions and the numerical scheme is based on the solution of boundary integral equations by a Nystrom method. We include an example of the reconstruction of a planar domain with a corner both to illustrate the feasibility of the use of radial basis functions for the reconstruction of boundary curves with local features and to connect the presentation to some of the research work of Professor David Elliott.
The inverse obstacle problem
The purpose of this survey is to introduce the reader to inverse obstacle scattering problems for time-harmonic waves by considering the case of two dimensions, that is, scattering of time-harmonic acoustic or electromagnetic waves by infinitely long cylindrical obstacles. Let us denote the cross section of the cylindrical obstacle by D and assume that D c DS 2 is a bounded and simply connected domain with boundary 3D of class C 2 . The simplest direct obstacle scattering problem for time-harmonic waves is, given an incident field u' as an entire solution of the Helmholtz equation, to find the total field u = u' + u s such that u satisfies the Helmholtz equation and the Sommerfeld radiation condition -£--iku°)=0, r = \x\, (1.3) or ) uniformly for all directions. In acoustics the Dirichlet condition corresponds to scattering from a sound-soft obstacle whereas in electromagnetics it models scattering from a perfect conductor with the electromagnetic field £-polarized parallel to the axis of the cylinder.
The Sommerfeld radiation condition ensures uniqueness of the solution to the scattering problem (1.1)-(1.3). Existence of a solution was established through boundary integral equation methods by Vekua, Weyl and Miiller in the 1950s. In particular, if the incident field u' is an entire solution to the Helmholtz equation, then there exists a unique solution u € C 2 (K 2 \D)PlC lQ! (IR 2 \D)forO < a < 1, that is, a solution which is Holder continuously differentiable up to the boundary. For details on uniqueness and existence we refer to [3, 4] and also to Section 4.
For the scattered wave, the Sommerfeld radiation condition (1.3) implies an asymptotic behavior in the form of an outgoing cylindrical wave
The function « OT , defined on the unit circle Q := [z € K 2 : |z| = 1}, is known as the far field pattern or scattering amplitude of the scattered wave u s . The inverse problem we are concerned with is, given the far field pattern H,*, of the scattered wave u s for one incoming plane wave u'(x) -e' kxd with incident direction d e fi, to determine the shape of the scatterer D. This is a model problem for applications in radar, sonar, geophysical exploration, medical imaging and nondestructive testing and is difficult to solve since it is nonlinear and improperly posed. It is nonlinear since the solution to the direct scattering problem depends nonlinearly on the boundary 3D, and it is improperly posed since the construction of the scattered wave u s from its far field pattern «<» is severely improperly posed. Of particular interest is the inverse obstacle scattering problem for frequencies in the resonance region, that is, for scatterers D and wave numbers k such that the wavelengths 2n/ k are of a comparable size to the diameter of the scatterer. In this intermediate frequency range, low frequency methods such as impedance tomography or high frequency methods such as physical or geometrical optics do not yield valid approximations. For a detailed study of this inverse obstacle scattering problem we refer to [4] .
Before we proceed we note that besides the Dirichlet condition (1.2) other boundary conditions need to be allowed and considered. For example, the Neumann condition models the scattering from a sound-hard obstacle by an acoustic wave or the scattering from a perfect conductor by an //-polarized electromagnetic wave. The scattering [3] Integral equation methods in inverse obstacle scattering 67 from penetrable obstacles is described by transmission conditions or by conductive and resistive boundary conditions.
Uniqueness
The first question to ask about the inverse obstacle scattering problem is that of uniqueness. This is of importance both for theoretical study and for the implementation of numerical algorithms. The following result is due to Schiffer. A variational approach to proving uniqueness for the inverse transmission problem was introduced by Isakov [13] and was simplified and also applied to the Neumann boundary condition by Kirsch and Kress [18] . In principle, the uniqueness proof in [18] (see also [4] ) proceeds in two steps: first, from the coincidence of the far field patterns for two obstacles D x and D 2 for all incident plane waves it is deduced that the far field patterns and hence the scattered waves also coincide for point sources as incident fields with the source located in the domain G as defined above. Then in the second step, assuming that D\ ^ £) 2 , a contradiction is obtained by letting the point sources tend to a point x* which is a boundary point of one of the obstacles but not of the other. Assume without loss of generality that x* e 3D, and x* & dD 2 . Then the well-posedness of the exterior boundary value problem with respect to the boundary dD 2 ensures that the scattered wave remains bounded (in a neighborhood of x*) as the incident source point approaches x*. On the other hand, by the boundary condition with respect to the boundary dDi, the scattered wave cannot remain bounded in x* when the incident source points tend to x*.
The methods of Isakov and of Kirsch and Kress have been extended to establish uniqueness for the inverse conductive and resistive boundary value problem by Hettlich [11] and by Gerlach and Kress [9] . They have also been used and appropriately modified by Colton, Kress and Monk [5] to prove uniqueness for the inverse electromagnetic scattering problem from a homogeneous orthotropic medium. Potthast [33] has developed a related reconstruction algorithm based on the idea of using point sources.
Employing the monotonicity property of the eigenvalues of the Laplacian for the Dirichlet boundary condition, Colton and Sleeman [6] have shown that if it is known that the scatterer D is contained in a disk of radius R such that kR is smaller than the smallest positive zero £ 0 = 2.404... of the Bessel function J o of order zero, then the far field pattern for one incident wave uniquely determines D (see also [4, Corollary 5.3] ). It remains a challenging open problem to establish uniqueness for one incident plane wave without assuming any a priori information.
Reconstruction methods
Given the success of integral equation methods for the solution of the direct obstacle scattering problem, it is not surprising that integral equations also play an important role in the approximate solution of the inverse scattering problem. In principle, two different approaches for the approximate solution of the inverse problem can be used. In the first group of methods the inverse obstacle problem is separated into the linear ill-posed part for the reconstruction of the scattered wave u 5 from its far field pattern Moo and the nonlinear well-posed part for finding the location of the boundary 3D of the scatterer from the boundary condition (1.2) for the total field u' + u s . For an extensive study of typical examples for this approach we refer the reader to [4] . In the second group of methods the inverse obstacle problem is considered as an ill-posed nonlinear operator equation. Each algorithm of this second group requires the solution of the direct scattering problem at each step of the iteration method used to arrive at an approximate solution. Hence until a few years ago these methods seemed to be too computationally costly to be competitive with the first group of methods and therefore research concentrated mainly on the first group. However, with the advances being made in computers, computing time becomes a less important issue and therefore recently the application of methods such as regularized Newton iterations to inverse obstacle scattering has been more intensively investigated. Therefore, in this survey, we will outline some of the analysis required for the implementation of Newton-type methods in inverse obstacle scattering. For a more extensive survey we refer the reader to [25] .
For a fixed incident field «', the solution to the direct scattering problem defines [5] Integral equation methods in inverse obstacle scattering 69 an operator F : dD \-+ M,*, which maps the boundary 3D of the scatterer D onto the far field pattern Uoo. In terms of this operator, given a far field pattern M TO , the inverse problem consists of solving the equation
for the unknown boundary 3D. A parametrization of the boundary curve is needed both for the theoretical investigation and the numerical solution of (3.1). For simplicity, we assume the scatterer to be starlike with respect to the origin. However, we note that the following analysis can be extended to a wider class of boundary representations. We parametrize
with some function r e C+(£2) where C+(£2) denotes the cone of twice continuously differentiable functions r : £2 -»• (0, oo). Then we can view F as a nonlinear operator from C 2 (fi) into L
(J2) and will write F(r) instead of F(dD).
The choice of the image space L 2 (f2) is dictated by its suitability to describe errors in the measured far field data.
We now summarize the basic properties of the operator F. Rainer Kress [6] in OS 2 \ D satisfying the Sommerfeld radiation condition and the Dirichlet boundary condition
where h(r(z)) = h(z) z, z e £2, and v denotes the outward unit normal to dD.
For a proof via Hilbert space methods we refer to [4, Theorem 5.7] and to Kirsch [16] . Proofs by boundary integral equation methods were first given by Potthast [30, 31] and can also be found in [21, 22] . The boundary condition (3.2) can be formally obtained by differentiating the boundary condition (1.2) with respect to r and, of course, is related to Hadamard's classical variational formula in fluid dynamics from 1912. The analysis on the differentiability with respect to the boundary has also been extended to other boundary conditions with appropriate changes in the resulting boundary condition for the derivative (see [29, 32] ).
fi) is injective and has dense range.
These properties of the derivative are of relevance for the application of regularization techniques to the linearized version of (3.1). For proofs we refer to [15, 26] and note that the injectivity is a consequence of the boundary condition (3.2) and Holmgren's uniqueness theorem. Since F'(r) h is a far field pattern, the Frechet derivative represents a compact operator F'(r):
(Q). In Newton's method, in the usual fashion, the nonlinear equation (3.1) is replaced by the linearized equation
which has to be solved for h in order to improve an approximate boundary curve given by the radial function r into the new approximation given by f = r + h. Then Newton's method consists of iterating this procedure. However, since F'(r) is compact, the linear equation (3.3) is ill-posed. Therefore regularization techniques such as Tikhonov regularization or singular value cut-off have to be applied. Using Tikhonov regularization, the ill-posed equation (3.3) is stabilized through replacing it by the penalized equation
where [F'(r n )]* denotes the L 2 adjoint of F'(r) and a > 0 is a small regularization parameter. In practice, the parameter a is mostly chosen either by a discrepancy principle or by trial and error. [7] Integral equation methods in inverse obstacle scattering 71
For an analysis on how to adjust the choice of the regularization parameter to the number of iteration steps and for the convergence of regularized Newton schemes for general ill-posed nonlinear operator equations and possible applications to inverse obstacle scattering we refer to [2, 12] .
In practical computations h is taken from an appropriately chosen finite dimensional subspace W N c C has to be solved for the coefficients a x ,... , a N e R by Tikhonov regularization, that is, by a penalized least squares method. In order to set up the linear system (3.5) computationally, in each iteration step the direct scattering problem for the boundary 3D given by the radial function r has to be approximately solved for the evaluation of F(r)(zi) and to obtain the normal derivative du/dv of the total field u which enters the boundary condition (3.2) for the Frechet derivative. In addition, for the matrix entries (F'(r) hj)(zd one has to solve N Dirichlet problems for the same boundary 3D and different boundary values given by (3.2) for the basis functions h = h s •,, j = 1,... , N. In principle, these computations can be done by any numerical method for solving the exterior Dirichlet problem for the Helmholtz equation. However, we recommend using a boundary integral equation approach as described in [4] . We will comment on this in the following section.
For more details on the numerical implementation of the above method and for numerical examples the reader is referred to [17, 21, 22] . The Newton method has also been extended and successfully tested for other boundary conditions [29] and for scattering from cracks [23, 24, 28] . All these numerical examples include testing the stability of the method with respect to erroneous far field data. The numerical performance indicates that the accuracy of the reconstructions obtained by the regularized Newton method is superior to those obtained by methods of the first group mentioned at the beginning of this section.
Most of the numerical reconstructions mentioned above use trigonometric polynomials for the approximating space W N . For a more accurate reconstruction of details of the boundary curve it might be advantageous to replace the global trigonometric functions by functions with a more local structure. In order to illustrate this, we choose a radial basis function in the form of a periodic Gaussian function
with some y > 0 and use approximations where f, = 2nj /N. [8] For the following numerical example the boundary curve actually has a comer and is given by the parametric representation x ( 0 = ( 2 s i n -, -s i n M , 0 < t < 2n, which describes a drop-shaped starlike curve. For the solution of the boundary integral equations in each iteration step we used the Nystrom method on an equidistant mesh with 32 grid points. In order to avoid committing an inverse crime (see [4, p. 133] ), for generating the synthetic data «<» for the exact boundary curve (3.7) with a comer, we used a graded mesh with 128 grid points and a different coupling parameter r) (see (4.2) and (4.4)). As an initial guess for the Newton iteration we chose the unit circle. As a stopping rule for the number of iterations we used the residual R := || F(r) -u^ || /.2 (n) and terminated the iterations when the difference of the value of R for two consecutive iterations was less than a tolerance value 8, say 8 = 10~4. N = l2,y = 1, a = 0.01 FIGURE 2. Reconstruction of a drop-shaped domain for k = 3
In the figures above, the dashed lines give the exact boundary curve and the full lines give the reconstructions. The arrows indicate the incident directions d. The figures confirm that the basis functions (3.6) are suited to reconstruct the shape of the corner despite the fact that they do not allow the exact representation of the corner. The figures illustrate that increasing the wave number, that is, decreasing the wave length leads to a better recovery of details of the scatterer at the possible expense of poorer reconstructions in the shadow region.
Boundary integral equations
We will conclude with some remarks on the solution of the direct boundary value problems required for the computation of the right-hand sides F(r)(zj) and the matrix elements (F'(r) /i/)(z,). The fundamental solution to the Helmholtz equation in two dimensions is given by where // 0 (l) is the Hankel function of order zero and of the first kind. Recall that by v we denote the outward unit normal to 3D. The classical approach to solving the exterior Dirichlet problem is to seek the solution in the form of a combined acoustic double-and single-layer potential These integral operators are compact since they have weakly singular kernels. Therefore the existence of a solution can be established by the Riesz-Fredholm theory for compact operators by showing that the homogeneous form of (4.2) admits only the trivial solution.
In addition to transforming the direct scattering problem into integral equations by the above layer approach (for the scattered wave u s with boundary condition u s = -u 1 on 3 D) it is also possible to obtain integral equations using the so-called direct method. From Green's formula for solutions to the Helmholtz equation it can be deduced that for the scattering of an entire field u' from a sound-soft obstacle D we have the representation
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u' + u s = 0 on 3D, it can be seen that the normal derivative ty = du/dv satisfies the integral equation Using (4.4) has the advantage of yielding immediately approximate values for the normal derivative of the total field, which enters the boundary condition (3.2) for the Frechet derivatives. For the solution of the boundary value problem (3.2) we suggest using the integral equation (4.2) (with the right-hand side/ = -v • hj du/dv). If we used the integral equation derived from the Green's representation formula here we would be faced with the problem that the corresponding right-hand sides require the numerical computation of the normal derivative of a combined double-and singlelayer potential (see [3, p. 103] ). Note that the same problem would come up in the computation of the boundary values in (3.2) if we used (4.2) instead of (4.4) for the evaluation of F(z)(x,). To avoid the need to set up the matrix for the numerical evaluation of the normal derivative of the combined double-and single-layer potential, we think it preferable to use two adjoint integral equations which simply lead to two transposed matrices in the approximating linear systems. Hence the solution of the second linear system which has to be done simultaneously for N different right-hand sides corresponding to setting h = hj, j = 1,... , N, can be performed cheaply by an L ^-decomposition for the matrix of the first system. Using a parametric representation 3D = [x(t) : 0 < t < 2n], where it is tacitly assumed that the parameter / is equivalent to arc length on the boundary in the sense that there exist positive constants C\ and c 2 such that c\t < s < c 2 t, both integral equations (4.2) and (4.4) can be brought into a form [4, 19] . In particular, if the boundary curve is analytic this Nystrom method for the obstacle scattering problem converges exponentially when the number of grid points is increased, that is, the number of correct digits in the approximate solution is doubled if the number of grid points is doubled. In our example we used this method in each Newton step since the boundaries generated by the shape functions (3.6) are analytic.
For domains with corners, however, due to the singularity of the solution at the corner a quadrature method based on an equidistant grid yields only very poor convergence. Therefore, in order to increase the numerical efficiency, the equidistant mesh has to be replaced by a graded mesh. The simplest way to create a grading is to substitute new variables t = w(s), x = w(a), (4.6) where the function w : [0, 2n] -*• [0, 2n] is bijective, strictly monotonically increasing and infinitely differentiable such that the derivatives of w at the end points of the interval [0, 2n] vanish up to a certain order p. Because of their S-shape, David Elliott [7] suggested calling functions of this type sigmoidal functions. After substituting (4.6) for the transformed integral equation in the variables s and a, the Nystrom method on a equidistant grid can be applied and leads to a rapid convergence provided the order p is chosen appropriately. For details on the numerical implementation and for an error analysis we refer to [4, 20] . In our example we used this method for generating the synthetic data Ux, for the exact drop-shaped boundary curve (3.7). Related Nystrom methods on a graded mesh have been considered and investigated in [1, 10, 14, 27] . The kernel of the double-layer integral operator K in a domain with a corner has a Mellin-type singularity at the corner and is no longer compact in the space of continuous functions. Hence an appropriate general tool to analyze the convergence and the error occurring in the Nystrom method on a graded mesh for the double-layer potential operator is the Mellin transform. This has been successfully demonstrated by Elliott and Prossdorf [8] .
