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8Résumé
Cette thèse relate certains aspects liés à l’analyse post-Pareto issue de Pro-
blèmes d’Optimisation Vectorielle.
Un Problème d’Optimisation Vectorielle (POV) consiste à optimiser une fonc-
tion vectorielle F définie sur un ensemble arbitraire G, et à valeurs dans un es-
pace vectoriel ordonné H. Lorsque H = Rr est muni de l’ordre produit, nous
parlons de Problème d’Optimisation Multicritères (POM). Plus précisément, si
∅ 6= X ⊂ G est l’ensemble admissible du (POM), et si le (POM) est un problème
de minimisation déterministe, nous notons
(POM) MINx∈X
(
F (x) = (F 1(x), F 2(x), . . . , F r(x))
)
.
L’ensemble des solutions de ce problème (appelé ensemble de Pareto) est composé
des solutions admissibles qui assurent un certain équilibre entre les objectifs : il
est impossible d’améliorer la valeur d’un objectif sans détériorer celle d’un autre.
Autrement dit, x∗ ∈ X est une solution de Pareto pour (POM) si, et seulement
si, il n’existe pas de x ∈ X tel que
F j(x) ≤ F j(x∗) ∀j = {1, . . . , r} et F i(x) < F i(x∗) pour un i ∈ {1, . . . , r}
L’ensemble de Pareto est souvent très grand (infini) et son image par la fonction
vectorielle F est une partie de la frontière de l’image F (X) (la partie sud-ouest
lorsque r = 2 ).
D’un point de vue technique, chaque solution de Pareto est acceptable.
Nous nous posons alors le problème de la sélection de l’une d’entre elles : en
supposant l’existence d’un décideur qui aurait son propre critère de décision
F 0 : G → R, nous considérons le problème post-Pareto 1 (D) de minimiser
cette fonctionnelle sur l’ensemble de Pareto du (POM). Autrement dit, nous
considérons le Problème d’Optimisation
(D) min
x∈P
F 0(x),
où P représente l’ensemble des solutions de Pareto du (POM).
Dans le cas Déterministe, le problème d’optimiser sur un ensemble de Pa-
reto a fait l’objet de nombreuses études ces dernières décennies. Ces problèmes
sont considérés comme difficiles car l’ensemble de Pareto est généralement non-
convexe, il peut-être non-borné, et est rarement explicitement connu.
1. Johan Philip fut le premier en 1972 ([102]) à considérer un Problème d’Optimisation
post-Pareto, et a inspiré de nombreux papiers [1, 7, 16, 17, 18, 13, 25, 42, 46, 47, 70, 77, 78]
(voir [113] pour une bibliographie significative)
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n’a été abordé que très récemment en raison de la difficulté supplémentaire pour
prendre en compte l’incertitude.
Dans cette thèse, nous considérons le Problème d’Optimisation post-Pareto
Stochastique (S) qui vise à minimiser l’espérance Mathématique d’une fonction
aléatoire réelle sur l’ensemble de Pareto d’un (POM) Stochastique.
Autrement dit, pour un vecteur aléatoire ξ donné, nous nous posons le Pro-
blème d’Optimisation suivant
(S) min
x∈E
E[F 0(x, ξ(·))],
où E est l’ensemble des solutions de Pareto du (POMS)
MINx∈X
(
E[F (x, ξ(·))] = (E[F 1(x, ξ(·))],E[F 2(x, ξ(·))], . . . ,E[F r(x, ξ(·))])
)
,
où pour chaque x ∈ X fixé, E[F j(x, ξ(·))] (j ∈ {0, . . . , r})] est l’espérance Ma-
thématique de la variable aléatoire réelle ω 7→ F j(x, ξ(ω)).
Comme il est rarement possible de pouvoir définir explicitement l’espérance
Mathématique d’une fonction aléatoire, ces Problèmes d’Optimisation post-Pareto
Stochastiques sont très difficiles à résoudre.
Notre stratégie de résolution est la suivante :
– introduire une suite de problèmes déterministes équivalents obtenus à l’aide
de la méthode de Monte-Carlo : dans le Chapitre 2 nous montrons que toute
valeur d’adhérence de toute suite de solutions optimales (resp. la suite de
valeurs optimales) issue des problèmes obtenus par Monte-Carlo converge
presque sûrement vers une solution optimale (resp. la valeur optimale) du
problème (S).
– proposer un algorithme pour encadrer la valeur optimale d’un Problème
d’Optimisation post-Pareto Déterministe : dans le Chapitre 3 nous prou-
vons que notre algorithme finit toujours en un nombre fini d’étapes, puis
nous montrons qu’il est aisément adaptable au cas post-Pareto Stochas-
tique.
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Post-Pareto Analysis in Stochastic
Multi-Objective Optimization : Theoretical
Results and Algorithms
Abstract
This thesis explore related aspects to post-Pareto analysis arising from Vector
Optimization Problem.
A Vector Optimization Problem (POV) is to optimize a vector objective func-
tion F defined on an arbitrary set G, and taking values in a partially ordered
set H. When H = Rr is endowed with the product ordering, we talk about
Multi-Criteria Optimization Problem (MOP). For a Deterministic Minimization
Problem, we note
(MOP ) MINx∈X
(
F (x) = (F 1(x), F 2(x), . . . , F r(x))
)
,
where ∅ 6= X ⊂ G is its feasible set.
Its solution set (called Pareto set) consists of the feasible solutions which
ensure some sort of equilibrium amongst the objectives. That is to say, Pareto
solutions are such that none of the objectives values can be improved further
without deteriorating another. In other words, x∗ ∈ X is said to be Pareto
solution for (MOP) if, and only if there is no element x ∈ X satisfying
F j(x) ≤ F j(x∗) ∀j = {1, . . . , r} and ∃ i ∈ {1, . . . , r}F i(x) < F i(x∗).
The Pareto set is often very large (may be infinite, and even unbounded) and
its image by the vector objective function F is a part of the boundary of the
image F (X) (in the case r = 2 the southwestern part).
Technically speaking, each Pareto solution is acceptable.
The natural question that arises is: how to choose one solution? One possible
answer is to optimize an other objective over the Pareto set 2. Considering the
2. Johan Philip was the first in 1972 [102] to consider post-Pareto Optimization Problem,
and has been followed by many authors in many papers [1, 7, 16, 17, 18, 13, 25, 42, 46, 47, 70,
77, 78] (see [113] for an extensive bibliography)
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existence of a decision-maker with its own criteria F 0 : G→ R, we deal with the
post-Pareto Optimization Problem (D) of minimizing the real-valued function
F 0 over the Pareto set. That is to say, we deal with the following Optimization
Problem:
(D) min
x∈P
F 0(x),
where P is the set of Pareto solutions associated with (MOP).
In the Deterministic case, the problem of optimizing a scalar objective over
the Pareto set has been intensively studied the last decades. This problem is
difficult due to the fact that the Pareto set is not described explicitly and is
generally not convex (even in the linear case).
Contrast to the Deterministic case, post-Pareto Stochastic Optimization Prob-
lem has just been studied due to the further difficulty to take into account the
uncertainty.
In this thesis, we consider the post-Pareto Stochastic Optimization Problem
(S) of minimizing the expectation of a scalar random function over the Pareto
set associated with a Stochastic (MOP), where each objective is given by the
expectation of a scalar random function. In other words, for a given random
vector ξ, we deal with the following Optimization Problem:
(S) min
x∈E
E[F 0(x, ξ(·))],
where E is the set of Pareto solutions associated with the following (SMOP )
MINx∈X
(
E[F (x, ξ(·))] = (E[F 1(x, ξ(·))],E[F 2(x, ξ(·))], . . . ,E[F r(x, ξ(·))])
)
,
where for each fixed x ∈ X, E[F j(x, ξ(·))] (j ∈ {0, . . . , r}) is the expectation of
the scalar random variable ω 7→ F j(x, ξ(ω)).
Since the closed form of an expected value function is rarely possible to com-
pute, post-Pareto Stochastic Optimization Problems are very difficult to solve.
Our resolution strategy is as follows:
– to introduce a sequence of equivalents Deterministic Problems obtained
with the Sample Average Approximation method: in Chapter 2 we show
that every cluster point of any sequence of optimal solutions (resp. the se-
quence of optimal values) of the Sample Average Approximation problems
converges almost surely to an optimal solution (resp. the optimal value) of
problem (S).
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– to look for the optimal value of a post-Pareto Optimization Problem: in
Chapter 3 we first propose an outcome deterministic algorithm, and we
prove that it always terminates in a finite number of steps. Finally we
show that it can be easily suited to the post-Pareto Stochastic case.
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Introduction
Un trajet, la forme d’un objet, le contrôle aérien, la consommation d’un mo-
teur, la régulation des feux tricolores, le choix d’un investissement économique,
ainsi que tous les systèmes susceptibles d’être modélisés sont optimisés. Pour-
quoi se priver d’une configuration idéale permettant un gain de temps, d’argent
et d’énergie ? La meilleure configuration existe-t-elle ? Comment la déterminer ?
Les réponses à ces questions se trouvent dans le vaste chapitre de l’Opti-
misation à un ou plusieurs critères, qui inclut parmi d’autres l’optimisation en
dimension finie ou infinie, l’optimisation continue ou combinatoire, l’optimisation
linéaire, quadratique, convexe, algébrique, à plusieurs niveaux...
Cette branche des Mathématiques découpée en une multitude de sous disci-
plines qui s’entrecroisent a connu un essor important ces dernières années avec
l’avènement de l’ordinateur, et connaît une abondance d’applications dans bien
des domaines (Chimie, Physique, Aéronautique, Informatique, Militaire...). Cela
vient du principe même de l’Optimisation : choisir parmi l’ensemble des alter-
natives réalisables celle qui permettra d’atteindre la meilleure configuration pos-
sible, ou tout au moins trouver le meilleur compromis entre plusieurs exigences
souvent contradictoires. Parler d’Optimisation signifie donc implicitement parler
de choix et de critères de comparaison qui permettront de les comparer.
Les premiers Problèmes d’Optimisation auraient été formulés par le mathéma-
ticien Grec Euclide 3 au IIIe siècle avant notre ère. L’histoire retient également
le nom d’Héron d’Alexandrie (année 100 après J.C.) qui énonça le principe
du plus court chemin dans le contexte de l’optique : ”Le chemin le plus court qui
lie un point P à un point Q et qui contient un point d’une droite d donnée, est
tel qu’au point de réflexion sur la droite d, l’angle incident égal l’angle réfléchi.”
L’application qui intervient dans ce principe associe à chaque pointM de d la
somme des distances de P à M et de M à Q. H. d’Alexandrie a explicitement
déterminé quel point de d la rend minimale.
3. Euclide a rédigé l’un des plus célèbres textes de l’histoire des Mathématiques : les Élé-
ments d’Euclide, œuvre constituée de 13 livres organisés thématiquement.
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Il semblerait que ce soit les premières traces écrites de l’Optimisation, ou tout
du moins le premier problème a avoir été considéré scientifiquement.
Au début du XVIIe siècle, le Prince des amateurs Pierre de Fermat (1605 ?-
1665) s’est intéressé au principe du plus court chemin. Partant du fait que la
nature choisit toujours la voie la plus courte et la plus simple, il modifia son
énoncé par un principe Physique qui porte aujourd’hui son nom : "La lumière se
propage d’un point à un autre sur des trajectoires telles que la durée du parcours
soit localement minimale".
P. de Fermat fut l’un des premiers à avoir étudié des courbes par le biais
d’équations et à se poser le problème de tangence aux courbes (on parlait à
l’époque de touchante plutôt que de tangente). Ce fut le point de départ de la
notion de nombre dérivé et du calcul d’extremums d’une fonction. Sa méthode des
extremums (1638) (Condition Nécessaire d’optimalité pour des polynômes réels
d’une variable réelle) deviendra par la suite le fondement du calcul différentiel.
A la fin du XVIIe siècle, les premiers outils de résolution de certains Pro-
blèmes d’Optimisation relatifs à la Géométrie et à la Physique furent donnés par
l’allemand Gottfried Wilhelm Leibniz (1646-1716) qui énonça une Condition
Nécessaire du premier ordre sans contrainte : "la dérivée d’une application est
nécessairement nulle en un point de minimum local", ainsi que par l’anglais Isaac
Newton (1643-1727) qui mit au point une méthode itérative pour déterminer les
zéros locaux d’une application. Quarante ans après les travaux de P. de Fermat,
ces deux figures emblématiques des Mathématiques ont "inventé", simultanément
mais néanmoins indépendamment, le Calcul Différentiel. Le procès de 1713 entre
les deux hommes pour en déterminer la paternité est resté célèbre.
En 1696, Johann Bernoulli (1667-1748), mathématicien et physicien Suisse,
se pose le problème de déterminer parmi toutes les courbes joignant deux points
donnés dans un plan vertical, celle que devra nécessairement suivre un point
matériel placé dans un champ de pesanteur uniforme, glissant sans frottement et
sans vitesse initiale, pour qu’il présente un temps de parcours minimal entre ces
deux points.
Durant le XVIIIe siècle, les travaux des mathématiciens Leonhard Euler
(1707-1783) et Joseph-Louis Lagrange (1736-1813) mènent au Calcul Varia-
tionnel, une branche de l’Analyse Fonctionnelle regroupant certaines techniques
d’Optimisation.
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En 1744, L. Euler apporte une contribution particulièrement fondatrice dans
le calcul des variations, qui inclut l’un de ses résultats les plus célèbres : l’équa-
tion d’Euler-Lagrange.
J.L. Lagrange s’appuie sur ces résultats préliminaires pour étendre en 1797
la Condition Nécessaire d’optimalité de G.W. Leibniz à certains Problèmes
d’Optimisation avec contraintes d’égalité.
Tout le XIXe siècle fut marqué par l’intérêt croissant des écono-
mistes pour les Mathématiques. Ceux-ci mettent en place des mo-
dèles qu’il convient d’optimiser. Jusqu’alors, le développement des
méthodes Mathématiques n’avait jamais été si important.
Antoine-Augustin Cournot (1801-1877), mathématicien et économiste Fran-
çais, a influencé les réflexions de Léon Walras (1834-1910), désigné plus tard
comme le plus grand de tous les économistes. Dans son livre "Recherches sur les
principes mathématiques de la théorie des richesses (1838)", il définit pour la
première fois les mécanismes du marché (l’offre et la demande) comme des rela-
tions entre des fonctions Mathématiques. Ses théories sur l’offre et la demande
sont aujourd’hui devenues de grands classiques.
En dépit des développements technologiques incessants, l’Optimisation Mono-
Objectif a montré ses limites dans des situations très fréquentes où plus d’un
objectif est à considérer : la qualité des résultats et des prédictions dépend de la
pertinence du modèle, et certains systèmes sont si complexes qu’il est impossible
de les modéliser correctement sans considérer simultanément plusieurs objectifs.
Il faudra cependant attendre la fin du XIXe siècle pour que des méthodes
d’aide à la décision soient mises en place pour des problèmes faisant interve-
nir plusieurs objectifs. Mais les objectifs sont souvent en conflit les uns avec les
autres, et une "meilleure" solution pour un objectif peut s’avérer plutôt mauvaise
pour les autres.
C’est le cœur de la difficulté dans l’approche Multi-Objectifs.
La notion d’optimalité perd de ce fait tout son sens, laissant place à celle
d’efficience. Les racines de cette nouvelle notion se trouvent dans les travaux des
économistes Francis Ysidro Edgeworth (1845-1926) et Vilfredo Pareto 4.
V. Pareto a apporté de nombreuses contributions importantes, notamment
en économie, et plus particulièrement dans l’analyse des choix individuels. En
4. économiste italien né à Paris le 15 juillet 1848 et mort à Céligny (Suisse) le 19 août 1923.
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1906, il a introduit le concept d’équilibre qui porte aujourd’hui son nom : état
de la société dans lequel on ne peut pas améliorer le bien-être d’un individu sans
détériorer celui d’un autre.
C’est en 1939, dans son mémoire de Master, que William Karush (1917-
1997) généralise la méthode des multiplicateurs de Lagrange qui ne permettait
jusque là que des contraintes d’égalité. W. Karush est également connu pour
sa contribution dans les conditions de Karush-Kuhn-Tucker.
Il faudra attendre 1951 et les travaux de Harold W. Kuhn (1925-2014) et
Albert W. Tucker (1905-1995) pour que ces Problèmes Multi-Objectifs soient
mathématiquement développés. Depuis cette période, l’Optimisation est devenue
un pilier des Mathématiques Appliquées et a fait l’objet de nombreuses études,
jouant aujourd’hui un rôle fondamental en économie et microéconomie, dans l’in-
dustrie et l’ingénierie, en statistiques, en théorie des jeux, ou encore en théorie
du contrôle.
En théorie comme en pratique, les résultats concernant l’Optimisation Mono-
Objectif sont nombreux, et souvent le "meilleur" élément existe et peut même
être déterminé explicitement.
Cependant, les modèles considérés n’ont rarement qu’un seul objectif : plu-
sieurs critères souvent contradictoires doivent être optimisés simulta-
nément. C’est le principe même de l’Optimisation Multi-Objectifs.
Le nombre de solutions efficientes d’un Problème d’Optimisation Multi-Objectifs
est rarement fini : toute solution efficiente (ou de Pareto) est optimale au sens où
aucune amélioration ne peut être effectuée sur un objectif sans en dégrader au
moins un autre. De ce fait, les solutions de Pareto ne sont pas comparables entre
elles, et d’un point de vue technique, chacune constitue une "meilleure" solution.
Nous nous posons naturellement la question suivante :
Comment prendre la meilleure décision quand elle n’existe pas ?
En pratique, il est souvent nécessaire d’en choisir UNE. Si chaque ob-
jectif est la représentation du critère d’un agent humain, il est très sage pour le
décideur de faire son choix sur l’ensemble de Pareto car personne ne pourra le
lui reprocher. En effet, si un agent demandait l’amélioration de son critère, le
décideur lui rétorquerait que le cas échéant, il dégraderait forcément celui d’un
autre agent.
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Il est alors nécessaire de mettre en place une méthode pour prendre
la décision la plus juste ou la plus souhaitable.
Pour cela, Johan Philip propose en 1972 [102] de faire appel à un autre
critère d’évaluation 5 qu’il convient d’optimiser sur l’ensemble de Pareto. Depuis
lors, ces Problèmes d’Optimisation post-Pareto connaissent un essor fulgurant
dans tous secteurs concernés par ces Problèmes Multi-Objectifs de grande en-
vergure, et pour lesquels les décisions doivent être optimales. Ainsi, le travail
Mathématiques a un effet direct sur la mise au point d’algorithmes répondant
spécifiquement aux besoins de l’industrie.
En Optimisation Déterministe, les fonctions et les variables sont explicite-
ment connues, mais l’incertitude est inhérente à la réalité où les phénomènes
observés sont perturbés aléatoirement. C’est justement ce qui a donné naissance
à l’Optimisation Stochastique, dont le but est précisément d’étudier des Pro-
blèmes impliquant des Objectifs aléatoires.
Prendre une décision optimale dans un environnement évolutif et
aléatoire est un problème soulevé aussi bien par les agents que par le
décideur. Trouver une réponse à cette problématique est un véritable
défi pour les chercheurs.
Numériquement très populaire, la Méthode de Monte-Carlo est reconnue
comme l’une des méthodes les plus efficaces pour résoudre des Problèmes d’Op-
timisation Stochastique à un seul Objectif. Cependant, cette Méthode n’a reçu
que très peu d’attention pour des Problèmes Multi-Objectifs Stochastique.
C’est un des aspects étudié dans cette thèse : nous considérerons un Problème
d’Analyse post-Pareto Stochastique. Plus précisément, nous nous poserons le
problème de minimiser l’espérance Mathématique d’une fonction aléatoire réelle
sur l’ensemble de Pareto d’un Problème d’Optimisation Multi-Objectifs Stochas-
tique, dont chaque objectif est l’espérance Mathématique d’une fonction aléatoire
réelle.
Jusqu’à présent, seul le cas Déterministe a été considéré. Résoudre un Pro-
blème d’Optimisation post-Pareto Déterministe est déjà très difficile car l’en-
semble de Pareto n’est généralement pas convexe, et peut même être non borné.
Le cas Stochastique l’est encore plus car les fonctions considérées dépendent non
seulement des variables de décisions, mais aussi de variables aléatoires. Comme
l’espérance Mathématique d’une fonction aléatoire est très souvent abstraite, ces
Problèmes d’Optimisations post-Pareto Stochastique sont très souvent impos-
sibles à résoudre directement.
5. celui du décideur par exemple
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Ce mémoire regroupe les travaux de recherche qui consistent d’une part à
proposer une suite de problèmes déterministes obtenus via la méthode de Monte-
Carlo, et d’autre part à mettre en place un modèle numérique pour déterminer
leurs valeurs optimales.
Notre étude sera échelonnée comme suit :
1. Le type d’approche que nous développerons vise à minimiser l’espérance
d’une fonction aléatoire réelle sur l’ensemble de Pareto associé à un Pro-
blème d’Optimisation Multi-Objectifs Stochastique (POMS), dont les ob-
jectifs sont définis par des espérances de fonctions aléatoires. Autrement
dit, nous nous intéresserons au Problème d’Optimisation post-Pareto Sto-
chastique :
(S) min
{
E
[
F 0
(
x, ξ(·)
)]∣∣∣∣x ∈ ARGMINRr+E
[
F
(
X, ξ(·)
)]}
,
où ξ : Ω → Rd est un vecteur aléatoire défini sur un espace de probabilité
(Ω,F ,P), x ∈ Rn est un vecteur déterministe qui représente les variables
de décisions, E
[
F 0
(
x, ξ(·)
)]
est pour chaque x ∈ Rn fixé, l’espérance de
la variable aléatoire réelle ω 7→ F 0(x, ξ(ω)), et ARGMINRr+E
[
F
(
X, ξ(·)
)]
est l’ensemble des solutions efficientes (au sens de Pareto) associées au
(POMOS) MINx∈XE
[
F
(
x, ξ(·)
)]
,
où l’ensemble admissible X est un sous-ensemble de Rn, et les objectifs
sont donnés par
Rn × Ω 3
(
x, ω
)
7→ F
(
x, ξ(ω)
)
=
(
F 1
(
x, ξ(ω)
)
, . . . , F r
(
x, ξ(ω)
))
∈ Rr,
où F i : Rn×Rd → R est une fonction aléatoire réelle pour tout i = 1, . . . , r.
Une des missions de notre première contribution sera de proposer une suite
de problèmes telle que toute suite de solutions optimales (resp. la suite
des valeurs optimales) converge vers une solution optimale (resp. la valeur
optimale) du problème (S).
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Pour cela, nous définirons rigoureusement les fonctions suivantes en utili-
sant la Méthode de Monte-Carlo :
Fˆ 0N : Rn × Ξ˜→ R
(x, ξ˜) 7→ Fˆ 0N(x, ξ˜) :=
1
N
N∑
k=1
F 0(x, ξk),
FˆN : Rn × Ξ˜→ Rr
(x, ξ˜) 7→ FˆN(x, ξ˜) := 1
N
N∑
k=1
(
F 1(x, ξk), . . . , F r(x, ξk)
)
,
où Ξ˜ 3 ξ˜ = (ξ1, ξ2, . . . ) est un processus aléatoire dont chaque composante
est distribuée indépendamment et identiquement au vecteur aléatoire ξ.
Pour chaque N ≥ 1 et ξ˜ ∈ Ξ˜ fixés, nous étudierons le Problème d’Optimi-
sation post-Pareto Déterministe
(SN(ξ˜)) min
{
Fˆ 0N(x, ξ˜)
∣∣∣∣x ∈ ARGMINRr+FˆN(X, ξ˜)
}
,
où ARGMINRr+FˆN(X, ξ˜) est l’ensemble des solutions de Pareto du Problème
d’Optimisation Multi-Objectifs
(SAA−NPOMO) MINx∈XFˆN(x, ξ˜)
obtenu par la Méthode de Monte-Carlo.
Dans le Chapitre 2 nous démontrerons que les problèmes déterministes
(SN(ξ˜)) permettent d’approcher le problème (S), au sens où toute va-
leur d’adhérence de toute suite de solutions optimales issue des problèmes
(SN(ξ˜)) est presque sûrement une solution optimale pour le problème (S).
Ainsi, la suite des valeurs optimales des problèmes (SN(ξ˜)) converge presque
sûrement vers la valeur optimale du problème (S) quand N tend vers l’in-
fini.
Nous aurons dans un premier temps à montrer que la distance de Hausdorff-
Pompeiu entre les ensembles de Pareto
ARGMINRr+E
[
F
(
X, ξ(·)
)]
et ARGMINRr+FˆN(X, ξ˜)
tend vers zéro presque sûrement lorsque N tend vers l’infini. Autrement
dit, nous montrerons que
(a) la déviation entre les ensembles de Pareto
ARGMINRr+E
[
F
(
X, ξ(·)
)]
et ARGMINRr+FˆN(X, ξ˜)
tend vers 0 presque sûrement quand N tend vers l’infini, et
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(b) la déviation entre les ensembles de Pareto
ARGMINRr+FˆN(X, ξ˜) et ARGMINRr+E
[
F
(
X, ξ(·)
)]
tend vers 0 presque sûrement quand N tend vers l’infini.
Pour démontrer le premier point, nous utiliserons des résultats provenant
de l’Analyse Multivoque, et nous supposerons que toutes les fonctions consi-
dérées sont continues sur l’ensemble admissible X supposé compact.
Dans le second point traité, nous supposerons de plus que le (POMOS)
est strictement convexe, c’est à dire que l’ensemble admissible X est un
ensemble convexe, et que chaque composante de la fonction vectorielle
F = (F 1, F 2, . . . , F r) est strictement convexe. Les Théorèmes de scalarisa-
tion pour les Problèmes Vectoriels convexes nous permettront de conclure.
Notons que pour notre Problème d’Optimisation sur l’ensemble de Pa-
reto, il est nécessaire que la distance de Hausdorff-Pompeiu entre les
ensembles ARGMINRr+E
[
F
(
X, ξ(·)
)]
et ARGMINRr+FˆN(X, ξ˜) tende vers
zéro pour que toute solution efficiente (au sens de Pareto) du (POMOS)
soit une limite d’une suite de solutions efficientes du (SAA − NPOMO),
et pour que toute valeur d’adhérence de suite de solutions efficientes du
(SAA−NPOMO) soit une solution efficiente du (POMOS).
Ainsi, nous pourrons conclure que toute valeur d’adhérence de toute suite
de l’ensemble argmin(Fˆ 0N(x, ξ˜)|x ∈ ARGMINRr+(FˆN(X, ξ˜))) appartient à
l’ensemble argmin(E[F 0(X, ξ(·))]|x ∈ ARGMINRr+(E[F (X, ξ(·))])).
Enfin, nous prouverons que la suite des valeurs optimales des problèmes
(SN(ξ˜)) converge presque sûrement vers la valeur optimale du problème
(S) lorsque N tend vers l’infini.
Dans la deuxième partie du Chapitre 2, nous traiterons le cas particulier
où la fonction à optimiser sur l’ensemble de Pareto dépend des objectifs du
(POMOS), et ceci afin de lever l’hypothèse restrictive de stricte convexité.
Autrement dit, nous considérerons le problème d’optimiser sur l’image (par
la fonction vectorielle F ) de l’ensemble de Pareto, souvent appelé dans la
littérature front de Pareto.
Très important en pratique, ces Problèmes d’Optimisation post-Pareto
dans l’espace des Objectifs rendent possible l’évaluation des bornes de
chaque objectif sur l’ensemble de Pareto, et leur résolution ne nécessite
pas toujours de générer l’ensemble du front de Pareto.
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Nous nous intéresserons donc au Problème d’Optimisation post-Pareto Sto-
chastique :
(O) min
{
f
(
E
[
F
(
x, ξ(·)
)])∣∣∣∣x ∈ ARGMINRr+E
[
F
(
X, ξ(·)
)]}
,
où f : Rr → R est une fonction déterministe, et ARGMINRr+E
[
F
(
X, ξ(·)
)]
est l’ensemble de Pareto du
(POMOS) MINx∈XE
[
F
(
x, ξ(·)
)]
défini précédemment.
Pour chaque N ≥ 1 et ξ˜ ∈ Ξ˜ fixés, nous étudierons le Problème d’Optimi-
sation post-Pareto Déterministe
(ON(ξ˜)) min
{
f
(
FˆN
(
X, ξ˜
))∣∣∣∣x ∈ ARGMINRr+FˆN(X, ξ˜)
}
,
où ARGMINRr+FˆN(X, ξ˜) est l’ensemble de Pareto du Problème d’Optimi-
sation Multi-Objectifs :
(SAA−NPOMO) MINx∈XFˆN(x, ξ˜).
Pour ces Problèmes d’Optimisation dans l’espace des Objectifs, nous n’au-
rons recours à aucune hypothèse de convexité. Pour démontrer que la suite
des valeurs optimales issues des problèmes (ON(ξ˜)) converge presque sûre-
ment vers la valeur optimale du problème (O), nous aurons naturellement
à montrer que
(a) la déviation entre les fronts de Pareto
MINRr+E
[
F
(
X, ξ(·)
)]
et MINRr+FˆN(X, ξ˜)
tend vers 0 presque sûrement quand N tend vers l’infini, puis que
(b) la déviation entre les fronts de Pareto
MINRr+FˆN(X, ξ˜) et MINRr+E
[
F
(
X, ξ(·)
)]
tend vers 0 presque sûrement quand N tend vers l’infini.
Autrement dit, nous prouverons que la distance de Hausdorff-Pompeiu
entre ces fronts de Pareto tend vers zéro presque sûrement lorsque N tend
vers l’infini. Pour cela, nous nous servirons de la propriété dite de domina-
tion, ainsi que de certains résultats issus de l’Analyse Multivoque.
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En résumé, nous proposerons une suite de problèmes déterministes (ON(ξ˜)),
et la résolution de l’un d’eux donnera une approximation de la valeur op-
timale du problème (O), dont la qualité dépendra du rang N .
Cependant, à ce stade de nos recherches, la vitesse de convergence de l’er-
reur d’approximation vers zéro nous est encore inconnue. Cette étude est
un des objectifs de notre seconde contribution.
2. Dans le Chapitre 3, nous introduirons premièrement notre algorithme. Son
principe est de retourner à chaque étape un intervalle contenant la valeur
optimale d’un Problème d’Optimisation post-Pareto Déterministe, dans le
cas particulier où le front de Pareto est un sous ensemble de R2.
Nous considérerons donc le problème de minimiser une fonction réelle sur le
front de Pareto associé à un Problème d’Optimisation bi-Objectifs (POBO) :
(DO) min
{
f(z)
∣∣∣∣z ∈ MINR2+F (X)
}
,
où f : R2 → R est une fonction déterministe, et MINR2+F (X) est le front
de Pareto du
(POBO) MINx∈XF (x) =
(
F 1(x), F 2(x)
)
,
où la fonction F : Rn → R2, et où l’ensemble admissibleX est explicitement
donné par
X =
{
x ∈ Rn
∣∣∣∣g(x) = (g1(x), g2(x), . . . , gp(x)) ≤ 0},
où la fonction g : Rn → Rp.
Le principe de l’algorithme est le suivant : déterminer à chaque étape k ≥ 1
deux sous-ensembles compacts S(k) et D(k) qui vérifient
D(k−1) ⊂ D(k) ⊂ MINR2+F (X) ⊂ S(k) ⊂ S(k−1).
Ainsi, les suites réelles définies par
d(k) := min
(
f(z)
∣∣∣∣z ∈ D(k))
et
s(k) := min
(
f(z)
∣∣∣∣z ∈ S(k))
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sont telles que
s(k) ≤ min
{
f(z)
∣∣∣∣z ∈ MINR2+F (X)
}
≤ d(k)
pour tout k ≥ 0.
La résolution du problème revient donc à construire les suites d’ensembles
D(k) et S(k) telles que limk→∞ d(k)−s(k) = 0 . Par la suite, nous montrerons
que notre algorithme termine toujours en un nombre fini d’étapes, quelle
que soit la qualité d’approximation choisie par l’utilisateur.
Notre but principal étant de résoudre un Problème d’Optimisation post-
Pareto Stochastique, nous adapterons par la suite notre algorithme au pro-
blème suivant :
(O) min
{
f(z)
∣∣∣∣z ∈ MINR2+E
[
F
(
X, ξ(·)
)]}
,
où f : R2 → R est une fonction déterministe, et MINR2+E
[
F
(
X, ξ(·)
)]
est
le front de Pareto du
(POBOS) MINx∈XE
[
F
(
x, ξ(·)
)]
= E
[
F 1
(
x, ξ(·)
)
, F 2
(
x, ξ(·)
)]
,
dont l’ensemble admissible X est un sous ensemble déterministe de Rn
explicitement donné par
X =
{
x ∈ Rn
∣∣∣∣g(x) = (g1(x), g2(x), . . . , gp(x)) ≤ 0},
où la fonction g : Rn → Rp.
Nous utiliserons alors certains résultats de notre première contribution :
nous considérerons les Problèmes d’Optimisation post-Pareto
(ON(ξ˜)) min
{
f(z)
∣∣∣∣z ∈ MINR2+FˆN(X, ξ˜)
}
,
où pour chaque N fixé, MINR2+FˆN(X, ξ˜) est le front de Pareto du Problème
d’Optimisation Bi-Objectifs
(SAA−NPOBO) MINx∈XFˆN(x, ξ˜) = 1
N
N∑
i=1
(
F 1(x, ξi), F 2(x, ξi)
)
.
Nous montrerons alors que la vitesse de convergence de la suite des valeurs
optimales des problèmes (ON(ξ˜)) vers la valeur optimale du problème (O)
26 Introduction
est exponentielle.
Ensuite, quelle que soit l’erreur d’approximation  > 0 et le niveau de
confiance p0 ∈]0, 1[ choisis par l’utilisateur, nous proposerons un rang
N0 = N0(, p0) qui dépendra explicitement des données, et pour lequel
la valeur optimale du problème (ON0(ξ˜)) est une -approximation de la va-
leur optimale du problème (O) avec une probabilité supérieure à p0.
Finalement, nous utiliserons notre algorithme déterministe pour détermi-
ner un intervalle contenant la valeur optimale du problème (ON0(ξ˜)), puis
nous proposerons un intervalle de confiance qui contient celle du problème
(O).
Pour arriver à ces résultats, nous supposerons en plus des hypothèses clas-
siques de l’Optimisation Stochastique que la fonction f : R2 → R est non-
décroissante et continue au sens de Lipschitz. De plus, nous admettrons que
pour tout x ∈ X fixé, la variance des variables aléatoires ω 7→ F j
(
x, ξ(ω)
)
est bornée (j = 1, 2), et qu’il est possible d’en estimer un majorant indé-
pendant de x.
Ce mémoire est organisé comme suit :
Que ce soit la caractérisation de la relation d’ordre (partielle) par un cône
convexe ou les différents types de solutions efficientes d’un problème d’Optimi-
sation Vectorielle, sans oublier les Théorèmes de scalarisation, le Chapitre 1 sera
consacré aux notions fondamentales de l’Optimisation Vectorielle qui ont appor-
tées les bases nécessaires à l’élaboration de cette thèse. Certaines d’entre elles
seront illustrées.
Le Chapitre 2 constituera une base théorique pour ces recherches. Pour la pre-
mière fois, le problème de minimiser l’espérance d’une fonction aléatoire réelle
sur l’ensemble de Pareto associé à un problème de minimisation Stochastique
Multi-Objectifs sera considéré. Ce problème sera explicité en détails, puis nous
construirons méthodiquement une suite de problèmes déterministes via la mé-
thode de Monte-Carlo. Un exemple numérique sera également présenté.
Dans notre seconde contribution (Chapitre 3), nous aborderons un Problème
d’Optimisation post-Pareto Stochastique, dans le cas particulier où le front de
Pareto est un sous-ensemble de R2, et où les deux Objectifs seront supposés
convexes. Nous énoncerons un algorithme déterministe que nous adapterons pour
suggérer un intervalle de confiance contenant la valeur optimale de notre pro-
blème post-Pareto Stochastique. Ces travaux seront illustrés par la résolution
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numérique de plusieurs exemples.
Pour conclure, ce mémoire aboutira sur des Perspectives de Recherche.

Notations
N := {0, 1, 2, . . .} l’ensemble des nombres entiers positifs ou nuls.
N∗ := {1, 2, . . .} l’ensemble des nombres entiers strictement positifs.
R l’ensemble des nombres réels.
R+ := {x ∈ R : x ≥ 0} l’ensemble des nombres réels positifs ou nuls.
Rr := R× R× · · · × R︸ ︷︷ ︸
r fois
, r > 1.
Rr+ :=
{
x = (x1, x2, . . . , xr) ∈ Rr : xi ≥ 0, i = 1, 2, . . . , r
}
le cône de Pareto.
Pour toute partie A d’un espace topologique, son intérieur sera noté int(A),
son adhérence A¯, et sa frontière ∂A := A¯ \ int(A).

Chapitre 1
Notions d’Optimisation
Vectorielle
1.1 Introduction
Remarquons que tout Problème d’Optimisation Mono-Objectif repose sur la
relation d’ordre totale dans R.
Ainsi, chaque solution optimale représente, parmi toutes les solutions admis-
sibles, la (une) meilleure solution.
Le cas Vectoriel est beaucoup plus difficile à traiter car la meilleure solution
n’existe généralement pas.
Un problème d’Optimisation Vectorielle (POV ) est caractérisé par
– L’espace des décisions G, c’est à dire l’espace des variables décrivant le
modèle.
– L’ensemble admissibleX ⊂ G, formé par toutes les alternatives acceptables
(décisions admissibles) pour le modèle considéré.
– L’espace des objectifs H, muni d’une relation d’ordre partiel , appelée
relation de préférence. La notation h1  h2 sera utilisée pour indiquer que
h1 ∈ H est préféré à h2 ∈ H.
– Une application F : G → H représentant le critère de performance (pour
chaque alternative admissible x ∈ X, sa performance est donnée par F (x)).
En changeant éventuellement le signe de l’application vectorielle F , il est
toujours possible de se ramener à un problème de minimisation, noté
(POV ) MINx∈XF (x).
Dans le cas particulier où l’espace des Objectifs est donné par H = Rr, et où
l’ordre partiel  est défini naturellement, c’est à dire que pour tout y, z ∈ Rr,
y  z ⇔ yi ≤ zi ∀i = 1, . . . , r,
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nous parlerons de Problème d’Optimisation Multi-Objectifs (POM).
Le critère de performance est alors de la forme F = (F 1, F 2, . . . F r) : X → Rr, et
chacune de ses composantes F i (i = 1, . . . , r) est un Objectif scalaire (à valeurs
réelles). La performance de l’alternative x ∈ X est donc préférée à celle de x′ ∈ X
si, et seulement si,
F i(x) ≤ F i(x′), ∀i ∈ {1, . . . , r}.
La grande difficulté d’un Problème d’Optimisation Multi-Objectifs découle
du fait qu’il n’existe généralement pas d’alternative x∗ ∈ X tel que
∀x ∈ X, F (x∗)  F (x).
En effet, une telle alternative appartiendrait à l’ensemble
r⋂
i=1
argmin
x∈X
F i(x), qui
est généralement vide. Pour cette raison, x∗ est dite alternative idéale ou uto-
pique.
Ainsi, au lieu de rechercher des alternatives d’existence incertaine, Vilfredo
Pareto a proposé de rechercher les alternatives de meilleur compromis. Pour
être plus précis, une alternative x∗ ∈ X est efficiente au sens de Pareto si, et
seulement si, il n’existe pas d’autre alternative x ∈ X tel que
F (x)  F (x∗) et F (x) 6= F (x∗).
Autrement dit, pour un Problème d’Optimisation Multi-Objectifs, une alter-
native efficiente au sens de Pareto réalise la meilleure performance parmi les
alternatives admissibles dont les performances lui sont comparables.
Cependant, il n’existe généralement pas d’alternative utopique, dont la perfor-
mance serait la meilleure de toutes.
1.2 Cône Convexe et Relation de Préférence
Supposons maintenant que H est un espace de Hilbert. La relation de pré-
férence  est une relation binaire sur H, c’est à dire une partie (non vide) R
du produit cartésien H × H. Pour indiquer que l’élément h1 ∈ H est préféré à
h2 ∈ H, nous pouvons indifféremment écrire h1  h2 ou (h1, h2) ∈ R.
Commençons par rappeler quelques définitions.
Définition 1.2.1 (Espace ordonné). On dit que le couple (H,) est un espace
Hilbertien ordonné si, et seulement si, la relation  est une relation d’ordre
partielle (réflexive, transitive et antisymétrique) compatible avec les structures
algébrique et topologique, c’est à dire vérifiant
– ∀h1, h2, h3 ∈ H, h1  h2 ⇒ h1 + h3  h2 + h3.
– ∀h1, h2 ∈ H,∀λ ∈ R+, h1  h2 ⇒ λh1  λh2.
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– pour toute suite (hn)n∈N de H telle que lim hn → h, si hn  0 pour tout
n ∈ N, alors h  0.
Définition 1.2.2 (Cône et cône convexe). Soit C ⊂ H un ensemble non vide. On
dit que C est un cône si, et seulement si, R+C ⊂ C. Si de plus tx+ (1− t)y ∈ C
pour tout x, y ∈ C, t ∈ [0, 1], le cône C est dit convexe.
Proposition 1.2.1. Un cône C ⊂ H est convexe si, et seulement si,
C + C ⊂ C.
Figure 1.1 – Un exemple de cône convexe de R2
Définition 1.2.3 (Cône saillant). Un cône convexe C ⊂ H est dit saillant si, et
seulement si, C ∩ −C = {0}.
Le Théorème suivant caractérise toute relation d’ordre partielle via un cône
convexe fermé saillant.
Théorème 1.2.1. Soit  une relation d’ordre partielle sur l’espace de Hilbert
H.
L’ensemble
H+ :=
{
h ∈ H
∣∣∣∣0  h}
est un cône convexe fermé saillant.
Réciproquement, soit C ⊂ H un cône convexe fermé saillant. Alors la relation
binaire définie par
:=
{
(h1, h2) ∈ H ×H
∣∣∣∣h2 − h1 ∈ C}
est une relation d’ordre partielle sur H.
De plus, l’espace Hilbertien (H,) est ordonné et H+ = C.
Définition 1.2.4 (Cône de Pareto). Lorsque l’espace des Objectifs est donné par
H = Rr, le cône Rr+ est appelé cône de Pareto.
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1.3 Les différentes alternatives efficientes d’un
Problème d’Optimisation Vectorielle
Dans cette partie, nous allons nous intéresser aux différents type de solutions
du (POV )
MINx∈XF (x),
où l’application F : X ⊂ G → (H,C), C = H+ est le cône induit par la re-
lation d’ordre partielle  de l’espace des Objectifs H (supposé être un espace
de Hilbert), et l’ensemble admissible X est une partie non vide de l’espace des
Décisions G (supposé être un espace vectoriel).
Rappelons que pour tout h1, h2 ∈ H, nous notons
h1  h2 ⇔ h2 − h1 ∈ C,
et si de plus int(C) 6= ∅, nous notons
h1 ≺ h2 ⇔ h2 − h1 ∈ int(C).
Définition 1.3.1 (Alternatives efficientes). Une alternative x∗ ∈ X est dite
efficiente pour (POV ) si, et seulement si,
(F (x∗)− C) ∩ F (X) = {F (x∗)}.
Ce qui est équivalent à dire
∀x ∈ X,F (x)  F (x∗)⇒ F (x) = F (x∗),
ou encore
6 ∃x ∈ X : F (x)  F (x∗) et F (x) 6= F (x∗).
L’ensemble des alternatives efficientes du (POV ) est noté
ARGMINCF (X).
Considérons maintenant le cône convexe saillant
Cw := int(C) ∪ {0}.
Définition 1.3.2 (Alternatives faiblement efficientes). Une alternative x∗ ∈ X
est dite faiblement efficiente pour (POV ) si, et seulement si,
x∗ ∈ ARGMINCwF (X).
D’une manière équivalente,
(F (x∗)− int(C)) ∩ F (X) = ∅,
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ou encore
6 ∃x ∈ X : F (x) ≺ F (x∗).
L’ensemble des alternatives faiblement efficientes du (POV ) est noté
w-ARGMINCF (X).
Définition 1.3.3 (Alternatives proprement efficientes, Henig[76]). Une alterna-
tive x∗ ∈ X est dite proprement efficiente pour (POV ) si, et seulement si, il
existe un cône convexe K (K 6= H) d’intérieur non vide tel que C \{0} ⊂ int(K)
et
x∗ ∈ ARGMINKF (X).
L’ensemble des alternatives proprement efficientes du (POV ) est noté
p-ARGMINCF (X).
Lorsque (H,C) = (Rr,Rr+) et F (X) + Rr+ est un ensemble convexe, une
définition équivalente est donnée par la
Définition 1.3.4 (Geoffrion,[71]). Une alternative x∗ ∈ X est dite proprement
efficiente pour (POM) si, et seulement si, elle est efficiente et il existe un réel
M > 0 tel que pour tout i ∈ {1, . . . , r} et x ∈ X satisfaisants F i(x) < F i(x∗), il
existe j ∈ {1, . . . , r} telle que F j(x∗) < F j(x) et
F i(x∗)− F i(x)
F j(x)− F j(x∗) ≤M
Remarque 1.3.1. Dans le cas d’un (POM), les alternatives efficientes (resp.
faiblement efficientes, resps. proprement efficientes) sont dites efficientes au sens
de Pareto, où plus simplement de Pareto (resp. de Pareto faible, resp. de Pa-
reto propre), et l’ensemble ARGMINRr+F (X) (resp. w-ARGMINRr+F (X), resp.
p-ARGMINRr+F (X)) est appelé ensemble de Pareto (resp. ensemble de Pa-
reto faible, resp. ensemble de Pareto propre).
L’ensemble MINRr+
(
F (X)
)
= F
(
ARGMINRr+F (X)
)
(resp. w-MINRr+
(
F (X)
)
=
F
(
w-ARGMINRr+F (X)
)
, resp. p-MINRr+
(
F (X)
)
= F
(
p-ARGMINRr+F (X)
)
)
est alors appelé front de Pareto (resp. front de Pareto faible, resp. front de
Pareto propre).
Les images des ensembles efficients sont telles que
Proposition 1.3.1. [97, Proposition 2.2 p.41]
p-MINC
(
F (X)
)
⊂ MINC
(
F (X)
)
⊂ w-MINC
(
F (X)
)
.
Remarque 1.3.2. Notons que lorsque H = R (c’est à dire la performance
F est un objectif scalaire), si l’ensemble argmin
x∈X
F (x) := {x∗ ∈ X|F (x∗) =
minx∈X F (x)} est non vide, alors
p-ARGMINCF (X) = ARGMINCF (X) = w-ARGMINCF (X) = argmin
x∈X
F (x).
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Figure 1.2 – En rouge, le front de Pareto MINR2+
(
F (X)
)
de l’ensemble F (X) ⊂
R2
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Figure 1.3 – Illustration des différents fronts de Pareto (en rouge)
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1.4 Une Approche par Scalarisation
Le principe de la scalarisation consiste à remplacer un Problème d’Optimisa-
tion Vectorielle par une famille de Problèmes Scalaires.
Notons H ′ le dual topologique de l’espace de Hilbert H (i.e. l’ensemble des
formes linéaires et continues sur H) , et 〈·, ·〉 le produit scalaire de dualité entre
H et H ′.
Rappelons que C = H+ est le cône induit par la relation d’ordre partielle sur H.
Définition 1.4.1 (Cônes polaires). L’ensemble
C∗ :=
{
λ ∈ H ′
∣∣∣∣ 〈λ, c〉 ≥ 0 ∀c ∈ C}
est appelé cône polaire du cône C, et l’ensemble
C∗s :=
{
λ ∈ H ′
∣∣∣∣ 〈λ, c〉 > 0 ∀c ∈ C \ {0}}
est le pseudo-intérieur de C∗.
Figure 1.4 – En bleu un cône de R2, et en rouge son cône polaire
Remarque 1.4.1. C∗ et C∗s ∪{0} sont des cônes convexes, et C∗ est un ensemble
fermé.
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La définition suivante généralise l’idée de fonction convexe dans le cas vecto-
riel.
Définition 1.4.2 ((POV) convexe). La fonction vectorielle F : X ⊂ G→ (H,C)
est dite C-convexe si, et seulement si, X est un sous-ensemble convexe de l’es-
pace vectoriel G et ∀x1, x2 ∈ X, ∀t ∈ [0, 1],
F (tx1 + (1− t)x2)  tF (x1) + (1− t)F (x2).
Dans ce cas, le (POV ) MINx∈XF (x) sera dit convexe.
Une caractérisation des fonctions C-convexe est donnée par la
Proposition 1.4.1. La fonction F : X → (H,C) est C-convexe si, et seulement
si, la fonction scalaire X 3 x 7→ 〈λ, F (x)〉 est convexe pour tout λ ∈ C∗.
Remarque 1.4.2. Dans le cas particulier où H = Rr, la fonction F = (F 1, F 2, . . . , F r)
est Rr+-convexe si, et seulement si, chaque composante scalaire F i (i = 1, . . . , r)
est une fonction convexe.
Il est important de noter que même si l’application F est C-convexe, l’en-
semble F (X) peut ne pas être convexe. En revanche,
Proposition 1.4.2. [114, Theorem 3.7 p.26] Soit F : X → (Rr,Rr+) une fonc-
tion Rr+-convexe. Alors l’ensemble
F (X) + Rr+
est convexe.
Théorème 1.4.1. [56, Proposition 2.1 p.22] Les ensembles F (X) et F (X)+Rr+
admettent le même front de Pareto. Autrement dit,
MINRr+
(
F (X)
)
= MINRr+
(
F (X) + Rr+
)
.
Théorème 1.4.2. Le front de Pareto faible est donné par
w-MINRr+
(
F (X)
)
= ∂
(
F (X) + Rr+
)
∩ F (X).
Les Théorèmes suivants, dit de Scalarisation, découlent du Théorème de
Hahn-Banach (forme géométrique).
Théoriquement très populaires, ils permettent de caractériser les ensembles fai-
blement efficients et proprement efficients.
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Figure 1.5 – Illustration de la Proposition 1.4.2 et des Théorèmes 1.4.1,1.4.2
dans un cas particulier où MINR2+
(
F (X)
)
= w-MINR2+
(
F (X)
)
(en rouge)
Théorème 1.4.3. Pour le Problème d’Optimisation Vectorielle MINx∈XF (x),⋃
λ∈C∗s
argmin
x∈X
〈λ, F (x)〉 ⊂ p-ARGMINCF (X),
et ⋃
λ∈C∗\{0}
argmin
x∈X
〈λ, F (x)〉 ⊂ w-ARGMINCF (X).
Dans le cas d’un (POV ) convexe, nous nous référons au Théorème suivant :
Théorème 1.4.4. ⋃
λ∈C∗s
argmin
x∈X
〈λ, F (x)〉 = p-ARGMINCF (X),
et ⋃
λ∈C∗\{0}
argmin
x∈X
〈λ, F (x)〉 = w-ARGMINCF (X).
Remarque 1.4.3. Pour un Problème d’Optimisation Multi-Objectifs (POM),
c’est à dire lorsque (H,C) = (Rr,Rr+), en identifiant l’espace Euclidien Rr à son
dual topologique, nous obtenons
C∗ = Rr+
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et
C∗s = int(Rr+).
Le Théorème de Scalarisation devient alors plus applicable :
⋃
λ∈int(Rr+)
argmin
x∈X
( r∑
i=1
λiF i(x)
)
⊂ p-ARGMINRr+F (X),
et ⋃
λ∈Rr+\{0}
argmin
x∈X
( r∑
i=1
λiF i(x)
)
⊂ w-ARGMINRr+F (X),
avec égalité dans le cas d’un (POM) convexe.
Remarque 1.4.4. Il est important de noter que pour tout λ ∈ Rr+ \ {0}, les
Problèmes d’Optimisation Scalaires min
x∈X
〈λ, F (x)〉 et min
x∈X
〈
λ
||λ|| , F (x)
〉
sont équi-
valents, au sens où ils admettent les mêmes solutions optimales. Ainsi,
⋃
λ∈int(Rr+),||λ||=1
argmin
x∈X
( r∑
i=1
λiF i(x)
)
⊂ p-ARGMINRr+F (X),
et ⋃
λ∈Rr+,||λ||=1
argmin
x∈X
( r∑
i=1
λiF i(x)
)
⊂ w-ARGMINRr+F (X),
avec égalité dans le cas d’un (POM) convexe.
1.5 Section Compacte et Propriété de Domina-
tion
Dans cette sous-section, Y dénote un sous-ensemble non-vide de l’espace Hil-
bertien ordonné (H,C).
Définition 1.5.1 (Section Compacte). L’ensemble Y contient une section com-
pacte si, et seulement si, il existe y¯ ∈ Y tel que la section (y¯ − C) ∩ Y soit un
ensemble compact.
Le Théorème suivant donne une condition suffisante pour que l’ensemble ef-
ficient d’un (POV ) soit non vide.
Théorème 1.5.1. [56][Theorem 2.7 p.24] Pour (POV ), si l’ensemble F (X)
contient une section compacte, alors
ARGMINCF (X) 6= ∅.
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Figure 1.6 – En bleu, une section compacte avec Y = F (X) ⊂ R2 et y¯ = F (x)
pour un x ∈ X
Un point très important en Optimisation Vectorielle est l’identification d’al-
ternatives dont les performances seraient meilleures que celle d’une alternative
donnée. Cette propriété, dite de domination, est populaire grâce à son utilité
numérique pour générer l’ensemble efficient.
Définition 1.5.2 (Propriété de domination). L’ensemble Y a la propriété de
domination si, et seulement si, pour tout y ∈ Y , il existe y∗ ∈ MINC(Y ) tel que
y − y∗ ∈ C.
Proposition 1.5.1. [97][Proposition 4.2 p.54] L’ensemble Y a la propriété de
domination si, et seulement si,
Y ⊂ MINC(Y ) + C.
Définition 1.5.3 (Propriété de domination faible). L’ensemble Y a la propriété
de domination faible si, et seulement si, pour tout y ∈ Y , soit y ∈ w-MINC(Y ),
soit il existe y∗ ∈ w-MINC(Y ) tel que y − y∗ ∈ int(C).
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Proposition 1.5.2. [97][Proposition 4.10 p.56] Tout ensemble compact a la pro-
priété de domination faible.
1.6 Conclusion
Très souvent infini et non-convexe, parfois non borné, l’ensemble efficient d’un
Problème d’Optimisation Vectorielle est constitué de toutes les alternatives ad-
missibles qui assurent un certain équilibre entre les différents Objectifs.
Incomparables entre elles, les performances efficientes d’un (POV ) sont tech-
niquement équivalentes, et dans de nombreuses situations pratiques, il est né-
cessaire de choisir une solution. Mais il n’existe pas de solution unique qui
s’impose d’elle même.
Quelle méthode utiliser pour préférer une alternative efficiente à
une autre ? C’est la question que se pose celui ou celle à qui revient la
décision finale.
Johan Philip [102] fut le premier en 1972 à optimiser un nouvel Objectif
(scalaire) sur l’ensemble efficient. Depuis lors ces Problèmes d’Optimisation post-
Pareto ont faits l’objet de nombreuses études (voir [1, 7, 16, 17, 18, 13, 25, 42,
46, 47, 70, 77, 78] et [113] pour une bibliographie plus significative).
Ceci mène à la recherche d’une solution optimale pour ce nouvel
Objectif, tel un outil pour mesurer les préférences du décideur et dis-
tinguer parmi toutes ces solutions efficientes, la plus juste ou la plus
souhaitable.
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Abstract We deal with the problem of minimizing the expectation of a real valued
random function over the weakly Pareto or Pareto set associated with a Stochastic
Multi-objective Optimization Problem, whose objectives are expectations of random
functions. Assuming that the closed form of these expectations is difficult to obtain,
we apply the Sample Average Approximation method in order to approach this prob-
lem.
We prove that the Hausdorff–Pompeiu distance between the weakly Pareto sets
associated with the Sample Average Approximation problem and the true weakly
Pareto set converges to zero almost surely as the sample size goes to infinity, assum-
ing that our Stochastic Multi-objective Optimization Problem is strictly convex. Then
we show that every cluster point of any sequence of optimal solutions of the Sample
Average Approximation problems is almost surely a true optimal solution.
To handle also the non-convex case, we assume that the real objective to be mini-
mized over the Pareto set depends on the expectations of the objectives of the Stochas-
tic Optimization Problem, i.e. we optimize over the image space of the Stochastic
Optimization Problem. Then, without any convexity hypothesis, we obtain the same
type of results for the Pareto sets in the image spaces. Thus we show that the sequence
of optimal values of the Sample Average Approximation problems converges almost
surely to the true optimal value as the sample size goes to infinity.
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1 Introduction
Multi-objective Optimization Problems (MOP) have become a major area of interest
in Optimization and in Operation Research since Kuhn–Tucker’s results (1951), even
though the genesis of this theory goes back to Pareto (1906) who was inspired by
Edgeworth’s indifference curves.
In a MOP, we deal with several conflicting objectives. The solution set (called
Pareto or efficient set) consists of the feasible solutions which ensure some sort of
equilibrium amongst the objectives. To be more precise, Pareto solutions are such
that none of the objectives values can be improved further without deteriorating an-
other, and weakly Pareto solutions are such that it is impossible to strictly improve
simultaneously all the objectives values.
However, the Pareto set is often very large (may be infinite, and even unbounded),
and technically speaking, each Pareto solution is acceptable. The natural question that
arises is: how to choose one solution? One possible answer is to optimize a scalar
(real valued) function over the Pareto set associated with MOP. For instance, produc-
tion planning (see, e.g., [1]) and portfolio management (see, e.g., [2]) are practical
areas where this problem arises. In general, this problem of optimizing over a Pareto
set is an useful tool for a decision maker who wants to choose one solution over the
embarrassingly large Pareto set. Furthermore, for numerical computation, solving
this problem one may avoid generate all the Pareto set (see [3, 4]), and thus signifi-
cantly reduce the computation time. A particular but important case of this problem
is given by the situation when the scalar function to be optimized over the Pareto set
depends on the objectives of the MOP. In other words, we optimize over the image
space (sometimes called outcome space) of the MOP. This is the case when a deci-
sion maker wants to know the range (maximum and minimum value) of one (or more)
objective over the Pareto set.
This problem of optimizing a scalar objective over the Pareto set has been inten-
sively studied the last decades beginning with Philip’s paper [5], and continued by
many authors [1, 3, 4, 6–15] (see [16] for an extensive bibliography).
Some generalization to semivectorial bilevel optimization problems has been pre-
sented in [17–23].
The particular problem of optimizing a scalar function over the image space of a
MOP has been studied in [24–28].
In all theses papers, the Pareto set is associated with a deterministic MOP, not
with a Stochastic Multi-objective Optimization Problem (SMOP). In the determinis-
tic case, optimizing a real valued function over the Pareto set is already very difficult
due to the fact that the Pareto set is not described explicitly, and is not convex even in
the linear case.
Uncertainty is inherent in most real cases, where observed phenomena are dis-
turbed by random perturbations. Even if the presence of random vectors in optimiza-
tion models complicates the mathematics governing them, it is very important to take
into account this uncertainty in order to calibrate models at best.
In our paper, we study the problem of optimizing the expectation of a scalar ran-
dom function over a Pareto set associated with a Stochastic Multi-objective Opti-
mization Problem, and our study seems to be the first attempt to deal with this kind
of problem.
Author's personal copy
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If the expected value functions can be computed directly, the problem becomes
a deterministic one. However, in most cases, the closed form of the expected values
is very difficult to obtain. This is the case which will be considered in this paper. In
order to give approximations, we apply the well-known Sample Average Approxi-
mation (SAA-N, where N is the sample size) method. Under reasonable and suitable
assumptions, we show that the SAA-N weakly Pareto sets or SAA-N Pareto sets
image converge in the Hausdorff–Pompeiu distance sense to their true counterparts.
Moreover, we show that the sequence of SAA-N optimal values converges to the true
optimal value with probability one as the sample size increase.
Some results in SMOP using SAA-N method have been recently obtained by
Fliege and Xu [29] using a smoothing infinity norm scalarization approach to solve
the SAA-N problems. Roughly speaking, the paper [29] proves that approximate
Pareto solutions of the SAA-N problems tend to some approximate solution of the
true problem. However, this approach is not sufficient for our problem because it
shows only that the deviation between the Pareto sets associated with the SAA-N
problems and the true Pareto set tends to zero, hence it is possible to have true Pareto
solutions which are not limits of SAA-N solutions. Optimizing a real function over
the Pareto set requires that the Hausdorff–Pompeiu distance between these sets tends
to zero, which is the main concern of our research.
Our paper is organized as follows.
In Sect. 2, we introduce the problem under consideration. We consider two in-
stances of the same problem. First, we consider the problem of optimizing the expec-
tation of a real function over the Pareto set in the decision space. Second, we consider
that the real function to be optimized depends on the expectations of the objectives
of SMOP, therefore we optimize over the Pareto set in the image space.
In Sect. 3, we present the basic definitions and the facts necessary for the develop-
ment of our paper.
In Sect. 4, we consider the problem of optimizing the expectation of a real function
over the weakly Pareto set in the Decision space. First, we show that the deviation of
the SAA-N weakly Pareto sets from the true weakly Pareto set tends to zero almost
surely as the sample size goes to infinity. In order to show that the deviation in the
other direction tends to zero, we need to assume that SMOP is strictly convex. Thus,
using some Set Valued Analysis tools and some Stability results, in Theorem 4.2
we show that the sequence of SAA-N weakly Pareto sets tends almost surely to the
true weakly Pareto set in the Hausdorff–Pompeiu distance sense (which is equivalent
in our framework to Painlevé–Kuratowski convergence). Moreover, we show that
every cluster point of any sequence of SAA-N optimal solutions is almost surely a
true optimal solution. Hence, the sequence of SAA-N optimal values converges with
probability one to the true optimal value (Theorem 4.3).
In the next section, in order to handle the non-convex case, we need to work in
the Image space. This means that the real function to be optimized depends on the
expectations of the objectives of SMOP. Moreover, in this setting, our real function
is optimized over the Pareto set image. Using again some results from Set Valued
Analysis and Stability, we show that the SAA-N images of Pareto sets tend almost
surely in the Hausdorff–Pompeiu distance sense to the true Pareto set image. Thus
we show that the sequence of SAA-N optimal values converges almost surely to the
true optimal value (Theorem 5.2).
Author's personal copy
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In Sect. 6, we present an illustrative example with a SMOP given by a Bi-objective
Stochastic Optimization Problem in order to show graphically the convergence of the
Pareto set images associated with the SAA-N problem to the true Pareto set image,
as well as the convergence of the related optimal values to the true optimal value. We
use MATLAB7 for randomly generate samples of size N and to graphically represent
the different sets.
Concluding remarks are given in Sect. 7.
2 Problem Statement
We need to recall that for a (MOP) minx∈S g(x), where g = (g1, g2, . . . , gr ) is de-
fined from S into Rr (S is an arbitrary nonempty set), a point x∗ ∈ S is said to be
• Pareto solution if and only if there is no element x ∈ S satisfying ∀j ∈
{1, . . . , r} gj (x) ≤ gj (x∗) and ∃j0 ∈ {1, . . . , r} gj0(x) < gj0(x∗),
• weakly Pareto solution if and only if there is no element x ∈ S satisfying ∀j ∈
{1, . . . , r} gj (x) < gj (x∗).
Let us briefly introduce the two problems under consideration. The first one, de-
noted by (D), will be studied in the Decision space (see Sect. 4). This problem is to
minimize the expectation of a scalar random function over the weakly Pareto set asso-
ciated with a Stochastic Multi-objective Optimization Problem. Note that the function
to be minimized over the Pareto set may be independent of other objectives. That is,
to say
(D) min
x∈Ew E
[
F 0
(
x, ξ(·))],
where ξ : Ω →Rd is a random vector defined on some probability space (Ω,F ,P),
x ∈ Rn is a deterministic vector, E[F 0(x, ξ(·))] is, for each x ∈ Rn, the expecta-
tion of the scalar random variable ω → F 0(x, ξ(ω)), and Ew is the set of weakly
Pareto solutions associated with the following Stochastic Multi-objective Optimiza-
tion Problem
(SMOP) min
x∈S E
[
F
(
x, ξ(·))],
where the feasible set S ⊂Rn. The objectives are given by
Rn × Ω 
 (x,ω) → F (x, ξ(ω)) = (F 1(x, ξ(ω)), . . . ,F r(x, ξ(ω))) ∈Rr ,
where F i :Rn ×Rd →R, i = 1, . . . , r .
For problem (D), we need to assume that SMOP is strictly convex (see Sect. 4 for
details).
The second problem (O), will be studied in the Image space (see Sect. 5). This
means that the scalar function to be minimized over the Pareto set associated with
SMOP depends on the expectations of the objectives. That is to say
(O) min
x∈E f
(
E
[
F
(
x, ξ(·))]),
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where f : Rr → R is a scalar deterministic continuous function and E is the set of
Pareto solutions associated with the SMOP defined above.
However, in this special case, we do not need any convexity assumption.
In the sequel, when we talk about the true problem, we will refer to problem (D)
or problem (O).
The purpose of the next section is to rigorously define these two problems, and to
give some definitions and useful results.
3 Preliminaries
Definition 3.1 Let (Ω,F) and (Rd,Bd) be measurable spaces, where Bd is the Rd
Borel σ -algebra. A mapping ξ : (Ω,F) → (Rd ,Bd) is said to be measurable with
respect to F and Bd iff for any Borel set B ∈ Bd , its inverse image ξ−1(B) := {ω ∈
Ω : ξ(ω) ∈ B} is F -measurable.
A measurable mapping ξ(·) from a probability space (Ω,F ,P) into Rd is called
a random vector. Note that the mapping ξ(·) generates the probability measure
Pξ (B) := P(ξ−1(B)) on (Rd ,Bd).
The smallest closed set Ξ ⊂ Rd such that Pξ (Ξ) = 1 is called the support of
measure Pξ . We can view the space (Ξ,BΞ) equipped with probability measure Pξ
as a probability space, where BΞ is the trace of Bd on Ξ . This probability space
provides all relevant probabilistic information about the considered random vector.
Definition 3.2 Let ξ : (Ω,F ,P) → (Ξ,BΞ,Pξ ) be a random vector and consider a
function g :Rn ×Ξ →R. We say that g is a random function if and only if for every
fixed x ∈Rn, the function ξ → g(x, ξ) is BΞ/B1-measurable. For every fixed ξ ∈ Ξ ,
we have that Rn 
 x → g(x, ξ) is a real valued deterministic function. Note that
for a random function Rn × Ξ 
 (x, η) → g(x, η), we can define the corresponding
expected value function Eξ [g(x, ·)] =
∫
Ξ
g(x,η)dPξ (η).
Remark 3.1 If the distribution of a random function is known, we can compute di-
rectly its expectation. Hence we consider the case where Eξ [g(x, ·)] is very difficult
to assess, and we turn to approximations such as the Sample Average Approximation
method, where the expected value function is approximated by its empirical mean.
Consider an independent identically distributed (i.i.d.) sequence (ξk)k≥1 of ran-
dom vectors defined on the same probability space (Ω,F ,P), and having the
same distribution Pξ on (Ξ,BΞ) as the random vector ξ , i.e., for each k ≥ 1,
ξk : (Ω,F ,P) → (Ξ,BΞ,Pξ ) is a random vector supported by Ξ .
Let us set Ξ˜ = ∏∞N=1 Ξ and let B˜ =
⊗∞
N=1 BΞ denote the smallest σ -algebra on
Ξ˜ generated by all sets of the form B1 × B2 × · · · × BN × Ξ × Ξ × · · · , Bk ∈ BΞ ,
k = 1, . . . ,N, N = 1,2, . . . .
The next theorem is from General Measure Theory, and can be considered as a
nontrivial extension of Fubini’s theorem [30, Theorem 10.4]:
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Theorem 3.1 There exists a unique probability P˜ξ on (Ξ˜ , B˜) such that P˜ξ (B1 ×B2 ×
· · ·×BN ×Ξ ×Ξ × · · · ) = ∏Nk=1 Pξ (Bk) for all N = 1,2, . . . , with Bk ∈ BΞ for all
k = 1, . . . ,N .
For each random function g : Rn × Ξ → R, x ∈ Rn, N ∈ N∗ (where N∗ denotes
the set of positive integers), let gˆN (x, ·) denote the following N-approximation:
gˆN (x, ·) : (Ξ˜ , B˜, P˜ξ ) →R (1)
ξ˜ = (ξ1, ξ2, . . . ) → 1
N
N∑
k=1
g(x, ξk).
Definition 3.3 For each N ∈ N∗, x ∈ Rn, the mapping ξ˜ → gˆN (x, ξ˜ ) is called an
N -Sample Average Approximation (SAA-N) function.
Remark 3.2 The probability space (Ω˜, F˜ , P˜) can be constructed in a similar way as
we did before for (Ξ˜ , B˜, P˜ξ ). Thus the random process ξ˜ can be viewed as a mapping
from (Ω˜, F˜ , P˜) and taking values in (Ξ˜ , B˜, P˜ξ ).
Let ξ : (Ω,F ,P) → (Ξ,BΞ,Pξ ) be a fixed random vector. Our (SMOP) can be
rewritten as follows:
(SMOP) min
x∈S Eξ
[
F(x, ·)].
Recall that the feasible set S ⊂Rn and the vector objective is given by
Rn × Ξ 
 (x, ξ) → F(x, ξ) = (F 1(x, ξ), . . . ,F r(x, ξ)) ∈Rr .
Let us reformulate the true stochastic problems under consideration.
(D) min
x∈Ew Eξ
[
F 0(x, ·)],
where F 0 : Rn × Ξ → R is a scalar random function and Ew is the weakly Pareto
set associated with (SMOP).
(O) min
x∈E f
(
Eξ
[
F(x, ·)]),
where f : Rr → R is a scalar deterministic continuous function and E is the Pareto
set associated with (SMOP).
Note that all considered random functions are supposed to be BΞ -measurable and
Pξ -integrable.
In the sequel, for y, z ∈ Rr , y ≤ z means yj ≤ zj for all j = 1, . . . , r , and y < z
means yj < zj for all j = 1, . . . , r .
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Let us introduce the following assumptions:
(H0) S is a nonempty and compact subset of Rn.
(H1) the i.i.d property holds for the random process ξ˜ ∈ Ξ˜ .
(H2) ∀j = 0, . . . , r, x → Fj (x, ξ) is finite valued and continuous on S for a.e. ξ ∈ Ξ.
(H3) ∀j = 0, . . . , r, F j is dominated by an integrable function Kj , i.e.
Eξ
[
Kj(·)] < ∞,
∣∣Fj (x, ξ)
∣∣ ≤ Kj(ξ) for all x ∈ S and for a.e. ξ ∈ Ξ.
(H4) S is convex.
(H5) ∀j = 1, . . . , r, x → Fj (x, ξ) is strictly convex on S a.e. on Ξ.
We will specify at each time we need to use some or all of these assumptions.
The main objective of this paper is to provide solutions to the true problems ((D)
and (O)) through approximations. To do so, consider the following SAA-N functions:
Fˆ 0N :Rn × (Ξ˜ , B˜, P˜ξ ) →R
(x, ξ˜ ) → Fˆ 0N(x, ξ˜ ) :=
1
N
N∑
k=1
F 0(x, ξk), (2)
FˆN :Rn × (Ξ˜ , B˜, P˜ξ ) →Rr
(x, ξ˜ ) → FˆN (x, ξ˜ ) := 1
N
N∑
k=1
(
F 1(x, ξk), . . . ,F
r(x, ξk)
)
, (3)
where the probability space (Ξ˜ , B˜, P˜ξ ) and the random process ξ˜ = (ξ1, ξ2, . . . ) have
been introduced above.
Remark 3.3 By (H2), for all j = 0, . . . , r , there exists a set Aj ⊂ Ξ with Pξ (Aj ) = 0
such that ∀ξ ∈ Ξ \Aj , x → Fj (x, ξ) is continuous on S. Letting A = ⋃rj=1 Aj , we
get ∀ξ ∈ Ξ \ A, x → F(x, ξ) is continuous on S, and Pξ (A) = 0.
Letting A˜ = ⋃N∈N∗ A × · · · × A︸ ︷︷ ︸
N
×Ξ × Ξ · · · , we have that P˜ξ (A˜) = 0, and the
mapping x → FˆN (x, ξ˜ ) is continuous on S for all N ∈N∗ and for all ξ˜ ∈ Ξ˜ \ A˜.
The same rule obviously holds for Fˆ 0N setting A˜0 =
⋃
N∈N∗ A0 × · · · × A0︸ ︷︷ ︸
N
×Ξ ×
Ξ · · · .
Definition 3.4 For each N ∈ N∗ and ξ˜ ∈ Ξ˜ , we consider the following scalar deter-
ministic optimization problems:
(
DN(ξ˜ )
)
min
x∈EwN(ξ˜ )
Fˆ 0N(x, ξ˜ ),
(
ON(ξ˜ )
)
min
x∈EN(ξ˜ )
f
(
FˆN (x, ξ˜ )
)
,
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where EwN(ξ˜ ) (resp. EN(ξ˜ )) is the weakly Pareto (resp. Pareto) set associated with
the following SAA-N Multi-objective Optimization Problem:
(SAA-N MOP) min
x∈S FˆN (x, ξ˜ ).
The scalar SAA-N function Fˆ 0N is defined by (2), and FˆN is a Rr valued SAA-N
function defined by (3). In the sequel, we will call (DN(ξ˜ )) (resp. (ON(ξ˜ ))) the SAA-
N problem (N ∈ N∗, ξ˜ ∈ Ξ˜ ). Under some reasonable assumptions, we will show
that the solutions and/or optimal values of SAA-N problems for sufficiently large N
are approximations of the solutions and/or optimal values of the true problem (D)
(resp. (O)).
By the Uniform Law of Large Number (ULLN) [31, Theorem 7.48], under
(H0,H1,H2,H3), we obtain immediately the two following results.
Proposition 3.1 For any j = 0, . . . , r , the expected value function x → Eξ [Fj (x, ·)]
is finite valued and continuous on S. Moreover,
P˜ξ
({
ξ˜ ∈ Ξ˜ | ∀ > 0, ∃N(, ξ˜ ) ∈N∗ :
∀N ≥ N(, ξ˜ ), max
0≤j≤r
sup
x∈S
∣∣Fˆ jN (x, ξ˜ ) −Eξ
[
Fj (x, ·)]∣∣ ≤ 
})
= 1.
Lemma 3.1 For each convergent sequence (xN)N∈N∗ in S, let x be its limit. Then
x ∈ S and
P˜ξ
({
ξ˜ ∈ Ξ˜ | ∀j = 0, . . . , r, lim
N→∞ Fˆ
j
N (xN , ξ˜ ) = Eξ
[
Fj (x, ·)]
})
= 1.
Remark 3.4 By Proposition 3.1, there exists a set B˜ ⊂ Ξ˜ with P˜ξ (B˜) = 0 such that
for each fixed ξ˜ ∈ Ξ˜ \ B˜ , FˆN (·, ξ˜ ) converges to Eξ [F(·, ·)] uniformly on S. For
the same reason, there exists B˜0 ⊂ Ξ˜ with P˜ξ (B˜0) = 0 such that for each fixed ξ˜ ∈
Ξ˜ \ B˜0, Fˆ 0N(·, ξ˜ ) converges to Eξ [F 0(·, ·)] uniformly on S.
Definition 3.5 Let A,B ⊂Rn be two nonempty and bounded sets.
• We denote by d(x,B) := infx′∈B ‖x − x′‖ the distance from x ∈ Rn to B , where
‖ · ‖ stands for the Euclidian norm.
• We denote D(A,B) := supx∈A d(x,B) the deviation of the set A from the set B .
• Finally, we denote H(A,B) := max(D(A,B),D(B,A)) the Hausdorff–Pompeiu
distance between the set A and the set B .
Remark 3.5 Note that, in general, H is a pseudo-metric. If we consider the set of
all nonempty and compact subsets of Rn, H becomes a metric. Furthermore, for two
nonempty and bounded sets A and B , the Hausdorff–Pompeiu distance vanishes if
and only if A and B have the same closure.
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Lemma 3.2 Under (H0,H1,H2,H3), for almost all ξ˜ in Ξ˜ , the Hausdorff–Pompeiu
distance between FˆN (S, ξ˜ ) and Eξ [F(S, ·)] tends to zero as N tends to infinity, i.e.
P˜ξ
({
ξ˜ ∈ Ξ˜ | lim
N→∞H
(
FˆN (S, ξ˜ ),Eξ
[
F(S, ·)]) = 0
})
= 1.
Proof By Remark 3.4, there exists a set B˜ ⊂ Ξ˜ with P˜ξ (B˜) = 0 such that for each
fixed ξ˜ ∈ Ξ˜ \ B˜ , FˆN (·, ξ˜ ) converges to Eξ [F(·, ·)] uniformly on S. Moreover (Re-
mark 3.3), ∀N ∈N∗,∀ξ˜ ∈ Ξ˜ \ A˜, x → FˆN (x, ξ˜ ) is continuous on S.
Let us prove P˜ξ ({ξ˜ ∈ Ξ˜ | limN→∞D(FˆN (S, ξ˜ ),Eξ [F(S, ·)]) = 0}) = 1. Arguing
by contradiction, there exists a set D˜ ⊂ Ξ˜ with P˜ξ (D˜) > 0 such that for each fixed
ξ˜ ∈ D˜, D(FˆN (S, ξ˜ ),Eξ [F(S, ·)]) → 0. Obviously P˜ξ (D˜ \ (A˜ ∪ B˜)) > 0, hence D˜ \
(A˜ ∪ B˜) = ∅. Let then ξ˜ ∈ D˜ \ (A˜ ∪ B˜) be fixed.
Since ξ˜ ∈ D˜, there exist  > 0 and a strictly increasing mapping φ : N → N
such that ∀k ≥ 1, D(Fˆφ(k)(S, ξ˜ ),Eξ [F(S, ·)]) > . By the definition of the devia-
tion, there exists yφ(k) in Fˆφ(k)(S, ξ˜ ) such that for all y in Eξ [F(S, ·)] and all k ≥ 1,
d(yφ(k), y) > .
Moreover, there exists (xφ(k))k≥1 such that yφ(k) = FˆN (xφ(k), ξ˜ ) (all k). By the
compactness of S, there exists a strictly increasing mapping ϕ : N → N such that
xφ(ϕ(k)) → x and x ∈ S.
Since ξ˜ /∈ (A˜ ∪ B˜), by Proposition 3.1 and Lemma 3.1, we have yφ(ϕ(k)) → y˜ and
y˜ ∈ Eξ [F(S, ·)].
Then, for each fixed ξ˜ ∈ D˜ \ (A˜ ∪ B˜), we have a contradiction, hence P˜ξ (D˜) = 0.
Now we prove P˜ξ ({ξ˜ ∈ Ξ˜ | limN→∞D(Eξ [F(S, ·)], FˆN (S, ξ˜ )) = 0}) = 1.
Let ξ˜ ∈ Ξ˜ \ (A˜ ∪ B˜) and let y ∈ Eξ [F(S, ·)]. There exists x ∈ S such that
y = Eξ [F(x, ·)]. The sequence (yN)N≥1, defined by yN = FˆN (x, ξ˜ ), converges to
y = Eξ [F(x, ·)], hence d(y, FˆN(S, ξ˜ )) → 0 as N → +∞. Thus, the sequence of
functions (d(·, FˆN (S, ξ˜ )))N≥1 is pointwise convergent on Eξ [F(S, ·)]. On the other
hand, since the function y → d(y, FˆN(S, ξ˜ )) is Lipschitz continuous with Lipschitz
constant 1 (each N ), the sequence of functions (d(·, FˆN (S, ξ˜ )))N≥1 is equicontinu-
ous on Rr , hence on the compact set Eξ [F(S, ·)]. Then, from Ascoli–Arzelà theorem
[32] we have that the sequence of functions (d(·, FˆN (S, ξ˜ )))N≥1 converges uniformly
to 0 on Eξ [F(S, ·)]. Hence, D(Eξ [F(S, ·)], FˆN (S, ξ˜ )) → 0 as N tends to infinity for
a.e. ξ˜ ∈ Ξ˜ . ¤
We need to recall some basic facts from Set Valued Analysis (see [33–38] for
details). Let X be a separated topological space, and Y be a normed vector space.
Let (AN)N∈N be a sequence of subsets of Y . We recall that
• lim infN→∞ AN is the set of limits of sequences (yN)N≥1, where yN ∈ AN (each
N ).
• lim supN→∞ AN is the set of cluster points of sequences (yN)N≥1, where yN ∈ AN
(each N ).
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Let Γ be a set-valued mapping from X into Y , i.e. a function from X to the power
set of Y (denoted by Γ : X ⇒ Y ). The limit inferior of Γ at x0 ∈ X is defined by
lim inf
x→x0
Γ (x) := {y ∈ Y | ∀V neighborhood of y,∃U neighborhood of x0 :
∀x ∈ U \ {x0}, Γ (x) ∩ V = ∅
}
,
while the limit superior of Γ at x0 ∈ X is defined by
lim sup
x→x0
Γ (x) := {y ∈ Y | ∀V neighborhood of y,∀U neighborhood of x0,
∃x ∈ U \ {x0} : Γ (x) ∩ V = ∅
}
.
Remark 3.6 [36, p. 61] Having A, (AN)N∈N∗ subsets of Y and taking X = N∗ ∪
{+∞} endowed with the topology induced by that of R := R ∪ {−∞,+∞}, if
Γ : X ⇒ Y is the set-valued mapping defined by Γ (N) := AN (N ∈ N∗) and
Γ (+∞) := A, then lim infN→∞ AN = lim infN→∞ Γ (N) and lim supN→∞ AN =
lim supN→∞ Γ (N).
Definition 3.6 Let Γ be a set-valued mapping from X into Y . We say that
• Γ is upper continuous (u.c.) at x0 ∈ X iff for any open set D ⊂ Y such that Γ (x0) ⊂
D, there exists a neighborhood U ⊂ X of x0 such that for all x ∈ U ,
Γ (x) ⊂ D.
• Γ is lower continuous (l.c.) at x0 ∈ X iff for any open set D ⊂ Y such that Γ (x0)∩
D = ∅, there exists a neighborhood U ⊂ X of x0 such that for all x ∈ U ,
Γ (x) ∩ D = ∅.
• Γ is continuous at x0 ∈ X iff Γ is u.c. and l.c. at x0.
• Γ is continuous iff Γ is continuous at every x ∈ X.
Proposition 3.2 [36, p. 55] Let Γ : X ⇒ Y and let x0 ∈ X. Γ is l.c. at x0 if and only
if Γ (x0) ⊂ lim infx→x0 Γ (x).
Definition 3.7 Let Γ : X ⇒ Y be a set-valued mapping. We say that
• Γ is Hausdorff upper continuous (H-u.c.) at x0 ∈ X iff for any  > 0, there exists
a neighborhood U ⊂ X of x0 such that for all x ∈ U ,
Γ (x) ⊂ Γ (x0) + B,
where B denote the open ball of radius  and center 0.
• Γ is Hausdorff lower continuous (H-l.c.) at x0 ∈ X iff for any  > 0, there exists a
neighborhood U ⊂ X of x0 such that for all x ∈ U ,
Γ (x0) ⊂ Γ (x) + B.
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• Γ is Hausdorff continuous at x0 ∈ X iff Γ is H-u.c. and H-l.c. at x0.
• Γ is H-continuous iff Γ is H-continuous at every x ∈ X.
Remark 3.7 [36, p. 59] Γ is H-u.c. at x0 if and only if limx→x0 D(Γ (x),Γ (x0)) = 0,
and Γ is H-l.c. at x0 if and only if limx→x0 D(Γ (x0),Γ (x)) = 0.
Definition 3.8 We say that Γ : X ⇒ Y is
• closed valued iff for each x ∈ X, Γ (x) is a closed set in Y ;
• closed iff Graph(Γ ) := {(x, y)|x ∈ X,y ∈ Γ (X)} is closed;
• compact at x ∈ X iff for every sequence (xk, yk)k≥1 with xk ∈ X, yk ∈ Γ (xk)
(each k) and xk → x, there exists a strictly increasing mapping φ : N → N such
that yφ(k) → y and y ∈ Γ (x) (see [36]).
Note that if Γ is compact at x then the set Γ (x) is compact. The converse is not
true.
Now we recall some useful property between H-u.c. and u.c. and between H-l.c.
and l.c..
Proposition 3.3 Let Γ : X ⇒ Y be a set-valued mapping, and let x0 ∈ X.
• If Γ is u.c. at x0, then Γ is H-u.c. at x0.
• If Γ is H-u.c. at x0 and Γ (x0) is compact, then Γ is u.c. at x0.
• If Γ is H-l.c. at x0, then Γ is l.c. at x0.
• If Γ is l.c. at x0 and Γ (x0) is compact, then Γ is H-l.c. at x0.
Remark 3.8 The last proposition means that, if the set Γ (x0) is compact, then Γ is
continuous at x0 if and only if Γ is H-continuous at x0.
Let X = N∗ ∪ {+∞} endowed with the topology induced by that of R. For each
fixed ξ˜ ∈ Ξ˜ , we consider the following set-valued mappings:
Γξ˜ :N∗ ∪ {+∞}⇒Rr , Γξ˜ (N) :=
{
FˆN (S, ξ˜ ) if N ∈N∗
Eξ
[
F(S, ·)] if N = +∞, (4)
where FˆN (·, ξ˜ ) has been introduced in (3).
Λξ˜ :N∗ ∪ {+∞}⇒Rr , Λξ˜ (N) :=
{
FˆN
(
EN(ξ˜ ), ξ˜
)
if N ∈N∗
Eξ
[
F(E, ·)] if N = +∞, (5)
Υξ˜ :N∗ ∪ {+∞}⇒Rn, Υξ˜ (N) :=
{
EwN(ξ˜ ) if N ∈N∗
Ew if N = +∞. (6)
The following lemma will be useful in the next sections.
Lemma 3.3 Under (H0,H1,H2,H3), for almost all ξ˜ ∈ Ξ˜ , Γξ˜ : N∗ ∪ {+∞} ⇒ Rr
defined by (4) is continuous at +∞. Moreover, Γξ˜ is compact at +∞.
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Proof Let ξ˜ ∈ Ξ˜ \ (A˜∪ B˜). By Lemma 3.2, limN→∞H(FˆN (S, ξ˜ ),Eξ [F(S, ·)]) = 0,
which means (Remark 3.7) that Γξ˜ is H-continuous at +∞. Moreover, Γξ˜ (+∞) is a
compact set. Hence (Remark 3.8) Γξ˜ is continuous at +∞.
It remains to show that Γξ˜ is compact at +∞. Let (Nk, yk)k≥1 such that Nk →+∞ and yk ∈ Γξ˜ (Nk) (each k). Then there exists a sequence (xk)k≥1 in S such that
yk = FˆN (xk, ξ˜ ) (each k). Since S is compact, there exists φ :N→N strictly increas-
ing such that xφ(k) → x and x ∈ S. By Lemma 3.1, yφ(k) → y = Eξ [F(x, ·)]. Hence
y ∈ Eξ [F(S, ·)] = Γξ˜ (+∞). ¤
4 Results in the Decision Space Rn
In this section, we work with the weakly Pareto sets.
We say that a MOP is convex iff all its objective functions are convex and its
feasible set is convex. Using the well known Scalarization Theorem for convex MOP
(see, e.g., [39, Propositions 3.7 and 3.8], [40] or [41]), we obtain immediately the
following.
Theorem 4.1 Under (H4,H5), we have
⋃
λ∈Rr+\{0}
arg min
x∈S
〈
λ,Eξ
[
F(x, ·)]〉 = Ew,
where 〈·, ·〉 denotes the scalar product in Rr .
Moreover, for each N ∈N∗ and for a.e ξ˜ ∈ Ξ˜ , we have
⋃
λ∈Rr+\{0}
arg min
x∈S
〈
λ, FˆN(x, ξ˜ )
〉 = EwN(ξ˜ ).
Remark 4.1 By (H5), there exists a set C˜ ⊂ Ξ˜ with P˜ξ (C˜) = 0 such that for each
fixed ξ˜ ∈ Ξ˜ \ C˜, x → FˆN (x, ξ˜ ) is strictly convex on S.
Proposition 4.1 Under (H0,H1,H2), the set Ew is compact, and for each N ≥ 1,
the SAA-N weakly Pareto sets EwN(ξ˜ ) is compact a.e. on Ξ˜ .
Proof Let N ∈ N∗ and ξ˜ ∈ Ξ˜ \ A˜. Since x → FˆN (x, ξ˜ ) is continuous on the closed
set S; it is easy to show that EwN(ξ˜ ) is closed (see, e.g., [8, Theorem 3.1] or [42]).
Since it is a subset of the compact set S, it is compact. The same proof applies for
Ew because x → Eξ [F(x, ·)] is continuous. ¤
Proposition 4.2 Under (H0,H1,H2), for each N ≥ 1, the SAA-N weakly Pareto set
EwN(ξ˜ ) = ∅ a.e. on Ξ˜ , and Ew = ∅ as well.
Proof Let N ≥ 1 and let λ ∈ Rr+ \ {0}. Since S is compact and x → 〈λ, FˆN(x, ξ˜ )〉
is continuous on S for almost every ξ˜ ∈ Ξ˜ , the first conclusion follows easily by
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Weierstrass’ theorem since arg minx∈S〈λ, FˆN(x, ξ˜ )〉 ⊂ EwN(ξ˜ ) (see Theorem 3.5 in
[39] or [43]). In the same way, we obtain Ew = ∅. ¤
Now we state the main result of this section.
Theorem 4.2 Under (H0,H1,H2,H3,H4,H5), for almost all ξ˜ in Ξ˜ , the Hausdorff–
Pompeiu distance between the SAA-N weakly Pareto sets EwN(ξ˜ ) and the true weakly
Pareto set Ew tends to zero as N tends to infinity, i.e.
P˜ξ
({
ξ˜ ∈ Ξ˜ | lim
N→∞H
(
EwN(ξ˜ ),E
w
) = 0
})
= 1.
The proof of the theorem is an immediate consequence of the following two lem-
mas.
Lemma 4.1 Under (H0,H1,H2,H3), for almost all ξ˜ in Ξ˜ , the deviation of the SAA-
N weakly Pareto sets EwN(ξ˜ ) from the true weakly Pareto set Ew tends to zero as N
tends to infinity. In other words,
P˜ξ
({
ξ˜ ∈ Ξ˜ | lim
N→∞D
(
EwN(ξ˜ ),E
w
) = 0
})
= 1.
Proof Let ξ˜ ∈ Ξ˜ \ (A˜ ∪ B˜) be fixed. Then, for each fixed N ∈ N∗, the set EwN(ξ˜ ) is
nonempty by Proposition 4.2, and it is compact by Proposition 4.1.
The set-valued mapping Γξ˜ (introduced in (4)) is continuous at +∞ (Lemma 3.3)
and Γξ˜ (+∞) is a compact set (Proposition 4.1). By [42, Theorem 4.3, p.104] it fol-
lows that the set-valued mapping Υξ˜ (introduced in (6)) is u.c. at +∞. Hence (Propo-
sition 3.3) Υξ˜ is H-u.c. at +∞. Remark 3.7 leads to the conclusion. ¤
Lemma 4.2 Under (H0,H1,H2,H3,H4,H5), for almost all ξ˜ in Ξ˜ , the deviation of
the true weakly Pareto set Ew from the SAA-N weakly Pareto sets EwN(ξ˜ ) tends to
zero as N tends to infinity, i.e
P˜ξ
({
ξ˜ ∈ Ξ˜ | lim
N→∞D
(
Ew,EwN(ξ˜ )
) = 0
})
= 1.
Proof Let ξ˜ ∈ Ξ˜ \ (A˜∪ B˜ ∪ C˜) be fixed, where C˜ has been introduced in Remark 4.1.
Let xˆ ∈ Ew . By the Scalarization Theorem 4.1, there exists λ ∈ Rr+ \ {0} such that
xˆ ∈ arg minx∈S〈λ,Eξ [F(x, ·)]〉.
Now, consider for each N ∈N∗ an element
xN ∈ arg min
x∈S
〈
λ, FˆN(x, ξ˜ )
〉
, (7)
which is possible since the last set is nonempty according to Weierstrass’ theorem.
Thus, according to the Scalarization theorem, we obtain a sequence (xN) such that
xN ∈ EwN(ξ˜ ) (each N ). Since (xN) lies in the compact set S, there exists a strictly
increasing mapping φ :N→N such that limk xφ(k) = x˜, and x˜ ∈ S.
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By (7), xφ(k) ∈ arg minx∈S〈λ, Fˆφ(k)(x, ξ˜ )〉 ∀k ≥ 1 and then
〈
λ, Fˆφ(k)(xφ(k), ξ˜ )
〉 ≤ 〈λ, Fˆφ(k)(xˆ, ξ˜ )
〉
. (8)
Since xˆ ∈ arg minx∈S〈λ,Eξ [F(x, ·)]〉, taking the limit in (8) implies
〈
λ,Eξ
[
F(x˜, ·)]〉 = 〈λ,Eξ
[
F(xˆ, ·)]〉.
By the strict convexity hypothesis, x˜ = xˆ.
Since in a compact space a sequence having a unique cluster point converges, we
obtain that limN xN = xˆ.
We have shown d(xˆ,EwN(ξ˜ )) → 0 as N → +∞ for all xˆ ∈ Ew .
Since Ew is compact, using Ascoli–Arzelà theorem as in Lemma 3.2, we easily
get that D(Ew,EwN(ξ˜ )) → 0 as N tends to infinity for a.e. ξ˜ ∈ Ξ˜ . ¤
Lemma 4.3 Let A ⊂Rn be a closed set, and let g : A →R be a continuous function.
Then the set arg minx∈A g(x) is closed.
Proof Let x ∈ arg minx∈A g(x), where A denotes the topological closure of a set A.
There exists a sequence (xN)N≥1 in arg minx∈A g(x) such that xN → x.
Thus, g(x) = limg(xN) = g(xN) (each N ), hence x ∈ arg minx∈A g(x). ¤
Let ξ˜ ∈ Ξ˜ be fixed and consider the set-valued mapping
Σξ˜ :N∗∪{+∞}⇒Rn, Σξ˜ (N) :=
{
arg minx∈Υ
ξ˜
(N) Fˆ
0
N(x, ξ˜ ) if N ∈N∗
arg minx∈Υ
ξ˜
(+∞)Eξ
[
F 0(x, ·)] if N = +∞,
(9)
where Υξ˜ was defined in (6).
Remark 4.2 For each N ∈ N∗, and for almost all ξ˜ ∈ Ξ˜ , by Weierstrass’ theorem,
the set Σξ˜ (N) is nonempty because x → Fˆ 0N(x, ξ˜ ) is continuous on the compact set
EwN(ξ˜ ). Moreover, it is compact by Lemma 4.3. The same rule obviously holds for
Σξ˜ (+∞).
Now, we can introduce the following optimal value function:
Vξ˜ :N∗ ∪ {+∞} →R, Vξ˜ (N) :=
{
minx∈Υ
ξ˜
(N) Fˆ
0
N(x, ξ˜ ) if N ∈N∗
minx∈Υ
ξ˜
(+∞)Eξ
[
F 0(x, ·)] if N = +∞.
(10)
Theorem 4.3 Under (H0,H1,H2,H3,H4,H5), for almost all ξ˜ in Ξ˜ , the sequence
of SAA-N optimal values (Vξ˜ (N))N≥1 converges to the true optimal value Vξ˜ (+∞).
Moreover, for almost all ξ˜ in Ξ˜ and for each sequence (x∗N)N≥1 in Σξ˜ (N), all
cluster points of (x∗N)N≥1 belong to Σξ˜ (+∞).
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Proof By Remark 3.3, ∀ξ˜ ∈ Ξ˜ \ A˜0, x → Fˆ 0N(x, ξ˜ ) is continuous on S. By Re-
mark 3.4, there exists a set B˜0 ⊂ Ξ˜ with P˜ξ (B˜0) = 0 such that for each fixed
ξ˜ ∈ Ξ˜ \ B˜0, Fˆ 0N(·, ξ˜ ) converges to Eξ [F 0(·, ·)] uniformly on S.
Let ξ˜ ∈ Ξ˜ \ (A˜0 ∪ B˜0 ∪ A˜ ∪ B˜ ∪ C˜) be fixed. Since Υξ˜ is Hausdorff continuous
at +∞ (Theorem 4.2), it is H-u.c. at +∞. Moreover, Υξ˜ is closed valued, thus it
is closed by [36, Proposition 2.5.15]. Let  > 0. Since Υξ˜ is also H-l.c. at +∞, by
definition, ∃N0() ∈ N∗ such that ∀N ≥ N0(), Υξ˜ (+∞) ⊂ Υξ˜ (N) + B , where B
denotes the open ball of radius  and center 0. Let x ∈ Σξ˜ (+∞) (Σξ˜ (+∞) = ∅ by
Remark 4.2). Obviously, x ∈ Υξ˜ (+∞) and then x ∈ Υξ˜ (N) + B ∀N ≥ N0(). It
follows that (x + B) ∩ Υξ˜ (N) = ∅ for N ≥ N0().
All the assumptions of [34, Proposition 4.4] are fulfilled, hence, on one hand, Σξ˜ is
u.c. at +∞, and on the other hand, Vξ˜ is continuous at +∞ (i.e. Vξ˜ (N) → Vξ˜ (+∞)).
Since Σξ˜ is u.c. at +∞, it is H-u.c. (Proposition 3.3). Hence, for N large enough
Σξ˜ (N) ⊂ Σξ˜ (+∞) + B . Moreover Σξ˜ (+∞) is a closed set by Lemma 4.3.
Then, [33, Theorem 5.2.4] and Remark 3.6 imply that lim supN→+∞ Σξ˜ (N) ⊂
Σξ˜ (+∞), which concludes the last sentence of the theorem. ¤
5 Results in the Image Space Rr
In this section, we work with the Pareto sets image, and we assume only (H0,H1,
H2,H3).
Proposition 5.1 For each N ≥ 1, the SAA-N Pareto set EN(ξ˜ ) is a nonempty and
bounded set a.e. on Ξ˜ . The true Pareto set E is also nonempty and bounded.
Proof Let N ∈ N∗, ξ˜ ∈ Ξ˜ \ A˜, and let λ ∈ Rr such that λi > 0 ∀i = 1, . . . , r .
Since x → FˆN (x, ξ˜ ) is continuous, by Weierstrass’ theorem, there exists x˜ ∈
arg minx∈S〈λ, FˆN(x, ξ˜ )〉. If x˜ /∈ EN(ξ˜ ), there exists xˆ ∈ S such that FˆN (xˆ, ξ˜ ) ≤
FˆN (x˜, ξ˜ ) and FˆN (xˆ, ξ˜ ) = FˆN (x˜, ξ˜ ). Hence 〈λ, FˆN(xˆ, ξ˜ )〉 < 〈λ, FˆN(x˜, ξ˜ )〉, a contra-
diction. Finally, x˜ ∈ EN(ξ˜ ). Since S is compact, the boundedness follows. The same
rule holds for the true Pareto set E since x → Eξ [F(x, ·)] is continuous. ¤
To prove the main results of this section, we need the following lemmas.
Lemma 5.1 Let (AN)N≥1 be a sequence of nonempty subsets of Rr , and let A be
a subset of Rr . If d(x,AN) → 0 as N → ∞ for all x in A, then d(x,AN) → 0 as
N → ∞ for all x ∈ A.
Proof Let x ∈ A. Then there exists a sequence (xk)k≥1 in A such that d(xk, x) → 0
as k → ∞. Let  > 0 be fixed. ∃k such that d(xk, x) < 2 . Since xk ∈ A, there exists
N0 such that ∀N ≥ N0, d(xk,AN) < 2 . Since d(x,AN) ≤ d(x, xk)+d(xk,AN), we
obtain d(x,AN) <  for all N ≥ N0. ¤
Lemma 5.2 For almost all ξ˜ ∈ Ξ˜ , for each N ≥ 1 and for all y ∈ FˆN (S, ξ˜ ), there
exists yˆ ∈ FˆN (EN(ξ˜ ), ξ˜ ) such that yˆ ≤ y.
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Proof Let ξ˜ ∈ Ξ˜ \ A˜ be fixed and N ∈ N∗. Let y ∈ FˆN (S, ξ˜ ) and let λ ∈ int(Rr+).
Since x → FˆN (x, ξ˜ ) is continuous, the set Zy = {y′ ∈Rr |y′ ∈ (y −Rr+)∩ FˆN (S, ξ˜ )}
is nonempty and compact. Thus there exists yˆ ∈ arg miny′∈Zy 〈λ,y′〉. Obviously,
we have yˆ ≤ y. If yˆ /∈ FˆN (EN(ξ˜ ), ξ˜ ), there exists a z in FˆN (S, ξ˜ ) such that
z ≤ yˆ and z = yˆ. Hence z ∈ Zy and 〈λ, z〉 < 〈λ, yˆ〉, a contradiction. Therefore,
yˆ ∈ FˆN (EN(ξ˜ ), ξ˜ ). ¤
Proposition 5.2 For almost all ξ˜ in Ξ˜ , the deviation of the true Pareto set image
Eξ [F(E, ·)] from the SAA-N Pareto sets image FˆN (EN(ξ˜ ), ξ˜ ) tends to zero as N
tends to infinity, i.e
P˜ξ
({
ξ˜ ∈ Ξ˜ | lim
N→∞D
(
Eξ
[
F(E, ·)], FˆN
(
EN(ξ˜ ), ξ˜
)) = 0
})
= 1.
Proof Let x ∈ E and let ξ˜ ∈ Ξ˜ \ (A˜ ∪ B˜) be fixed. By Lemma 5.2, there exists a
sequence (xN)N≥1 with xN ∈ EN(ξ˜ ) and
FˆN (xN , ξ˜ ) ≤ FˆN (x, ξ˜ ) for each N ≥ 1. (11)
On one hand, since FˆN (S, ξ˜ ) is compact (each N ), the sequence (FˆN (xN, ξ˜ ))N≥1
admits at least one cluster point. Let yˆ be such a cluster point. On the other hand,
(xN)N≥1 lies in the compact S. Hence there exists a strictly increasing mapping φ :
N→N such that limk→∞ xφ(k) = xˆ and limk→∞ Fˆφ(k)(xφ(k), ξ˜ ) = yˆ. Since ξ˜ /∈ (A˜∪
B˜), yˆ = Eξ [F(xˆ, ·)].
By (11), for each k ≥ 1, Fˆφ(k)(xφ(k), ξ˜ ) ≤ Fˆφ(k)(x, ξ˜ ). Passing to the limit implies
Eξ [F(xˆ, ·)] ≤ Eξ [F(x, ·)], and since x ∈ E we have Eξ [F(xˆ, ·)] = Eξ [F(x, ·)] = yˆ.
Thus all the cluster points of (FˆN (xN, ξ˜ ))N≥1 coincide, hence limN→∞ FˆN (xN , ξ˜ ) =
Eξ [F(x, ·)].
We have shown that for all x in E and for almost every ξ˜ ∈ Ξ˜
lim
N→∞d
(
Eξ
[
F(x, ·)], FˆN
(
EN(ξ˜ ), ξ˜
)) = 0.
By Lemma 5.1 and using Ascoli–Arzelà theorem as in Lemma 3.2, we can
easily show that limN→∞D(Eξ [F(E, ·)], FˆN (EN(ξ˜ ), ξ˜ )) = 0 a.e. on Ξ˜ . Since
supy∈Eξ [F(E,·)] d(y, FˆN (EN(ξ˜ ), ξ˜ )) ≤ supy∈Eξ [F(E,·)] d(y, FˆN(EN(ξ˜ ), ξ˜ )), the rest
of the proof is straightforward. ¤
Proposition 5.3 For almost all ξ˜ in Ξ˜ , the deviation of the SAA-N Pareto sets image
FˆN (EN(ξ˜ ), ξ˜ ) from the true Pareto set image Eξ [F(E, ·)] tends to zero as N tends
to infinity, i.e
P˜ξ
({
ξ˜ ∈ Ξ˜ | lim
N→∞D
(
FˆN
(
EN(ξ˜ ), ξ˜
)
,Eξ
[
F
(
E, ·)]) = 0
})
= 1.
Proof Let ξ˜ ∈ Ξ˜ \ (A˜ ∪ B˜) be fixed. Since Γξ˜ is continuous at +∞ (Lemma 3.3),
Γξ˜ is l.c. at +∞. Hence, by Proposition 3.2, Γξ˜ (+∞) ⊂ lim infN→+∞ Γξ˜ (N). More-
over, Γξ˜ is compact at +∞ (Lemma 3.3). All the assumptions of [36, Theorem
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3.5.29] are satisfied, hence Λξ˜ is u.c. at +∞. By Proposition 3.3, Λξ˜ is H-u.c. at+∞. The conclusion follows by Remark 3.7. ¤
The proof of the following is straightforward.
Theorem 5.1 For almost all ξ˜ in Ξ˜ , the Hausdorff–Pompeiu distance between the
SAA-N Pareto sets image FˆN (EN(ξ˜ ), ξ˜ ) and the true Pareto set image Eξ [F(E, ·)]
tends to zero as N tends to infinity, i.e
P˜ξ
({
ξ˜ ∈ Ξ˜ | lim
N→∞H
(
FˆN
(
EN(ξ˜ ), ξ˜
)
,Eξ
[
F
(
E, ·)]) = 0
})
= 1.
For a.a. ξ˜ ∈ Ξ˜ and for all N ∈N∗, let us denote
UN(ξ˜ ) := inf
x∈EN(ξ˜)
f
(
FˆN (x, ξ˜ )
)
, U := inf
x∈E f
(
Eξ
[
F(x, ·)]).
Theorem 5.2 For almost all ξ˜ in Ξ˜ , the sequence of SAA-N optimal values
(UN(ξ˜ ))N≥1 converges to the true optimal value U .
Proof Let ξ˜ ∈ Ξ˜ \ (A˜ ∪ B˜). Let (aN)N≥1 be a sequence of positive numbers such
that aN → 0. There exists a sequence (yN)N≥1 such that for all N ≥ 1, yN ∈
FˆN (EN(ξ˜ ), ξ˜ ) and
f (yN) < UN(ξ˜ ) + aN ≤ f (yN) + aN . (12)
By Lemma 3.2, there exists a compact set K ⊂ Rr such that Eξ [F(S, ·)] ⊂ K , and,
for all N ≥ 1, FˆN (S, ξ˜ ) ⊂ K . Since f is continuous, the sequence (UN(ξ˜ ))N≥1 lies
in the compact set f (K), hence admits at least one cluster point. Let W be such a
cluster point. There exists φ : N → N strictly increasing such that Uφ(N)(ξ˜ ) → W .
Since (yφ(N))N≥1 is in the compact K , there exists ϕ : N → N strictly increasing
such that yφ(ϕ(N)) → y and y ∈ K . By Proposition 5.3, y ∈ Eξ [F(E, ·)].
By (12), W = limN→∞ f (yφ(ϕ(N))). Since f is continuous, W = f (y) and W ∈
f (Eξ [F(E, ·)]). If W < U , then y ∈ Eξ [F(E, ·)] \Eξ [F(E, ·)]. Hence there exists a
sequence (zk)k≥1 in Eξ [F(E, ·)] such that zk → y. By continuity, for k large enough,
f (zk) < U , which is a contradiction. Thus W ≥ U . Now we suppose that U = W ,
i.e. U < W . Hence there exists yˆ ∈ Eξ [F(E, ·)] such that
f (yˆ) < W. (13)
By Proposition 5.2, there exists a sequence (yˆφ(ϕ(N)))N≥1 such that, for each N ,
yˆφ(ϕ(N)) ∈ FˆN (Eφ(ϕ(N))(ξ˜ ), ξ˜ ) and yˆφ(ϕ(N)) → yˆ. Since f is continuous,
lim
N→∞f (yˆφ(ϕ(N))) = f (yˆ).
For N large enough, the last equality and (13) imply f (yˆφ(ϕ(N))) < Uφ(ϕ(N))(ξ˜ ),
a contradiction. Hence U = W and all the cluster points of (UN(ξ˜ ))N≥1 coincide.
Finally, limN→∞ UN(ξ˜ ) = U . ¤
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6 An Illustrative Example
In this section, we give a toy example in order to illustrate the Hausdorff–Pompeiu
convergence of the Pareto sets in the image space and the convergence of the SAA-N
optimal values.
We consider the following Stochastic Bi-objective Optimization Problem:
min
x∈S Eξ
[
F 1(x, ·),F 2(x, ·)],
where the decision variable x = (x1, x2) ∈ R2, the random variable ξ follows a uni-
form distribution with mean 32 and variance
1
12 , the feasible set S = [0,1] × [0,1],
and Eξ [F 1(x, ·),F 2(x, ·)] = E[x1 + x2 + ξ, (x1 − x2 + ξ)2].
For this simple example, it is possible to compute in closed form the expectation
of the objectives: ∀x = (x1, x2) ∈R2,
Eξ
[
F 1(x, ·)] = x1 + x2 + 32 ,
Eξ
[
F 2(x, ·)] = 1
3
(
(x1 − x2 + 2)3 − (x1 − x2 + 1)3
) = (x1 − x2)2 + 3(x1 − x2) + 73 .
The set Eξ [F 1(S, ·),F 2(S, ·)] is the curvilinear quadrilateral domain ABCD with
A( 32 ,
7
3 ), B(
5
2 ,
1
3 ), C(
7
2 ,
7
3 ),D(
5
2 ,
19
3 ) (see Fig. 1), and AB
_
, BC
_
, CD
_
, DA
_
are
parabolic arcs having the following parametric representations:
AB
_ : [0,1] 
 t →
(
t + 3
2
, t2 − 3t + 7
3
)
,
BC
_ : [0,1] 
 t →
(
t + 5
2
, t2 + t + 1
3
)
,
DC
_ : [0,1] 
 t →
(
t + 5
2
, t2 − 5t + 19
3
)
,
AD
_ : [0,1] 
 t →
(
t + 3
2
, t2 + 3t + 7
3
)
.
Then the true Pareto set image can be identified graphically and is given by the arc
AB
_ (in bold in Fig. 1). Hence the true Pareto set is E = {0} × [0,1].
Consider now the problem (O) (see Sect. 2) with f (y1, y2) := 2y1 + y2. Thus, in
this particular case, problem (O) consists in the minimization of the function
x → φ(x) := f (E[F 1(x, ξ(·)),F 2(x, ξ(·))]) = 2Eξ
[
F 1(x, ·)] +Eξ
[
F 2(x, ·)]
over the Pareto set E associated with (SBOP), i.e. we want to solve
min
(x1,x2)∈{0}×[0,1]
[
(x1 − x2)2 + 5x1 − x2 + 163
]
.
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Fig. 1 Eξ [F(E, ·)] (bold) and
the boundary of Eξ [F(S, ·)]
Since φ(0, ·) is strictly convex over [0,1], it is easy to see that its unique minimizer
is 12 . Hence the true optimal value is given by
U = φ
(
0,
1
2
)
= 61
12
.
Now, let ξ˜ = (ξ1, ξ2, . . . , ) ∈ Ξ˜ be given, and consider the corresponding SAA-N
problem:
min
(x1,x2)∈EN(ξ˜)
φN(x1, x2, ξ˜ ),
where
φN(x1, x2, ξ˜ ) := 2 1
N
N∑
k=1
(x1 + x2 + ξk) + 1
N
N∑
k=1
(x1 − x2 + ξk)2,
and EN(ξ˜ ) is the SAA-N Pareto set associated with the bi-objective minimization
problem
min
x∈S FˆN(x, ξ˜ ),
where
FˆN (x, ξ˜ ) := 1
N
N∑
k=1
(
x1 + x2 + ξk, (x1 − x2 + ξk)2
)
.
Denote
μN := 1
N
N∑
k=1
ξk, σ
2
N :=
1
N
N∑
k=1
ξ2k − μ2N.
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Fig. 2 Fˆ5(E5(ξ˜ ), ξ˜ ) (–),
Fˆ15(E15(ξ˜ ), ξ˜ ) (◦–◦),
Fˆ25(E25(ξ˜ ), ξ˜ ) (×–×),
Eξ [F(E, ·)] (bold)
Thus,
φN(x1, x2, ξ˜ ) = (x1 − x2)2 + 2(1 + μN)x1 + 2(1 − μN)x2 + σ 2N + 2μN + μ2N,
FˆN(x, ξ˜ ) =
(
x1 + x2 + μN, (x1 − x2)2 + 2μN(x1 − x2) + σ 2N + μ2N
)
.
The set FˆN (S, ξ˜ ) is the curvilinear quadrilateral domain ANBNCNDN with AN(μN,
σ 2N + μ2N),BN(1 + μN, (1 − μN)2 + σ 2N),CN(2 + μN,σ 2N + μ2N), DN(1 + μN,
(1 + μN)2 + σ 2N), and ANBN
_
, BNCN
_
, CNDN
_
, DNAN
_
are parabolic arcs having
the following parametric representations:
ANBN
_ : [0,1] 
 t → (t + μN, t2 − 2μNt + σ 2N + μ2N
)
,
BNCN
_ : [0,1] 
 t → (t + 1 + μN, t2 + 2(μN − 1)t + σ 2N + (μN − 1)2
)
,
DNCN
_ : [0,1] 
 t → (t + 1 + μN, t2 − 2(μN + 1)t + σ 2N + (μN + 1)2
)
,
ANDN
_ : [0,1] 
 t → (t + μN, t2 + 2μNt + σ 2N + μ2N
)
.
Since μN ∈ [1,2], the set FˆN (S, ξ˜ ) has the same shape as Eξ [F 1(S, ·),F 2(S, ·)].
Thus, for each N , the SAA-N Pareto set image is the arc ANBN
_
, and so the set
EN(ξ˜ ) = E = {0} × [0,1]. Then, it is easy to see that ∀N ≥ 1, the SAA-N optimal
value is given by
UN(ξ˜ ) = φN(0,μN − 1, ξ˜ ) = σ 2N + 4μN − 1.
Using MATLAB 7, we generate a random vector (ξ1, ξ2, . . . , ξ250) of realizations of
ξ which satisfy (H1).
Figure 2 focuses on the Hausdorff convergence of the SAA-N Pareto sets image
to the true Pareto set image.
Figure 3 illustrates the convergence of the SAA-N optimal values to the true opti-
mal value for N = 1, . . . ,250.
Author's personal copy
J Optim Theory Appl (2014) 162:405–427 425
Fig. 3 Convergence of the
SAA-N Optimal Values UN(ξ˜ )
to the true optimal value U
(bold)
7 Conclusions
In this paper, we have considered the novel problem of optimizing a scalar random
function over the Pareto set associated with a Stochastic Multi-objective Optimiza-
tion Problem. Since in most real cases it is impossible to solve directly this problem,
we used the well known Sample Average Approximation method to obtain an approx-
imated problem. To show that the sequence of SAA-N optimal values tends almost
surely to the true optimal value, we have shown that the Hausdorff–Pompeiu dis-
tance between the SAA-N Pareto set images and the true Pareto set image vanishes
at infinity.
Moreover, assuming strict convexity, we have shown that the Hausdorff–Pompeiu
distance between the SAA-N Pareto sets and the true Pareto set vanishes at infinity,
and then we obtained that every cluster point of any sequence of SAA-N optimal
solutions is an optimal solution for the true problem.
Finally, we have illustrated graphically the Hausdorff–Pompeiu convergence of
the Pareto set images to the true Pareto set image, and the convergence of SAA-
N optimal values to the true optimal value using MATLAB7 with an example of a
stochastic bi-objective optimization problem, the scalar random function to be opti-
mized over the Pareto set being a conic combination of the two random objectives.
For this illustrative example it is possible to find the closed form of the expectations
and to determine the true Pareto and Pareto image sets as well as the Pareto and Pareto
image sets associated with SAA-N problems.
Further research avenues may include the study of the numerical aspects related
to the problem of stochastic optimization over a stochastic Pareto set using SAA-N
approach. It is important to find an estimation of the size N of the sample in order to
obtain an a priori error bound for the optimal value and/or optimal solution. Also, it is
necessary to propose appropriate algorithms to solve the SAA-N problem, especially
for the case when the problem is given in the image space.
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1 Introduction
For a bi-objective Optimization Problem (BOP), the solution set (also called Pareto set) con-
sists of the feasible solutions which ensure some sort of equilibrium amongst the objectives.
That is to say, Pareto solutions are such that neither of the objective values can be improved
further without deteriorating the other.
The Pareto set associated with a (BOP) may be infinite and even unbounded, and then
arises the decision problem of choosing one solution over this set, which is generally not
explicitly given and not convex (even in the linear case). A useful and efficient way to
answer this problem is to consider the problem of optimizing a real valued function over the
Pareto set.
This problem has been intensively studied during the last decades beginning with Philip’s
paper [33], and continued by many authors in [1–17, 21, 24, 25] (see [36] for an extensive
bibliography).
Since in mathematical models the number of variables is often greater than the number
of objectives, Benson argues [4–7] that generating the Pareto outcome set require less com-
putation than generating the Pareto set itself. Moreover, it is reasonable to take a decision
based on the objective values rather than on variable values. So it can be useful to consider
the Problem (P) of minimizing a real valued function f over the Pareto outcome set. This
particular problem has been studied in [3, 13, 28].
However, the optimal value of such a kind of problem is rarely possible to compute. That
is the reason why we propose (in the first part of our paper) a deterministic outcome space
algorithm inspired by the one proposed in [28]. The algorithm in [28] is quite restrictive
since it deals with the problem of maximizing a nondecreasing function over the Pareto
outcome set associated with a convex (BOP). Our algorithm applies to any continuous
function, and is as follows: at the beginning of Step k(k ≥ 1), we know from Step k−1:
– k right triangles whose union contains the Pareto outcome set.
– k+1 efficient points.
If the minimum value of f over the right triangles (lower bound) is close enough to the min-
imum value of f over the efficient points (upper bound), then the algorithm stops. Else, a
new efficient point is generated and one triangle is reduced by two new right triangles with
smaller hypotenuse. This process is repeated until the chosen error bound is not reached.
Due to the difficulty of optimizing over a Pareto set, authors generally deal with de-
terministic optimization problems, although in real life observed phenomena are randomly
disturbed.
That is why, in the second part of our paper, we consider the stochastic problem (S) of
minimizing a real valued function f over the Pareto outcome set associated with a Stochastic
Convex Bi-Objective Optimization Problem (SBOP), whose objectives are expectations of
random functions. This kind of problem may have many applications, including financial
models like mean-variance portfolio optimization [29, 30].
Some results taking into account uncertainty have been recently obtained by Bonnel
and Collonge in [13], where the problem of optimizing over a Pareto set associated with a
Stochastic Multi-Objective Optimization Problem has been studied. Some approximations
using the well known Sample Average Approximation (SAA-N, where N is the sample size)
method have been given. In particular, it has been shown that the sequence of optimal values
VN of problems given by the SAA method converges almost surely to the optimal value V
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of problem (S) as the sample size N goes to infinity. One of our goals is to find the rate of
this convergence.
Moreover, for a given error bound ε > 0 and a given confidence level p0 ∈]0,1[, another
goal is to find a rank N0(ε, p0) which explicitly depends on data, such that the optimal value
VN0(ε,p0) of problem SAA-N
0(ε, p0) is an ε-approximation of V with probability greater
than p0. As soon as this rank is given, it is possible to compute a range (upper bound, lower
bound) of V with our algorithm, and thus to propose a confidence interval of length ε which
contains V with probability greater than p0.
Our paper is organized as follows.
In Section 2, we present the deterministic problem under consideration: optimizing a
continuous real valued function over the Pareto outcome set associated with a deterministic
convex bi-objective optimization problem. Under some reasonable assumptions, we show
that this problem admits at least one solution in the decision space. Then we propose a
deterministic outcome space algorithm to determine the optimal value of the considered
problem, and finally we prove that it terminates in a finite number of steps whatever the
error bound is.
Section 3 deals with the stochastic problem (S) of optimizing a real valued function
over the Pareto outcome set associated with a stochastic convex bi-objective optimization
problem. We begin with some basic definitions and facts necessary for the development of
the stochastic case. Then we introduce problem (S) together with the sequence of SAA-N
problems proposed in [13]. We recall the basic result that the sequence of SAA-N optimal
values converges to the true optimal value V with probability one (see [13] for more details).
Unlike the theoretical results on convergence presented in [13], we are now concerned with
convergence rate and error estimates.
Thus we show that, assuming f Lipschitz continuous on a suitable compact set, non-
decreasing on R2 and the support of the random perturbations bounded, the convergence
with probability one of the sequence of SAA-N optimal values to the true optimal value V
has an exponential rate. Moreover, for a given error bound ε > 0 and a given confidence
level p0 ∈]0,1[, we propose a rank N0 = N0(ε, p0) such that the SAA-N0 optimal value is
an ε-approximation of V with probability greater than p0. Note that N0 explicitly depends
on data and on a uniform upper bound of the standard deviation of the random bi-objective
function. Thus we compute (with our algorithm) a confidence interval that contains V .
In the last Section, we present two numerical examples obtained with MATLAB7. The
first example is a simple one with a two dimensional feasible set and a linear vector ob-
jective which allows us to graphically illustrate our algorithm. The second one use a four
dimensional feasible set and a nonlinear vector objective in order to test the performances
of the algorithm.
2 A Deterministic Outcome Space Algorithm
Let y,z ∈ R2. In this paper we use the notation y≤ z to indicate yi ≤ zi for all i = 1,2, y z
to indicate y≤ z and y 6= z, and y < z to indicate yi < zi for all i = 1,2.
We note R2+ := {x ∈ R2|0 ≤ x} the Pareto cone, and int(R2+) := {x ∈ R2|0 < x} its
topological interior. For a subset T of R2, we denote by w-MINR2+(T ) := {y ∈ T | 6 ∃y¯ ∈
T : y− y¯ ∈ int(R2+)} the weakly minimal set of T with respect to the Pareto cone, and
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MINR2+(T ) := {y ∈ T | 6∃y¯ ∈ T \ {y} : y− y¯ ∈ R
2
+} the minimal set of T with respect to the
cone R2+.
Moreover, for a (BOP) MINx∈X F(x), where the function F is defined from Rn to R2,
and the feasible set X ⊂ Rn, we call MINR2+(F(X)) the Pareto outcome set (sometimes
called Pareto set in the outcome space, outcome Pareto set or Pareto image set), and we call
ARGMINR2+(F(X)) := F
−1(MINR2+(F(X)))∩X the Pareto set. Also, we denote by ‖ ·‖ the
Euclidean norm in R2. More details about solution set in vector optimization problems can
be found in the monographs [19, 22, 23, 27, 31, 32].
2.1 Problem Statement
We deal with the problem of minimizing a real valued function f over the Pareto outcome
set associated with a Bi-objective Optimization Problem (BOP). That is to say
(D) min
(
f (F(x))
∣∣∣x ∈ ARGMINR2+(F(X))),
where f : R2→ R, and F : Rn→ R2 is the vector objective of the following
(BOP) MINx∈X F(x) =
(
F1(x),F2(x)
)
,
whose feasible set X ⊂ Rn is supposed nonempty and explicitly given by
X :=
{
x ∈ Rn
∣∣∣g(x) = (g1(x),g2(x), . . . ,gp(x))≤ 0},
where for each i = 1, . . . , p, gi : Rn→ R.
In this section, we propose a deterministic outcome space algorithm in order to give an
approximation of the optimal value of problem (D) under the following assumptions:
(Hd)

X is a nonempty and bounded subset of Rn.
∀i = 1, . . . , p, x 7→ gi(x) is convex on Rn.
∀ j = 1,2, x 7→ F j(x) is continuous and convex on X .
(H0) f is continuous on R2.
Note that under (Hd), (BOP) is convex, i.e. its feasible set X is a convex set and its
objectives are convex on X . Moreover, since the functions gi are continuous on Rn (each i),
X is a closed set and then it is compact because it is bounded.
2.2 Algorithm
Let us rewrite problem (D) in the Outcome space:
(P) min
(
f (z)
∣∣∣z ∈MINR2+(F(X))).
To show that this outcome problem admits at least a solution, we need the following
Lemma.
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Lemma 1 Let T be a compact set inR2 such that T +R2+ is convex. Then the set MINR2+(T )
is compact.
Proof We consider a sequence ak in MINR2+(T ) converging to a∈ T . It is easy to see that the
set w-MINR2+(T ) is closed and contains MINR2+(T ). Hence a ∈ w-MINR2+(T ). Suppose by
contradiction that a /∈MINR2+(T ). Then there exist b∈ T and j∈{1,2} such that b
j < a j and
bi = ai for i 6= j, i ∈ {1,2}. For k large enough, we have b j < a jk and since ak ∈MINR2+(T ),
we have aik < b
i. If a jk < a
j, then ak < a which contradicts a ∈ w-MINR2+(T ). Thus a
j ≤ a jk.
We have proven that for sufficiently large k, b j < a j ≤ a jk and aik < ai = bi. Then there
exists t¯ ∈]0,1] such that a j = t¯a jk +(1− t¯)b j. Let t = t¯2 . We have a j = ta jk +(1− t)b j + c j,
where c j = t¯2 (a
j
k−b j)> 0, and ai = taik +(1− t)bi + ci, where ci = t¯2 (bi−aik)> 0. Hence
a = tak +(1− t)b+ c, with c ∈ int(R2+).
Since T +R2+ is convex, tak+(1−t)b∈ T +R2+, and then a−c∈ T +R2+. So there exist
a′ ∈ T and c′ ∈ R2+ such that a− c = a′+ c′. Hence a− (c+ c′) ∈ T , which contradicts the
fact that a ∈ w-MINR2+(T ) since (c+ c
′) ∈ int(R2+) . Finally, MINR2+(T ) is a closed subset
of the compact T , hence it is compact.
uunionsq
Proposition 1 Problem (P) admits at least one solution.
Proof (BOP) is convex, hence the set F(X)+R2+ is convex ( [37, Theorem 3.7]). Moreover,
F is continuous on the compact set X , therefore the Pareto outcome set MINR2+(F(X))
is a compact set by Lemma 1. Since f is continuous, Weierstrass’ Theorem leads to the
conclusion.
uunionsq
We denote by U := min
(
f (z)
∣∣∣z ∈MINR2+(F(X))) the optimal value of problem (P),
and we consider the following two sequences of problems whose optimal values converge
to U :
(PSk) min
z∈S(k)
f (z),
(PDk) min
z∈D(k)
f (z),
where for all k ≥ 0, the sets D(k) and S(k) are compact in R2 and satisfy:
D(k) ⊂ D(k+1) ⊂MINR2+(F(X))⊂ S
(k+1) ⊂ S(k).
For each k ≥ 0, let s(k) and d(k) be the optimal value of problem (PSk) and (PDk) re-
spectively, i.e.,
s(k) := min
z∈S(k)
f (z), d(k) := min
z∈D(k)
f (z).
Hence, for each k ≥ 0, we have U ∈ [s(k),d(k)] and [s(k+1),d(k+1)]⊂ [s(k),d(k)].
Since X is compact, according to Weierstrass’ Theorem, the reals x0 := min
x∈X
F1(x) and
y1 :=min
x∈X
F2(x) are well defined. Therefore the sets argmin
(
F1(x)
∣∣∣x∈X) := {x∈X |F1(x)=
x0} and argmin
(
F2(x)
∣∣∣x ∈ X) := {x ∈ X |F2(x) = y1} are nonempty, convex and compact,
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hence the reals y0 := min
x∈X
(
F2(x)
∣∣∣F1(x) = x0) and x1 := min
x∈X
(
F1(x)
∣∣∣F2(x) = y1) are well
defined and represent the minimal values of convex optimization problems. We put
z0 := (x0,y0) ∈ R2, (1)
z1 := (x1,y1) ∈ R2. (2)
Remark 1 It is easy to see that z0,z1 ∈MINR2+(F(X)) and x0 ≤ x1, y0 ≥ y1. Therefore, if
z0 6= z1, then obviously x0 < x1 and y0 > y1. On the other hand, if z0 = z1, then MINR2+(F(X))=
{z0} and z0 is the unique outcome optimal solution of problem (P), i.e. z0 is such that
min{ f (z)|z ∈MINR2+(F(X))}= f (z0).
So, we will suppose in the sequel that z0 6= z1, hence
x0 < x1 and y0 > y1. (3)
The following proposition is useful in the presentation of the algorithm, and it is inspired
by the Pascoletti-Serafini Scalarization (see, e.g., [18]). Its proof is a direct consequence of
Proposition 3.
Proposition 2 Let t ∈]0,1[, and let zt ∈ F(X)+R2+ be given by
zt := (1− t)z0+ tz1. (4)
Now let us consider a fixed vector r ∈ −int(R2+). Then the problem
sup
(
λ ≥ 0
∣∣∣zt +λ r ∈ F(X)+R2+)
has a unique optimal solution λ ∗ ∈ R, and z∗t defined by
z∗t := zt +λ
∗r (5)
belongs to MINR2+(F(X)).
Since z0 and z1 belongs to MINR2+(F(X)), we set z
∗
0 := z0 and z
∗
1 := z1.
Definition 1 Let t ∈]0,1[. z∗t defined by (5) will be called the (unique) outcome solution
associated with t.
Remark 2 To find the outcome solution z∗t associated with a given t ∈]0,1[, we have to solve
the following convex optimization problem
(CPt) sup
(λ ,x)
(
λ ≥ 0
∣∣∣F(x)− zt −λ r ≤ 0, g(x)≤ 0),
and its optimal value λ ∗ is such that the set (zt +λ ∗r−R2+)∩F(X) is reduced to a singleton,
namely {z∗t }= (zt +λ ∗r−R2+)∩F(X).
Definition 2 Let t1, t2 ∈ [0,1] be such that t1 < t2. We denote by Simp(t1, t2) the triangle
given by the convex hull of (z∗t1 ,z
∗
t2 ,z
I), where z∗t1 = (x
∗
t1 ,y
∗
t1) and z
∗
t2 = (x
∗
t2 ,y
∗
t2) are defined
by (5), and zI := (x∗t1 ,y
∗
t2).
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Remark 3 By (3), (4), (5), and by the fact that z∗t1 , z
∗
t2 ∈MINR2+(F(X)) and r ∈ −int(R
2
+),
we obtain easily that x∗t1 < x
∗
t2 and y
∗
t1 > y
∗
t2 . Thus, the convex hull of (z
∗
t1 ,z
∗
t2 ,z
I) is a right
triangle with nonempty interior.
ALGORITHM :
Step k = 0 (initializing)
Solve the following convex optimization problems:
x0 = min
(
F1(x)
∣∣∣g(x)≤ 0), y0 = min(F2(x)∣∣∣F1(x) = x0, g(x)≤ 0),
y1 = min
(
F2(x)
∣∣∣g(x)≤ 0), x1 = min(F1(x)∣∣∣F2(x) = y1, g(x)≤ 0),
and put z0 = (x0,y0) and z1 = (x1,y1).
Choose ε > 0 (the error bound) and put:
– t(0)0 = 0, t
(0)
1 = 1.
– D(0) = {z∗0,z∗1}= {z0,z1}.
– S(0) = S(0)1 = Simp(0,1).
Solve d(0) = min( f (z0), f (z1)) the best current upper bound.
Solve s(0) = min
z∈S(0)
f (z) the best current lower bound.
IF d(0)− s(0) < ε ,
THEN Stop (U ∈ [s(0),d(0)]),
ELSE choose r ∈ −int(R2+) and k = 1.
Step k (k ≥ 1)
– Find j∗ ∈ {1, . . . ,k} such that s(k−1) = min
(
f (z)
∣∣∣z ∈ Simp(t(k−1)j∗−1 , t(k−1)j∗ )), and put
t(k)j = t
(k−1)
j , j = 0, . . . , j
∗−1
t(k)j∗ =
1
2 (t
(k−1)
j∗−1 + t
(k−1)
j∗ )
t(k)j = t
(k−1)
j−1 , j = j
∗+1, . . . ,k+1
. (6)
– Determine z∗
t(k)j∗
the outcome solution associated with t(k)j∗ , i.e. solve the convex optimiza-
tion problem
(CP
t(k)j∗
) sup
(λ ,x)
(
λ ≥ 0
∣∣∣g(x)≤ 0,F(x)−λ r− z
t(k)j∗
≤ 0
)
.
Denote by λ ∗ its optimal value, and set z∗
t(k)j∗
= z
t(k)j∗
+λ ∗r and
D(k) = D(k−1)∪{z∗
t(k)j∗
}. (7)
Put d(k) = min(d(k−1), f (z∗
t(k)j∗
)) the best current upper bound.
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– For all j = 1, . . . ,k+1, denote S(k)j = Simp(t
(k)
j−1, t
(k)
j ) and set
S(k) =
k+1⋃
j=1
S(k)j . (8)
Solve s(k)j∗ = min
z∈S(k)j∗
f (z) and s(k)j∗+1 = min
z∈S(k)j∗+1
f (z).
If k = 1, then put s(1) = min j=1,2 s
(1)
j the best current lower bound.
If k ≥ 2, put s(k) = min j=1,...,k+1 s(k)j the best current lower bound, where
s(k)j = s
(k−1)
j−1 ∀ j = 3, . . . ,k+1 if j∗ = 1,
s(k)j = s
(k−1)
j ∀ j = 1, . . . ,k−1 if j∗ = k,
s(k)j = s
(k−1)
j ∀ j= 1, . . . , j∗−1 and s(k)j = s(k−1)j−1 ∀ j= j∗+2, . . . ,k+1 if j∗ ∈{2, . . . ,k−
1}.
IF d(k)− s(k) < ε ,
THEN Stop (U ∈ [s(k),d(k)]),
ELSE k = k+1 and go to step k.
Remark 4 Note that during step k (k ≥ 1), the j∗th triangle S(k−1)j∗ = Simp(t(k−1)j∗−1 , t(k−1)j∗ ) is
reduced by two triangles S(k)j∗ = Simp(t
(k)
j∗−1, t
(k)
j∗ ) and S
(k)
j∗+1 = Simp(t
(k)
j∗ , t
(k)
j∗+1), and for all
j = 1, . . .k, j 6= j∗, the triangle S(k−1)j is unchanged. Thus, it is not difficult to see that
S(k) = (
⋃
j 6= j∗
S(k−1)j )∪ (S(k)j∗ ∪S(k)j∗+1). (9)
Remark 5 If we suppose in addition f quasi-concave, the algorithm will perform better
because its minimum value on a triangle is reached on a vertex. So it may happen that our
algorithm returns at a step k the exact optimal value of problem (P). For example, if we want
to optimize one objective of the (BOP) over its outcome Pareto set, the algorithm returns
the exact optimal value at the initializing step, which can be useful for a decision maker who
wants to know the range (maximum and minimum value) of one or both objectives over the
Pareto set.
Now we are going to prove that for a given error bound, our algorithm terminates in a
finite number of steps. We begin with some Lemmas.
Lemma 2 Let Z be a real normed space, C ⊂ Z a convex pointed cone with nonempty
interior, and T a nonempty subset of Z. Then the set w-MINC(T ) := {z ∈ T | 6∃z¯ ∈ T : z¯ ∈
z− int(C)} satisfies
w-MINC(T ) = ∂ (T +C)∩T. (10)
Proof Let z ∈ w-MINC(T ). If z /∈ ∂ (T +C)∩T , since z ∈ T , and T ⊂ T +C, we must have
z+αB ⊂ T +C for some α > 0 (where B stands for the open unit ball). Let c ∈ int(C)
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with ‖c‖ < α . Thus z− c ∈ T +C, i.e. z− c = t + c′ for some t ∈ T and c′ ∈ C. Finally,
t = z− c− c′ ∈ z− int(C) which contradicts the choice of z.
Conversely, let z ∈ ∂ (T +C)∩T . If z /∈ w-MINC(T ), then there is some t ∈ T such that
z ∈ t + int(C) ⊂ int(T +C). Therefore z /∈ ∂ (T +C) which is a contradiction, so (10) is
proven. uunionsq
Lemma 3 Let in the previous Lemma Z =R2, C=R2+ and T be a compact nonempty subset
of Z such that T +C is convex. Let z1 = (x1,y1), z2 = (x2,y2) ∈MINC(T ), such that x1 < x2
(hence y1 > y2). Then for any z = (x,y) ∈ ∂ (T +C) with x1 < x < x2, we have
(x,y) ∈MINC(T ), (11)
and
y≤ y1+ y2− y1x2− x1 (x− x1). (12)
Proof Since T is compact and C is closed, it is well known that T +C is closed. Thus, using
(10) with T +C instead of T , since C+C =C, we obtain that
w-MINC(T +C) = ∂ (T +C).
Therefore (x,y) ∈ w-MINC(T +C).
Let us prove that (x,y) ∈MINC(T +C).
Arguing by contradiction, since (x,y) ∈ w-MINC(T +C), we can find (x′,y′) ∈ T +C
such that
(i) x′ < x, y′ = y
or
(ii) x′ = x, y′ < y.
Since T +C is convex, for all ε ∈ [0,1] we have ((1−ε)(x′,y′)+ε(x2,y2)) ∈ T +C and
((1− ε)(x′,y′)+ ε(x1,y1)) ∈ T +C.
Assume that (i) holds. For sufficiently small ε ∈ [0,1[ we have (1− ε)x′+ εx2 < x, and
since y > y2, (1− ε)y′+ εy2 = (1− ε)y+ εy2 < y for all ε ∈]0,1]. This contradicts the fact
that (x,y) ∈ w-MINC(T +C).
Suppose that (ii) holds. We have (1− ε)x′+ εx1 = (1− ε)x+ εx1 < x for all ε ∈]0,1],
and (1−ε)y′+εy1 < y for sufficiently small ε ∈ [0,1[. This contradicts the fact that (x,y) ∈
w-MINC(T ). Therefore, we have shown that (x,y) ∈MINC(T +C).
By [19, Proposition 2.1], MINC(T ) = MINC(T +C), so (11) is proven.
To prove (12) we reason again by contradiction. So, if (12) is not satisfied, then we can
find h > 0 such that x− h > x1 and y > y1 + y2−y1x2−x1 (x− h− x1). But (x− h,y1 +
y2−y1
x2−x1 (x−
h− x1)) ∈ [(x1,y1),(x2,y2)]⊂ (T +C), and (x−h,y1+ y2−y1x2−x1 (x−h− x1)) ∈ (x,y)− int(C),
which contradicts the fact that (x,y) ∈MINC(T ). uunionsq
Proposition 3 Let the hypotheses of Lemma 3 hold. Let (xˆ, yˆ) = (1− tˆ)(x1,y1)+ tˆ(x2,y2),
where tˆ ∈]0,1[ is given, and let r = (r1,r2) ∈ −int(R2+). Consider
λ ∗ = sup{λ ≥ 0| (xˆ, yˆ)+λ r ∈ T +C}.
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Then λ ∗ ∈ R,
(x∗,y∗) := (xˆ, yˆ)+λ ∗r ∈MINC(T ), (13)
and
x1 < x∗ < x2, y∗ ≤ y1+ y2− y1x2− x1 (x
∗− x1), (14)
in particular y∗ ∈]y2,y1[.
Proof Let us show first that the set [(xˆ, yˆ)−C]∩ (T +C) is nonempty and compact. Since
T +C is convex we have that (xˆ, yˆ) ∈ T +C, and obviously (xˆ, yˆ) ∈ (xˆ, yˆ)−C.
Note that the Euclidean norm ‖ · ‖ is nondecreasing on C = R2+.
Let (un) be a sequence in [(xˆ, yˆ)−C]∩ (T +C). Thus, for each n ∈N, un = (xˆ, yˆ)−cn =
tn+c′n for some cn, c′n ∈C, tn ∈ T . Since T is compact, there exists a convergent subsequence
(tn′), tn′ → t ∈ T . Thus the sequence (cn′ + c′n′) converges to (xˆ, yˆ)− t, hence it is bounded.
Since ‖cn′‖ ≤ ‖cn′ + c′n′‖, we obtain that the sequence (cn′) is bounded, hence there is a
subsequence (cn′′) which converges to an element c ∈ C (because C is closed). Then, the
sequence (c′n′′) converges to an element c
′ ∈C. Finally, the subsequence (un′′) converges to
(xˆ, yˆ)− c = t+ c′, so [(xˆ, yˆ)−C]∩ (T +C) is compact.
Since for any λ ≥ 0 we have (xˆ, yˆ)+λ r ∈ [(xˆ, yˆ)−C], then [(xˆ, yˆ)+R+r]∩ (T +C)] ⊂
[(xˆ, yˆ)−C]∩ (T +C). Hence there exists a positive real M such that for any λ ≥ 0 satisfying
(xˆ, yˆ)+λ r ∈ T +C, we have
‖(xˆ, yˆ)+λ r‖ ≤M.
But, for such a λ we have
λ =
1
‖r‖‖λ r‖ ≤
1
‖r‖
(
M+‖(xˆ, yˆ)‖
)
.
In other words, the set A := {λ ≥ 0| (xˆ, yˆ)+λ r ∈ T +C} (which is nonempty because 0∈ A)
is bounded from above, so λ ∗ ∈R. Then there exists a sequence (λn) in A such that λn→ λ ∗.
Therefore the sequence
(
(xˆ, yˆ)+λnr
)
converges to (x∗,y∗) := (xˆ, yˆ)+λ ∗r ∈ T +C because
T +C is closed (T is compact and C is closed). If (x∗,y∗) ∈ int(T +C), then (x∗,y∗)+εB⊂
T +C for some ε > 0. So (x∗,y∗)+ ε2‖r‖ r = (xˆ, yˆ)+(λ
∗+ ε2‖r‖ )r ∈ T +C which contradicts
the definition of λ ∗. Thus (x∗,y∗) ∈ ∂ (T +C). Hence, according to Lemma 3, in order to
finish the proof it is sufficient to show that x∗ ∈]x1,x2[.
We have x∗ = (1− tˆ)x1+ tˆx2+λ ∗r1 ≤ (1− tˆ)x1+ tˆx2 < x2 (since x1 < x2).
Also, since y2 < y1, we have y∗=(1− tˆ)y1+ tˆy2+λ ∗r2 < y1. Since (x1,y1)∈MINC(T )=
MINC(T +C), we cannot have x∗ ≤ x1, hence x∗ ∈]x1,x2[. uunionsq
Remark 6 As a direct consequence of the previous Proposition, for any t1, t, t2 with 0≤ t1 <
t < t2 ≤ 1, since Simp(t1, t2) = conv((x∗t1 ,y∗t1),(x∗t2 ,y∗t2),(x∗t1 ,y∗t2)) where (x∗ti ,y∗ti) = z∗ti is the
outcome solution associated with ti (i = 1,2) , (14) immediately implies that the outcome
solution z∗t = (x∗t ,y∗t ) associated with t satisfies
z∗t ∈ Simp(t1, t2). (15)
The following is obvious.
Lemma 4 Let z1,z2,z3 ∈ R2 and let A = conv(z1,z2,z3) the convex hull of z1,z2,z3. Then,
for all a ∈ A, conv(z1,z2,a)⊂ A.
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Recall that during the kth step of our algorithm, the triangle S(k−1)j∗ = Simp(t
(k−1)
j∗−1 , t
(k−1)
j∗ )
is reduced by two triangles S(k)j∗ = Simp(t
(k)
j∗−1, t
(k)
j∗ ) and S
(k)
j∗+1 = Simp(t
(k)
j∗ , t
(k)
j∗+1). By (6), we
know that t(k−1)j∗−1 = t
(k)
j∗−1 and t
(k−1)
j∗ = t
(k)
j∗+1. Thus, Lemma 4 and (15) imply
S(k)j∗ ∪S(k)j∗+1 ⊂ S(k−1)j∗ .
Hence, by (7) and (9), the proof of the following is straightforward.
Theorem 1 For all k ≥ 0, the compact sets S(k) and D(k) are such that
D(k) ⊂ D(k+1) ⊂MINR2+(F(X))⊂ S
(k+1) ⊂ S(k).
Lemma 5 Each time a triangle S is reduced by two triangles S1 and S2, we have
max(diam(S1),diam(S2))≤ c(r) ·diam(S),
where for any subset A⊂R2, diam(A) := supx,y∈A ‖x−y‖ ∈ [0,+∞] stands for the diameter
of the set A, and the real constant c(r) depends only on r ∈−int(R2+) and satisfies c(r)< 1.
Proof Without loss of generality, consider a triangle S given by conv(O,A,B), where the
coordinates of O (resp. A, B) are O(0,0) (resp. A(0,y), B(x,0) with x ≥ y > 0). Let δ =
diam(S), i.e. δ is the distance between A and B. Hence x= δ cos(θ) and y= δ sin(θ). Since
x≥ y,θ ∈]0, pi4 ].
Let α ∈]0, pi2 [ be such that r = (−cosα,−sinα). We put T = min( δ cos(θ)2cos(α) , δ sin(θ)2sin(α) ).
Hence the point P( x2 − t cos(α), y2 − t sin(α)) belongs to S iff t ∈ [0,T ]. Let γ(t) be the
distance between P and A, and β (t) the distance between P and B, and let us show that
max
t∈[0,T ]
(γ(t)2,β (t)2)≤ c(r)2δ 2, where c(r)< 1.
If 0 < α < θ ≤ pi4 , T = δ cos(θ)2cos(α) . Then maxt∈[0,T ](γ(t)
2,β (t)2) = β (T )2 ≤ δ 22 (1+ cos(2α)).
If 0 < θ ≤ α < pi2 , T = δ sin(θ)2sin(α) . Then maxt∈[0,T ](γ(t)
2,β (t)2) = β (T )2 ≤ δ 22 (1+ cos(α)) if
α+θ ≤ pi2 , and maxt∈[0,T ](γ(t)
2,β (t)2) = γ(T )2 ≤ δ 22 (1− cos(α+ pi4 )) if pi2 < α+θ < 3pi4 .
Note that for α > 3pi8 we have α ≥ θ and pi2 < α + θ < 3pi4 , and for α ≤ 3pi8 we have
cos(2α)< cos(α).
Finally,
c(r) =
{ 1
2 (1+ cos(α)) if 0 < α ≤ 3pi8
1
2 (1− cos(α+ pi4 )) if 3pi8 < α < pi2
uunionsq
is such that max(γ(T ),β (T ))≤ c(r)δ and c(r)< 1.
Theorem 2 The algorithm terminates in a finite number of steps.
Proof Suppose by contradiction that the algorithm does not terminate. Let us show that the
sequence (S(k))k≥0 has a subsequence (S(φ(k)))k≥0 such that one can find a sequence of index
( jk)k≥0, which satisfies
⋂
k≥0 S
(φ(k))
jk
= {z∗}, where z∗ is an outcome optimal solution for
problem (P), i.e. z∗ ∈MINR2+(F(X)) and U = min
(
f (z)
∣∣∣z ∈MINR2+(F(X)))= f (z∗).
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Since the algorithm does not terminate, then at each step k ≥ 0 there exists an index
j ∈ {1, . . . ,k+1} such that the set{
k¯ > k
∣∣∣∃ j¯ ∈ {1, . . . , k¯} : S(k)j = S(k¯)j¯ ∪S(k¯)j¯+1, minz∈S(k) f (z) = minz∈S(k)j f (z)
}
(16)
is infinite.
Thus there exists a strictly increasing mapping φ : N → N and a sequence of index
( jk)k≥0 ( jk ∈ {1, . . . ,φ(k)+1}) such that s(φ(k)) = min
z∈S(φ(k))
f (z) = min
z∈S(φ(k))jk
f (z),
· · · ⊂ S(φ(k+1))jk+1 ⊂ S
(φ(k))
jk
⊂ ·· · ⊂ S(φ(0))j0 = S
(0)
1 , (17)
and, according to Lemma 5,
diam(S(φ(k+1))jk+1 )≤ c(r)diam(S
(φ(k))
jk
). (18)
Therefore
lim
k→+∞
diam(S(φ(k))jk ) = 0. (19)
Since the sets S(φ(k))jk are closed for all k, we have⋂
k≥0
S(φ(k))jk = {z¯} (20)
for some z¯ ∈ R2.
Moreover, by (6), for each k ≥ 0 we have t(φ(k+1))jk+1 − t
(φ(k+1))
jk+1−1 =
1
2 (t
(φ(k))
jk
− t(φ(k))jk−1 ), and
then ⋂
k≥0
[t(φ(k))jk−1 , t
(φ(k))
jk
] = {t∗}, t∗ ∈ [0,1].
Let z∗ be the outcome solution associated with t∗, i.e. z∗ = zt∗ +λ ∗r ∈MINR2+(F(X)) for a
λ ∗ ≥ 0.
Since ∀k≥ 0, t∗ ∈ [t(φ(k))jk−1 , t
(φ(k))
jk
], (15) implies that z∗ ∈ S(φ(k))jk = Simp(t
(φ(k))
jk−1 , t
(φ(k))
jk
). Hence
z∗ ∈
⋂
k≥0
S(φ(k))jk .
Thus, by (20),
z∗ = z¯,
hence ⋂
k≥0
S(φ(k))jk = {z
∗}. (21)
Now, let us show that U = min
(
f (z)
∣∣∣z ∈MINR2+(F(X)))= f (z∗).
On one hand, MINR2+(F(X)) ⊂ S
(φ(k)) (all k), so s(φ(k)) = min
z∈S(φ(k))jk
f (z) ≤U . Since the
sequence of real numbers (s(φ(k)))k is increasing and bounded by U , it admits a limit s, and
s≤U .
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Now, for each k ≥ 0, according to Weierstrass’ Theorem we consider zk ∈ S(φ(k))jk such
that f (zk) = s(φ(k)).
Since z∗ ∈ S(φ(k))jk , we have ‖z∗− zk‖ ≤ diam(S
(φ(k))
jk
)→ 0 as k→+∞.
But f is continuous, hence f (z∗) = lim
k→∞
f (zk) = lim
k→∞
s(φ(k)) = s. Therefore U ≥ f (z∗).
On the other hand, z∗ ∈MINR2+(F(X)), so U ≤ f (z
∗).
Thus U = f (z∗).
For all k we have d(φ(k)) ≤ f (z∗
t(φ(k))jk
), hence
0≤ d(φ(k))− s(φ(k)) ≤ f (z∗
t(φ(k))jk
)− f (zk).
Moreover,
‖z∗
t(φ(k))jk
− zk‖ ≤ diam(S(φ(k))jk )→ 0 (as k→+∞).
Since f is uniformly continuous on the compact F(X), we obtain that d(φ(k))−s(φ(k))→
0 as k→+∞.
Therefore, for any given ε > 0, the stopping criterion is met in a finite number of steps
contradicting our ab absurdo hypothesis.
uunionsq
3 Application to the Stochastic Case
3.1 Problem Statement
The basic facts about stochastic optimization and sample average approximation method
can be found in [34].
Let ξ : (Ω ,F,P)→ (Ξ ,BΞ ,Pξ ) be a fixed Rd valued random vector, where (Ω ,F,P)
and (Ξ ,BΞ ,Pξ ) are probability spaces,Ξ ⊂Rd is the support of measure Pξ (·) :=P(ξ−1(·))
(i.e. Ξ is the smallest closed set such that ξ−1(Ξ) = Ω , hence Pξ (Ξ) = 1), and BΞ is the
trace on Ξ of the Rd Borel σ -field.
Note that a function h : Rn×Ξ → R is said to be a random function if for every fixed
x ∈ Rn, the function ξ 7→ h(x,ξ ) is measurable. For a random function, we can define the
corresponding expected value function x 7→ E[h(x,ξ (·))] = Eξ [h(x, ·)] :=
∫
Ξ
h(x,δ )dPξ (δ ).
In this section, we deal with the stochastic problem (S) of minimizing a real valued
function f over the Pareto outcome set associated with a Stochastic bi-objective Optimiza-
tion Problem (SBOP), whose objectives are expectations of random functions. That is, to
say
(S) min
(
f (Eξ [F(x, ·)])
∣∣∣x ∈ ARGMINR2+(Eξ [F(X , ·)])),
where f : R2 → R is a deterministic mapping, F = (F1,F2) : Rn×Ξ → R2 is the vector
random objective of the following
(SBOP) MINx∈XEξ
[
F(x, ·)
]
= Eξ
[(
F1(x, ·),F2(x, ·)
)]
,
14 Henri Bonnel, Julien Collonge
whose feasible set X ⊂ Rn is deterministic and explicitly given by
X :=
{
x ∈ Rn
∣∣∣g(x)≤ 0}, (22)
with g : Rn→ Rp.
In most real cases, we cannot compute directly the expectation of a random function.
Hence problem (S), which will be called the true problem, becomes impossible to solve.
However, under some hypothesis, we can apply the results of paper [13] to give a sequence
of Sample Average Approximation (SAA-N) problems that converges to the true problem
(S), in the sense where the sequence of SAA-N optimal values converges almost surely to
the true optimal value as the sample size N goes to infinity.
Then we will be concerned with the convergence rate and error estimates.
To be more precise, we consider an independent identically distributed (i.i.d.) sequence
(ξk)k∈N∗ (N∗ denotes the set of positive integers) of random vectors defined on the same
probability space (Ω ,F,P), and having the same distribution Pξ on (Ξ ,BΞ ) as the random
vector ξ . I.e., for each k ≥ 1, ξk : (Ω ,F,P)→ (Ξ ,BΞ ,Pξ ) is a random vector supported by
Ξ .
We set Ξ˜ =
∞
∏
N=1
Ξ and B˜=⊗∞N=1BΞ the smallest σ -algebra on Ξ˜ generated by all sets
of the form B1×B2×·· ·×BN ×Ξ ×Ξ × . . . , Bk ∈BΞ , k = 1, . . . ,N, N = 1,2, . . . .
Then ( [26, Theorem 10.4]), there exists a unique probability P˜ξ on (Ξ˜ ,B˜) such that
P˜ξ (B1×B2×·· ·×BN×Ξ ×Ξ × . . .) =
N
∏
k=1
Pξ (Bk) for all N = 1,2, . . . , and Bk ∈BΞ for all
k = 1, . . . ,N.
For each N ∈ N∗, x ∈ Rn, let Fˆ jN(x, ·) ( j = 1,2) be the N−Sample Average Approxima-
tion (SAA-N) function defined by
Fˆ jN(x, ·) : (Ξ˜ ,B˜, P˜ξ )→ R (23)
ξ˜ = (ξ1,ξ2, . . .) 7→ 1N
N
∑
k=1
F j(x,ξk),
where F1,F2 : Rn×Ξ → R are the objectives of (SBOP).
Now, for each N ∈ N∗ and ξ˜ ∈ Ξ˜ , we can consider the following SAA-N problem:
(SN(ξ˜ )) min
(
f (FˆN(x, ξ˜ ))
∣∣∣x ∈ ARGMINR2+(FˆN(X , ξ˜ ))),
where f : R2 → R is the same as in the true problem (S), and the SAA-N function x 7→
FˆN(x, ξ˜ ) =
(
Fˆ1N(x, ξ˜ ), Fˆ2N(x, ξ˜ )
)
come from the following SAA-N bi-objective Optimization
Problem
(SAA−NBOP) MINx∈X FˆN(x, ξ˜ ) = 1N
N
∑
k=1
(
F1(x,ξk),F2(x,ξk)
)
,
whose feasible set X has been given in (22).
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In this Section we need to assume the following assumptions:
(Hs)

X is a nonempty and bounded subset of Rn.
∀i = 1, . . . , p, x 7→ gi(x) is convex on Rn.
the random process ξ˜ ∈ Ξ˜ is i.i.d..
∀ j = 1,2, x 7→ F j(x,ξ ) is finite valued and continuous on X for almost every (a.e.) ξ ∈ Ξ .
∀ j = 1,2, x 7→ F j(x,ξ ) is convex on X for a.e. ξ ∈ Ξ .
∀ j = 1,2, F j is dominated by an integrable and square integrable function K j, i.e.,
∀(x,ξ ) ∈ Rn×Ξ |F j(x,ξ )| ≤ K j(ξ ).
(H1) f is continuous on R2, and there exists a real ε0 > 0 such that f is L - Lipschitz
continuous on the bounded subset Eξ [F(X , ·)]+ε0B, i.e., for all y,z ∈ Eξ [F(X , ·)]+ε0B we
have | f (y)− f (z)| ≤ L‖y− z‖, where B stands for the open unit ball.
(H2) f is a nondecreasing function on R2. In other words for all z,y ∈R2, if y− z ∈R2+,
we have f (z)≤ f (y).
Note that under (Hs), (SBOP) as well as the related (SAA−NBOP) are convex.
Remark 7 Let h :R2→R be a nondecreasing function defined on a right triangle S given by
the convex hull of the points A,B,C, whose coordinates are respectively A(u,v), B(u, v¯), C(u¯,v)
with u¯ > u and v¯ > v. Then
min
x∈S
h(x) = h(A).
3.2 Preliminaries
Proposition 4 Under (Hs,H1), problem (S) admits at least one solution.
Proof Since (SBOP) is convex, and Eξ is linear, the set Eξ [F(X , ·)]+R2+ is convex. More-
over, X is compact, henceEξ [F(X , ·)] is compact, therefore the Pareto outcome set MINR2+(Eξ [F(X , ·)])
is compact by Lemma 1. Since f is continuous on R2, by Weierstrass’ Theorem there exists
a z∗ ∈ MINR2+(Eξ [F(X , ·)]) such that f (z
∗) = min( f (z)|z ∈ MINR2+(Eξ [F(X , ·)])). Thus,
there exists x∗ ∈ ARGMINR2+(Eξ [F(X , ·)]) such that Eξ [F(x
∗, ·)] = z∗. uunionsq
Let j = 1,2. In paper [13] it is shown there exists a set A˜⊂ Ξ˜ such that P˜ξ (A˜) = 0, and
for each fixed ξ˜ ∈ Ξ˜ \ A˜, N ∈ N∗,
– x 7→ Fˆ jN(x, ξ˜ ) is continuous on X and finite valued,
– x 7→ Fˆ jN(x, ξ˜ ) is convex on X ,
– Fˆ jN(·, ξ˜ ) converges to Eξ
[
F j(·, ·)] uniformly on X .
This immediately implies the following Proposition.
Proposition 5 Under (Hs,H1), for each N ≥ 1 and almost every ξ˜ ∈ Ξ˜ , problem (SN(ξ˜ ))
admits at least one solution.
Remark 8 Note that the two previous Propositions hold if we assume only (Hs) and f con-
tinuous on R2.
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Definition 3 Let A,B⊂ R2 be two nonempty and bounded sets.
– We denote by d(x,B) := inf
x′∈B
‖x− x′‖ the distance from x∈R2 to B (recall that ‖·‖ stands
for the Euclidean norm).
– We denote D(A,B) := sup
x∈A
d(x,B) the deviation of the set A from the set B.
– Finally, we denote H(A,B) := max(D(A,B),D(B,A)) the Hausdorff-Pompeiu distance
between the set A and the set B.
Lemma 6 (see Lemma 3.2 in [13]) Under (Hs), for almost all ξ˜ in Ξ˜ , the Hausdorff-
Pompeiu distance between FˆN(X , ξ˜ ) and Eξ [F(X , ·)] tends to zero as N tends to infinity,
i.e.,
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣ lim
N→∞
H
(
FˆN(X , ξ˜ ),Eξ [F(X , ·)]
)
= 0
})
= 1.
Let us denote by
V := min
(
f (Eξ [F(x, ·)])
∣∣∣x ∈ ARGMINR2+(Eξ [F(X , ·)]))
the optimal value of problem (S), and for each N ∈ N∗, ξ˜ ∈ Ξ˜ ,
VN(ξ˜ ) := min
(
f (FˆN(x, ξ˜ ))
∣∣∣x ∈ ARGMINR2+(FˆN(X , ξ˜ )))
the optimal value of problem (SN(ξ˜ )).
The following Theorem is given in [13, Theorem 5.2].
Theorem 3 Assume f continuous and (Hs) holds. Then the sequence of SAA-N optimal
values (VN(ξ˜ ))N≥1 converges almost surely to the true optimal value V .
3.3 Exponential convergence rate
In this subsection we will show that the convergence in Theorem 3 has exponential rate
under (Hs,H1,H2) and the following hypotheses :
(E1) There exist an integrable function κ : Ξ → R+ and a constant γ > 0, such that
‖F(x,ξ )−F(y,ξ )‖ ≤ κ(ξ )‖x− y‖γ
for all x,y ∈ X and ξ ∈ Ξ .
(E2) For every x ∈ X , the random variable ξ 7→ ‖F(x,ξ )‖ has a distribution supported on a
bounded subset of R, as well as the random variable κ .
Now, using Lemma 4.2 from [20] (see also [35, Theorem 5.1]) we obtain immediately
the following.
Lemma 7 Let assumptions (Hs,E1,E2) hold. Then, for any ε > 0, there exist positive reals
α(ε) and β (ε) independent of N, such that, for sufficiently large N, we have
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣ sup
x∈X
‖FˆN(x, ξ˜ )−Eξ [F(x, ·)]‖ ≥ ε
})
≤ α(ε)e−β (ε)N . (24)
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As a consequence we have the following.
Lemma 8 Let assumptions (Hs,E1,E2) hold. Then, for any ε > 0, there exist positive reals
α(ε) and β (ε) independent of N, such that, for sufficiently large N, we have
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣H(FˆN(X , ξ˜ ),Eξ [F(X , ·)])≤ ε})≥ 1−α(ε)e−β (ε)N . (25)
Proof Let N such that (24) holds. Using the definition of the Hausdorff-Pompeiu distance it
is easy to see that{
ξ˜ ∈ Ξ˜
∣∣∣ sup
x∈X
‖FˆN(x, ξ˜ )−Eξ [F(x, ·)]‖< ε
}
⊂
{
ξ˜ ∈ Ξ˜
∣∣∣H(FˆN(X , ξ˜ ),Eξ [F(X , ·)])≤ ε},
and the conclusion follows immediately. uunionsq
Definition 4 We say that a subset Y of R2 has the domination property if, and only if, for
each y ∈ Y , there exists y∗ ∈MINR2+Y such that y
∗ ≤ y.
Theorem 4 Let assumptions (Hs,H1,H2,E1,E2) hold. Then, for any ε > 0, there exist pos-
itive reals αˆ(ε) and βˆ (ε) independent of N, such that
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣ |VN(ξ˜ )−V | ≤ ε}≥ 1− αˆ(ε)e−βˆ (ε)N (26)
for sufficiently large N.
Proof Without loss of generality we can suppose that ε < ε0 and L≥ 1, where the Lipschitz
constant L and the real ε0 have been introduced in (H1). Then, for any N we obviously have{
ξ˜ ∈ Ξ˜
∣∣∣H(FˆN(X , ξ˜ ),Eξ [F(X , ·)])≤ εL}⊂ {ξ˜ ∈ Ξ˜ ∣∣∣ FˆN(X , ξ˜ )⊂ Eξ [F(X , ·)]+ ε0B}.
(27)
Let N such that (25) holds with εL instead of ε , and let αˆ(ε) := α(
ε
L ), and βˆ (ε) := β (
ε
L ).
Thus
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣H(FˆN(X , ξ˜ ),Eξ [F(X , ·)])≤ εL})≥ 1− αˆ(ε)e−βˆ (ε)N . (28)
Let ξ˜ ∈ H˜, where H˜ := {ξ˜ ∈ Ξ˜ |H(FˆN(X , ξ˜ ),Eξ [F(X , ·)])≤ εL}.
Now let y∗N ∈ argmin
(
f (y)
∣∣∣y∈MINR2+(FˆN(X , ξ˜ ))) and y∗ ∈ argmin( f (y)∣∣∣y∈MINR2+(Eξ [F(X , ·)]))
(Propositions 4 and 5 ensure the existence of y∗N and y∗).
Suppose first that f (y∗N) ≤ f (y∗). Since ξ˜ ∈ H˜ and MINR2+(FˆN(X , ξ˜ )) ⊂ FˆN(X , ξ˜ ), by
(28) there exist y ∈ Eξ [F(X , ·)] and h ∈ B such that y = y∗N + εL h.
The domination property holds for the set Eξ [F(X , ·)] (see [31][Corollary 4.4 p.54]),
hence there exists yˆ ∈MINR2+Eξ [F(X , ·)] such that yˆ ≤ y. Thus, by (27) and (H1,H2) we
obtain easily
f (yˆ)≤ f (y) = f (y∗N +
ε
L
h)≤ f (y∗N)+ ε ≤ f (y∗)+ ε ≤ f (yˆ)+ ε,
and therefore | f (y∗N)− f (y∗)| ≤ ε .
The case f (y∗) < f (y∗N) can be handled in a similar way, i.e. there exist yN ∈ FˆN(X , ξ˜ )
and h ∈ B such that yN = y∗+ εL h.
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Moreover, there exits y˜ ∈MINR2+(FˆN(X , ξ˜ )) such that y˜ ≤ yN by the domination prop-
erty. Finally, by (27) and (H1,H2) we obtain
f (y˜)≤ f (yN) = f (y∗+ εL h)≤ f (y
∗)+ ε < f (y∗N)+ ε ≤ f (y˜)+ ε,
hence | f (y∗N)− f (y∗)| ≤ ε .
In other words we have proven that |VN(ξ˜ )−V | ≤ ε . Therefore H˜ ⊂
{
ξ˜ ∈ Ξ˜
∣∣∣|VN(ξ˜ )−
V | ≤ ε
}
.
Hence, by (28) we obviously have
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣|VN(ξ˜ )−V | ≤ ε})≥ 1− αˆ(ε)e−βˆ (ε)N .
uunionsq
3.4 A confidence interval
In this subsection we assume that it is possible to estimate a uniform upper bound of the
standard deviation of the random bi-objective function F(x,ξ ). In other words, we assume
that it is possible to estimate an upper bound of max j=1,2 maxx∈X σ2j (x), where for each fixed
x ∈ X , σ j(x) stands for the standard deviation of the real random function F j(x,ξ ).
Then, for any ε > 0 and p0 ∈]0,1[ we propose a rank N0 = N0(ε, p0) which explicitly
depends on data and the above upper bound such that the SAA-N0 optimal value is an ε-
approximation of V with probability greater than p0. In other words, we find a confidence
interval.
Proposition 6 Let ε > 0 and p0 ∈]0,1[ be given. Under (Hs), for each N ≥ N0, we have
P˜ξ
(
ξ˜ ∈ Ξ˜
∣∣∣H(FˆN(X , ξ˜ ),Eξ [F(X , ·)])≤ ε)≥ p0, (29)
where
N0 = max
j=1,2
2
max
x∈X
σ2j (x)
ε2(1− p0) . (30)
Proof By the Uniform Law of Large Number (ULLN) [34, Theorem 7.48], we obtain im-
mediately that
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣∀ε > 0,∃N(ε, ξ˜ )∈N∗ :∀N≥N(ε, ξ˜ ), max
1≤ j≤2
sup
x∈X
∣∣∣Fˆ jN(x, ξ˜ )−Eξ [F j(x, ·)]∣∣∣≤ ε√2
})
= 1.
So let ξ˜ ∈ Ξ˜ , ε > 0, and N ≥ 1 be fixed such that
max
1≤ j≤2
sup
x∈S
∣∣∣Fˆ jN(x, ξ˜ )−Eξ [F j(x, ·)]∣∣∣≤ ε√2 , (31)
and let us show that H
(
FˆN(X , ξ˜ ),Eξ [F(X , ·)]
)
≤ ε .
By contradiction, ifH
(
FˆN(X , ξ˜ ),Eξ [F(X , ·)]
)
> ε , we haveD
(
FˆN(X , ξ˜ ),Eξ [F(X , ·)]
)
>
ε or D
(
Eξ [F(X , ·)], FˆN(X , ξ˜ )
)
> ε .
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Suppose first that D
(
FˆN(X , ξ˜ ),Eξ [F(X , ·)]
)
> ε . By the definition of the deviation,
since the sets FˆN(X , ξ˜ ) andEξ [F(X , ·)] are compact, one can find x∈X such that ‖FˆN(x, ξ˜ )−
Eξ [F(x, ·)]‖> ε . Hence there exists at least a j ∈ {1,2} such that |Fˆ jN(x, ξ˜ )−Eξ [F j(x, ·)]|>
ε√
2
, a contradiction to (31).
In the same way, if we assumeD
(
Eξ [F(X , ·)], FˆN(X , ξ˜ )
)
> ε , we obtain a contradiction.
Therefore, we have proven that H
(
FˆN(X , ξ˜ ),Eξ [F(X , ·)]
)
≤ ε whenever (31) holds.
Let p0 ∈]0,1[ be given. Now, we are going to show that (31) holds with probability
greater than p0 for every N ≥ N0 = max
j=1,2
2
max
x∈X
σ2j (x)
ε2(1−p0) .
Let j = 1,2. Since the random process ξ˜ is i.i.d., it is well known that the sequence
of real random variable (F j(x,ξk))k≥1 is i.i.d.. Moreover, the variance σ2j (x) of F j(x,ξ ) is
finite valued for all x ∈ X and almost every ξ ∈ Ξ , then the SAA-N real random function
1
N
N
∑
k=1
F j(x,ξk) has meanEξ
[
F j(x, ·)
]
and variance
σ2j (x)
N . Moreover, the mapping x 7→σ2j (x)
is continuous on the compact set X , hence there exists x j ∈ X such that σ2j (x j) =maxx∈X σ
2
j (x).
By Bienaymé-Tchebychev Inequality ( [26][Corollary 5.2 p.29]), for all fixed x ∈ X we
have
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣|Fˆ jN(x, ξ˜ )−Eξ [F j(x, ·)]| ≤ ε√2
})
≥ 1−2σ
2
j (x)
Nε2
,
and therefore, for all N ≥ N0 = max
j=1,2
2
σ2j (x
j)
ε2(1−p0) , we have
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣ max
1≤ j≤2
sup
x∈S
|Fˆ jN(x, ξ˜ )−Eξ [F j(x, ·)]| ≤
ε√
2
})
≥ p0.
uunionsq
Theorem 5 Let ε > 0 and p0 ∈]0,1[ be given. Under (Hs,H1,H2), for each N ≥ N0, we
have
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣|VN(ξ˜ )−V | ≤ ε})≥ p0,
where N0 = max
j=1,2
2L2
max
x∈X
σ2j (x)
ε2(1−p0) is as in Proposition 6 with ε replaced by
ε
L , and L has been
introduced in assumption (H1).
Proof Let N ≥ N0 be fixed.
The rest of the proof is identical to the proof of Theorem 4 replacing relation (28) by
relation (29), and the expression 1− αˆ(ε)e−βˆ (ε)N by p0. uunionsq
Remark 9 Notice that it is possible to get rid of assumption (H2) in Theorem 5 (and there-
fore in this subsection) if we succeed to estimate the Hausdorff-Pompeiu distance between
the SAA-N Pareto set image and the true Pareto set image.
20 Henri Bonnel, Julien Collonge
To be more precise, let ε > 0 and p0 ∈]0,1[ be given, and suppose that we can compute
the rank N˜ = N˜(ε, p0)≥ 1 (N˜ exists by [13, Theorem 5.1] combined with (29)) such that for
all N ≥ N˜
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣H(MINR2+(FˆN(X , ξ˜ )),MINR2+(Eξ [F(X , ·)]))≤ εL})≥ p0+12 (32)
and
P˜ξ
(
ξ˜ ∈ Ξ˜
∣∣∣H(FˆN(X , ξ˜ ),Eξ [F(X , ·)])≤ εL)≥ p0+12 . (33)
We can suppose without loss of generality that ε ≤ ε0 and L ≥ 1. Let us prove that for all
N ≥ N˜
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣|VN(ξ˜ )−V | ≤ ε})≥ p0.
Indeed, let N ≥ N˜ be fixed, and let
ξ˜ ∈ H˜ ′ :=
{
ξ˜ ∈ Ξ˜
∣∣∣H(MINR2+(FˆN(X , ξ˜ )),MINR2+(Eξ [F(X , ·)]))≤ εL}∩{ξ˜ ∈ Ξ˜ ∣∣∣H(FˆN(X , ξ˜ ),Eξ [F(X , ·)])≤ εL}.
We have
P˜ξ (H˜ ′)≥ p0.
According to Weierstrass’ Theorem, let y∗N ∈ argmin
(
f (y)
∣∣∣y∈MINR2+(FˆN(X , ξ˜ ))) and y∗ ∈
argmin
(
f (y)
∣∣∣y ∈MINR2+(Eξ [F(X , ·)])).
Since ξ˜ ∈ H˜ ′, by the definition of the Hausdorff-Pompeiu distance, there exists y˜ ∈
MINR2+(Eξ [F(X , ·)]) and y˜N ∈MINR2+(FˆN(X , ξ˜ )) such that
‖y∗N − y˜‖ ≤
ε
L
and ‖y˜N − y∗‖ ≤ εL .
Thus, by (H1), since H˜ ′ ⊂
{
ξ˜ ∈ Ξ˜
∣∣∣ FˆN(X , ξ˜ )⊂ Eξ [F(X , ·)]+ ε0B} we have
f (y∗N)≤ f (y˜N)≤ f (y∗)+ ε ≤ f (y˜)+ ε ≤ f (y∗N)+2ε.
Hence, | f (y∗N)− f (y∗)| ≤ ε , and therefore
P˜ξ
({
ξ˜ ∈ Ξ˜
∣∣∣|VN(ξ˜ )−V | ≤ ε})≥ p0 (N ≥ N˜).
STOCHASTIC ALGORITHM :
Step 1:
Choose η > 0 the error bound, and p0 ∈]0,1[ the confidence level. Determine N0 for ε = η4 ,
i.e.,
N0 = max
j=1,2
32L2
max
x∈X
σ2j (x)
η2(1− p0) . (34)
Randomly generate (ξ1,ξ2, . . . ,ξN0).
Step 2:
Use the deterministic algorithm with ε = η2 to solve problem (SN0(ξ˜ )).
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Remark 10 By Theorem 5, we know that
P˜ξ
(
ξ˜ ∈ Ξ˜
∣∣∣V ∈ [VN0(ξ˜ )− η4 ,VN0(ξ˜ )+ η4 ])≥ p0.
Moreover, the algorithm stop at a step k0 when d(k
0)− s(k0) < η2 , and we have
VN0(ξ˜ ) ∈ [s(k
0),d(k
0)].
Hence, when the algorithm terminates, we have
P˜ξ
(
ξ˜ ∈ Ξ˜
∣∣∣V ∈ [s(k0)− η
4
,d(k
0)+
η
4
])
≥ p0,
and (d(k
0)+ η4 )− (s(k
0)− η4 )< η .
4 Numerical Examples
Our goal in this section is to solve two stochastic problems with our stochastic algorithm.
The first example is a simple one since we consider that the feasible set is a subset of R2
and the vector objective function linear. However it allows us to give an explicit description
of the feasible set image, and then to illustrate graphically how our algorithm runs. More-
over, for such an example, we are able to compute the closed form of the optimal value λ ∗
of problem (CPt) (each t ∈]0,1[).
In the second example, we consider the case where the the feasible set is a subset of
R4 and the vector objective function non-linear. In this situation we are not able to give an
explicit description of the feasible set in the objective space, but we will give some details
step by step.
In both example we note p0 the confidence level and η the tolerated error bound (re-
call that the algorithm run with an error bound of η2 ). Moreover, k
0 indicates the number of
steps so that the algorithm terminates, s(k
0) is the lower bound at step k0 and d(k
0) the upper
bound. Therefore the optimal value of the SAA-N0 problem is such that VN0 ∈ [s(k
0),d(k
0)],
and the true optimal value V satisfies P˜ξ
(
ξ˜ ∈ Ξ˜
∣∣∣V ∈ [s(k0)− η4 ,d(k0)+ η4 ])≥ p0.
All the numerical results have been obtained with MATLAB7.
4.1 Example 1
Consider the following (SBOP)
MINw∈XEξ
(
F(w, ·)
)
,
where the decision variable w ∈ R2, the random variable ξ = (ξ 1,ξ 2) ∈ R2 is such that ξ 1
and ξ 2 follows both a standard normal distribution with a correlation coefficient of −0.5,
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the feasible set X is the closed unit ball in R2 and the objective function of (SBOP) is given
by
F(w,ξ ) = (F1(w,ξ ),F2(w,ξ )) = (2(w1+w2)+ξ 1,w1−w2+ξ 2).
Now we consider the stochastic problem (S) of minimizing the functional f : R2 →
R, z = (x,y) 7→ x3+y (which is quasi-concave and nondecreasing) over the Pareto outcome
set associated with the previous (SBOP), i.e.,
(S) min
([
Eξ
(
F1(w, ·)
)]3
+
[
Eξ
(
F2(w, ·)
)]∣∣∣w ∈ ARGMINR2+Eξ [F(X , ·)]).
Obviously, we have that Eξ
(
F1(w, ·),F2(w, ·)
)
=
(
2(w1 +w2),w1−w2
)
, hence prob-
lem (S) can be rewritten in the Outcome space as
min
(
x3+ y
∣∣∣(x,y) ∈MINR2+(Z)),
where
Z = Eξ [F(X , ·)] =
{
(x,y) ∈ R2
∣∣∣( x
2
√
2
)2
+
( y√
2
)2 ≤ 1}.
Therefore, problem (S) can be solved directly with our deterministic algorithm.
Step 0 (see Fig1)
Let the error bound be ε = 5∗10−6. We compute z0 = (−2
√
2,0) and z1 = (0,−
√
2).
Moreover, d(0) = f (z0) =−16
√
2, and since f is nondecreasing on R2, we have s(0) =
f (−2√2,−√2) =−17√2.
Since d(0)− s(0) =√2 > ε , we set r = (−
√
2
2 ,−
√
2
2 ).
Step 1 (see Fig2)
Note that for each t ∈]0,1[, the convex problem
(CPt) sup
(λ ,z)
(
λ ≥ 0
∣∣∣z ∈ zt +λ r−R2+, z ∈ Z)
can be rewritten equivalently as
sup
(
λ ≥ 0
∣∣∣(xt +λ r
2
√
2
)2
+
(yt +λ r√
2
)2
= 1
)
,
where (xt ,yt) = zt = ((t−1)2
√
2,−t√2).
Hence, the optimal value of problem (CPt) is given by
λ ∗ =
4
5
(
−1− t+
√
−9t2+12t+1
)
. (35)
At this step we obviously have j∗ = 1 and t(1)j∗ =
1
2 , and according to (35), the optimal
value of problem (CP1
2
) is λ ∗ = 0.5436.
We compute z∗1
2
=(−1.7986,−1.0915), d(1)= d(0)=−16√2, and s(1)= f (−2√2,−1.0915)=
−16√2−1.0915. Therefore d(1)− s(1) = 1.0915 > ε .
Step 2 (see Fig3)
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We compute j∗= 1, t(2)j∗ =
1
4 , z
∗
1
4
=(−2.4630,−0.6953), d(2)= d(0), s(2)= f (−2√2,−0.6953).
Therefore d(2)− s(2) = 0.6953 > ε .
After 698 steps, the algorithm stopped and returned s(698) = −22.627422 and d(698) =
−22.627417. Hence V ∈ [−22.627422,−22.627417].
Now, consider the corresponding sequence of SAA−N problems (N ∈ N∗, ξ˜ ∈ Ξ˜ )
(SN(ξ˜ )) min
(
Fˆ1N(w, ξ˜ )
3+ Fˆ2N(w, ξ˜ )
∣∣∣w = (w1,w2) ∈ ARGMINR2+(FˆN(X , ξ˜ ))),
which can obviously be rewritten in the Outcome space as
min
(
x3+ y
∣∣∣(x,y) ∈MINR2+(ZN(ξ˜ ))),
where
ZN(ξ˜ ) = FˆN(X , ξ˜ ) =
{
(x,y) ∈ R2|
(x− 1N ∑Ni=1 ξ 1i
2
√
2
)2
+
(y− 1N ∑Ni=1 ξ 2i√
2
)2 ≤ 1}.
Then, for a given N, we are able to solve problem (SN(ξ˜ )) with our algorithm.
Using Bienaymé-Tchebychev inequality, it is easy to see that P˜ξ
(
ξ˜ ∈ Ξ˜
∣∣∣ZN(ξ˜ )⊂ 3B)≥
p0 if and only if N ≥ 1(1−p0)(17−12√2) . Moreover, f : R
2 → R,(x,y) 7→ x3 + y is √730-
Lipschitz continuous on 3B, hence assumption (H1) holds with ε0 = 3−2
√
2 and L=
√
730.
p0 η N0 k0 VN0(ξ˜ ) ∈ [s(k
0),d(k
0)] P˜ξ (ξ˜ ∈ Ξ˜ |V ∈ [s(k0)− η4 ,d(k
0)+ η4 ])≥ p0 elapsed time
0.95 0.2 1.2∗107 7 VN0(ξ˜ ) ∈ [−22.6909,−22.6209] P˜ξ (ξ˜ ∈ Ξ˜ |V ∈ [−22.7409,−22.5709])≥ 0.95 2.4 seconds
0.95 0.1 4.7∗107 8 VN0(ξ˜ ) ∈ [−22.6665,−22.6234] P˜ξ (ξ˜ ∈ Ξ˜ |V ∈ [−22.6915,−22.5984])≥ 0.95 4.2 seconds
0.95 0.05 1.8∗108 10 VN0(ξ˜ ) ∈ [−22.6452,−22.6250] P˜ξ (ξ˜ ∈ Ξ˜ |V ∈ [−22.6577,−22.6125])≥ 0.95 8.7 seconds
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S(0)1
Fig. 1 Step 0 The Pareto outcome set (dashed line), the set D(0) = {z0,z1} and the set S(0) = S(0)1
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*
S(1)2
Fig. 2 Step 1 The Pareto outcome set (dashed line), the set D(1) = {z0,z∗1
2
,z1} and the set S(1) = S(1)1 ∪S(1)2
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Fig. 3 Step 2 The Pareto outcome set (dashed line), the set D(2) = {z0,z∗1
4
,z∗1
2
,z1} and the set S(2) = S(2)1 ∪
S(2)2 ∪S(2)3
4.2 Example 2
Now we consider the following (SBOP)
MINw∈XEξ
(
F(w, ·)
)
,
where the decision variable w ∈ R4, the random variable ξ = (ξ 1,ξ 2) ∈ R2 is such that ξ 1
and ξ 2 follows both a uniform distribution with mean 1 and variance 13 , and the feasible set
X is defined by
X :=
{
w ∈ R4
∣∣∣‖w‖ ≤ 1, 4∑
i=1
wi ≥ 0
}
.
The objective function of (SBOP) is given by
F(w,ξ )= (F1(w,ξ ),F2(w,ξ ))=
(
ξ 1(2exp(w1+w2)+(w3+w4)2),ξ 2(4(w1+w2)2+
1
2
exp(w3+w4))
)
.
We are interested by the stochastic problem (S) of minimizing the mapping f : R2 →
R, z = (x,y) 7→ (x+ y)3 over the Pareto outcome set associated with the previous (SBOP),
i.e.,
(S) min
((
Eξ
[
F1(w, ·)
]
+Eξ
[
F2(w, ·)
])3∣∣∣w=(w1,w2,w3,w4)∈ARGMINR2+Eξ [F(X , ·)]).
We obviously have
Eξ [F(w, ·)] =
(
2exp(w1+w2)+(w3+w4)2,4(w1+w2)2+
1
2
exp(w3+w4)
)
.
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Therefore, we are able to directly solve the stochastic problem (S) with our deterministic
algorithm :
Step 0
Let the error bound be ε = 0.05. We compute z0 =(1.4559,2.1684), z1 =(2.1249,0.4853)
and d(0) = f (z1) = 17.7827.
Since the mapping (x,y) 7→ (x+y)3 is nondecreasing on R2, by Remark7 we have s(0) =
f (1.4559,0.4853) = 7.3151.
Since d(0)− s(0) = 10.4676 > ε , we set r = (−
√
2
2 ,−
√
2
2 ).
Remark 11 Note that for each t ∈]0,1[, the optimal value λ ∗ of the convex problem
(CPt) sup
(λ ,z)
(
λ ≥ 0
∣∣∣z ∈ zt +λ r−R2+, z ∈ Z)
is computed with the function "fmincon" of Matlab.
Step 1
At this step we have j∗ = 1, t(1)j∗ =
1
2 , and we compute λ
∗ = 0.2343 (the optimal value
of problem (CP1
2
)).
Then we have z∗1
2
= (1.5561,1.0925) and d(1) = f (z1) = 17.7827. According to Re-
mark7, we have s(1) = f (1.5561,0.4853) = 8.5071. Finally d(1)− s(1) = 9.2756 > ε .
Step 2
We have j∗ = 2, t(2)j∗ =
3
4 , λ
∗ = 0.2231. Therefore z∗3
4
= (1.7315,0.6830). We compute
d(2) = f (z∗3
4
) = 14.1285 and s(2) = f (1.7345,0.4853) = 10.9384. Therefore d(2)− s(2) =
3.1901 > ε .
Step 3
We have j∗ = 3, t(2)j∗ =
7
8 , λ
∗ = 0.1517. Therefore z∗7
8
= (1.8895,0.5439). We compute
d(2) = f (z∗3
4
) = 14.1285 and s(2) = f (1.5561,0.6830) = 11.2254. Therefore d(2)− s(2) =
2.9031 > ε .
After 234 seconds and 151 steps, our deterministic algorithm returns s(151) = 13.9853,
d(151)= 13.9903, hence the true optimal value V of problem S is such that V ∈ [13.9853,13.9903].
Now we consider the sequence of SAA−N problems (N ∈ N∗, ξ˜ ∈ Ξ˜ ) given by
(SN(ξ˜ )) min
((
Fˆ1N(w, ξ˜ )+Fˆ
2
N(w, ξ˜ )
)3∣∣∣w=(w1,w2,w3,w4)∈ARGMINR2+(FˆN(X , ξ˜ ))),
which can be rewritten in the Outcome space as
min
((
x+ y
)3∣∣∣(x,y) ∈MINR2+(FˆN(X , ξ˜ ))).
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Note that the mapping, f : R2→ R,(x,y) 7→ (x+ y)3 is 600√2-Lipschitz continuous on
10B.
The results obtained with our stochastic algorithm are given in the following array:
p0 η N0 k0 VN0(ξ˜ ) ∈ [s(k
0),d(k
0)] P˜ξ (ξ˜ ∈ Ξ˜ |V ∈ [s(k0)− η4 ,d(k
0)+ η4 ])≥ p0 elapsed time
0.95 0.2 4.5∗106 35 VN0(ξ˜ ) ∈ [13.9264,14.0004] P˜ξ (ξ˜ ∈ Ξ˜ |V ∈ [13.8764,14.0540])≥ 0.95 12 seconds
0.95 0.1 1.8∗107 48 VN0(ξ˜ ) ∈ [13.9473,13.9953] P˜ξ (ξ˜ ∈ Ξ˜ |V ∈ [13.9223,14.0203])≥ 0.95 24 seconds
0.95 0.05 7.2∗107 69 VN0(ξ˜ ) ∈ [13.9658,13.9903] P˜ξ (ξ˜ ∈ Ξ˜ |V ∈ [13.9553,14.0028])≥ 0.95 52 seconds
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Perspectives de Recherche
– Notre principale perspective de recherche vise à généraliser notre approche
par l’étude d’un Problème d’Optimisation à deux niveaux : à savoir le ni-
veau supérieur qui est un Problème d’Optimisation scalaire et le niveau
inférieur qui est vectoriel.
Plus précisément, nous nous intéresserons au Problème d’Optimisation
Semi-Vectoriel suivant :
(POSV ) min
(
f(y, x)
∣∣∣∣(y, x) ∈ Y ×X, x ∈ P (y)),
où :
Y ⊂ Rm représente l’ensemble des variables de décision du leader (le niveau
supérieur),
X ⊂ Rn représente l’ensemble des variables de décision des agents (le niveau
inférieur),
f : Y ×X → R représente l’objectif du leader, et
pour tout y ∈ Y , P (y) ⊂ X est l’ensemble de Pareto faible du Problème
d’Optimisation Multi-Objectifs
(POMO) MINx∈XF (y, x),
où F = (F 1, F 2, . . . , F r) : Y ×X → Rr représente les objectifs des différents
agents. Autrement dit,
P : Y ⇒ X,P (y) = w-ARGMINRr+F (y,X).
En pratique, le leader prend une décision (y ∈ Y ), puis les agents prennent
la leur (x ∈ X). Bien entendu, la coopération entre le leader et les agents
a un impact direct sur la décision prise par ces derniers. Par conséquent,
plusieurs cas de figure se présentent :
1. les agents coopèrent entièrement avec le leader : quel que soit la dé-
cision y ∈ Y prise par le leader, les agents prennent une des décisions
xy ∈ P (y) qui soit la plus favorable pour le leader. Autrement dit, la
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décision xy prise par les agents est telle que
f(y, xy) = min
(
f(y, x)
∣∣∣∣x ∈ P (y)).
Dans ce cas, ditOptimiste, le Problème d’Optimisation Semi-Vectoriel
(POSV ) se réécrit :
(POSV O) min
y∈Y
min
x∈P (y)
f(y, x).
2. les agents vont contre la volonté du leader : quel que soit la décision
y ∈ Y prise par le leader, les agents prennent une des xy ∈ P (y) qui
soit la plus défavorable pour le leader. Autrement dit, la décision xy
prise par les agents est telle que
f(y, xy) = max
(
f(y, x)
∣∣∣∣x ∈ P (y)).
Dans ce cas, ditPessimiste, le Problème d’Optimisation Semi-Vectoriel
(POSV ) se réécrit :
(POSV P ) min
y∈Y
max
x∈P (y)
f(y, x).
3. la coopération entre les agents et le leader est partielle : en fonction
de la décision y ∈ Y prise par le leader, les agents prennent une des
décisions xy ∈ P (y) qui vérifie
f(y, xy) = β(y) min
(
f(y, x)
∣∣∣∣x ∈ P (y))+(1−β(y)) max(f(y, x)∣∣∣∣x ∈ P (y)),
où β(y) ∈]0; 1[ représente le niveau de coopération.
Remarquons que lorsque l’ensemble des variables de décision du
leader Y est réduit à un singleton, le Problème d’Optimisation
Semi-Vectoriel considéré est un Problème d’Optimisation post-
Pareto.
Dans l’avenir, plusieurs pistes de réflexion sont à envisager pour poursuivre
ces travaux :
1. Montrer l’existence des solutions :
Supposons (H)
{
X est un sous-ensemble convexe et compact de Rn,
∀y ∈ Y, ∀i = 1, . . . , r, x 7→ F i(y, x) est continue et convexe sur X.
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Sous ces hypothèses, pour tout y ∈ Y et pour tout λ ∈ Λw := {c ∈
Rr+, ||c|| = 1}, la fonction réelle X 3 x 7→
r∑
i=1
λiF i(y, x) est convexe,
et l’ensemble X ′(y, λ) := argmin
x∈X
(
r∑
i=1
λiF i(y, x)
)
est non vide.
De plus, pour tout y ∈ Y , le Théorème de Scalarisation nous permet
d’affirmer que ⋃
λ∈Λw
X ′(y, λ) = w-ARGMINRr+F (y,X).
Ainsi, le Problème d’Optimisation Semi-Vectoriel (POSV O) est équi-
valent au problème
min
y∈Y
min
λ∈Λw
min
x′∈X′(y,λ)
f(y, x′),
et le Problème d’Optimisation Semi-Vectoriel (POSV P ) est équi-
valent au problème
min
y∈Y
max
λ∈Λw
min
x′∈X′(y,λ)
f(y, x′).
En supposant de plus
(Hs) ∀y ∈ Y, ∃i = 1, . . . , r, x 7→ F i(y, x) est strictement convexe sur X,
le Problème d’Optimisation scalaire min
x∈X
(
r∑
i=1
λiF i(y, x)
)
(y ∈ Y, λ ∈
Λw) admet une unique solution qui sera notée x(y, λ).
Ainsi, le Problème d’Optimisation Semi-Vectoriel (POSV O) est équi-
valent au problème
min
y∈Y
min
λ∈Λw
f(y, x(y, λ)),
et le Problème d’Optimisation Semi-Vectoriel (POSV P ) est équi-
valent au problème
min
y∈Y
max
λ∈Λw
f(y, x(y, λ)).
Comme Λw est un ensemble compact, en admettant que les applica-
tions f et λ 7→ x(y, λ) sont continues, les réels min
λ∈Λw
f(y, x(y, λ)) et
max
λ∈Λw
f(y, x(y, λ)) sont bien définis pour tout y ∈ Y .
En supposant maintenant que Y est un sous-ensemble compact de
Rm, il est facile de vérifier que les Problèmes d’Optimisation Semi-
Vectoriel (POSV O) et (POSV P ) admettent tous deux au moins une
solution optimale.
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2. Donner des conditions explicites d’optimalité dans le cas où
le niveau inférieur est quadratique :
Supposons que pour tout y ∈ Y = Rm et pour tout i ∈ {1, . . . , r}, les
objectifs des agents sont de la forme
F i(y, x) = 12x
TAi(y)x− bi(y)Tx,
où Ai(y) est une matrice réelle n × n symétrique définie positive et
bi(y) est un vecteur de Rn. Notons que l’hypothèse (Hs) introduite
précédemment est vérifiée.
De plus, supposons que pour chaque λ ∈ Λw, la matrice
r∑
i=1
λiAi(y)
est définie positive.
Ainsi, pour tout y ∈ Y et λ ∈ Λw, l’unique solution optimale x(y, λ)
du problème d’Optimisation scalaire min
x∈X
(
r∑
i=1
λiF i(y, x)
)
est explici-
tement donnée par
x(y, λ) =
( r∑
i=1
λiAi(y)
)−1( r∑
i=1
λibi(y)
)
.
3. Étendre ces résultats au cas où ∀y ∈ Y, P (y) = p-ARGMINRr+F (y,X)
est l’ensemble de Pareto propre du (POMO) :
Sous (H), en vertu du Théorème de Scalarisation,
⋃
λ∈Λp
argmin
x∈X
( r∑
i=1
λiF i(y, x)
)
= p-ARGMINRr+F (y,X),
où Λp := {c ∈ int(Rr+), ||c|| = 1}.
Comme Λp est un ensemble ouvert, en supposant les fonctions dif-
férentiables et en appliquant la règle de Pierre de Fermat, nous
espérons pouvoir établir des conditions explicites d’optimalité.
4. Considérer et traiter le cas Stochastique :
Nous étendrons l’étude réalisée au cours de notre première contribu-
tion au cas semi-Vectoriel. Les résultats de convergence au sens de
Hausdorff-Pompeiu obtenus dans l’espace des décisions sont suffisam-
ment fertiles pour que nous supposions la démarche féconde.
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Nous envisageons également de traiter le cas où le niveau inférieur est
quadratique et stochastique.
– Directions de Recherches :
– Proposer des applications en finance : l’adaptation de notre algorithme
pour développer un modèle espérance-variance semble possible.
– Concevoir un algorithme opérationnel pour un nombre quelconque d’ob-
jectifs et envisager la recherche des solutions optimales.
– Lever les hypothèses de convexité.
– Traiter des cas dynamiques en considérant des Équations Différentielles
Stochastiques.
– Travailler avec des cônes quelconques.
– ...

Annexe A
Applications Multivoques
A.1 La distance de Hausdorff-Pompeiu
Soient (X, d) un espace métrique, et A et B deux sous-ensembles non-vides
et bornés de X.
La distance d’un point x ∈ X à l’ensemble A est donnée par
dist(x,A) := inf
(
d(x, a) : a ∈ A
)
.
Définition A.1.1. La distance de Hausdorff-Pompeiu entre les ensembles
A et B est donnée par
H(A,B) := max
(
sup
a∈A
dist(a,B); sup
b∈B
dist(b, A)
)
.
Le réel D(A,B) := sup
a∈A
dist(a,B) (resp. D(B,A) := sup
b∈B
dist(b, A)) est appelé
Déviation entre les ensembles A et B (resp. Déviation entre les ensembles B
et A).
La distance de Hausdorff-Pompeiu est une pseudo-distance sur P(X) :=
{A|A ⊂ X} :
Théorème A.1.1. Soient A,B,C ∈ P(X).Les assertions suivantes sont vraies :
1. H(A,B) ≥ 0.
2. H(A,A) = 0.
3. H(A,B) = H(B,A).
4. H(A,B) ≤ H(A,C) +H(C,B).
Remarque A.1.1. En général, H n’est pas une distance car H(A,B) = 0 n’im-
plique pas toujours A = B. En fait, si H(A,B) = 0, alors A ⊂ B¯ et B ⊂ A¯.
Toutefois, la distance de Hausdorff-Pompeiu est une distance sur Pc(X) :=
{A|A ⊂ X,A compact}.
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Soit  > 0. Pour tout A ∈ P(X), posons A˜ :=
{
x ∈ X|dist(x,A) < 
}
.
Théorème A.1.2. Soient A,B ∈ P(X). Les déviations entre les ensembles A
et B sont
– sup
a∈A
dist(a,B) = inf( > 0|A ⊂ B˜), et
– sup
b∈B
dist(b, A) = inf( > 0|B ⊂ A˜),
d’où
H(A,B) = inf
(
 > 0|A ⊂ B˜ et B ⊂ A˜
)
.
A.2 Convergence de suite d’ensembles
Soient (X, d) un espace métrique, et (An)n∈N une suite de sous-ensembles
non-vides de X.
Définition A.2.1 (convergence au sens de Kuratowski). test
– La limite supérieure de la suite (An)n∈N est un sous ensemble de X donnée
par
lim sup
n→∞
An :=
{
x ∈ X
∣∣∣∣ lim infn→∞ dist(x,An) = 0
}
.
– La limite inférieure de la suite (An)n∈N est un sous ensemble de X donnée
par
lim inf
n→∞ An :=
{
x ∈ X
∣∣∣∣ limn→∞ dist(x,An) = 0
}
.
Si lim sup
n→∞
An = lim inf
n→∞ An, on dit que la limite de la suite (An)n∈N existe et on
pose
lim
n→∞An = lim supn→∞ An = lim infn→∞ An = A,
La suite (An)n∈N est alors dite convergente vers A au sens de Kuratowski.
Proposition A.2.1. test
– La limite supérieure de la suite (An)n∈N est l’ensemble des valeurs d’adhé-
rences des suites (un)n∈N telles que un ∈ An ∀n ∈ N.
– La limite inférieure de la suite (An)n∈N est l’ensemble des limites des suites
(un)n∈N telles que un ∈ An ∀n ∈ N.
Définition A.2.2 (convergence au sens de Hausdorff). test
Soient (An)n∈N une suite de sous-ensembles fermés non-vides de X, et A ⊂ X
un sous-ensemble fermé non-vide. La suite (An)n∈N est dite convergente vers A
au sens de Hausdorff si, et seulement si,
lim
n→∞H(An, A) = 0.
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Remarque A.2.1. Si limn→∞H(An, A) = 0, alors pour tout  > 0, il existe
N ∈ N tel que An ⊂ A˜ pour tout n ≥ N .
Théorème A.2.1. Soient (An)n∈N une suite de sous-ensembles fermés non-vides
de X, et A ⊂ X un sous-ensemble fermé non-vide. Si la suite (An)n∈N converge
vers A au sens de Hausdorff, alors elle converge au sens de Kuratowski.
La réciproque du dernier Théorème n’est généralement pas vraie, excepté
dans le cas où les ensembles sont des compacts :
Théorème A.2.2. Soient (An)n∈N une suite de sous-ensembles compacts non-
vides de X, et A ⊂ X un un sous-ensemble compact non-vide. S’il existe un
compact de X qui contient tous les ensembles An, alors la convergence de la
suite (An)n∈N vers A au sens de Kuratowski implique la convergence au sens de
Hausdorff.
A.3 Applications Multivoques
Soient (X, dX) et (Y, dY ) deux espaces métriques.
Définition A.3.1. Une application Γ définie sur X et à valeurs dans Y est
dite multivoque si, et seulement si, à chaque point x ∈ X, il existe un ensemble
Γ(x) ⊂ Y . Une telle application est notée
Γ : X ⇒ Y.
Définition A.3.2. Soit Γ : X ⇒ Y une application multivoque. On définit
– le domaine de Γ par
Dom(Γ) := {x ∈ X|Γ(x) 6= ∅},
– l’image de Γ par
Im(Γ) :=
⋃
x∈Dom(Γ)
Γ(x),
– le graphe de Γ par
Graph(Γ) := {(x, y)|y ∈ Γ(x), x ∈ Dom(Γ)}.
Définition A.3.3. Une application multivoque Γ : X ⇒ Y est dite
– à valeurs fermées (resp. valeurs ouvertes, resp. valeurs compactes) si, et
seulement si, pour chaque x ∈ X, l’ensemble Γ(x) est un ensemble fermé
(resp. ouvert, resp. compact).
– fermée (resp. ouverte, resp. compacte) si Graph(Γ) est un ensemble fermé
(resp. ouvert, resp. compact).
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Définition A.3.4. La limite inférieure de Γ : X ⇒ Y au point x0 ∈ X est
donnée par
lim inf
x→x0
Γ(x) := {y ∈ Y |∀V voisinage de y,∃U voisinage de x0 :
∀x ∈ U \ {x0}, Γ(x) ∩ V 6= ∅}.
La limite supérieure de Γ au point x0 ∈ X est définie par
lim sup
x→x0
Γ(x) := {y ∈ Y |∀V voisinage de y,∀U voisinage de x0,
∃x ∈ U \ {x0} : Γ(x) ∩ V 6= ∅}.
Remarque A.3.1. Soient A, (An)n∈N des sous-ensembles non-vides de Y , et
X = N ∪ {+∞} muni de la topologie induite par celle de R := R ∪ {−∞,+∞}.
Si Γ : X ⇒ Y est définie pour tout n ∈ N par Γ(n) := An et Γ(+∞) := A,
alors lim inf
n→∞ An = lim infn→∞ Γ(n) et lim supn→∞ An = lim supn→∞ Γ(n).
Définition A.3.5. L’application multivoque Γ : X ⇒ Y est dite :
– continue supérieurement au point x0 ∈ X si, et seulement si, pour tout
ensemble ouvert D ⊂ Y tel que Γ(x0) ⊂ D, il existe un voisinage U ⊂ X
de x0 tel que pour tout x ∈ U , Γ(x) ⊂ D.
– continue inférieurement au point x0 ∈ X si, et seulement si, pour tout
ensemble ouvert D ⊂ Y tel que Γ(x0) ∩ D 6= ∅, il existe un voisinage
U ⊂ X de x0 tel que pour tout x ∈ U , Γ(x) ∩D 6= ∅.
– continue au point x0 ∈ X si, et seulement si, Γ est continue supérieurement
et continue inférieurement en x0.
– continue si, et seulement si, Γ est continue en chaque point de X.
Proposition A.3.1. L’application multivoque Γ : X ⇒ Y est continue inférieu-
rement au point x0 ∈ X si, et seulement si, Γ(x0) ⊂ lim inf
x→x0
Γ(x).
Définition A.3.6. On dit que l’application multivoque Γ : X ⇒ Y est
– continue supérieurement au sens de Hausdorff au point x0 ∈ X si, et seule-
ment si, pour tout  > 0, il existe un voisinage U ⊂ X de x0 tel que pour
tout x ∈ U ,
Γ(x) ⊂ Γ(x0) +B,
où B désigne la boule ouverte de rayon .
– continue inférieurement au sens de Hausdorff au point x0 ∈ X si, et seule-
ment si, pour tout  > 0, il existe un voisinage U ⊂ X de x0 tel que pour
tout x ∈ U ,
Γ(x0) ⊂ Γ(x) +B.
– continue au sens de Hausdorff en x0 ∈ X si, et seulement si, elle est
continue supérieurement au sens de Hausdorff et continue inférieurement
au sens de Hausdorff au point x0.
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– continue au sens de Hausdorff si, et seulement si, elle est continue au sens
de Hausdorff en chaque point de X.
Remarque A.3.2. L’application multivoque Γ : X ⇒ Y est continue supérieu-
rement au sens de Hausdorff au point x0 ∈ X si, et seulement si,
lim
x→x0
D(Γ(x),Γ(x0)) = 0,
et Γ est continue inférieurement au sens de Hausdorff au point x0 ∈ X si, et
seulement si,
lim
x→x0
D(Γ(x0),Γ(x)) = 0.
Finalement, Γ est continue au sens de Hausdorff au point x0 ∈ X si, et
seulement si,
lim
x→x0
H(Γ(x0),Γ(x)) = 0.
Définition A.3.7. Une application multivoque Γ : X ⇒ Y est dite compacte
au point x ∈ X si, et seulement si, pour chaque suite (xk, yk)k∈N telle que xk ∈
X, yk ∈ Γ(xk) (pour chaque k) et xk → x, il existe une application strictement
croissante φ : N→ N telle que yφ(k) → y et y ∈ Γ(x).
Remarque A.3.3. Si Γ : X ⇒ Y est compacte au point x ∈ X, alors l’ensemble
Γ(x) est un ensemble compact.
La proposition suivante regroupe plusieurs résultats liant continuité et conti-
nuité au sens de Hausdorff.
Proposition A.3.2. Soit Γ : X ⇒ Y une application multivoque, et soit un
point x0 ∈ X.
– Si Γ est continue supérieurement en x0, alors Γ est continue supérieurement
en x0 au sens de Hausdorff.
– Si Γ est continue supérieurement au sens de Hausdorff en x0 et Γ(x0) est
un ensemble compact, alors Γ est continue supérieurement en x0.
– Si Γ est continue inférieurement en x0 et Γ(x0) est un ensemble compact,
alors Γ est continue inférieurement au sens de Hausdorff en x0.
– Si Γ est continue inférieurement au sens de Hausdorff en x0, alors Γ est
continue inférieurement en x0.
Remarque A.3.4. Soit x0 ∈ X. Si l’ensemble Γ(x0) est compact, alors la conti-
nuité de l’application multivoque Γ : X ⇒ Y au point x0 est équivalente à la
continuité au sens de Hausdorff en x0.

Annexe B
Code Matlab
Commençons par rappeler l’un des Problèmes d’Optimisation post-Pareto
Stochastique étudié numériquement au cours de notre seconde contribution (Cha-
pitre 3).
Nous avons considéré le Problème d’Optimisation Stochastique bi-Objectifs :
(SBOP ) MINw∈XEξ
(
F (w, ·)
)
,
où w ∈ R4, ξ = (ξ1, ξ2) ∈ R2 est tel que ξ1 et ξ2 suivent toutes deux une loi
uniforme de moyenne 1 et de variance 13 , l’ensemble admissible est
X :=
{
w = (w1, w2, w3, w4) ∈ R4
∣∣∣∣‖w‖ ≤ 1, 4∑
i=1
wi ≥ 0
}
,
et la fonction objectif du (SBOP ) est donnée par
F (w, ξ) =
(
ξ1(2 exp(w1 +w2) + (w3 +w4)2), ξ2(4(w1 +w2)2 +
1
2 exp(w3 +w4))
)
.
Nous nous sommes intéressés au Problème d’Optimisation post-Pareto Sto-
chastique (O) qui vise à minimiser la fonction f : R2 → R, z = (x, y) 7→ (x+ y)3
sur l’ensemble de Pareto associé au (SBOP ) précédent. Autrement dit, nous
nous sommes posés le problème
(O) min
((
Eξ
[
F 1(w, ·)
]
+ Eξ
[
F 2(w, ·)
])3∣∣∣∣w ∈ ARGMINR2+Eξ[F (X, ·)]
)
.
Dans cette annexe, nous fournissons le code Matlab utilisé pour donner une
approximation de la valeur optimale du problème (O).
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%% ENSEMBLE ADMISSIBLE %%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [c,ceq]=constraint(x) 
c1=(x(1)-0)^2+(x(2)-0)^2+(x(3)-0)^2+(x(4)-0)^2-1;%inégalité 
c2=-x(1)-x(2)-x(3)-x(4);%inégalité 
c=[c1;c2]; 
ceq=[];%égalité 
end 
 
%%%%%%%%%%%%%%%%%% 
%%% OBJECTIF 1 %%% 
%%%%%%%%%%%%%%%%%% 
function f=objfun1(x) 
f=2*exp(x(1)+x(2))+(x(3)+x(4))^2; 
end 
 
%%%%%%%%%%%%%%%%%% 
%%% OBJECTIF 2 %%% 
%%%%%%%%%%%%%%%%%% 
function f=objfun2(x) 
f=1/2*exp(x(3)+x(4))+4*(x(1)+x(2))^2; 
end 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%% FONCTION DU DECIDEUR %%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [out]=f(y) 
out=(y(1)+y(2))^3; 
end 
 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%% FONCTION PRINCIPALE %%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [ outD outS approx Sareduire] = main(t, epsilon, N1, N2) 
  
%CALCUL DES COORDONNES DE y0 
x0=[0;0;0;0]; 
[x,fval]=fmincon('objfun1',x0,[],[],[],[],[],[],'constraint'); 
y01=fval*N1; 
y02=objfun2(x)*N2; 
y0=[y01;y02]; 
  
%CALCUL DES COORDONNES DE y1 
[x,fval]=fmincon('objfun2',x0,[],[],[],[],[],[],'constraint'); 
y12=fval*N2; 
y11=objfun1(x)*N1; 
y1=[y11;y12]; 
  
%CALCUL DES COORDONNES DES yt 
yt1=(1-t)*y01+t*y11; 
yt2=(1-t)*y02+t*y12; 
yt=[yt1 ; yt2]; 
  
%CALCUL DES COORDONNES DES yt* 
ytetoile=y0; 
A=[0 0 0 0 0 0 0;0 0 0 0 0 0 0; 
    0 0 0 0 0 0 0;0 0 0 0 0 0 0; 
    0 0 0 0 0 0 0;0 0 0 0 0 1 0; 
    0 0 0 0 0 0 1];%pour fixer yt 
Aeq=[] 
beq=[] 
lb=[] 
ub=[] 
for k=2:(length(t)-1) 
    wt=yt(:,k); 
    x0=[0;-0.1;0.1;-0.1;0.1;wt(1);wt(2)]; 
    b=[0 0 0 0 0  wt(1) wt(2)]'; 
    [x,fval]=fmincon('lambda',x0,A,b,Aeq,beq,lb,ub,'lambdacon'); 
    ytetoile=[ytetoile yt(:,k)+fval]; 
end 
ytetoile=[ytetoile y1]; 
  
%CALCUL DES COORDONNES DES SIMPLEX 
S=[]; 
for k=1:length(t)-1 
  S=[S  [ytetoile(:,k)';ytetoile(:,k+1)';[ytetoile(1,k)  ytetoile(2,k+1)]] ]; 
end 
  
%CALCUL DU MINIMUM DE f SUR LES POINTS DE DISCRETISATION 
D=ytetoile; 
fmintempD=f(D(:,1)); 
for k=2:length(t) 
    if f(D(:,k))<fmintempD 
        fmintempD=f(D(:,k)); 
    end 
end 
fmintempD; 
  
%CALCUL DU MINIMUM DE f SUR LES SIMPLEX 
fmintempS=zeros(length(t)-1); 
fmintempS=fmintempS(1,:); 
for k=1:length(t)-1 
    fmintempS(k)=min(min(f(D(:,k)),f(D(:,k+1))),f([D(1,k) D(2,k+1)])); 
end 
fmintempS; 
  
%CALCUL DU SIMPLEX A REDUIRE 
Sareduire=1; 
k=1; 
while fmintempS(k)~=min(fmintempS) 
    k=k+1; 
end 
Sareduire=k; 
  
%CALCUL DE L'ERREUR D'APPROXIMATION 
outS=min(fmintempS); 
outD=fmintempD; 
approx=outD-outS; 
  
end 
  
 
%%%%%%%%%%%%%%%%%%%%%%% 
%%% FONCTION LAMBDA %%% 
%%%%%%%%%%%%%%%%%%%%%%% 
%pour résoudre les problèmes (CPt) 
function [f,g] = lambda(w) 
t = w(1); 
f = t;%f=lambda 
if nargout>1 
     g=1;%sa dérivée 
end 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%% CONTRAINTES SUR LAMBDA %%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [c,ceq,gc,gceq] = lambdacon(w) 
c=[w(1) ;%LAMBDA<=0 
    w(2)^2+w(3)^2+w(4)^2+w(5)^2-1;%ENSEMBLE ADMISSIBLE 
    -w(2)-w(3)-w(4)-w(5);%ENSEMBLE ADMISSIBLE 
    2*exp(w(2)+w(3))+(w(4)+w(5))^2-w(1)-w(6);%RESTER DANS LES IMAGES OBJECTIF1 
    1/2*exp(w(4)+w(5))+4*(w(2)+w(3))^2-w(1)-w(7)];%RESTER DANS LES IMAGES 
OBJECTIF2 
ceq=[]; 
if nargout>2%DERIVEES 
     gc=[1    0         0       -1               -1; 
         0    2*w(2)    -1       2*exp(w(2)+w(3))  8*(w(2)+w(3)); 
         0    2*w(3)    -1       2*exp(w(2)+w(3))  8*(w(2)+w(3)); 
         0    2*w(4)     1       2*(w(4)+w(5))    1/2*exp(w(4)+w(5)); 
         0    2*w(5)    -1       2*(w(4)+w(5))    1/2*exp(w(4)+w(5)); 
         0    0         0        -1              0; 
         0    0         0         0              -1]; 
     gceq=[]; 
end 
 
 
%%%%%%%%%%%%%%%%%%%%%% 
%%% INITIALISATION %%% 
%%%%%%%%%%%%%%%%%%%%%% 
clear all 
tic 
eta=0.05;%ERREUR TOLEREE 
epsilon=eta/2;%ERREUR DE L'ALGORITHME  
p0=0.99;%NIVEAU DE CONFIANCE 
N=32*600*sqrt(2)*1/3*1/(eta^2*(1-p0));%RANG N0 
ro=0;%CORRELATION ENTRE LES VARIABLES ALEATOIRES 
X=2*rand(2,N);%LOI DES VARIABLES ALEATOIRES [0;2] 
cov=[1 ro;ro 1];%MATRICE DE COVARIANCE 
A=chol(cov); 
N=(A'*X);%V.A. CORRELEES 
N1=mean(N(1,:));%MOYENNE DE LA PREMIERE V.A. 
N2=mean(N(2,:));%MOYENNE DE LA SECONDE V.A. 
t=[0 1/2 1];%INITIALISATION DE LA DISCRETISATION 
[outD outS approx Sareduire]=main(t, epsilon, N1, N2);%INITIALISATION DE LA 
BOUCLE 
  
%RESOLUTION DU PROBLEME 
while approx>eta/2 
    t=sort([t (t(Sareduire)+t(Sareduire+1))/2]); 
    [outD outS approx Sareduire]=main(t,epsilon,N1,N2); 
end 
outD%VALEUR DE f SUR LA DISCRETISATION 
outS%VALEUR DE f SUR LES SIMPLEX 
approx%VERIFICATION DE L'APPROXIMATION CHOISIE 
nb_etape=length(t)-1%NOMBRE D'ITERATIONS 
  
toc 
  
%%%%%%%%%%%%%%%%% 
%%% GRAPHIQUE %%% 
%%%%%%%%%%%%%%%%% 
  
z=boule_d(4);%SIMULATION DE LA BOULE UNITE POUR LE GRAPHIQUE 
x=z; 
%CALCUL DES COORDONNES DES POINTS DE L'IMAGE F(X) 
f1p=[]; 
f2p=[];       
for k=1:length(x) 
    if sum(x(k,:))>=0 
        f1p=[f1p objfun1(x(k,:))];  
        f2p=[f2p objfun2(x(k,:))];  
    else 
        f1p=[f1p 0];  
        f2p=[f2p 0];  
    end 
end 
f1p=f1p*N1; 
f2p=f2p*N2; 
  
  
%CALCUL DES COORDONNES DE y0 
x0=[0;0;0;0]; 
[x,fval]=fmincon('objfun1',x0,[],[],[],[],[],[],'constraint'); 
y01=fval*N1; 
y02=objfun2(x)*N2; 
y0=[y01;y02]; 
  
%CALCUL DES COORDONNES DE y1 
[x,fval]=fmincon('objfun2',x0,[],[],[],[],[],[],'constraint'); 
y12=fval*N2; 
y11=objfun1(x)*N1; 
y1=[y11;y12]; 
  
%CALCUL DES COORDONNES DES yt 
yt1=(1-t)*y01+t*y11; 
yt2=(1-t)*y02+t*y12; 
yt=[yt1 ; yt2]; 
  
%CALCUL DES COORDONNES DES yt* 
ytetoile=y0; 
A=[0 0 0 0 0 0 0;0 0 0 0 0 0 0; 
    0 0 0 0 0 0 0;0 0 0 0 0 0 0; 
    0 0 0 0 0 0 0;0 0 0 0 0 1 0; 
    0 0 0 0 0 0 1]; 
Aeq=[] 
beq=[] 
lb=[] 
ub=[] 
for k=2:(length(t)-1) 
    wt=yt(:,k); 
    x0=[0;-0.1;0.1;-0.1;0.1;wt(1);wt(2)]; 
    b=[0 0 0 0 0  wt(1) wt(2)]'; 
    [x,fval]=fmincon('lambda',x0,A,b,Aeq,beq,lb,ub,'lambdacon'); 
    ytetoile=[ytetoile yt(:,k)+fval]; 
end 
ytetoile=[ytetoile y1]; 
  
%CALCUL DES COORDONNES DES SIMPLEX 
S=[]; 
for k=1:length(t)-1 
  S=[S  [ytetoile(:,k)';ytetoile(:,k+1)';[ytetoile(1,k)  ytetoile(2,k+1)]] ]; 
end 
  
%CALCUL DU MINIMUM DE f SUR LES POINTS DE DISCRETISATION 
D=ytetoile; 
fmintempD=f(D(:,1)); 
for k=2:length(t) 
    if f(D(:,k))<fmintempD 
        fmintempD=f(D(:,k)); 
    end 
end 
fmintempD; 
  
%CALCUL DU MINIMUM DE f SUR LES SIMPLEX 
fmintempS=zeros(length(t)-1); 
fmintempS=fmintempS(1,:); 
for k=1:length(t)-1 
    fmintempS(k)=min(min(f(D(:,k)),f(D(:,k+1))),f([D(1,k) D(2,k+1)])); 
end 
fmintempS; 
  
%AFFICHAGE DES RESULTATS 
outS=min(fmintempS) 
outD=fmintempD 
approx=outD-outS 
  
%GRAPHIQUE 
figure  
T=[1,2,3]; 
hold on 
axis equal 
grid off 
  
for k=1:2:length(S) 
    patch('Vertices', S(:,k:k+1), 'Faces', T, 'EdgeColor', 'k', 'FaceColor', 
'w') 
end 
plot(f1p,f2p,'.red') 
  
plot([y0(1) y1(1)]',[y0(2) y1(2)]','k') 
for k=2:length(t)-1 
   plot([yt(1,k) ytetoile(1,k)]', [yt(2,k) ytetoile(2,k)]','k') 
end 
for k=1:length(t) 
   plot( yt(1,k),yt(2,k),'k+') 
end 
  
hold off 
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