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Abstract
We study n× n symmetric random matrices H , possibly discrete, with
iid above-diagonal entries. We show that H is singular with probability at
most exp(−nc), and ‖H−1‖ = O(√n). Furthermore, the spectrum of H
is delocalized on the optimal scale o(n−1/2). These results improve upon
a polynomial singularity bound due to Costello, Tao and Vu, and they
generalize, up to constant factors, results of Tao and Vu, and Erdo¨s, Schlein
and Yau.
Keywords: Symmetric random matrices, invertibility problem, singularity
probability.
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1 Introduction
1.1 Invertibility problem
This work is motivated by the invertibility problem for n × n random matrices
H. This problem consists of two questions:
1. What is the singularity probability P{H is singular}?
2. What is the typical value of the spectral norm of the inverse, ‖H−1‖?
A motivating example is for random Bernoulli matrices B whose entries are
±1 valued symmetric random variables. If all entries are independent, it is con-
jectured that the singularity probability of B is (12+o(1))
n, while the best current
bound ( 1√
2
+o(1))n is due to Bourgain, Vu and Wood [2]. The typical norm of the
inverse in this case is ‖B−1‖ = O(√n) [13, 20], see [15]. Moreover, the following
inequality due to Rudelson and the author [13] simultaneously establishes the
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exponentially small singularity probability and the correct order for the norm of
the inverse:
P
{
min
k
sk(B) ≤ εn−1/2
}
≤ Cε+ 2e−cn, (1.1)
where C, c > 0 are absolute constants. Here sk(B) denote the singular values
of B, so the matrix B is singular iff mink sk(B) = 0; otherwise mink sk(B) =
1/‖B−1‖.
Less is known about the invertibility problem for symmetric Bernoulli matri-
ces H, where the entries on and above the diagonal are independent ±1 valued
symmetric random variables. As is the previous case of iid entries, it is even
difficult to show that the singularity probability converges to zero as n → ∞.
This was done by Costello, Tao and Vu [4] who showed that
P
{
H is singular
}
= O(n−1/8+δ) (1.2)
for every δ > 0. They conjectured that the optimal singularity probability bound
is for symmetric Bernoulli matrices is again (12 + o(1))
n.
1.2 Main result
In this paper, we establish a version of (1.1) for symmetric random matrices. To
give a simple specific example, our result will yield both an exponential bound
on the singularity probability and the correct order of the norm of the inverse
for symmetric Bernoulli matrices:
P
{
H is singular
} ≤ 2e−nc ; P{‖H−1‖ ≤ C√n} ≥ .99
where C, c > 0 are absolute constants.
Our results will apply not just for Bernoulli matrices, but also for general
matrices H that satisfy the following set of assumptions:
(H) H = (hij) is a real symmetric matrix. The above-diagonal entries hij, i <
j, are independent and identically distributed random variables with zero
mean and unit variance. The diagonal entries hii can be arbitrary numbers
(either non-random, or random but independent of the off-diagonal entries).
The eigenvalues of H in a non-decreasing order are denoted by λk(H).
Theorem 1.1 (Main). Let H be an n × n symmetric random matrix satisfying
(H) and whose off-diagonal entries have finite fourth moment. Let K > 0. Then
for every z ∈ R and ε ≥ 0, one has
P
{
min
k
|λk(H)−z| ≤ εn−1/2 and max
k
|λk(H)| ≤ K
√
n
}
≤ Cε1/9+2e−nc . (1.3)
Here C, c > 0 depend only on the fourth moment of the entries of H and on K.
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The bound on the spectral norm ‖H‖ = maxk |λk(H)| can often be removed
from (1.3) at no cost, as one always has ‖H‖ = O(√n) with high probability
under the four moment assumptions of Theorem 1.1; see Theorem 1.5 for a
general result.
Moreover, for some ensembles of random matrices one has ‖H‖ = O(√n) with
exponentially high probability. This holds under the higher moment assumption
that
E exp(h2ij/M
2) ≤ e, i 6= j (1.4)
for some number M > 0. Such random variables hij are called sub-gaussian ran-
dom variables, and the minimal number M is called the sub-gaussian moment
of hij . The class of sub-gaussian random variables contains standard normal,
Bernoulli, and generally all bounded random variables, see [24] for more infor-
mation. For matrices with subgaussian entries, it is known that ‖H‖ = O(√n)
with probability at least 1− 2e−n, see Lemma 2.3. Thus Theorem 1.1 implies:
Theorem 1.2 (Subgaussian). Let H be an n × n symmetric random matrix
satisfying (H), whose off-diagonal entries are subgaussian random variables, and
whose diagonal entries satisfy |hii| ≤ K
√
n for some K. Then for every z ∈ R
and ε ≥ 0, one has
P
{
min
k
|λk(H)− z| ≤ εn−1/2
}
≤ Cε1/9 + 2e−nc . (1.5)
Here c > 0 and C depend only on the sub-gaussian moment M and on K.
Singularity and invertibility. For ε = 0, Theorem 1.2 yields an exponential
bound on singularity probability:
P
{
H is singular
} ≤ 2e−nc .
Furthermore, since mink |λk(H) − z| = ‖(H − zI)−1‖, (1.5) can be stated as a
bound on the spectral norm of the resolvent,
P
{
‖(H − zI)−1‖ ≥
√
n
ε
}
≤ Cε1/9 + 2e−nc .
This estimate is valid for all z ∈ R and all ε ≥ 0. In particular, we have
‖(H − zI)−1‖ = O(√n) with high probability. (1.6)
For z = 0 this yields the bound on the norm of the inverse, and on the condition
number of H:
‖H−1‖ = O(√n), κ(H) := ‖H‖‖H−1‖ = O(n) with high probability. (1.7)
In these estimates, the constants implicit in O(·) depend only on M , K and the
desired probability level.
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Delocalization of eigenvalues. Theorem 1.2 is a statement about delocal-
ization of eigenvalues of H. It states that, for any fixed short interval I ⊆ R of
length |I| = o(n−1/2), there are no eigenvalues in I with high probability. This
is consistent with the simple heuristics about eigenvalue spacings. According
to the spectral norm bound, all n eigenvalues of H lie in the interval of length
O(
√
n). So the average spacing between the eigenvalues is of the order n−1/2.
Theorem 1.2 states that, indeed, any interval of smaller length o(n−1/2) is likely
to fall in a gap between consequtive eigenvalues. For results in the converse di-
rection, on good localization of eigenvalues around their means, see [23] and the
references therein.
Related results. A result of the type of Theorem 1.2 was known for random
matrices H whose entries have continuous distributions with certain smoothness
properties, and in the bulk of spectrum, i.e. for |z| ≤ (2 − δ)√n (and assuming
that the diagonal entries of H are independent random variables with zero mean
and unit variance). A result of Erdo¨s, Schlein and Yau [5] (stated for complex
Hermitian matrices) is that
P
{
min
k
|λk(H)− z| ≤ εn−1/2
}
≤ Cε. (1.8)
This estimate does not have a singularity probability term 2e−nc that appears in
(1.5), which is explained by the fact that matrices with continuous distributions
are almost surely non-singular. In particular, this result does not hold for discrete
distributions.
Some related results which apply for discrete distributions are due to Tao and
Vu. Theorem 1.14 in [22] states that for every δ > 0 and 1 ≤ k ≤ n, one has
P
{
λk+1(H)− λk(H) ≤ n−
1
2
−δ
}
≤ n−c(δ). (1.9)
This result does not assume a continuous distribution of the entries of H, just
appropriate (exponential) moment assumptions. In particular, the eigenvalue
gaps λk+1(H)−λk(H) are of the order at least n− 12−δ with high probability. This
order is optimal up to δ in the exponent, but the polynomial probability bound
n−c(δ) is not. Furthermore, (1.2) and (1.9) are results of somewhat different
nature: (1.2) establishes absolute delocalization of eigenvalues with respect to
a given point z, while (1.9) gives a relative delocalization with respect to the
neighboring eigenvalues.
Finally, recent universality results due to Tao and Vu [21, 22] allow to compare
the distribution of λk(H) to the distribution of λk(G) where G is a symmetric
matrix with independent N(0, 1) entries. These results also apply for matrices
H with discrete distributions, although one has to assume that the first few
moments (such as three or four) of the entries of H and of G are equal (so it
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does not seem that this approach can be used for symmetric Bernoulli matrices).
Also, such comparisons come at a cost of a polynomial, rather than exponential,
probability error:
P
{
min
k
|λk(G)| ≤ εn−1/2 − n−c−1/2
}
−O(n−c)
≤ P
{
min
k
|λk(H)| ≤ εn−1/2
}
≤ P
{
min
k
|λk(G)| ≤ εn−1/2 + n−c−1/2
}
+O(n−c). (1.10)
(See Corollary 24 in [21] and its proof.)
Remark 1.3. After the results of this paper had been obtained, the author was
informed of an independent work by Nguyen [10], which improved Costello-Tao-
Vu’s singularity probability bound (1.2) for symmetric Bernoulli matrices to
P
{
H is singular
}
= O(n−M )
for every M > 0, where a constant implicit in O(·) depends only on M . The
even more recent work by Nguyen [11], which was announced a few days after
the current paper had been posted, demonstrated that for every M > 0 there
exists K > 0 such that
P
{
min
k
|λk(H)| ≤ n−K
}
≤ n−M .
While Nguyen’s results give weaker conclusions than the results in this paper,
they hold under somewhat weaker conditions on the distribution than (H) (for
example, the entries of H do not to have mean zero); see [11] for precise state-
ments.
Remark 1.4 (Optimality). Although the magnitude of the gap n−1/2 in Theo-
rem 1.1 is optimal, the form of (1.1) and (1.8) suggests that the exponent 1/9 is
not optimal. Indeed, our argument automatically yields ε1/8+δ for every δ > 0
(with constants C, c depending also on δ). Some further improvement of the ex-
ponent may be possible with a more accurate argument, but the technique of this
paper would still not reach the optimal exponent 1 (in particular, due to losses
in decoupling). Furthermore, we conjecture that the singularity probability term
2e−nc in (1.5) may be improved to 2e−cn.
1.3 Four moments
Even without subgaussian assumption (1.4) on the entries of H, the bound on
the spectral norm ‖H‖ = maxk |λk(H)| can be removed from (1.3), however this
will lead to a weaker probability bound than in Theorem 1.2:
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Theorem 1.5 (Four moments). Let H be an n × n symmetric random matrix
satisfying (H), whose off-diagonal entries have finite fourth moment M44 , and
whose diagonal entries satisfy |hii| ≤ K
√
n for some K. For every p > 0 there
exist n0, ε > 0 that depend only on the fourth moment of entries, K and p, and
such that for all n ≥ n0 one has
P
{
min
k
|λk(H)− z| ≤ εn−1/2
}
≤ p.
To see how this result follows from Theorem 1.1, note that a result of Latala
implies a required bound on the spectral norm. Indeed, Lemma 2.4 and Markov’s
inequality yield ‖H‖ = maxk |λk(H)| ≤ (CM4 + K)
√
n with high probability.
Using this together with (1.1) implies Theorem 1.5.
An immediate consequence of Theorem 1.5 is that such matricesH are asymp-
totically almost surely non-singular:
P
{
H is singular
} ≤ pn(M4,K)→ 0 as n→∞.
Like Theorem 1.2, Theorem 1.5 also establishes the delocalization of eigen-
values on the optimal scale n−1/2 and the bounds on the resolvent (1.6), on the
norm of the inverse and on the condition number (1.7) – all these hold under just
the fourth moment assumption as in Theorem 1.5.
1.4 Overview of the argument
Decomposition into compressible and incompressible vectors. Let us
explain the heuristics of the proof of Theorem 1.1. Consider the matrix A =
H − zI. Note that mink |λk(H) − z| = mink |λk(A)| = minx∈Sn−1 ‖Ax‖2 where
Sn−1 denotes the Euclidean sphere in Rn. So our task is to bound above the
probability
P
{
min
x∈Sn−1
‖Ax‖2 ≤ εn−1/2
}
.
In other words, we need to prove the lower bound ‖Ax‖2 & n−1/2 uniformly for
all vectors x ∈ Sn−1, and with high probability.
Our starting point is the method developed in [13] for a similar invertibility
problem for matrices A with all independent entries, see also [15]. We decompose
the sphere Sn−1 = Comp∪ Incomp into the classes of compressible and incom-
pressible vectors. A vector x is in Comp if x is within distance, say, 0.1 from the
set of vectors of support 0.1n. We seek to establish invertibility of A separately
for the two classes, our goal being
min
x∈Comp
‖Ax‖2 & n1/2, min
x∈Incomp
‖Ax‖2 & n−1/2. (1.11)
(The first estimate is even stronger than we need.) Each of the two classes,
compressible and incompressible, has its own advantages.
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Invertibility for compressible vectors. The class Comp has small metric
entropy, which makes it amenable to covering arguments. This essentially reduces
the invertibility problem for Comp to proving the lower bound ‖Ax‖2 & n1/2 with
high probability for one (arbitrary) vector x ∈ Comp. If A had all independent
entries (as in [13]) then we could express ‖Ax‖22 as a sum of independent random
variables
∑n
k=1〈Ak, x〉2 where Ak denote the rows of A, and finish by showing
that each 〈Ak, x〉 is unlikely to be o(1). But in our case, A is symmetric, so Ak
are not independent. Nevertheless, we can extract from A a minor G with all
independent entries. To this end, consider a subset I ⊂ [n] with |I| = λn where
λ ∈ (0, 1) is a small number. We decompose
A =
(
D G
G∗ E
)
, x =
(
y
z
)
(1.12)
where D is a Ic × Ic matrix, G is a Ic × I matrix, y ∈ Ic, z ∈ I. Then
‖Ax‖2 ≥ ‖Dy +Gz‖2. Conditioning on the entries in D and denoting the fixed
vector −Dy by v, we reduced the problem to showing that
‖Ax‖2 ≥ ‖Gz − v‖2 & n1/2 with high probability. (1.13)
Now G is a matrix with all independent entries, so the previous reasoning yields
(1.13) with probability at least 1 − 2e−cn. This establishes the first part of our
goal (1.11), i.e. the good invertibility of A on the class of compressible vectors.
Concentration of quadratic forms. The second part of our goal (1.11) is
more difficult. A very general observation from [13] reduces the invertibility
problem for incompressible vectors to a distance problem for a random vector
and a random hyperplane (Section 3.3). Specifically, we need to show that
dist(X1,H1) & 1 with high probability, (1.14)
where X1 denotes the first column of A and H1 denotes the span of the other
n− 1 columns. An elementary observation (Proposition 5.1) is that
dist(A1,H1) =
∣∣〈B−1Z,Z〉 − a11∣∣√
1 + ‖B−1Z‖22
, where A =
(
a11 Z
Z∗ B
)
.
Obviously the random vector Z ∈ Rn−1 and the (n−1)×(n−1) symmetric random
matrix B are independent, and B has the same structure as A (its above-diagonal
entries are independent). So lifting the problem back into dimension n, we arrive
at the following problem for quadratic forms. Let X be a random vector in Rn
with iid coordinates with mean zero and bounded fourth moment. Show that for
every fixed u ∈ R,∣∣〈A−1X,X〉 − u∣∣ & ‖A−1‖HS with high probability, (1.15)
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where ‖·‖HS denotes the Hilbert-Schmidt norm. In other words, we need to show
that the distribution of the quadratic form 〈A−1X,X〉 is spread on the real line.
The spread of a general random variable S is measured by the Le´vy concen-
tration function
L(S, ε) := sup
u∈R
P
{|S − u| ≤ ε}, ε ≥ 0.
So our problem becomes to estimate Le´vy concentration function of quadratic
forms of the type 〈A−1X,X〉 where A is a symmetric random matrix, and X is
an independent random vector with iid coordinates.
Littlewood-Offord theory. A decoupling argument allows one to replace
〈A−1X,X〉 by the bilinear form 〈A−1Y,X〉 where Y is an independent copy of X.
(This is an ideal situation; a realistic decoupling argument will incur some losses
which we won’t discuss here, see Section 8.2.) Using that E‖A−1Y ‖22 = ‖A−1‖2HS,
we reduce the problem to showing that for every u ∈ R one has
∣∣〈x0,X〉 − u∣∣ & 1 with high probability, where x0 = A−1Y‖A−1Y ‖2 . (1.16)
By conditioning on A and X we can consider x0 as a fixed vector. The product
S := 〈x0,X〉 =
n∑
k=1
x0(k)X(k)
is a sum of independent random variables. So our problem reduces to estimating
Le´vy concentration function for general sums of independent random variables
with given coefficients x0(k).
It turns out that the concentration function depends not only on the mag-
nitude of the coefficients x0(k), but also on their additive structure. A vector
x0 with less ‘commensurate’ coefficients tends to produce better estimates for
L(S, ε). Many researchers including Littlewood, Offord, Erdo¨s, Moser, Sa´rko¨zi,
Szemere´di and Halasz produced initial findings of this type; Kahn, Komlo´s and
Szemere´di [7] found applications to the invertibility problem for random matri-
ces. Recently this phenomenon was termed the (inverse) Littlewood-Offord theory
by Tao and Vu [19]. They initiated a systematic study of the effect the additive
structure of the coefficient vector x0 has on the concentration function; see a
general discussion in [18, 15] with a view toward random matrix theory.
In [13, 14], Rudelson and the author of this paper proposed to quantify the
amount of additive structure of a vector x ∈ Sn−1 by the least common denomi-
nator (LCD); the version of LCD we use here (due to Rudelson) is
D(x) = inf
{
θ > 0 : dist(θx,Zn) .
√
log+ θ
}
. (1.17)
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The larger D(x), the less structure x has, the smaller L(S, ε) is expected to be.
Indeed, a variant of the Littlewood-Offord theory developed in [13, 14] states
that
L(S, ε) . ε+ 1
D(x0)
, ε ≥ 0. (1.18)
The actual, more accurate, definition of LCD and the precise statement of (1.18)
is given in Section 6.1.
Additive structure. In order to use Littlewood-Offord theory, one has to show
that D(x0) is large for the vector x0 in (1.16). This is the main difficulty in this
paper, coming from the symmetry restrictions in the matrix A. We believe that
the action of A−1 on an (arbitrary) vector Y should make the random vector x0
completely unstructured, so it is plausible thatD(x0) ≥ ecn with high probability,
where c > 0 is a constant. If so, the singularity probability term in (1.3) would
improve to e−cn. Unfortunately, we can not even prove that D(x0) ≥ ec
√
n.
The main losses occur in the process of decoupling and conditioning, which
is performed to reduce the symmetric matrix A to a matrix with all independent
entries. In order to resist such losses, we propose in this paper to work with an
alternative (but essentially equivalent) robust version of LCD which we call the
regularized LCD. It is designed to capture the most unstructured part of x of a
given size. So, for a parameter λ ∈ (0, 1), we consider
D̂(x, λ) = max
{
D
(
xI/‖xI‖2
)
: I ⊆ [n], |I| = ⌈λn⌉
}
(1.19)
where xI ∈ RI denotes the restriction of vector x onto the subset I. The actual,
more accurate, definition of regularized LCD is given in Section 6.2.
On the one hand, if D̂(x, λ) is large, then x has some unstructured part
xI , so we can still apply the linear Littlewood-Offord theory (restricted to I)
to produce good bounds on the Le´vy concentration function for linear forms
(Proposition 6.9), and extend this for quadratic forms by decoupling. On the
other hand, if D̂(x, λ) is small, then not only xI but all restrictions of x onto
arbitrary ⌈λn⌉ coordinates are nicely structured, so in fact the entire x is highly
structured. This yields a good control of the metric entropy of the set of vectors
with small D̂(x, λ). Ultimately, this approach (explained in more detail below)
leads us to the desired structure theorem, which states that for λ ≥ n−c, one has
D̂(x0, λ) & n
c/λ with high probability. (1.20)
See Theorem 7.1 for the actual statement. In other words, the structure theorem
that the regularized LCD is larger than any polynomial in n. As we explained,
this estimate is then used in combination with the Littlewood-Offord theory
(1.18) to deduce estimate (1.15) for quadratic forms (after optimization in λ);
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see Theorem 8.1 for the actual result on concentration of quadratic forms. This
in turn yields a solution of the distance problem (1.14), see Corollary 9.1. Ul-
timately, this solves the second part of invertibility problem (1.11), i.e. for the
incompressible vectors, and completes the proof of Theorem 1.1.
The structure theorem. The proof of structure theorem (1.20) is the main
technical ingredient of the paper. We shall explain heuristics of this argument in
some more detail here. Let us condition on the independent vector Y in (1.16).
By definition of x0, the vector Ax0 is co-linear with the fixed vector Y , so
(apart from the normalization issue, which we ignore now) we can assume that
Ax0 equals some fixed vector u ∈ Rn. Then structure theorem (1.20) will follow if
we can show that, with high probability, all vectors x ∈ Sn−1 with D̂(x, λ)≪ nc/λ
satisfy Ax 6= u.
To this end, fix some value D ≪ nc/λ and consider the level set
SD =
{
x ∈ Sn−1 : D̂(x, λ) ∼ D}.
Our goal is to show that, with high probability, Ax 6= u for all x ∈ SD. This will
be done by a covering argument.
First we show an individual estimate, that for an arbitrary given x ∈ SD,
Ax 6= u with high probability. So let us fix x ∈ SD and assume that Ax = u.
We choose the most unstructured subset of indices I of x, i.e. let I be the
maximizing set in definition (1.19) of the regularized LCD. The decomposition
[n] = Ic∪I induces the decomposition of matrix A we considered earlier in (1.12).
Conditioning on the minor D, we estimate
0 = ‖Ax− u‖2 ≥ ‖Gz − v‖2 =
∑
k∈Ic
(〈Gk, xI〉 − vk)2
where v = (v1, . . . , vn) denotes some fixed vector (which depends on u the entries
ofD, which are now fixed), and Gk denote the rows of the minor G. It follows that
〈Gk, xI〉− vk = 0 for all k ∈ Ic. Since G has independent entries, the probability
of these equalities can be estimated using a Littlewood-Offord estimate (1.18) as
P
{
〈Gk, xI〉 − vk = 0
}
.
1
D(xI)
∼ 1
D̂(x, λ)
∼ 1
D
, k ∈ Ic.
Therefore, by independence we have
P
{
Ax = u
}
.
( 1
D
)|Ic|
=
( 1
D
)n−λn
for all x ∈ SD. (1.21)
On the other hand, the level set SD has small metric entropy. To see this,
first consider the level set of the usual LCD in (1.17):
TD =
{
x ∈ Sn−1 : D(x) ∼ D}.
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Since the number of integer points in a Euclidean ball of radius D in Rn is about
(D/
√
n)n, the definition of LCD implies that there exists an β-net M of TD in
the Euclidean metric with
β ∼
√
logD
D
, |M| .
( D√
n
)n
.
Now consider an arbitrary x ∈ SD. By definition of the regularized LCD, the
restriction xI of any set I of λn coordinates has D(xI/‖xI‖2) . D. So we can
decompose [n] into 1/λ sets of indices Ij, |Ij | = λn, and for the restriction of x
onto each Ij construct a β-net Mj in RIj with |Mj | . (D/
√
λn)λn as above.
The product of these nets Mj obviously forms a β/
√
λ-net N of SD with
|N | .
(( D√
λn
)λn)1/λ
=
( D√
λn
)n
.
Finally, we take a union bound of probability estimates (1.21) over all x in
the net N of SD. This gives
P
{
∃x ∈ N : Ax = u
}
.
( 1
D
)n−λn( D√
λn
)n
=
( Dλ√
λn
)n
.
Therefore, if D ≪ (λn)2/λ then the probability bound is exponentially small.
An approximation argument (using the bound ‖A‖ = O(√n)) extends this from
the net N to the entire sub-level set SD, and a simple union bound over all
D ≪ (λn)2/λ finally yields
P
{
∃x ∈ Sn−1, D̂(x, λ)≪ (λn)2/λ : Ax = u
}
. e−n.
As we said, this implies that with (exponentially) large probability, D̂(x, λ) &
(λn)2/λ, which is essentially the statement of structure theorem (1.20).
2 Notation and initial reductions of the problem
2.1 Notation
Throughout this paperC,C1, C2, c, c1, c2, . . . will denote positive constants. When
it does not create confusion, the same letter (say, C) may denote different con-
stants in different parts of the proof. The value of the constants may depend on
some natural parameters such as the fourth moment of the entries of H, but it
will never depend on the dimension n. Whenever possible, we will state which
parameters the constant depends on.
The discrete interval is denoted [n] = {1, . . . , n}. The logarithms log a are
natural unless noted otherwise.
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P{E} = PX,Y {E} stands for the probability of an event E that depends on the
values of random variables, say, X and Y . Similarly, Ef(X,Y ) = EX,Y f(X,Y )
stands for the expected value of a certain function f(X,Y ) of random variables
X and Y .
For a vector x = (x1, . . . , xn) ∈ Rn, the Euclidean norm is ‖x‖2 =
(∑n
k=1 |xk|2
)1/2
and the sup-norm is ‖x‖∞ = maxk |xk|. The unit Euclidean sphere is Sn−1 =
{x ∈ Rn : ‖x‖2 = 1} and the unit Euclidean ball is Bn2 = {x ∈ Rn : ‖x‖2 ≤ 1}.
The Euclidean distance from a point x ∈ Rn to a subset D ⊂ Rn is denoted
dist(x, T ) = inf{‖x− t‖2 : t ∈ T}.
Consider a subset I ⊆ [n]. The unit Euclidean ball in RI is denoted BI2 . The
orthogonal projection in Rn onto RI is denoted PI : R
n → Rn. The restriction
of a vector x = (x1, . . . , xn) ∈ Rn onto the coordinates in I is denoted xI . Thus
PIx is a vector in R
n (with zero coordinates outside I), while xI = (xk)k∈I is a
vector in RI .
Let A be an n × n symmetric matrix. The eigenvalues of A arranged in a
non-decreasing order are denoted λk(A). The spectral norm of A is
max
k
|λk(A)| = max
x∈Sn−1
‖Ax‖2 = ‖A‖. (2.1)
The eigenvalue of the smallest magnitude determines the norm of the inverse:
min
k
|λk(A)| = min
x∈Sn−1
‖Ax‖2 = 1/‖A−1‖. (2.2)
The transpose of A is denotes A∗. The Hilbert-Schmidt norm of A is denoted
‖A‖HS =
( n∑
k=1
λk(A)
2
)1/2
.
2.2 Nets and bounds on the spectral norm
Consider a compact set T ∈ Rn and ε > 0. A subset N ⊆ T is called an ε-net
of T if for every point t ∈ T one has dist(t,N ) ≤ ε. The minimal cardinality of
an ε-net of T is called the covering number of T (for a given ε), and is denoted
N(T, ε). Equivalently, N(T, ε) is the minimal number of closed Euclidean balls
of radii ε and centered in points of T , whose union covers T .
Remark 2.1 (Centering). Suppose T can be covered with N balls of radii ε, but
their centers are not necessarily in T . Then enlarging the radii by the factor of
2, we can place the centers in T . So N(T, 2ε) ≤ N .
Lemma 2.2 (See e.g. [24], Lemma 2). For every subset T ⊆ Sn−1 and every
ε ∈ (0, 1], one has
N(T, ε) ≤ (3/ε)n.
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The following known lemma was used to deduce Theorem 1.2 for subgaussian
matrices from our general result, Theorem 1.1.
Lemma 2.3 (Spectral norm: subgaussian). Let H be a symmetric random matrix
as in Theorem 1.2. Then
P
{
‖H‖ ≤ (C2.3M +K)
√
n
}
≥ 1− 2e−n,
where C2.3 is an absolute constant.
Proof. Let us decompose the matrix as H = D+B+B∗ where D is the diagonal
part of H, and B is the above-diagonal part of H. Since ‖D‖ ≤ K√n by
assumption and ‖B‖ = ‖B∗‖, we have ‖H‖ ≤ K√n+ 2‖B‖. Furthermore, since
the entries of B on and below the diagonal are zero, all n2 entries of B are
independent mean zero random variables with subgaussian moments bounded
by M . Proposition 2.4 of [15] then implies a required bound on ‖B‖:
P
{‖B‖ ≤ CM√n} ≥ 1− 2e−n,
where C is an absolute constant. This completes the proof.
A similar spectral bound holds just under the fourth moment assumption,
although only in expectation.
Lemma 2.4 (Spectral norm: four moments). Let H be a symmetric random
matrix as in Theorem 1.5. Then
E‖H‖ ≤ (C2.4M4 +K)
√
n,
Here C2.4 is an absolute constant.
Proof. We use the same decomposition H = D + B + B∗ as in the proof of
Lemma 2.3. A result of Latala [8] implies that E‖B‖ ≤ CM4 where C is an
absolute constant. Thus
E‖H‖ ≤ ‖D‖+ 2E‖B‖ ≤ (K + 2CM4)
√
n.
The lemma is proved.
2.3 Initial reductions of the problem
We are going to prove Theorem 1.1. Without loss of generality, we can assume
that K ≥ 1 by increasing this value. Also we can assume that the constant c in
this theorem is sufficiently small, depending on the value of the fourth moment
and on K. Consequently, we can assume that n ≥ n0 where n0 is a sufficiently
large number that depends on the fourth moment and on K. (For n < n0 the
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probability bound in (1.3) will be larger than 1, which is trivially true.) By a
similar reasoning, we can assume that ε ∈ (0, ε0) for a sufficiently small number
ε0 > 0 which depends on the fourth moment and on K.
So we can assume that K
√
n ≥ εn−1/2. Therefore, for |z| > 2K√n the
probability in question is automatically zero. So we can assume that |z| ≤ 2K√n.
We shall work with the random matrix
A = H − zI.
If ‖H‖ = maxk |λk(H)| ≤ K
√
n as in (1.3) then ‖A‖ ≤ ‖H‖ + |z| ≤ 3K√n.
Therefore, the probability of the desired event in (1.3) is bounded above by
p := P
{
min
k
|λk(A)| ≤ εn−1/2 ∧ EK
}
where EK denotes the event
EK =
{‖A‖ ≤ 3K√n}. (2.3)
Using (2.2), we see that Theorem 1.1 would follow if we prove that
p := P
{
min
x∈Sn−1
‖Ax‖2 ≤ εn−1/2 ∧ EK
}
≤ Cε1/9 + 2e−nc . (2.4)
We do this under the following assumptions on the random matrix A:
(A) A = (aij) is an n × n real symmetric matrix. The above-diagonal entries
aij, i < j, are independent and identically distributed random variables
with
Eaij = 0, Ea
2
ij = 1, Ea
4
ij ≤M44 for j > i, (2.5)
where M4 is some finite number. The diagonal entries aii are arbitrary
fixed numbers.
The constants C and c > 0 in (2.4) will have to depend only on K and M4.
By a small perturbation of the entries of A (e.g. adding independent normal
random variables with zero means and small variances), we can assume that
the distribution of the entries aij is absolutely continuous. In particular, the
columns of A are in a general position almost surely. So the matrix A as well as
all of its square minors are invertible almost surely; this allows us to ignore some
technicalities that can arise in degenerate cases.
3 Preliminaries: small ball probabilities, compress-
ible and incompressible vectors
In this section we recall some preliminary material from [13, 14].
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3.1 Small ball probabilities, Le´vy concentration function
Definition 3.1 (Small ball probabilities). Let Z be a random vector in Rn. The
Le´vy concentration function of Z is defined as
L(Z, ε) = sup
u∈Rn
P
{‖Z − u‖2 ≤ ε}.
The Le´vy concentration function bounds the small ball probabilities for Z,
which are the probabilities that Z falls in a Euclidean ball of radius ε.
A simple but rather weak bound on Le´vy concentration function follows from
Paley-Zygmund inequality.
Lemma 3.2 ([14], Lemma 3.2). Let Z be a random variable with unit variance
and with finite fourth moment, and put M44 := E(Z − EZ)4. Then for every
ε ∈ (0, 1) there exists p = p(M4, ε) ∈ (0, 1) such that
L(ξ, ε) ≤ p.
There has been a significant interest in bounding Le´vy concentration function
for sums of independent random variables; see [13, 14, 15] for discussion. The
following simple but weak bound was essentially proved in [13], Lemma 2.6 (up
to centering).
Lemma 3.3 (Le´vy concentration function for sums). Let ξ1, . . . , ξn be indepen-
dent random variables with unit variances and E(ξk − Eξk)4 ≤M44 , where M4 is
some finite number. Then for every ε ∈ (0, 1) there exists p = p(M4, ε) ∈ (0, 1)
such that the following holds.
For every vector x = (x1, . . . , xn) ∈ Sn−1, the sum S =
∑n
k=1 xkξk satisfies
L(S, ε) ≤ p.
Proof. Clearly S has unit variance. Furthermore, since S − ES =∑nk=1 xk(ξk −
Eξk), an application of Khinchine inequality yields
E(S − ES)4 ≤ CM44 ,
where C is an absolute constant (see [13], proof of Lemma 2.6). The desired
concentration bound then follows from Lemma 3.2 with Z = S − ES.
The following tensorization lemma can be used to transfer bounds for the Le´vy
concentration function from random variables to random vectors. This result
follows from [13], Lemma 2.2 with ξk = |xk − uk|, where u = (u1, . . . , un) ∈ Rn.
Lemma 3.4 (Tensorization). Let X = (X1, . . . ,Xn) be a random vector in R
n
with independent coordinates Xk.
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1. Suppose there exists numbers ε0 ≥ 0 and L ≥ 0 such that
L(Xk, ε) ≤ Lε for all ε ≥ ε0 and all k.
Then
L(X, ε√n) ≤ (C3.4Lε)n for all ε ≥ ε0,
where C3.4 is an absolute constant.
2. Suppose there exists numbers ε > 0 and p ∈ (0, 1) such that
L(Xk, ε) ≤ p for all k.
There exists numbers ε1 = ε1(ε, p) > 0 and p1 = p1(ε, p) ∈ (0, 1) such that
L(X, ε1
√
n) ≤ pn1 .
Remark 3.5. A useful equivalent form of Lemma 3.4 (part 1) is the following one.
Suppose there exist numbers a, b ≥ 0 such that
L(Xk, ε) ≤ aε+ b for all ε ≥ 0 and all k.
Then
L(X, ε) ≤ [C3.5aε+ b)]n for all ε ≥ 0,
where C3.5 is an absolute constant.
3.2 Compressible and incompressible vectors
Let c0, c1 ∈ (0, 1) be two numbers. We will choose their values later as small
constants that depend only on the parameters K and M4 from (2.4) and (A),
see Remark 4.3 below.
Definition 3.6 ([14], Definition 2.4). A vector x ∈ Rn is called sparse if | supp(x)| ≤
c0n. A vector x ∈ Sn−1 is called compressible if x is within Euclidean distance
c1 from the set of all sparse vectors. A vector x ∈ Sn−1 is called incompressible
if it is not compressible.
The sets of compressible and incompressible vectors in Sn−1 will be denoted
by Comp(c0, c1) and Incomp(c0, c1) respectively.
The classes of compressible and incompressible vectors each have their own
advantages. The set of compressible vectors has small covering numbers, which
are exponential in c0n rather than in n:
Lemma 3.7 (Covering compressible vectors). One has
N
(
Comp(c0, c1), 2c1
) ≤ (9/c0c1)c0n.
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Proof. Let s = ⌊c0n⌋. By Lemma 2.2, the unit sphere Ss−1 of Rs can be covered
with at most (3/c1)
s Euclidean balls of radii c1. Therefore, the set S of sparse
vectors in Rn can be covered with at most
(n
s
)
(3/c1)
s Euclidean balls of radii c1
centered in S. Enlarging the radii of these balls we conclude that Comp(c0, c1)
can be covered with at most
(n
s
)
(3/c1)
s Euclidean balls of radii 2c1 centered in
S. The conclusion of the lemma follows by estimating
(n
s
) ≤ (en/s)s, which is a
consequence of Stirling’s approximation.
The set of incompressible vectors have a different advantage. Each incom-
pressible vector x has a set of coordinates of size proportional to n, whose magni-
tudes are all of the same order n−1/2. We can say that an incompressible vector
is spread over this set:
Lemma 3.8 (Incompressible vectors are spread, [13], Lemma 3.4). For every
x ∈ Incomp(c0, c1), one has
c1√
2n
≤ |xk| ≤ 1√
c0n
for at least 12c0c
2
1n coordinates xk of x.
Since Sn−1 can be decomposed into two disjoint sets Comp(c0, c1) and Incomp(c0, c1),
the problem of proving (2.4) reduces to establishing the good invertibility of the
matrix A on these two classes separately:
P
{
min
x∈Sn−1
‖Ax‖2 ≤ εn−1/2 ∧ EK
}
≤ P
{
inf
x∈Comp(c0,c1)
‖Ax‖2 ≤ εn−1/2 ∧ EK
}
+ P
{
inf
x∈Incomp(c0,c1)
‖Ax‖2 ≤ εn−1/2 ∧ EK
}
. (3.1)
3.3 Invertibility for incompressible vectors via the distance prob-
lem
The first part of the invertibility problem (3.1), for compressible vectors, will be
settled in Section 4. The second part, for incompressible vectors, quickly reduces
to a distance problem for a random vector and a random hyperplane:
Lemma 3.9 (Invertibility via distance, [13], Lemma 3.5). Let A be any n × n
random matrix. Let A1, . . . , An denote the columns of A, and let Hk denote the
span of all columns except the k-th. Then for every c0, c1 ∈ (0, 1) and every
ε ≥ 0, one has
P
{
inf
x∈Incomp(c0,c1)
‖Ax‖2 ≤ εn−1/2
}
≤ 1
c0n
n∑
k=1
P
{
dist(Ak,Hk) ≤ c−11 ε
}
. (3.2)
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This reduces our task to finding a lower bound for dist(Ak,Hk). This distance
problem will be studied in the second half of the paper following Section 4.
Remark 3.10. Since the distribution of a random matrix A is completely general
in Lemma 3.9, by conditioning on EK we can replace the conclusion (3.2) by
P
{
inf
x∈Incomp(c0,c1)
‖Ax‖2 ≤ εn−1/2∧EK
}
≤ 1
c0n
n∑
k=1
P
{
dist(Ak,Hk) ≤ c−11 ε∧EK
}
.
4 Invertibility for compressible vectors
In this section we establish a uniform lower bound for ‖Ax‖2 on the set of com-
pressible vectors x. This solves the first part of the invertibility problem in (3.1).
4.1 Small ball probabilities for Ax
We shall first find a lower bound for ‖Ax‖2 for a fixed vector x. We start with a
very general estimate. It will be improved later to a finer result, Proposition 6.11,
which will take into account the additive structure of x.
Proposition 4.1 (Small ball probabilities for Ax). Let A be a random matrix
which satisfies (A). Then for every x ∈ Sn−1, one has
L(Ax, c4.1
√
n) ≤ 2e−c4.1n.
Here c4.1 > 0 depends only on the parameter M4 from assumptions (2.5).
Proof. Our goal is to prove that, for an arbitrary fixed vector u ∈ Rn, one has
P
{‖Ax− u‖22 ≤ c24.1n} ≤ 2e−c4.1n.
Let us decompose the set of indices [n] into two sets of roughly equal sizes,
{1, . . . , n0} and {n0 + 1, . . . , n} where n0 = ⌈n/2⌉. This induces the decomposi-
tion of the matrix A and both vectors in question, which we denote
A =
(
D G
G∗ E
)
, x =
(
y
z
)
, u =
(
v
w
)
.
This way, we express
‖Ax− u‖22 = ‖Dy +Gz − v‖22 + ‖G∗y +Ez − w‖22. (4.1)
We shall estimate the two terms separately, using that each of the matrices G
and G∗ has independent entries.
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We condition on an arbitrary realization of D and E, and we express
‖Dy +Gz − v‖22 =
n∑
j=1
(〈Gj , z〉 − dj)2
where Gj denote the rows of G and dj denote the coordinates of the fixed vector
Dy − v. For each j, we observe that 〈Gj , z〉 =
∑n
i=n0+1
aijxi is a sum of inde-
pendent random variables, and
∑n
i=n0+1
x2i = ‖z‖22. Therefore Lemma 3.3 can
be applied to control the small ball probabilities as
L
(〈
Gj ,
z
‖z‖2
〉
,
1
2
)
≤ c3 ∈ (0, 1)
where c3 depends only on the parameter M4 from assumptions (2.5).
Further, we apply Tensorization Lemma 3.4 (part 2) for the vector Gz/‖z‖2
with coordinates 〈Gj , z/‖z‖2〉, j = 1, . . . , n0. It follows that there exist numbers
c2 > 0 and c3 ∈ (0, 1) that depend only on M4 and such that
L(Gz, c2‖z‖2√n0) = L(Gz/‖z‖2, c2√n0) ≤ cn03 .
Since Dy − v is a fixed vector, this implies
P
{‖Dy +Gz − v‖22 ≤ c22 ‖z‖22 n0} ≤ cn03 . (4.2)
Since this holds conditionally on an arbitrary realization of D, E, it also holds
unconditionally.
By a similar argument we obtain that
P
{‖G∗y + Ez − w‖22 ≤ c22 ‖y‖22 (n− n0)} ≤ cn−n03 . (4.3)
Since n0 ≥ n/2 and n−n0 ≥ n/3 and ‖y‖22+‖z‖22 = ‖x‖22 = 1, we have c22 ‖z‖22 n0+
c22 ‖y‖22 (n − n0) > 13c22n. Therefore, by (4.1), the inequality ‖Ax − u‖22 ≤ 13c22n
implies that either the event in (4.2) holds, or the event in (4.3) holds, or both.
By the union bound, we conclude that
P
{
‖Ax− u‖22 ≤
1
3
c22n
}
≤ cn03 + cn−n03 ≤ 2cn/33 .
This completes the proof.
4.2 Small ball probabilities for Ax uniformly over compressible
x
An approximation argument allows us to extend Proposition 4.1 to a uniform
invertibility bound on the set of compressible vectors x uniformly. The following
result gives a satisfactory answer for the first part of the invertibility problem in
(3.1), i.e. for the set of compressible vectors. We shall state a somewhat stronger
result that is needed at this moment; the stronger form will be useful later in the
proof of Lemma 7.2.
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Proposition 4.2 (Small ball probabilities for compressible vectors). Let A be an
n×n random matrix which satisfies (A), and let K ≥ 1. There exist c0, c1, c4.2 ∈
(0, 1) that depend only on K and M4 from assumptions (2.3), (2.5), and such
that the following holds. For every u ∈ Rn, one has
P
{
inf
x
‖x‖2
∈Comp(c0,c1)
‖Ax− u‖2/‖x‖2 ≤ c4.2
√
n ∧ EK
}
≤ 2e−c4.2n. (4.4)
Proof. Let us fix some small values of c0, c1 and c4.2; the precise choice will be
made shortly. According to Lemma 3.7, there exists a (2c1)-net N of the set
Comp(c0, c1) such that
|N | ≤ (9/c0c1)c0n. (4.5)
Let E denote the event in the left hand side of (4.4) whose probability we would
like to bound. Assume that E holds. Then there exist vectors x0 := x/‖x‖2 ∈
Comp(c0, c1) and u0 := u/‖x‖2 ∈ span(u) such that
‖Ax0 − u0‖2 ≤ c4.2
√
n. (4.6)
By the definition of N , there exists y0 ∈ N such that
‖x0 − y0‖2 ≤ 2c1. (4.7)
On the one hand, by definition (2.3) of event EK , we have
‖Ay0‖2 ≤ ‖A‖ ≤ 3K
√
n. (4.8)
On the other hand, it follows from (4.6) and (4.7) that
‖Ay0 − u0‖2 ≤ ‖A‖‖x0 − y0‖2 + ‖Ax0 − u0‖2 ≤ 6c1K
√
n+ c4.2
√
n. (4.9)
This and (4.8) yield that
‖u0‖2 ≤ 3K
√
n+ 6c1K
√
n+ c4.2
√
n ≤ 10K√n.
So, we see that
u0 ∈ span(u) ∩ 10K
√
nBn2 =: E.
Let M be some fixed (c1K
√
n)-net of the interval E, such that
|M| ≤ 20K
√
n
c1K
√
n
=
20
c1
. (4.10)
Let us choose a vector v0 ∈ M such that ‖u0 − v0‖2 ≤ c1K
√
n. It follows from
(4.9) that
‖Ay0 − v0‖2 ≤ 6c1K
√
n+ c4.2
√
n+ c1K
√
n ≤ (7c1K + c4.2)
√
n.
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Choose values of c1, c4.2 ∈ (0, 1) so that 7c1K + c4.2 ≤ c4.1, where c4.1 is the
constant from Proposition 4.1.
Summarizing, we have shown that the event E implies the existence of vectors
y0 ∈ N and v0 ∈ M such that ‖Ay0 − v0‖2 ≤ c4.1
√
n. Taking the union bound
over N and M, we conclude that
P(E) ≤ |N | · |M| max
y0∈N , v0∈M
P
{‖Ay0 − v0‖2 ≤ c4.1√n}.
Applying Proposition 4.1 and using the estimates (4.5), (4.10) on the cardinalities
of the nets, we obtain
P(E) ≤
( 9
c0c1
)c0n · 20
c1
· 2e−c4.1n.
Choosing c0 > 0 small enough depending on c1 and c4.1, we can ensure that
P(E) ≤ 2e−c4.1n/2
as required. This completes the proof.
As an immediate consequence of Proposition 4.2, we obtain a very good bound
for the first half of the invertibility problem in (3.1). Indeed, since εn−1/2 ≤
c4.2
√
n, we have
P
{
inf
x∈Comp(c0,c1)
‖Ax‖2 ≤ εn−1/2 ∧ EK
}
≤ 2e−c4.2n. (4.11)
Remark 4.3 (Fixing c0, c1). At this point we fix some values c0 = c0(K,M4) and
c1 = c1(K,M4) satisfying Proposition 4.2, for the rest of the argument.
5 Distance problem via small ball probabilities for
quadratic forms
The second part of the invertibility problem in (3.1) – the one for for incompress-
ible vectors – is more difficult. Recall that Lemma 3.9 reduces the invertibility
problem to the distance problem, namely to an upper bound on the probability
P
{
dist(A1,H1) ≤ ε
}
where A1 is the first column of A and H1 is the span of the other columns. (By a
permutation of the indices in [n], the same bound would hold for all dist(Ak,Hk)
as required in Lemma 3.9.)
The following proposition reduces the distance problem to the small ball
probability for quadratic forms of random variables:
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Proposition 5.1 (Distance problems via quadratic forms). Let A = (aij) be an
arbitrary n × n matrix. Let A1 denote the first column of A and H1 denote the
span of the other columns. Furthermore, let B denote the (n−1)× (n−1) minor
of A obtained by removing the first row and the first column from A, and let
X ∈ Rn−1 denote the first column of A with the first entry removed. Then
dist(A1,H1) =
∣∣〈B−1X,X〉 − a11∣∣√
1 + ‖B−1X‖22
.
Proof. Let h ∈ Sn−1 denote a normal to the hyperplane H1; choose the sign of
the normal arbitrarily. We decompose
A =
(
a11 X
∗
X B
)
, A1 =
(
a11
X
)
, h =
(
h1
g
)
,
where h1 ∈ R and g ∈ Rn−1. Then
dist(A1,H1) = |〈A1, h〉| = |a11h1 + 〈X, g〉|. (5.1)
Since h is orthogonal to the columns of the matrix
(X∗
B
)
, we have
0 =
(
X∗
B
)∗
h = h1X +Bg,
so
g = −h1B−1X. (5.2)
Furthermore,
1 = ‖h‖22 = h21 + ‖g‖22 = h21 + h21‖B−1X‖22.
Hence
h21 =
1
1 + ‖B−1X‖22
. (5.3)
So, using (5.2) and (5.3), we can express the distance in (5.1) as
dist(A1,H1) =
∣∣a11h1 − 〈h1B−1X,X〉∣∣ = ∣∣〈B−1X,X〉 − a11∣∣√
1 + ‖B−1X‖22
.
This completes the proof.
Remark 5.2 (A versus B). Let us apply Proposition 5.1 to the n × n random
matrix A which satisfies assumptions (A). Recall that a11 is a fixed number, so
the problem reduces to estimating the small ball probabilities for the quadratic
form 〈B−1X,X〉. Observe that X is a random vector that is independent of B,
and whose entries satisfy the familiar moment assumptions (2.5).
The random matrix B has the same structure as A except it is (n − 1) ×
(n − 1) rather than n × n. For this reason, it will be convenient to develop the
theory in dimension n, that is for the quadratic forms 〈A−1X,X〉, where X is an
independent random vector. At the end, the theory will be applied in dimension
n− 1 for the matrix B.
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6 Small ball probabilities for quadratic forms via ad-
ditive structure
In order to produce good bounds (super-polynomial) for the small ball probabil-
ities for the quadratic forms 〈A−1X,X〉, we will have to take into account the
additive structure of the vector A−1X. Let us first review the corresponding
theory for linear forms, which is sometimes called the Littlewood-Offord theory.
We will later extend it (by decoupling) to quadratic forms.
6.1 Small ball probabilities via LCD
The linear Littlewood-Offord theory concerns the small ball probabilities for the
sums of the form
∑
xkξk where ξk are identically distributed independent random
variables, and x = (x1, . . . , xn) ∈ Sn−1 is a given coefficient vector. Lemma 3.3
gives a general bound on the concentration function, L(S, ε) ≤ p. But this bound
is too weak – it produces a fixed probability p for all ε, even when ε approaches
zero. Finer estimates are not possible for general sums; for example, the sum
S = ±1 ± 1 with random independent signs equals zero with fixed probability
1/2. Nevertheless, one can break the barrier of fixed probability by taking into
account the additive structure in the coefficient vector x.
The amount of additive structure in x ∈ Rn is captured by the least common
denominator (LCD) of x. If the coordinates xk = pk/qk are rational numbers,
then a suitable measure of additive structure in x is the least denominator D(x)
of these ratios, which is the common multiple of the integers qk. Equivalently,
D(x) the smallest number θ > 0 such that θx ∈ Zn. An extension of this concept
for general vectors with real coefficients was developed in [13, 14], see also [15];
the particular form of this concept we shall use here is proposed by M. Rudelson
(unpublished).
Definition 6.1 (LCD). Let L ≥ 1. We define the least common denominator
(LCD) of x ∈ Sn−1 as
DL(x) = inf
{
θ > 0 : dist(θx,Zn) < L
√
log+(θ/L)
}
.
If the vector x is considered in RI for some subset I ⊆ [n], then in this definition
we replace Zn by ZI .
Clearly, one always has DL(x) > L. A more sensitive but still quite simple
bound is the following one:
Lemma 6.2. For every x ∈ Sn−1 and every L ≥ 1, one has
DL(x) ≥ 1
2‖x‖∞ .
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Proof. Let θ := DL(x), and assume that θ <
1
2‖x‖∞ . Then ‖θx‖∞ < 1/2. There-
fore, by looking at the coordinates of the vector θx one sees that the vector
p ∈ Zn that minimizes ‖θx− p‖2 is p = 0. So
dist(θx,Zn) = ‖θx‖2 = θ.
On the other hand, by the definition of LCD, we have
dist(θx,Zn) ≤ L
√
log+(θ/L).
However, the inequality θ ≤ L√log+(θ/L) has no solutions in θ ≥ 0. This
contradiction completes the proos.
The goal of our variant of Littlewood-Offord theory is to express the small
ball probabilities of sums L(S, ε) in terms of D(x). This is done in the following
theorem, which is a version of results from [13, 14]; this particular simplified form
is close to the form put forth by M. Rudelson (unpublished).
Theorem 6.3 (Small ball probabilities via LCD). Let ξ1, . . . , ξn be independent
and identically distributed random variables. Assume that there exist numbers
ε0, p0,M1 > 0 such that L(ξk, ε0) ≤ 1− p0 and E|ξk| ≤M1 for all k. Then there
exists C6.3 which depends only on ε0, p0 and M1, and such that the following
holds. Let x ∈ Sn−1 and consider the sum S = ∑nk=1 xkξk. Then for every
L ≥ p−1/20 and ε ≥ 0 one has
L(S, ε) ≤ C6.3L
(
ε+
1
DL(x)
)
.
The proof of Theorem 6.3 is based on Esseen’s Lemma, see e.g. [17], p. 290.
Lemma 6.4 (C.-G. Esseen). Let Y be a random variable. Then
L(Y, 1) ≤ C6.4
∫ 1
−1
|φY (θ)| dθ
where φY (θ) = E exp(2piiθY ) is the characteristic function of Y , and C6.4 is an
absolute constant.
Proof of Theorem 6.3. By replacing ξk with ξk/ε0, we can assume without loss
of generality that ε0 = 1. We apply Esseen’s Lemma 6.4 for Y = S/ε. Using
independence of ξk, we obtain
L(S, ε) ≤ C6.4
∫ 1
−1
n∏
k=1
∣∣∣φ(θxk
ε
)∣∣∣ dθ, (6.1)
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where φ(t) = E exp(2piitξ) is the characteristic function of ξ := ξ1.
We proceed with a conditioning argument similar to the ones used in [12,
13, 14]. Let ξ′ denote an independent copy of ξ, and let ξ¯ = ξ − ξ′; then ξ¯ is a
symmetric random variable. By symmetry, we have
|φ(t)|2 = E exp(2piitξ¯) = E cos(2pitξ¯).
Using the inequality |x| ≤ exp [ − 12(1 − x2)] which is valid for all x ∈ R, we
obtain
|φ(t)| ≤ exp
[
− 1
2
(
1− E cos(2pitξ¯))]. (6.2)
By assumption, we have L(ξ, 1) ≤ 1 − p0. Conditioning on ξ¯ we see that
P{|ξ¯| ≥ 1} ≥ p0. Furthermore, another assumption of the theorem implies that
E|ξ¯| ≤ 2E|ξ| ≤ 2M1. Using Markov’s inequality, we conclude that P{|ξ¯| ≥
4M1/p0} ≤ p0/2. Combining the two probability bounds, we see that the event
E := {1 ≤ |ξ¯| ≤ C0} satisfies P{E} ≥ p0/2, where C0 := 4M1
p0
.
We then estimate the expectation appearing in (6.2) by conditioning on E :
1− E cos(2pitξ¯) ≥ P{E} · E[1− cos(2pitξ¯) ∣∣ E]
≥ p0
2
· E
[ 4
pi2
min
q∈Z
|2pitξ¯ − 2piq|2 ∣∣ E]
= 8p0 E
[
min
q∈Z
|tξ¯ − q|2 ∣∣ E].
Substituting this into (6.2) and then into (6.1), and using Jensen’s inequality, we
obtain
L(S, ε) ≤ C6.4
∫ 1
−1
exp
(
− 4p0E
[
min
qk∈Z
n∑
k=1
∣∣∣ ξ¯θ
ε
xk − qk
∣∣∣2 ∣∣∣ E])dθ
≤ C6.4 E
[ ∫ 1
−1
exp
(
− 4p0 dist
( ξ¯θ
ε
x,Zn
)2)
dθ
∣∣∣ E].
Since the integrand is an even function of θ, we can integrate over [0, 1] instead
of [−1, 1] at the cost of an extra factor of 2. Also, replacing the expectation by
the maximum and using the definition of the event E , we obtain
L(S, ε) ≤ 2C6.4 sup
1≤z≤C0
∫ 1
0
exp
(− 4p0f2z (θ)) dθ (6.3)
where
fz(θ) = dist
(zθ
ε
x,Zn
)
.
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Suppose that
ε > ε0 :=
C0
DL(x)
.
Then, for every 1 ≤ z ≤ C0 and every θ ∈ [0, 1], we have zθε < DL(x). By the
definition of DL(x), this means that
fz(θ) = dist
(zθ
ε
x,Zn
)
≥ L
√
log+
( zθ
εL
)
.
Putting this estimate back into (6.3), we obtain
L(S, ε) ≤ 2C6.4 sup
z≥1
∫ 1
0
exp
(
− 4p0L2 log+
( zθ
εL
))
dθ.
After change of variable t = zθεL and using that z ≥ 1 we have
L(S, ε) ≤ 2C6.4Lε
∫ ∞
0
exp
(− 4p0L2 log+ t) dt = 2C6.4Lε(1 + ∫ ∞
1
t−4p0L
2
dt
)
.
Since p0L
2 ≥ 1 by assumption, the integral in the right hand side is bounded by
an absolute constant, so
L(S, ε) ≤ C1Lε
where C1 is an absolute constant.
Finally, suppose that ε ≤ ε0. Applying the previous part for 2ε0, we get
L(S, ε) ≤ L(S, 2ε0) ≤ 2C1Lε0 = 2C1C0L
DL(x)
.
This completes the proof of Theorem 6.3.
Remark 6.5. For a general, not necessarily unit vector x ∈ Rn, the conclusion of
Theorem 6.3 reads as
L(S, ε) = L
( S
‖x‖2 ,
ε
‖x‖2
)
≤ C6.3L
( ε
‖x‖2 +
1
DL(x/‖x‖2)
)
.
6.2 Regularized LCD
As we saw in Proposition 5.1, the distance problem reduces to a quadratic
Littlewood-Offord problem, for quadratic forms of the type
∑
ij xijξiξj . We will
seek to reduce the quadratic problem to a linear one by decoupling and condi-
tioning arguments. This process requires a more robust version of the concept of
the LCD, which we develop now.
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Let x ∈ Incomp(c0, c1); recall that we have fixed the values c0 = c0(K,M4),
c1 = c1(K,M4) in Remark 4.3. By Lemma 3.8, at least
1
2c0c
2
1n coordinates xk of
x satisfy
c1√
2n
≤ |xk| ≤ 1√
c0n
. (6.4)
Let us fix some constant coo such that
1
4
c0c
2
1 ≤ coo ≤
1
4
;
we can make the value of coo depend only on c0 and c1 (hence only on parameters
K and M4). Then for every vector x ∈ Incomp(c0, c1) we can assign a subset
called spread(x) ⊆ [n] so that
| spread(x)| = ⌈coon⌉
and so that (6.4) holds for all k ∈ spread(x).
The point here is that not all of the coordinates xk satisfying (6.4) will be
good in the future; the set spread(x) will allow us to include only the good ones.
At this point, we consider an arbitrary valid assignment of spread(x) to x; the
particular choice of the assignment will be determined later.
Our new version of LCD is designed to capture the amount of structure in
the least structured part of the coefficients of x.
Definition 6.6 (Regularized LCD). Let λ ∈ (0, coo) and L ≥ 1. We define the
regularized LCD of a vector x ∈ Incomp(c0, c1) as
D̂L(x, λ) = max
{
DL
(
xI/‖xI‖2
)
: I ⊆ spread(x), |I| = ⌈λn⌉
}
.
Denote by I(x) the maximizing set I in this definition.
Remark 6.7. Since the sets I in this definition are subsets of spread(x), inequal-
ities (6.4) imply that
c6.7
√
λ ≤ ‖xI‖2 ≤ C6.7
√
λ
where c6.7 = c1/
√
2 and C6.7 = 1/
√
c0.
Lemma 6.8. For every x ∈ Incomp(c0, c1) and every λ ∈ (0, coo) and L ≥ 1,
one has
D̂L(x, λ) ≥ c6.8
√
λn.
Here c6.8 ∈ (0, 1) depends only on c0 and c1.
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Proof. Consider a subset I as in the definition of D̂L(x, λ). Denote zI :=
xI/‖xI‖2. By (6.4) and Remark 6.7, we have ‖zI‖∞ ≤ C/
√
λn where C ∈ (0, 1)
depends only on c0 and c1. Then Lemma 6.2 implies that
DL(zI) ≥ 1
2C
√
λn.
By the definition of D̂L(x, λ), the proof is complete.
Now we state a version of Theorem 6.3 for the regularized LCD.
Proposition 6.9 (Small ball probabilities via regularized LCD). Let ξ1, . . . , ξn
be independent and identically distributed random variables. Assume that there
exist numbers ε0, p0 > 0 such that L(ξk, ε0) ≤ 1 − p0 and E|ξk| ≤ M1 for all k.
Then there exist C6.9 which depends only on ε0, p0, and M1, and such that the
following holds.
Consider a vector x ∈ Incomp(c0, c1) and a subset J ⊆ [n] such that J ⊇ I(x).
Consider also the sum SJ =
∑
k∈J xkξk. Then for every λ ∈ (0, coo), L ≥ p−1/20
and ε ≥ 0, one has
L(SJ , ε) ≤ C6.9L
( ε√
λ
+
1
D̂L(x, λ)
)
.
Proof. Note that for every two sets I ⊆ J ⊆ [n], the corresponding sums satisfy
L(SJ , ε) ≤ L(SI , ε); this follows by conditioning on the random variables ξk with
k ∈ J \ I. Applying this relation for I := I(x) ⊆ J , we obtain
L(SJ , ε) ≤ L(SI , ε) ≤ C6.3L
( ε
‖xI‖2 +
1
DL(xI/‖xI‖2)
)
(by Remark 6.5)
≤ C6.3L
( ε
c6.7
√
λ
+
1
D̂L(x, λ)
)
(by Remark 6.7).
This completes the proof.
Remark 6.10. By Lemma 3.2, both Theorem 6.3 and Proposition 6.9 can be
applied for arbitrary independent and identically distributed random variables
ξ1, . . . , ξn that have unit variance and finite fourth moment. In particular, The-
orem 6.3 and Proposition 6.9 apply if ξk satisfy the same moment assumptions
(2.5) as the entries aij of A. The constants C6.3 and C6.9 in this case depends only
on the fourth moment parameter M4 from the assumptions (A) on the random
matrix A.
29
6.3 Small ball probabilities for Ax via regularized LCD
We will now develop a refinement of Proposition 4.1 that is sensitive to the
additive structure of the vector x.
Proposition 6.11 (Small ball probabilities for Ax via regularized LCD). Let A
be a random matrix which satisfies (A). Let x ∈ Incomp(c0, c1) and λ ∈ (0, coo).
Then for every L ≥ L0 and ε ≥ 0, one has
L(Ax, ε√n) ≤
[
C6.11Lε√
λ
+
C6.11L
D̂L(x, λ)
]n−⌈λn⌉
.
Here C6.11 and L0 depend only on the parameters K and M4 from assumptions
(2.3), (2.5).
Proof. Our goal is to bound above the probability
P
{‖Ax− u‖2 ≤ ε√n}
for an arbitrary fixed vector u ∈ Rn.
Let I = I(x) be the maximizing set from the definition of D̂L(x, λ). We
decompose the set of indices [n] into sets I ∪ Ic similarly to how we did it in the
proof of Proposition 4.1. This induces the decomposition of the matrix A and
both vectors in question, which we denote
A =
(
D G
G∗ E
)
, x =
(
y
z
)
, u =
(
v
w
)
,
where D is a Ic× Ic matrix, G is a Ic× I matrix, y, v ∈ RIc and z, w ∈ RI . This
way, we express
‖Ax− u‖22 = ‖Dy +Gz − v‖22 + ‖G∗y +Ez − w‖22.
Let us condition on an arbitrary realization of the minors D and E. Denoting
u0 := v −Dy, we have
‖Ax− u‖2 ≥ ‖Gz − u0‖2.
We will use the crucial facts that G is a Ic×I matrix with independent entries,
and u0 is a fixed vector in R
Ic. The i-th coordinate of the vector Gz ∈ RIc is
(Gz)i =
∑
j∈I
aijxj, i ∈ Ic.
All random variables aij here are independent. So we can apply Proposition 6.9
with J = I = I(x) (see Remark 6.10), and we obtain
L((Gz)i, ε) ≤ C6.9L( ε√
λ
+
1
D̂L(x, λ)
)
, i ∈ Ic.
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Since the coordinates (Gz)i of the random vector Gz are independent, Tensoriza-
tion Lemma 3.4 (see Remark 3.5) implies that
L(Gz, ε√|Ic|) ≤ [CLε√
λ
+
CL
D̂L(x, λ)
]|Ic|
,
where C depends on C6.9 only. This concludes the proof since |Ic| = n− ⌈λn⌉ ≥
n/2.
7 Estimating additive structure
Recall that our goal is to estimate the small ball probabilities for the quadratic
forms of the type 〈A−1X,X〉. In accordance with the spirit of Littlewood-Offord
theory, we will first need to estimate the amount of additive structure in the
random vector A−1X. In this section, we indeed show that the regularized LCD
of A−1X is large for every fixedX. This will be used later along with a decoupling
argument to bound the small ball probabilities for 〈A−1X,X〉.
Recall that the values of constants c0, c1, coo are already chosen in Remark 4.3;
they depend only on parameters K, M4.
Theorem 7.1 (Structure theorem). Let A be a random matrix which satisfies
(A). There exist c7.1 > 0 and L0 ≥ 1 that depend only on the parameters K and
M4 from assumptions (2.3), (2.5), and such that the following holds. Let u ∈ Rn
be an arbitrary fixed vector, and consider x0 := A
−1u/‖A−1u‖2. Let L ≥ L0 and
n−c7.1 ≤ λ ≤ coo/3. Consider the event
E =
{
x0 ∈ Incomp(c0, c1) and D̂L(x0, λ) ≥ L−2nc7.1/λ
}
.
Then
P(Ec ∩ EK) ≤ 2e−c7.1n.
We shall first prove the easier fact that x0 ∈ Incomp(c0, c1). The more difficult
part of the theorem is the estimate on the LCD. Its proof will be based on the
probability bound of Proposition 6.11 and nontrivial covering estimates for the
sets of vectors with given LCD, which we shall develop in Section 7.1.
Lemma 7.2 (A−1u is incompressible). In the setting of Theorem 7.1, consider
the event
E1 =
{
x0 ∈ Incomp(c0, c1)
}
.
Then
P(Ec1 ∩ EK) ≤ 2e−c7.2n.
Here c7.2 > 0 depends only on the parameters K and M4 from assumptions (2.3),
(2.5).
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Proof. Denote x = A−1u; then Ax = u. Therefore
Ec1 ⊆
{
∃x ∈ Rn : x‖x‖2 ∈ Comp(c0, c1) ∧Ax = u
}
.
By Proposition 4.2, P(Ec1 ∩ EK) ≤ 2e−c4.2n as claimed.
7.1 Covering sets of vectors with small LCD
Definition 7.3 (Sublevel sets of LCD). Let us fix λ ∈ (0, coo). For every value
D ≥ 1, we define the set
SD =
{
x ∈ Incomp(c0, c1) : D̂L(x, λ) ≤ D
}
.
Our present goal is to bound the covering numbers of SD.
Proposition 7.4 (Covering sublevel sets of regularized LCD). There exist C7.4, c7.4 >
0 which depend only on c0, c1, and such that the following holds. Let λ ∈
(C7.4/n, coo/3) and L ≥ 1. For every D ≥ 1, the sublevel set SD has a β-net
N such that
β =
L
√
logD√
λD
, |N | ≤
[
C7.4D
(λn)c7.4
]n
D1/λ.
The main point of this result is the presence of the term (λn)c7.4 ≫ 1 in
the estimate of the cardinality of N . This makes |N | substantially smaller than
(3/β)n, which is a trivial estimate on the β-net for the whole sphere Sn−1, see
Lemma 2.2.
The proof of Proposition 7.4 relies on a series of lemmas of increasing gen-
erality. We begin by covering the level sets of the usual (not regularized) LCD.
We shall work in a lower dimension m for the time being; the definition of LCD
is thus considered in Rm.
Lemma 7.5. Let c ∈ (0, 1), D0 ≥ c
√
m ≥ 1 and L ≥ 1. Then the set{
x ∈ Sm−1 : DL(x) ∈ (D0, 2D0]
}
has a β-net N such that
β =
2L
√
log(2D0)
D0
, |N | ≤
(
CD0√
m
)m
.
Here C depends only on c.
Proof. Let x be a vector from the set in question. By the definition of LCD,
there exists p ∈ Zm such that
‖DL(x)x− p‖2 ≤ L
√
log+(2D0/L). (7.1)
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Dividing both sides by DL(x) and using trivial estimates in the right hand side,
we get ∥∥∥∥x− pDL(x)
∥∥∥∥
2
≤ L
√
log(2D0)
D0
.
Since ‖x‖2 = 1, the last two inequalities imply that∥∥∥∥x− p‖p‖2
∥∥∥∥
2
≤ 2L
√
log(2D0)
D0
.
Moreover, since ‖x‖2 = 1, we have
‖p‖2 ≤ ‖DL(x)x− p‖2 + ‖DL(x)x‖2 ≤ L
√
log+(2D0/L) + 2D0 ≤ 4D0.
This shows that the set
N :=
{ p
‖p‖2 : p ∈ Z
n ∩ 4D0Bm2
}
is indeed an β-net of the set in question. Counting the number of integer points
in a ball by a standard volume argument, we estimate
|N | ≤
(
1 +
12D0√
m
)m
≤
(
CD0√
m
)m
.
This completes the proof.
The next step is toward removing the lower bound for DL(x) in Lemma 7.5.
Lemma 7.6. Let c ∈ (0, 1), D ≥ D0 ≥ c
√
m ≥ 1 and L ≥ 1. Then the set{
x ∈ Sm−1 : DL(x) ∈ (D0, 2D0]
}
has a β-net N such that
β =
4L
√
log(2D)
D
, |N | ≤
(
CD√
m
)m
.
Here C depends only on c.
Proof. By Lemma 7.5, we can cover the set in question with
(
C0D0√
m
)m
Euclidean
balls of radius β0 =
2L
√
log(2D0)
D0
centered in the set, where C0 depends only on
c. If β0 ≤ β then the lemma is proved. Assume that β0 ≥ β. We can further
cover every ball of radius β0 by balls of the smaller radius β/2. According to
Lemma 2.2, the number of smaller balls per larger ball is at most(
1 +
4β0
β
)m
≤
(
5β0
β
)m
≤
(
3D
D0
)m
.
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The total number of smaller balls is then at most(
C0D0√
m
)m
·
(
3D
D0
)m
≤
(
3C0D√
m
)m
.
By enlarging the radius of the balls from β/2 to β as in Remark 2.1, one can
assume that they are centered in the set in question. This completes the proof.
Now we can remove the flexible lower bound on DL(x) in Lemma 7.5.
Lemma 7.7. Let c ∈ (0, 1) such that D > c√m ≥ 2 and L ≥ 1. Then the set{
x ∈ Sm−1 : c√m < DL(x) ≤ D
}
has a β-net N such that
β =
4L
√
log(2D)
D
, |N | ≤
(
CD√
m
)m
log2D.
Here C depends only on c.
Proof. We decompose the set{
x ∈ Sm−1 : DL(x) ≤ D
} ⊆⋃
k
{
x ∈ Sm−1 : DL(x) ∈ (2−kD, 2−k+1D]
}
,
where the union is over the integers k such that the interval (2−kD, 2−k+1D]
has a nonempty intersection with the interval (c
√
m,D]. The assumptions imply
that all such k are nonnegative and 2−kD ≥ c√m/2 ≥ 1. So there are at most
log2D terms in this union, and for each term one can construct an β-net using
Lemma 7.6. The union of these nets forms a required net N .
Further, we remove the normalization requirement from the set to be covered.
Lemma 7.8. Let c ∈ (0, 1) such that D > c√m ≥ 2 and L ≥ 1. Then the set{
x ∈ Bm2 : c
√
m < DL(x/‖x‖2) ≤ D
}
(7.2)
has a β-net N such that
β =
4L
√
log(2D)
D
, |N | ≤
(
CD√
m
)m
D2.
Here C depends only on c.
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Proof. Let N0 be a β-net of the set
{
x ∈ Sm−1 : c√m < DL(x) ≤ D
}
as in
Lemma 7.7. For each x ∈ N0, let Mx denote a β/2-net of the interval span(x)∩
Bm2 such that |Mx| ≤ 4/β. Then N := ∪x∈N0Mx clearly forms a β-net of the
set in (7.2), and
|N | ≤ |N0| · 4
β
≤
(
CD√
m
)m
log2D ·
D
L
√
log(2D)
.
A trivial estimate of the right hand side completes the proof.
Proof of Proposition 7.4.
Step 1: decomposition. Consider a vector x ∈ SD. Recall from Section 6.2 that
spread(x) ⊆ [n] and | spread(x)| = ⌈coon⌉. Let us decompose spread(x) into
disjoint sets
spread(x) = I1 ∪ · · · ∪ Ik0 ∪ J
for some k0 such that
|Ik| = ⌈λn⌉ for k ≤ k0, |J | < ⌈λn⌉,
and so that the sets fill spread(x) from left to right, i.e. sup Ik < inf Ik+1 and
sup Ik < inf J for all k. Since λ ≤ coo, we have k0 ≥ 1. Moreover, let
I0 = [n] \ (I1 ∪ · · · ∪ Ik0).
This produces a decomposition of [n] into disjoint sets
[n] = I0 ∪ I1 ∪ · · · Ik0 . (7.3)
This decomposition is obviously uniquely determined by the subset spread(x),
and it does not otherwise depend on x.
We notice two useful bounds that will help us later. Since I1 ∪ · · · ∪ Ik0 =
spread(x) \ J , we have
|I1 ∪ · · · ∪ Ik0 | ≥ ⌈coon⌉ − ⌈λn⌉ ≥ coon/2 (7.4)
and
k0 ≤ ⌈coon⌉⌈λn⌉ ≤
2coo
λ
. (7.5)
Step 2: constructing nets for each component. Let consider a fixed decompo-
sition (7.3), and decompose the vector x accordingly:
x = (xI0 , xI1 , . . . , xIk0 ).
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We are going to construct separate β-nets for each component xIk , and combine
them in to one net for SD.
A net N0 for the first component of x is chosen trivially. Note that xI0 ∈ BI02 .
By Lemma 2.2, we can choose a (1/D)-net N0 of BI02 with
|N0| ≤ (3D)|I0|.
For the other components of x, we will choose β0-nets non-trivially, where
β0 =
4L
√
log(2D)
D
. (7.6)
To this end, let us fix k ≤ k0. Since x ∈ SD, the definition of the regularized
LCD yields that
DL
(
xIk/‖xIk‖2
) ≤ D̂L(x, λ) ≤ D.
On the other hand, the argument in Lemma 6.8 yields
DL
(
xIk/‖xIk‖2
) ≥ c6.8√λn.
By the assumptions,
c6.8
√
λn ≥ c6.8
2
√
|Ik| ≥ c6.8
2
√
λn ≥ 2.
(We can choose a value of C7.4 large enough so that this holds). Thus
DL
(
xIk/‖xIk‖2
) ≥ c6.8
2
√
|Ik| ≥ 2.
We have shown that xIk belongs to the set
Vk :=
{
y ∈ BIk2 :
c6.8
2
√
|Ik| < DL(y/‖y‖2) ≤ D
}
.
By Lemma 7.8, there exists a β0-net Nk of Vk with( CD√|Ik|
)|Ik|
D2.
Step 3: combining the nets. We are going to combine the nets Nk into one net
for SD. So far we have shown that for every x ∈ SD, there exist a decomposition
(7.3) and nets N0,N1, . . . ,Nk0 which are uniquely determined by the index set
spread(x), and there exist vectors yk ∈ Nk such that
‖xIk − yIk‖2 ≤ β0, k = 0, 1, . . . , k0.
Consider the vector
y = (yI0 , yI1 , . . . , yIk0 ). (7.7)
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It follows that
‖x− y‖2 =
( k0∑
k=0
‖xIk − yIk‖22
)1/2
≤ β0
√
k0 + 1.
By (7.5) and since λ ≤ coo, we have k0 + 1 ≤ 3coo/λ. Recalling the definition
(7.6) of β0, we conclude that
‖x− y‖2 ≤ 7
√
cooL
√
logL√
λD
≤ L
√
log(2D)√
λD
= β,
where we used that the value of coo can be chosen small enough (smaller than
1/49 in this case).
Consider the set N of vectors y that can arise in (7.7). We showed that N is
a β-net of SD. Moreover, since the index set spread(x) can be chosen in at most
2n ways, it follows that
|N | ≤ 2n|N0||N1| · · · |Nk0 | ≤ 2n · (3D)|I0| ·
k0∏
k=1
( CD√|Ik|
)|Ik|
D2.
To simplify this bound, note that
∑k0
k=1 |Ik| ≥ coon/2 by (7.4) and that
∑k0
k=0 |Ik| =
n and |Ik| ≥ λn ≥ 1 by construction. It follows that
|N | ≤ (6CD)
n
(
√
λn)coon/2
D2k0 .
Estimate (7.5) on k0 implies that 2k0 ≤ 1/λ, which completes the proof of Propo-
sition 7.4.
7.2 Proof of Structure Theorem 7.1.
In Proposition 6.11 we estimated the small ball probabilities for the random
vector Ax for a fixed vector x. Now we combine this with the covering results
of the previous section to obtain a bound that is uniform over all x with small
regularized LCD. Recall that SD denotes the sub-lebel set of regularized LCD
according to Definition 7.3.
Lemma 7.9 (Small ball probabilities on a sublevel set of LCD). There exist
c, c′ > 0 and L0 ≥ 1 that depend only on the parameters K and M4 from the
assumptions (2.3), (2.5), and such that the following holds. Let L ≥ L0, n−c ≤
λ ≤ coo/3 and 1 ≤ D ≤ L−2nc/λ. Then
P
{∃x ∈ SD : ‖Ax− u‖2 ≤ Kβ√n ∧ EK} ≤ n−c′n, (7.8)
where
β =
L
√
log(2D)√
λD
.
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Proof. We will first compute the probability for SD \SD/2 instead of SD in (7.8).
Proposition 6.11 implies that for every x ∈ SD \ SD/2, one has
P
{‖Ax− u‖2 ≤ ε√n} ≤ [C6.11Lε√
λ
+
C6.11L
D
]n−⌈λn⌉
, ε ≥ 0.
Let us use this inequality for ε = 4Kβ. Clearly, the term ε√
λ
dominates the term
1
4D . So we obtain
P
{‖Ax− u‖2 ≤ 4Kβ√n} ≤
[
C ′L2
√
log(2D)
λD
]n−⌈λn⌉
=: p0.
(Here the constant C ′ = C ′(K,M4) absorbs the factor K.)
Let us choose a β-net N of SD \SD/2 according to Proposition 7.4. The union
bound yields
P
{∃x ∈ N : ‖Ax− u‖2 ≤ 4Kβ√n} ≤ |N | · p0
≤
[
C7.4D
(λn)c7.4
]n
D1/λ ·
[
C ′L2
√
log(2D)
λD
]n−⌈λn⌉
=: p1.
One can estimate p1 using the assumptions that n is sufficiently large, n
−c ≤ λ ≤
coo/3 and 1 ≤ D ≤ L−2nc/λ. Choosing the constant c > 0 sufficiently small and
making simplifications, we obtain
p1 ≤ n−c′′n.
Suppose event EK occurs, and suppose there exists x ∈ SD \ SD/2 such that
‖Ax− u‖2 ≤ Kβ
√
n. There exists x0 ∈ N such that ‖x− x0‖2 ≤ β. Then
‖Ax0 − u‖2 ≤ ‖Ax− u‖2 + ‖A(x− x0)‖2 ≤ ‖Ax− u‖2 + ‖A‖‖x − x0‖2
≤ Kβ√n+ 3K√n · β = 4Kβ√n.
As we know, the probability of the latter event is at most p1 ≤ n−c′′n. So we
have shown that
P
{∃x ∈ SD \ SD/2 : ‖Ax− u‖2 ≤ Kβ√n ∧ EK} ≤ n−c′′n.
Finally, we get rid of SD/2 in this bound. Since β decreases in D, as long as
D/2 ≥ 1 the previous result can be applied for D/2 instead of D, and we get
P
{∃x ∈ SD/2 \ SD/4 : ‖Ax− u‖2 ≤ Kβ√n ∧ EK} ≤ n−c′′n.
We can continue this way for SD/4\SD/8, etc. So we decompose S =
⋃k0
k=0(S2−kD\
S2−k−1D), where k0 is the largest integer such that 2
−k0D ≥ c6.8
√
λn. (Recall
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that by Proposition 6.8, the set SD0 is empty if D0 < c6.8
√
λn. Since c6.8
√
λn ≥ 1,
we have k0 ≤ log2D. The union bound then gives
P
{∃x ∈ SD : ‖Ax− u‖2 ≤ Kβ√n ∧ EK} ≤ k0 · n−c′′n ≤ log2(D)n−c′′n ≤ n−c′n
if the constant c′ > 0 is chosen appropriately small. This completes the proof.
Proof of Structure Theorem 7.1. We fix constants c, c′, L0 given by Lemma 7.9.
Consider the following two events:
E0 =
{
D̂L(x0, λ) > L
−2nc/λ =: D0 or D̂L(x0, λ) is undefined
}
,
E1 =
{
x0 ∈ Incomp(c0, c1)
}
.
Recall that if E1 holds then D̂L(x0, λ) is defined. So our desired event E can be
written as
E = E1 ∩ E0.
Then Ec = Ec1 ∪ (E1 ∩ Ec) = Ec1 ∪ (E1 ∩ Ec0). Finally, the event whose probability
we need to estimate is Ec ∩ EK ⊆ (Ec1 ∩ EK) ∪ (E1 ∩ Ec0 ∩ EK). Hence
P(Ec ∩ EK) ≤ P(Ec1 ∩ EK) + P(E1 ∩ Ec0 ∩ EK).
The first term was estimated in Lemma 7.2 as
P(Ec1 ∩ EK) ≤ 2e−c7.2n.
It remains to obtain a similar estimate on the second term P(E1 ∩ Ec0 ∩ EK). We
can express
E1 ∩ Ec0 ∩ EK =
{
x0 := A
−1u/‖A−1u‖2 ∈ SD0 ∧ EK
}
.
Let u0 := Ax0 = u/‖A−1u‖2. Event EK implies that ‖u0‖2 = ‖Ax0‖2 ≤ ‖A‖ ≤
3K
√
n. Therefore u0 lies on a one-dimensional interval:
u0 ∈ span(u) ∩ 3K
√
nBn2 =: E.
So
E1 ∩ Ec0 ∩ EK ⊆
{∃x0 ∈ SD0 , ∃u0 ∈ E : Ax0 = u0 ∧ EK}.
In view of an application of Lemma 7.9, let us choose
β0 =
L
√
log(2D0)
D0
.
Let M denote some fixed (Kβ0
√
n)-net of the interval E, such that
|M| ≤ 3K
√
n
6Kβ0
√
n
=
6
β0
≤ 6D0.
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So, for every u0 ∈ E we can choose v0 ∈ M such that ‖u0 − v0‖2 ≤ Kβ0
√
n.
Since Ax0 = u0, it follows that ‖Ax0 − v0‖2 ≤ Kβ0
√
n. We have shown that
E1 ∩ Ec0 ∩ EK ⊆
{∃x0 ∈ SD0 , ∃v0 ∈ M : ‖Ax0 − v0‖2 ≤ Kβ0√n ∧ EK}.
An application of Lemma 7.9 and a union bound over v0 ∈ M give
P(E1 ∩ Ec0 ∩ EK) ≤ |M| · n−c
′n ≤ 6D0 · n−c′n ≤ n−c′n/2
where we used that D0 ≤ nc/λ, and since we can assume that constant c > 0
appropriately small. The proof of Structure Theorem 7.1 is complete.
8 Small ball probabilities for quadratic forms
Now that we developed a machinery for estimating small ball probabilities, we can
come back to our main task, estimating the small ball probability for quadratic
forms. Recall that by Proposition 5.1 and Remark 5.2, the distance problem re-
duces to estimating Le´vy concentration function for the self-normalized quadratic
forms:
L
( 〈A−1X,X〉√
1 + ‖A−1X‖22
, ε
)
≤? (8.1)
Here and throughout this section, A denotes the n × n symmetric random ma-
trix satisfying assumptions (2.5). X denotes a random vector whose entries are
independent of A and of each other, identically distributed, and satisfy the same
moment assumptions (2.5) as those of A, namely they have zero mean, unit
variance, and fourth moment bounded by M44 .
The goal of this section is to prove the following estimate.
Theorem 8.1 (Small ball probabilities for quadratic forms). Let A be an n× n
random matrix which satisfies (A), and let X be a random vector in Rn whose
entries are independent of each other and of A, identically distributed, and sat-
isfy the same moment assumptions (2.5) as those of A, namely they have zero
mean, unit variance, and fourth moment bounded by M44 . There exist constants
C8.1, c8.1 > 0 that depend only on the parameters K and M4 from the assumptions
(2.3), (2.5), and such that the following holds. For every ε ≥ 0 and every u ∈ R,
one has
P
{ |〈A−1X,X〉 − u|√
1 + ‖A−1X‖22
≤ ε ∧ EK
}
≤ C8.1ε1/9 + 2exp(−nc8.1). (8.2)
In particular, we have a desired bound for Le´vy concentration function in
(8.1), namely C8.1ε
1/9 + 2exp(−nc8.1) + P(EcK).
To prove Theorem 8.1, we will first decouple the enumerator 〈A−1X,X〉 from
the denominator
√
1 + ‖A−1X‖22 by showing that ‖A−1X‖2 ∼ ‖A−1‖HS with
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high probability. This is done in Section 8.1. Then we decouple the quadratic
form 〈A−1X,X〉. An ideal decoupling argument would replace 〈A−1X,X〉 by
〈A−1X,X ′〉 where X ′ is independent random vector; our argument will be of
similar nature. Then by conditioning on X we obtain a linear form, and we can
estimate its small ball probabilities using the Littlewood-Offord theory (specif-
ically, using Proposition 6.9 and Structure Theorem 7.1). This will be done in
Section 8.3.
8.1 Size of A−1X
The following result compares the size of the denominator
√
1 + ‖A−1X‖22 ap-
pearing in (8.2) to ‖A−1‖HS.
Proposition 8.2 (Size of A−1X). Let A be a random matrix which satisfies
(A). There exist constants c, C8.2, c8.2 > 0 that depend only on the parameters K
and M4 from the assumptions (2.3), (2.5), and such that the following holds. Let
n−c ≤ λ ≤ c. The random matrix A has the following property with probability
at least 1− e−cn. If EK holds, then for every ε > 0 one has:
(i) with probability at least 1− e−c8.2n in X, we have
‖A−1X‖2 ≥ C8.2;
(ii) with probability at least 1− ε in X, we have
‖A−1X‖2 ≤ ε−1/2‖A−1‖HS;
(iii) with probability at least 1− C8.2ε/
√
λ− n−c8.2/λ in X, we have
‖A−1X‖2 ≥ ε‖A−1‖HS.
The proof of this result uses the following elementary lemma.
Lemma 8.3 (Sums of dependent random variables). Let Z1, . . . , Zn be arbitrary
non-negative random variables (not necessarily independent), and p1, . . . , pn be
non-negative numbers such that
n∑
k=1
pk = 1.
Then for every ε ∈ R one has
P
{ n∑
k=1
pkZk ≤ ε
}
< 2
n∑
k=1
pk P{Zk ≤ 2ε}.
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Proof. By Markov’s inequality, the event
∑n
k=1 pkZk ≤ ε implies
∑
k pk1{Zk>2ε} <
1/2 and, consequently,
∑
k pk1{Zk≤2ε} > 1/2. Therefore,
P
{ n∑
k=1
pkZk ≤ ε
}
≤ P
{∑
k
pk1{Zk≤2ε} > 1/2
}
< 2E
∑
k
pk1{Zk≤2ε} (again by Markov’s inequality)
= 2
n∑
k=1
pk P{Zk ≤ 2ε}.
The proof is complete.
Proof of Proposition 8.2. Let e1, . . . , en denotes the canonical basis of R
n, and
let
xk :=
A−1ek
‖A−1ek‖2 , k = 1, . . . , n.
Let us apply Structure Theorem 7.1 combined with the union bound over k =
1, . . . , n. We do this with L = L0 a suitably large constant depending on pa-
rameters K and M only (chosen so that Proposition 6.9 can be applied below).
We see that the random matrix A has the following property with probability at
least 1− n · 2e−c7.1n ≥ 1− 2e−c7.1n/2: if EK holds then
xk ∈ Incomp(c0, c1), D̂L(xk, λ) ≥ L−2nc7.1/λ k = 1, . . . , n. (8.3)
Let us fix a realization of A with this property. We shall deduce properties (i),
(ii), (iii) from it. Without loss of generality we may assume that EK holds.
(i) We have
‖X‖2 ≤ ‖A‖‖A−1X‖2.
By EK , we have ‖A‖ ≤ 3K
√
n. Moreover, Lemma 3.2 and Tensorization Lemma 3.4
imply that the random vector X satisfies ‖X‖2 ≥ c′
√
n with probability at least
1−e−c′n, for some constant c′ = c′(K,M) > 0. It follows that ‖A−1X‖2 ≥ c′/3K
with the same probability, so part (i) of the proposition is proved.
(ii) Using that A is a symmetric matrix, we express
‖A−1X‖22 =
n∑
k=1
〈A−1X, ek〉2 =
n∑
k=1
〈A−1ek,X〉2 =
n∑
k=1
‖A−1ek‖22 〈xk,X〉2. (8.4)
Recall that the coordinates of X are independent random variables with zero
mean and unit variance. Therefore EX〈xk,X〉2 = 1 for all k, so
EX‖A−1X‖22 =
n∑
k=1
‖A−1ek‖22 = ‖A−1‖2HS.
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An application of Markov’s inequality yields part (ii) of the proposition.
(iii) Fix k ≤ n. Then 〈xk,X〉 can be expressed as a sum of independent
random variables
∑n
i=1 xkiXi, where xki and Xi denote the coordinates of xk
and of X respectively. This sum can be estimated using Proposition 6.9 (with
J = [n]) combined with the estimate (8.3) on the regularized LCD of xk. This
gives
PX
{|〈xk,X〉| ≤ √2 ε} ≤ C6.9L( ε√
λ
+ L2n−c7.1/λ
)
. (8.5)
Now we combine these estimates for all k using (8.4) and Lemma 8.3 with pk =
‖A−1ek‖22/‖A−1‖2HS; note that
∑n
k=1 pk = 1. We obtain
PX
{‖A−1X‖2 ≤ ε‖A−1‖HS} = P{ n∑
k=1
pk〈xk,X〉2 ≤ ε2
}
≤ 2
n∑
k=1
pk P
{〈xk,X〉2 ≤ 2ε2} (by Lemma 8.3)
≤ 2C6.9L
( ε√
λ
+ L2n−c7.1/λ
)
(by (8.5)).
This proves part (iii), and completes the proof of Proposition 8.2.
8.2 Decoupling quadratic forms
Decoupling the quadratic form 〈A−1X,X〉 is based on the following general result.
Similar decoupling techniques for quadratic forms were first applied by Go¨tze [6]
and used in literature many times since then; in particular such a decoupling
argument was used in [4, 3] in a context similar to ours.
Lemma 8.4 (Decoupling quadratic forms). Let G be an arbitrary symmetric
n×n matrix, and let X be a random vector in Rn with independent coordinates.
Let X ′ denote an independent copy of X. Consider a subset J ⊆ [n]. Then for
every ε ≥ 0 one has
L(〈GX,X〉, ε)2 = sup
u∈R
P
{|〈GX,X〉 − u| ≤ ε}2
≤ PX,X′
{∣∣〈G(PJc(X −X ′)), PJX〉 − v∣∣ ≤ ε}
where v is some random variable whose value is determined by the Jc×Jc minor
of G and the random vectors PJcX, PJcX
′.
The point of this result is that, upon conditioning on the coordinates of X
and X ′ in Jc, the vectors x0 := G(P cJ (X−X ′)) and v become fixed. So the Le´vy
concentration function of the quadratic form 〈GX,X〉 gets bounded by the Le´vy
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concentration function of the linear form 〈x0, PJX〉. The latter, as we know, can
be estimated using the Littlewood-Offord theory.
The proof of Lemma 8.4 is based on the general decoupling lemma from [16],
which was already used for a purpose similar to ours in [3].
Lemma 8.5. Let Y and Z be independent random variables or vectors, and let
Z ′ be an independent copy of Z. Let E(Y,Z) be an event which is determined by
the values of Y and Z. Then
P
{E(Y,Z)}2 ≤ P{E(Y,Z) ∩ E(Y,Z ′)}.
Proof of Decoupling Lemma 8.4. By permuting the coordinates, without loss of
generality we can assume that J and Jc are intervals of coordinates with supJ ≤
inf Jc. The decomposition [n] = J ∪ Jc induces the decomposition of the matrix
A and all the vectors in question,
G =
(
E F
F ∗ H
)
, X =
(
Y
Z
)
, X ′ =
(
Y ′
Z ′
)
; let X˜ =
(
Y
Z ′
)
.
Here E is a J × J minor of G, H is a J × Jc minor, etc., and similarly Y ∈ RJ ,
Z ∈ RJc , etc. Let us fix a u ∈ R and apply Lemma 8.5; this gives
p2 := P
{|〈GX,X〉 − u| ≤ ε}2 ≤ PX,X˜{|〈GX,X〉 − u| ≤ ε ∧ |〈GX˜, X˜〉 − u| ≤ ε}.
(8.6)
By the triangle inequality,
p2 ≤ PX,X˜
{|〈GX,X〉 − 〈GX˜, X˜〉| ≤ 2ε}.
By our decomposition, we have
〈GX,X〉 = 〈EY, Y 〉+ 2〈FZ, Y 〉+ 〈HZ,Z〉,
〈GX˜, X˜〉 = 〈EY, Y 〉+ 2〈FZ ′, Y 〉+ 〈HZ ′, Z ′〉.
Hence
〈GX,X〉 − 〈GX˜, X˜〉 = 2〈F (Z − Z ′), Y 〉+ 〈HZ,Z〉 − 〈HZ ′, Z ′〉.
Recall that F is the restriction of the matrix G onto the pairs of coordinates in
J × Jc, that Z − Z ′ is the restriction of the vector X −X ′ onto the coordinates
in Jc, and that Y is the restriction of X onto the coordinates in J . So
〈F (Z − Z ′), Y 〉 = 〈G(PJc(X −X ′)), PJX〉.
Similarly we can see that the value of 〈HZ,Z〉−〈HZ ′, Z ′〉 depends on the Jc×Jc
minor H and on the restrictions of X and X ′ onto the coordinates in Jc. So
setting v = 2〈HZ,Z〉 − 2〈HZ ′, Z ′〉, we express
〈GX,X〉 − 〈GX˜, X˜〉 = 2〈G(PJc(X −X ′)), PJX〉+ v.
This and (8.6) completes the proof of Decoupling Lemma 8.4.
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8.3 Proof of Theorem 8.1
Our argument will be based on decoupling the quadratic form 〈AX,X〉, and
treating the resulting linear form using the Littlewood-Offord theory developed
earlier in this paper.
Step 1: Constructing a random subset J and assignment spread(x).
The decoupling starts by decomposing [n] into two random sets J and Jc. To
this end, we consider independent {0, 1}-valued random variables δ1, . . . , δn (“se-
lectors”) with Eδi = coo/2. (Recall that the constant coo, which depends on K
and M4 only, was fixed in the definition of the regularized LCD in Section 6.2.)
We then define
J := {i ∈ [n] : δi = 0}.
Then E|Jc| = coon/2. By a basic result in large deviations (see e.g. [1] Theo-
rem A.1.4), the bound
|Jc| ≤ coon (8.7)
holds with high probability:
PJ{(8.7) holds} ≥ 1− 2e−c′oon
where c′oo = c2oo/2.
Consider a fixed realization of J that satisfies (8.7). As we know from Sec-
tion 6.2, at least 2coon coordinates of a vector x ∈ Incomp(c0, c1) satisfy the
regularity condition (6.4). It follows that for each vector x ∈ Incomp(c0, c1) we
can assign a subset
spread(x) ⊆ J, | spread(x)| = ⌈coon⌉ (8.8)
and so that the regularity condition (6.4) holds for all k ∈ spread(x). If there
is more than one way to assign spread(x) to x, we choose one fixed way to do
so. This results in a valid assignment (per Section 6.2) that depends only on
the choice of the random set J . We shall use this assignment in applications of
Definition 6.6 of the regularized LCD of x.
Step 2: Estimating the denominator
√
1 + ‖A−1X‖22 and LCD of the in-
verse. Lemma 8.2 will allow us to replace in (8.2) the denominator
√
1 + ‖A−1X‖22
by ‖A−1‖22. However, we have to do this carefully in order to withstand losses
that will occur at the decoupling step. So, let ε0 ∈ (0, 1) and let X ′ denote an
independent copy of the random vector X. We consider the following event that
is determined by the random matrix A, random vectors X,X ′ and the random
set J :
√
ε0
√
1 + ‖A−1X‖22 ≤ ‖A−1‖HS ≤
1
ε0
‖A−1(PJc(X −X ′))‖2. (8.9)
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Recall that the coordinates Xi of X are independent random variables with zero
mean, unit variance, and EX4i ≤ M44 . It follows that the coordinates Yi =
δi(Xi − X ′i) of the random vector Y := PJc(X − X ′) are again independent
random variables with
EYi = 0, EY
2
i = coo, EY
4
i ≤ 8cooM44 .
We see that Proposition 8.2 applies for X, and also for X replaced by c
−1/2
oo X
(in the latter case with M4 replaced by 2c
−1/4
oo M4). It follows that
PA,X,X′,J{(8.7) holds ∨ EcK} ≥ 1−
C ′ε0√
λ
− n−c′/λ − 2e−c′n
where C ′, c′ > 0 depend only on K and M4.
Consider the random vector
x0 :=
A−1(PJc(X −X ′))
‖A−1(PJc(X −X ′))‖2 . (8.10)
(If the denominator equals zero, assign to x0 an arbitrary fixed vector in S
n−1.)
Let us condition on an arbitrary realization of random vectors X,X ′ and on a
realization of J which satisfies (8.7). Fix some value of the parameter λ satisfying
n−c7.1 ≤ λ ≤ coo/3 as required in Structure Theorem 7.1, and consider the event
x0 ∈ Incomp(c0, c1) and D̂L0(x0, λ) ≥ C ′′nc
′′/λ, (8.11)
which depends on the random matrix A. By Structure Theorem 7.1, the condi-
tional probability is
PA
{
(8.11) holds ∨ EcK |X,X ′, J satisfies (8.7)
} ≥ 1− 2e−c′′n.
Here L0, C
′′, c′′ > 0 depend only on K and M4.
Combining the three probabilities, we obtain
PA,X,X′,J
{
((8.7), (8.9), (8.11) hold) ∨ EcK
}
≥ 1− 2e−c′oon −
(C ′ε0√
λ
+ n−c
′/λ + 2e−c
′n
)
− 2e−c′′n
=: 1− p0. (8.12)
It follows that there exists a realization of J that satisfies (8.7) and such that
PA,X,X′
{
((8.9), (8.11) hold) ∨ EcK
} ≥ 1− p0.
Let us fix such a realization of J for the rest of the proof. An application of
Fubini’s theorem shows that the random matrix A has the following property
with probability at least 1−√p0:
PX,X′
{
((8.9), (8.11) hold) ∨ EcK |A
} ≥ 1−√p0.
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But the event EcK depends on A only and not on X or X ′. Therefore, the random
matrix A has the following property with probability at least 1 − √p0. Either
EcK holds, or:
EK holds and PX,X′
{
(8.9), (8.11) hold |A} ≥ 1−√p0. (8.13)
Step 3: decoupling. The event we are interested in is
E :=
{
|〈A−1X,X〉 − u|√
1 + ‖A−1X‖22
≤ ε
}
.
We need to estimate the probability
PA,X(E ∩ EK) ≤ PA,X{E ∧ (8.13) holds}+ PA,X{EK ∧ (8.13) fails}.
By the previous step in the proof, the second term here is bounded by
√
p0.
Therefore
PA,X(E ∩ EK) ≤ sup
A satisfies (8.13)
PX(E |A) +√p0.
Computing the same probability in the larger space determined by the random
vectors X,X ′, and using property (8.13), we write
PA,X(E ∩ EK) ≤ sup
A satisfies (8.13)
PX,X′
{E ∧ (8.9) holds |A}+ 2√p0. (8.14)
Let us fix a realization of a random matrix A satisfying (8.13) for the rest of the
proof. So our goal is to bound the probability
p1 := PX,X′
{E ∧ (8.9) holds}.
Using definition of E and the first inequality in property (8.9), we have
p1 ≤ PX,X′
{
|〈A−1X,X〉 − u| ≤ ε√
ε0
‖A−1‖HS
}
.
We apply Decoupling Lemma 8.4, and obtain
p21 ≤ PX,X′{E0}
where
E0 =
{∣∣〈A−1(PJc(X −X ′)), PJX〉 − v∣∣ ≤ ε√
ε0
‖A−1‖HS
}
and where v = v(A−1, PJcX,PJcX ′) denotes a number that depends on A−1,
PJcX, PJcX
′ only. Further, using property (8.13) (in which conditioning on A
is no longer needed as we are treating A as a fixed matrix), we get
p21 ≤ PX,X′{E0} ≤ PX,X′
{E0 ∧ (8.9), (8.11) hold}+√p0.
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Let us divide both sides in the inequality defining the event E0 by ‖A−1(PJc(X−
X ′))‖2. Using definition (8.10) of x0 and the second inequality in (8.9), we obtain
p21 ≤ PX,X′
{∣∣〈x0, PJX〉 − w∣∣ ≤ ε−3/20 ε ∧ (8.11) holds}+√p0 (8.15)
where w = w(A−1, PJcX,PJcX ′) is an appropriate number.
Step 4: The small ball probabilities of a linear form. By definition, the
random vector x0 is determined by the random vector PJc(X − X ′), which is
independent of the random vector PJX. So if we fix an arbitrary realization of
the random vectors PJcX and PJcX
′, this will fix the vector x0 and the number
w in (8.15). Since moreover (8.11) is a property of x0, we conclude that
p21 ≤ sup
x0 satisfies (8.11)
w∈R
PPJX
{∣∣〈x0, PJX〉 − w∣∣ ≤ ε−3/20 ε}+√p0.
So let us fix a vector x0 = (x01, . . . , x0n) ∈ Sn−1 that satisfies (8.11) and a number
w ∈ R. We have reduced the problem to estimating the small ball probabilities
for the sum of independent random variables
〈x0, PJX〉 =
∑
k∈J
x0kξk
where we denote X = (ξ1, . . . , ξn).
We can apply Proposition 6.9 for this sum, noting that by (8.8) we have
J ⊇ spread(x0) ⊇ I(x) as required there. (The last inclusion follows by the
definition of the maximizing set I(x), recall Definition 6.6.) It follows that
PPJX
{∣∣〈x0, PJX〉 −w∣∣ ≤ ε−3/20 ε} ≤ C1ε−3/20 ε√
λ
+
C1
D̂L0(x0, λ)
,
for some C1 = C1(K,M4). Using property (8.11) to bound the second term in
the right hand side, we obtain
p21 ≤
C1ε
−3/2
0 ε√
λ
+ C ′1n
−c′′/λ +
√
p0,
Now we estimate the probability of the desired event in (8.14) as
PA,X(E ∩ EK) ≤ p1 + 2√p0
≤
(C1ε−3/20 ε√
λ
)1/2
+
(
C ′1n
−c′′/λ)1/2 + p1/40 + 2√p0.
Recalling the definition (8.12) of p0 and simplifying, we obtain
PA,X(E ∩ EK) ≤
(C1ε−3/20 ε√
λ
)1/2
+
(C ′ε0√
λ
)1/4
+ C ′1n
−c′
1
/λ + C ′1e
−c′
1
n.
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Step 5: Optimizing the parameters. This inequality holds for all ε0 > 0, so
we can optimize in ε0. Setting ε0 = ε
1/2/λ1/8, we obtain after some simplification
that
PA,X(E ∩ EK) ≤ C2ε
1/8
λ5/32
+ C ′1n
−c′
1
/λ + C ′1e
−c′
1
n.
By assumption, λ ≥ n−c7.1 where c7.1 > 0 is a small constant. So, for appropri-
ately chosen constants, the term n−c′1/λ dominates the term e−c′1n. We obtain
PA,X(E ∩ EK) ≤ C2ε
1/8
λ5/32
+ 2C ′1n
−c′
1
/λ.
Recall that this inequality holds for all ε ≥ 0 and n−c7.1 ≤ λ ≤ coo/3, so we can
also optimize in λ. For convenience, we isolate this step as a separate elementary
observation.
Fact 8.6 (Optimization). Let C ≥ 1, a, b, c′, c > 0. There exists numbers C0 and
n0 that depend only on a, b, c
′, C, c and such that the following holds. Let n ≥ n0.
Consider a function p(ε) : [0, 1] → R+ which satisfies
p(ε) ≤Maεb + n−c′M for all ε ∈ [0, 1] and C ≤M ≤ nc.
Then
p(ε) ≤ C0εb−0.01 + n−c′nc for all ε ∈ [0, 1].
Proof of Fact 8.6. Choose some number C ≤ M0 ≤ nc whose value will be de-
termined later. By the assumption, the inequality
p ≤Ma0 εb + n−c
′M0 ≤ (Ma0 + 1)εb (8.16)
holds for all ε ≥ n−c′M0/b. On the other hand, using the assumption withM = nc,
we see that the inequality
p ≤ nacεb + n−c′nc ≤ εb−0.01 + n−c′nc
holds for all ε ≤ n−100ac. Let us choose M0 as the minimal number such that
M0 ≥ C and c′M0/b ≥ 100ac. Note that we have C ≤ M ≤ nc as required, for
sufficiently large n0. Therefore, every ε belongs to the range where inequality
(8.16) holds or (8.17) holds, or both. So at least one of these inequalities holds
for all ε ≥ 0. This completes the proof with C0 =Ma0 + 1.
Applying Fact 8.6 with M = 1/λ, a = 5/32 and b = 1/8, we conclude that
PA,X(E ∩ EK) ≤ C0ε1/9 + n−c′nc (8.17)
holds for all ε ∈ [0, 1], where c = c7.1. Since we can choose C0 ≥ 1, the same
inequality trivially holds for ε > 1 as the right hand side becomes larger than 1.
The proof of Theorem 8.1 is complete.
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9 Consequences: the distance problem and invertibil-
ity of random matrices
9.1 The distance theorem
An application of Theorem 8.1 together with Proposition 5.1 produces a satis-
factory solution to the distance problem posed in the beginning of Section 5.
Corollary 9.1 (Distance between random vectors and subspaces). Let A be a
random matrix satisfying (A). There exist constants C, c > 0 that depend only
on the parameters K and M4 from (2.3), (2.5), and such that the following holds.
Let Ak denote the k-th column of A and Hk denote the span of the other columns.
For every ε ≥ 0, one has
P
{
dist(Ak,Hk) ≤ ε ∧ EK
} ≤ C9.1ε1/9 + 2exp(−nc9.1).
Proof. By permuting the coordinates, we can assume without loss of generality
that k = 1. Proposition 5.1 states that
dist(A1,H1) =
∣∣〈B−1X,X〉 − a11∣∣√
1 + ‖B−1X‖22
.
where B denotes the (n− 1)× (n− 1) minor of A obtained by removing the first
row and the first column from A andX ∈ Rn−1 denotes the first column of A with
the first entry removed. By assumptions, B is a random matrix which satisfies
the same assumptions (A) as A (except the dimension is one less), and X is an
independent random vector whose entries also satisfy the same assumptions (2.5).
So we can apply Theorem 8.1 for B and X. Conditioning on the independent
entry a11 = u, we obtain that
P
{∣∣〈B−1X,X〉 − a11∣∣√
1 + ‖B−1X‖22
≤ ε ∧ EK
}
≤ C8.1ε1/9 + 2exp(−(n − 1)c8.1).
This completes the proof.
9.2 Invertibility of random matrices: proof of Theorem 1.1.
We can now derive the main result of the paper, Theorem 1.1. In Section 2.3,
we reduced the problem to proving the invertibility bound (2.4). We shall now
establish this bound, which immediately implies Theorem 1.1.
Theorem 9.2 (Invertibility of symmetric random matrices). Let A be a random
matrix which satisfies (A). Consider a number K > 0. Then, for all ε ≥ 0, one
has
P
{
min
k
|λk(A)| ≤ εn−1/2 ∧ ‖A‖ ≤ 3K
}
≤ Cε1/9 + 2exp(−nc),
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where C, c > 0 depend only on the fourth moment bound M4 from (2.5) and on
K.
Proof. Denote by p the probability in question. As we observed in Section 2.3,
p = P
{
min
x∈Sn−1
‖Ax‖2 ≤ εn−1/2 ∧ EK
}
.
In (3.1), we split the invertibility problem into two, for compressible and incom-
pressible vectors:
p ≤ P
{
inf
x∈Comp(c0,c1)
‖Ax‖2 ≤ εn−1/2 ∧ EK
}
+ P
{
inf
x∈Incomp(c0,c1)
‖Ax‖2 ≤ εn−1/2 ∧ EK
}
.
The values of c0, c1 were then fixed in Remark 4.3. The probability for the
compressible vectors is bounded by 2e−c4.2n by (4.11). The probability for the
incompressible vectors is estimated via distances in Lemma 3.9, see Remark 3.10.
This gives
p ≤ 2e−c4.2n + 1
c0n
n∑
k=1
P
{
dist(Ak,Hk) ≤ c−11 ε ∧ EK
}
.
Finally, the distances are estimated in Corollary 9.1, which gives
p ≤ 2e−c4.2n + C9.1ε1/9 + 2exp(−nc9.1).
Choosing the values of the constant c > 0 sufficiently small, we complete the
proof of Theorem 9.2.
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