With the rapid development of civil aviation transportation in China, huge demand growth has broken the balance between supply and demand, resulting in airspace congestion and increasing flight delays. The delays of large airports have been increasing year by year, which has seriously affected the air travel experience of passengers. Obtaining their flight delay patterns can help identify defects in flight scheduling and airspace utilization. The investigation based on the actual flight operation data of Tianjin Binhai International Airport (TSN) is conducted, in order to capture the relationship and impact between the factors such as traffic flow direction, airline attributes and hourly average delay distribution. Furthermore, Non-negative Tensor Factorization (NTF) is applied to pattern recognition by introducing CP (CANDECOMP/PARAFAC) decomposition and Block Coordinate Descent (BCD) algorithm for selected data set. Numerical experiments show that the designed method has good performance in terms of computation speed and solution quality.
I. INTRODUCTION
Delays are one of the biggest challenges facing by transportation systems. In commercial aviation, delays are usually defined by the difference between the scheduled and actual time of departure or arrival [1] . Passenger flight delays occur daily at airports around the world, resulting in air traffic chaos, billions of dollars in economic losses for airlines, and unpleasant travel for millions of people [2] , [3] . In this case, understanding the reasons for the flight delay event can guide the improvement of the air transport system, improve the tactical and operational decisions of the air traffic management department, airport and airline management personnel, and be able to promptly alert passengers so that they have sufficient time to reschedule travel plans [4] , [5] . In recent years, with the increasing interest in the field of artificial intelligence represented by machine learning, pattern recognition as a classic data mining and machine learning tool is widely used in the analysis of various complex systems.
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Several researches used different methods to predict or understand reasons and behavior of flight delays.
Tu et al. [6] develop a model for estimating flight departure delay distributions required by air traffic congestion prediction models. The model employs nonparametric methods for daily and seasonal trends, and major factors that influence flight departure delays are identified and studied. The goodness of fit, robustness to the choice of the model parameters, and good predictive capabilities are observed by experiment results. Kim and Hansen [7] constructed a non-parametric method for analyzing delay changes in a single-server queuing system, which is used to estimate the impact of demand and flight movement changes on delays for airport arrivals and departures. The method was applied to three New York regional airports in LaGuardia (LGA), Newark (EWR) and John F. Kennedy (JFK). The results show that these airport demand and throughput changes have different characteristics. Rebollo and Balakrishnan [8] proposed a model for predicting air traffic delays. The model considers temporal and spatial (i.e., network) delay states as explanatory variables and uses a random forest algorithm to predict future departure delays of 2-24 hours. In addition to the local delay variables describing the arrival or departure delays of conventional airports and links (originating-destination pairs), the introduced network delay variable can characterize the global delay state of the entire national airspace system. The experimental results show that for the 2-hour prediction range, when the delay is divided into higher or lower than 60 minutes, the average test error is 19%. Sternberg et al. [9] applied data indexing techniques combined with association rules to explore potential flight delay patterns. They use Brazilian flight data, under the guidance of research questions related to differences and relationships between airports and airlines, all properties that may cause delays are evaluated and quantified for each airport and airline involved in the study. The results show not only the main patterns, but also the probability that they occur throughout the network. They also observed that when the Brazilian aviation system was operating under adverse meteorological conditions, the probability of delays increased to 216% and it was difficult to return to normal from previous delays. Wang et al. [10] adapted delay records over 20 years accumulated by the US Bureau of Transportation Statistics, from the perspective of statistical physics, account the departure and arrival records of such flights between certain pair of airports as time series, and rectify them by defining dimensionless velocity of the flights. The results show that the cross-correlation between time series varies with the time delay stability. In addition, the mean degree of the correlation networks usually emerge a peak before the high delay ratio, which can be used as an indicator to precaution serious flight delays.
In order to alleviate flight delay, especially at the flight schedule planning level, air traffic manager need to understand the basic characteristics of flight delays in actual operation, but the related researches are still insufficient. Nonnegative Tensor Factorization (NTF) has many advantages such as strong interpretability (due to nonnegative factors) and small storage space, and is widely used in the field of data mining [11] . However, for best of our knowledge, investigation based on real traffic data from the view point of NTF is rarely seen. Built on the existing studies, this paper will apply NTF to extract their respective flight delay patterns from the actual departure and arrival flight data of Tianjin Binhai International Airport (TSN) in order to capture the potential relationship and impact between the factors such as traffic flow direction, airline attributes and hourly average delay distribution. For better interpretability and computational efficiency, the CP decomposition and BCD algorithm are adopted respectively. It is demonstrated in the numerical experiments that the designed method can extract the required patterns with concise form while realizing good performance in computation speed and solution quality.
The remainder of this paper is organized as follows. Section of Study area, data and methodology outlines the data and research methods. Section of Patterns recognition result presents the extracted supply configuration patterns. In Section of Result analysis, the different patterns are discussed by comparison between them. Section of Conclusion concludes the whole study and suggests some future works.
II. STUDY AREA, DATA AND METHODOLOGY A. STUDY AREA AND DATA SOURCES
The study concentrates on flight delays at airport, including departure delays and arrival delays. The study selected 10,328 and 11,343 flight data from Tianjin Binhai International Airport (TSN) from September 1 to September30, 2015 and October 1 to October 31, 2015 respectively. The October data is used as the target for pattern recognition, while the September data is used to verify the reliability of the method. Specific information such as flight number, aircraft type, registration number, departure airport, destination airport, estimated time of departure (ETD), estimated time of arrival (ETA), actual time of departure (ATD), actual time of arrival (ATA), The standard instrument departure (SID) and standard instrument arrival (STAR) used for flights are adopted for data mining and analysis.
It is worth noting that airports, airlines and air traffic management units usually have different flight delays concerns. This paper mainly discusses from the perspective of air traffic management units, in which ETA and ETD refer to the scheduled departure time and the scheduled arrival time respectively. While ATD and ATA are the time of aircraft starting take off roll and landing on the runway respectively. Thus the departure delay and arrival delay in this paper are defined as the difference between ATD and ETD and the difference between ATA and ETA respectively.
The research purposes of this paper focuses on providing delay pattern characteristic information for air traffic flow modeling and support for tactical level adjustments of air traffic flow management in days or hours, with emphasis on short-term trend changes and flexibility. If we analyze the characteristics of flight delays within one day, the 11343 flights in October has 30 cycles. In addition, for the reliability of the original data, according to the 2017 National Civil Aviation Flight Operation Efficiency Report, the average ratio of the peak monthly flight movements and the annual average monthly flight movements in the North China region where Tianjin Airport is located for five consecutive years from 2013 to 2017 is 1.13 [12] . It shows that the flight volume has a small fluctuation with the seasons throughout the year, and the analysis of the flight operation data for one month can also have a good representativeness.
The delay pattern recognition in this study focus on the impact of passenger travel and related cargo flights are filtered. Thus, the passenger flights from 07:00 to 24:00 daily are selected for analysis. For these flights departing from TSN and arriving at TSN, according to their destination and departure airports, they are divided into 7 traffic flow directions (shown in Fig.1 ). Their corresponding destinations are shown in Table 1 . Furthermore, according to the characteristics of airport operations, the airlines with bases at the airport have priority over other companies in terms of transportation VOLUME 7, 2019 capacity during peak hours. Therefore whether or not the base airlines are also a data attribute to consider.
Moreover, it must be emphasized that adverse weather and close of airspace are also significant factors affecting flight delays. However, this paper does not explore it in the delay pattern, mainly based on the following considerations:
First, due to the influence of data volume, it may take 5 to 10 years of long-term data to analyze the effects of the weather. Moreover, weather and close of airspace have strong uncertainties and do not have controllability. However, this paper mainly providing delay pattern characteristic information for air traffic flow modeling and support for tactical level adjustments of air traffic flow management. It is aimed at deterministic attributes, that is, attributes that do not change with time (the flight flow direction and whether the airline has an operation base) to reflect delay changes in the attributes and their combinations.
Second, the weather system in Tianjin in October is relatively stable. According to the statistics of the raw data selected in this study, the delay due to weather is 1.69%, which has less impact on delay than the flight volume factor. Therefore, the delay pattern recognition and characteristic extraction in this paper ignore the impact of weather.
B. NONNEGATIVE TENSOR FACTORIZATION
Tensors are generalizations of matrices, and a tensor can be seen as a multi-dimensional array. For instance, a 1st-order tensor is a vector and a 2nd-order tensor is a matrix. In order to effectively extract the supply configuration pattern from the constructed tensors, Nonnegative Tensor Factorization (NTF) is utilized, which is a generalization of Nonnegative Matrix Factorization (NMF) [13] .
In our study, the three dimensions standing for different factors including the traffic flow directions, the airline attribute (i.e., whether or not the base airlines), and time periods construct the tensors for departure and arrival traffic respectively.
The entries of the tensors which denote spatial-temporal delay level of departure and arrival are calculated according to equation (1) and equation (2) respectively.
where
where 3 is the entry of the constructed tensor for departure and arrival respectively, in which d 1 is the index of traffic flow directions, d 2 is the binary index of airline attribute, and d 3 is the index of time period departing from/arriving at the studied city airport. Specifically, each time period is defined as 60 minutes, and a total of 17 time periods from 07:00 to 24:00 in this paper. δ D t and δ A t is the average delay of flights at time period t for departure and arrival traffic respectively. ξ t i is 0-1 variable, if the flight scheduled departure time within the time period t, ξ t i = 1; otherwise ξ t i = 0.σ t i is 0-1 variable, if the flight scheduled arrival time within the time period t, σ t i = 1; otherwise σ t i = 0. ETD i and ATD i is the scheduled and the actual departure time of flight i respectively. Then ETA i and ATA i is the scheduled and the actual arrival time of flight i respectively.
According to different research needs, NTF is divided into different decomposition methods, such as CP decomposition [14] , [15] and Tucker decomposition [16] . In this study, we apply the CP decomposition because of its better interpretability. It decomposes the original tensor into several factor matrices which can imply the features of each factor on different patterns [17] . The optimization problem is proposed as equation (3). in which, M is the original tensor; d i (i = 1, 2, . . . , N ) represents the dimensions of the original tensors; F i is the factorized matrix which describes the relationship between factor i and potential patterns, and we call them ''pattern scores'' in this paper, i.e., different columns of F i give the pattern scores corresponding to factor i for different patterns; R is a specified order which is the number of the potential patterns; • represents outer product operation.
To compute the CP decomposition effectively, many algorithms have been proposed by researchers. In this paper, a Block Coordinate Descent (BCD) method proposed by Xu and Yin [17] is adopted due to its outstanding performance in both speed and solution quality. See researches [17] - [19] for further details on matrix calculation. Through iterative computation, several potential patterns with more concise form can be extracted.
III. OVERALL EVALUATION OF PATTERN RECOGNITION RESULTS
The size of the tensors are set to ''7×2×17'', representing 7 traffic flow directions, 2 classes of airline attribute and 17 time periods of day (1 hour period from 07:00 to 24:00). The number of patterns is a key parameter to be determined first. A small number of patterns does not refactor every situation, while too many will lose commonality. According to methodology in previous section, number of patterns computation result is shown in Fig. 2 and Fig. 3 for departure traffic and arrival traffic respectively. Construct ratio, which is calculated from the relative residual between the original and approximated tensors gradually increases. This indicator shows how much the results represent the original information. Note that the larger number of patterns not only brings better decomposition result but also more difficulties in understanding and analysis, which is a tradeoff problem. In order to avoid insufficient information coverage without losing commonality, the number of patterns corresponding to the first reconstruction ratio exceeding 80% (80% of the original information can be interpreted) is selected as the number of patterns to be finally decomposed in this paper (i.e., R is 8 and 7 for departure traffic and arrival traffic respectively). The iterations for the departure and arrival tensors are 175 and 126 respectively.
The pattern scores, which come from the set of values of the latent factors decomposed by NTF, are presented in Fig. 10 to 24. The pattern score corresponding to the time period indicates the average delay level during the period, and the higher the score, the higher the average delay level. Then the distribution of that score corresponding to the time period represents the delay pattern. Moreover, the pattern score of the traffic flow directions and the airline attribute indicate the conformity of the factor with the corresponding average delay distribution. The higher the score, the higher the conformity of the factor with the delay pattern.
In order to interpret the delay pattern, the pattern characteristic and information analysis method including K-means delay level pattern score clustering, delay level pattern score clustering separation and delay peak period ratio combined with Pearson correlation analysis of flight volume distribution are designed.
First of all, for the purpose of accurately analyze the change in average delay level over time periods, K-means was introduced to cluster the average delay level pattern score, i.e., each column of the factorized matrix F 3 for different delay patterns. Moreover, in order to facilitate the capture of average delay level pattern score fluctuations, cluster separation (SP) is introduced, which reflects the average distance between two cluster centers. The calculation of SP is shown in equation (4).
where k is the cluster number, w i and w j are cluster cores. The larger SP value, the greater the gap between the clusters of the pattern. The clustering results are shown in Table 2 . Accordingly, the average delay level pattern score bars in Fig. 10 to 24 are marked with different colors to distinguish different clusters for each delay pattern. Fig. 10 to Fig.24 show that the pattern conformity degree of traffic flow directions and airline attribute varies significantly with average delay level distribution. However, it is necessary to indicate that the pattern scores are only for the pattern to which they belong, thus the pattern score cannot be directly compared across patterns. Then, in order to comprehensively evaluate each pattern, especially to analyze its delay peak characteristics, the peak period ratio (PPR) which represents the proportion of the number of peak periods in the total number of peak span periods is introduced. Then, the combination of the cluster number k and PPR enable a comparison of delay levels across patterns. For example, when the two patterns have the cluster number k, the one with the larger PPR value has a higher delay intensity. While if the PPR values of the two patterns are the same, the one with the smaller cluster number k has a greater degree of delay aggregation. Fig. 4 shows the delay peak characteristic evaluation result of 15 patterns, where the blue and green dots represent the patterns of departure and arrival traffic respectively. The significant difference in the delay intensity and peak aggregation degree of each pattern is observed. The evaluation results show that the degree of delay aggregation of arrival traffic is greater while the delay intensity of departure traffic is higher.
In addition, due to the capacity limitations of the airport, the traffic volume is also a key factor related to flight delay. Statistics show that there are obvious differences in the transportation capacity arrangements between base and nonbase airlines at various time periods. For the arrival traffic, the former has always had more transportation capacity input than the latter. While for departure traffic, except for a few time periods (12:00-13:00, 17:00-18:00, 21:00-24:00), this feature is also reflected. Especially from 08:00 to 15:00, the transportation capacity input of base airline is much higher than non-base airlines. Finally, in order to explore the potential relationship between traffic volume distribution and delay level, Pearson correlation analysis is conducted on the distribution of traffic volume of base and non-base airlines and the delay level of each pattern. The results are shown in Table 3 .
The value with an asterisk in Table 3 indicates the highest correlation coefficient with the corresponding pattern. As a result, the departure traffic distribution of base airline has the correlation with departure patterns 5, 8 and arrival pattern 2; the departure traffic distribution of non-base airline has the correlation with departure patterns 1, 3, 4, 6, 7 and arrival patterns 1, 5, 7; the arrival traffic distribution of base airline has the correlation with departure pattern 2 and arrival patterns 3, 4; the arrival traffic distribution of non-base airline has the correlation with arrival pattern 6. For traffic types, the impact of the departure traffic volume distribution on flight delays is much greater than the arrival traffic volume distribution. Furthermore, the statistical results in Fig. 7 and Fig. 8 show that there is a large difference in the traffic volume between the various traffic flow directions. The flights of TSN are not evenly distributed. The southbound D5, D6 and D7 correspond to the city group of East China, Central South and Southwest respectively, with the largest number of flights. Followed by D3 corresponding to Dalian, Japan and South Korea, then D1 and D2 corresponds to the city group of north and northeast, and the smallest is the Qingdao and Yantai direction corresponding to D4. Overall, the number of flights is much more in the south than in the north. Based on these characteristics, each model will be analyzed and compared in detail in the next section.
IV. PATTERN RECOGNITION RESULT A. ANALYSIS AND COMPARISON OF DEPARTURE DELAY PATTERNS
First of all, the concept of expected departure time (DDT) is introduced before analyzing the specific delay pattern. Cascetta E. et al [20] adopts the maximum likelihood method to estimate desired departure time (DDT) temporal distribution for different distance classes and travel purposes by 3237 observed DDT data. Their daily DDT distribution for business travel on long distances (i.e. greater than 400 km) is presented in Figure. 9. In our case, it is assumed that passengers follow the same DDT distribution.
Comparing Fig. 9 with Fig. 5 , it can be seen that the distribution of transportation capacity for departure flights is similar to the DDT assumed in this chapter.
In the departure delay pattern 1 shown in Fig. 10 , the airlines with bases have a high degree of conformity in the flow directions of D5, D6 and D7, with D5 being the highest. The peak of the delay occurred between 9:00-10:00 and 11:00-12:00, both in the morning. In addition, the number of clusters of the delay level score is 5, and the relatively small PPR and the average distance of the cluster center show that the intensity of the delay is very high. Furthermore, from the point of view of the departure flight volume in Fig. 5 , the morning is the peak of departure, and the flight volume of the base airline is larger than the non-base airline. The highest degree of conformity in the departure delay pattern 1 is the D5 direction, which is the direction of East China represented by Tianjin to Shanghai. Most passengers on business travel prefer to travel during morning peak hours, and when there is a delay, the number of affected flights is high. Moreover, the most relevant to this pattern is the departure flight of nonbase airlines with a correlation coefficient of 0.2872. This shows that during the peak hours in the morning, the flight arrangements between the base and non-base airlines are in fierce competition, which causes the shortage of slots at the airport and leads to an increase in delays.
Accordingly, in the departure delay pattern 2 shown in Fig. 11 , all airlines show a high degree of conformity in the flow directions of D5, D6 and D3, with D5 being the highest. Different from the departure delay pattern 1, both the base airline and the non-base airlines show a high degree of conformity in this pattern, and peak hours occur in the afternoon between 14:00-15:00 and 16:00-17:00. In addition, departure pattern 2 has the same large number of clusters and relatively small PPR and the average distance of the cluster center as departure pattern 1 which indicating that its delay intensity is also high. As can be seen from Fig. 5 , there is a base airline flight volume peak between 14:00-15:00, and the flight volume of base and non-base airlines are almost equal from 15:00 to 17:00. Moreover, departure delay pattern 2 is most relevant to the arrival traffic of the base airline which indicating that in addition to the peak of the departure flight itself, it is also affected by the arrival inbound traffic of the base airline. As a result, flights in these directions face greater delay pressure in the afternoon. In combination with pattern 1 and pattern 2, it seems that the traffic flow directions of D5, D6 and D7 have high delay intensity throughout the day. These flow directions are corresponding to the east China city group, the central south city group and the southwest city group respectively. As shown in Fig. 7 , their flight volume accounts for about 70% of the total number of TSN's flights which means its main departure flow directions are subject to huge delay pressure.
The departure delay pattern 3 and 4 of Fig. 12 and Fig. 13 mainly reflect the delay level distribution corresponding to the traffic flow direction D1 in the base and non-base airline respectively. Their PPR are both 11.76%, the number of clusters is 5 and 4, and the cluster center interval is 1.2752 and 0.6478 respectively. It shows that they all have high delay intensity. They have a delay peak in the morning and afternoon, and the peaks in the afternoon appear at 17:00-18:00, the difference is that the morning peak hour of the former appears at 08:00-09:00 and the latter appears at 11: 00-12:00. It can be seen from Fig. 5 that the number of flights departing during their peak period is large, while Fig. 7 shows the number of flights in the D1 direction is the very small in all directions. Furthermore, the most relevant to them is the departure traffic of non-base airlines. This shows that although the traffic volume of D1 direction is small, it is greatly affected by the flights from other flow direction during the peak periods of pattern 3 and pattern 4. Therefore, there is a fairness issue caused by a large degree of uneven distribution of delays between directions.
The departure delay pattern 5 of Fig. 14 mainly reflects the corresponding delay level distribution of the base airlines in the traffic flow directions D4, D2 and D7. Different from the previous pattern, the cluster number of the pattern is 3, and the cluster center interval is 3.8315 which indicating that the delay aggregation is high, i.e., a lot of delay is accumulated in some time periods. There are two increasing trends in the delay level score. The first one is from 07:00 to 15:00, and the second is from 17:00 to 21:00. In addition, its peak period ratio reached 29.41% which indicating that there is a concentrated and continuous high-intensity delay period for the base airlines in these flight directions.
Moreover, in terms of flight volume, the departure traffic of the base airline is the most relevant to the pattern 5, and the peak hours of the delay are overlap with the peak hours of the base airline departure traffic. However, as shown in Fig. 7 , the flight volume in D2 and D4 flow directions are very small. This shows that the departure flight in these two directions is under pressure from other directions during the peak period of pattern 5.
The departure delay pattern 6 of Fig. 15 mainly reflects the corresponding delay level distribution of the non-base airlines in the traffic flow directions D4. The number of clusters in this pattern is 2, and the cluster center interval is 4.7045, but its peak period ratio is only 17.64%, which indicating that there are only a few periods of delay. This is due to the very small non-baseline flight volume in the flow direction D4 in Fig. 7 , and therefore forms a large contrast with the situation of the same-directional base airlines in pattern 5 above.
The departure delay pattern 7 of Fig. 16 mainly reflects the corresponding delay level distribution of the non-base airlines in the traffic flow directions D2 and D3. The cluster number of the pattern is 2, and the cluster center interval is 1.4680 which indicating that the delay aggregation is high. Moreover, its peak period ratio is 41.17% which shown that its peak periods have a very high delay intensity. The peak periods of delay of this pattern are mainly concentrated from 08:00 to 14:00, and there is no obvious delay in other periods.
Further research on the reasons for the high aggregation of delays found that the flights in flow directions of D2 and D3 are mainly go to the northeast of China. The flight distance of TSN to its main airports is between 800 and 1500 km, and there is strong competition from high-speed rail in this range. Take the major cities in the northeast as an example. The distance from Tianjin to Shenyang is about 600 kilometers, and there are no direct flights. The flight times from Tianjin to Dalian are mainly concentrated on 07:00-10:00, 14:00-15:00 and 18:00-20:00. Then, the flight times from Tianjin to Changchun are mainly concentrated on 09:00-10:00 and 14:00-15:00. And he flight times from Tianjin to Harbin are mainly concentrated on 08:00-09:00, 13:00-14:00 and 16:00-19:00. There are obvious gaps in their flight schedules. Comparing the relevant high-speed rail timetables, it is shown that these time gaps are also rush hours of high-speed rail departures. It can be seen that in order to avoid the direct impact of high-speed rail, airlines have chosen a strategy of differentiated competition in the arrangement of flight schedules to give priority to the flight attendance rate. On the other hand, the impact is that the flight schedule is highly similar which is likely to cause more concentrated flight delays.
The departure delay pattern 8 of Fig. 17 mainly reflects the corresponding delay level distribution of the non-base airlines in the traffic flow direction D7. The delays are mainly concentrated in the morning and evening, while the delays in the afternoon are relatively small. The flow direction D7 mainly goes to the southwest of China, and its main airport has a range of 1800 to 2300 km. In this range, the flight has a great competitive advantage over the high-speed rail. Take the flight schedule of major cities in the flow direction D7 as an example. Tianjin to Chengdu between 12:00 to 15:00, Tianjin to Chongqing between 12:00 to 16:00 and Tianjin to Kunming from 14:00 to 15:00 have few or no flights.
Furthermore, it is found that the time periods with less or no flight delay in this pattern corresponds to the periods with a lower proportion of DDT by comparing Fig. 5 . This is due to that when airlines have advantages for long-distance travel, the airline's flight schedule is guided by passenger travel time preferences.
B. ANALYSIS AND COMPARISON OF ARRIVAL DELAY PATTERNS
Arrival delay patterns 1, 2, 4, and 6 in Fig. 18-21 have obvious characteristics of single delay level peaks, representing the delay level distribution feature of base and non-base airlines in the flow direction D1, non-base airlines in the flow direction D4, base airlines in the flow direction D2 as well as base and non-base airlines in the flow direction D7 respectively. The number of clusters in these four patterns is 2, and their cluster center intervals are relatively large, which indicating that the high degree of delay aggregation. Overall, the delays in these four patterns are concentrated in their respective peak delay periods, and there is basically no significant delay in arrival. The arrival delay pattern 3 of Fig. 22 mainly reflects the corresponding delay level distribution of the base and nonbase airlines in the traffic flow directions D5 and D6. The delay is evenly distributed throughout the day, and the peak period appears from 15:00 to 16:00. The cluster number of the pattern is 4, and the cluster center interval is 0.2289 which indicating that it has a high level of delay intensity. Furthermore, this pattern is most relevant to the arrival traffic of the base airlines, i.e., the arrival traffic itself has the major impact on arrival delays. As shown in Fig. 8 , this is due to these two flow directions have a large flight volume which resulting congestion of the arrival route is the main reason for the high delay.
The arrival delay pattern 5 of Fig. 23 mainly reflects the corresponding delay level distribution of the base and nonbase airlines in the traffic flow direction D3. The cluster number of the pattern is 4, and the cluster center interval is 1.6227 which indicating that the low level of delay aggregation. Moreover, there is a delay peak between 16:00 and 20:00 in the evening. Based on the analysis of departure pattern 6, the flights of flow direction D3 have tidal characteristics due to the competition of high-speed rail, thus it has a late peak of arrival delay corresponding to departure pattern 7.
The arrival delay pattern 7 of Fig. 24 mainly reflects the corresponding delay level distribution of the non-base airlines in the traffic flow direction D2. The delay peak of arrival 7 occurs at different time periods than the base airlines of the same flow direction as indicated by arrival pattern 4. This shows the difference in flight scheduling strategies between the two types of airlines in the flow direction D2. The delay peak for arrival pattern 7 in the morning is due to flow direction D2 represents a relatively short travel distance in the northeast of China, its morning peak departure flight to TSN is also the morning, thus a peak of arrival delay is formed during this period. While for the evening arrival delay peak of arrival pattern 7, this is due to TSN is not the final destination for the non-base airlines. These arrivals will eventually leave TSN at night. Based on the analysis of departure pattern 4, the traffic flow direction D2 will not experience delays at night, thus non-base airlines can make full use of this period for turnaround in order to avoid excessive delays.
C. SIGNIFICANT TEST OF DECOMPOSITION RESULTS
In order to evaluate the effect of the NTF model decomposition results, the significant test for the delay level pattern scores of the departure patterns and the arrival patterns are implemented respectively. Non-parametric K-W test is adopted due to the relatively small amount of pattern score data which is not satisfying the assumption of normality and variance homogeneity. Fig. 25 and Fig. 26 show outliers, first quartiles, median, third quartiles, upper and lower for the departure and arrival pattern score respectively. Non-parametric K-W test results are presented in Table 4 .
The P values of the departure patterns and the arrival patterns in TABLE 4 are both less than 0.05, which indicate that there are significant differences among the departure patterns and among the arrival patterns respectively.
D. RELIABILITY ANALYSIS OF PATTERN RECOGNITION RESULTS
Due to the need to verify the reliability of the method, 10,328 flight data from TSN was selected for delay pattern recognition in September 2015 for comparison with October data. Consistent with the October data, the number of patterns corresponding to the first reconstruction ratio exceeding 80% is selected as the number of patterns. The decomposition results show that the number of delay patterns for departure traffic and arrival traffic are 8 and 7 respectively. The detailed pattern recognition results are shown in TABLE 5 to TABLE 10 . Each column of TABLE 5 through 10 represents a different pattern for the pattern score of the relevant attribute. That is, TABLE 5, 6, 7 and TABLE 8, 9, 10 correspond to average delay, flight flow direction, and airline attribute for departure and arrival traffic respectively.
Furthermore, correlation analysis was carried out for the pattern score matrix of the departure traffic and the arrival traffic between September and October respectively. The results are shown in TABLE 11 and TABLE 12. Comparison between two months of departure traffic and arrival traffic data, the P value of the pattern score matrix between September and October are less than 0.05. According to the correlation coefficient, it can be seen that there is a significant correlation for the departure and arrival delay patterns between September and October. Considering that the TSN has similar flight volume in September and October, the operating conditions are basically the same. There is a significant correlation between the delay patterns indicating that the proposed method in this paper is reliable in recognition the airport delay pattern.
E. SUMMARY OF PATTERN FEATURES
Through the analysis of the above 15 delay patterns (8 departure delay patterns and 7 arrival delay patterns), it is found that each pattern has different characteristics in the flow direction, airline attributes and delay level distribution. At the same time, the comparison of cross-patterns also shows that the characteristics of different patterns have certain commonalities which are summarized as follows:
1) THE CORRELATION OF FLOW DIRECTIONS
It is more common for multiple traffic flow directions in the departure pattern to have high pattern conformity at the same time. For example, traffic flow directions D5, D6, and D7 in departure delay pattern 1; traffic flow directions D2, D4, and D7 in departure delay pattern 5; traffic flow directions D2 and D3 in departure delay pattern 7; traffic flow directions D3, D5 and D6 in departure delay pattern 2. However, compared to the departure delay patterns, only traffic flow directions D5 and D6 in arrival delay pattern 3 shows this Characteristic.
Overall, the traffic flow direction correlation in the departure delay patterns is greater than it in the arrival delay patterns. Correlated traffic flow directions indicate that there are common constraints on their route structure (e.g., the common waypoint P298 in the D2 and D3 directions in Fig. 1 ) and airspace utilization (e.g., the traffic flow direction D5, D6 and D7 of Tianjin Airport conflict with the arrival flow of Beijing Airport. At the busy time of Beijing Airport, these three directions will be restricted at the same time) which making their delay distributions have common characteristics.
2) DIFFERENCE IN DELAY INTENSITY
By comparing the cluster number and the cluster center interval, it is found that only pattern 7 has the minimum cluster number 2 in the departure delay patterns. While in the arrival delay patterns, patterns 1, 2, 4, and 6 have the minimum cluster number 2, which has exceeded 50% of the total number of patterns. For the cluster center interval, the maximum value in the departure delay patterns is 3.3815, and the maximum value in the arrival delay patterns is 44.9023 which is much larger than the former.
Combining them shows that the departure delay patterns have higher delay intensity, while the delay of arrival delay patterns is more concentrated. This shows that the traffic volume of Tianjin Airport has not made the airport itself a bottleneck, and the high departure delay intensity indicates that it is subject to external factors. The reason is that Tianjin Airport is adjacent to the Beijing Capital Airport. The flight volume and strategic positioning of the latter are much higher than those of the former which resulting in the priority of airspace utilization over it. During the busy period of the Beijing Capital Airport, Tianjin Airport needs to make a large degree of compromise to ease the tension of airspace resources, which makes the departure flight of Tianjin Airport, especially the D5, D6 and D7 flow directions to the south have large departure delays.
3) THE DIFFERENCE BETWEEN AIRLINES ATTRIBUTES
Comparing the airline attributes of different patterns found that only pattern 2 in the departure delay patterns has the situation that the base and non-base airlines have high pattern conformity at the same time. In other patterns, the significant ratio of the base airline to the non-base airline is 3:4. At the same time, in the arrival delay patterns, patterns 1, 3, 5 and 6 have both the base and non-base airlines having significant pattern conformity which has exceeded 50% of the total number of arrival patterns. It can be seen that compared with the arrival delay patterns, the airline attributes show an obvious difference in the characteristics of the departure delay patterns. This is because the traffic volume of Tianjin Airport is not saturated, and the restrictions on arrival flights are relatively less. In the arrival delay patterns, there is no obvious difference in the airline attributes. In contrast, in the departure delay patterns, due to the external constraints faced by Tianjin Airport, the resources owned by airlines have become a key factor. Compared with non-base airlines, base airlines exist the advantages in flight scheduling and transportation capacity which enable to arrange their flights with more flexibility according to different needs and situations. Therefore, base airlines have better capability of avoiding the adverse effects of delays.
4) THE IMPACT OF TRAFFIC TYPES
The impact of traffic types on the characteristics of delay patterns is mainly based on the correlation between departure and arrival traffic of base and non-base airlines and different patterns. Among the 8 departure delay patterns, only pattern 2 is most relevant to the arrival traffic, and the remaining patterns are most relevant to the departure traffic. Then in the 7 arrival delay patterns, patterns 1, 2, 5 and 7 are most relevant to the departure traffic, while patterns 3, 4 and 6 are most relevant to arriving traffic.
It can be seen that the departure traffic has a greater impact on the overall delay patterns. The reason is consistent with the above, i.e., the departure traffic of Tianjin Airport is subject to external restrictions, and the airport itself is not a bottleneck caused by delay. This means that the improvement of the departure flight operation of Tianjin Airport has become a key point for airport delay mitigation. Therefore, air traffic management units, airports and airlines should further deepen the coordinated operation between regional airports, explore the establishment of flight management mechanisms that can complement the advantages of different airports, then promote the development of regional air transport.
V. CONCLUSION
This paper investigates the application of NTF to extract the delay pattern of departure flights and arrival flights of Tianjin airport from the constructed tensors. Under the effect of decomposition and BCD algorithm. The designed method can effectively carry out pattern recognition for the tensors of departure and arrival traffic which have different factors including traffic flow directions, airline attributes and delay distribution with time periods. At the same time, a good performance of the method in terms of computation speed and solution quality is observed.
Flight delays are affected by a variety of factors, including traffic flow direction, airline operation, flight schedule, traffic type and so on. The experimental results show that the decomposed patterns have significant pattern characteristics. Through cross-pattern comparison and analysis, the influences of various factors and their combinations on flight delays are found. These findings can support the air traffic flow modeling and providing reference for air traffic control units to adjust flight schedule to reduce delays.
Due to the limitation of data volume, this paper does not discuss the impact of uncertainty factors, such as weather and close of airspace on flight delay pattern. However, obtaining more data sources for long-term, comprehensive data mining of the relationship between ATM operation situation and airport delay is a meaningful extension in the future.
Finally, the current discussion on departure and arrival flight delay patterns of Tianjin Airport will not only deepen our understanding of flight scheduling constraints and challenges it encounters, but also provide some new perspectives in the term of regional traffic coordinated development for the air traffic management decision makers when considering the efficiency and fairness of transportation systems. She is currently working with the Operation Management Department, Tianjin Sub-bureau of Air Traffic Management, Tianjin, China. Her main task is the analysis and evaluation of air traffic operation performance. VOLUME 7, 2019 
