The degree to which users understand and accept advice from Knowledge-Based Systems can be increased through explanation. However, different application tasks and different sets of users place diverse requirements on an explanation component of a KnowledgeBased System. Thus, the degree of portability of explanation components between applications is reduced. This paper discusses the aspects of explanation that change between application tasks and those that are required for any satisfactory explanation. The requirements placed on Knowledge-based Systems resulting from explanatory capabilities raises implications for the structure and contents of the knowledge-base and the visibility of the system. The discussion is illustrated by four Knowledge-Based System projects.
INTRODUCTION
An important feature of knowledge-based systems compared to other information-providing systems is that the knowledge on which they are based is represented explicitly in the system rather than hidden in the design of the system, or represented implicitly in an algorithm. The knowledge can therefore be used not only to solve the problem for which the knowledge-based system was built, but also to show the user what knowledge is used to solve the problem and hence go some way to explain the system's behaviour. However, whilst the explicitness of the knowledge makes it possible to provide some explanatory capability, it does not necessarily mean that the system is capable of producing every explanation required by its users. Some explanations require further reasoning and knowledge to retrieve and act on the knowledge already present in the knowledge-based system.
There are many reasons to add explanation to a knowledge-based system, for example: 1) To justify the system's conclusions to the user (e.g. because the user is sceptical); 2) To help users understand the application and how the conclusion is reached (e.g. because they are learning how to perform the task);
3) To allow the user to discover how changes in conditions produce different conclusions; (e.g. because the user wants to see what change would produce a preferred conclusion); 4) To allow knowledge engineers to understand the reasoning of a system (e.g. for debugging or maintenance purposes). If these explanations are successful then they will have various beneficial consequences: user confidence in the system is increased; user-training is improved and their understanding of the problem solving process increased; the conclusions of the system are more satisfactory to the user; and the reliability of the system is improved. However, this highlights that there are different purposes and users of explanations even without considering differences arising between applications tasks. The explanation that satisfies the user in each of the cases mentioned above could be different. Even if the explanation-users in (1) and (4) both want to follow the system's reasoning, the terms used in the explanation and the justifications used need to be more system/code-oriented in (4) and more domainoriented in (1). In (2) the explanation user does not necessarily know whether the system's conclusion is acceptable or how the conclusion should have been reached and so will require a fuller explanation than the explanation user in (1). The explanation user in (3) may ask the system hypothetical questions about other conclusions that may have been reached rather than explanations about the conclusion that has been reached.
ADDITIONS TO A KNOWLEDGE-BASED SYSTEM FOR EXPLANATION
The Knowledge Engineering group at the Rutherford Appleton Laboratory (RAL) has been involved in several projects which incorporate explanation in various forms. The projects illustrate the requirements needed for explanation in knowledge-based systems and they are presented in sections 3-6 as case studies. From these projects, three components of explanation in knowledge-based systems can be identified: system visibility; explanation generation; and tailoring of explanations. These three components are introduced below: (a) System visibility is the property of a system of making its structure, contents and behaviour accessible to a user. It is dependent on there being a structure to the system in the first place, and thereby can be seen to be partly achieved through the design principles on which the system was built. However it is also dependent on the means by which the structure, contents and reasoning are communicated to the user, and so is affected by the interface and user support facilities of the system.
(b) Explanation generation goes a step further than system visibility, it involves reasoning about the structure, contents and behaviour of the system so that it can communicate information to the user about the way it works or the knowledge it holds. It therefore involves additional inferences or knowledge to those that were needed to reach the system's conclusion. The additional reasoning may not be any more than just creating a trace of how the system reached its conclusion or why it needs a certain fact, such as that used in MYCIN (Wallis and Shortliffe, 1984) . Despite this relative simplicity it was found that 70% of doctors who followed advice from a MYCIN-like system when an explanation was provided would otherwise have ignored it (Wyatt, 1987) . Alternatively, the additional reasoning may involve complex hypothetical reasoning about how other conclusions may have been reached, or meta-knowledge about the way that the system reasons.
(c) Successful communication of an explanation requires the user to understand the information from the system, but not all users will necessarily understand the same explanation. Also, for the explanation to be useful requires it to be relevant to the user's purpose, but different applications and different users of the system will require explanations for different purposes. Therefore the user and the user's reason for needing an explanation must be taken into account when generating an explanation. Where a system has multiple users and/or the system is used for multiple tasks, successful explanation requires the explanation to be tailored to the current user or the current task.
The following case studies illustrate these aspects of explanation.
AN EXAMPLE OF SYSTEM VISIBILITY: THE WATER DISTRIBUTION EXPERT SYSTEM
A knowledge-based system is being developed by the Knowledge Engineering Group at RAL which demonstrates system visibility: The Water Distribution Expert System is a three year project funded by a consortium of UK water supply companies to develop an advanced knowledge-based system for the water supply industry. The project is coordinated by the Water Research Centre (WRc). The project for eight Water Companies (Anglian, Mid Kent, North West, Thames, Three Valleys, Southern, Wessex and Yorkshire) commenced in September 1989.
The Water Distribution Expert System has an advanced architecture combining modelbased reasoning about the water supply network with several components of heuristic reasoning. The model-based reasoning allows events on a water supply and distribution system to be simulated at a level of abstraction at which domain experts explain their reasoning. A number of heuristics act on the simulation to make the user aware of significant events that happen during the simulation. A further module detects problems on the supply system and suggests remedial actions to the user, and the user can use the modelbased simulation to try out these actions or actions of their own.
It was found that users did not necessarily require explanations for the remedial actions suggested by the expert system, because they could simulate the effects of performing these actions using the model-based reasoning in the expert system and see for themselves whether they would work or which actions were preferable. However, what users wanted was confirmation that the model-based reasoning was acting in a realistic way to reflect the behaviour of the real supply system. To satisfy this requirement, the system was designed with a large amount of system visibility so that the model-based reasoning and the contents of the model were always accessible to the user.
The Expert System simulates the behaviour of the real supply system using supply system model. The initial state of the supply system model represents a certain state of the real supply system. When the Expert System runs one step forward, the supply system model changes to the state in which the real supply system would be 30 minutes after the previous state represented, taking only seconds for the Expert System to do. The contents of the model are made accessible to the user through a graphical interface representing a schematic of the actual supply system. At each simulated half hour step, the graphical interface reflects the state of the internal supply system model. Each object in the graphical interface gives graphical feedback as to whether it is currently in a normal or abnormal state. In addition, each object can be selected to give a pop-up which shows the condition of that object. For example, the pop-up of a pump shows the size of the pump, whether it is on or off, broken or working, working automatically or having its normal behaviour overridden, 'on-manual'. The user is able to change the state of the supply system through these popups to reflect actions that would be performed on the real supply system.
The accessibility of the dynamic behaviour of the model is achieved through a running commentary about important events that are happening in the supply system model during the simulation, e.g. Reservoir levels dropping too quickly. The choice of what event is important is selected by a knowledge-base developed from domain expertise. In this way, the user is kept informed of the salient behaviour of the supply system model during the simulation without being overloaded by detail of every parameter.
The essence of the system visibility here is that there is a simple graphical representation of the contents of the system model that is open to inspection to reveal the state of the supply system model, and a textual output that gives the user an understanding of the dynamic behaviour of the supply system model. Thus the system model is made visible through the interface. This gives users confidence in the Expert System's advice because the user can ensure that the advice is based on a believable representation of the supply system and its behaviour. What can be generalised from this example to other applications, such as those involving model-based reasoning, is the means for achieving system visibility: the design principles on which the system was made understandable to the user.
EXPLANATIONS IN MMI 2
MMI 2 is a five year research project drawing on 60 man years of effort that started in January 1989 with funding from the CEC under the Esprit initiative 1 . The objective of the project is to develop a highly interactive interface which will allow users to interact with knowledge based systems through co-operative multi-modal dialogues. Users are able to interact with the system by using a command language, natural languages (English, French and Spanish), by mouse gestures, or by graphics with direct manipulation. Advanced dialogue management controls user/system initiative, appropriate response mode, context driven interpretation, etc. The demonstration domain for the interface is local area computer network design and analysis (Wilson et al 1991) .
1 Explanation Generation
RAL have been investigating explanation within the MMI 2 project and relating it more globally to the knowledge requirements for explanation in KBS development. Rich explanation capabilities require more knowledge to be made explicit than that needed for the system to perform its task. The aim of work in MMI 2 is to identify what knowledge is needed for explanation for a specific application and identify a methodology for obtaining it during the knowledge acquisition phase of system development. The work uses KADS as a basis for describing the knowledge-modelling required.
To understand what there is to explain for an application task, it is necessary to look at the tasks that the system and user are performing within the whole application task. The knowledge that the users require to perform their part of the tasks and to understand the results of the system's tasks is the knowledge that the system potentially needs to explain. The word "potentially" is used because user may to a greater or lesser extent already have the knowledge required. Therefore the explanation presented needs to take into account the knowledge already known by the user.
The system's tasks in MMI 2 are: to turn the user's informal requirements into a formal specification of the network; to discover incompleteness in the user's informal requirements; to synthesize a design based on the requirements; and finally to describe the design to the user. The user's tasks are to express their informal requirements for the network to the system; resolve problems if the system cannot change these into a consistent formal specification; to analyse the design to see if it is acceptable; and to find a solution in terms of changes to the requirements if the design is not acceptable. Consequently, the knowledge that the user needs within the whole system-user task in MMI 2 is:
1) The mental model of the problem. Included here is the user's knowledge of the domain and their informal requirements and constraints on their network design problem. (This knowledge is needed for users to be able to describe their requirements; to find a solution to problems in producing the formal specification; and to be able to decide whether the design model is a satisfactory solution).
2) The complete detailed design model resulting from a synthesis operation on the formal specification. Understanding the detailed design model will also involve the user's knowledge of the domain.
3) The system's problem solving strategy used to perform the design. (Needed either to learn how to perform the whole network design task or to be able to find a solution if the design produced is unsatisfactory).
4) The system's interface and the limitations on the dialogue: for successful communication where the system's task relies on information from the user, or vice versa.
Dialogues with the MMI 2 system can be seen to be either performing some subtask within the overall system-user task of designing a network, or providing information to the user as explanation. The purpose of the explanation is to enable the user to understand and perform the subtasks involved in the application. Therefore the knowledge that is to be explained to the user is the knowledge that the user needs for the tasks but does not already have, or knowledge required to correct errors and inconsistencies in the knowledge already possessed by the user.
Currently, the user can obtain a wide variety of explanations about the domain itself and the design model that is created by the system, adding to the knowledge identified in (1) and (2) above. The knowledge is represented explicitly in the Network Design Expert System or in the other components of the interface because the system needs it to perform the design, allowing the user to interrogate the system with respect to the classes and instances of objects in the application domain and the relation between them. The interface also contains meta-knowledge about the application and the interface itself which allows the user to ask questions about the expert system, the interface or the requirements for the problem specification. This provides the user with some of the knowledge identified in (1) and (4). The mechanism by which explanations can be given is the same as by which any input of the user is dealt with in the system, although extra reasoning facilities are needed to amplify the answer into a more cooperative one if it was only going to be "yes" or "no". Some examples of explanations from MMI 2 are given:
For (1) User: What is the task of the system? System: computer network design User: <in Command mode> help bananas System: I am sorry, but "bananas" is unknown to the system.
In order to answer questions about (3), how the system's performs the application task, further knowledge and inference capabilities must be added to the system. The system should be able to help the user understand how a particular design was made, how designs are made in general, and how changing the initial requirements of the network results in different designs. Because of the natural language interface, the user is able to express questions of this nature, e.g. "Why does the design include thick cable?", "How is the backbone designed?", "Do I have to give this requirement now?", and work is on-going in adding these explanation facilities. Here, additions to the Network Design Expert System are needed to make the knowledge more explicit and accessible. This will enable the states reached by the expert system in synthesizing the design, and the process by which transitions between states occur to become available to an explanation generating component that produces an explanation of the design task for the user.
2 Tailored Output: MMI 2
A further aspect of explanation is explored in the MMI 2 system: that of tailoring the generated explanations, as suggested by McKeown (1985) , according to who the user is, what task is being performed and the dialogue context. If explanation can be described as adding to and correcting bodies of knowledge the user has for performing specific tasks, then these bodies of knowledge will not have the same content for all users, they will change throughout the dialogue, and the knowledge needed will be different for different tasks. For these reasons the system's explanations in MMI 2 are tailored by knowledge about the user, the current task and the dialogue context. This knowledge comes from an embedded user-modelling component; a component that detects the user's current task; and a model of the dialogue context respectively.
The overall aim is to tailor the output so that the knowledge being given is pertinent to the current user at this time for the task they are performing. The explanation is then assured to be useful because it is adding to or correcting a body of knowledge that the current user needs to perform a task or to understand a system task. Tailoring of the output occurs in several ways: the system avoids telling the user domain knowledge it believes the user already knows; information that has already been told to the user in the dialogue is told in an abbreviated form on subsequent tellings; different types of user have different levels of detail or content in their explanation; graphical responses that can be shown as tables or graphs are chosen and designed to suit the user's current task and to correspond to the user's preferences and type; system questions are postponed if the user is at the stage of the task where requirements are being given to avoid taking the user's initiative.
GRAPHICAL EXPLANATIONS: PARALFEX
The Paralfex project, a research project conducted by the Knowledge Engineering Group at RAL under the Alvey programme, ran for three years until April 1989. The aims of Paralfex were to develop an effective graphical explanation system, to investigate methods for enhancing the modifiability, extendability and transformability of knowledge bases, and to investigate problem solving strategies.
A Source of Finance Adviser was constructed from existing knowledge acquisition transcripts that advises a user on the feasibility of different sources of finance. The knowledge-base was built on the principle that knowledge should be represented as explicitly as possible-not only heuristics but also strategic, structural and support knowledge (Ringland 1986) . The advantages of analysing the knowledge base in these terms is that the graphical interface can then employ different forms of presentation for different types of knowledge, the user can be given control of the consultation by separating out the control knowledge, and knowledge reuse becomes possible (both within a domain and across domains). For a fuller description see .
The system advises on the feasibility of different sources of finance depending on a number of contributing factors. The users in this case represented a company which was seeking finance. The users were not interested in an explanation about the system's use of strategic knowledge -they were not trying to learn how to do the task that the system was performing. The explanation they wanted was about how other conclusions could have been reached. The reason for this was that some of the user's figures represented preferences rather than actual values and so they wanted to see what effect changing such value would have on the options for finance possible to them (Lambert and Ringland, 1986) . Their question might include:
"Would the option be viable if this figure was altered?" "What was the constraining factor in ruling out this option?" "Why are current assets relevant here?"
The system decides between six options representing different sources of finance. At any time, the relative merit of each of the options is represented as a probability figure. To show the user a comparison of the current values of the different options, a "probability meter" is displayed for each option, giving a marker between 0 and 1 representing the probability value of an option. As the consultation proceeds, the probability values are updated. Thus some of the users questions are answered because they can see at a glance which options are looking promising and which are not.
To answer hypothetical questions about what factors need to change in order to make an option viable, the user can expand the probability meter to show how the contributing factors lead to the probability value. The expanded display takes the form of a second rank of meters showing the beliefs in the assertions corresponding to the contributing factors. The user can see which one is constraining the belief in the option as a whole. The contributing factors can themselves be expanded to show the assertions or numerical quantities on which they depend. To show how changing a value affects the system, the user can enter a new value and watch it propagate through the part of the net on display, changing the system's relative belief in assertions. These graphical responses can be seen as an example of system visibility, allowing the user to understand the structural knowledge of the knowledge base: the nature of the entities in the knowledge-base and the existence and significance of links between them as described by Clancey (1983) .
To explain the dependency of an option on a contributing factor, each time a quantity is expanded to show what it depends upon, a textual explanation is displayed, explaining the relationship. The knowledge made visible here is the domain knowledge on which the relationships between the entities in the knowledge-base is based. Finally, justifications and typical values of the domain knowledge can be shown graphically and textually, making support knowledge (which justifies the domain knowledge) visible to the user.
The purpose of explanation in this application was identified as being to allow users to understand how different conclusions could have been reached. To fulfil this purpose, the graphical representation of the system's state and reasoning implicitly anticipates and answers the questions of interest to the user without the user having to explicitly formulate the questions. The interface helps the user not just understand why the system's conclusion was reached, but also answer hypothetical questions about how other conclusions may be reached. Explanation is achieved by system visibility through graphical and textual representations of both the static and dynamic aspects of the knowledge-base. This requires knowledge to be made explicit in the knowledge base and for it to be structured, and for the graphical and textual representation of the knowledge to reflect that structure.
INTERACTIVE SELF-EXPLANATION ENGINE: I-SEE
I-SEE is a project that will be starting in 1992 with funding from the CEC under the ESPRIT initiative 1 . The goal of the project is to develop foundations on which "SelfExplaining Systems" may be built. The idea behind such systems is to make their reasoning and output understandable to their users. I-SEE will be applicable to various domains and various markets, but will be initially applied to two visible and self-explaining systems; a sewage plant monitoring system and a pollution monitoring system, and also create generic tools to build such systems.
I-SEE will concentrate on the two aspects of making systems understandable to users discussed above: visibility and explanation. Visibility will relate to the system design, the user interface, the relation between the interface and the system design, and user-support facilities such as help facilities and on-line access to information about the system. Explanation will include both dynamic explanation generation and tailoring of the system output according to the current user, and the user's task, taking note of the purpose of explanation for the application. It will therefore attempt to include all of the aspects of explanation mentioned above in order to provide rich self-explaining systems. In doing so, the distinction between general principles required for all applications and specific application-dependent features will be clarified.
CONCLUSIONS
Several systems have been described which try to provide explanations for three of the four purposes identified in the introduction:
(1) The Water Distribution Expert System justified the system's conclusions to the user via the visibility of the model-based reasoning.
(2) The MMI 2 demonstrator tries to help different types of users understand more about Computer Network design and aims to explain how the design task is performed, through explanation generation and tailoring of the explanations produced.
(3) The Source of Finance Adviser allows the user to discover how changes in conditions produce different conclusions through system visibility of the changing contents of the knowledge-base as the consultation proceeds, and through pre-stored explanations of domain and support knowledge.
The fourth reason for explanation: to allow knowledge engineers to understand the reasoning of a system is already provided in many expert system shells through rule-tracing. A good example of explanation of this type through system visibility and explanation generation is the Transparent Rule Interpreter described by Domingue (1988) .
The case studies described have illustrated that successful designing of explanation capabilities for a given application rely on first knowing the purpose of explanation for this users of the application. Knowing this will elucidate which aspect of the knowledge-based system needs to be made understandable to the user. Explanation cannot be achieved without an explicit representation of that aspect. If explanation is to be achieved through system visibility, the relevant aspect of the system is simply made accessible to the user. Where explanation is achieved through generating an explanation, knowledge about this aspect is required, such as what the function of it is, what relations it holds with other knowledge, what role it played in the system's conclusion, etc. This meta-knowledge is used in generating the explanation. For both of these types of explanation the knowledgebase requires explicitness and structure, but for explanation generation further knowledge is required than that needed to reach the system's conclusion. In other words, meta-knowledge of some aspect of the application. The knowledge needed in order to be able to tailor explanations for the current user, or the current task again needs knowledge in addition to that required for the system to reach its conclusion. Here the knowledge required is about the end-users of the system and about the reasons they require explanation and needs to be acquired during system development.
There is a great deal of generality in the concept of system visibility since it is achieved through design principles and so can be applied to many applications, although the instantiation of the design and the user interfaces through which it is accessed will be application-dependent. Explanation generation and tailoring of explanations is more applicationdependent because further knowledge is required in addition to that used for the application task. However, what can be made general is the method by which explanations are generated or tailored. A further advance would be to develop a methodology for identifying the additional knowledge required for explanation during system development.
