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BEKÖSZÖNTŐ 
1975-től kezdődően a Magyar Tudományos Akadémia Matematikai és Fizikai 
Tudományok Osztályának Közleményei c. folyóirat megszűnik és helyébe az Alkal-
mazott Matematikai Lapok c. folyóirat lép, melynek első füzete az olvasó előtt 
fekszik. 
A matematika alkalmazásaival foglalkozó szakemberek számára hosszú éve-
ken át nem volt hazai publikációs fórum. Elsősorban ez a tény vetette fel az említett 
változás szükségességét. Sem a matematika elméleti területeit, sem pedig a fizikát 
nem éri károsodás, hiszen a Bolyai János Matematikai Társulat által kiadott Mate-
matikai Lapok és az Eötvös Loránd Fizikai Társulat által kiadott Fizikai Szemle 
alkalmasak a most kimaradó magyar nyelvű cikkek befogadására. 
Összesen nyolc tudományos jellegű magyar nyelvű matematikai folyóirat mű-
ködött eddig : a most megszűnő Osztályközlemények és három jogelődje, továbbá 
a már említett Matematikai Lapok (1950—) és jogelődje, az Eötvös Loránd Mate-
matikai és Fizikai Társulat által kiadott Matematikai és Fizikai Lapok (1892—1943); 
az anyagi problémák miatt rövidéletű Műegyetemi Lapok (1876—1878), végül az 
MTA Alkalmazott Matematikai Intézetének (1956-tól Matematikai Kutató Intézeté-
nek) Közleményei (1952—1964). Legutóbb ez a folyóirat teremtett publikációs lehe-
tőséget országos viszonylatban az alkalmazási cikkek számára, bár a Matematikai 
Lapok is szívesen fogadott ilyen jellegű dolgozatokat. 
Sem régebben, sem ma, tudományos kutató nem támaszkodhatott csupán a 
magyar nyelv ismeretére. Szükségtelen indokolni a világnyelveken megjelenő szak-
irodalom követésének fontosságát. Az is igaz, hogy jelentős tudományos eredményein-
ket publikálnunk kell valamely világnyelven is, mert azok csak így válnak ismertté. 
Ám a hazai tudományos élet és gyakorlat szempontjából a magyar nyelvű publiká-
lásnak is igen nagy jelentősége van. Különösen áll ez az alkalmazott tudományok 
esetében. Az oktatás szempontjából is igen fontos szerepe van a magyar nyelvű 
szakirodalomnak, hiszen ezekben a könyvekben, cikkekben lát napvilágot, formáló-
dik a magyar szaknyelv. Folyóiratunk egyik fontos célkitűzése a modern alkalma-
zott matematikai tudományágakban az egységes magyar terminológia kialakítása. 
Az „alkalmazott matematika" vagy „a matematika alkalmazásai" elnevezések 
a matematika egy részének a meghatározására szolgálnak. Azoknak a matematikai 
tudományágaknak a gyűjtőnevei, amelyek elsősorban a gyakorlatban, vagy más 
tudományokban közvetlenül felhasználható ismereteket tartalmaznak. A szerkesztő 
bizottság szívesen fogad valószínűségelméleti, matematikai statisztikai, operáció-
kutatási, számítástudományi jellegű és a numerikus módszerek körébe vágó cikke-
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ket. A cikkeknek új tudományos eredményt kell tartalmazniuk. Bár elsősorban a 
matematikai szempontból is új eredményt hozó dolgozatok közlésére törekszünk, 
olyan cikkeket is elfogadunk, amelyek nem új, de színvonalas matematikai apparátus 
újszerű és jelentős alkalmazását mutatják be. Új tudományos eredménynek tekint-
hető számítógépes programok közlése is fontos feladataink közé tartozik. 
A szerkesztő bizottság azt kívánja, hogy a magyar alkalmazott matematikusok 
— bárhol legyen is a munkahelyük — magukénak érezzék ezt az új folyóiratot, 
támogassák munkánkat és törekvéseinket közös ügyünk felvirágoztatása érdekében. 
Szerkesztő Bizottság 
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A STABIL elnevezésű sztohasztikus programozási modell az (1.1) modell, melyben valószí-
nűségi és további determinisztikus feltételek mellett minimalizálunk egy lineáris vagy nemlineáris 
célfüggvényt. A dolgozatban e modelltípus speciális esetével foglalkozunk, amikor a gx, gm + M,f 
függvények lineárisak. A modellt alkalmazzuk a magyar villamosenergia-ipar negyedik ötéves ter-
vére olyan értelemben, hogy a negyedik ötéves terv megfelelő determinisztikus ágazati modelljéből 
indultunk ki, ennek alapján konstruáltunk egy sztohasztikus programozási modellt. Az alkalmazás 
kísérleti jellegű, minthogy a modell megalkotása és a számitások a már folyamatban levő negyedik 
ötéves tervre vonatkoznak, a tényleges gyakorlati alkalmazásra tehát már nem gondolhattunk. 
A dolgozatban részletesen leírjuk a modellt, a megoldó algoritmust, ismertetjük a számítógépes 
programrendszert, a modell paramétereit és a számítási eredményeket. Igen érdekes jelenségnek 
tekinthető, hogy a determinisztikus alapmodell és a megfelelő STABIL modell esetén az optimum-
értékek között nincs lényeges eltérés, de más optimális megoldások adódnak. A determinisztikus 
alapmodell optimális megoldásának valószínűségi (megbízhatósági) szintje azonban igen alacsony, 
a STABIL optimális megoldásé pedig megfelelően nagy. E jelenség feltárása a numerikus példát 
az alkalmazási jellegétől függetlenül is érdekessé teszi. 
Ebben a dolgozatban részletes leírását adjuk a STABIL elnevezésű valószínű-
séggel korlátozott sztohasztikus programozási modellnek, melynek megfogalmazását, 
továbbá elméletének és megoldó algoritmusának a leírását a [4], [5], [8] dolgozatok 
tartalmazzák tömörebb formában, továbbá alkalmazzuk a modellt a magyar villa-
mosenergia-ipar ötéves tervére a negyedik ötéves terv keretein belül. A negyedik 
ötéves terv lineáris programozási modelljének a leírása az [1], [3] művekben talál-
ható meg. 
A modell STABIL elnevezését ebben a dolgozatban vezetjük be. A szó nem rövi-
dítés, hanem csupán név, melynek megválasztása összefügg azzal, hogy a szóban 
forgó modell valószínűséggel korlátozott feltételt tartalmaz, tehát a modellált rend-
szer működési megbízhatóságára előírt (a gyakorlatban l-hez közeli) szintet kí-
vánunk meg. 
A dolgozatban röviden ismertetjük a modellt jelentő feladat megoldó algorit-
musának számítógépes programrendszerét is. A részletek iránt érdeklődő olvasó 
bővebb információt szerezhet a [2] dolgozatból. 
Modellünk alkalmazása azért kísérleti, mert egyrészt a már megvalósulás folya-
matában levő negyedik ötéves tervből kivett villamosenergia-ipari ágazati deter-
minisztikus modellt vettük alapul a sztohasztikus programozási modell megalkotása-
kor, tehát az eredmények gyakorlati alkalmazására már nem lehetett gondolni, más-
részt a modellben szereplő valószínűségi változók eloszlásával kapcsolatos múlt-
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beli információk hiányosak és így az eloszlás megadása részben szubjektív meg-
fontolások alapján történt. 
Az alkalmazott STABIL elnevezésű sztohasztikus programozási modell az alább 
megfogalmazott 
G(x) = f(g,(x) a i = 1, tri)
 s p, 
(1.1) gt(x) ^ bi, i = m + 1, ..., m + M, 
min / (x ) 
modell speciális esete, amikor a gy, ...,gm+M,f függvények lineárisak. A modell-
ben a ..., valószínűségi változók együttes eloszlása folytonos és az együttes 
sűrűségfüggvény az egész téren logaritmikusan konkáv. Esetünkben nem elfajult 
normális együttes eloszlásról van szó, mely az előbbi tulajdonságú. Az (1.1) modell-
ben p rögzített valószínűség, 0 < / ? < l , melynek megválasztása tőlünk függ és melyet 
a gyakorlati felhasználáskor célszerű l-hez közelinek választani. A villamosenergia-
ipari feladatban p értéke 0,9, illetve 0,95. Ami az egyéb méreteket illeti, az említett 
feladatban m = 4, M=106, ahol a (7.5) alatt felsorolt egyedi korlátok és nemnegati-
vitási feltételek is szerepelnek, végül x komponenseinek a száma 46. 
Azt a determinisztikus modellt, amelyre támaszkodva egy sztohasztikus progra-
mozási modellt megfogalmazunk, determinisztikus alapmodellnek nevezzük. Az 
(1.1) feladatot az alábbi 
gi(x) S bi, i'=l, ...,m, 
(1.2) g;(x) £ i = m + 1 , ..., m + M, 
min/(x) 
alapfeladatra támaszkodva alkottuk meg. Az (1.2) feladatban az első sor egyenlőt-
lenségeiben a jobb oldalakon álló mennyiségeket valószínűségi változóknak tekin-
tettük. A gyakorlati modellalkotás során gyakran előfordul, hogy valószínűségi 
változókat várható értékeikkel helyettesítik. Ilyen esetekben a sztohasztikus modell 
konstruálásakor a várható értékek már adottak. Az ebben a dolgozatban tárgyalandó 
közgazdasági probléma determinisztikus alapmodelljét az említett elvnek megfe-
lelően konstruálták. Ezt figyelembe véve a jobb oldalakra kerülő valószínűségi 
változókat 
bi + Grfi, i=l,...,m 
alakba írjuk, ahol 
(1.3) £0?,) = 0, i=\,...,m. 
Feltehetjük még, hogy 
(1.4) D(ß,)= 1, i = 1, ..., m, 
ahol D a szórás jele. 
Az E szimbólum a várható érték jele. A dolgozatban az (1.1) modell egy spe-
ciális esetének numerikus megoldásával foglalkozunk. Ez a speciális modell az 
(1.1) modellből oly módon származik, hogy a ...,gm + M , / függvények lineari-
tását figyelembe vesszük. Az alábbi jelöléseket alkalmazzuk 
gi(x) = a ; 'x, i = l , . . . , m + M, 
(1.5) 
/ ( x ) = c 'x . 
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A dolgozatban szereplő matematikai modell és a megoldó matematikai algo-
ritmusok PRÉKOPA A N D R Á S munkái. A többdimenziós normális eloszlás eloszlás-
függvényének kiszámítási módját D E Á K ISTVÁN adta meg. Ő készítette a feladat 
megoldásának programrendszerét is — a K É R I GERZSONÍÓI származó lineáris progra-
mozási rutin kivételével — továbbá ő végezte a numerikus számításokat is. A deter-
minisztikus alapmodellt, az ehhez tartozó adatokat, továbbá a sztohasztikus progra-
mozási modellben szereplő valószínűségi változók jelemző adatait G A N C Z E R SÁNDOR 
és PATYI KÁROLY bocsátották rendelkezésre. A sztohasztikus programozási modell-
nek a villamosenergiaiparra való alkalmazása, tehát a modell illesztése a dolgozat 
szerzőinek közös munkája. 
2. A sztohasztikus programozási modell részletes tárgyalása 
A STABIL modellnek az a speciális esete, amelynek a numerikus megoldásával 
foglalkozunk, a következő: 
G(x) = P — (я-x-bi) S ßi, i = 1, 0"; 
(2.1) a /xSő, - , i — m+\, ...,m +M, 
minc'x, 
ahol xeR". 
Az [5], [6] dolgozatokban PRÉKOPA A N D R Á S bebizonyította, hogy ha a ß1, ..., ßm  
valószínűségi változók együttes eloszlása folytonos és az együttes sűrűségfüggvény 
(2.2) r ö W , z £Rm 
alakú, ahol Q(z) az egész téren értelmezett konvex függvény, mely a értéket 
is felveheti, akkor G(x) logaritmikusan konkáv az egész R" téren. Modellünkben 
feltételezzük, hogy a ß1,...,ßm valószínűségi változók együttes eloszlása nem 
elfajult normális eloszlás. Együttes sűrűségfüggvényük ekkor a következő alakú: 
(2.3) Î — = г е - ^ ' с ~ 1 г , z £Rm, 
(2n)ml2 J/|C| 
ahol а С mátrix valószínűségi változóinak korreláció mátrixa, 
(2.4) cik = E(ßißk), i, к = ..., m. 
Minthogy az eloszlás nem elfajult, С pozitív définit mátrix. Ebből következik, hogy 
C - 1 is pozitív définit és így a 
( 2 . 5 ) Z C ^ Z 
függvény (jól ismert tétel szerint) szigorúan konkáv az egész Rm téren. A (2.3) együttes 
sűrűségfüggvénnyel bíró ßk, ..., ßm valószínűségi változók esetén tehát a G(x) függ-
vény logaritmikusan konkáv az egész Rm téren, azaz tetszőleges x 1 ; x,£ R" vektorpár 
és tetszőleges 0 < Á < 1 esetén fennáll a 
(2.6) G(lx 1 + (1 — Д)х2) £ [G(Xl)Y [ G ( x 2 ) ] ^ 
egyenlőtlenség. Minthogy G(x)>0 minden x f R " esetén, ebből következik, hogy 
log G(x) az egész R" téren végesértékű konkáv függvény. 
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A (2.1) feladat megoldó algoritmusa 
A (2.1) feladat első feltételében szereplő függvény kvázikonkáv. A feladat meg-
oldására minden olyan nemlineáris programozási módszer alkalmas, mely konver-
gens lineáris célfüggvény és kvázikonkáv feltételi függvények esetén. A [4], [5], [7] 
dolgozatokban PRÉKOPÁ bebizonyította, hogy Z O U T E N D I J K egyik „megengedett 
irányok" elnevezésű módszere, az ún. P2 módszer [9, 74. old.] ilyen tulajdonságú 
bizonyos regularitási feltételek teljesülése esetén. Mielőtt a (2.1) feladat megoldó 
módszerét ismertetnénk, leírjuk, hogyan működik a már említett Zoutendijk-féle 
módszer az alábbi feladat esetén 
G(x) é p , 
(2.7) a , ' x é i , / £ / , 
min / (x) , 
ahol a G és az / függvényeket nem specializáljuk az (1.1), (1.5) képleteknek meg-
felelően, hanem ezek az R" téren értelmezett, mindegyik változójuk szerint differen-
ciálható függvények. Feltesszük még, hogy a lineáris feltételek által meghatározott 
halmaz nem üres és korlátos. 
Kiindulunk egy tetszőleges olyan x1 vektorból, mely eleget tesz a (2.7) feladat 
feltételeinek. Ezután indukcióval értelmezzük az egymás után következő iterációkat. 
Tegyük fel, hogy az x1 ; ...,xk vektorokat már meghatároztuk. A következő, k + 1 -
edik iterációban meghatározzuk az x k + 1 vektort. Az iteráció két részből áll. Az első 
részben megoldjuk az alábbi, ún. iránykereső feladatot: 
G (x*) + VG (x,) [ x - x J + D y é p , 
(2.8) a , ' x s f t , . i£7, 
V/(x,) [ x - x j s p , 
miny, 
ahol 9 tetszőleges, de az egész eljárás alatt rögzített pozitív szám. A (2.8) lineáris 
programozási feladat változóinak száma n +1, minthogy az x vektor n-komponensű, 
továbbá y is a változók közé tartozik. A (2.8) feladat feltételeinek eleget tevő vektor 
mindig létezik, ugyanis ilyen pl. az x=xk, y = 0 komponensekkel bíró 7?" + 1-beli 
vektor. Mivel x csak egy korlátos halmazban változhat, az y-nal egyenlő célfügg-
vény alulról korlátos, tehát a feladatnak van véges optimuma. Jelölje yopt a (2.8) 
feladat optimum értékét. Ha yopt = 0, akkor az eljárás végetér. Ha yop, ^ 0 , azaz jelen 
esetben Уор^О, akkor rátérünk a k+ 1-edik iteráció második részére, a lépéshossz 
meghatározására. Jelölje x* a (2.8) feladat egy tetszőleges optimális megoldását. 
Ezután mimimalizáljuk а к változó 
(2.9) / ( x t + l [ x * - x j ) 
függvényét azoknak а к számoknak a halmazán, amelyekre teljesül, hogy À50 és 
az x t + Í[x£— x t] vektor eleget tesz a (2.7) feladat feltételeinek. Igen általános felté-
telek mellett ez a minimum eléretik valamely к esetén. Jelölje ezt kk. Ezek után x t + 1 
értelmezése a következő 
(2.10) x t + 1 = xK + ; . J x * - x J . 
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A (2.1) feladat megoldása két fázisban. 
A tárgyalandó két fázis közül a másodikban a (2.1) feladatot oldjuk meg, fel-
téve, hogy ismerünk egy a feltételeknek eleget tevő xx vektort. Az első fázisban cé-
lunk ilyen xx vektor keresése. 
A második fázisban figyelembe vesszük a G függvény jelentését és azt, hogy 
/ az (1.5) alatti lineáris függvény. A G függvény gradiensével a következő szakasz-
ban foglalkozunk részletesebben. Az / függvény gradiense minden x esetén c', ezt 
(2.8)-ban figyelembe vesszük. A (2.9) függvény nem más, mint 
(2.11) с ' (х*+Я[х*-х 4]) , 
melyet a (2.1) feladat feltételei által meghatározott x vektorok halmazának korlá-
tos és konvex volta miatt egy zárt intervallumon kell minimalizálnunk. Minthogy az 
_vopt < 0 esetről van szó, következik, hogy c 'x£<c 'x t . Eszerint xj* т±хк, amiből követ-
kezik, hogy а Л számok O ^ l s l feltételnek eleget tevő halmaza része az előbb 
említett zárt intervallumnak, tehát ez az intervallum nem elfajult. A minimum az 
intervallum pozitív értékhez tartozó végpontjában valósul meg. Könnyű belátni, 
hogy az x t + 1 vektor a feladat feltételei által meghatározott halmaz határpontja. 
Eszerint x 2 ,x 3 , ... mind határpont. 
Az első fázisban olyan xx vektort keresünk, mely eleget tesz a (2.1) feladat fel-
tételeinek. Ugyanazt a módszert alkalmazzuk, mint amelyet a (2.7) feladat meg-
oldására leírtunk, most azonban a (2.1) feladat G függvényét maximalizáljuk a (2.1) 
feladat lineáris feltételei mellett. Ez a (2.7) feladat speciális esetének fogható fel. 
Az így értelmezett 
(2.12) a . ' x s s ü ; , i e l , 
max G(x) 
feladatra, illetve a vele ekvivalens 
(2.13) a / x S r bi, / € / , 
min {— G(x)} 
feladatra az eljárás iterációit addig folytatjuk, míg olyan xx vektor adódik, melyre 
teljesül a 
(2.14) G i x ^ ^ p 
egyenlőtlenség. Ez az x t alkalmas a (2.1) feladat induló megoldásának. Ami a (2.13) 
feladatra alkalmazott eljárást illeti, ez a következőképpen foglalható össze. Ki-
indulunk egy olyan z1 vektorból, mely eleget tesz a (2.13) feladat feltételeinek. Ilyen 
z1 vektort lineáris programozással könnyen találhatunk. Ha már meghatároztuk 
a z1 ; ..., zk vektorokat, akkor zk+1 meghatározásához tekintjük az alábbi irány-
kereső feladatot 
a - z s : bt, 
(2.15) -G(zk) + V[-G(zk)][z-zk]^ y, 
min y, 
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mely nyilván ekvivalens az alábbi feladattal 
a,'z ^ bb 
(2.16) 
min { - V G ( z k ) [ z - z k ] } . 
A leállási szabályt és a lépéshossz megállapításának módját a (2.7) feladattal kap-
csolatban már elmondtuk. Az első fázisban alkalmazott módszer végeredményben 
a közönséges gradiens módszer. 
3. Az eljárás konvergenciája 
Mint említettük, a [4], [5], [7] dolgozatokban foglalkoztunk a (2.7) feladatra 
vonatkozólag megadott algoritmus konvergenciájával. Az idézett művek fő tételét 
megismételjük az eredetinél gyengébb, de mostani céljainknak mégis megfelelő 
formában. Ez az alábbi tétel. 
3.1. TÉTEL. Tegyük fel, hogy teljesülnek A következő feltételek. 
I. A G és az / függvények az egész R" téren értelmezett és folytonos gradiens-
sel bíró függvények. 
II. A G függvény kvázikonkáv, az / függvény pedig konvex az egész téren. 
III. A K = {х\л\х^Ъ
ь
 i£l} halmaz nem üres és korlátos. 
IV. Ha valamely, a feladat feltételeinek eleget tevő x vektor esetén G(x)=p, 
akkor található olyan, a feltételeknek szintén eleget tevő y vektor, melyre teljesül a 
(3.1) V G ( x ) [ y - x ] > 0 
egyenlőtlenség. 
Ha az eljárás véges és xN az utolsó vektor, akkor 
(3.2) f(xN) = min / ( x ) ; 
x € L 
ha az xx , x2, ... sorozat végtelen, akkor 
(3.3) lim f (x k ) = min/(x), 
ahol L a (2.1) feladat feltételeinek eleget tevő x vektorok halmaza. 
A 3.1. tételre támaszkodva bebizonyíthatjuk a (2.1) feladat megoldó algoritmu-
sának konvergenciáját. Külön tételt mondunk ki mind az első, mind a második 
fázisra vonatkozólag. Nyilvánvaló, hogy az első fázisnak véges sok lépésben véget 
kell érnie, míg a második fázisban megelégszünk a konvergenciával. Előbb a második 
fázis konvergenciájával foglalkozunk, erre vonatkozik az alábbi tétel. 
3.2. TÉTEL. A (2.1) feladattal kapcsolatban eddig tett feltevéseken kívül tegyük 
még fel, hogy van olyan y £L vektor, melyre 
(3.4) G ( y ) > p . 
Ekkor a feladatot megoldó eljárás második fázisa vagy véges és az utolsó 
xN vektorral teljesül a (3.2) reláció, vagy végtelen és teljesül a (3.3) reláció. L to-
vábbra is a feladat feltételi egyenlőtlenségeinek eleget tevő vektorok halmazát jelenti. 
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Bizonyítás. Azt kell belátnunk, hogy teljesülnek a 3.1. tétel I—IV. feltételei. 
Az I., II. feltételek triviálisan teljesülnek. A III. feltételt a (2.1) feladatra korábban 
már bevezettük. Egyedül a IV. feltétel teljesülését kell tehát ellenőriznünk. Indirekt 
úton járunk el. Feltesszük, hogy van olyan x f L , melyre G(x)=p és minden y f D 
esetén 
(3.5) V G ( x ) [ y - x ] s O . 
A log G függvény az egész téren véges értékű és konkáv. Következik tehát, hogy 
minden y£Rn esetén fennáll az alábbi egyenlőtlenség 
(3.6) log G(y) - log G(x) ä V log G(x) [ y - x ] = J — VG(x) [y - x]. 
Ha yÇL, akkor mivel G(x)>0, (3.5) figyelembevételével az adódik, hogy 
(3.7) G(y) s G(x) = p. 
Ellentmondásra jutottunk; van tehát olyan yÇL, melyre teljesül a (3.1) egyenlőt-
lenség. Ezzel a tételt bebizonyítottuk. 
Az első fázis végességével kapcsolatos állításunkat az alábbi tételben foglal-
juk össze. 
3 . 3 . T É T E L . A ( 2 . 1 ) feladattal kapcsolatban eddig tett feltevéseken kívül tegyük 
még fel, hogy van olyan Y£K vektor, melyre teljesül a (3.4) egyenlőtlenség. Ekkor 
tetszőleges zk£K vektorból kiindulva véges sok lépéssel eljutunk egy olyan vektor-
hoz, mely eleme az L halmaznak. 
Bizonyítás. Alz első fázis módszere a klasszikus gradiens módszer, hivatkozhat-
nánk tehát az azzal kapcsolatos konvergencia tételre. Az egységes tárgyalás érdekében 
mégis a 3.1. tételre hivatkozunk. A 3.1. tételből azonnal következik, hogy ha az első 
fázis módszerét nem a (2.13), hanem a 
(3.8) a/z г <Е/, 
min {—log G(z)} 
feladatra alkalmazzuk, akkor a nyert z1, z2, ... sorozat vagy véges és az utolsó 
z vektor minimalizálja a (3.8) feladat célfüggvényét, vagy fennáll a 
(3.9) lim { - l o g G(zk)} = min { - l o g G(z)} 
ZÍK 
reláció. A (3.8) feladathoz tartozó, (2.16) típusú feladat a következő 
(3.10) 
m i n
 { ~ G ( b v G ( z * ) [ z - z 4 -
A (3.9), (3.10) feladatok célfüggvényei csak egy pozitív konstans szorzóban külön-
böznek egymástól, az optimális megoldások halmazai tehát azonosak. Ugyanez 
vonatkozik a k-adik iteráció második részére is, amikor a lépéshosszt állapítjuk meg, 
hiszen mindegy, hogy a — G, vagy a —log G függvényt minimalizáljuk. Ha tehát 
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a (2.13) feladatra alkalmazott eljárással származtatunk egy zlt z2, ... sorozatot, 
ez alkalmas sorozat a (3.8) feladatra alkalmazott eljárás szempontjából is és így 
véges sorozat esetén az utolsó zT vektor minimalizálja a — log G, tehát egyben a — G 
függvényt, végtelen sorozat esetén pedig (3.9) figyelembevételével azt kapjuk, hogy 
(3.11) lim {-G(zk)} = min { - l o g G (z)}. 
Mivel van olyan y m e l y r e teljesül a G(y)>p egyenlőtlenség, az eljárás során véges 
sok lépéssel eljutunk olyan vektorhoz, mely eleme az L halmaznak. Ezzel a tételt 
bebizonyítottuk. 
4. A nemlineáris feltételi függvény gradiensének meghatározása 
A (2.1) feladat megoldó algoritmusának mind az első, mind a második fázisá-
ban szükségünk van a G(x) függvény gradiensének értékeire. Ezenkívül természe-
tesen szükségünk van függvényértékekre is, ez utóbbiak meghatározási módjára 
a 6. szakaszban még visszatérünk. Most azt mutatjuk meg, hogy ugyanaz a mód-
szer, amelyet G(x) kiszámításakor alkalmazunk, lényegében alkalmas VG(x) ki-
számítására is. Míg azonban G(x) kis kiszámításához az w-dimenziós normális elosz-
lás eloszlásfüggvényének értékét kell meghatározni adott helyen és adott paramé-
terek esetén, addig VG(x) kiszámításához az m-i-dimenziós normális eloszlás 
eloszlásfüggvényének bizonyos értékei szükségesek. 
Jelölje cp(z; С) a (2.3) sűrűségfüggvényt és Ф(г; С) az ehhez tartozó eloszlás-
függvényt. Vezessük be továbbá a következő jelöléseket: 
Li(x) = — (a- x-bt), i = 1, ..., m, G; 
(4.1) 
L(x) — 
A ( x ) 
U m ( x ) J 
A G(x) függvény a következő alakba írható: 
(4.2) G(x) = Ф(Ь(х);С). 
A valószínűségelméletből ismeretes, hogy ha F{z) = F{z1, ..., z,„) egy i?m-beli 
folytonos eloszlás eloszlásfüggvénye, mely együttes eloszlásfüggvénye а £i, •••,£« 
valószínűségi változóknak, akkor a Ç2, ..., Çm valószínűségi változók F(z2, ..., zm\zß) 
szimbólummal jelölt I,1=z1 feltétel melletti feltételes eloszlásfüggvénye és az F 
függvény z, szerinti parciális deriváltja között fennáll a 
(4.3) ..., zm)  
dz-. = F(Z2, ..., zm |z1)/,(c1) 
egyenlőség, ahol /j(z) a valószínűségi változó sűrűségfüggvénye. Hasonló egyenlő-
ség áll fenn a többi változó szerinti deriváltra. A (4.3) formulát a 0(z : C) eloszlás-
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függvényre alkalmazva, azt kapjuk, hogy 
дФ(z; C) (4.4) 
dzx 
= <P(z2, .... zmIZi)tp(zj), 
ahol tp(z) a standard normális eloszlás sűrűségfüggvénye, ismeretes, hogy 
(4.5) Ф(г2, ...,zm\zx) = Ф 
z2 ^ г 7 ! 
i T - r'1 
' 12 V 1 -rl 
ahol az S(1) korrelációmátrix a következő elemekből áll: 
„ni rlk-rara (4.6) 
l ' l - ^ l - r i , 
i, £ = 2, ..., m. 
Hasonló formulák írhatók fel abban az esetben, amikor zx szerepét z2, ..., zm vala-
melyike veszi át. A megfelelő korreláció mátrixokat S(2), . . . ,S ( m ) jelölik. 
Az a l5 ..., am vektorok komponenseire is célszerű jelölést bevezetni. Az а,-
vektor komponenseit jelöljék rendre az an, aj2, ..., ajn szimbólumok, j= 1, ...,m. 
Ezek után felírjuk VG(x) kifejezését. A kellemetlen jelölés elkerülése céljából 
e vektor komponenseit adjuk meg és nem foglaljuk össze ezeket vektor formájában. 
E komponensek a következők 
Ф 
Lo (x) —r12Z.1(x) 
( Lx(x) rmlLm(x) Lm_1(x) — rmim_1Lm(x) _ 0(m)) n . aml 
(4.7) 
Ф 
+ Ф 
L 2 ( X ) - / - 1 2 L 1 ( X ) 
Lj (x)~rmlLJx) 
Lm(x) — r 1,„L1(x) 
( T - r2 ' lm 
; S(1) 
ai 
Lm-\(x) — rm ,„_lLm(x) 
f l - ^ m , « - ! 
; S(m) cp{Lm(x))S 
A </? függvény értékeinek numerikus meghatározása nem jelent problémát. Vég-
eredményben tehát ugyanaz az eloszlásfüggvény értékét számító módszer alkalmaz-
ható G(x) és VG(x) meghatározására. 
5. A közgazdasági probléma megfogalmazása 
A negyedik ötéves terv tervezési módszereként az ОТ Tervgazdasági Intézete 
egy nagyméretű lineáris programozási modellt alkotott meg. A modell naturális és 
értékbeli mennyiségeket egyaránt tartalmaz. Ebből a nagyméretű, egyébként ágazatok 
szerint dekomponált struktúrájú modellből kiragadtuk a villamosenergia-ipari ágazat-
hoz tartozó változókat, központi és szektorfeltételeket és ezekből megalkottunk 
egy lineáris programozási feladatot, melyben a célfüggvény értéke a nyereséget 
jelenti és ezt kell maximalizálni. A többi ágazatról közben feltételeztük, hogy azok 
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rögzített állapotban vannak. A modell kialakításakor szerepet játszottak a villamos-
energia-ipar sajátosságai: hosszúak a beruházási átfutási idők, a tüzelőanyagok 
helyettesíthetők stb. A modell változói között vannak a termelés a már meglevő 
kapacitáson, a tervidőszak közben elkészülő létesítmények termelései, különbséget 
téve a felhasznált tüzelőanyagfajták között, a villamosenergia importja, exportja, 
külön a szocialista és külön a tőkés viszonylatban, az új erőművekhez kap-
csolódó fejlesztési változók, a beruházások finanszírozásához szükséges pénzügyi 
eszközöket figyelembe vevő változók. A korlátozó feltételek között szerepelnek a lét-
szám felhasználásra és a beruházási megkötöttségekre vonatkozó feltételek, a hitel, 
a deviza, a költségvetési lehetőségek feltételei, valamint a villamosenergia igénye-
ket kifejező feltételek. 
A modell számszerűsítését a már említett nagy modell adatai alapján végez-
tük, amelyeket egyrészt a koordinációs tervszámítások, másrészt a hivatalos 
statisztikák felhasználásával határoztak meg. Minthogy a tervmutatók előrejelzésen 
alapulnak, bizonytalanságot hordoznak (ehhez a bizonytalansághoz képest a sta-
tisztikai adatok bizonytalansága véleményünk szerint elhanyagolható), ez indokolta 
a sztohasztikus programozási modell megalkotását. Közgazdasági tartalmuk ana-
lizálása után a determinisztikus alapmodell négy feltételét tekintettük sztohasztikus 
feltételnek, tehát a (2.1) modellben m=4. 
Az alábbiakban körvonalazzuk a sztohasztikusnak tekintett feltételek eredeti, 
determinisztikus modellbeli tartalmát és a négy jobb oldal jelentését. A b1 jobboldali 
érték a tervezett negatív szaldót (egyenleget) jelenti, a megfelelő feltétel pedig azt 
írja elő, hogy a szocialista viszonylatú külkereskedelmi mérleg egyenlege (export-
import) ne legyen rosszabb a tervezett értéknél. Hasonló az értelmezése a b2 jobb-
oldali értéknek és a megfelelő feltételnek, most azonban tőkés viszonylatról van szó. 
A harmadik és a negyedik sztohasztikus feltétel determinisztikus elődjei a villamos-
energiaiparnak a többi ágazattal való kapcsolatát írják le. A b3 értéke egyenlő 
a villamosenergia-iparon kívüli többi termelőágazatoknak és a nem termelő szek-
toroknak a villamosenergia-iparból származó ráfordításainak az összegével. A har-
madik feltétel a népgazdasági input-output táblából a villamosenergia-iparnak meg-
felelő sor tartalmi összefüggését írja le, vagyis azt a követelményt fejezi ki, hogy 
a villamosenergia-ipari ágazatra vonatkozóan a társadalmi össztermék forrásának 
és felhasználásának értékbeli egyensúlya biztosítva legyen. Végül b t egyenlő a villa-
mosenergia-iparon kívüli termelő ágazatok és a nem termelő szektorok együttes 
minimális villamosenergia igényével. A megfelelő feltétel egy naturális mértékegy-
ségben kifejezett villamosenergia termékmérleg. 
A sztohasztikus programozási modellben a sztohasztikus feltételek jobb oldalain 
bx + a^!, b2+<x2ß2, b3 + a3ß3, bi + a^ßi állnak. E valószínűségi változókról fel-
tettük, hogy együttes eloszlásuk normális. Az együttes eloszlás paramétereit szám-
szerűen a 7. szakaszban adjuk meg. 
6. A számítógépes program rövid ismertetése 
A (2.1) modell számítógépes programjának részletes ismertetése megtalálható 
a [2] dolgozatban. Itt csupán a legfontosabb részekről nyújtunk tájékoztatást. 
A legfőbb problémát a ßlt ..., ßm valószínűségi változók együttes eloszlásfügg-
vénye értékeinek kiszámítása jelentette. Emlékeztetünk arra, hogy a G(x) függvény 
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értékeinek és gradiens értékeinek meghatározásakor lényegében а Ф függvény érté-
keit kell meghatároznunk különböző helyeken (lásd a (4.2) és a (4.7) formulákat). 
А Ф függvény értékeinek meghatározását egy módosított Monte Carlo integrálási 
módszerrel működő szubrutin hajtja végre. A cp(z; C) függvénynek a {z|zSu} 
halmazon vett integrálját a következő módon közelítjük. Választunk egy u0 vektort 
oly módon, hogy a {z |u 0 Sz^u} halmazon vett integrál igen jó közelítéssel meg-
egyezzék az előbbi halmazon vett integrállal. Ezt az u„ vektort rögzítjük. Ezután 
a {z |u 0 Sz^u} halmazon egyenletes eloszlás szerint választunk igen sok véletlen 
pontot, majd vesszük az ezekhez tartozó függvényértékek számtani átlagát. Lehető-
ség van arra, hogy gyakorlatilag kielégítő biztonsággal megmondjuk, hogy előírt 
maximális relatív hiba esetén hány véletlen pontot kell választanunk. A konkrét 
modellben négydimenziós eloszlás szerepel. Az eloszlásfüggvény egy értékének a meg-
határozása 5% relatív hiba megengedése mellett, 0,5 másodpercig tartott. 
Különös gondot kellett fordítani a lépéshossz megállapításakor az xk pontból 
az pont irányába haladó félegyenesnek a feltételek által meghatározott halmaz 
határával való metszéspontjának meghatározására. A normális eloszlás értékeit 
kiszámító szubrutin alkalmazása nem ad pontos értéket, a pontos érték a számított 
értékek várható értéke csupán. A metszéspont meghatározását egy lépegető algo-
ritmus végzi, amely a félegyenesen előre-hátra mozogva, a lépéseket egyre csökkentve 
találja meg a keresett pontot, illetve visz annak közelébe. 
Szükség volt egy „optimalitási kritérium" megfogalmazására. Erre a célra al-
kalmas egy olyan szabály is, mely yopt értékével kapcsolatos. Célszerűbbnek tar-
tottuk azonban a nagyobb szigorúságot ebben a vonatkozásban. Az xk vektort 
akkor tekintjük „optimálisnak", ha az x t + 1 vektorhoz tartozó célfüggvény értéknek 
és az xk vektorhoz tartozó célfüggvény értéknek az eltérése legfeljebb az utóbbi 
1%-a, a komponensekben külön-külön pedig legfeljebb 2%-os az eltérés. 
A számításokat a MTA CDC 3300 típusú számítógépén végeztük. A gépen 
a program csak overlay szervezésben fért el. A program egy főprogramból és hat 
overlay-ből áll. A főprogram az egyes overlay-k hívását végzi. A hat overlay közül 
öt a szimplex módszer futtatásához szükséges szubrutinokat tartalmazza. A hatodik 
overlay tartalmazza a 2. szakaszban leírt iterációs módszer futtatásához szükséges 
szubrutinokat, valamint a normális eloszlás eloszlásfüggvényének kiszámításához 
szükséges szubrutinokat. 
A feladatot két egymáshoz hasonló programmal kellett lefuttatni. Az egyik az 
első fázis, a másik a második fázis futtatását végezte. 
7. Számszerű adatok és eredmények 
A konkrét modell a következő alakú: 
G(x) = P(a/x S Oißi + bt, i = 1, 2, 3, 4) S p, 
(7.1) a j x ^ ű j , i = 5, ...,110. 
min c'x. 
A sztohasztikus feltételek bal oldalain álló lineáris függvények az alábbi módon 
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várható értékek és 
specializálódnak „/ _ 
ä j X — - ZJX2g, 
aóx = — 16,67xoo, 
(7 2) 
a j x = 0,8696x24 + x40 , 
a j x = 0,9 (x4 + x2 + x6 + x7) — 0,115 x2 4 . 
A sztohasztikus feltételek jobb oldalain álló b1,b2,b3,bi 
gí,o2,o3, cr4 szórások számszerű értékei a következők: 
bj = - 4 8 313, o1 = 483, 
b2 = - 4 2 6 , 
b3 = 16000, 
bt = 19000, 
A ßi, ßz, ß3, ßi valószínűségi változók várható értékei 0-val, szórásai 1-gyel egyen-
lők, korreláció mátrixuk pedig az alábbi С mátrix 
(7.3) Ö-2 = 4, 
<73 = 160, 
a , = 195. 
(7.4) 
С = 
A (7.1) feladatban szereplő lineáris feltételeket két csoportba soroljuk. Az első 
csoportbeliekben az a j x , ..., a j 2 x lineáris függvények szerepelnek. Ezek részletes 
leírását a függelékekben adjuk meg. A második csoportba tartozó feltételek az egyes 
változókra vonatkozó alsó, illetve felső korlátokat tartalmazzák. Ezeket az alábbiak-
ban soroljuk fel: ^ ^ 8 3 0 0 
4460 S 6000 
4 0 S x 7 S 50 
4400 з=х8 S 4800 
Xg = 
x10 = 
x u = 
X42 — 
x 1 6 ^ l 4 0 0 
6000 ^ x19 
x 2 4 ^ 18400 
52,5^X38 
x 4 1 S 1130,43 
x ; = 0 , ha az xf változóra 
pozitív alsó korlátot nem írtunk elő. 
(7.5) 
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A célfüggvény a következő (a nyereség (—l)-szerese): 
(7.6) c 'x = X3 5-X3 e , 
a megkívánt valószínűségi szint pedig p = 0,9. 
Első fázis. Induló megoldás gyanánt a determinisztikus alapfeladat xUn szim-
bólummal jelölt optimális megoldását választottuk. Kiszámítottuk a G függvény 
x,in vektorhoz tartozó értékét. Ereményként azt kaptuk, hogy 
(7.7) G(x l io) = 0.09. 
Az x l jn optimális megoldás tehát igen alacsony megbízhatósági szintet biztosít 
a rendszer számára. Ezután a G(x) függvényt maximalizáltuk a (7.1) feladat lineáris 
feltételei mellett. Öt iterációt végeztünk. A G(x) függvény értékére az alábbi számok 
adódtak (az első az induló érték): 
0,09; 0,13; 0,72; 0,90; 0,94; 0,97. 
Az első fázis befejeződhet, amint egy olyan valószínűséghez érünk, mely nagyobb, 
mint 0,9. Eszerint tehát négy iteráció is elég lett volna. Érdekelt azonban bennünketT 
hogy a lineáris feltételek milyen nagy valószínűséget engednek meg a (7.1) feladat 
első felében álló nemlineáris függvény számára. A számolást 0,97 értéknél abba-
hagytuk, mert az eddigiekből már kitűnt, hogy ez a valószínűség igen nagy lehet.. 
Az első fázist a gép 19 perc alatt végezte el, ebből 8 perc 49 másodperc időt számolt,. 
5 perc 19 másodperc időt vett el a perifériákkal való adatcsere. 
Második fázis. Induló xk vektorként azt fogadtuk el, amely az első fázis végén 
adódott, amelyen tehát a G függvény értéke 0,97. A program 46 percig volt a gép-
ben. 25 perc volt a számolási idő, 12 perc a perifériákkal való adatcsere ideje. 
A 46 percből 
a szimplex módszer előkészítésének összideje 3 perc 10 másodperc, 
a szimplex módszer futásának összideje 30 perc 39 másodperc, 
a lépegető eljárás futásának összideje 6 perc 34 másodperc, 
az optimalitási kritériumok vizsgálatának 
és egyéb műveleteknek az ideje 2 perc. 
Az optimalizálás 9 lépésben történt meg. A célfüggvény (a nyereség ( — l)-szerese) 
értékei az egyes iterációkban a következők voltak: 
- 4 0 3 3 ; - 4101 : -4366,9; - 4 3 6 7 ; -4367,32; 
-4367,48; -4367,84 -4367,9; -4369,71; -4369,86. 
Meglepő, hogy a sztohasztikus programozási modell xstoch szimbólummal jelölt 
optimális megoldásán a célfüggvény értéke megegyezik az x l in vektorhoz tartozó 
célfüggvény értékével. Ami a G függvényt illeti, G(xstoch) = 0,9 adódott és emlékezte-
tünk arra, hogy G(x l in)=0,09. Lehetséges tehát ugyanazt a nyereséget (és nem ki-
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sebbet!) elérni lényegesen nagyobb megbízhatósági szintet képviselő vektorral. Ez 
a jelenség mindenképpen figyelemre méltó, függetlenül az adatok és a konkrét alkal-
mazás jelentésétől, jellegétől. 
Az x l in és az xstoch vektorok egymástól 10%-nál nagyobb mértékben az alábbi 
komponensekben térnek el 
Komponens index xn 
20 
21 
22 
23 
43 
46 
0 
994 
1950 
517 
2370 
2407 
xst„ch = xs"ch (p=0,9 esetén) 
1233,9 
13,7 
714,4 
1586.2 
1655,8 
1007.3 
Kísérletképpen az elkészült számítógépes programot lefuttattak még további 
két adatrendszer esetén. Az eredményekről az alábbiakban számolunk be az a) és 
a b ) pont alatt. 
a) A p valószínűség kivételével minden további adatot változatlanul hagytunk. 
p értékét felemeltük, az új érték 0,95. A célfüggvény értéke a sztohasztikus progra-
mozási feladat optimális megoldása esetén —4365,8. Nem nagy tehát a különbség 
a célfüggvény korábbi optimum értékéhez képest. Jelentős eltérést kaptunk mind 
a korábbi x l i n , mind a korábbi xstoch vektorhoz képest az optimális megoldásban. 
Az alábbi táblázat ismét azokat a komponenseket tartalmazza, amelyek megfelelőik-
től 10%-nál nagyobb mértékben térnek el: 
Komponens index x. 
5 
10 
13 
20 
21 
41 
46 
lin 
0 
0,1 
0,37 
0 
994 
830 
2407 
(p=0,95 esetén) 
0,353 
0,003 
0,44 
1 1 , 1 
1080 
938 
1,24 
b) Megtartottuk az eredeti p=0,9 valószínűségi szintet és a korreláció mátrix 
kivételével minden egyéb adatot is változatlanul hagytunk. Az új korreláció mátrix 
a következő 
(7.8) Ci = 
' 1 - 0 , 7 0,3 0,3' 
- 0 , 7 1 0,1 0,1 
0,3 0,1 1 0,9 
, 0,3 0,1 0.9 1 . 
Jelen esetben a célfüggvény optimális értéke —4292, ami lényegesen eltér az eddigi 
célfüggvény optimum értékektől. A 10%-nál nagyobb mértékben eltérő komponensek 
a következők: 
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Komponens index x l in xj^ch ( Q esetén) 
5 0 10,1 
12 0,23 0,11 
13 0,37 0,5 
20 0 341 
21 994 879 
22 1950 1602 
23 514 720 
41 830 930 
45 2962 2429 
46 2407 38 
Az x l i n , x<?>ch, x^>ch, x ^ c h vektorok részletes közgazdasági elemzését e cikk 
keretein belül nem tűztük célul magunk elé. Érdemes azonban felfigyelni arra a jelen-
ségre, hogy a nagyobb megbízhatóságú tervek több szén és kevesebb fűtőolaj fel-
használását javasolják endogén erőművekben. 
Teljesség kedvéért az alábbiakban felsoroljuk a determinisztikus alapfeladat 
optimális megoldásának összes komponensét. 
Komponens 
sorszáma értéke 
1 6585 
2 12839 
3 4640 
4 8199 
5 0 
6 4562 
7 43 
8 4400 
9 0,69 
10 0,1 
11 0 
12 0,23 
13 0,37 
14 9134 
15 568 
16 1327 
17 499 
18 0 
19 9339 
20 0 
21 994 
22 1950 
23 514 
Komponens 
sorszáma értéke 
24 18400 
25 1933 
26 26 
27 8078 
28 967 
29 242 
30 57049 
31 2567 
32 1426 
33 994 
34 110 
35 94 
36 4462 
37 519 
38 115 
39 3224 
40 1958 
41 830 
42 2050 
43 2370 
44 3092 
45 2962 
46 2407 
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A . PRÉKOPA, S . GANCZER, I . D E Á K AND К . PATYI 
The model STABIL is that special case of the model 
G(x) = P(g,(x) S G, i = l  
li(x) ё б,, i = m+1 m + M, 
min / (х ) 
in which the functions gx, ..., g„,, / are linear. This model is applied to the fourth Five-Year Plan of 
the electrical energy industry of Hungary. The model is described in detail together with the solving 
algorithm and the computer program system. Numerical results are presented. 
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1. F Ü G G E L É K 
A változók listája 
A változó 
sorszáma és A változó tartalma 
dimenziója 
1 106kWó Villamosenergia termelése eg-
zogén kapacitáson. 
2 106kWó Villamosenergia termelése endo-
gén kapacitáson. 
3 10ekWó Villamosenergia termelése endo-
gén kapacitáson, szénnel. 
4 106kWó Villamosenergia termelése endo-
gén kapacitáson, szénhidrogén-
nel. 
5 106kWó Villamosenergia termelése endo-
gén kapacitáson, atomerőmű-
ben. 
6 106kWó Villamosenergia import szocia-
lista viszonylatban. 
7 106kWó Villamosenergia import tőkés 
viszonylatban. 
8 106kWó Egyéb villamosenergia-ipari ter-
melés. 
9 %/100 Dunamenti erőmű II. beruházá-
sa, befejezés 1975-ben. 
10%/100 Dunamenti erőmű II. beruhá-
zása, befejezés 1977-ben. 
11 %/100 Paksi atomerőmű beruházása, 
befejezés 1975-ben. 
12 %/100 Paksi atomerőmű beruházása, 
befejezés 1978-ban. 
13 %/100 Új szénhidrogén erőmű be-
ruházása, befejezés 1978-ban. 
14 106Ft Beruházás finanszírozás válla-
latfejlesztési alapból. 
15 10eFt Forgóalap finanszírozás válla-
latfejlesztési alapból. 
16 106Ft Beruházás finanszírozás közép-
lejáratú hitelből. 
17 106Ft Állami támogatás. 
18 106Ft Tartós betét. 
19 103t Szénfelhasználás mennyisége 
egzogén erőműben. 
20 106m3 Földgázfelhasználás mennyisége 
egzogén erőműben. 
21 103t Fűtőolaj-felhasználás mennyi-
sége egzogén erőműben. 
22 106m3 Földgáz felhasználás mennyi-
sége endogén erőműben. 
23 103t Fűtőolaj-felhasználás mennyi-
sége endogén erőműben. 
24 106Ft Villamosenergia-ipari ágazati 
termelési érték. 
25 106Ft Villamosenergia-ipari ágazati 
szocalista import érték. 
26 1 06Ft Villamosenergia-ipari ágazati 
tőkés import érték. 
A változó 
sorszáma és 
dimenziója 
27 10eFt 
28 106Ft 
29 10"Ft 
30 1 06Ft 
31 106Ft 
32 10eFt 
33 10eFt 
34 1 06Ft 
35 10eFt 
36 1 06Ft 
37 10e Ft 
38 106Ft 
39 1 06Ft 
40 10eFt 
41 106Ft 
42 10eFt 
43 10'Ft 
44 106Ft 
45 106Ft 
46 1 06Ft 
A változó tartalma 
Anyagköltség. 
Bérköltség. 
Közteher. 
Állóeszköz-állomány. 
Amortizáció. 
Állóeszköz-lekötési járulék. 
Forgóeszköz-lekötési járulék. 
Egyéb költségek. 
Bérfejlesztés. 
Adóalapú nyereség. 
Szubvenció. 
Részesedési alap. 
Fejlesztési alap. 
Villamosenergia-ipari ágazati 
import érték. 
Ágazati összes gépigény. 
Beruházási maradék 1971-ben 
maradék 
maradék 
maradék 
maradék 
Beruházási 
Beruházási 
Beruházási 
Beruházási 
1972-ben 
1973-ban 
1974-ben 
1975-ben 
2. F Ü G G E L É K 
A feltételek listája 
A feltétel 
sorszáma 
1 (Sztohaszti-
kus feltétel) 
2 (Sztohaszti-
kus feltétel) 
3 (Sztohaszti-
kus feltétel) 
4 (Sztohaszti-
kus feltétel) 
A feltétel tartalma 
Külkereskedelmi mérleg, rubel 
viszonylat. 
Külkereskedelmi mérleg, dollár 
viszonylat. 
Társadalmi termékmérleg, 
villamosenergia-ipari ágazat. 
Termékmérleg, villamosenergia. 
5 A lakosság bevételeinek és ki-
adásainak mérlege. 
6 Kiemelt beruházási korlát 1971-
ben. 
7 Kiemelt beruházási korlát 1972-
ben. 
8 Kiemelt beruházási korlát 1973-
ban. 
9 Kiemelt beruházási korlát 1974-
ben. 
10 Kiemelt beruházási korlát 1975-
ben. 
11 Ki nem emelt beruházás és 
szinttartás korlátozó feltétele. 
12 Belföldi gépkeret. 
13 Építési keret. 
14 Szocialista importgép-keret. 
15 Tőkés importgép-keret. 
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A feltétel 
sorszáma 
A feltétel tartalma 3. F Ü G G E L É K 
A feltételek típusa és a jobboldalak 
16 Költségvetési juttatás korlátozá-
17 
sa. 
Állami költségvetés mérlege. A feltétel 
18 Társadalmi termék import mér- sorszáma és Típus 
leg, villamosenergia-ipar ágazat. dimenziója 
19 Termékmérleg, szén. 5 (10eFt) 
20 Termékmérleg, földgáz. 6 (106Ft) 
21 Termékmérleg, fűtőolaj. 7 (10GFt) 
22 Építési igény 1975-ben. 8 (106Ft) 
23 Villamosenergia-ipari ágazati 9 (106Ft) 
import érték. 10 (106Ft) - . 
24 Ágazati összes gépigény. 11 (106Ft) 
25 Villamosenergia-ipari ágazati 12 (106Ft) 
termelési érték. 13 (106Ft) 
26 Villamosenergia-ipari ágazati 14 (106Ft) 
szocialista import érték. 15 (10eFt) 
27 Villamosenergia-ipari ágazati 16 (10eFt) 
tőkés import érték. 17 (10eFt) a 
28 Anyagköltség. 18 (106Ft) 
29 Bérköltség. 19 (103t) 
30 Közteher. 20 (106m3) a 
31 Állóeszköz-állomány. 21 (103t) 
32 Amortizáció. 22 (106Ft) 
33 Állóeszköz-lekötési járulék. 23 (10eFt) = 
34 Forgóeszköz-lekötési járulék. 24 (106Ft) = 
35 Egyéb költségek. 25 (106Ft) = 
36 Bérfejlesztés. 26 (106Ft) — 
37 Adóalapú nyereség. 27 (106Ft) = 
38 Szubvenció. 28 (106Ft) = 
39 Részesedési alap. 29 (106Ft) = 
40 Fejlesztési alap. 30 (10»Ft) = 
41 Egzogén termelés szénhidrogén 31 (106Ft) = 
felhasználási korlát. 32 (10'Ft) = 
42 1978. évi villamosenergia termék- 33 (10eFt) = 
mérleg. 34 (106Ft) = 
43 Termelés endogén kapacitáson. 35 (10eFt) = 
44 Kapacitáskorlát, endogén, atom 36 (10eFt) = 
alap. 37 (10eFt) = 
Kapacitás korlát, endogén, 38 (106Ft) 
szénhidrogén alap. 39 (10sFt) 
46 Kapacitás korlát, endogén, szén 40 (106Ft) -
alap. 41 (109Kal) Ä 
47 Egzogén termelés kalória fede- 42 (106kWó) 
zete. 43 (10"kWó) = 
48 Endogén termelés szénhidrogén 44 (10ekWó) 
fedezete. 45 (106kWó) 
49 Vállalati beruházások finan- 46 (106kWó) 
szírozási feltétele. 47 (106Kal) -
50 Forgóalap finanszírozási fel- 48 (106Kal) = 
tétel. 49 (106Ft) = 
51 1971—74. évi vállalatfejlesztési 50 (106Ft) 
alap korlát. 51 (10eFt) = 
52 Vállalatfejlesztési alap korlát. 52 (10eFt) 
értéke 
és jobboldali érték 
1082,5 
2808 
3787 
4861 
4700 
3600 
-10461 
4021 
1798 
1808 
221 
11528 
5140 
0 
-18000 
-1950 
-1600 
410 
0 
- 1 1 3 
0 
0 
0 
0 
0 
0 
-53958 
0 
0 
0 
0 
0 
0 
- 2 0 
-19 ,15 
24,2819 
25654 
15384 
0 
0 
319 
4640 
0 
0 
-10461 
1640 
9702 
-104,28 
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4. F Ü G G E L É K 
Ebben a függelékben az 5,...,52 sorszámú feltételek bal oldalain álló lineáris függvények együtt-
hatóit soroljuk fel. A 3. Függelékben látható, hogy a bal oldalon álló lineáris függvények és a jobb 
oldali érték között egyenlőség, illetve milyen irányú egyenlőtlenség teljesül. Nem törekedtünk tehát 
arra, hogy a lineáris feltételeket azonos típusúakká rendezzük a (2.1) feladat felírásnak meg-
felelően. A felsorolandó együtthatókat egy mátrixban elrendezve képzeljük el, ahol a mátrix sor-
mutatói 5-től 52-ig, oszlopmutatói 1-től 46-ig futnak. Csak a zérótól különböző elemeket soroljuk fel. 
Oszlopmutató Sormutató Az elem értéke Oszlopmutató Sormutató Az elem értéke 
1 25 0,5826 10 14 907,0000 
1 29 0,0100 10 15 174,0000 
1 42 1,1025 10 16 4769,0000 
1 47 -3000,0000 10 22 30,0000 
2 25 0,5826 10 24 57,0000 
2 42 1,1025 10 42 -5040,0000 
2 43 1,0000 11 6 712,0000 
3 19 -1,8667 11 7 1240,0000 
3 43 -1,0000 11 8 2291,0000 
3 46 1,0000 11 9 2680,0000 
4 43 -1,0000 11 10 1706,0000 
4 45 1,0000 11 12 1085,0000 
4 48 -2600,0000 11 13 1885,0000 
5 43 -1,0000 11 14 3640,0000 
5 44 1,0000 11 15 9,0000 
6 25 0,5826 11 16 9954,0000 
6 26 0,4236 11 17 26,8964 
6 42 0,2025 и 22 278,0000 
7 25 0,5826 11 24 8C0,8000 
7 27 0,5958 11 29 -177,7300 
7 42 0,2025 11 31 7654,0000 
8 25 1,0000 11 39 -45,0557 
8 47 -3409,0000 11 40 18,1593 
9 6 810,0000 11 42 -5022,0000 
9 7 1397.0000 11 44 -5580,0000 
9 8 1400,0000 12 6 517,0000 
9 9 911,0000 12 7 1045,0000 
9 10 178,0000 12 8 2096,0000 
9 12 1693,0000 12 9 2485,0000 
9 13 905,0000 12 10 1511,0000 
9 14 907,0000 12 12 875,0000 
9 15 174,0000 12 13 1795,0000 
9 16 4797,0000 12 14 3596,0000 
9 17 28,0325 12 15 9,0000 
9 22 36,0000 12 16 8264,0000 
9 24 57,0000 12 22 260,0000 
9 29 - 186,4600 12 24 750,0000 
9 31 4461,0000 12 42 -5022,0000 
9 39 -46,9589 13 7 200,0000 
9 40 18,9264 13 8 490,0000 
9 42 -5040,0000 13 9 1210,0000 
9 45 -5600,0000 13 10 1810,0000 
10 6 803,0000 13 12 1510,0000 
10 7 1390,0000 13 13 900,0000 
10 8 1393,0000 13 14 700,0000 
10 9 904,0000 13 15 130,0000 
10 10 171,0000 13 16 3730,0000 
10 12 1693,0000 13 22 240,0000 
10 13 875,0000 13 24 1360,0000 
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»mutató Sormutató Az elem értéke Oszlopmutató Sormutató Az elem értéke 
13 42 -5040,0000 29 37 -1,0000 
14 49 -1,0000 30 31 -1,0000 
14 51 1,0000 30 32 0,0450 
15 50 -1,0000 30 33 0,0250 
15 51 1,0000 31 17 0,4000 
16 37 -0,0550 31 32 -1,0000 
16 49 -1,0000 31 37 -1 ,0000 
16 52 -0,3330 31 40 0,6000 
17 38 1,0000 32 17 1,0000 
18 37 0,0300 32 33 -1,0000 
18 51 1,0000 32 37 -1,0000 
19 19 —1,0000 33 34 -1,0000 
19 47 2700,0000 33 37 -1,0000 
20 20 -1,0000 34 17 1,0000 
20 41 8,4000 34 35 -1,0000 
20 47 8400,0000 34 37 -1,0000 
21 21 -1,0000 35 36 -1,0000 
21 41 9,6000 35 39 -1,0000 
21 47 9600,0000 35 53 -1,0000 
22 20 -1,0000 36 17 0,5700 
22 48 8400,0000 36 37 -1,0000 
23 21 -1 ,0000 36 39 0,0499 
23 48 9600,0000 36 40 0,3799 
24 17 0,0158 36 53 1,0000 
24 18 -0,1033 37 17 -1,0000 
24 25 -1,0000 37 37 1,0000 
24 28 0,4390 37 38 -1,0000 
24 29 0,0560 38 5 1,0000 
24 34 0,0540 38 39 -1,0000 
24 35 0,0060 39 40 -1,0000 
24 37 1,0000 39 52 1,0000 
24 50 0,1200 40 18 1,0000 
25 23 1,0000 40 23 -1,0000 
25 26 —1,0000 41 24 -1.0000 
26 23 1,0000 42 6 1,0000 
26 27 -1,0000 42 11 -1 ,0000 
27 28 -1,0000 43 7 1,0000 
27 37 -1,0000 43 11 -1,0000 
28 5 1,0000 44 8 1,0000 
28 29 -1,0000 44 11 -1,0000 
28 30 0,2500 45 9 1,0000 
28 36 0,0970 45 11 -1,0000 
28 37 -1,0000 46 10 1,0000 
29 17 1 0000 46 11 -1,0000 
29 30 -1,0000 
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A GAUSS—JACOBI-FÉLE KVADRATÚRAKÉPLET 
HIBABECSLÉSE ÉS ANNAK NÉHÁNY 
ALKALMAZÁSA 
F R E U D GÉZA 
Budapest 
A szerző [2] előadásában komplex vonalintegrál segítségével fejezte ki a kvadratúraképlet 
hibáját és annak segítségével analitikus / ( z ) esetén я —~-re aszimptotikusan pontos becslést adott 
erre a hibára. Jelen dolgozatunkban, miután a hibatag levezetését ismertetjük, annak segítségével 
numerikus (minden rögzített n-re használható) becslést adunk a közelítő integrálképlet hibájára. 
Módszerünk első alkalmazásaként hibabecslést adunk a Padé-féle közelítő törtnek a függvénytől 
való eltérésére, amennyiben utóbbi Stieltjes transzformált alakjában állítható elő. Második alkal-
mazásként képletet adunk elliptikus integrálok pontos numerikus számítására. 
1. Bevezetés 
Ismeretes, hogy az 
(1.1) / / U ) ^ = | / ( 0 ) + y / ( y j + ] - / ( l ) 
Simpson-féle közelítő kvadratúraképlet minden legfeljebb harmadfokú polinomra 
pontos, holott az alapul vett három adat ( / ( 0 ) , / ( 1/2) és/(1)) csak másodfokú polino-
mot határoz meg egyértelműen. Ez adta nyilván GAUSS számára az ösztönzést, hogy 
az alappontok megfelelő választásával „fokszámra optimális" kvadratúraeljárások 
szerkesztését vizsgálja. Meghatározta minden n-re azt az 
(1.2) f f ( x ) dx = 2kknf(xka) 
-Л k=í 
alakú közelítő képletet, amely a függvény n pontban felvett értékére épül és minden 
legfeljebb (2Я —l)-edfokú polinomra pontos. Bebizonyítja azt is, hogy nem létezik 
olyan kvadratúraképlet, amely n darab függvényértéket használ fel és 2«-edfokú 
polinomokra is pontos lenne. A GAUSS által szerkesztett ( 1 . 2 ) kvadratúra sorozat 
tehát ebben az értelemben optimális. 
GAUSS vizsgálatait C . G . J . JACOBI egészítette ki. Kimutatta, hogy az ( 1 . 2 ) képlet-
ben fellépő xkn „Gauss-Ше abszcisszák" nem egyebek, mint a már korábban fel-
fedezett Pn(x) Legendre-féle polinomok gyökei.1 JACOBI megjegyzését G . B . CHRISTOF-
FEL, majd T . J . STIELTJES általánosították2. 
1
 Korabeli feljegyzések szerint JACOBI dolgozatának megjelenése után GAUSS azt állította» 
hogy ezt б is tudta, csak nem volt érkezése rá, hogy publikálja. Figyelemre méltó ezzel kapcsolatban, 
hogy (mint G . KOVALEWSKI rámutatott) GAUSS dolgozatában nem is idézte LEGENDRE kutatásait. 
(Bolyai-kutatók figyelmébe ajánlva!) 
2
 A pusztán történeti érdekességű (nem idézett) források tekintetében a szerző [1] könyvére 
uta lünk. 
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Mi STIELTJES fogalmazásából indulunk ki: Legyen v(x) egy [ — 1, l]-ben értelme-
zett nem fogyó függvény, melynek értékkészlete nem véges. Ilyen v(x)-ek egy pozitív 
dv mértéket generálnak [—1, l]-en. Továbbá létezik egy {pn(dv; x)} ortogonális 
polinomsorozat, melyet az alábbi tulajdonságai egyértelműen meghatároznak 
(lásd [1], I. 1.). 
1) pn(dv; x) pontosan и-edfokú és benne x" együtthatója, amit y„(í/v)-vel jelö-
lünk, pozitív. 
2) 
} [0, ha и ? ! n, 
/ p„ (dv ; x)pm (dv-x)dv(x) = [ 1, na m — п. 
STIELTJES, JACOBI ötletét használva, bebizonyította, hogy egy tetszőleges, 
legfeljebb (2и —l)-edfokú P(x) polinom súlyozott integrálja előállítható 
(1.3) f P(x)dv(x) = 2 
alakban, ahol xkn (k= 1, 2, ..., n) a pn(dv; x) polinom gyökei ([1], I. 3). Az xkn gyökök 
mind valósak, egyszeres multiplicitásúak és [—1, l]-be esnek ([1], I. 2.). 
Az ortogonális polinomok rekurziós képletnek tesznek eleget, így gépi úton igen 
könnyen számíthatóak. A legfontosabb esetekben, pl. ha dv(x) = (1 —xy(\ +xfdx, 
az xkn gyökökre is részletes táblázatok állnak rendelkezésre. Az utóbb említett eset-
ben pn(dv; x) a gyökök értékét nem befolyásoló konstans szorzótól eltekintve egyenlő 
az и-edik Jacobi-féle polinommal. Mindez lehetővé tette, hogy az (1.3) képletet a szá-
mítástechnikában széles körben alkalmazzák. Jól kell azonban ismernünk az alkal-
mazás körét. 
Egy közelítő integrál számításánál a pontosság javítására két alapvető út kínál-
kozik. Az első lehetőség, hogy az integrációs utat sok kis (pl. egyenlő) részre osztjuk 
és minden egyes részszakaszhoz alkalmazunk egy egyszerű felépítésű „elemi kvad-
ratúraképletet". 
Ha az elemi kvadratúraképlet az 
j f ( x ) d x = j[f(a)+f(b)] 
a 
elemi közelítő képlet, úgy a közismert „trapéz-szabályra" jutunk. Ha viszont az 
(1.1) Simpson-képletet használjuk elemi kvadratúraként, úgy az 
(1.4) j'f(x)dx -
о 
alakú Simpson-féle közelítő kvadratúrához jutunk. 
Az ilyen elemi képletekből összerakott mozaikszerű kvadratúraképleteknek 
sok előnye van. Először is mi választhatjuk meg az alappontokat és ez növeli a be-
táplált függvényérték adatok pontosságát. Másodszor a képletben fellépő együtt-
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hatók racionális számok, tehát szisztematikus lekerekítési hiba nem lép fel. Végül 
(és ez sok esetben a legfontosabb) egységes módszert és egységes hibabecslést ka-
punk a primitív függvény meghatározására a felső határ minden értékére. Mindezek 
alapján, ha (mint rendesen) a függvény egy hibával erősen terhelt adatsorozat formá-
jában adott és a függvény regularitásáról nincs a priori ismeretünk, úgy Gauss—Jacobi 
típusú kvadratúráknak nincs értelme. 
Gyökeresen megváltozik a helyzet, ha tabellázni kívánunk egy függvényt, 
melyet egy explicit integrálképlet segítségével tudunk kifejezni. Utóbbira tipikus 
példaként a dolgozatunk végén részletesebben is tárgyalt elliptikus integrálokat 
említjük. Ilyen esetben érdemes az integrandust (amely általában egy vagy több 
paramétertől is függ) az irracionális xkn pontokban nagy pontossággal meghatározni. 
A dolgozat második fejezetében levezetjük a Gauss—Jacobi kvadratúrákra 
vonatkozó hibatagképletünket, amelyet a szerző először a dublini „Numerikus 
Analízis" konferencián tartott előadásán ismertetett [2]. A harmadik fejezetben a ka-
pott eredmény segítségével hibabecslést vezetünk be, amely egyetlen egy segédfügg-
vény felhasználásával tetszőleges dv-re alkalmazható. A negyedik fejezetben hiba-
becslésünket folytonos függvények racionális törtfüggvényekkel való közelítésére 
alkalmazzuk. Az ötödik fejezetben elliptikus integrálok számítására adunk hasz-
nálható képletet. 
2. A kvadratúraképlet hibatagjának integrálalakja 
Legyen lkn(x) az a Lagrange-féle interpolációs polinom, amelyre 
Ikn(Xkn) = 1 és !k„(Xjn) = 0 O V k). 
Az (1.3) kvadratúra képletbe P(x) helyébe az lkn{x) {2n — 2)-tedfokú polinomot 
helyettesítve3 
1 
(2.1) 0 < f Hn(x)dv{x) = kkn. 
- Í 
Vagyis valamennyi kjn (j—1,2, . . . ,«) pozitív. Legyen most R(x) egy olyan legfel-
jebb (и —l)-edfokú valós polinom, melyre R(xkn)=l. Az (1.3) képletbe P(x) helyébe 
Ä2(x)-et helyettesítve 
J R2(x)dv(x) = kjnR2(xJn) s ÀknR2(xkn) = kkn. 
-í J=1 
Ez azt jelenti, hogy 
í 
(2.2) kkn = min J R2(x)dv(x), 
- 1 
ahol (ismételjük) R olyan legfeljebb (n— l)-edfokú polinom, melyre R(xkn) = 1. 
3
 Itt felhasználtuk azt a feltételt, hogy V(JC) értékkészlete végtelen számosságú. Ha v(x) olyan 
szakaszonként konstans függvény, melynek csak az у 2 ^ х к „ pontokban (vagy azok egy részén) 
van ugrása, úgy (2.1)-ből Xk„ = 0 következne! 
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írjuk fel az R(x) polinomot 
R(x) = "Z yrPr(dv\x) 
r=0 
.alakban; ez lehetséges, mert pr(dv, x) pontosan r-edfokú. Ilyen módon a (2.2) szélső-
érték feladat analitikus alakba írható : keressük a 
Z1 Уr = f R\x)dv(x) 
г=0 _{ 
kvadratikus alak szélsőértékét a 
и-1 
Z yrPridv; Xkn) = R(xkn) = 1 
r=0 
feltétel mellett. Ez a szélsőérték Àkn. A feladatot pl. a Lagrange-féle multiplikátorok 
módszerével megoldva kapjuk, hogy 
(2.3) hn = {"zp;(dv-,x)} . 
A (2.3) jobb oldalán szereplő négyzetösszeget könnyen átalakíthatjuk. A 
Christoffel—Darboux összegezési képlet szerint ([1], I. 4.) 
(2.4) "Z Pr(dv-x)pr(dv;y) = 
r = 0 
_ Уп -1 (dv) pn _ ! (dv ; y)p„ (dv :x)-p„ (dv ; y)pn _ t (dv ; x)  
Уп (dv) x-y 
Ebben a képletben tartson у x-hez. А Г Hospital szabály segítségével 
(2.5) "ZP2r(dv; x) = [p„-i(dv; x)p'n(dv, x) - p Z f d v , x)Pn(dv;x)]. 
r=o l+dv) 
Kombináljuk a (2.3) és (2.5) képleteket: 
(2.6) A*"1 = P'nidv- xkn)pn^(dv; xkn) 
továbbá, mivel Xjt n - 1 gyöke p„_1(dv, x)-nek: 
(2.7) = ( Л ; x) = "ZP2r(dv, x) = 
r—0 r = 0 
(2.6) és (2.7) segítségével nyerjük azt az összefüggést, amely eredményünk kiinduló 
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pontja. Parciális törtekre bontással ugyanis 
1 " 1 1 
= 2 „ 4 , + Pn-1(dv; x)pn(dv; x) k±i p„_1(dv; xkn)p'„(dv; xkn) x-x, 
+ y I : I 
j t j p'„-i(dv, Xj „_ f)pn(dv; xJt„_х-х^„_г ' 
tehát (2.6) és (2.7)-ből 
/2 g-) 12 1 = V *" _ V 
7n-i(dv) Pn-i(dv,x)pn(dv;x) k=i x-xkn x-xi%n_k' 
Alapképletünket (2.8) segítségével nyerjük. Egy / (x) , dv(x) szerint integrálható 
függvény integráljának meghatározására bevezetjük az 
1 
(2.9) f / ( x ) Л (x) ~ Qn (dv ; / ) = Д /(**„) 
GŰMSÍ—Jacobi-féle közelítő képletet. Erről tudjuk, hogy ha legfeljebb (2/? —l)-edfokú 
polinom, úgy az integrál pontos értékét szolgáltatja. STIELTJES ismert tétele szerint 
a (2.9) bal oldalán álló integrál „Riemann—Stieltjes'"'' értelemben való létezéséből 
következik, hogy 
1 
(2.10) lim QJdvJ) = f f(x)dv(x). 
a —
 00
 -x 
2.1. T É T E L (lásd [2]). Legyen С egy olyan egyszeresen összefüggő zárt С tar-
tomány határa, mely tartalmazza a [ — 1, 1] szakaszt. Ha f ( z ) a C-n analitikus 
függvény, akkor 
(2.11) g , ( * ; / ) - 6 - > ( * ; / ) - „ l { z ) 7 " z ( d . 1 -
In-i(dv) 2ni J p„_i(«v; z)pn(dv, z) 
Ez a tétel (2.8)-ból és a rezidumtételből következik. 
2 . 2 . TÉTEL. A Z előző tétel feltételeinek teljesülése esetén 
(2.12) f f ( x ) d v ( x ) = Q.(dv,f)+ i - Щ т ^ - Ф j ß ß ' ß • 
t J J J K J К) ,j>
 r=^+i%i(dv) 2 n i y Pn_1(dv,z)pn(dv-z) 
Ez nyilván következik (2.11)-ből és (2.10)-ből. 
3. Hibabecslések a közelítő kvadratúrára 
A (2.11) integrálformula, ill. az abból levezetett (2.12) formula jól használható 
hibabecslés céljára. Egyik ilyen lehetőség, amelyre a dublini előadásunkban [2] 
mutattunk rá, az alábbi: 
3.1. TÉTEL. Legyen f ( z ) egy analitikus egész függvény, melynek „maximum-
modulus" függvénye 
(3.1) M ( / ; r) = max |/(z)| , |z|Sr 
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akkor log v'(cos 0) ç esetén 
1 
(3.2) I f f(x)dv(x)-Qn(dv;f)\ ^ 
-1 
S л2~2п + 1 max exp J ' log [v'(cos 0)|sin 0|]</flj (1 + £„), 
ahol 
(3.3) lim E„ = 0. 
П~- oo 
A 3.1 tétel érdekessége abban rejlik, hogy a (3.2) jobb oldalán szereplő л szorzó 
nem helyettesíthető тг-nél kisebb számmal. Hátránya viszont, hogy a hibabecslés 
csak aszimptotikus, de nem numerikus. Az alábbiakban numerikus becslést adunk, 
amely pontosságban csak kis mértékben marad el a (2.12)-ből kapható igen pontos 
у 
aszimptotikus becslésektől, melyeket [3]-ban tárgyaltunk. Először a —— tényezőket 
vesszük szemügyre. Ismeretes, hogy 
( 3
-
4 ) yry(d!)} = f W'-iV*' x)P'(dv> S 1 
(lásd [1], I. fejezet, 10. feladat). 
Továbbá, ha log v'(cos 0)6 jSf, akkor 
(3.5) 
r^« yr (dv) 2 
A (3.2) aszimptotikus becslés levezetésénél dublini előadásunkban (3.5)-öt használ-
tuk; ennek előnye, hogy így összehasonlítva (3.4)-gyeI, egy 1/2 tényezőt nyerhetünk. 
Hátránya viszont, hogy a becslés csak r— °° határátmenetben, aszimptotikusan érvé-
nyes. A számítástechnikus nyilván előnyben részesíti a (3.4) egyenlőtlenséget, hiszen 
ez minden r-re igaz. Átmeneti helyzetet foglalnak el azok a dv súlyok, melyekre 
a yr-i(dv)/yr(dv) hányados elemi képlettel kifejezhető. Speciálisan, ha a súly dvuíl(x) = 
= (1 — x)a(l + x f , akkor a hozzá tartozó ortogonális polinomok a Jacobi-poUnomok 
és 
Уг-iidKß) _ 2 r(r + a + ß)(r + cc)(r+ß) 
yr(dvaß) 2r + x + ß V (2r+x + ß-\)(2r + a + ß+l) 1 ' ' 
Különösen fontos az a = ß = — 1/2 speciális eset, mikor is egyszerűen 
(3.7)
 = 1 (/• = 2, 3 , . . . ) . 
yr(dv_1/2, -1/2) 2 
Ebben az elvi fontosságú speciális esetben tehát minden rögzített r-re e kifejezés 
pontosan a (3.5) jobb oldalán álló határértékkel egyenlő. Az a = ß — 0 speciális eset 
az eredeti Gauss-féle (1.2) kvadratúraképletre vezet. Ekkor 
(3.8) = (r = 2, 3 , . . . ) . 
JÁdv oo) |/4r2— 1 
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A feladat nehezebbik része a (2.11) kifejezésében az integráljel alatt szereplő 
becslése. Dublini előadásunkban a SZEGŐ GÁBORtól származó és ortogonális 
Pn(dv,z) 
polinomok „külső aszimptotikáját" szolgáltató képletet használtuk. Gyakorlati 
alkalmazás során ennek hátránya (csakúgy, mint a (3.5) reláció használatának), 
hogy a hibatagra csak aszimptotikát, de nem becslést kapunk. Ezt a hiányosságot 
sikerült a később készült dolgozatunkban kiküszöbölnünk. Ennek során egy jóval 
korábban talált becslésünket használtuk, mely első ízben a [1] könyvünkben jelent 
meg nyomtatásban. 
3 . 2 . SEGÉDTÉTEL. Legyen z komplex szám, 1, 1] és d z > 0 legyen z távol-
sága a [ —1, 1] szakasztól, akkor 
( 3 9 ) 1 ^ 7.-1 (dv) M l ) - v ( - l ) 
|p„(rfv;z)| - yn(dv) Az\Tn^{z)\ ' 
ahol 
(3.10) Tn(z) = j [ ( z + / Í M ) " + ( z - / ? 4 ) " ] 
az и-edfokú elsőfajú Csebisev-féle polinom. 
Lásd a szerző [1] könyve III. fejezet (7.7) képletet; a bizonyítást is ott találja 
meg az érdeklődő olvasó. 
A (3.9) segítségével nyert becslés nem rosszabb lényegesen, mint amit a Szegő-
féle aszimptotika segítségével nyertünk n—°° esetén a [2] előadásunkban. Pl. dv = 
= dv_1j2j _i / 2 választásával (3.9) |z| —°° esetén egy / 2 tényezővel lesz csak nagyobb. 
Ezt bőven ellensúlyozza az a rendkívül nagy előny, hogy a kapott egyenlőtlenség 
a dv súlytól csak egy ) /v(l) —v(—1) tényező erejéig függ. Nincs szükségünk a 
log v'(cos 0)£JS?megszorító feltételre sem (vö. 3.1 tétellel). 
A [3] dolgozatunkban bevezettük az 
segédfüggvényt.4 Ez a sor minden [ — 1, 1] számra konvergál. Az 
(3.12) r(z) = |z + / z 2 - 1 I 
Bernstein-fé\e paraméter bevezetésével |z| nagy értékeire 
(3.13) 
Alkalmazzuk a 2.2. tételt olyan módon, hogy а С kontúr, amire integrálunk, 
az e(R)={z: r(z) = R} ellipszis vonal. 
4
 TARNAY GYULA (MTA Számítástechnikai és Automatizálási Kutató Intézete) az i]n{z) függ-
vényt nagy pontossággal tabellázta. Ez a tabella ismertetésre került a keszthelyi numerikus analízis 
kollokviumon, a szerző és TARNAY GYULA közös előadásában. 
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Legyen 
(3.14) Me(f\R)= sup \f(z)\. 
Z€E(R) 
A (3.9) becslést is felhasználva kapjuk, hogy 
1 
( 3 . 1 5 ) I f f ( x ) d v ( x ) - Q n ( d v ; f ) \ s 
1 y b í W f M  
2n г£,г Уг-Ádv) JR) AQTr_2(£)\\Tr-ÁQ\ 
ЛХ f f . D\ v ( l ) - v ( - l ) 
Me(f\ R)- 2n s u p - ^ I rä» yr(dv) I 
iniom 
em ^ 
A (3.15) képlet közvetlen alkalmazása R kis értékeire célszerű. R nagy értékeire 
további egyszerűsítés lehetséges. Az e(R) ellipszis teljes egészében az \z\^R/2 sugarú 
körön belül foglal helyet. Ha tehát az / (z) a \z\^R/2 körlemezen is analitikus, úgy 
(3.16) M t ( f \ R) — max |/(z)| = M(f; R/2), |z |SR/2 
ahol M(f ; r) a szokásos, körökre vonatkozó „maximum-modulus" függvény. 
(3.10)-ből 
(3.17) | r n ( z ) | ^ l { [ r ( z ) ] " - [ r ( z ) ] - " } , 
tehát (3.11)-ből 
(3.18) , . ( , )
 S Í ^ ) r - i . [ r W 1 J i } { [ r W r _ [ r ( g ) ] - , = Х Ш 
és nagy r(z) értékekre ez a becslés igen pontos. Becsléseink következtében be tudjuk 
látni a következő tételt. 
3.3. TÉTEL. Legyen / ( z ) a |z| S g körben analitikus, akkor 
(3.19) I f f(x)dv(x)-Q„(dv;f) | j M ( f ; g) [v( l )~ v ( - l)]B„(dv) ; 
ahol 
(3.20) = sup g 1. 
r^n yr\dv) 
Bizonyítás. Alkalmazzuk a (3.15) becslést. Az e(7?) konvex ellipszis teljes egészé-
ben a |Z|SJR/2 körön belül található, tehát kerülete kisebb, mint 2nR/2=nR. Elemi 
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geometriai, de kissé hosszadalmas számítással kapjuk,5 hogy 
(3.21) dz S y { r ( z ) + [ r ( z ) ] - 1 } - l = d[r(z)], 
tehát (3.18)-ból és (3.20)-ból az e(R)={z\r(z) = R) ellipszisen integrálva 
(3.22) í ^ ^ m -
e(í) 
A bebizonyítandó (3.19) becslést olyan módon nyerjük, hogy a (3.15) egyenlőt-
lenségben felhasználjuk (3.16)-ot és (3.22)-t, továbbá R—2g-t helyettesítünk. A (3.20) 
egyenlőtlenség ugyancsak bizonyítandó második fele (3.4) következménye. 
A (3.19) becslés legnagyobb előnye, hogy a dv mértéktől csak a [v(l) —v( — \)}Bn(dv) 
tényező erejéig függ és ebben is a második faktor jól becsülhető c/v-től függetlenül 
l-gyel. hiszen ez a tényező S Z E G Ő idézett tétele szerint igen általános feltételek 
mellett 1/2-hez tart. Az utolsó 0-tól függő tényező viszont minden dv-re ugyanaz. 
5
 Kiszámítjuk zfz minimumát az e(R) ellipszisen. Elegendő e(R) első negyedére szorítkoznunk^ 
melynek paraméteres alakja 
1 1 
x = —(R + R'Ocosip, y = —(R-R-1) s i n p (O^tp^n/2). 
Legyen PoÉ^O, — j az a hely, ahol x = l . 
Az (x, y) pontnak a O s z s 1 szakasztól való távolsága 
1 
A(x + iy) = — ( Ä - Ä _ 1 ) s i n p , ha O ë x S l , azaz p 0 ^ p ä 7 t / 2 . 
Ez nyilván növekedő függvénye p-nek. Ha x ^ l , azaz 0 3 p 3 p0 , úgy 
ahol 
=
 +
 + [ y ( Я - Л - 1 ) sin p j = ^ ( c o s p ) , 
1 
g(t) = ,2-(R+R-i)t+l+—(R-R-ly. 
1 
A g(t) görbéje olyan parabola, melynek az —(Ä+ R'1)^1 helyen van minimuma. Tehát 0 3 1 3 c o s p S 
szakaszon g(t ) a t fogyó függvénye és így d(x + i>) p = arc cos I-nek növekedő függvénye. Vagyis z J ( x + i » a p függvényeként az egész j^ O, y j szakaszon fogyó. A minimális értéket A(x + iy), 
tehát a p = 0 pontban, vagyis a valós tengelyen veszi fel és a minimum értéke — (R+R'1) — 1. 
3* Alkalmazott Matematikai Lapok 1 (1975) 
32 FREUD G. 
4. A racionális törtfüggvényekkel való közelítés egy módszeréről 
Tekintsünk egy olyan / (z) függvényt, amely a z = ° ° pont körül 
(4.1) f ( z ) = 
v = 0 
Laurent-sorba fejthető. Egy ilyen / (z) függvényhez hozzárendeljük a £>„(/; z) = 
=rn(z)/Rn(z) Padé-féle közelítő törtek sorozatát. £>„(/; z) azzal a két tulajdonsággal 
jellemezhető, hogy 
a) r„(z) és Rn(z) legfeljebb я-edfokú polinomok, 
b) Rn(z )f(z ) — rn(z ) = 0 ( | z | _ n _ 1 ) . 
A b) szerint az Rn(z)f{z) Laurent-sorában z~k (k=\, 2, ..., n) együtthatói eltűnnek; 
ez n homogén lineáris egyenletet szolgáltat az R„(z) n+1 darab együtthatója arányá-
nak számítására. R„(z) ismeretében rn(z) is számítható, hiszen az nem más, mint 
az Rn(z)f(z) Laurent-sorában az első n + l (z nemnegatív hatványait tartalmazó) 
tag összege. 
A TWé-közelítés fontos speciális esete az, amikor 
(4-2) 
z— t
 k=x z 
ahol a [pk{dv)} együtthatósorozat a dv mérték momentumaiból áll: 
1 
(4.3) Rk(dv)= f xkdv(x). 
-1 
Legyen 
R„(z) = z"+2 
1 = 0 
akkor a d, együthatók meghatározására szolgáló egyenletrendszer 
(4.4) "Z Vr-i(dv)dt = -Pr-n(dv) (r = 0. 1, ..., n- 1). 
( = 0 
A (4.4) lineáris egyenletrendszer determinánsa nem más6, mint az 
/ (Í/**"~1) dv(x), 
az yk változókban définit pozitív kvadratikus alak determinánsa, tehát zérustól 
különböző. Ennek következtében a gn(f ; z) Padé-tört létezik, egyértelműen meg-
határozott és nevezője pontosan и-edfokú. A b) feltétel miatt tehát 
(4.5) f(z)-Qn<J\z) = O O z r - 1 ) . 
0
 A keletkező lineáris egyenletrendszer megoldhatóságának és a megoldás egyértelműségének 
kérdése általános esetben külön vizsgálatot igényel. A jelen dolgozatban vizsgált esetben, mikor 
/ (z) Stieltjes-transzformált, látni fogjuk, hogy a megoldás mindig létezik és egyértelmű. 
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Legyen gz(t) = (z-t)-1, tehát 
1 
f ( z ) = J gz(t)dv(t). 
-1 
4 . 1 . SEGÉDTÉTEL. A ( 4 . 2 ) Stieltjes-transzformáltként előállítható f(z) függvény 
я-edik TWe-közelítése 
(4.6) Qn(f-,z) = Q„(dv\gz)-
Bizonyítás. (2.8) értelmében 
ïr(dv) 1 Qr(dv;g2)-Qr.1(dv,gz) = ïr-i(dv) pr_1(dv;z)pr(dv,z) 
és r szerint összegezve r = и + l, n + 2, ...-re 
(4.7) {g,(t)dv(t)-Qn(dv,gl)= 2 yÁdJl. . , \ , , л . 
_*) г = 7 + 1 У г - 1 ( Л ) pr-i(dv; z)pr(dv\ z) 
Ebből a ( 3 . 9 ) , majd a ( 3 . 4 ) becslés felhasználásával nyerjük, hogy ( 3 . 1 1 ) és ( 3 . 1 2 ) 
alapján 
(4-8) \№-Qn(dv,gz)\ S 
s j ; v ( i ) - y ( - i ) = 1 = v Q ) - y ( - i ) ( z ) = 0 ( | z | _ 2 „ _ 1 ) 
-ré„ (Az)2 l^-iOOI \Tr(z)\ (Az)2 ПЛ7) Ul|Z| >• 
így (4.5) és (4.8) összevetésével 
( 4 . 9 ) E „ ( / ; z) — Qn(dv;gz) = Qn(f-z) - 2 = « ( К Г 2 " " 1 ) -
k = 1 z — xkn 
A (4.9) bal oldalán két olyan racionális törtfüggvény áll, melyeknek nevezője leg-
feljebb я-edfokú. Ezek különbségeként a baloldal olyan racionális törtfüggvény, 
melynek nevezője legfeljebb 2/?-edfokú. így a (4.9) reláció csak úgy állhat fenn, ha 
a baloldal azonosan eltűnik. 
A (4.8) egyenlőtlenség egyben becslést szolgáltatott a Padé-törtnek f-tői való 
eltérésére : 
4 . 2 . TÉTEL. A ( 4 . 2 ) Stieltjes-transzformált alakjában előállítható f(z) függvény 
и-edik Padé-közelítése 
(4.10)
 g „ ( / ; z ) = 
és ennek eltérése f(z)-tői 
( 4 . 1 1 ) \f(z)-Qn(f;z)\ g V(1)(~ZV)2~1} r,„(z). 
A 4.2 tételnek egy igen egyszerű, de távolról sem érdektelen speciális esete, ha 
dv(t)=dt. Ekkora 
(4.12) log 
1 - Z Z-XKN 
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közelítő képletre jutunk, ahol {xkn} a Gauss-íéle abszcisszák sorozata, ).kn pedig 
a Gauss-féle kvadratúra együtthatói. 
A másik elemi képletet akkor kapjuk, ha a dv(t) = (1 — t2)~ll2dt helyettesítést 
végezzük. Ekkor xk„—cos^——n és Àkn = n/n, tehát 
2 n 
, 4 n . _1 J, f dt l_ ^ 1 
2 n 
Úgy a (4.12), mint a (4.13) közelítő képletekben a hiba a (4.11) egyenlőtlenség segít-
ségével becsülhető. 
5. Elliptikus integrálok számításáról 
További alkalmazási példaként a 
dx (5.1) q>(k)= f 
{ /(1 — x2) (1 +k2x2) 
elliptikus integrálok közelítő meghatározását említenénk. Meg szeretnénk említeni, 
hogy egyedül a k=\ esetre szorítkozva, J . T O D D professzor (California Inst, of 
Techn.) hatféle módon igen kiterjedt számításokat végzett és a keszthelyi numerikus 
analízis kollokviumon azokat egyórás előadásban ismertette. A szerző ott helyben 
kifejtette saját eljárását. Érdekességként megjegyezzük, hogy ez annyira megnyerte 
T O D D professzor tetszését, hogy néhány héttel később az osztrák matematikai 
kongresszuson azt a szerző nevének említésével, saját hat eljárása mellett mint 
hetedik alternatívát ismertette. 
Módszerünk lényege, hogy a kvadratúraképletet a dv(x) = (1 —x2)~ll2dx súllyal 
az fk(x) = (1 +k2x2)~1/2 függvényre alkalmazzuk és (2.12) jobb oldalán az integrá-
lokat a kontúr deformálásával egyszerű alakra hozzuk. 
Esetünkben 
tehát 
Pn(dv,z) = pn{z) = I/ - T„(z) (n = 1, 2, . . . ) , 
— rá d z 2ni f íZÍC Pn-l(z)Pn(z) 
= 4?<ß -Z , (» = 2 ,3 , . . . ) , 
ahol а С görbe pozitív irányban egyszer hurkolja a [—1, 1] szakaszt, de nem tartal-
mazza fik"1 pontokat, ahol az fk(z) szinguláris. На к valós és pl. pozitív (amit 
fel akartunk tenni), úgy а С kontúr deformálható a képzetes tengely (ifc~\ /°°) és 
( — —ik_1) szakaszaira, és a pozitív képzetes tengely bal partját a felé, 
jobb partját az ik"1 irányában futjuk be, a negatív képzetes tengely esetében fordítva. 
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A négyzetgyök miatt az integrandus értéke a két parton csak előjelben tér el, 
tehát a z=iy változót bevezetve 
( 5 . 2 ) 
1 í 7 idy kp i dy I =—L f 1аУ f 
" H J. T Í ; a t / ; „ M/I 1.2 „2 J 2i h-Jt n^(iy)Tn(iy)]l\-k2f -í ^ ^ ( / » ^ ( / » ( l - U / . 
dy i 
= f L 
Jt Tn-i(iy)Tn{iy) ( À 2 / - 1 
A 7,„_1(z) és Tn(z) polinomok közül az egyik páratlan, a másik páros. Ismeretes 
továbbá, hogy 7'„(z)-ben az együtthatók előjele alternáló. Ezért 
es 
Ezért 
( 5 . 3 ) F 
T2r(iy) = \T2r(iy)\(-\y 
r'T^xiiy) = (-iy\T2r+1(iy)\. 
dx 
-1 )((1 -x 2 ) (1 + k2x2) 
= £ 4 1 y f » dy 
1 "I- /С cos 
2/1 
Az (5.3) jobb oldalán álló sor geometriai sor sebességével konvergál. 
J . T O D D a ( / /(1) értékét az ( 5 . 3 ) jobb oldalán álló összeggel (vagyis magával 
a kvadratúraképlettel) közelítette. Ha ezt kiegészítjük oly módon, hogy ezt a (több 
tiz. jegy pontossággal) kiszámított összeget kiegészítjük az utána álló szumma pl. 
1 %-ra pontos értékével, úgy viszonylag kis erőfeszítés-többlettel, további két jeggyel 
növeltük a pontosságot. Ugyanezt az eredeti úton az alappontok számának növelésé-
vel, tehát lényegében az egész számítás elölről kezdésével tudnánk csak elérni. 
Ennél is egyszerűbb képletekhez jutunk, ha a 
í , 
( 5 . 4 ) ф(к) = f Л ( 0 < к < 1) 
4 l / ( l - * 2 ) ( l ~ k 2 x 2 ) 
elliptikus integrált vizsgáljuk. Az előbbi módszerrel kapjuk, hogy 
( 5 - 5 ) = 1 + 
"
 J = 1 1 Л V i 2 2 7 - 1 
/ 1 - к2 c o s 2 ^ U — л 
\ 2n 
+ У f I J Z . 
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ERROR ESTIMATES FOR GAUSS—JACOBI QUADRATURE FORMULAE 
AND THEIR APPLICATIONS 
G . FREUD 
In [2] the author has expressed the error of quadrature formula by complex contour integral 
and by the help of it, when / (z) is an analitic function, he gave an assymptoticaly exact estimation 
for that as In this paper after demonstrating the error term it has been given a numerical 
estimation of the error of the approaching integral formula which can be used for each fixed n. 
For the first application of the method it has been given an error estimation of the difference of 
the Pade approaching fraction from the function, whenever the last can be represented in the form 
of Stieltjes-transformation. For a second application a formula is presented to calculate the exact 
numerical value of the elliptic integrals. 
Alkalmazott Matematikai Lapok 1 (1975) 
Alkalmazott Matematikai Lapok 1 (1975)37—50. 
A PROGRAMHELYESSÉG BIZONYÍTÁSÁNAK 
FORMÁLIS MÓDSZEREI 
MAJOR PÉTER és VARGA LÁSZLÓ 
Budapest 
Ebben a tanulmányban megkíséreljük összefoglalni az elsőrendű logika eszközeit alkalmazó 
programhelyesség-bizonyítás legfontosabb módszereit. Ezeket a módszereket egy általunk, a CDC 
3300-as gépre implementált, a rezolúció elvén alapuló tételbizonyító program segítségével példákon 
szemléltetjük. 
A tanulmányt egy olyan bevezetőnek szánjuk, amely a fenti területen elért eredmények össze-
foglaló értékelését nyújtja. 
1. Bevezetés 
A programhelyesség bizonyítása egyike azoknak a megoldatlan problémáknak, 
amelyek ma a számítástechnikával foglalkozó kutatók érdeklődésének középpontjá-
ban állnak. Ennek a problémának a fontosságát a következők mutatják: 
1. A software előállítási költsége — ellentétben a hardware előállítási költsé-
gével — évről évre növekszik. A kutatók keresik az eddigi kis hatékonyságú soft-
ware előállítási technikák új, hatékonyabb technikákkal való felcserélésének lehető-
ségeit. Az egyik ilyen kis hatékonyságú módszer a programok helyes működésének 
empirikus ellenőrzése. 
2. A programok segítségével ma már olyan kritikus rendszerek vezérlését vé-
gezzük el, amelyekben a program rejtett hibáinak megengedhetetlen következményei 
lehetnek. Ilyen feladat például az atomreaktorokban, az erőművekben lejátszódó 
folyamatok, az űrhajók pályájának vezérlése stb. 
Ismeretes, hogy ha a kipróbált program utasításainak számát elosztjuk a prog-
ram előállítására fordított napok számával, akkor — bonyolult programok esetén — 
10 alatti értéket kapunk eredményül. Nyilvánvalóan ez nem azt fejezi ki, hogy a prog-
ramozó közel egy óra hosszat töpreng egy-egy utasítás leírásán, hanem azt, hogy 
sok időt tölt el a program hibáinak megkeresésével, a hibák felismerése után az egyes 
programrészek újraírásával. Mindez azt mutatja, hogy a program megírására for-
dított időt elsősorban a program kipróbálására fordított idő csökkentésével lehet 
elérni. Ennek egyik lehetséges útja a programhelyesség bizonyításának automati-
zálása. 
Az automatikus programhelyesség-bizonyítás terén a kutatómunka napjaink-
ban elsősorban a matematikai logika síkjára terelődött. Egymás után születnek 
olyan programrendszerek, amelyek a programok helyességét az eddigi empirikus 
ellenőrzés helyett matematikai szabatossággal kívánják bizonyítani. Ezeknek a mód-
szereknek nagy része a rezolúció elvén alapszik. Ebben a tanulmányban megkíséreljük 
összefoglalni az elsőrendű logika eszközeit alkalmazó programhelyesség-bizonyítás 
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legfontosabb módszereit. Ezeket a módszereket egy általunk a CDC 3300-as gépre 
implementált, a rezolúció elvén alapuló tétel bizonyító program segítségével példá-
kon szemléltetjük. A tanulmányt egy olyan bevezetőnek szánjuk, amely a fenti terü-
leten elért eredmények összefoglaló értékelését nyújtja. 
2. A programhelyesség bizonyításának problémája 
Egy adott probléma megoldására alkalmas program elkészítésének az első lépése 
magának a problémának a specifikációja. Ezt követi a program kezdő adatainak 
és eredményeinek a specifikálása. A probléma megoldása egy olyan program kidol-
gozását jelenti, amely a specifikációban rögzített kezdő adatok esetén a specifikált 
eredményeket szolgáltatja. Az ilyen programot helyes programnak nevezzük. 
A programoknak különböző formái vannak. A programhelyesség bizonyításá-
nak szempontjából a legfontosabb programformák a következők: 
1. a program algoritmikus formája, amelyet rendszerint folyamatábra formában 
rögzítünk ; 
2. a program forrásnyelvű formája; 
3. a program gépi kódú formája. 
A program helyességét ennek megfelelően a program különböző megjelenési formái 
alapján bizonyíthatjuk be. 
A program kezdő adatainak és eredményeinek a specifikációja általában nem 
konkrét értékek előírását jelenti. A specifikációval a program kezdő adatainak és 
eredményeinek szóba jöhető halmazát, valamint a kezdő adatok és eredmény-adatok 
között fennálló összefüggéseket rögzítjük. 
A programhelyesség igazolásának ma a gyakorlatban használatos módszerei 
empirikus módszerek. Ezeknek a módszereknek az a lényege, hogy a program 
kezdő adatainak kiválasztjuk egy részhalmazát és ezekkel az adatokkal a programot 
lefuttatva kimutatjuk, hogy a kapott eredmények beleesnek a program eredményei-
nek a specifikációban rögzített halmazába. Egy ilyen módszernek az az előnye, hogy 
a program helyességét a program gépi kódú formájára látja be és így bizonyos mér-
tékig figyelembe tudja venni a gép fizikai tulajdonságait is, így például a kerekítési 
hibákat, a túlcsordulásokat stb. Az empirikus módszernek azonban az a nagy 
hátránya, hogy bonyolultabb programok esetén nem tudjuk kiválasztani a kezdő 
adatoknak azt a részhalmazát, amely az egész halmazt szignifikánsan reprezentálja 
és amely mellett minden próbafuttatást reális határidőre el lehet végezni. Ezért ma-
radhatnak a programban kiderítetlen hibák, amelyek a program használata közben 
fognak jelentkezni. Vegyük észre, hogy az empirikus módszerek esetén a szigni-
fikáns bemenő adatok megválasztása olyan adatok megválasztását jelenti, amelyek 
alkalmasak a programban számításba jöhető hibák kimutatására. 
A programhelyesség bizonyításának további módszerei az egzakt, matematikai 
módszerek. Ezek a módszerek a program helyességét a program algoritmikus, vagy 
forrásnyelvű formája alapján bizonyítják be. A program algoritmikus formája és 
a forrásnyelvű forma a programot végrehajtó géptől általában független forma. 
Ezért a program helyessége ezeknek a programformáknak az alapján csak akkor 
bizonyítható be, ha pontosan specifikáljuk ezeknek a formáknak a szemantikáját, 
azaz specifikáljuk azt a transzformáció sorozatot, amelyet az általunk leírt program 
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az adatokon végrehajt. A matematikai programhelyesség-bizonyítás lényegét a kö-
vetkezőképpen foglalhatjuk össze: 
Legyen X és Z rendre a program szóba jöhető kezdeti, illetve eredmény-adatai-
nak halmaza. A matematikai módszerek azt bizonyítják be, hogy valahányszor 
x és z a fenti halmazoknak olyan részhalmazai, amelyeket a program rendel egymás-
hoz, z — t(x), ahol T a probléma specifikációjában meghatározott leképezés. 
Ezeknek a módszereknek az az előnyük, hogy a program helyességét a speci-
fikációnak megfelelően minden szóba jöhető adatra bebizonyítják. A hátrányukat 
a következőképpen foglalhatjuk össze: 
1. Jelenleg nincs semmilyen formális módszer, amellyel eldönthető, hogy a be-
menő adatok és az eredmények specifikációja megfelel-e a probléma specifikációjá-
nak. Egy empirikus módszer esetén ez esetenként könnyebben eldönthető. így a ma-
tematikai módszernél nincs semmi garancia arra, hogy a program helyességének 
bizonyítása egyben a probléma helyes megoldásának a bizonyítását is jelenti. Nem 
biztos tehát, hogy azt bizonyítjuk be, amit akarunk. 
2. A programhoz rendelt leképezés, a program szemantikája a gépi kódú 
program által meghatározott leképezést csak közelítőleg írja le. A bizonyítás tehát 
nem a gépen futó program helyes működésének a bizonyítása. 
3. További eltérések adódhatnak 
— az algoritmikus forma és a forrásnyelvű forma egymáshoz rendeléséből, 
— a forrásnyelvű forma hivatkozási és gépi reprezentációjának különböző-
ségéből. 
Ezek a hibák csak akkor küszöbölhetők ki teljesen, ha a gépen futó programot spe-
cifikáljuk és annak helyességét bizonyítjuk. Történtek erre is kísérletek [5], amelyek 
azt mutatják, hogy az út elvileg járható, csak gyakorlatilag ma még kezelhetetlenül 
bonyolultnak látszik. 
3. A program absztrakt és konkrét formája 
A programhelyesség bizonyításához mindenek előtt pontosan meg kell hatá-
rozni a programhoz rendelt leképezést. Ennek a meghatározásnak ma már több-
féle eszköze ismeretes. Egyik ilyen jól ismert eszköz az ún. VDL nyelv [7], amellyel 
először a PL/I nyelv szemantikáját írták le. A programhelyesség bizonyításánál rend-
szerint nem a program forrásnyelvű formájának, hanem az algoritmusának a jelen-
tését írjuk le formális módon. A következőkben egy ilyen módszert mutatunk be, 
amely lényegében a [8] munkában megadott módszer kissé más módon történő meg-
fogalmazása. 
A program algoritmikus formájának lényegét egy absztrakt program modellben 
a következőképpen foglalhatjuk össze: 
Az absztrakt program egy 
P = (S, e, h. G, X. Y, Z, T. F) 
kilences, ahol 
S = {лу, s,,, ...,í„} a program állapotainak egy nem üres, véges halmaza; 
e £ S a kezdő állapot; 
h f S a terminális állapot; 
G egy nXn-es mátrix, amelynek elemeit a következők határozzák meg: 
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1. gjj = 1, ha a program végrehajtása közben az л'; állapotból közvetlenül 
Sj állapotba juthat és gtj=0 különben; 
2. A G mátrix /-edik sora akkor és csak akkor zérus, ha st = h ; 
3. A G mátrix г'-edik oszlopa akkor és csak akkor zérus, ha 
4. Minden Si^e esetén létezik a G mátrix elemeinek egy olyan csupa nem zérus 
elemekből álló ghhghh ... g;kik+1 sorozata, hogy 
s h = e, sik+1 = h és í£{/2 , г 3 , . . . , ik+1}. 
X, Y, Z rendre a program kezdeti, változó és eredmény adatainak a speci-
fikációban rögzített halmaza, ZczY. 
T={tk, to, ..., tn_k) egyértékű függvények egy halmaza. A függvények értelme-
zési tartománya az X\J Y halmaz, és értékkészlete az S halmaz. A T 
halmaz elemei az S— {h} halmaz elemeihez egyértelműen hozzá vannak 
rendelve. 
F olyan függvények halmaza, amelyek a G mátrix nem zérus elemeihez 
vannak egyértelműen hozzárendelve, értelmezési tartományuk és 
értékkészletük egyaránt az X(j Y halmaz. 
Az absztrakt program végrehajtását a T és F leképezések írják le. A program 
kezdetben az e állapotban van. A program az ,v; állapotból a függvény által meg-
Y—f22(XUY) 
S = {s, 
G = 
0 1 О 
О 1 1 
О О О 
© 
t, (XUY) 
Y— f
 12 (XUY) 
t2 (XUY) 
Z—-f23(XUY) 
L 
V; 
У| —Vi + X1 1 
T= (t,(XUY), t2(XUY)j j F = {f12(XUY),f22(XUY), f23(XUY)} 
1. ábra 
У — *i i У г ^ 1 
У, =
 X2 
határozott + állapotba megy át, miközben a gu = 1 mátrixelemhez hozzárendelt 
f i j leképezés megtörténik. Ha a program a végrehajtás során a h állapotba jut, a prog-
ram végrehajtása befejeződik, a program leáll. 
Vegyük észre, hogy az absztrakt program egy irányított gráffal ábrázolható. 
Egy ilyen irányított gráffal ábrázolt absztrakt programot mutat az 1. ábra. 
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Egy absztrakt programból a konkrét programot úgy kapjuk meg, hogy speci-
fikáljuk az X, Y és Z halmazokat és megadjuk a T, F leképezéseket. Például: 
X = {xx,x2}, ahol xx pozitív egész, x2 pozitív egész; 
Y = {>T,y2 5 z b a h ° ' -vi>k2 és z pozitív egész; 
Z = {z}, z = X] * x2 
tl(X\JY) = {Sl}; 
ív3 , ha y2 = x2 , 
E) különben; 
/ 1 2 ( A U Y) = {yi~xltyt~1}; 
/ 2 2 ( Z U E ) = { Л - Л + 1 . Л - Л + *!}; 
/ 2 3 ( Z U E ) = { Z - j t } ; 
ahol a — az értékadást jelöli. 
A konkrét program ábráját a 2. ábra mutatja. 
4. A program specifikációja axiómák segítségével 
Az előző pontban megadtuk az absztrakt program és annak realizációjaként 
a konkrét program egy lehetséges specifikációját. Ez a specifikáció összhangban van 
a program folyamatábrával történő ábrázolásával, a folyamatábra alapján könnyen 
előállítható. 
Kézenfekvő gondolat a program specifikációját mint axiómák összességét fel-
fogni, és a program helyességével kapcsolatos állításokat mint tételeket, ezeknek az 
axiómáknak alapján bizonyítani. A következőkben a program specifikációja alap-
ján ezeket az axiómákat írjuk fel az elsőrendű predikátumkalkulus eszközeivel. 
Tekintsük először az absztrakt programot. 
A program állapotváltozásai két lépésre bonthatók. Az első lépés az új állapot 
meghatározása, a másik lépés az adatok leképezése. Ezt a két lépést egy-egy predi-
kátum segítségével írhatjuk le: 
1. Rendeljünk hozzá a G mátrix minden nem-zérus eleméhez egy 
Pij(XUY) 
tesztelő predikátumot. Ez egy logikai függvény, amely akkor igaz, ha az st állapotban 
Y) — Sj 
2. Rendeljünk hozzá a program minden állapotához egy 
Q„(U UK) 
elérési predikátumot, amely akkor igaz, ha az s, állapotban az A és Y halmazok 
aktuális értéke U és V. 
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A következőkben általában a Qs. jelölés helyett a Qt jelölést is használjuk. 
Megjegyezzük, hogy s~e esetén 
Qt(XÖY) = Q,(X) 
és s t = h esetén 
QfXÖY) = Q,(XUZ). 
A program minden egyes állapotváltozásához a program specifikációja alap-
ján a 
QfXU Y)AP,j(X\J Y) => Qj(XU Y) 
axiómát rendelhetjük hozzá. Jelölje ezt az axiómát Uy. Az XJi} axiómák összessége 
alkotja a program specifikációját. Az Ui} axiómák konjunkcióját a program leíró 
formulájának nevezzük, és Ap-ve 1 jelöljük. 
A konkrét program leíró formuláját úgy kapjuk meg, hogy az axiómákba 
a konkrét X, Y, illetve Z halmazokat írjuk be. 
Példa. írjuk fel a 2. ábrán megadott konkrét program leíró formuláját. Most 
Л 2 ( ^ и Y ) = IGAZ. P . f X f Y ) = (y2^x2). P23(XUY) = (y2 = x2), 
6 i (x i , Xo) = IGAZ 
és így 
6 2 Xo, Xi, 1, z) 
U22- Q i x 2 , y l t y2, z)Ay2 + x2 => Q2(xlf x2,y1 + x1,y2 + l,z) 
U23: Q2(xl7 x2, yl7y2, z)Ay2 = x2 => Q3(xlf x2, jy) 
Ap - U12AU22AU23 
A következő feladat a kezdő adatok specifikációját meghatározó axiómák 
megfogalmazása az elsőrendű predikátumkalkulus eszközeivel. Nézzük ezt a fel-
adatot is a konkrét példánk esetében. Most két axiómát kell megadni. Az axiómák 
azt fejezik ki, hogy Xj CS l-nél nagyobb egész számok. Tekintettel arra, hogy 
a példánkban minden adatunk egész, tehát csak egész számokkal végzünk művelete-
ket, elég megadni, hogy 
vt : Ay > 1, 
v2: x2 > 1. 
A kezdő adatokat is egy formulával szokás leírni. A kezdő adatokat leíró axió-
mák konjukcióját a kezdő adatok leíró formulájának nevezzük, és /1,-vel jelöljük. 
Esetünkben 
Aj — V\AV2 
Hasonlóképpen specifikálhatjuk a program eredményeinek a halmazát is, 
amelyhez egy A0 leíró formulát rendelhetünk. Példánkban egy ilyen axióma van: 
w: z — x j * x 2 
és így 
Aq = w. 
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5. A programhelyesség automatikus bizonyítása 
A programhelyesség bizonyítása könnyen automatizálható, viszonylag egy-
szerű tételbizonyító program segítségével elvégezhető. Ma már több ilyen program-
rendszer is kidolgozásra került ([2], [4], [1 Íj). Mi a vizsgálatainkhoz a [2] munkában 
megadott tételbizonyító programot implementáltuk az MTA SZTAKI CDC 3300-as 
gépére. A program nyelve LISP. Ez a tételbizonyító program a rezolúció elvet [14] 
használja levezetési módszerként. A következőkben olyan példákon szemléltetjük 
a programhelyesség bizonyításának lehetőségeit, amelyeket a fent említett program-
mal oldottunk meg. 
Mindenek előtt meg kell említeni, hogy a rezolúció elvet használó rendszerek 
az elsőrendű predikátumkalkulus nyelvével dolgoznak. Számos gyakorlati probléma 
azonban csak a magasabb rendű logika segítségével kezelhető egyszerűen. Ilyen az 
indukció problémája, amely a ciklus kezelésénél vetődik fel. 
A ciklusokat tartalmazó programokat rögzítenünk kell, hogy a ciklusok a fel-
tételezett tevékenységet véges lépésben elvégzik. Ezt a tulajdonságot az iterációs 
lépésekre tett indukciós feltevéssel adhatjuk meg [9]. Ezt a másodrendű logika nyel-
vén egyetlen axióma segítségével írhatjuk le: 
(VP)(P(0)A(Vx)(P(*) =• P ( * + l ) ) => (dx)P(x) 
Az elsőrendű logikában, mivel predikátumokat nem kvantifikálhatunk, ezt minden 
esetben, mindegyik ciklusra külön axiómában kell megadnunk. Előző példánkban 
a program egy ciklust tartalmaz csak, ezért egyetlen indukciós feltevést tartalmazó 
axiómát kell megadnunk: 
Щ • (By2)(x2>y2AQ2(x1, x2, xr,ys, z)A(Vy3) (x2>ysAQ2(x1, x2, x1,y3, z) => 
C?2(Ál "B X2, XX + X 2 , y3 + 1, z ) ) => QI(XI, X2, X j * x2, x2, z ) 
A tételbizonyító programnak segédaxiómaként kell megadni a programban szereplő 
módszerek, relációk stb. lényeges alapösszefüggéseit is. Példánkban két ilyen össze-
függésre van szükség: meg kell adnunk az egyenlőség reflexív tulajdonságát, to-
vábbá a nagyobb és az egyenlő reláció egymáshoz való viszonyát leíró axiómákat: 
W2 : x2 = x2 
W3: (Vu)x2 =- n=>n já A'o 
Az 
A, = WXKW2\W3 
formulát a segédaxiómákat tartalmazó formulának nevezzük. 
Az így megadott Ap, A, és As formulák konjukciójából a tétel bizonyító prog-
ram segítségével a program helyes működésére, és a program eredményére vonat-
kozó állításokat bizonyíthatunk be. Ezeket az előbbi példánkon szemléltetjük. 
5 . 1 . Á L L Í T Á S . Adott Ap. Ar, As és azt állítjuk, hogy a program leáll, azaz eljut 
a h£S állapotba. Ismeretes [8], hogy adott A=ApAAjf\As esetén a program akkor 
és csak akkor áll le, ha a program líd S terminális állapotához rendelt (3Z)Qh(X\J Z) 
predikátum az A formula logikai következménye. Ennél az állításnál tehát az A for-
mulában foglaltuk össze az axiómákat és (3Z)Qh(X\JZ) a bizonyítandó tétel. 
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Mivel a rezolúció elvet alkalmazó tételbizonyítás a nem kielégíthetőségen 
alapul, ezért most azt kell bizonyítani, hogy az 
ApLAj/\Asf\dz ~ ß 8 ( * i , * « , z ) 
formula nem elégíthető ki. A tételbizonyító program kezdeti adatait lényegében 
ez a formula képezi. Megjegyezzük, hogy a rezolúció elven alapuló tételbizonyító 
programoknak a fenti formulát úgy kell megadnunk, hogy a formulában szereplő 
axiómákat és a tétel negáltját egyenként felsoroljuk. A felsorolás egyúttal magába 
foglalja az elemek közötti konjukciót. Ahhoz, hogy az állításunkat a program be 
tudja bizonyítani, az így megadott axiómákat és a tétel negáltját kvantorok nélküli 
konjuktív normálformára kell hozni [12]. A konjuktív normálformában felírt 
axiómákat és a tétel negáltját mondatoknak (clause) nevezzük. 
Sok axióma esetén az axiómák kvantorok nélküli konjuktív normálformában 
történő felírása kényelmetlen feladatnak bizonyulhat. Ezért számos olyan működő 
rendszer létezik [4], [13], amely ezt a fázist is automatizálja. A vizsgálatainkban 
használt tételbizonyító programba ezt a lehetőséget nem építettük be, ezért ezt 
kézzel oldottuk meg. Az így kapott mondatok elemi diszjunkciókból állnak. Ilyen-
kor azt mondjuk, hogy a mondatok iiterúlok diszjunkciói. Jelölje a formuláknak meg-
felelő mondatok halmazát M. 
A tételbizonyító program alapstratégiája az egységrezolúció stratégia [1], 
amelynek az a lényege, hogy az adott M mondathalmaz elempárjai között csak akkor 
engedjük meg a rezolúciót, ha a mondatpár egyike legalább egység- (egy literálból 
álló) mondat. A program a stratégiának megfelelően a több literálból álló mondatok-
ból megkísérel minél több egységmondatot generálni. 
Az egységrezolúción kívül a programban az egységmondatokra alkalmazzuk 
a tartalmazás (subsumption) stratégiát [14], és a függvénymélység vizsgálatot. 
Ez utóbbi lényege az, hogy az egységmondatokban előforduló implicit függvények 
mélysége nem lehet nagyobb egy megadott korlátnál (pl. a g(f(h(x, y))) implicit 
függvény mélysége 3). Ha a mondatban szereplő implicit függvény mélysége ezt 
a korlátot meghaladja, úgy a mondatot töröljük. 
A tételbizonyító programot a következő kifejezésnek megfelelő LISP [10] uta-
sítással aktivizálhatjuk : 
tpu [m 1 ; m2; m3; t; n 1; n2; пЗ; л4], 
ahol 
tpu a program neve; 
m\ egy lista, amely az összes M-beli nem negált egységmondatot tartalmazza; 
ml egy lista, amely az összes Л/-beli negált egységmondatot tartalmazza; 
ml egy lista, amely az összes M-beli egynél több literálból álló mondatot 
tartalmazza ; 
t egy lista, amely annyi allistát tartalmaz, ahány eleme w3-nak van, minden 
allista m\ és m2 tetszőleges elemeiből épül fel, az allisták egymástól nem 
feltétlenül különbözőek és lehetnek üresek is ; egy ilyen allista тЪ megfelelő 
elemének a támaszhalmaza, melyet a program egységgenerálásánál vesz 
figyelembe; 
nl egy szám, amely az M mondathalmaz elemeinek számát adja meg; 
n2 egy szám, amely azt mutatja, hogy ml elemei közül a program hányszor 
válasszon egységgenerálás céljából; 
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пЪ egy szám, amely azt mutatja, hogy m3 elemei közül a program hányszor 
válasszon, mielőtt függvénymélység vizsgálatot végezne az egységmon-
datokon; 
n4 egy szám, amely azt a maximális függvénymélység értéket mutatja, amellyel 
az egységmondatban előforduló függvények rendelkezhetnek. 
A bemenő adatokban a mondatok szerkezete a következő: 
(и, varlist, litlist), 
ahol 
n a mondat azonosító száma; 
varlist egy lista, amely a mondatban előforduló változókat tartalmazza; 
litlist egy lista, amelynek a következő a szerkezete: (lit 1, lit!,..., litk), 
ahol 
lit 1 egy lista, amely a mondat első literálját tartalmazza; 
litk egy lista, amely a mondat k-adik literálját tartalmazza. 
Megjegyezzük, hogy a literálok ebben a formában történő felsorolása egyúttal azt 
jelenti, hogy közöttük az U kapcsolat áll fenn. A ~ műveleti jel helyett a NOT szót 
használjuk. További jelölésbeli megállapodások még a következők : az egyenlőségre 
az EQ-t, a nagyobb relációra a G-t, az összeadásra a PLUS-t és a szorzásra a TIMES 
szót használjuk. Az xk és x2 kezdeti adatokat konstansként kezeljük. A tételbizo-
nyító programnak ekkor a következő bemenő adatokat kell megadnunk: 
(TPU (QUOTE ((1(Z)((Q2 XI X2 XI 1 Z))) 
(2( )((G X1 1))) 
(3( )((G X2 1))) 
(4( )((EQ X2 X2))))) 
(QUOTE ((5(Z)((NOT Q3 XI X2 Z))))) 
(QUOTE ((6(U)((NOT G X2 U) (NOT EQ U X2))) 
(7(Y1 Y2 Z)((NOT Q2 XI X2 Y1 Y2 Z) 
(EQ Y2 X2)(Q2 XI X2 (PLUS Y1 X1)(PLUS Y2 1)Z))) 
(8(Y1 Y2 Z)((NOT Q2 XI X2 Y1 Y2 Z) 
(NOT EQ Y2 X2)(Q3 XI X2 Yl))) 
(9(Y2 Z)((NOT G X2 Y2)(NOT Q2 XI X2 XI Y2 Z) 
(G X2(F Y2))(Q2 XI X2(TIMES XI X2) X2 Z))) 
(10(Y2 Z)(NOT G X2 Y2)(NOT Q2 XI X2 XI Y2 Z) 
(Q2 XI X2 X1(F Y2)Z)(Q2 XI X2(TIMES XI X2)X2 Z))) 
(11(Y2 Z)((NOT G X2 Y2)(NOT Q2 XI X2 XI Y2 Z) 
(NOT Q2 X! X2(PLUS XI X1)(PLUS(F Y2)1)Z) 
(Q2 XI X2(TIMES XI X2)X2 Z))))) 
(QUOTE((3 4)( )(1 4 5)(1 3)(1 3)(1 3)(1 3))) 
(QUOTE 11XQUOTE 34)(QUOTE 35)(QUOTE 0)) 
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A tételbizonyító program eredménye a következő: 
((18 5 8 3) 
(21 4 18 2) 
(25 21 9 4) 
(28 3 25 1) 
(29 1 28 1) 
(32 21 10 4) 
(36 3 32 
О 
(38 1 36 1) 
(41 21 11 4) 
(46 3 41 1) 
(49 1 46 1) 
(51 29 6 1) 
(56 49 7 3) 
(60 38 56 1) 
(CONTRADICTION 51 60)). 
Az utolsó sor kivételével mindegyik sor egy (rl , r2, r3, r4) alakú négyes, amely-
nek jelentése a következő: 
r l — a generált mondat (rezolvens) azonosító száma; 
r2 — az egységmondat azonosító száma; 
r3 — a több literálból álló mondat azonosító száma; 
r4 — egy szám, amely megmutatja, hogy r3 hányadik literálján történt a rezo-
lúció. A rezolúciót ugyanis az r2 és az r3 mondatokon végzi el a program. 
Az utolsó sor (CONTRADICTION, r l , r2) jelentése az, hogy az r l és r2 egység-
mondatok ellentmondóak. 
Az axiómák és a tétel negáltja együttesen nem elégíthető ki, a tétel állítása tehát 
igaz: a program leáll az adott feltételek esetén. 
5.2. ÁLLÍTÁS. Adott A és azt állítjuk, hogy a program eredményt szolgáltat. 
Egy programnak akkor és csak akkor van eredménye, ha a h £ S terminális állapot-
hoz rendelt Qh(X(JZ) formulának van levezetése rezolúcióval az A formulából ([18]). 
Mivel a tételbizonyító programunk segítségével csak az üres mondatot tudjuk 
levezetni, ezért példánkban azt bizonyítjuk, hogy ha a h=s3-hoz a ~Q3(xx2, xk * хг) 
formulát rendeljük, akkor az ApAAIAAsA^Q3(x1, x2, хк*х2) formula nem elé-
gíthető ki. A bizonyításnál a tételbizonyító programnak ugyanazokat a bemenő 
adatokat adtuk meg, mint a program-leállás bizonyításánál, csupán a bizonyítandó 
tételt (illetve annak negáltját) változtattuk meg: 
(QUOTE(5( )((NOT Q3 XI X2(T1MES XI X2))))) 
A tételbizonyító program eredménye megegyezett a program-leállás bizonyítá-
sánál kapott eredménnyel; az axiómák és a tétel (Q3(xl5 x3*x2)) negáltja nem 
elégíthetők ki: tehát a tétel állítása igaz, a program a z = z x * x2 eredménnyel áll le. 
5 .3 . ÁLLÍTÁS. Adott A=ApAAsAAj, valamint az X bemenő adat, és a Z ered-
mény közötti R(X\JZ) összefüggés. Állítjuk, hogy a program az 7?(Alj Z) össze-
függés szerint helyes eredményt szolgáltat. Ismeretes, hogy egy program akkor, és 
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csak akkor helyes egy adott R(X(jZ) összefüggés szerint, ha a 3Z{Qh(X(jZ)A 
AR(X(j Z)) formula az A formula logikai következménye ([8]). 
Tekintsük például az R(xx, z) = (z>x1) összefüggést, amelynek a probléma 
specifikációja szerint a helyes eredmény eleget tesz. Bizonyítsuk be, hogy ezt az össze-
függést a programunk által szolgáltatott eredmény is kielégíti. 
Az 5.2. állítás alapján z=xk*x2. Ezért szükségtelen, hogy ismét megadjuk 
a program számára a program működését leíró axiómákat és a segédaxiómákat, 
ezeket nyilván helyettesíthetjük a 
Ô зС*т> x2 , xx *х2) 
formulával. Meg kell viszont adnunk most a szorzás műveletének a következő 
tulajdonságát : 
VMVÉ(H>1 ЛГ>1=Н<*Г>И). 
A bizonyítandó tétel a következő: 
32(03 0 4 , x2, z) A z>Xj ) 
A bizonyítás során ismét azt látjuk be, hogy az axiómák és a tétel negáltja nem elé-
gíthetők ki. 
A tételbizonyító program bemenő adatai a következők: 
(TPU (QUOTE((l( )((G XI 1))) 
(2( )((G X2 1))) 
(3( )((Q3 XI X2(TIMES XI X2)))))) 
(QUOTE( )) 
(QUOTE(4 (Z)((NOT Q3 XI X2 Z)(NOT G Z XI))) 
(5(U V)((NOT G U l)(NOT G V 1) 
(G(TIMES U V )U))))) 
(QUOTE(l 2 3)(1 2))(QUOTE 5)(QUOTE 4) 
(QUOTE 5)(QUOTE 0)) 
A tételbizonyító program eredménye a következő: 
((6 3 4 1) 
(7 6 5 3) 
(12 2 7 2) 
(CONTRADICTION 1 12)). 
Az axiómák és a tétel negáltja együttesen nem elégíthetők ki, a tétel igaz: a prog-
ram eredménye eleget tesz az adott összefüggésnek. 
6. A programhelyesség automatikus bizonyításának tapasztalatai 
A programhelyesség formális bizonyításának tapasztalatait a következőkben 
összegezhetjük : 
1. A bemutatott példák alapján is látható, hogy a program teljes formalizálása 
nagyon sok axiómát jelent. Bonyolultabb programok esetén az axiómák mennyi-
sége a ma működő tételbizonyító programok számára kezeihetetlennek bizonyul-
hat, ugyanis a rendelkezésre álló tárterület a bizonyítás befejezése előtt feltöltőd-
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het a generált mondatokkal. Megjegyezzük még, hogy a program formalizálása 
is hibalehetőségeket rejt magában. 
2. A feladat megoldása a jelenleg működő tételbizonyító programok segítségé-
vel hosszú ideig tart. A bemutatott példák 10 perc nagyságrendű időt vesznek igénybe 
a gépen. Figyelembe kell vennünk azonban, hogy a CDC 3300-as számítógépen 
működő LISP rendszer értelmező programmal működik. Tapasztalatok alap-
ján [1], [13] hasonló komplexitású feladatokat kb. két nagyságrenddel gyorsabban 
lehet megoldani olyan módszerrel, amely fordítóprogrammal dolgozik. Mindazon-
által az így adódó futási idők is még nagyok. 
3. A segédaxiómák megválasztása is komoly problémát jelent. Szükséges segéd-
axiómák hiánya esetén a tételbizonyító program a feladatát nem tudja elvégezni, 
míg a szükségesnél több segédaxióma megadása a tárterület feltöltéséhez és a bizo-
nyításra fordított idő megnövekedéséhez vezethet. 
4. A matematikai modell ugyan egyszerű, de a probléma teljes formalizálása 
olyan mértékű matematikai apparátus felhasználását teszi szükségessé, amely ma 
még nincs arányban a megoldandó (és megoldható) feladatok komplexitásával. 
7. A programhelyesség bizonyítás egy kevésbé formális módszere 
Részben az előző pontban említett okok miatt a programhelyesség bizonyításá-
nak ma a kevésbé formális módszerei terjedtek el. Egy ilyen módszer FLOYD-tól 
származik [3], amelynek alapgondolata az a felismerés, hogy a ciklust nem tartal-
mazó program helyességének a bizonyítása viszonylag egyszerű feladat. Bontsuk 
tehát fel a programot részprogramokra, úgy hogy ezek a részprogramok ciklus-
mentesek legyenek és adjuk meg minden egyes részprogram kezdő adatainak és 
eredményeinek specifikációját. Ezután bizonyítsuk be minden egyes részprogram 
helyességét külön-külön. Előző példánk esetében ez a következőképpen történik: 
A program bemeneténél (1), a ciklus egy megfelelő pontján (2) és a kimeneté-
nél adjuk meg az X, Y, illetve Z halmazok specifikációját (3. ábra). Ilyen módon 
a programot az (1)—(2); (2)—(2): (2)—(3) ciklusmentes részprogramokra, szaka-
szokra osztottuk. 
Példánkban az első szakasz ((1)—(2)) helyességét egyszerű behelyettesítéssel 
láthatjuk be. A (2)—(2) szakasznál tegyük fel, hogy y2 egy értékére már beláttuk, 
hogy y1=x1*y2. Akkor y2 = y2+l, yí = Ух+хк = x1*y2+x1 = Хх*(у2+1) = 
= x1*y2. 
Végül a (2)—(3) szakaszra, ha yl—x1*y2 és y2=x2, akkor z=xk ж — X] ^ Xq • 
így beláttuk, hogy a program helyes, ha leáll. A programleállást külön kell belátnunk 
a bemenő adatokat meghatározó állításból. 
A módszer előnye az, hogy a programot nem kell teljesen formalizálni. Miután 
a bizonyítás lépésről lépésre történik, a tételek bizonyítása egyszerűbb, mert kevesebb 
axiómát kell megadnunk. Problémát jelent viszont a programpontokban elhelyezett 
állítások helyes megfogalmazása. Ez a folyamat megkívánja, hogy az állításokat 
a programozó maga fogalmazza meg és helyezze el. Vegyük észre, hogy bizonyítás-
nál a program helyességét csak az így elhelyezett állítások szerint látjuk be, azaz 
nincs biztosítékunk arra, hogy a program valóban helyes. 
A módszer bizonyos mértékig automatizálható, és a bizonyítási eljárást forrás-
nyelvű programra is lehet alkalmazni. Ilyen módszert ismertet K I N G [6] munkájá-
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ban. Ennél a módszernél a programozó az állításait a forrásnyelvű szövegbe speciális 
formában beépítheti. A forrásnyelvű szöveg elemzéséből automatikusan olyan for-
malizált állítások generálhatók, amelyek egy automatikus tétel bizonyító program 
bemenő adatai lehetnek. Miután a bizonyítandó tételek egyszerűbbek és kevesebb 
axiómát kell megadni, a ma működő tételbizonyító programok ezt a kisebb feladatot 
könnyebben el tudják végezni. 
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F O R M A L M E T H O D S F O R P R O V I N G P R O G R A M C O R R E C T N E S S 
P . M A J O R a n d L . VARGA 
In recent years much attention has been paid to the problem of proving computer programs 
correct. Many different levels and methods of approaches are known aiming at this goal. 
The purpose of this paper is to summarize a formal approach to program verification. 
A mathematical method is described by means of which the termination and the correctness of 
computer programs at the algorithmic level can be related to the unsatisfiability of well-formed-
formulas in first order predicate calculus. Proof procedures for first-order predicate calculus can 
be used to prove the unsatisfiability of these well-formed formulas. 
Examples are presented illustrating the application of a resolution based theorem prover 
program implemented on CDC 3300 computer to these problems. Experiences drawn from these 
examples are described and an alternative mathematical method is considered at the end of the paper 
Alkalmazott Matematikai Lapok 1 (1975) 
Alkalmazott Matematikai Lapok 1 (1975) 51—64 
DIFFÚZIÓS FOLYAMATOK ISMERETLEN 
PARAMÉTERÉNEK BAYES-FÉLE BECSLÉSÉRŐL 
ARATÓ MÁTYÁS 
Budapest 
A Bayes-tétel absztrakt alakjának, valamint diffúziós típusú folyamatok Radon—Nikodym 
deriváltjának ismeretében vizsgálja a dolgozat a diffúziós folyamat ismeretlen paraméterének apos-
teriori eloszlását. Ha az ismeretlen paraméter normális eloszlású és a diffúziós folyamat sztohasztikus 
egyenlettel történő előállításában lineárisan szerepel, az aposteriori eloszlás is normális lesz. Az egy-
és többdimenziós, konstans együtthatójú sztohasztikus egyenletnek elegettevő Markov folyamatok 
konkrét vizsgálatokban korábban is szerepeltek. A dolgozat példáiban más becslésekkel való kap-
csolat vizsgálata is szerepel. 
1. Bevezetés 
A paraméter becslési eljárások közül a Bayes-féle eljárás átvitele a klasszikus 
független megfigyelési sorozatokra vonatkozó feladatokról sztohasztikus folyama-
tokra önmagában is érdekes feladat. Ebben a dolgozatban elsősorban a feladat 
absztrakt terekre történő átfogalmazásának problémakörével foglalkozom. A Bayes-i 
hozzállás természetességét a többdimenziós Markov-folyamatok nemlineáris fiitrá-
ciója feladatának megoldása szolgáltatja (vő. [4], [8]). Legyen ugyanis a £(?) = 
= (0(t), folyamat kétdimenziós Markov-típusú, melynek 0(?) komponense 
nem figyelhető meg. Kérdés, a ç(t) folyamat megfigyelése alapján, a 0 S J S Í inter-
vallumban, hogyan becsülhető Q(t0) (t0 fix) értéke valamilyen értelemben legjobban. 
Az ismeretlen — valószínűségi változó — paraméter vizsgálata innen speciálisan 
a 9(t, w) = 0(a>) esetben adódik. Ennek a speciális esetnek a vizsgálata jóval egy-
szerűbb az általánosnál, a meggondolások elsősorban mértékelméleti jellegűek és 
a Bayes-tétel absztrakt terekre történő megfogalmazására vezethetők vissza. A dol-
gozatban elsősorban a normális aposteriori eloszlás kérdésével foglalkozom s több 
példán keresztül is megmutatom az eljárás hasznosságát. 
A Bayes-fé\e módszer azonban a legtöbb esetben csak közelítésként használható 
s nem teszi feleslegessé azokat az eredményeket, amelyek a paraméter becslések 
pontos eloszlásaira vonatkoznak. A dolgozatban szereplő eredmények levezethetők 
a nem lineáris fiitrációra vonatkozó igen általános feltevések melletti eredmények-
ből (lásd LIPCER és SIRJÁJEV összefoglaló jellegű [8] cikkét), ahol a négyzetes közép-
ben legjobb közelítés várható értékére és szórására sztohasztikus differenciál-
egyenletet vezetnek be a szerzők. Ezeknek az egyenleteknek a megoldásait adják 
a legegyszerűbb esetben (6(t, ш) = 0(о>)) jelen dolgozat eredményei. 
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2. A Bayes-tétel absztrakt alakja 
Legyenek az (Q, 21, P) valószínűségi mezőn в(со) és Ç(co) véletlen elemek vala-
milyen mérhető térbeli értékekkel, mely tereket jelölje (0 , 23e), ill. (Z, ©4). Legyenek 
továbbá tfe = a{a>: 0(co)}, = cr{co: £(œ)} а в, illetve a £ által generált a-algebrák. 
Az (Í2, g9), ill. (Q, g4) mérhető tereken a mértékeket jelölje P9 , ill. (azaz P meg-
szorítását ezeken a c-algebrákon). 
На AÇtfç feltételes valószínűsége E(7a(oj) j ye) = PßA, со)1 reguláris mérték 
(lásd a definíciót LOÈVE [7] vagy A R A T Ó [1]) , igaz a következő összefüggés: 
Pt(A) = f Pe(A, œ)P(dco) 
n 
( a z a z ß £ g 9 esetén Pf(AB) = J Pi(A,co)P(dco)) 
в 
A továbbiakban feltesszük, hogy az és u-algebrák szeparábilisak, azaz 
léteznek olyan ß;€0r{ (ill. ß j€0r 9)7=1, 2,..., halmazsorozatok, amelyekre <r{ßj = 
(ill. cr{ßj} = ge). Ha létezik olyan Q mérték, hogy Pt( •, cö)<a=Q, P9 m.m. cü-ra és 
a Pe(W, 5 ) = E ( / D ( M ) | Í V Í ) mértékre ugyancsak teljesül a regularitási feltétel, valamint 
PB(co, • )«Q, Pç m.m. co-ra, akkor a szeparábilitási feltétel teljesülése esetén léte-
zik az (Í2XÍ2, 54X3re) mérhető téren olyan —mérhető 
f<(o>, &) = dP<(dQ W) (со), (Q XPe m.m.), 
[illetve 
fe(co, œ) = dP% 0 (со), (Pi X Q m.m.) 
hogy, Aefy esetén, 
P((A) = f P*(A, cb)P(dw) = J f f í ( c o , œ)Q(dco)P(dà>) 
si sin 
[illetve, ß - (V„ esetén, 
Pe(B)= fPe(co,B)P(dco) = JJfe(co,œ)Q(dcb)P(dco).] 
SI SI SI 
A bizonyítás megtalálható D O O B [5] könyve 5 5 4 . oldalán. Legyen g(co)=g(d(co)) 
íy9-mérhető függvény, amelyre E\g(co)j < °° és vezessük be a következő halmazfügg-
vényt 
(2.0) G (A) = fg(a>)Pt(A, œ)P(dœ), 
n 
Speciálisan g(co)=IB(co) esetén adódik P((AB). A Bayes-féle tétel megszámlálható 
értékű valószínűségi változók esetében a következőt állítja. Legyenek <;(ш) lehetséges 
1
 G(ю) jelöli az A halmaz indikátor függvényét. 
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értékei x1;x2,... míg 0(co) lehetséges értékei y1; y2, akkor fix к és i értékekre 
Р « = *||в=Л)Р(б = Л) (2.1) Р(в = у
к
\£ = х,) = N 
Ha t és 0 valószínűségi változók h(x, y) együttes sűrűségfüggvénnyel és külön-külön 
j\(x), illetve fg(y) sűrűségfüggvénnyel és 
М х ] у ) =
 ( h a ^ > 0 ) ' = (ha f f x) > 0), 
feltételes sűrűségfüggvényekkel rendelkeznek, a Bayes-féle tétel a következő 
f ( I t ШУ)МУ) (2.2) fe(y |x) = 
/ f f x \ t ) f e { t ) d t 
vagy 
Jft(x\y)fe(y)dy jMx\y)dFe(y) 
J A(x\y)fe(y)dy f ft(x\y)dFe(y) 
ahol Fe(y) a 0 változó eloszlásfüggvénye. 
Legyen az (Í2,9I) tér leképezése a számegyenes Borel-halmazaira az со — ç(co) 
leképezés esetén I ( , míg az co—0(co) leképezés esetén /„. На С Borel-halmaz, legyen 
p(C)=P{Tff(C)}, illetve v(C) = P{J"e-1(C)}, akkor AC&{ esetén 
Pt(Á) = P(TtA), P„(A) = v(TeA), 
vagy 
P{(A) = P(rx(C)), Po(A) = P (O-HQ), ahol С = T{A. 
Ha a fi és v mértékek abszolút folytonosak az L Lebesque-mértékre nézve, jelölje 
ill. 
azt a valószínűségi változót, melyet -^-(x)-ből kapunk, ha x helyébe a £(co) való-
CíJL-j 
dv 
színűségi változót, illetve — (y)-ban az y változót 0-val helyettesítjük. A PS(A, <y) 
feltételes valószínűség bevezetése a síkon a p(T4A, y) halmazfüggvény ( j -ban vm.m.) 
bevezetését jelenti. Hasonlóan vezethetjük be a Pe(co, B)-nak megfelelő v(x, TeB) 
halmazfüggvényt is. Az együttes sűrűségfüggvény létezése, valamint a feltételes 
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sűrűségek létezése azt fejezi ki, hogy 
dv(x, •) 
fe(y\x) = — j i (И, 
és 
A (2.2) összefüggés absztrakt alakjában /
е
(ш, й) megfelelője /9(у|х), míg /*(о>, й ) 
megfelelője /4(х|т), mely függvényeket az y = 6(w), ill. х = с(ы) helyettesítéssel ka-
punk fg(y\x), ill. / 4 0ф)-Ьо1 
(2.20 / . ( « , й) =
 7 - ^ - ^ ( й ) = 
J f f c o , Й) / 0 (Й)Р(Л5) 
fi 
/ ? (ш, й ) ffe(co,w)Q(dœ) 
' fJf№,ä,)fe(co,ä)Q(da>)V(d(b) 
по 
vagy 
/ / Г
в
(й)/4(си, Й)/0(су, ö)Q(da>)P(dS) 
Р0(ю, ß) = (vß(« ) , Г,В)) = — • 
JfMœ,œ)Mco,œ)Q(dco)Pm 
fifi 
А (2.1) összefüggést A^fy ((jAi=fí,AinAJ=0, ha iAj) és ß , £ g 0 (L |B ; = Í2, 
i 7 
ß j f l ß j — 0 , ha iVy) elemekre felírva, adódik 
О П P(R A i - Bk)P»{Bk) 
(2Л } e{ k
'
 l )
 - 2 P^Ai, Bj)Pe(Bj) 
i 
A (2.20 összefüggés bizonyítása tetszőleges véletlen !;, в elemekre egyszerűen el-
végezhető, ha a mértékekről feltesszük a regularitást és a u-algebrákról a szepara-
bilitást (lásd pl. LOÈVE [7] könyve 3 7 1 — 3 8 4 . oldalai, vagy DOOB [5] könyve 35 . és 
5 5 4 — 5 5 5 . oldalai alapján). 
Igen hasznos segédeszköz a következő egyszerű lemma, ahol 0, £ absztrakt értékű 
véletlen elemek. 
2 .1 . LEMMA, a) Ha G(CO)=G(0(OJ)) és E J G | < ° ° , akkor A (2.0)-ban definált 
és 
(2 .3 ) E { g ( 0 ( û » ) ) | g 4 } = - ^ - ( û » ) , (Pt m.m.). 
Alkalmazott Matematikai Lapok 1 (1975) 
DIFFÚZIÓS FOLYAMATOK PARAMÉTER BECSLÉSÉRŐL 55 
b) Ha E |g |<°° , a PfA, со) feltételes valószínűség reguláris (А в , со € ß ) és 
P f - , w)<scQ(-) (P0 m.m.), ahol Q egy mérték az (fí, g ç) mérhető téren, akkor 
(2.4) Pç « Q, G « Q . 
c) Ha a) és b) feltételein kívül az er-algebra még szeparábilis is, akkor az 
(Í2XÍ2, fy X 0re) mérhető téren létezik olyan f f c o , en) -mérhető' függvény, hogy 
(2.5) f f со, en) = - - j ç ^ И , [Q X Р0 m.m.], 
ahol 
d) Az előbbi feltételek mellett 
(2.6) f g m ~ ~ - ( o r ) P ( d à » = f g{&)ffco, Ő ) P W , 
(2.7) = fffco,m)P(dœ) 
es 
dP, (2.8) 0 < - ^ - ( w ) < 00 [ 4 m.m.], 
Jg.(<a) Jg(cb)ffco,œ)P(dœ) 
(2.9) E[g(en) I g,] = — (en) = = n 
dPç dif ^ J f f c o , w ) P (den) 
dQ ß 
e) Ha a szeparábilis 5„ a-algebrán P„(en, B) feltételes valószínűség reguláris 
és P„(eu, -)<izQ(Pç m.m.), akkor az 
dPe (en, • ) / 9 (en, en) = — (en) 
jelöléssel 
ft(en, en) f f e ( œ , én)Q(den) 
(2.10) /
в
(еп, en) = 
/ /
е
 (en, en) ( / / . (en, en) Q (den)) P (den) ' 
ß ß 
A lemma bizonyítása. Mivel E{g(0(en))[3r?} pr,-mérhető (2.3) bizonyításához 
elegendő belátni, hogy tetszőleges halmazra 
Е{/
л
(еи)Е(*|Э4)} = G (A). 
Ez viszont a következő egyenlőségsorozat következménye, 
E{/ 4 (œ)E(g |g 4 )} = E{E(/X(cn)g(en)|g?)} = E (/A(œ)g(oj)) = 
= E{E(L(en)g(en) |rg} = E{g(en)E(L(en)|ge)} = 
= E{g(co)PfA, en)} = G(A). 
(2.4) a P{(A) = J ' P f A , eu)P(dcu) előállításból és (2.3)-ból adódik. Az g^Xg,-mérhető 
« 
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fç(a>, со) létezése, mely QXPe m.m. eleget tesz (2.5)-nek a már említett Doob-féle 
konstrukció ([5], 554. o.) átvitele az i{ esetről az X 5o esetre. 
(2.6) bizonyítása következik f f w , w) mérhetőségéből, (2.5)-ből és a Fubini-
tételből, ugyanis 
G (A) = f g(œ)P(A, ö ) P (dm) = / g(â>) [fMco, Ő ) Q № ) ] P(dS) = 
ß ß A 
= /[/Л(Ю, â)g(ô)P№)] Q(dm). 
A ß 
Ahol / / { ( © , 0 М ш ) Р ( й ) -mérhető és b) szerint G<KQ, ahonnan a Radon— 
ß 
Nikodym-derivált egyértelműségéből adódik (2.6). (2.7) a (2.6) összefüggés speciális 
esete (g(cu)=l) és a differenciálás és integrálás felcserélhetőségét bizonyítja. (2.8) 
következménye а Q abszolút folytonosságnak és azon halmaz valószínűsége, 
dP£ 
ahol -j7T = 0 0-val egyenlő. A Ps<scQ, G<^P£, G « Q láncból és az ismert deriválási d Q 
szabályból adódik 
dG _ dG dP( 
dQ ~ dPç "dQ' 
ahonnan (2.3), (2.6), (2.7) felhasználásával kapjuk a (2.9) összefüggést. Az előbbiek 
megismétlésével adódik (2.10). A lemma bizonyítása ezzel kész. 
3. Diffúziós típusú folyamatok sűrűségfüggvényei 
Legyen az (Í2, 91, P) valószínűségi mezőn ($,, Q = t= T) cr-algebrák monoton 
nem csökkenő sokasága (3 ( c9 l ) , (w(t), P) standard Brown-mozgás folyamat, 
azaz folytonos, négyzetesen integrálható martingál a w(0) = 0, E[(w(r) —w(í))2|3J = 
= t—s (1-valószínűséggel), l é i , feltételekkel. 
Jelölje a [0, T] -ben folytonos x = {x(t), O^ís= Г}, x(0) = 0, függvények mér-
hető terét (C[0jT], B), ahol В = o{x: x(s), T). Legyen továbbáB, = a{x: x(s), 
i S l } . 
Ha ß[0, T] a Borel-mérhető halmazok a-algebrája, legyen az a(t, x) funkcionál 
B[ 0, Г]Х B-mérhet őségen kívül minden í-re B[ 0, 7']XB( -mérhető is, azaz „független" 
a jövőtől. 
Legyen в(со) «-dimenziós valószínűségi változó (n = l, fix) P (0(m)£B) = Pe(B) 
eloszlással az Rn euklideszi tér В Borel-halmazain. Legyen 9(œ) független a w(t) — w(0) 
( t > 0 tetszőleges) változóktól. 
Legyen a £(í, œ) folyamat 3<-mérhető és folytonos. 
3 . 1 . DEFINÍCIÓ. A ( F ( Í ) , 5T) folyamatot А в=в(со) paramétertől függő dif-
fúziós típusúnak nevezzük, ha minden 0 értékre létezik olyan a jövőtől független 
a0(t, x) funkcionál, hogy 
T 
P { / | a , ( f , £ ( f ) ) | A < ==} = 1 
о 
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(<Xg(t, Ç) = ae(t, £(co)), £(co) = {£(?), O s í á 71}) és minden O s / s T értékre 
t 
(3.1) £ ( 0 = / <*e(5> <Ü + w(0> (1 valószínűséggel). 
о 
Feltesszük, hogy c(t) minden 0-ra diffúziós típusú és Ç(s, cd) <t {oj : 0(co), w(u), u^s}-
mérhető minden O ^ s ^ T értékre. 
Ha d(to) a fenti tulajdonságokkal rendelkező valószínűségi változó, a (3.1) 
differenciálegyenlet megoldása létezik. Legyen |iç(fi)=P{cu: <J(œ)£2?}, ц„(В)= 
= P{OJ: w(q))£B}. 
На 0 vektor értékű valószínűségi változó, a P((A, cu)=E(/^(co)|ge) mérték regu-
láris ( D O O B [5], 35. o.); így felhasználva, hogy minden 0 értékre ( L I P C E R — S I R J Á J E V 
[10], 5. tétele alapján) 
, T , T 
(3.2) = e x p { / ae(t,w(t))dw(t)-~ f «•(/, w(t))dt\, (P m.m.) 
" ú w о 0 
és 
(3.3) ^ _ ( ^ ) = e x p { - / ae(í, £ ( 0 ) ^ ( 0 + 4 / aS( f ,£ (0)A}, (P m.m.) 
"1*4, в 0 Z 0 
a 2. szakasz jelöléseivel (ha Q = qw Wiener-mérték, L a Lebesque-mérték) a követ-
kezőt kapjuk: 
(3.4) / { ( f f l , ö ) = x=S — 
y=e 
, г г 
= e x p { - - / «»(*,£(/)) A + / a e M ( f ) K ( í ) } , 
rlP (3.5)
 = 
y=e 
Egyszerűség kedvéért legyen 0 egydimenziós, akkor a (3.4) és (3.5) összefüggések-
ből adódik a következő tétel. 
3.1. TÉTEL. Legyen az <xe(t, x) funkcionál 0-ban lineáris, azaz ae(t, x) = — Og(t, x) 
és 0 legyen N(m0, a2) (normális eloszlású m„ várható értékkel és <r2 szórásnégy-
zettel), akkor 0 aposteriori eloszlása normális 
(3.6) E ( 0 | S 9 = 
/ g(s,Z(*))dm 
-L + f g\s,^s))ds 
(3.7) E ( ( 0 - E ( 0 | S 9 ) 2 | S 9 = 
1+ / g2(s,Z(s))ds 
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Bizonyítás. A feltevések szerint 
Ш = 
]/2n a 
2 a* 
Mco, 0) = exp |—0 f g{s,Z(s))dt(s)~ f g2{s, £(*))<&} 
о
 z
 о 
és a (2.10) Bayes formula alapján ]!2iza-va\ való egyszerűsítés után 
exp
 f f g\s,Ods 
/ в (cy, 0 ) = 
/ / * ( * ö r f í - j - / W О л Ц 
— СО V 0 0 ' 
exp 
в
2 
0 
+ 0 f g(s, Ç(s))dl;(s) 
a
" 0 
ml 
' 2a2 
/ е х р Г ^ 
— OO V 
+ и J g(s. eis))dc(s) 2 a2\ du 
Innen egyszerűsítéssel, valamint 
helyettesítéssel az 
exp 
1 / 1 ' 
V = uV - J + f g*(s, t(s))ds 
/ • ( o > , 0 ) = 
1 + / g\s,H)ds + 0 5 - f S i s , i ) d ç 
О У & У 
1 + / g 2 ( * , 
/ е х р 
v2 
Т
+ 
dv 
összefüggést kapjuk, ahonnan a normális eloszlás sűrűségfüggvényének integrálját 
.ismerve 
adódik, hogy 
\ f 
f exp j - y + aíjűfr = Í2л exp 
/ « ( « , 0 ) = 
OK 
<? У 
у 2 7Г 
e x p 
±+f g2(s, Ods 
в — 
1+ f g2(s, Ods 
.amit bizonyítani akartunk. 
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Következmény. Az ]/»„!< °° és a^ esetben2 a jól ismert 
I 
f g(s,c(s))dé(s) 
E (в I Wi) = - 7 
0 
maximum likelihood becslést kapjuk a 9 paraméterre, melynek szórásnégyzete 
E ( ( 0 - E ( 0 | S 9 ) 2 | 5 9 = — . 
f g2(s,é(s))ds 
о 
Hasonló tétel bizonyítható a többdimenziós diffúziós típusú folyamatokra is, ennek 
kimondása helyett inkább példákra szorítkozunk. 
Ismeretes, hogy в aposteriori eloszlásának szórásnégyzete (lásd L I P C E R — 
SIRJÁJEV [9] 5 . tétel) у ( О = Е ( ( Е ( 0 | ^ ) - 0 ) 2 [ 5 9 , ha £(/) a ( 3 . 1 ) diffúziós folyamat, 
kielégíti a 
(3.8)
 = 
Ä/ccnf/'-tipusü differenciálegyenletet. A 3.1 tételben megadott összefüggésből köz-
vetlen számolással meggyőződhetünk, hogy a y(r)-re adott (3.7) megoldás kielégíti 
a (3.8) egyenletet. 
4. A 3.1 tételre vonatkozó példák 
1. PÉLDA. Legyen 0 egy (zw, er2) paraméterű normális eloszlású valószínűségi 
változó. H a a ^ j , ..., ç„ független normális eloszlású változók (0, 1) paraméternek, 
akkor 9 feltételes eloszlása az feltétel mellett normális eloszlás 
m " 
5 + Z í , 
(4.1) E ( g | g j ) =
 l
 1
 , E{(0 —E(0|5<j))2| 5í|} = -у  
( 1 " 11 
középértékkel, ill. szórásnégyzettel. (4.l)-ből a = °° esetén I— ^ C;, —\ paraméterű 
normális eloszlás adódik. На в egy (£0, 1) paraméterű normális eloszlású változó 
(ahol £ 
о az első megfigyelés) 
и 
2 
E(g|3fS) - Е { ( 0 - Е ( 0 | ^ ) ) 2 | щ } = - L - . 
Vegyük észre, hogy ismeretlen szórásnégyzet esetén az aposteriori eloszlás csak akkor 
normális, ha paraméternek az mennyiséget vesszük. 
<r0 D-ç 
2
 A eset az egész egyenesen egyenle tes e losz lás megfe le lő je . 
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2. PÉLDA. Legyenek a c2, ..., <;„ változók Gauss—Markov-folyamat elemei 
(Е£* = 0), azaz elégítsék ki a következő differencia egyenletet 
& = e£*-i + e*> Eefc = 0, D2efc = 1, = x0 (fix), 
ahol g normális eloszlású (Q0, Y2) paraméterekkel3, Q feltételes eloszlása normális 
(4.2) E(g |SS) = y \ ^ f ' * € 1 , E { ( e - E ( e | g ï ) ) , | S î } = | i + 2 « - i | 
1 + 2 1 : 1 1 
paraméterekkel, y—°° esetén Q becslésére a jólismert széria korrelációs együttható 
adódik. Ha a D 2 ^ = l szórásnégyzetet rögzítjük D2SK = (1 — Q2) lesz, s ha Q apriori 
eloszlása normális is, feltételes eloszlása nem lesz az. Ennek oka, hogy Q a Çk változók 
differencia egyenletében nem lineárisan szerepel (ek együtthatójában!). Elgyancsak 
elvész a feltételes normalitás, ha £0 kezdeti eloszlását is figyelembe vesszük. 
3. PÉLDA, (lásd LIPCER—SIRJÁJEV [8]). Legyen 0=E£(t) normális eloszlású 
<72 
sűrűséggel, ahol, £(0 stacionárius Gauss—Markov-folyamat — e" л 1 'I kovariancia 
AÀ 
függvénnyel, в feltételes eloszlása az feltétel mellett normális 
I 
t ( o + ( ( O)+A / е ю * 
(4.3) E ( 0 | G Y = 
2 +Át 
o2/A 
2 + At 
(4.4) Е{ (0 -Е(0 |Щ)) 2 | 5 'Л 
paraméterekkel. 
4. PÉLDA. A ç(t) Gauss—Markov-folyamat A paramétere legyen (A0, y2) para-
méterű Gauss-eloszlású változó, ç(0)=x0 . A feltételes eloszlása az „megfigyelés" 
esetén normális 
(4.5, E ( W _ i ffl»-f(W-« 
l + f f i ' 1 . 4 * 2 - г + / Р ( < ) Л 
о w o 7 
(4.6) E { ( l - E ( á | ^ ) ) 2 | 5 ' J = 
±+fl?(s)ds 
paraméterekkel. 
9
 Ha {o stacionárius eloszlású és e! < 1, a folyamat stacinárius lesz. Ugyanez igaz a 4. és 6. 
példában szereplő {(t) folyamatra a i > 0 esetben is. 
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A fenti példák, valamint a 3.1 tétel alapján világos, hogy a £(t) folyamat isme-
retlen, lineárisan előforduló paramétereinek feltételes sűrűségét tekintve a ç(0)=x0  
feltétel mellett, ha az ismeretlen paraméter apriori eloszlása normális az a posteriori 
eloszlása is normális lesz. A többdimenziós esetben csak az elemi Gauss-folyamatra 
mondunk ki tételt. Az általánosítás szemmel látható és könnyen elvégezhető. 
4 . 1 . TÉTEL . Legyen az elemi Gauss-folyamat előállításában szereplő 
d m = ашdt+d*(t), $ = к , , , . . . . а = 
A ={öy} mátrix elemeinek apriori eloszlása normális (a00, a01, ..., ocok-1, a10, ..., 
•••> a i t - i> <A-io> •••> ak-vc-i) várható értékkel és Г0 kovariancia mátrixszal. Legyen 
Ç(0)=x(0). A feltételek teljesülése eseten A elemeinek feltételes eloszlása az fel-
tétel mellett normális eloszlás 
( 4 . 7 ) Е ( А | 3 $ ) - Г ( 0 [ Г 0 0 1 + / Г ( ' ) ^ 1 . 
о 
(4.8) Е { ( А - Е ( А | Щ ) ) ( А - Е ( А | 5 ' ? ) ) * | ^ } = Г(1) = + J ^{s)B^(s)ds\ l 
о 
várható értékkel, ill. szórásnégyzettel (ha Г0 nem elfajult). Elfajult Г0 esetén a követ-
kező előállítás érvényes: 
« 
r(t) = [l+r0f A *B-1Ads]~1r0. 
о 
Bizonyítás. Az egydimenziós esethez hasonlóan járhatunk el. A sűrűségfügg-
vény képlete alapján (lásd A R A T Ó [3]) 
1
 r„ „_, dPa 
ahonnan a 3.1. tétel bizonyításához hasonló átalakításokkal jutunk az állítás igazo-
lásához. A nevező 
alakú, ahonnan már adódik (4.7) és (4.8). 
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5 . P É L D A . Legyen Ç(f)=(ii(0> komplex stacionárius Gauss—Markov-
folyamat 01, 02 paraméterekkel, azaz elégítse ki a 
= -[ei^(t) + e2Ut)]dt + dWl(t), 
d t f t ) = -[e^2(t)-02^(t)]dt + dw2(t), 
d i fferenciálegyenletet. 
Ha 0 = (01? 02) mo> Л) paraméterű Gauss-eloszlású valószínűségi változó, akkor 
a 4.1 tétel alapján 
На Г0 = 0, 
r ( t ) = [ Г . - Ч / K ï ( i ) + £ 5 ( i ) ] < f e - / ] _ 1 . 
0 
Г0) = /• [ f [^(sj + ^Ks)]^]-1 
es 
(4.9) E [ 9 W = — í / H 1 f - f f , 
f №+mds0 
azaz 
9, (t) = 0, 
f f (s) d u j ( s ) + f Ç2 (s) dw2 (s) 
о о  
f {çl(s) + çi(s)]ds 
о 
t 
/ [ ç , d n j - ç , d w 2 ] 
02(f) = 02 —— 
Mivel <J(0) kovariancia mátrixa 
/ fâ + ^ d x 
о 
1 
független 02-től a 02(í) becslés megegyezik 
0
 Í J 
02 maximum likelihood becslésével. A 0x(f) becslés csak aszimptotikusan ekvivalens 
0i maximum likelihood becslésével. 
6. P É L D A . Ha a ç(t) egydimenziós Gauss—Markov-folyamat várható értéke 
és A paramétere is ismeretlen, azaz c(h) kielégíti a 
(4.10) d£(t) = - A ç ( i ) d i + Arndt + dw(t) 
egyenletet, ahol (A, m) = Q normális eloszlású a 0(f) feltételes eloszlás nem lesz nor-
mális, mivel (4.10)-benz, иг nem lineárisan fordulnak elő. Feltéve, hogy az ismeretlen 
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paraméterek X és Xm=a, melyek kezdeti eloszlása normális (Xlt, Ö0), F f 1 = 
paraméterekkel, a 0(f) feltételes eloszlása (À(f), a(f)) középértékű és Г(г) szórású 
normális eloszlású lesz. На Г0_1 = 0, akkor egyszerű számolással adódik, hogy 
• l 
0 
Уо 
1 
0 
У1 
t f ~(s)ch 
0 
r t 
/ ç(s)ds J ?(s)ds 
r(t) =-
0 ( f ) = 
(X(t) 
a(t) 
t f ?(s)ds-(f £(s)ds)2  
о 0 
[ ç ( / ) - ç (0 ) ] / ç ( j O < f e - y ( < f ( i ) - ç 2 ( 0 ) - i ) 
о 
K ( O - ç ( 0 ) ] / / { ( í ) < f t [ f ( / ) - < f ( 0 ) - í ] 
о  
t t 
t J' ç°-(s)ds-[f ç(s)dsf 
I R O D A L O M 
[1] ARATÓ, M . , Bevezetés a sztochasztikus folyamatok elméletébe (Bolyai jegyzet, Budapest, 1 9 6 8 ) . 
[2] ARATÓ, M . , „Elemi Gauss folyamatok statisztikai problémái", doktori értekezés. Budapest, 
1972 . 
[3] ARATÓ, M., «Точные формулы для плотностей мер элементарных гауссовских процессов», 
Studio Sei. Math. Hung. 5 (1970) 17—27. 
[4] BUCY, R . S. and KÁLMÁN, R . E„ "New results in linear filtering and prediction theory", J. 
Basic Eng. (Trans. ASME) 83 D (1961) 95—108. 
[5] DOOB, J. L„ Stochastic Processes (John Wiley, New York, 1953) 
[6] KALLIANPUR, G. and STRIEBEL, C„ "Estimation of stochastic systems; arbitrary system pro-
cesses with additive white noise observation errors", AMS 39 (1968) 786—801. 
[7] LOEVE, M„ Probability Theory (John Wiley, New York, 1953). 
[8] Л и п ц е р , P. Ш. и Ш и р я е в , A. H„ «Нелинейная фильтрация диффузионных марков-
ских процессов,» Труды МИАН 104(1968) 135—180. 
[9] Л и п ц е р , Р. Ш. и Ш и р я е в , А. Н„ «О плотности вероятностных мер процессов диффи-
зионного типа,» Изв. А. Н. СССР 33 (1969) 1120—1131. 
[10] Л и п ц е р , Р. Ш. и Ш и р я е в , А. Н., «Об абсолютной непрерывности мер, соответствую-
щих процессам диффузионного типа, относительно винеровской, » Изв. А. Н. СССР 
36(1972) 847—889. 
(Beérkezett: 1974. március 14.) 
ARATÓ MATYAS 
MTA SZÁMÍTÁSTECHNIKAI ÉS AUTOMATIZÁLÁSI KUTATÓ INTÉZET 
1502 BUDAPEST XI., KENDE U. 13—17. 
Alkalmazott Matematikai Lapok 1 (1975) 
6 4 a r a t ó m . : d i f f ú z i ó s f o l y a m a t o k p a r a m é t e r b e c s l é s é r ő l 
O N B A Y E S - E S T I M A T I O N O F T H E U N K N O W N P A R A M E T E R 
O F D I F F U S I O N T Y P E P R O C E S S E S 
M . ARATÓ 
Using the abstract form (2.10) of Bayes theorem and the Radon—Nikodym derivative (3.3) 
for diffusion type processes the aposteriori distribution of the unknown parameter в of process 
4(t) with form (3.1) is investigated. 
Theorem 3.1. states that if functional a„(i, {) is linear in в the aposteriori distribution is normal 
if the apriori one is also normal. 
Somes examples are studied in one and multidimensional cases. 
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EGYSZERŰ LINEÁRIS RENDSTATISZTIKÁK 
GYIRES BELA 
Debrecen 
Szerző [2] dolgozatában foglalkozik lineáris rendstatisztikákkal abban az esetben, ha a minta 
elemeinek függetlenségét nem tételezzük fel. Jelen dolgozatban e statisztikák karakterisztikus függ-
vényeinek határértékére vonatkozó tételre építve megadjuk annak szükséges és elegendő feltételét, 
hogy egy Pomwi-típusú, szimmetrikus, egyszerű lineáris rendstatisztika aszimptotikusan normális 
eloszlású legyen. E tételből adódik többek között a Wilcoxon statisztika aszimptotikájára vonatkozó 
közismert tétel is. 
Legyen {(jcx, ..., xv)} = Rv a v = m+n dimenziós vektortér. Jelölje t»0 az R, 
térnek azt a részhalmazát, amelyben a vektorok komponensei közül legalább kettő 
egyenlő. Tegyük fel, hogy az (jcl5 ..., xv) vektor komponensei páronként különböznek. 
Ha e vektor komponenseinek < . . . < zv nagyság szerinti elrendezésében xk=zrk, 
akkor azt mondjuk, hogy ebben az elrendezésben rang xk = rk. Jelölje П ^ az 
1, ..., v elemekből alkotható m-ed osztályú ismétlés nélküli variációk halmazát. 
Legyen 
(1.1) cori Гт = {(*!, ..., xv)€Rv\xj xk,j^ k; rangxk = rk, к = 1, ...,m}, 
Nyilván e halmazok és ta0 páronként diszjunktak és egyesítésük az Rv teret adja. 
Ismeretes, hogy a rendstatisztikák elméletében alapvető szerepet játszik a kö-
vetkező tétel ([6], 363, Satz 10): 
Ha az azonos eloszlású ..., valószínűségi változóknak közös eloszlás-
függvénye változóinak szimmetrikus és folytonos függvénye, akkor 
Ennek a tételnek feltételei teljesednek pl. akkor, ha az azonos eloszlású 
lx, •••> Çy valószínűségi változók függetlenek és eloszlásfüggvényük folytonos. 
Ha az azonos eloszlású ..., £v) valószínűségi változók közös eloszlás-
függvénye minden változójában folytonos ugyan, de változóinak nem szimmetrikus 
függvénye, akkor az említett tétel állítása már általában nem igaz. Ebben az eset-
ben általában 
1. Bevezetés 
(1.2) P[(?i,...,«€© f l.„rJ = (и + 1) ... (n + m) (ú r J C ü i " . 
(1.3) 
РШ, -, £v)€£öi-i...rm] - Pn...r, 
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ahol 
Pn...rm S O , 2 Pri...rm = 1. 
О € Я™ 
Teljesedjék az (1.2) feltétel. Ekkor a 
tm.. = r1 +...+rm, (ri,...,rJenP 
valószínűségi változót Wilcoxon-statisztikának ([7]), az akxO (k — 1, ..., m) valós 
számokkal képzett 
Zm.n = a i r i + ••• +<xmrm, (r1; ..., r j ç n i " ) 
valószínűségi változót egyszerű lineáris rendstatisztikának ([3]) nevezzük. M A N N 
és WHITNEY a momentumok módszerére építve kimutatták ( [4]) , hogy a Wilcoxon-
statisztika standardizáltja «—<=> és m->-°° mellett a standardizált normális eloszlás-
hoz konvergál, feltéve, hogy m és n az 
m 
»c > 0, n-*°o, m-* oo 
n 
feltételnek is eleget tesz. RÉNYI ([5], 2 4 8 ) és HAJEK ([5], 2 4 9 ) explicite állították elő 
a Wilcoxon-statisztika karakterisztikus függvényét. Erre építve megszorító feltétel 
nélkül sikerült igazolniuk M A N N és WHITNEY tételét. 
Szerző ugyancsak a karakterisztikus függvények elméletére építve M A N N és 
WHITNEY tételének általánosításaként kimutatta ([1], Theorem 1 .2 . ) , hogy az egy-
szerűlineáris rendstatisztika eloszlásfüggvénye и—оо, /и— ~ esetén akkor és csak ak-
kor aszimptotikusan normális eloszlású, ha 
П A\ GF+•••+«* 
( L 4 )
 ( a f + . . . - f á j j , ) 2 m — 
Jelen dolgozat az egyszerű lineáris rendstatisztika olyan általánosításával fog-
lalkozik, amelyben az (1.3) valószínűségek az (1.2) formulában megadottnál álta-
lánosabb feltételnek tesznek eleget. A 2. pontban megadjuk e lineáris rendstatiszti-
kákkal kapcsolatos definíciókat, majd annak szükséges és elegendő feltételét fogal-
mazzuk meg, hogy az ilyen lineáris rendstatisztikák standardizáltjának eloszlás-
függvénye n—°°, m-+ °° mellett a standardizált normális eloszlásfüggvényhez kon-
vergáljon. A 3. pontban ennek bizonyításával foglalkozunk. 
2. Lineáris rendstatisztikák 
Szerző [2] dolgozatában a lineáris rendstatisztikáknak az irodalomban ismert 
eddigi értelmezését ([3]) kiterjesztette nem független minták esetére is. E kiterjesztés 
az (1.3) valószínűségeknek olyan speciális megválasztását tette szükségessé, amely 
még mindig igen általános érvényű határeloszlás tétel megfogalmazására ([2], 
Theorem 3.) adott lehetőséget. Ez a határeloszlás tétel ad módot arra, hogy segít-
ségével lineáris rendstatisztikák aszimptotikus viselkedését tanulmányozhassuk. 
Az általános értelmezésből kiindulva definiáljuk az egyszerű lineáris rend-
statisztikákat. Ezek közül is csak azok érdekelnek bennünket, amelyek lehetővé 
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teszik a normális eloszláshoz való konvergenciára vonatkozó szükséges és elegendő 
feltétel megfogalmazását. 
Legyen az 
Pi i 
P21 P22 
s=i 
I Pv 1 Pv2 ••• Pvv 
{• * - • 
végtelen mátrix stochasztikus mátrix, azaz teljesedjenek a 
V 
Pvj = 0» 2 Pvj = 1 (7 — 1, • • •, V; v = 1 , 2 . . . ) 
7 = 1 
feltételek. 
Legyen 
= m i n ( p v l , ...,pvv), 
pv = m a x ( р л , ...,/7vv). 
Legyen — mint eddig is — v = m + n, ahol m természetes, n nem negatív egész szám. 
Kimutatható, hogy ([2], Corollary 1) 
(2.1) Gmv = Z Pin ••• Pvrm-+ 1 t i « s , (/я = 1, 2 , . . . ) 
(ri r j í n L " 
akkor és csak akkor, ha 
(2.2) lim pv = 0. 
Legyenek adva a valós elemű 
Ak=< 
o g > 
« 8 > "22 
д<*) 
"v2 
(k = 1 ,2 , . . . ) 
7(*) 
végtelen mátrixok. 
2 . 1 . D E F I N Í C I Ó . Az {Ak, S} lineáris rendstatisztikán a 
= riW + .-.+rilZK v = m+n (m — 1, 2, ... ; и = 0 , 1 , 2 , . . . ) 
stochasztikus folyamatot értjük, ha 
i « = ..., = О = P v r i r " j P t r m . ( G 
és ha még teljesül a (2.2) feltétel. 
A definícióban megadott valószínűségekből könnyen kiszámíthatók a 
P Ï Ï * = PfoW = (7' = 1, v) 
valószínűségek. 
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(1.3) alapján nyilván itt a 
Pn...r 
РУГ, • • • Р У Г „ 
speciális esettel állunk szemben. 
2.2. DEFINÍCIÓ. A Z {Ak, 5} lineáris rendstatisztikát szimmetrikusnak mondjuk, ha 
( 2 . 3 ) p v j = p v , y - J + 1 ( j = 1 , v ; V = 1 , 2 , . . . ) . 
2.3. DEFINÍCIÓ. A Z {Ak, 5} lineáris rendstatisztikát Poisson-típusúnak mond-
juk, ha 
(2.4) lim vpv = lim vpv — 1. 
2.4. DEFINÍCIÓ. A Z {Ak, S} lineáris rendstatisztikát egyszerű lineáris rendsta-
tisztikának nevezzük, ha 
Ak = xkA0 (k = 1, 2, ...), 
ahol xk T6 0 valós szám és 
1 
1 2 
A0=< 
1 2 ... v 
Ha (2.4) teljesül, nyilván teljesül a (2.2) feltétel, de megfordítva nem. 
I 
So = \ 
J_ J_ 
У У 
. 
I l l 
V V " ' V 
ún. aritmetikai középérték mátrix nyilván teljesíti a (2.2) feltételt és az {Ak, őj,} 
lineáris rendstatisztika szimmetrikus és Poisson típusú. A 2.1. definíció szerint ezen 
a lineáris rendstatisztikán a 
5„,. = »í£ + - + 4 Ü ) . v = m + /i (m = 1 ,2 , . . . ; n = 0 , 1 , 2 , . . . ) 
0 0 0 
stochasztikus folyamatot értjük, ahol most 
P(n% = < , . . . , = I " ! 
1 
л\гI : 
0 0 (n+l)...(n + m) ' 
Innen adódik, hogy 
(rx, ..., rm)£ П^К 
Р(П$=а%) = - ( . / = 1, . . . ,v). 
Alkalmazott Matematikai Lapok 1 (1975) 
e g y s z e r ű l i n e á r i s r e n d s t a t i s z t i k á k 69 
Itt most nyilván az (1.2) esettel állunk szemben. 
Jelölje E(Çmn), illetve D(c,m n) a çm „ valószínűségi változó várható értékét, 
illetve szórását. 
Amint arra már az 1. pontban rámutattunk, az {akA0, S0} egyszerű lineáris 
rendstatisztika esetében a normális eloszláshoz való konvergenciának szükséges 
és elegendő feltételével foglalkoztunk az [1] dolgozatban. (Ha ak— 1 ( £ = 1 , 2 , ...), 
akkor a Wilcoxon-statisztikát kapjuk.) 
Az 1. pontban adott célkitűzéseinknek megfelelően a továbbiakban ennek 
a tételnek általánosítását jelentő következő tételt bizonyítjuk be: 
2 . 1 . T É T E L . Ha {Ak, S} Poisson-típusú, szimmetrikus, egyszerű lineáris rend-
statisztika, a 
akkor és csak akkor teljesül, ha a valós számoknak ocl5 a2 , ... sorozata kielégíti az 
(1.4) feltételt. 
E tétel bizonyításával foglalkozunk a következő pontban. 
Mindenekelőtt a következőkben szerepet játszó lemmát fogalmazunk meg és 
bizonyítunk be. 
3.1. LEMMA. Tekintsük a Po/svon-típusú {Ak, 5} és \Ak, ,S0} lineáris rendsta-
tisztikákat. Ha a tetszés szerinti valós szám, akkor 
P 
n ->«>, m-i-oo 
3. A 2.1 tétel bizonyítása 
^m, 0 
Bizonyítás. Mivel (v = m + n) 
ЕШ
т
, „ - аГ] = 2 « + • • • + eÄ2 - Û)2s — • P v r , 
és 
(о ' „ ю г 
ezért 
1 (и+ 1)... (и + m) 
(vpT — 
P[(çm ,„-fl)24 ^ 1 ( и + 1 ) - ( и + #я) 
Е[(^
п
-аГ] ~ Gmv V- (vPv)
m
-
0 
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A feltételek szerint teljesül (2.1) és (2.4), továbbá 
lim ( " + Ц - ( " + »0
 = 1 
V 
amiből állításunk már következik. 
3.1. KÖVETKEZMÉNY. Tekintsük a Рошои-típusú szimmetrikus {Ak, Sj, {Ak, 50} 
egyszerű lineáris rendstatisztikákat. Ekkor a 
n n ; m _ Е^т,п-Е(^„)Г) 
о 0 
jelöléssel 
(3.2) lim Л&>
я
 = 1, (m = 1 , 2 , . . . ; s = 0, 1, ...). 
00 
Bizonyítás. Mivel {A k , 5} egyszerű, szimmetrikus lineáris rendstatisztika, 
az eloszlása is szimmetrikus, azaz 
n(m,k) _ (m,k) (j— 1 
Pvj — Pv,v-j +1 (У — К •••> v b 
tehát 
= j ( v + l ) « t (fc = 1 , 2 , . . . , m ) , 
ezért függetlenül az S mátrixtól 
(3.3) E(fmJ = V-^-(z1 + ...+am). 
Az a=E(Çmn)z=E(Çmn) helyettesítéssel lemmánkból adódik a következményben 
о 
kifejezett állítás. 
A (3.1) jelöléssel összhangban legyen 
A = DfçmJ = 44Z) 2 C m , „ ) , 
о 
(3.4) 
£ ( К м - £ ( ( м ) ] ( ) = 4?>m4 
ahol ([1], (11)) 
E>2 (ÇM , „) = [V ( a 2 + . . . + A2 ) - ( a 4 + . . . + A J 2 ] 
О Í Z 
és 
M4 = £([&,„- E(Çlt n)l4) = 4 í N r ^ i " 
О О О V fc=i( Z ) 
Jelölje <pjv)(0 а 
P(4Ïj) = a№) = P.k ( k = l , . . . , v ) 
előírással értelmezett г/О' valószínűségi változó standardizáltjának karakte-
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risztikus függvényét. Mivel az {akA0, S] egyszerű lineáris rendstatisztika szimmet-
rikus, ezért 
Alkalmazva a 
cpív4') = = cos 
k= 1 
V + l kiOLy-
cos jc = 1 — y + o (л:4) 
relációt, arra jutunk, hogy 
cpív4t)= 1 -т^тг + о 
Í ^ Í M , 0 ' 
24 
De (3.2) figyelembevételével 
lim 
ai 
af+... + «2 ' 
Aff >M4 
lim 1 
es így 
lim <p{v)(0 = 1 
1920 (oct+...+<x2mf 
a? 
ir + o 
illetve 
lim <pív)(f) ... <p^(t) = П 
ti — со 7 = 1 
2 a f + ... + a | 
1 
«Î 
(a2 + ... + a2 )2 J ' 
t' 
+ o ( « Î + . . . + a2)2 
Hogy meghatározhassuk e kifejezés határértékét abban az esetben, ha még 
m— со, képezzük az utolsó kifejezés logaritmusát. 
log lim [<pív>(f)... = - y + o 
И —oo 
ahonnan 
(3.5) 
( « ! + . . . + a 2 ) 2 
lim lim [<jt>ív)(0 ••• ФтЧО] = e 2 
akkor és csak akkor, ha az (1.4) feltétel teljesül. 
A Рошш-t ípusú, szimmetrikus, egyszerű lineáris {akA0, S} rendstatisztikát 
reprezentáló <Jm>„ valószínűségi változó standardizáltjának karakterisztikus függ-
vényét jelölje q>m „(t) azaz 
{ i « - . • - * « - • • > ,) 
Фт.пО) = Eye ' ), 
ahol Е(£
т<п), illetve <r jelentését a (3.3), illetve a (3.4) formula adja meg. A [2] 8. tétele 
szerint f-ben egyenletesen 
lim <Pm,n(t)- (n + l)...(n + m) •cpp(t)...(pÜH t) 0, 
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azaz a (3.5) határérték létezésére való tekintettel /-ben egyenletesen 
lim lim <pm>n{t) = e 2 , 
m—oo n~*oo 
ami a tételünkben kifejezett állítást igazolja. 
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KOSSUTH LAJOS TUDOMÁNYEGYETEM VALÓSZÍNŰSÉGSZÁMÍTÁSI TANSZÉK 
4 0 1 0 DEBRECEN 10. 
LINEAR RANK STATISTICS 
В . GYIRES 
In his paper [2] the author investigated the linear rank statistics in the case of nonindependent 
sample-elements. In this paper we give a necessary and sufficient condition on the asymptotically 
normal distribution of what we call symmetric lineare order statistics' of Poisson type. The proof 
is based on one of our theorems concerning the limit of the characteristic functions of these statis-
tics' ([2] Theorem 3). One gets among others as a special case of our theorem the well knowo limit 
theorem of the Wilcoxon statistics. 
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AUTOREGRESSZIÓS TÍPUSÚ FOLYAMATOK ÁLTAL 
GENERÁLT MÉRTÉKEK RADON—NIKODYM 
DERIVÁLTJAIRÓL 
KRÁMLI ANDRÁS ÉS PERGEL JÓZSEF 
Budapest 
Bebizonyítjuk, hogy az (1.1) sztochasztikus differenciálegyenlet megoldása által a folytonos 
függvények terén generált mérték equivalens a standard Wiener-io\yam?A által ugyanott generált 
mértékkel, és a Radon—Nikodym deriváltra levezetjük a (2.1) képletet. 
1. Bevezetés 
A független megfigyeléssorozatok statisztikai vizsgálatára kidolgozott maximum-
likelihood elv sikerrel alkalmazható diszkrét, vagy folytonos idejű sztochasztikus 
folyamatok statisztikájában is. Segítségével már a folyamat egyetlen realizációjának 
ismeretében is levonhatók statisztikai következtetések. A független megfigyelés-
sorozatok esetén a maximum-likelihood elv alkalmazásához szükség van a minta-
elemek együttes sűrűségfüggvényének az ismeretlen paraméterektől függő seregének 
meghatározására. A folyamatok statisztikájában ennek felel meg a trajektóriák 
függvényterén a folyamat által generált, paraméterektől függő mértékseregnek va-
lamilyen standard mértékre vonatkozó Radon—Nikodym-deriváltja. 
Gauss-f oly amatok (olyan folyamatok, amelyeknek véges dimenziós eloszlásai 
normálisak) esetén érvényes a jól ismert Hájek—Feldmann-féle diehotomia elv: 
ugyanazon a téren értelmezett két Gauss-mérték vagy szinguláris vagy ekvivalens. 
Ez a tény azt sugallja, hogy standard mértékül valamilyen analitikusan jól leírható 
és a vizsgálandó folyamattal egyszerű összefüggésben álló Gauss-mértéket válasszunk. 
A gyakorlatban előforduló folytonos idejű és állapotterű folyamatok (pl. a dif-
fúziót, a hírközlést, a bioáramokat, a napfolttevékenységet leíró folyamatok; álta-
lában minden, valamilyen egyensúlyi állapot körüli véletlen ingadozásokat leíró 
folyamat) jól közelíthető egy- vagy többdimenziós stacionárius Gauss—Markov-
folyamattal. A stacionárius Gauss—Markov-folyamatok többféle — egymással 
ekvivalens — módon adhatók meg. Ezek közül legtöbb fizikai tartalommal bír 
a sztochasztikus differenciálegyenlet megoldásaként történő megadás; a C*(t) = 
= (c1(t), ..., с f t ) ) A'-dimenziós stacionárius Gauss—Markov-folyamat eleget tesz 
az 
( 1 . 1 ) dt(t) = 4{t)dt + dw(t) 
sztochasztikus differenciálegyenletnek (a sztochasztikus differenciálegyenlet egzakt 
definícióját lásd [1] jegyzetben). 
Az A mátrix sajátértékeinek valós része negatív — ez biztosítja a folyamat 
stacionaritását — a „véletlent generáló" w(t) folyamatról feltesszük, hogy Bw lokális 
kovariancia mátrixú Wiener-folyamat. 
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Esetünkben célszerű standard mértékül választani a Bw lokális kovariancia 
mátrixú „feltételes" Wiener-mérték és а к dimenziós Lebesques-mérték PW szorzatát. 
Ez a mérték az 3E = Q[0, T]XRk téren van értelmezve, ahol Ck[0, T] a [0, T] inter-
vallumon értelmezett, w(0)=0 feltételnek elegettevő, k-dimenziós folytonos w(t) 
függvények tere, Rk pedig a k-dimenziós euklideszi tér. 
2. A Radon—Nikodym-derivált konkrét alakja 
Jelöljük PA-val az (1.1) egyenletnek az /A(w) kezdeti sűrűségfüggvénnyel ren-
delkező megoldása által generált mértéket. 
2.1. TÉTEL. A PA és Pw mértékek ekvivalensek és 
dP T 1 T (2.1) ^ - ( w ) = / A ( w * ( 0 ) ) e x p { / c w ( s ) d v ( s ) - - f (Aw(i), Cw(j))dí} , 
ahol С = B~1A. 
A (2.1) formulát úgy kell értelmezni, hogy majdnem minden Wiener-trajek-
tóriára megadja a Radon—Nikodym-derivált értékét. 
A tétel első változatában, egydimenziós folyamatokra, C H . STRIEBELÍŐI szár-
mazik (lásd [6]). Az eredeti bizonyítás nehezen áttekinthető számolást igényel — 
az itt közölt bizonyítás alapgondolata Ju. V. PROHOROvtól ered. 
Bizonyításunk a differenciálegyenlet megoldásának Euler- féle közelítésén 
alapuló Prohorov-féle módszert alkalmazza, mely a nehézkes számításokat az 
invariancia elv segítségével leegyszerűsíti. Mi az invariancia elvnek a legelemibb, leg-
közismertebb változatát használjuk fel. 
Bizonyítás. Mindenekelőtt megjegyezzük, hogy a két folyamat által magán 
a Ck[0, T] téren generált feltételes mértékek egyszerűbben kezelhetők — és tételünk 
közvetlenül adódik a feltételes mértékekre érvényes állításból. 
Jelöljük PA-val a £(/) folyamat által a Ck(0, T) téren rögzített kezdeti érték 
mellett generált feltételes mértéket, és Pw-vel a w(?) folyamat által generált feltételes 
Wiener-mértéket. PA ekvivalens Pw-vel és 
dP T 1 T (2.2) PA(w) = —±(w) = exp { / (Cw(f), dy/{t)) — — f (Aw(t), Cw(r))c/r}. 
«Pw 0 Z 0 
A továbbiakban a (22) formula igazolásával foglalkozunk. 
Legyen {dn} a [0, T] intervallum 
0 = ti" < С < ... <td„n = T 
beosztásainak egy olyan, egyre finomodó sorozata, hogy 
lim max (t?"
 k — t*
n) = 0. 
Értelmezzük a cd"(t) sztochasztikus folyamatot — rekurzív módon — a követ-
kezőképpen : 
(2.3) Çd"( 0) = w(0) 
(2.4) = çd"(lti) + Aç^Or-r) (t-tt,) + w(í) - w í Í A ha
 ti_x ^ t < t,. 
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A £d"(t) folyamat nem más, mint az (1.1) egyenlet £(/) megoldásának úgyneve-
zett Euler-féle közelítése. Az jEu/er-közelítések {jd"(t)} sorozata két alapvető tulaj-
donsággal rendelkezik : 
(i) Legyen 6k, ..., 0,£[O, T] az időpontoknak egy tetszőleges véges sorozata. 
A Çdn(6j), ..., Çd"(e„) valószínűségi vektorváltozók együttes feltételes eloszlásfügg-
vénye (a ^"(Oj^wíO) feltétel mellett) tart a i f fU, ..., £(0„) változók együttes felté-
teles eloszlás függvényéhez, ha 
(ii) A Ck[0, T] tér tetszőleges K ' kompakt halmazához (a kompaktság a 
о(wj, w2)= sup | |w1(í)-w2(í)|| metrika által definiált topológiában értendő) 
OiíiST 
található olyan К=Ф(К') kompakt halmaz, amely minden d"-re és minden w ( t ) ^ K ' 
függvényre tartalmazza a (2.3) és (2.4) formulák alapján w(í)-ből konstruált £d"(t) 
függvényt. 
Az (i) tulajdonság bizonyításához elegendő azt igazolni, hogy a Çdn(t) folyamat 
feltételes várható érték és kovariancia mátrix függvényei (a £d"(0)=w(0) feltétel 
mellett) tartanak a cft) folyamat megfelelő feltételes várható érték és kovariancia-
mátrix függvényeihez, mert a szóbanforgó folyamatok Gauss folyamatok. (Megje-
gyezzük, hogy a Ç(t) folyamat m (í) várhatóérték függvénye kielégíti а ' - — 
= Am(í) egyenletet és azm(0)=w(0) kezdeti feltételt, míg a Ç(t+h), Ç(t) valószínűségi 
vektorváltozók kovarianciamátrix függvénye R(t)e"x alakú, ahol R(t) az R'(t) = 
= Aß( f ) + ß ( / )A+B w egyenlet R(0)=0 kezdeti feltételt kielégítő megoldása). 
A fenti határérték relációk közvetlen számolással adódnak. 
Az (ii) tulajdonság a következőképpen bizonyítható. Értelmezzük az xd"(t) 
skalár függvényt a £dn(t) értelmezésével analóg módon, úgy hogy a w(r) vektorfügg-
vényt a vv= sup |w(í)| konstanssal, az A mátrixot pedig a= ||A||-val helyette-
O s t s T 
sítjük, azaz: _ 
x0 = w 
x
in(t) = xdn(t„_j) + axA"(í_i) ( t - l t d , ha t S t < t,. 
Könnyen belátható, hogy ||^<i"(t)||^vv+e',(f+îîî), amivel igazoltuk, hogy a çd"(t ) 
függvények egyenletesen korlátosak, ha a w(í) függvény befutja K ' elemeit (melyek 
szintén egyenletesen korlátosak). Az egyenlő mértékben való folytonosság követ-
kezik a w(f)£K' függvények ugyanezen tulajdonságából a (2.4) formulából és a már 
igazolt egyenletes korlátosságból. Ezzel bebizonyítottuk az (ii) tulajdonságot is. 
A Wiener-folyamat folytonossági modulusára vonatkozó Lévy-féle tételből 
(1. pl. [3]) és az (ii) tulajdonságból levezethető, az alábbi — alapvető — tulajdonság: 
(iii) Bármely s > 0 valós számhoz tallálható olyan í e c Q [ 0 , T] kompakt 
halmaz, hogy Pn A(Kj)>\—£, ahol Pn A jelöli a çd"(t) közelítő folyamat által gene-
rált mértéket. 
Bizonyításul megjegyezzük, hogy ha K'eaCk[0, T] olyan kompakt halmaz, 
amelyre P„(K'B)>-l—s (ilyen Kc a Lévy-tétel miatt létezik), akkor a Ke=(p{K'c) hal-
maz kielégíti az (iii)-ben megkövetelt feltételt. 
Az (i) és (iii) tulajdonságok együttese a Prohorov-féle invariancia elv alkalmaz-
hatóságának szükséges és elegendő feltétele (1. [4]), azaz az (i) és (iii) tulajdonságok 
biztosítják, hogy a Ck([0, T] téren értelmezett minden korlátos / (w) funkcionálra 
/ /(w)dP„yx - / /(w)i/PwA . 
CkW,T] Cfc[0, Г] 
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Ezzel összegyűjtöttük a tétel bizonyításához szükséges segédeszközöket, s rá-
térhetünk a Radon—Nikodym-derivált konkrét kiszámítására. Első lépésünk a kö-
vetkező lemma bizonyítása lesz. 
2.2. LEMMA. A P„jA mértékek abszolút folytonosak a Pw mértékre nézve és 
dP л í '" 1 m 1 (2.5) P„,A(w) = = exp I (Cwj-_i, A W j ) - j Д [Aw,_lf Cwy_J J / f J 
ahol wj = w (tj) és d í f = ( í f - í f _ i ) . 
Bizonyítás. Vegyük észre, p„,A(w) nem más, mint a {^"(tf")} és a {w(/;d")} 
valószínűségi vektorváltozó sorozatok együttes sűrűségfüggvényeinek hányadosa. 
Az Euler-féle közelítéseket éppen ez a tulajdonság teszi a számolás szempontjából 
kényelmessé. A er-algebrák nyelvén ez a következőt jelenti: ha adn jelöli a dn be-
osztás osztópontjain kívül tetszőleges értéket felvehető, folytonos függvények 
ír-algebráját1 és Qd" jelöli valamely Q mértéknek a ad" a-algebrával való megszorí-
dPdn 
tását, akkor A , a ( w ) = "j^. Ebből következik, hogy J P „ I A ( w ) í / P W = 1. 
"
W
 CK[0, T] 
Legyen dn a dn beosztás egy finomítása, azaz 
/J/l /J/l' - 1 dn . __ .dn' /dn ^ ,dn' /d/l 1 
— '0 — »0 1 ••• 'il — 4 ••• Чт — 'm — 
Közvetlen számolással meggyőződhetünk arról, hogy a {^"(tf"')} és a {w(r;li"')} 
valószínűségi vektorváltozó sorozat együttes sűrűségfüggvényeinek hányadosa: 
(2-6) P„,„(w) = e x p l j - J J
 i ( B w - ^ w f - Cw U A p J w f - A w ^ z f i f " + 
+ j í (B-Mw: 
i=i 
w f 1 ' , d w f " ' ) 1 
ín?" J" 
dPdn 
Az előző jelöléseket alkalmazva P„ „ (w)= "'nA , azaz a {P„ „.(w)} sorozat az 
" 'w 
egyre finomodó {<x'i"} c-algebra sorozatra megszorított két mérték Radon—Nikodym 
deriváltjainak a sorozata. Mint ismeretes, az ilyen sorozatok martingált alkotnak. 
Ismeretes az irodalomban (1. [5]) a következő tétel. 
Legyen ejt) és r\(t) két sztochasztikus folyamat a Otáttál intervallumon, és 
legyen [dn] egy olyan beosztássorozat, hogy Hm max (/f"
 x — tf") = 0, továbbá 
n - » o o i 
létezzenek a ç(tfn) (t](tf")) vektorváltozók együttes sűrűségfüggvényei, és hánya-
dosuk tartson 1 valószínűséggel egy olyan f(r\(t)) funkcionálhoz, amelynek a várható 
értéke — az r\(t) által generált mértékre nézve egy. Ezen feltételek mellett a ç(t) 
által generált mérték abszolút folytonos az r\(t) által generált mértékre nézve, és 
a Radon—Nikodym-deriváitjuk éppen f(t](t)). 
Könnyen látható, hogy Pw majdnem mindenütt (valójában minden folytonos 
w( t) Wiener-trajektóriára) P„ „.(w) = P„jA(w). Ez utóbbi reláció és az f p,u A(w)dPv 
CFC[0, T] 
1
 A z a z Ad<rd" a k k o r és csak a k k o r , h a f £ A és g(ti) = f ( t i ) e s e t é n ^ Ç z t . 
Alkalmazott Matematikai Lapok 1 (1975) 
a u t o r e g r e s s z i ó s t í p u s ű f o l y a m a t o k á l t a l g e n e r á l t m é r t é k e k 77 
egyenlőség az idézett tétel alapján maga után vonja a lemma állítását. Minthogy 
a (2.5) formula kitevőjében szereplő tagok négyzetes középben tartanak 
T j 1 
f (Cw(í) c/w(f))-hez, ill. - — J (Aw(/), Cw(/))c/l-hez, választható egy olyan {dnk) 
о 0 
beosztássorozat, hogy a fenti határértékek P„ majdnem mindenütt is létezzenek, 
tehát p„k,A(w)^pA(w) Py, m.m. 
Tekintsünk egy olyan Ks kompakt halmazt, hogy minden «-re 
(2.7) P„,A (Ke) = J P„_A (x) dPy, > 1 - e. 
Minthogy K£ elemei egyenletesen korlátosak, 
N2\\A\\-\\C\\, j=г 
ahol N a Aj,-beli függvényeknek egy közös felsőkorlátja. Ezért 
(/Ú.aOÚO))2 < е ™ * ш l lC"p„,2A(w(0) 
minden v/(t)£Ke-ra. Ebből az egyenlőtlenségből, és az J 2A(w)dPvt = 1 
CJO.T] 
összefüggésből adódik, hogy a { J (/>„,A(W))2 dPv*} sorozat korlátos, ami 
Ck[0, T] 
— mint ismeretes — elegendő feltétel arra, hogy a {/>„,A(w)} sorozat a KE halmazon 
egyenletesen integrálható legyen. (Megjegyezzük, hogy a {p„,A(w)} sorozat az egész 
téren is egyenletesen integrálható, de ennek igazolása többdimenziós folyamatok 
esetén igen nehézkes — ezt kerüljük el az invariancia elv alkalmazásával.) 
A (2.7) egyenlőtlenségből a Fatou-lemma alkalmazásával nyerjük a 
(2.8) / P A d P „ s £ 
egyenlőtlenséget. (Kc а Ke halmaz komplementere.) 
Legyen /(w) egy a Q[0, T] téren értelmezett tetszőleges folytonos nemnegatív 
funkcionál; szintén a Fatou-lemma alapján kapjuk a 
(2.9) / /(w)pA(w)c/Pw< hm / f(y>)Pn, A(w) dPy, 
CfclO.TJ Ct[0, T] 
egyenlőtlenséget. 
A (2.6) és (2.9) összefüggést és az egyenletes integrálhatóságot felhasználva: 
(2.10) ÏÏm f f(w)p„,x(v*)dPWak S lim f f(w)p„,A(w)</PWo» + e / = 
= f A*)PA(w)dP„ok + s' ts Jf(yy)pA(yy)dPWok + s', 
e' = max |/(w)|. 
W63E 
Analóg meggondolásokat alkalmazhatunk nempozitív folytonos funkcionálokra is. 
Ez utóbbi megjegyzést figyelembe véve könnyen látható, hogy a (2.9) és (2.10) össze-
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függések tetszőleges korlátos funkcionálra maguk után vonják a 
(2.11) / /(w)p„, \ dPw -» / /(w)pA(w) rffw 
ck[0, T] ck [0, T] 
r e l á c i ó t , a m i a z t j e l e n t i , h o g y а Р
А
( Л ) = I p\(w)dPw ö s s z e f ü g g é s s e l d e f i n i á l t m é r t é k 
в 
gyenge limesze a {P„,A} mértéksorozatnak. Egy mértéksorozatnak azonban nem lehet 
két különböző gyenge limesze, ezért P A = P A , ami a bizonyítandó volt. 
A formula alkalmazhatóságát az úgynevezett egydimenziós komplex folyamat 
példájával illusztráljuk: Tegyük fel, hogy r\(t) = £i(0 + £s(0 ^(0 kielégíti a 
(2.12) dt](t) = ( - 2 - к о ) r] (?) dt + с/иу (/) + úúv2 (г) 
egyenletet, ahol иу(0 és и>2(г) független standard Wiener-folyamatok. A (2.12) 
komplex egyenlet komponensenkénti alakja 
dU 0 = 
Stacionárius esetben a kezdeti eloszlás sűrűségfüggvénye: 
/(HÜ, w2) = 2^ е х р { - А н , 1 ( 0 ) - А И ' 0 2 ( 0 ) } . 
г j 
Felhasználva az f wtdwi = — [w';(l )2 — W;(0)2 - 1 ] összefüggést, amely a 2wí(U )A w,(tv) = j 2 
= y [Wi(l)2 — wí(0)Z — ^^Wi('v)2] azonosságból határátmenettel adódik, felírhatjuk 
a két mérték Radon—Nikodym-deriváltját: 
- - ^ r H ( D + wî(l) + wï(0) + wï(0)] + ^ / [ ^ ( 0 ^ ( 0 - ^ ) ^ ( 0 ] } • 
Az elégséges statisztika klasszikus definíciója alapján a (2.13) formulából leolvasható, 
hogy a következő három mennyiség 2-nak és co-nak együttesen elégséges statiszti-
káját alkotják : 
S, = f [wKt) + wl(t)]dt, 
0 
S2 = >V! ( 1 )2 + С1 )2 -t- (0)г -E vv2 (0)2 
és 
1 
S3 — f [w1dw2(t)-w2dw1(t)]. 
0 
Az 53-ban szereplő sztochasztikus integrálok nem alakíthatók át közönséges integ-
rállá. 
Alkalmazott Matematikai Lapok 1 (1975) 
a u t o r e g r e s s z i ó s t í p u s ű f o l y a m a t o k á l t a l g e n e r á l t m é r t é k e k 7 9 
IRODALOM 
[1] ARATÓ, M., Bevezetés a sztochasztikus folyamatok elméletébe (Bolyai János Matematikai Tár-
sulat, Budapest, 1968). 
[2] ARATÓ, M., «Точные формулы для плотностей мет элементарных гауссовских про-
цессов», Studio Sei. Math. S (1970). 
[3] ITO, К . and M C K E A N , H . P . , Diffusion Processes and their Sample Paths, (Springer Verlag, 
Berlin, 1965). 
[4] STRIEBEL, C H . , "Densities for stochastic processes", Ann. Math. Stat. 3 0 ( 1 9 5 9 ) 5 5 9 — 5 6 7 . 
[5] П р о х о р о в , Ю. В., «Сходимость случайных процессов и предельные теоремы теории 
вероятностей», Теор. Вероятность и ее Прим. 1 (1956) 177—238. 
[6] Ширяев , А. Н., Случайные процессы (Изд. МГУ, 1972). 
(Beérkezett: 1974. június 10.) 
KRÁMLI ANDRÁS ÉS PERGEL JÓZSEF 
MTA SZÁMÍTÁSTECHNIKAI ÉS AUTOMATIZÁLÁSI KUTATÓ INTÉZET 
1502 BUDAPEST XI., KENDE U. 13—17. 
O N T H E R A D O N — N I K O D Y M D E R I V A T I V E S O F M E A S U R E S G E N E R A T E D 
B Y A U T O R E G R E S S I O N T Y P E P R O C E S S E S 
A . KRÁMLI a n d J . PERGEL 
The measure generated by the solution of the stochastic differential equation (1.1) on the 
space of the continuous functions is proved to be equivalent to the measure generated by the stan-
dard Brownian motion process on the same space. For their Radon—Nikodym derivative the for-
mula (2.1) is deduced. 
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SZAKASZONKÉNT LINEÁRIS, 
KONVEX CÉLFÜGGVÉNYÜ SZÁLLÍTÁSI FELADAT 
MEGOLDÁSA DEKOMPOZÍCIÓS MÓDSZERREL 
T U R C H Á N Y I P I R O S K A 
Budapest 
A dolgozat a klasszikus Hitchcock-féle szállítási feladat olyan általánosított formájával fog-
lalkozik, melyben egyrészt a költségfüggvény szakaszonként lineáris, konvex függvény, másrészt 
az ún. peremfeltételekben a termelőhelyek kínálataira nincs egészértékűségi megszorítás. Ez utóbbi 
tulajdonság miatt a probléma optimális megoldása sem feltételenül egész értékű. 
Az eredeti feladatot egy, a termelőhelyek számával megegyező számú feltételt tartalmazó, 
lineáris célfüggvényü feladattá redukáljuk, WILLIAMS [2] ötletének felhasználásával lényegében a 
Dantzig—Wolfe-féle dekompozíciós elv alapján. így a megoldási algoritmus igen előnyös, ha a ter-
melőhelyek száma a felvevőhelyek számánál jóval kisebb, azaz az eredeti feladat feltételi- és költség-
mátrixában a sorok és oszlopok száma közt nagyságrendbeli különbség van. Az eredeti célfüggvény 
szakaszonkénti linearitása és konvexitása a redukált feladat megoldásában, mely a módosított 
szimplex módszerrel történik, a bázisba belépő vektorok generálását viszonylag egyszerűvé teszi. 
Az algoritmusra az MTA CDC 3300 számítógépén készült program. 
1. A szá l l í tás i f e l a d a t m e g f o g a l m a z á s a , a r e d u k á l t f e l a d a t f e l í r á s á n a k 
e lőkész í tése 
Tekintsük a következő szállítási feladatot: 
Adott m számú termelőhely 
és n számú fogyasztóhely. 
Jelölje Sí nem negatív valós szám az t'-edik termelőhely kínálatát; / = 1 , ...,m 
Dj pozitív egész szám a y'-edik fogyasztóhely igényét; y'= 1, ..., n 
és q>ij(x) szakaszonként lineáris, konvex függvény az t'-edik telephelyről a y'-edik 
fogyasztóhelyre szállítandó mennyiség költségét, a függvény lineáris 
a szomszédos egészek közötti intervallumokon; /=1 , ..., m y '=l , ..., n. 
A szállítási összköltség minimumát keressük: 
m n 
(1.1) 2 Z<Pij(Xij) - min! 
t—t l—t-
az alábbi feltételek mellett: 
(1.2) 2 Xij = Sí, i = l,..., m, 
m 
(1.3) 2 X i j = Dj, j — 1, • ••, и , 
/=1 
(1.4) XijS 0, i=l,...,m; j=\,...,n. 
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A (1.2) és (1.3) feltételek azt fejezik ki, hogy az /-edik telephelyről a felvevő-
helyekre a rendelkezésre álló mennyiséget teljes egészében elszállítjuk, illetőleg, hogy 
a /-edik felvevőhelyre együttesen szállított mennyiség éppen egyenlő az ottani Dj 
igénnyel. Megköveteljük még, hogy az elszállítandó mennyiségek összege meg-
egyezzék az igények összegével: 
m n 
(1.5) 2Si= ZDj = T. 
; = i 7 = 1 
Az (1.2)—(1.4) alatti feltételek mindig korlátos konvex poliédert határoznak 
meg. Könnyen látható, hogy a megengedett megoldások halmaza nem üres és kor-
látos. 
Feladatunkat a Dantzig—Wolfe-féle dekompozíciós technikával fogjuk meg-
oldani. Ehhez szükség lesz a következő lemmára: 
1.1. LEMMA. Legyenek R1,R2,...,Rn véges dimenziós euklideszi terek, 
n 
X Rj = R ezek Descartes szorzata. Vegyük a P1czR1, P2aR2, ..., P„(zR„ korlátos 
7 = 1 
konvex poliédereket és Descartes-szorzatukat : 
X P j = RczR. 
7 = 1 
Jelölje rjj a Pj poliéder egy tetszőleges pontját, j= 1, ..., n. 
Ekkor azt állítjuk, hogy 
1 . A P halmaz is korlátos konvex poliéder. 
2. Az ri = (ti1, ..., t]„)£P pont akkor és csak akkor extremális pontja a P poli-
édernek, ha minden extremális pontja a megfelelő P j poliédernek. 
Bizonyítás. Az 1. állítás triviális. A 2. állítás igazolásához azt mutatjuk meg, 
hogy ha legalább egy y'-re t]j nem extremális pontja Pj-nek, akkor ц sem extremális 
pontja P-nek; ha pedig q nem extremális pontja P-nek, akkor van olyan у index, 
melyre r/j nem extremális pontja P^-nek. 
a) Ha van legalább egy olyan i]j, mely nem extremális pont a P j poliéderben, 
akkor vannak olyan c) és çj pontok, melyek által meghatározott szakasznak 
>1j belső pontja: 
4, = 2í} + ( 0 < A < 1. 
De Ej x Ej miatt a 
E = (m, -, hj-i, Ej, tij+i, - , tin) 
és 
E = Eh, •••, ij-i, Ej, ij+1, - , 4n) 
különböző pontjai P-nek, és fennáll 
r, = kE+( \-X)E 
az előbbi A-ra, tehát i] nem extremális pont P-ben. 
b) Ha t] = {r\!, ...,t]„) nem extremális pontja a P poliédernek, akkor létezik 
olyan E, E végpontú szakasz (E^E), amelynek p belső pontja: 
r, = AE + ( 1 - A ) ^ 2 , 0 < A < 1, 
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azaz 
(1.6) ч, = Л£} + ( 1 - Л К 5 
fennáll minden j= 1, ..., n indexre. 
Mivel ç1 ^  с . létezik legalább egy olyan /' index, melyre с • ^ çf, de minden 
ilyen i indexre az (1.6) egyenlet azt jelenti, hogy nem extremális pontja P r n e k . 
Vizsgáljuk most a feladat (1.3) alatti feltételeit. Mivel mindegyik ismeretlen 
csak egy feltételi egyenletben jelenik meg, könnyű meghatározni ezen feltételcsoport-
nak eleget tevő megoldásokat. Rendezzük az m • n dimenziós térbeli x pont kompo-
nenseit egy m sorból, n oszlopból álló táblába. Tekintsük (1.3)-ban a y'-edik feltételi 
egyenletet (rögzített y'-re) : 
x1j + x2j + ... + xm j = Dj, 
vagyis a táblay'-edik oszlopában a komponensek összege Dj. 
Extremális megoldásnak nevezünk minden 
(xij, •••1 xmj) — Dje, 
vektort, az m dimenziós egységvektorok Dj -szereseit. A y'-edik feltételi egyenlet nem 
negatív megoldásai, mint vektorok, tehát olyan korlátos konvex poliédert alkotnak, 
melynek extremális pontjai az egyenlet extremális megoldásai. Jelölje ezt a poliédert 
Kj, ez egy (m — 1) dimenziós szimplex az m dimenziós térben. 
Ezek a megállapítások igazak y minden értékére, tehát az összes (1.3) alatti fel-
tételnek eleget tevő x pontok halmaza a Kj szimplexek Descartes-szorzata, egy 
m • n dimenziós térbeli korlátos konvex poliéder, melyet jelöljünk A-val. 
így az 1.1 lemmában szereplő R1} ..., R„ tereknek most az m dimenziós terek, 
a Pj poliédereknek a Kj, P-nek а К poliéder felel meg. Alkalmazva az 1.1 lemmát, 
К extremális pontjai a Kj poliéderek extremális pontjaiból állíthatók elő. Tehát a 
A extremális pontjait (az (1.3) feltételrendszer extremális megoldásait) olyan táblák-
kal reprezentálhatjuk, melyeknek minden oszlopában egyetlen nem-zéró komponens 
áll: a y'-edik oszlopban Dj. 
Jelöljék A extremális pontjait 
(^Wj 
ahol Wj a y'-edik oszlopban levő nem-zéró komponens helyét jelenti, vagyis azt, hogy 
ez a komponens hányadik sorban van. 
Tehát 
1 — Wj — m, j = 1, ..., n, 
és w1, ...,w„ lehetséges értékrendszereinek száma, azaz A extremális pontjainak 
száma m". 
Visszatérve az (1.3) feltételi egyenletek közül a y'-edikre, ennek Dj egészértékű-
sége miatt van nem-negatív egész megoldása, azaz van olyan (х1у-, ..., xmj) vektor, 
melynek minden komponense nem negatív egész, vagyis van A;-nek rácspontja, 
y '=l , ..., n; így van a A poliédernek is. A rácspontjait (az (1.3) feltételrendszer egész-
értékű megoldásait) olyan táblák reprezentálják, melyeknek minden elemük egész 
és a y'-edik oszlopban levő elemük összege Dj. Az extremális pontok halmaza nyil-
ván része a rácspontok halmazának. Jelöljék 
ÍJ1, 
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а К poliéder rácspontjait. Belátható, hogy 
n (D: + m— 1 
A (1.3) feltételrendszer tetszőleges nem-negatív megoldása (а К poliéder tetsző-
leges pontja) felírható a rácspontok konvex lineáris kombinációjaként, vagyis létez-
p 
пек Xх, ..., lp=0, ^ Av = l számok, amelyekkel 
»=i 
( 1 . 7 ) X = J I ^ 
V = 1 
1.2. LEMMA. А К poliéder tetszőleges pontja előállítható 
pW 
X = 2 Av*(xVt(x) 
k = 1 
alakban is, ahol minden (г, j) párra 
[xu], vagy 
.-[—*y]> г = 1, . . . , m; У = 1, . . . ,n , 
azaz az xtJ értékeket közrefogó egészek valamelyike. 
Bizonyítás. Tekintsük rögzített A-re az у pontok 
[Xij] = Ун S - [ - * y ] , i = 1, ..., m; j = 1, ..., n 
egyenlőtlenségeknek eleget tevő halmazát. Ez korlátos konvex poliéder, melynek 
extremális pontjai konvex lineáris kombinációjaként bármely y előállítható. A szó-
banforgó extremális pontok legyenek az P/NM pontok. Ezek tehát részhalmazát 
alkotják az tj1, ..., tf rácspontoknak. 
2. A redukált feladat 
Rátérhetünk az eredeti, (1.1)—(1.4) alatti feladattal egyenértékű, de egysze-
rűbben megoldható feladat felírására. 
Az eredeti probléma megoldáshalmaza az (1.3)—(1.4) feltételrendszer meg-
oldáshalmazának olyan részhalmaza, mely az (1.2) feltételrendszert is kielégíti. 
Behelyettesítve az x pont (1.7) alatti előállítását, a következő feladat adódik: 
'Iii — 
(2.1) 2 min! 
1 = 1 j = l Vv = l ) 
(2.2) 2 ? \2lb\ = si, 1 = 1,...,«, 
v = i ( ; = i ) 
(2.3) r s O , v = l ,...,p, 
(2.4) Z V = 1-
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P 
Vegyük észre, hogy az (1.5) kanonikussági feltétel teljesülése esetén 2^y= 1 követ-
kezik a többiből: V = 1 
m m p n p n m p n p 
T= 2Si = 2 2ih = 2 2nb = 2 ^ 2 Dj = т 2*"-
i = l í = l v = 1 j ' = l v = i 7 = 1 i = i v = i 7 = 1 v = i 
Továbbá a 2.1 lemmában bebizonyítjuk, hogy (2.1) helyett elég a 
p m n 
(2.5) 2 к " 2 2 < Р и Ю 
v = l 1=17=1 
függvény minimalizálása. 
Bevezetve a 
n 
2 ih = sí, 
7 = 1 
m n 
2 2 <PiÁ4b) = Г 
1=17=1 
jelöléseket, megkapjuk az ún. redukált feladat végleges formáját: 
(2.6) 2 yvkv — min! 
V = 1 
(2.7) 2*nv = St, i=\,...,m, 
V = 1 
(2.8) A ' í f O , v = l p. 
A redukált feladat feltételrendszere korlátos. Az eredeti és a redukált feladat 
megengedett megoldásai egymásnak megfeleltethetők: 
Ha x az eredeti feladat megengedett megoldása, akkor 
tehát léteznek 
számok, melyekkel 
De ha x megoldás, 
is teljesül, így 
2xij = Dj, j — 1 , . . . , n, 
i=i 
Av = 0, v = 1, ...,p, 2*v= 1 
Xij = i^nb-
V = 1 
2 Xij = Si, i=l,...,m 
7 = 1 
2*UV= St; 
azaz ezen A 1 , . . . , AP megengedett megoldása a redukált feladatnak. Hasonlóan látha-
tó fordított irányban a megfeleltetés. 
6* Alkalmazott Matematikai Lapok 1 (1975) 
86 T U R C H Á N Y I P I R O S K A 
2 . 1 . LEMMA. HA AJ, . . . ,AG optimális megoldása a redukált feladatnak, akkor 
(2.9) x° = 2 AW 
V—l 
optimális megoldása lesz az eredeti (1.1)—(1.4) feladatnak. 
Bizonyítás. Azt kell megmutatnunk, hogy az eredeti feladat tetszőleges meg-
oldásához tartozó célfüggvényérték nem kisebb, mint a (2.9)-hez tartozó. Legyen 
y tetszőleges megoldása az (1.1)—(1.4) feladatnak. Ekkor létezik a (2.6)—(2.8) 
redukált feladatnak olyan p\ megoldása, melyre 
p P(J>) 
v = l k=1 
ahol az t]vdv\ k=\, ..., p(y) sorozat az 1.2 lemmában szereplő pontokat jelenti, tehát 
vagy 
njl-
Ekkor 
m n m n p ) P (y) m n 
2 2<Pij(yij) = 2 2 vu 2 4 4 , = 2 4 f c ( , ) 2 2 < M 4 
i = l ; = 1 í = l / = 1 Vv = l ) k = 1 i = l j=l 
hiszen cpij lineáris a szomszédos egészek közötti intervallumokon, de (AJ, . . . ,AG) 
optimalitása miatt 
ply) m n p m n 
2 4 * w 2 2<PuW(y)) = 2 ^ 2 2<РиШ 
k = 1 1 = 1 J—l V = 1 1 = 17 = 1 
és kihasználva срц(х) konvexitását 
p m n m n ( p ) m л 
2 К 2 2 <PíjW - 2 2 vu 2Wij\ = 2 2 <M4)-
V = 1 í = 1 y'=l 1 = 1 y = l v,v = 1 ) 1=1 7 = 1 
A redukált feladat előnye az eredeti feladattal szemben, hogy célfüggvénye 
lineáris és az eredeti m+n — l független feltétel helyett csak m feltételt tartalmaz. 
Hátránya, hogy az ismeretlenek száma, p, igen nagy, speciálisan Du ..., Dn értéké-
től is függ. De ha a redukált feladatot a módosított szimplex módszerrel oldjuk meg, 
nem kell explicite ismernünk az összes rß, ...,rjp rácspontot. A redukált feladat 
bázisa csak m elemű, és minden egyes szimplex iteráció során egy viszonylag egy-
szerű feladat megoldása generálja a bázisba kerülő vektort (illetőleg azt a rácspontot, 
melyből az új bázisvektort konstruáljuk). 
3. Algoritmus a redukált feladat megoldására 
Induló megengedett bázis konstruálásához tekintsük а К poliéder (lásd 1. szakasz) 
^ £(». m) 
extremális pontjait. 
Tehát a Á-adik bázisvektor /-edik komponense: 
4 = 2 tlk k> 'I j 
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mert a f k k) extremális megoldáshoz tartozó m-n-es táblában a k-adik sorban levő 
értékek Dl, D2, ..., D„, másutt csupa zéró áll. 
így az induló bázis mátrixa az egységmátrix Г-szerese. Az ehhez tartozó bázis-
inverz és bázismegoldás: 
1 ß1 [S l ï 
T T 
• 1 
T » 
m 
• 1 Sm 
T ßm T 
Gyűjtsük a tij táblázatba mindenkor az aktuális bázisinverzmátrix elemeit, a 
ß' táblázatba pedig a bázismegoldás komponenseit i = l,...,m; j = l,...,n. 
Minden egyes iterációs lépésben szükség lesz a bázist alkotó vektorokra vonatkozó 
információra. Ehhez azt kell megadnunk, hogy mely t]v rácspontokhoz tartozó 
s vektorok alkotják a bázist. 
Jelölje eUJ a szóban forgó rácspontok közül az /-ediknek az rhj komponenseit, 
/=1,..., m, /=1 , ..., m, j=\, ...,n. 
Az ún. szimplex szorzókat pedig jelölje 
л,-, i = 1 , . . . , m, 
tehát 
mim n J 
ni= 2 \ 2 2<Pkj(Oikj)\tii. 
I = lU=ly = i ) 
A módosított szimplex módszerben egyes iterációk során a megoldás optimalitásá-
nak eldöntéséhez a 
m 
( 3 . 1 ) = Vv~ 2 WÏ 
í—1 
különbség vizsgálata szükséges. Ha min optimális megoldásnál vagyunk, 
T 
ellenkező esetben a minimumot megvalósító s"a vektor belép a bázisba. Kérdés, 
hogyan tudjuk meghatározni dv minimumát az tjv rácspontok explicit ismerete nélkül. 
Mivel 
m m n 
л* = у - 2 wï - 2 2[<рцЮ-ъчЫ f=i i=i j=i 
és az (t]\j, ..., yml), ..., (rj)[„, ..., ymn) komponenscsoportok lehetséges értékrendszerei 
függetlenek, ezért 
min Av = 2 min J W i M D - W U -
V y = l » v.! = 1 ) 
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vagyis elegendő 
m 
(3.2) Ô) = Z t e i j W - W i j ] 
1=1 
minimalizálása,y'=l, ...,n. 
Vizsgáljuk először rögzített y'-re a <5] mennyiségeket. Képezzük (rögzített y'-re) 
a (pij(x) függvény első differenciáit a f c = l , 2 , ... D j helyeken : 
A<Pij(k) = <Pij(k) - <Pij(k - l). 
Ekkor 
<PijW = 2 Лср
и
(к) + ср
и
(0), 
k = l 
tehát 
m ( 4ïj ) m 
(3.3) ő] = 2 \ 2 л<Ри (*) - «f + 2 <M°). 
m 
A (3.3) alatt szereplő kifejezésben ^ <Лу(Р) konstans, a kettős összeg pedig 
i = 1 
m 
2 l l j—Dj számú tagból áll, így a ó) minimumát megvalósító Z),- számú 
i = l 
(3.4) А(р
ц
{к)-п
г 
tagot keressük. 
Rendezzük az i index szerint csoportokba a (3.4) alatti különbségeket: 
9>iy(2)-<Piy(l)-% 
<P2j(l)-<P2j(. 0 ) - n 2 
<P*j(Dj) - (p2j(Dj - 1) - n2 
(Pmj(()-(Pmj(0)-1tm 
(Pmj(Z) -(PmjiO - П
т 
(Pmj(Dj)-(pmj(Dj-l)-Tlm. 
Az egyes csoportokon belül növekvő sorrendben vannak az elemek, hiszen <р
у
(х) 
konvexitása miatt A(pi}(k) monoton növő k-ban. így a Dj számú legkisebb minden 
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csoportból felülről lefelé fog tartalmazni elemeket, tehát valóban 
m "h 
2 2 {л<р
ц
{к)-пЕ 
i= 1 fc = l 
típusú összeg fog képződni. Ennek meghatározásához pedig nem szükséges vala-
mennyi, azaz mDj számú elem kiszámítása, elég Dj + m — l elemet vizsgálni, ha 
a következőképpen járunk el. 
Első lépésként minden csoportból kiszámítjuk a legelső, azaz legkisebb elem 
értékét. Ezután mindig abból a csoportból veszünk hozzá újat, amelyikben talál-
ható a legutolsó lépésben kiválasztott legkisebb. Végül egy (a legkisebb) kivételével 
elhagyjuk minden csoportból az utolsóként választott elemet. 
Mindezek végrehajtása után a (3.3) alatti d) minimuma, abból pedig a (3.1)-
alatti A" minimuma egyszerűen meghatározható. 
Az algoritmus egyes lépései tehát a következők : 
a) Induló lépés: Meghatározzuk a kezdeti 01и, t f j és ß' értékeket: 
io, 
ha i = l 
e
"j = \n ha i x l i = 1 ' - ' m ' l=h—,m, j =!,...,«, 
tij = • 
1 
T ' 
h a 
Í = j
 1 = 1 , - . . , / и , у = 1, . . . , n, 
0 , h a 
ß' = - f ; i = i , . . , / л . 
b) Rekurziós lépés: Ha 
m 
mind v = yv° — 2 S О, 
i=i 
folytassuk az eljárást az f ) pontnál, egyébként a c) pontnál. 
c) Kiszámítjuk a 
m min 
A = 2 4 ° t i k = 2 \ 2 * i l ° j 
=i \j=1 tik 
mennyiségeket. Ezek között van pozitív, mert a redukált feladat korlátos.. 
d) A bázist elhagyó vektor indexét megkapjuk, ha meghatározzuk a 
min 
értéket. Ekkor az r-edik bázisvektor helyébe lép az vektor. 
e) Elkészítjük az új 0Uj, t(J, ß' értékek táblázatát i=l,...,m, / = 1 > . . . , л , 
1=1, ..., т. 
A e u j táblázatban az /=r-hez tartozó értékek változnak csak: 
6rij helyébe rf] kerül, i = l , . . . ,m, j= 1, ..., n. 
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A tij mátrix és a ß' vektor pedig balról szorzódik az 
Z r 
1 - í 2 
z
r 
Zr 
z
m-1 j 
Zr 
j J 
Zr 
mátrixszal. Ezután az algoritmus a b ) pontnál folytatódik, az új táblázatokkal. 
f ) Megkaptuk a (2.6)—(2.8) redukált feladat optimális megoldását. Ennek 
segítségével az (1.1)—(1.4) eredeti feladat optimális megoldásának komponensei: 
m 
Xij = 2 ß'ölij, i = 1, rn, j = 1,..., n. 
1=1 
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TURCHÁNYI PIROSKA 
MTA SZÁMÍTÁSTECHNIKAI ÉS AUTOMATIZÁLÁSI KUTATÓ INTÉZET 
1250 BUDAPEST I , . ÚRI U. 49. 
DECOMPOSITION PRINCIPLE APPLIED TO THE SOLUTION 
OF A GENERALIZED TRANSPORTATION PROBLEM 
P . TURCHÁNYI 
The decomposition principle of DANTZIG and WOLFE [1] is applied to the solution of a gene-
ralization of the Hitchcock transportation problem, in which the shipment costs are piecewise linear 
convex functions and only the demands Ds are positive integers, the supplies S, are arbitrary (posi-
tive) real numbers. Thus the algorithm for the solution described in this paper ignores the integer 
solution property. A major point of interest of the algorithm is that a partiucular asymmetry is 
introduced between the rows and columns of the cost matrix. As a result in the calculation the cost 
matrix need be scanned only by columns. In terms of automatic computation this means that no 
particular problems arise when the cost matrix is too large for the internal memory. 
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NÉHÁNY KVADRATIKUSAN KONVERGENS 
FELTÉTEL NÉLKÜLI LÜGGVÉNYMINIMALÍZÁLÓ 
MÓDSZER 
ABAFFY JÓZSEF 
Budapest 
A cikk egy egységes iterációs sémát ismertet, amelyből a Fletcher—Powell, a Broyden, a Pearson 2 
és a Pearson 3 módszerek levezethetők. Leírásra kerül egy új kvazi-Newton módszer, valamint egy, 
a leírt módszerekre alkalmazható gyorsítási lehetőség is. 
Az utóbbi időben egyre gyakrabban merül fel egy /(x), x( R" függvény minima-
lizálásának problémája korlátozó feltételekkel vagy azok nélkül. Célunk ismertetni 
néhány feltétel nélküli minimalizálásra szolgáló kvadratikusan konvergens módszert. 
A 4. és az 5. pontokban közlünk egy új módszert, valamint egy, az ismertetett 
módszerekre alkalmazható gyorsítási lehetőséget. Mindenek előtt szükségünk van 
egy definícióra. 
1.1. DEFINÍCIÓ. Azt mondjuk, hogy egy függvényminimalizáló séma kvadra-
tikusan konvergens, ha egy и-változós, minimummal rendelkező kvadratikus alak 
minimumát legfeljebb n lépésben megadja. 
Mielőtt stabilitási definíciót adnánk, megfogalmazunk egy általános iterációs 
sémát, amelyből a cikkben ismertetendő módszerek az új eljárás kivételével levezet-
hetők. Vezessük be a következő jelöléseket: 
Legyen a minimalizálandó f(x), x£R" függvény x ;£ R" helyen felvett értéke j]. 
Legyen g; = grad/(x ;) és H ; egy nXn-es mátrix. Ezek után definiáljuk a követ-
kező általános iterációs sémát: 
H í + 1 = H; + y f H,y f yf Hf + af/J,-p;pf + a f ő h H,y ; pf + a ( ô h p ; y f H f , i = 1, 2, ..., 
ahol T a transzponálás jele, а,ёО, ß,, yt, <5,- pedig tetszőleges valós számok. 
Megjegyezzük, hogy (1.4) még egyéb feltételek mellett az 
1. Bevezetés 
(1.1) 
(1.2) 
(1.3) 
(1.4) 
Pi = - H , g „ i = l , 2 , . . . 
x.+i ^ xi + aiPi- i = l , 2 , . 
Уг = gi+i —g.» i ' = l , 2 , - . • ? 
Н,
 + 1у; = a,p ;, j = l , 2 , . . . 
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1.2. DEFINÍCIÓ. Azt mondjuk, hogy az ( 1 . 1 ) — ( 1 . 4 ) egyenlőségekkel definiált 
iterációs séma stabil, ha 
a) H; pozitív définit mátrix, / = 1 , 2 , ... 
b) Teljesül az 
(1-6) ßiPlYi > 0, yh > 0, ôtltfyt > 0, ü i 2 > 0 , 
ha 
ft^O, y h X 0 , « 5 ^ 0 , Ó h x 0 
feltétel. 
A definíció mélyebb értelmére nem térünk ki, de megjegyezzük, hogy lényegé-
ben azonos azzal, amit BROYDEN [1] 1967-ben adott. Az (1.1)—(1.4) sémára a követ-
kező tételt lehet kimondani. 
1.1. TÉTEL. Ha H J pozitív définit mátrix, vagy У ,
Х
> 0 és y.iöilöi2 = ß i y h , 
/ = 1, 2, ..., ahol 
(1-7) y h = У.-+ t-Jt V , / = 1 , 2 , . . . , 
У i «гУ; 
akkor HJ| pozitív définit mátrix marad minden /=2 , 3, ... esetén. 
Bizonyítás (teljes indukcióval). Н
г
 a tétel feltétele értelmében pozitív définit. 
Be kell látnunk, hogy ha H^ pozitív définit mátrix, akkor H i + 1 is az, azaz x r H k + 1 x > 0 
bármely xdR", xXO vektorra. Az (1.4) összefüggés alapján: 
(1.8) хтЯ
к+1х = x
THkx + ykxTHkykylHlx + akßkxTpkvlx + 
+ ak ôkl xTHkyktfx + ak ök2xTpk y j H j x. 
Mivel Hfc pozitív définit mátrix, létezik olyan D mátrix, hogy H ( t = D r D . 
Bevezetve a következő jelöléseket 
s = Dx, 
u = Dg;, 
v = Dy„ 
és az (1.1), (1.7) és (1.8) összefüggéseket felhasználva azt kapjuk, hogy 
(1.9) x r H f c + 1 x = (S' S ) ~ ( S ' Y)2 + *kßk(s, u)2 + yit(s, v ) 2 -
- < x k s k l ( s , v) (u, s) - ockôkfs, v) (u, s), 
ahol (a, b) az a, b vektorok skaláris szorzata. 
Az (1.9) első tagja a Schwarz-egyenlőtlenség szerint pozitív, kivéve, ha s=v , 
a többi tag azonban ekkor is nagyobb mint nulla, amennyiben a tétel feltételei tel-
jesülnek, ugyanis azokat teljes négyzetté alakítva azt kapjuk, hogy 
(1-10) a A A * = ßk7ki> 
vagy ykl > 0 minden k, kk, k2 = 1,2,... értékre. 
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1. MEGJEGYZÉS. Amennyiben у ( 1 > 0 helyett csak a y , > 0 egyenlőtlenséget 
követeljük meg, és az (1.7) összefüggéstől eltekintünk, akkor az 
M i , <5;, = ß i J i , i = 1 , 2 , . . . 
összefüggést kapjuk. 
2. MEGJEGYZÉS. Ha ôh=ôi2, akkor H, szimmetrikus mátrix is minden / = 2 , 3 , 4 , . . . 
esetén, feltéve, hogy Hj-et szimmetrikusnak vettük fel. 
2. Szimmetrikus, kvadratikusan konvergens módszerek 
Ebben a szakaszban két ismert módszert tárgyalunk. 
a) Fletcher—Powell—Dávidon módszere [2] 
Legyen Hx szimmetrikus pozitív définit mátrix, legyen (1.4)-ben 
a r t pedig definiálja az 
(2.1) / ( x ; + i ) = т т Д х г + а.р,) i = 1, 2, . . . , 
egyenlet. 
Ekkor az 1.1 tételt követő 2. megjegyzés szerint Н (=Н,7 is teljesül és (1.4)-ből 
a Fletcher—Powell—Davidon-módszer adódik : 
(2.2) H Í + 1 = н,— " : , r J ' . ' + , / = 1 , 2 , . . . . Н.У. УГН, , p, «I PT  
У^Н.У; ' a,p,f у,-
2 . 1 . TÉTEL. A Fletcher—Powell—Davidon-módszer stabil. 
Bizonyítás. Az 1.1 tétel feltételei teljesülnek, ha belátjuk még, hogy 
fit = — > 0. 
«/PÍy, 
Ez azonban igaz, mert a , > 0 (a; = 0 esetén, már elértük a minimumot) és 
( 2 . 3 ) a,- pJ y; = а,- рГ g; +1 - а,- P,T g, = а,- gf Н ; g, > 0, 
hiszen ajP,H,g,
 + 1 = 0, mert a p; irány mentén elmentünk a minimumig, és a , g f H ; g , > 0 
a H, mátrix pozitív definitsége miatt. 
Az 1.1 tétel feltételei tehát teljesülnek, hiszen az (1.10) összefüggés igaz, a sta-
bilitás másik követelménye viszont triviálisan igaz, hiszen y;i = <5;i = <5Í2=0, az első 
T 
QR.N. V . 
tagra pedig ßipTyi—-L-f-L = lz=-0, minden / = 1 , 2, ... értékre. 
а.Рг У» 
Megemlítjük, hogy ahhoz, hogy az eljárás stabil maradjon, (2.1) helyett elég 
lenne csupán az, hogy 
g/H.g, - |p?g i+1 | 
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teljesüljön. Ez a megjegyzés megmagyarázza azt a tényt, hogy a gyakorlatban az 
/ (x , + a;p;) vonalmenti minimalizálás esetén a r t elegendő csupán egy előre meg-
adott pontosságig meghatároznunk (ha ez elég kicsi) és a módszer mégis stabil 
marad. Miután a ; pontossága lépésenként változik, nehéz egy „ jó" e-t megadni, 
hogy a módszer gyors is és stabil is legyen. 
A Fletcher—Powell—Davidon-módszer kvadratikusan konvergens. Bizonyítá-
sától most eltekintünk, mert az hasonló a cikkben leírandó új módszer kvadratikus 
konvergenciájának bizonyításához. 
b) Broyden 1967-ben közölt módszere [1] 
Legyen Hx pozitív définit szimmetrikus mátrix és legyenek az (1.4) összefüggésben 
1 Oí; . 1 
7 h =
 (Н,у, —a,p i)ry;' ß i = (H i y i -á i p i ) T y i ' ^ = = ~(Н (У(—а (Р()ту ; 
és a ,>0-t később fogjuk meghatározni. 
Az 1.1 tétel után tett 2. megjegyzés miatt H ; szimmetrikus minden / = 2 , 3, 4, ... 
esetén, (1.4) helyébe tehát a következő lép 
/-> л\ и u L н .У , -у / н , + а,р,а,рГ 
( Z . 4 ) « i + 1 = Н И 7 7 7 f 
•WtYiVt 
уГН,у
г
 — а,р/"у; 
2 . 2 . TÉTEL. A Broyden-módszer stabil, ha 
у,
т
Н ;у ( > а.-pf уг, i — 1, 2 , . . . 
Bizonyítás. Az 1.1 tétel feltételei teljesülnek, amennyiben 
уГН ;у; > Kipfy,-. 
A stabilitás b) követelménye pedig H ; pozitív definitségéből és a (2.3) alatti megjegy-
zésből következik, felhasználva azt, hogy el kell mennünk a minimumig. 
2 . 3 . TÉTEL. A fenti módszer, amelyet az ( 1 . 1 ) , ( 1 . 2 ) , ( 1 . 3 ) és ( 2 . 4 ) összefüggések 
definiálnak, kvadratikusan konvergens, ha a vonal menti minimalizálás során el-
megyünk a minimumig. 
Bizonyítás (teljes indukcióval). Tegyük fel, hogy 
(2.5) (y fH; - а,рГ)у, = 0, 1 s j < í g r 
(2.6) HAZjP, = 0,-p,-, 1 i j < / S r , 
ahol A a kvadratikus alak Hesse-mátrixa. 
Az indukció első lépéseként r=2-re belátjuk, hogy (2.5) és (2.6) igaz. 
HoAzxPi = Н2ух, mert Ух = g o - g j = A ( x 2 - x x ) = AocxPi, és Н2Ух = ахРх. az 
(1.5) összefüggés szerint. 
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Ebből viszont (2.5) már következik, ugyanis 
( y ^ H 2 - a 2 p J ) y i = (a2 p2 AH2 — oí2 p J) yx = ao -p^AHoVj -Vj ) = 
= я ^ А С Н ^ - я ^ ) = 0. 
Belátjuk most, hogy (2.5) és (2.6) igaz i = r+ l-re is: 
(yJ+1 H,+1— я
г
+1 pj+1) У/ = yj+1 H r + ! Ая3 Pj - я г + ! p L ! Ая, Pj = 
= Ум-1 H r Ay.j p, - a r + 1 pj+ j Ая,- p, = yj+i У-j Pj — yj+i ot.jPj = 0, 
ahol a második egyenlőség a (2.4) összefüggés és az indukciós feltétel miatt teljesül. 
Ezt és a (2.4) összefüggést felhasználva pedig: 
H ry ry r TH r Ая;р,- + y.rpry.rpj Ay.j pj 
y^H,.yr - yrpjyr 
я
г
 H r yr pj AtXj p, + яг pr yj H, Ая, p, _ 
Уг
Т
Н
г
у
г
-а
г
р,
т
у
г  
ar H r yr p,' Actj p, + ar pr ar pj Аяу p}  
Уг
Т
Н
г
у
г
-я
г
р
г
т
у
г 
H r + 1 A s j P j = Н гАя;р ; , j H v 
Н,Ая,-р; , —-
а, Н
г
 у
г
 р,
г
 Аяj рj + я, р
г
 я
г
 + р/ Аяj р7 
У,
т
Н
г
у
г
-я
г
р
г
т
у
г 
Т т „
 Л/ _ Т „ <*jVj> 1 < » = 1 -
Ebből már adódik a kvadratikus konvergencia, ha az yf, / '=1,2, ..., и vektorok 
és a p„ i = l , 2, ..., я vektorok lineárisan függetlenek. 
A következőkben ezt mutatjuk meg. 
Elég csak a p ;, i= 1,2, ..., n vektorok lineáris függetlenségét bizonyítani, ugyanis 
(2.7) y; = Аягр; i = 1, 2, ..., я 
és minthogy A pozitív définit mátrix, következik az y, vektorok lineáris függetlensége 
p;, i— 1, 2, ..., я lineáris függetlenségéből. Amennyiben я, valamelyik lépésben nullává 
válna, az az iteráció я lépés előtti befejezést jelentené, hiszen (1.2) miatt x i + 1 egybe-
esne Xj-vel. 
A p; / = 1,2, ...,n vektor halmaz lineáris függetlenségét indukcióval bizonyít-
juk. Belátjuk, hogy a p(, i=\,2, ...,n vektorok A-konjugált rendszert alkotnak. 
Az indukció első lépéseként be kell látni, hogy p2 A P l = 0. (1.1) és (1.5) miatt 
(2.8) p2r AP l = - g2 H 2 A P i = - g [H 2 I L = - g p P l . 
(2.8) pedig egyenlő nullával, ha a
 P i irány mentén elmentünk a minimumig, azaz 
p l A P l = 0. 
Most feltesszük azt, hogy pj Apk = 0, esetén és belátjuk, hogy 
(2-9) PÍ+i Ар,- = 0, / = j 
is teljesül. 
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(2.9)-et két részben igazoljuk. Először belátjuk pf + iAp,=0. (1.5)-ből követ-
kezik, hogy 
(2.10) H i + l g i + 1 = H l + 1 g , + a fp,. 
Innen kapjuk, hogy 
(2.11) рГ+i Apf = - g r + 1 H i + 1 A P i = - g f H i + 1 ^ i - - a i P r - J - , 
OCF ОС,-
ahol felhasználtuk a (2.7) észrevételt is. 
Minthogy (1.5) a Broyden-módszerre teljesül, (2.11)-ből kapjuk, hogy 
- g i " H i + 1 - í — o c , p J ^ É = - g / p , - p, rg i + i + p,Tg, = - p / g ; + i = 0, 
T-I ОС,-
ha a p; irány mentén elmegyünk a minimumig. 
Belátjuk még, hogy p/l , Apj = 0, i > j esetén. 
Újból a (2.10) észrevételt használva kapjuk, hogy 
(2.12) Pun Ару = - g f H l + 1 A _ a ; p r A p . . 
a j 
A (2.12) kifejezés jobb oldalának 2. tagja az indukciós feltevés miatt nulla. H i + X 
helyébe (2.4) jobb oldalát beírva és felhasználva a már bebizonyított (2.6) feltételt 
a következőt kapjuk : 
„ г 11 Уj _ „у | i Уj 
(1.1) és (2.7) ismételt felhasználásával 
- g Т Ъ Ж = pf Ару, 
j 
ami az indukciós feltevés miatt egyenlő nullával. Ezzel beláttuk, hogy a p, vektorok 
lineárisan függetlenek. 
Ezek szerint tehát (у, тН,-а,р/ ' )у / = а ,р/"(АН,-T)y ; = 0 és i = (n +1 )-re 
AH„+1 = T. 
3. Nem szimmetrikus, kvadratikusai! konvergens módszerek 
Az ötlet az első pillanatra nem látszik jónak, hiszen ha arra gondolunk, hogy 
egy kétszer folytonosan deriválható függvénynek a Hesse-mátrixa szimmetrikus, 
és a gyakorlatban előforduló függvények legtöbbjére ez áll, akkor nem látszik 
értelmesnek nem-szimmetrikus mátrixsorozattal megközelíteni a Hesse-mátrix 
inverzét. Az ötlet mégis elnyerte létjogosultságát, ami annak köszönhető, hogy 
I. D. PEARSONnak [3] 1969-ben sikerült egy jó (Pearson 3.) módszert találnia, másrészt 
talán annak a gondolatnak, hogy miután általában nem kvadratikus függvényeket 
minimalizálunk, talán egy nem szimmetrikus mátrixszal is jól le tudjuk írni a függ-
vény helyi „egyenetlenségeit". A módszereket (1.4)-ből a következő módon kapjuk: 
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a) A Pearson 2. módszer [3] 
Legyen (1.4)-ben 
ßt= а'т , 7i = 0, «5,-,= , ôh = 0, 
а
гPi y.- 0Í,P/у,-
я
г
ге pedig / ( x i + 1 ) = min/fx,- + a,p,), akkor (1.4) helyett azt kapjuk, hogy 
(3.1) = / = 1 , 2 , . . . 
Pi У; <*;Р,ГУ; 
Az 1.1 tétel értelmében 
Z i 
«iPfyi «/РГУ; У,гН;у; 
azaz a stabilitás első feltételét nem tudjuk biztosítani 
(3-2) - X 0 , / = 1 , 2 , . . . , 
b) A Pearson 3. módszer [3] 
Legyen (1.4)-ben 
а
г
ге pedig / ( x i + 1 ) = min/ (x ,+а ; р, ) , akkor (1.4) helyett azt kapjuk, hogy 
(3.3)
 + i — 1, 2, 
Az 1.1 tétel feltételei nyilvánvalóan nem teljesülnek. Mindkét módszernél az induló 
Hí mátrixot pozitív définit szimmetrikus mátrixnak kell felvenni. A kvadratikus 
konvergencia bizonyítására itt nem térünk ki. 
4. Egy új нега szimmetrikus, kvadratikusai! konvergens módszer 
Legyen most HÍ egységmátrix, és 
(4.1) P; = Hjgj, / = 1 , 2 , . . . , 
(4-2) yi = g i + 1 - g i , / = 1 , 2 , . . . , 
(4.3) x i + 1 = Xi + otiPi, / = 1 , 2 , . . . , 
(4.4) / ( x i + i ) = 1шп/(х ; + а,р;), / = 1, 2, ..., 
(4.5) H i + 1 = H, + T T T ' , i = 1, 2, .... i
rAVÏ Ji yl H/  
f y i УГН/У,.' 
4 . 1 . TÉTEL. A ( 4 . 1 ) — ( 4 . 5 ) összefüggések által definiált módszer kvadratiku-
san konvergens. 
Bizonyítás. Legyen a kvadratikus függvény / ( x ) = x r A x + b r x + c, ahol A 
pozitív définit szimmetrikus mátrix, b é s с konstans. 
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Tegyük fel, hogy 
(4.6) otjpf AoCjPj = 0, 1 S i < ) < É 
(4.7) HferАстеру = Xj-pj-, i á y ' < k. 
Teljes indukcióval bizonyítunk. k = 2-re belátjuk a (4.7) egyenlőséget: 
H 2 rAa l P l = Н2ТУ1 = H f y i AgiPÍA УгУГ^^ 
píy, Agi = A Pi, y í H f y i 
mivel Hx egységmátrix. 
A (4.6) egyenlőséget k = 3-ra kçll csak belátni (ugyanis ekkor van csak első lépés-
nek értelme): a l P f Aa2p2 = A A P Î A H Ï & = « 2 a l P Jg 2 = 0, 
ha a (4.4) egyenlőség teljesül. 
Ezekután belátjuk, hogy (4.6), (4.7)-ben к helyébe k + l - e t írhatunk, amennyi-
ben k-ra igazak az állítások. Azt kell tehát belátnunk, hogy (4.6) és (4.7) j=k-ra 
is teljesül. 
Mivel 7 + 1 < k esetén érvényes a 
gt = g;+i + A(a i + 1 p ; + 1 + ... + A- iP*- i ) 
egyenlőség, ezt balról megszorozva a.pf-vel és kihasználva az indukciós feltevést 
és a (4.4) egyenlőséget, azt kapjuk, hogy: 
APÍgk = A P Í g i + i + APÍrA(o!i + 1 p i + 1 + ... + A-iPk-i) = APÍgí+i = 0 . 
Ebből és (4.7)-ből 
0 = APfgk = APÍAH tg t = a,pf Apt = a;p7A APk A = 0. 
A (4.7)-re pedig a következő igaz 
iT A ц т л.. „ , gk A P IA A p, yk yl Щ A aj pj 
Щ + J Adj pj = Щ Adj pj + -
P кУк у ! Щ у
к 
УкУк а.-Р/ y t a t pf Аа.р, 
= A P J - T A T T = А Р , - г Л т = А Р / , 1 = = У к . J i
 УкЧкУк
 J J
 УкЩУк
 1 1 
А р
х
, ..., р„ vektorok kifeszítik a teret, ezért 
HJ+1A = I. 
Miután a módszer nem vezethető le (1.4)-ből, a stabilitási definíciót sem tudjuk 
alkalmazni és így stabilitást nem bizonyítunk. 
5. A Kvázi—Newton-módszerek egy gyorsítási lehetősége 
Tegyük fel, hogy a minimalizálandó kvadratikus alak Hesse-mátrixa diagonal 
mátrix. 
D = 
l i 0 ... 0 
0 Я2 ... 0 
0 0 ' L 
0 0 ... 0 ... Я„ 
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Ekkor a A,-, / = 1 , 2 , ...,// számok a kvadratikus alak tengelyeinek reciprok négy-
zetét adják. 
Legyen 
As = max A;, 
es 
A, = min A». 
Transzformáljuk a D mátrixot és az x vektort a következő L mátrixszal 
1 0 ... 0 ... 0 
0 1 ... 0 ... 0 
L = 0 0 i i 
Аь 
0 Á-adik sor. 
к . 
, 0 0 ... 0 1 . 
Ekkor D ' = L D L r , x ' = L _ 1 x , világos, hogy ez azt jelenti, hogy a k-adik koordinátá-jú 
tengely mentén -y- nagyságú nyújtást hajtottunk végre s ezzel a feladatot jól kondi-
Ak 
cionálttá tettük. 
Általánosságban tegyük fel, hogy a H, mátrixsorozat szigorúan diagonálisan 
domináns, azaz 
Legyen 
es 
2 Ы ' = i. 2, 
J=1 
M = max 2 ! a óí 
1 S / S » J = 1 
m = m i n 2 \ a i j \ -
lSi Sn ]= 1 
и. 
Az L mátrix helyett most a következő Dx mátrixot definiálhatjuk 
1 ... 0 ... 0 
и = о о 
m . 
Á-adik sor. 
.0 ... 0 ... 1 
Elvégezve a H ; mátrixon és az x vektoron az L transzformációt, azt kapjuk, hogy 
Hj - LH,L r , 
x ' = L _ 1 x . 
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Ezt a lehetőséget az eddig lényegében legjobbnak tartott Fletcher—Powell—Davidon-
módszeren próbáltuk ki a CDC 3300-as gépen, a következő próbafüggvényeken: 
/ ( x ) = 100 (x2 - x\)2 + (1 - Xjf (Rosenbrock-függvény), 
az induló pont (—E2, 1), e = 10 - 7 ; 
/ ( x ) = (x4 + 10x,)2 + 5(x3 - x4)2 + (jc2 - 2x3)4 + 10(x, - x4)4 (Powell-függvény), 
az induló pont (3, —1, 0, 1), e = 10~7. 
Az eredményt a következő táblázat mutatja 
függvényhívások száma 
F—P javított F—P 
kétváltozós 169 63 
négyváltozós 9956 3588 
Hasonlóan jó eredmények mondhatók a felhasznált időre is, bár erre pontos méré-
seket nem végeztünk. 
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ABAFFY JÓZSEF 
MTA SZÁMÍTÁSTECHNIKAI ÉS AUTOMATIZÁLÁSI KUTATÓ INTÉZET 
1250 BUDAPEST I., ÚRI U. 49. 
QUADRATIC CONVERGENT FUNCTION MINIMIZATION METHODS 
J . A B A F F Y 
The paper discusses a unified iteration scheme from which the Fletcher—Powell, Broyden, 
Pearson 2 and Pearson 3 methods, see [4], can be deduced. 
Both a new quasi-Newton method and an acceleration possibility for the above mentioned 
methods are also dealt with. 
This acceleration method consists in making the eigenvalues of the Hesse matrix approximately equal 
to an appropriate transformation in a suitable (automatically defined) step of the iteration. 
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KVADRATIKUS MINIMÁLKÖLTSÉGŰ 
FOLYAMFELADATRÓL 
KAS PÉTER 
Budapest 
A dolgozatban egy irányítatlan éleket tartalmazó hálózatban értelmezett, adott v értékű folya-
mok közül, kvadratikus célfüggvényt minimalizáló folyam megkeresésével foglalkozunk. A dolgozat 
négy részre tagozódik. Az első részben alapvető definíciókat és az általunk használt jelölést ismer-
tetjük. A második részben feltesszük, hogy a folyamfüggvény értékei egészek és ekkor, az irodalom-
ból már ismert, szükséges és elégséges feltételt ismertetünk egy folyam optimalitásának eldöntésére. 
A konstruktív bizonyításból egy megoldó algoritmus is kiolvasható. A harmadik részben valós-
értékű folyamfüggvények esetében is megfogalmazzuk az optimalitás szükséges és elegendő fel-
tételét és rámutatunk a valós, illetve egész értékű optimális folyamfüggvények között fennálló kap-
csolatra. A negyedik részben a hálózati folyamok elméletét és az ismertetett algoritmust használjuk 
fel a Laplace típusú differenciálegyenlet numerikus megoldására. Ez az utolsó rész Hu [3] cikket 
használja fel. 
1. Bevezetés 
Tekintsünk egy irányítatlan élekből álló véges gráfot. A gráf csúcsainak (pont-
jainak) halmazát jelöljük ./E-nel. A gráfban behúzott élek a gráf pontjaiból képe-
zett rendezetlen pontpárok egy részhalmazát definiálják, jelöljük e halmazt x/-val. 
Legyen adva a gráf csúcsain értelmezett x ^ J f függvény, melyre teljesül a követ-
kező egyenlőség: 
е(ЛО = 2 e(*) = o. 
xí.r 
A gráf és a csúcsokon értelmezett £>(x) függvény együttesét hálózatnak nevezzük és 
[A'^Jg-val jelöljük. Legyen / (x , y) az stf halmazon értelmezett két értékű függvény. 
Ezt a függvényt folyamfüggvénynek nevezzük, ha fennállnak az 
(11) f(x,y) = - f ( y , x ) (x,y)£s/ 
(1.2) / ( х , Л 0 = 2 f(x,y) = Q(x) хбхУ 
(x,y)e*r 
összefüggések. A g(x) függvény definíciója gyakran a következő: 
e(x) = 
v, ha x = s, 
— v, ha x = t, 
0, máskor, 
ahol s, t a hálózat két kitüntetett pontja az ún. forrás, illetve nyelőpont. Ekkor 
a folyamot s forrásból t nyelőbe irányulónak mondjuk. Ha a hálózatban (1.1), 
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(1.2) feltételeket kielégítő folyam van értelmezve, akkor a 
V = 2 eW> о 
( W > o 
számot a folyam értékének hívjuk. A hálózat éleihez rendeljük a c(x, >')=0 költsé-
geket. Legyen c(x, y) = c(y, x), (x, y)Ç_sf minden élre. Végezetül még egy gráf-
elméletben használatos definícióra lesz szükségünk: Egy gráfban körláncon 
{(Xj, x2), (x2, x3), ..., (x„, xx)} élek olyan sorozatát értjük, melyben х ,Хх, , 
í",y'=l, 2, ..., л; (xf, xi+1)£s/, i=l, 2, ..., n-l. 
2. Éleken egész értékű folyamok 
A dolgozatban a következő problémával foglalkozunk: 
Adott [Jf hálózatban keresendő, adott v értékű 
(2.1) 2 c{x,y)f\x,y) 
(x,y)Cst 
célfüggvényt minimalizáló / folyam. Foglalkozzunk egyelőre egész / folyamokkal, 
azaz / (x , y) legyen egész minden (x, esetén. 
2.1. TÉTEL. Annak szükséges és elégséges feltétele, hogy egy hálózat-
ban, egy v értékű éleken egész / folyam minimalizálja a (2.1) célfüggvényt az, hogy a 
2 c (*> У) 
(2.2) I 2 c{x,y)f(x,y)\ ^ 
egyenlőtlenség a hálózat minden körláncára teljesüljön (az összegzés f£ egy adott 
körüljárása mentén történik). 
Bizonyítás, a) Szükségesség: Legyen / a (2.1) célfüggvényt minimalizáló folyam. 
Ekkor megmutatjuk, hogy az/folyamra fenn kell állnia (2.2)-nak. Tegyük fel, ugyanis 
indirekt módon, hogy létezik egy körlánc hogy e mentén egyik irányban tekintett 
folyamok összegére: 
2 c(x,y) 
( 2 . 3 ) 2 Ф, у)Дх, у) > 
(x,y)íse x 
lenne. Tekintsük akkor a következő g folyamot: 
У) = 
f{x,y)~ 1, ha (x,y)ÇJP, 
f(x,y)+1, ha (y,x)e&, 
f(x,y), máskor. 
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Ekkor felírva a két célfüggvény különbségét: 
2 c ( x , y)f'(x, y)- 2 Ф, y)g\x, y) = 
= 2 Ф, y ) f \ x , y ) - 2 Ф, y) (/(x, y)-\y = 22 Ф, y)f(pc, y)- 2 Ф, y) > 0. 
se z se se 
A (2.3) indirekt feltétel miatt, így ellentmondásba jutottunk / minimalitásával. 
b) Elégségesség: Legyen / olyan folyam az [J/~,._?/],, hálózatban, amelyik min-
den i ? körláncon teljesíti a (2.2) feltételt. Megmutatjuk, hogy / optimális. Tegyük fel 
ugyanisindirekt módon, hogy létezik \J f , s4\ -ban g X f minimális folyam. Ekkor 
van a hálózatnak legalább egy éle, melyen g<f. Ebből következik, hogy létezik 
a hálózatban egy i ? körlánc, hogy éleit egy körüljárás mentén tekintve g < / végig 
az JS? körláncon. írjuk fel a (2.2) feltételt a g folyamra ezen körlánc mentén g~=f 
irányban : 
2 Ф, y)g(x, y) 31 2 c{x, y) (/(X, y) - 1) = 
se se 
2Ф>У) 
= 2 Ф, y)f(x, y ) - 2 Ф, y ) ^ - . 
se se 
Ha fenti egyenlőtlenség sorozatban valahol a szigorú egyenlőtlenség teljesül, akkor 
ellentmondásra jutottunk g optimalitásával, hiszen g folyamra is fenn kell állnia 
(2.2)-nek. Ha mindenütt egyenlőség teljesül az csak úgy lehet, ha: 
g(x,y)=f{x,y)-\, ha (x,y)€J? 
és 
2 с (x, y) 
2 Ф, y)f(x, y) = Eí— . 
X z 
Tekintsük ekkor az / f o l y a m következő / transzponáltját : 
f(x,y) 
f(x,y)~ 1, ha ( X , y ) c ^ 
f(x,y)+ 1, ha (y, x) £ 
f(x,y), máskor. 
így a célfüggvény értékét nem változtattuk: 
V 2J c(x, y)f\x, y ) - 2 Ф, y ) f \ x , y) 
= 2 Ф, y) ( / (x , у) — 1 )2 - 2 Ф, y)/2(x, y) = 2 2 c(x, y)f(x, y)~2 Ф, У) = 0. 
X 2 2 X 
Azaz az / folyamot olyan / folyamba transzformáltuk, amelyik az У£ körlánc mentén 
megegyezik a g folyammal és a célfüggvény értéke nem változott. Folytatva az 
eljárást, újabb g ^ f élt keresve az élek számának végességéből következik, hogy 
az / folyamot az optimális g folyamba tudjuk transzformálni, azaz / optimális. 
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Megjegyzés. A 2.1 tétel bizonyítása konstruktív, algoritmust ad az optimális 
/ fo lyam megkeresésére. 
Algoritmus. A 2.1 tétel a módosított költségek bevezetésével a következő-
képpen fogalmazható át: Annak szükséges és elégséges feltétele, hogy egy \JÍ, sí\ 
hálózatban egy v értékű / egész folyam minimalizálja a (2.1) célfüggvényt, az hogy 
tekintve a következő módosított költségeket: 
cf(x, y) = c{x, y) (2f(x, y)~ 1) 
ne legyen a hálózatban negatív költségű körlánc. Az algoritmus tehát negatív kö-
röket fog keresni a módosított költségek mellett. Ilyen negatív kör kereső algo-
ritmus például a Warshall-ïé\e (lásd [2] könyvben). Ha hálózatunkban a módosított 
élköltségek mellett nincs negatív kör, akkor optimumon vagyunk. Ha van, akkor 
e kör mentén a szükségesség bizonyításánál használt eljárással csökkentjük a cél-
függvény értékét. Ha egy körlánc mentén javítható a folyam, akkor ott a legjobb 
javítást nyilván a 
2 с(x, y)f(x,y) 
se 
vagy a 
2 С (A, y) 
se 
2 с (a, y)f(x, y) 
se 
2 c(x, У) + 1 
érték adja. 
Az algoritmus végessége a célfüggvény alulról való korlátosságából következik. 
A továbbiakban a minimális / folyam más megkonstruálási módjával foglal-
kozunk. Ehhez szükségünk lesz egy lineáris célfüggvényű hálózatokra vonatkozó 
lemmára. Értelmezzünk először az [sV,sí]Q hálózat élein egy k(x, J) = 0, (A, yjksí 
egész értékű függvényt, melyet kapacitásnak fogunk nevezni. Jelöljük a kapott 
hálózatot \Jí, sí, A],,-val. A folyam (1.1), (1.2) definíciójához hozzá veszünk még 
egy feltételt: megköveteljük az \JÍ, sí, A ] e - b a n folyó / folyamtól, hogy f ( x , >>) = 
=A(x, y) legyen a hálózat minden élére. 
2 . 2 . LEMMA. Egy [SV, SÍ, Alhálózatban valamely v értékű / egész folyam akkor 
és csak akkor minimalizálja a 
"V 
с (A, y)f(x,y) 
célfüggvényt, ha tekintve a: 
c( A, j ) = 
с (x, y) ha O s f ( x , y) < к (х, у) 
-(-со ha f(x,y) = к {x, у) 
- с { х , у ) ha f ( y , x) > 0 
módosított költségeket nincs negatív hosszúságú körlánc a hálózatban (bizonyítást 
lásd [2] könyvben). 
Tekintsük most már eredeti problémánkat [JV, sí\ hálózatban. Minden 
(x, y)dsf élt 2v darab új éllel fogunk helyettesíteni. Vegyünk ugyanis az x és у 
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csúcs közé V darab új z1,z2,...,z„ pontot, és helyettesítsük az (x, y)Çsi élt 
(x, z f , (x, Zo), ..., (x, z j , (zj, y), (z2, y) ..., (z„, y) élekkel. 
Ezen új élek mindegyikéhez rendeljünk egységnyi kapacitást és az (x, z,) élekhez 
j ) = c(jc, j)(2/— 1) költséget, i = 1, 2, ..., v; a (zt, y) élekhez 0 költséget, 
/ = 1 , 2 , ..., v. A költségmátrix legyen szimmetrikus. Ezen új sí, k}„ hálózatban 
а с*(л% у) módosított költségek mellett tekintsük a 
(2.4) 2c*(x,y)f(x,y) 
st 
költséget minimalizáló / egész folyamot. 
2.3. TÉTEL. A kapott / folyam — az eredeti (x, v)£sí él közötti új éleket 
újból összevonva — az \J/,sí\ hálózatban minimalizálja az (2.1) célfüggvényt. 
Bizonyítás. A kiegészített [.Ár, sí, Áj^  hálózatban a (2.4) lineáris célfüggvényt 
az előző lemma szerint akkor és csak akkor minimalizálja az / folyam, ha nincs 
negatív módosított költségű körlánc. Ekkor viszont tekintsük az éleket újból össze-
vonva az [sV, sí]e hálózatban. Vegyünk egy tetszőleges f£ kört és annak egy körül-
járását. Ekkor az [.sV, sí, k]e hálózatban a módosított költségek Sf-en vett összegé-
nek nem-negatívságából következik, hogy \JÍ, sí]s-ban : 
(2.5) Ус(х,у)(2/(х,у)+\) S О 
te 
ahol / az \Jí, sí]e-ban szomszédos x, y csúcsok között \JÍ, sí, Á^-ban folyó folya-
mok összegét jelenti.1 A (2.5) feltétel a 2.1. tétel szerint pedig éppen azt jelenti, 
hogy / folyam \JÍ, sí\-ban minimalizálja a 2 c(x> У)/2(х> У) célfüggvényt. 
sí 
3. Éleken valós értékű folyamok 
Idáig minden esetben kikötöttük az / folyam egészértékűségét. Vessük most el 
ezt a feltételt, ebben az esetben is hasonló jellegű tételt lehet kimondani. 
3.1. TÉTEL. Annak szükséges és elégséges feltétele, hogy egy v értékű / f o l y a m a 
(3.1) 2c(x,y)f(x,y) 
sí 
1
 f / K sí, A]-ban egy f£ mentén adott körüljárási irányban a „legnegatívabb" kört követ-
kezőképpen kapjuk : 1. ha (x, y)f£ mentén / é r t é k ű folyam folyik az adott körüljárási irányban, 
akkor az él költsége c(x,y) ( 2 / ( x , y ) + l ) ; 2. ha (x, y)f£ mentén / értékű folyam folyik az adott 
körüljárási irányával ellenkező irányban akkor az él költsége: c(x, у) ( 2 f ( x , у) — 1). 
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célfüggvényt minimalizálja az adott [Jf, ,s/]„ hálózatban az, hogy minden £f kör-
láncra és annak bármelyik irányú körüljárására a 
2 y)f(x, y) = 0 
se 
egyenlőség teljesüljön. 
A fenti tétel bizonyítása a 2.1 tétel bizonyításához teljesen analóg módon, 
annak csekély változtatásával történhet. A következőkben az egész értékű és folytonos 
optimális folyamok közötti kapcsolatot vizsgáljuk. Egyszerűség kedvéért foglal-
kozzunk s forrásból t nyelőbe irányuló folyamokkal. Mondhatjuk azt, hogy van 
olyan Pq^O, hogy a v0 értékű (3.1) célfüggvényt minimalizáló / folyam éppen egy 
éleken egész folyam. Ugyanis tekintsük az összes körlánc nélküli utat a hálózatban 
az s forrásból a t nyelőbe. Legyen ezek száma n. Küldjünk ezeken xx,x2, ..., x„ 
értékű folyamot s-ből í-be. Jelölje /
п
, /22, ..., /„„ az első, második, ..., и-edik útba 
tartozó élek halmazát. Jelölje I f j az /-edik és y'-edik útba egyaránt beletartozó azon 
élek halmazát, melyeken xt és Xj azonos irányban folyik, I f j pedig a metszet azon 
éleinek halmazát, melyekre Xj ellenkező irányba folyik. Az optimalitás szükséges 
és elégséges feltétele ekkor mint láttuk az. hogy a hálózat minden f f körére: 
(3.2) 2c(x,y)f(x,y) = 0 
se 
legyen. A hálózat minden f£ köre nyilván kiegészíthető s, t pontokon átmenő körré. 
2. ábra 
Tehát (3.2) fennállása minden körláncra a következő lineáris kifejezések egymással 
egyenlő voltát jelenti : 
lx = *!(2 с(x, y)) + x2(2 с(x, y)- 2 с(x, y)) + ... + x„(2 с(x. y) - 2 с(x, >')), 
ü l /12 h'i Iln lm 
k = xx{2 с (x, yj) - 2 C(x, >•)) +x2(2c(x, j ) ) + . . . + x„(2 c(x.y)-2 с (X, у)), 
121 /21 Ü2 lin lin 
l
n = Xx(2 c(x,y)~ 2 с (x, T)) + x2(2 с (x, y) - 2 с (x, y)) + ... + x„ ( 2 с (x, T))-
Inl In 1 Ini In 2 Ln 
A lineáris kifejezések száma itt legalább eggyel több, mint a körök száma. Ugyanis 
ha a hálózat tartalmaz egy körláncot, akkor ez két körlánc nélküli utat tesz lehetővé 
az s forrásból a t nyelőbe és minden további kör legalább eggyel növeli a t csúcsba 
vezető utak számát. így az 
/1 = к 
k = h 
(3.3) : 
h = ln 
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homogén lineáris egyenletrendszer mindig megoldható, hiszen n — 1 darab n ismeret-
lenes egyenletrendszer. Az együtthatók racionális mivoltából CLZ JKJ , 9 • • • 9 -^N 
megoldások racionalitása következik. Mivel (3.3) homogén, a megoldások nevezői-
nek legkisebb közös többszörösével szorozva x°, xj!, • • • > x°n egésszé tehető. A folyam 
értéke ekkor : 
(3.4) v0 =2 
i= 1 
Megjegyzés. Az egész értékű optimális folyam a 2.1 tétel által adott algorit-
mussal gyorsan számolható. Ha (3.4)-ben v0 értékére becslést tudnánk adni, az álta-
ános folyamok esete is könnyen visszavezethető lenne az egész értékű esetre. 
4. Alkalmazás 
Végül tekintsünk olyan gyakorlati feladatot, melyre az ismertetett algoritmus 
alkalmazható. 
Tekintsük a két dimenziós Neumann-feladatot: 
(4 1) д2Ф(
Х 1 ,х2) д2Ф(Х 1 ,х2) (4.1)
 d x î + d x í - U . ( X l , x 2 ) e O 
ahol G egyszeresen összefüggő tartomány, a tartomány határán a normális irányú 
8Ф 
derivált —— értéke, a Neumann-feltétel van előírva. Ekkor az egyértelmű megoldás 
dn 
szükséges és elégséges feltétele: 
(4.2) f [ ^ ) d s = 
ahol Г egyszerű zárt görbe a tartomány határát jelenti. Egy szokásos numerikus 
módszer a megoldásra (4.1) differenciálegyenletet egy differenciaegyenlettel pótolni. 
Azaz a G tartományt rácspontokkal felosztjuk és a kapott rácspontokban, diszkrét 
pontokban számított függvényértékkel közelítjük а Ф függvényt. Tekintsük a követ-
kező funkcionált: 
D(g) = f f ( g l + g;)dxdy 
G 
ahol a g függvény a G tartományban értelmezett. Ekkor a Dirichlet-tétel kimondja: 
Adott egy G tartomány, melynek Г határa Jordan-görbékből áll. Legyen g folytonos 
GIJE halmazon, és szakaszonként sima G-ben. Legyen a D(g) Dirichlet-integrál 
véges. Tekintsük azon cp függvények osztályát, melyek folytonosak GUE-ban, 
szakaszonként simák G-ben és Г-п g-vel megegyező értéket vesznek fel. Ekkor 
létezik egyetlen и függvény, hogy D(<p) minimumát, d=u-nál éri el. A kapott függ-
vény megoldása a V2w=0 Laplace-egyenietnek és a határon u=g. 
A Dirichlet-funkcionált diszkrét hálózatra felírva: 
f. У 
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ha f i j = Ф; — Ф] helyettesítést elvégezzük: 
D(0) = D(flj) = I 2 fú, 
így a hálózatban a következő feladatra jutunk: 
min 4 2 fi) 
2 f i j = / + t, j 
2 Áj = я, j 
2 Áj = - ú j 
/
дФ 
— ds, у pedig а Г határnak az a része, ahol az integrandus nem negatív, 
у 
A feladat megoldása most például a tárgyalt algoritmus segítségével történhet. 
Az e feladatra specializált algoritmus programja FORTRAN nyelven elkészült. 
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NETWORK FLOWS WITH QUADRATIC OBJECT FUNCTIONS 
P . K A S 
In the present paper we are going to deal with a special problem of network flows. We 
consider a quadratical object function subject to linear (Kirchoff-type) constraints. A neccessary 
and sufficient theorem is proved which give us an efficient algorithm for finding the optimal flow. 
In this case we compare the optimal flows of range of integers and the minimal flows of range of 
real numbers. An application is treated for solving the Laplace differential equation with the help 
of this method. 
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MULTITERMÍNÁLIS MINIMÁLIS ÚT PROBLÉMA 
MEGOLDÁSA EGY ÁLTALÁNOSÍTOTT 
HÁLÓZATBAN 
BAKÓ ANDRÁS 
Budapest 
A dolgozat célja kettős: egyrészt megadni és gyakorlati, számítástechnikai szempontból 
értékelni a probléma megoldási módszereit, másrészt egy algoritmust adni a feladat megoldására 
egy általánosított hálózatban. 
1. A feladat megfogalmazása 
Legyen N=(x, y, ...) egy véges ponthalmaz, E pedig N elemeiből alkotott 
rendezett pontpárok halmaza, t(x, >') — () az éleken értelmezett függvény (ún. távol-
ságfüggvény). Az [N. E, /] együttest hálózatnak nevezzük. 
Legyen s, s' a hálózat két rögzített pontja és P=(s=x0, xx, ..., xr=s') 
az 5 pontból az s' pontba vezető út. Jelöljük /(P)-vel a P út hosszát: 
KP) = 2 /(*!,*! +1). 
1 = 0 
A multiterminális minimális út feladat a következő: Határozzuk meg a hálózat 
összes pontpárja között a legrövidebb hosszúságú útvonalakat. 
A feladat megoldható bármelyik legrövidebb út algoritmussal (FORD [6]— 
MINTY [13], DIJKSTRA [3] stb.). Számítástechnikai szempontból ezek a módszerek 
nem alkalmasak a multiterminális minimális út megoldására a megoldási idő nagy-
sága miatt. 
A feladatot az ún. mátrix algoritmusokkal lehet egyszerűen megoldani. Ezen 
algoritmusok a t(x, y) függvényből alkotott mátrixból indulnak ki, és speciális 
mátrix műveletek sorozataként adják meg a feladat megoldását. Ilyen jól használ-
ható dinamikus programozási elven működő eljárást közöl BELLMAN [2], KALABA [10] 
és SIMBELL [15]. Egy a minimális hosszúságú útra jellemző háromszög egyenlőtlen-
séget kihasználó módszert ír le WARSHALL [16]. További, az előző módszerektől 
lényegében nem sokban eltérő módszert közöl HU [9] és DANTZIG [5]. 
2. Dinamikus programozási módszer 
A dinamikus programozás ún. optimum elvét abban a formában használjuk, 
hogy egy út akkor és csakis akkor minimális hosszúságú két pont között, ha minden 
egyes részútja is az a megfelelő pontok között. 
2.1. DEFINÍCIÓ. Az x ^ N pontból az y ^ N pontba vezető legfeljebb r élből 
álló legrövidebb utat r-optimáisnak nevezzük és a hosszát lir\x, y)-nal jelöljük. 
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A mátrix módszereknél a multiterminális minimális út feladat megoldásához 
n — 1 lépésben jutunk, és eredményül az (n — l)-optimális utakat kapjuk, ahol n 
az N halmaz pontjainak a száma. Az iteráció során az 
(2.1) L<vn = Hp = t(Xi, Xj) 
mátrixból meghatározzuk a 2-optimális utakat tartalmazó L(2) mátrixot, a 3-opti-
mális utakat tartalmazó L(3) mátrixot, ..., az (n— l)-optimális utakat tartalmazó 
£(»-u mátrixot. 
Az iteráció a következő <g> mátrix művelettel adható meg: 
(2.2) L f „ — Ljfx f (f) „ 
ahol a ® művelet a következőt jelenti 
(2.3) = min (/fc-v+Zty) 
l^kSn 
A fenti módszer alapgondolata BELLMAN-ÍÓI származik (1. [2]). A (2.2)-t elvégezve 
r—2, 3, ..., (n— l)-re megkapjuk a feladat megoldását, amit az alábbi tételben 
fogalmazunk meg. 
2.1. TÉTEL. A multiterminális minimális út feladat megoldását a (2.1), (2.3) 
iterációval legfeljebb и —1 iterációs lépés után kapjuk meg, ahol n a hálózat pont-
jainak a száma. 
A tétel egyszerűen bizonyítható a pontok száma szerinti teljes indukcióval. 
A számolás akkor ér véget, ha valamely r-re azt kapjuk, hogy L(r~ 1)=Z, ( r ). 
Ez azt jelenti, hogy az út hossza további műveletekkel nem csökkenthető. 
3. Warshall-módszer 
Egy a fentitől alapötletben eltérő módszert dolgozott ki WARSHALL [16] . 
A módszer ALGOL programját FLOJD [7] közli, s lényegében ugyanezt az eljárást 
írja le M U R C H L A N D [14] és használja fel H U [8]. 
A megoldási algoritmus n lépésből áll. Minden egyes lépésben egy speciális 
<S> műveletet hajtunk végre mátrixok között. Az 
-f-N X n — = Xt> X j ) 
mátrixból indulunk ki. A A-adik lépésben meghatározzuk az L w mátrixot az Z,(*-1) 
mátrixból : 
(3.1) Lm = lSk~t>®Lf-k~ï>, 
ahol a <g> müvelet a következőt jelenti : 
ha I t ^ ^ n t - v + l f r » 
W - V + I ß - V , egyébként. (3.2). Hf = | ' 
A (3.1) mátrix műveletet A = l , 2, ..., и-ге elvégezve megkapjuk a feladat megoldását 
adó L(n) mátrixot. A fenti állítás egyszerűen igazolható (lásd Hu [8]). 
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4. Veszteséges hálózat multiterminális minimális út problémája és 
megoldási algoritmusa 
A veszteséges hálózat minimális út feladatát CHARNES és RAIKE [4] vetette fel 
és oldotta meg. A módszerüknél egy jóval gyorsabb és praktikusabb eljárást adott 
a szerző [1]. Az alábbiakban megadjuk a probléma multiterminális változatának 
megoldását. 
Az [TV, E, t] hálózatban, most jelentse a t(x, y) függvény az egységnyi áru 
szállítási költségét az x pontból az y pontba. A hálózat élein egy további k(x, y) 
ún. veszteség függvényt értelmezünk. Ennek gazdasági jelentése a következő: ha 
x pontból m egységnyi árut szállítunk az (x, y) él mentén, akkor az y pontba 
m • k(x, y) fog érkezni. A k(x, y) függvényre feltesszük, hogy 0<k(x, >0=1. Az 
[A, E, k, í] hálózatot veszteséges hálózatnak nevezzük. 
Legyen a P=(x0, xk, ..., xk) út mentén az x0 pontból induló egységnyi áru 
szállítási költsége az x ; pontig /(x0, x;), és ugyanezen áru vesztesége az x0 ponttól 
az x,- pontig m(x0,x,). Ezen függvényeket az alábbi rekurzióval adhatjuk meg: 
/(x0, x0) = 0 
( 4 . 1 ) 
/(x0, xk) = /(x0, xk_1) m(xr), xk_1)t(xk_1, xk) 
és 
m(x0, XQ) = 1 
( 4 . 2 ) 
m(x 0 , x t ) = m(x0, xk-l)k(xk_1, xk). 
A multiterminális minimális út feladat veszteséges hálózatban a következő: hatá-
rozzuk meg minden x, y£N esetén azt a P utat, amelyre 
( 4 . 3 ) L ( X ' Y ) 
m(x,y) 
minimális. 
Az alábbiakban megadjuk a (4.3)-nak eleget tevő multiterminális utakat meg-
adó eljárást. 
Az iteráció a következő lépésekből áll. Kiindulákor megadjuk az „=l^f 
mátrix értékeit: 
í(x;,x;), ha (x ;, Xj)£E 
0, ha i — j 
K, egyébként, 
ahol К nagyobb az egységnyi mennyiségre eső szállítási költség maximumánál, 
Az M'n°)„ = m-f mátrix legyen a következő: 
( 4 . 4 ) Ц ? 
(4.5) m!P = 
ahol 
' к (xt, xj), ha (Xj, Xj) Ç E, 
—, egyébként, 
с 
< П k(Xi, Xj). 
(Xj ,Xj)ZE 
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Az alábbi iterációs lépéseket a k = 1, 2 n értékekre végezzük el, és az iteráció 
eredményeképp az L(n) mátrix, illetve az М(и) mátrix a feladat megoldását adó 
.//">, illetve m\f értékeket tartalmazza. 
A £-adik lépésben a következő transzformációt végezzük el: 
a) kiszámoljuk az т
и
 értékeket az 
(4.6) mu = m g " » m g - » , i j x k , i x j 
képletből, és az értékeket az 
<4.7) /;j. = 
képletből. 
b) Az LSk) és M(k> mátrixok elemeit az L(k~v és M(k~l) mátrixok elemeiből 
és a (4.6), (4.7) képletekkel meghatározott értékekből választjuk a következőképp: 
( 4 . 8 ) 4 » 
/.. /!(=-i> 
/.(*-!>, ha -Ц- - , vagy / = vagy j = k 
1
 íj i 
hí egyébként, 
I 
wi
(/-1>, ha > " , vagy i = k, vagy j = к (4.9) mtf> =
 i 
egyébként. 
A fenti eljárás igazolása előtt megmutatjuk, hogy a (4.1), (4.2)-ben megadott 
rekurzív képletek utak összekapcsolása esetén is érvényesek. Ezt mondja ki az 
.alábbi két lemma. 
Tekintsük a i ' 1 = ( x 1 , x 2 , ..., Xj) a P2—(xj, xj+1, ...,xr) és P=P1\JP2 utakat. 
4 . 1 . LEMMA. A P út mentén az m{xl, xr) függvényt az alábbi képlettel határoz-
hatjuk meg: 
m ( xy, xr) = m ( лу, xj) • m (xj, xr). 
Bizonyítás. A lemma igazolását az m függvény definíciójából egyszerű számolás-
sal kaphatjuk meg: 
r 
m(xi,xr) = П Ú A t - i , *,) = 
f = 2 
j r 
= П H^i-i, xi) • П Ú J - 1 , A,) = Wí(xl5 Xj) • ,vr). 
1 = 2 I=>J+1 
4 . 2 . LEMMA. A P úthoz tartozó /(xy.x,.) értéket az alábbi összefüggéssel szá-
molhatjuk ki: 
/ (xj ,xr) = l (xy, Xj) + m (xy, Xj) • 1 (xj, xr). 
Bizonyítás. Az l és m függvények definícióját figyelembe véve az állítást egy-
szerű megmutatni. Ugyanis az /(xy, xj) függvény az xy pontból induló egységnyi 
áru szállítási költsége a Px út mentén az Xj pontig. Az Xj pontban m(x1, xj) mennyi-
ség érkezett ugyanezen út mentén, l(xj, xr) pedig az Xj pontból az xr pontba a szállí-
tási költség a P, út mentén. 
Az alábbi tétel szerint az eljárás eredményeképp megkapjuk a feladat meg-
oldását. 
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4 . 3 . TÉTEL. A fenti iteráció eredményeképp kapott L ( N ) M(n) mátrixok l \ f , mjf 
elemei az x, pontból a Xj pontba vezető utak közül azon úthoz tartoznak, amely 
mentén szállítva az xf pontból Xj pontba érkező egységnyi mennyiségre eső szállí-
tási költség minimális. 
Bizonyítás. A tétel bizonyításához elegendő azt megmutatni, hogy az L(k) és 
N(k> mátrixhoz tartozó llf/mlf érték pontok egy részhalmazán 
átmenő utakra nézve minimális. 
k= l-re a tétel triviális, mert vagy az eredeti értéket vesszük, vagy az xx ponton 
átmenő kisebb hányadoshoz tartozó utat. 
Tegyük fel, hogy (k — l)-re az állítás igaz. 
A Á-adik lépésben két eset lehet: 
Az xk ponton nem megy át az x ; , Xj pontot összekötő, és az x t , ..., xk pontok 
egy részhalmazán átmenő minimális út. Ekkor mlf =т-к~1>, és az induk-
ciós feltevés, valamint a ( 4 . 8 ) , ( 4 . 9 ) képletek miatt az állítás igaz. 
Ha az xk pont közbülső pontja az x ; pontból Xj pontba vezető P útnak, akkor 
xk két az x1 ; x2 , ..., хк_к pontok részhalmazán átmenő utat köt össze. Ezek az in-
dukciós feltevés miatt optimálisak az xu x2 , ..., xk-k pontokat tekintve. A fenti 
két lemma miatt a ( 4 . 6 ) , ( 4 . 7 ) képletek erre a két út összekapcsolására is érvényesek. 
Az így kapott P útra vonatkozó hányados viszont kisebb а k — \ lépésben kapott 
hányadosnál a ( 4 . 8 ) , ( 4 . 9 ) képletek miatt. 
5. Számítástechnikai megjegyzések 
A dinamikus programozási módszernél igen sok számolási lépést kell végezni. 
Az összes összeadások, illetve összehasonlítások száma и2(я — l)2. 
Az eljárást egy kis módosítással gyorsíthatjuk. Az optimalizációs elv miatt 
érvényes a következő összefüggés: 
1(т+П) m i n (4"<>+/0j>). 
lefcSn 
A legcélszerűbb kettő hatványai szerint haladni, azaz egymás után meghatározni 
az L(2), L(4), L (8)... mátrixokat. A feladat megoldását akkor kapjuk meg, ha vala-
mely k-ra Lm)=L(k). A fenti módosítás után az összehasonlítások, illetve az össze-
adások száma kn(n — l)2, ahol k = \og2(n— 1) +1. 
Elektronikus számítógépen való számoláskor az L(k> és L'2k> mátrixok táro-
lásához 2n2 tárolóhelyre van szükség. FORTRAN nyelven írt program esetén 
— kihasználva a 24 bites opciót, és bizonyos tömörítést, a tárolási igény n2 rövid 
szóra csökkenthető. Ehhez viszont a mátrixok elemei egyik lépésben sem lehetnek 
999-nél nagyobbak. 
A H U [9] algoritmus és a D A N T Z I G [5] algoritmus összeadásainak, illetve össze-
hasonlításainak a száma «4 nagyságrendű. így gépidő igényük jóval nagyobb a mó-
dosított dinamikus programozási módszernél. 
A fenti módszerek a gyakorlatban sokszor fontos minimális útvonalat nem 
adják meg, csak az útvonal hosszát. A 2. pontban közölt dinamikus programozási 
módszer kis módosítással az útvonalat is megadja, de a számolási igénye nagy. 
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A Warshall-módszer is megadja az útvonalat az alábbi módosítással, viszont szá-
mítási igénye sokkal kisebb, mint a 2. pontban leírt módszeré: n(n— 1)(и —2). 
Ahhoz, hogy a minimális hosszúságú útvonalat is meg tudjuk határozni, az 
összes pontpár között a lfary//a//-môdszerrel, egy további Mn x ,,-es mátrixra van 
szükség, amely az útvonal meghatározásához szükséges címkéket tartalmazza. 
Kiinduló lépés: 
M j f = mlf =j. 
A k-adik lépésben az M ( t _ 1 > mátrixból az M(k) mátrixot a következőképp határoz-
zuk meg: 
( t ) И Г
1
' , Ьа Г Н Г ^ Г " 
m
'
J
 ~ \ m l t 1 > , egyébként. 
Eddig feltettük, hogy t(x, 0. Ha egy él hossza negatív is lehet, akkor a leg-
több algoritmus nem működik megfelelően. Tudniillik könnyen előfordul, hogy 
negatív ciklus van a hálózatban, és a minimális út meghatározásakor ezt a ciklust 
rendszerint nehéz kiszűrni. A Warshall-íúgoritmusnál ciklus keresésére felhasznál-
hatjuk az L(k) mátrix fődiagonálisát. Ekkor azonban //[" = °° az eredeti IjP = 0 
helyett. Ha az /ff* érték negatívvá válik valamely k-ra (k= 1,2, ..., rí), akkor a háló-
zatban negatív ciklus van. 
A fenti módszerek mindegyike 2n- tárolóhelyet igényel. 
Nagy hálózat esetén az ún. dekompozíciós módszerekkel dolgozunk. Az egyik 
első dekompozíciós módszert M I L L S [12], és L A N D és STAIRS [11] közölte. A leg-
könnyebben programozható és a legminimálisabb helyigényű algoritmust Hu [8] 
adta. Ezzel a módszerrel elméletileg tetszés szerinti nagyságú hálózat multitermi-
nális út problémáját megoldhatjuk. 
A 4. pontban leírt általános probléma megoldási algoritmusa csak az egységnyi 
áru szállítási költségét adja meg a minimális út mentén. Ha magát az útvonalat 
is meg akarjuk határozni, akkor még egy további S=stj mátrixra van szükség, 
amely a címkéket fogja tartalmazni. Kezdetben: 
A k-adik mátrixot a (k— l)-edik mátrixból a következő iterációval határozzuk meg: 
ff"1' 
Лк) Aj 
Ctfc-D ha Î1L 
m,; - m(k-1) v mlj 
egyébként. 
A módszer tárolási igénye 3n2. 
A feladat megoldásához n(n — \)(n — 2) összehasonlításra, összeadásra és osz-
tásra, és 2n2 (n — 1 )(n — 2) szorzásra van szükség. 
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BAKÓ ANDRÁS 
MTA SZÁMÍTÁSTECHNIKAI ÉS AUTOMATIZÁLÁSI KUTATÓ INTÉZET 
1250 BUDAPEST I . , ÚRI U. 49. 
A N A L G O R I T H M F O R S O L V I N G T H E M U L T I T E R M I N A L M I N I M A L 
P A T H P R O B L E M I N A G E N E R A L I S E D N E T W O R K 
A . B A K Ó 
In this paper we deal with two problems: 
— the summarisation of the algorithms for the multiterminal minimal path problem and 
evaluation of different aspects of the computational problems 
— we give a new algorithm for solving this problem in a network having gains. 
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MÁSODRENDŰ LINEÁRIS IDŐOPTIMUM 
FOLYAMAT SZINTÉZISTARTOMÁNYÁRA 
VONATKOZÓ BECSLÉS 
URBÁNSZKI FERENC 
Budapest 
Lineáris időoptimum folyamat szintézistartománya a síkon korlátos, ha a differenciálegyenlet-
rendszer mátrixa instabilis. A cikkben felső korlátot (bizonyos esetben pontos korlátot) adunk 
ilyen folyamat szintézistartományára. 
1. Bevezetés 
Legyen adott egy másodrendű lineáris időoptimum folyamat az 
x
1
 = a11x
1
 + a12x
2
 + v1  
x
2
 = a21x
1
 + a22x
2
 + v2 
differenciálegyenlet-rendszerrel. Ez vektoriális alakban így írható fel: 
(1.1) x = Ax + v, 
ahol 
x = (x1, x2)eR2, 
v = (v\ V2)£V, 
A = h ч 
(a21 a22) 
A V vezérlési tartomány egy konvex sokszög, amely tartalmazza — nem csúcspont-
ként — az origót. Legyenek a V sokszög csúcsai fi=(/;1 , / i2), i—1,2, s, és az 
f ; csúcsban az oldalak külső normálisainak szögét jelöljük a;-vel. Tegyük fel a kö-
vetkezőket. 
I. feltétel. Az (1.1) egyenletrendszerre teljesüljön az általános helyzet feltétele 
(1. И) . 
Ekkor a Pontrjagin-féle maximumelv alapján megvalósítható az optimális 
trajektóriák szintézise [2]. Ha az A mátrix stabilis, akkor a rendszer szintézis-tarto-
mánya az egész sík. Ha az A mátrix instabilis, akkor az optimális trajektóriáknak 
legalább az egyik koordinátája korlátos marad [2]. Ezt a következőképpen szemlél-
tethetjük. 
Stabilis mátrixnak megfelelő rendszer csillapodó. A sík bármely pontját a v—0 
vezérlésnek megfelelő trajektória tetszőlegesen közel viszi az origóhoz, ezért bár-
milyen vezérlési tartományból kiválasztható olyan vezérlés, amely egy adott pontot 
átvisz az origóba. 
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Instabilis mátrixnak gerjedő rendszer felel meg, amelynek csillapodását csak 
alkalmasan választott vezérléssel érhetjük el. Ezért egy adott vezérlési tartomány-
ból a síknak csak bizonyos pontjaira tudunk olyan vezérlést kiválasztani, amely 
átviszi a pontot az origóba. 
II. feltétel. Az A mátrix, illetve annak Jordan-alakja, megegyezik a következő 
mátrixok valamelyikével: 
(1) ^
 a j , ahol a > 0, b > 0; 
(2) ß
 ; ° j , ahol лх > 0 , Я 2 > 0 , Я1 ?^Я2 ; 
(л
х
 0 ) 
(3) L J , ahol Я: < 0, Я 2 > 0 ; 
(4) Г ahol Я > 0 ; 
(5) ^ ,J , ahol Я > 0 . 
Ebben a dolgozatban felső korlátot (bizonyos esetben pontos korlátot) adunk, 
instabilis mátrix esetén, a szintézistartományra. 
A szintézistartomány az (1), (2), (5) esetben valamely az origót tartalmazó kor-
látos halmaz, a (3), (4) esetben pedig sáv. A továbbiakban a felsorolt eseteket külön-
külön megvizsgáljuk. 
2. A szintézistartományok vizsgálata 
Az (1) eset részletes tárgyalása megtalálható az [1] dolgozatban. 
(2) eset. Az (1.1) egyenletrendszer átmegy a 
x
1
 = Я1х
1
 + »1 
(2.1) 
x
2
 = Я2х
2
 + и2 
alakba, ahol 
Xx > 0 , Я2 > 0, Хх + Я2, veV (lásd 1. ábra). 
Jelöljük hi-vel a (2.1) egyenletrendszerben az f, vezérlésnek megfelelő szinga-
láris pontot, azaz 
f 1 
В = —— Xx ' 
(2.2) 
Л
'
? =
 " Я 
és az egyértelműség kedvéért legyen Я]>Я2. 
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Mivel a maximumelvben szereplő ф segédvektor vagy párhuzamos az egyik 
koordinátatengellyel, vagy csak az egyik síknegyedben mozog (szögét foytonosan 
változtatva) 1. [2], azért a részletes számításokat csak olyan optimális trajektóriákra 
végezzük el, amelyeknek megfelelő ф segédvektor az első síknegyedben mozog 
(2. ábra). 
Haladjon át a (2.1) egyenletrendszer trajektóriája az M(b, c, t) ponton a t idő-
pillanatban, ahol с az egyenletrendszer szinguláris pontja és M(b, c, 0)—b. 
2 . 1 . LEMMA . Ha (x1, x2) = M(b, c, t) valamely ts0 értékre, akkor teljesül-
nek a következők: 
(i) vagy с1 ^ x1 Ä b1, ha с1 ^ b1, 
vagy c1 ^ x1 ^ b1, ha c1 S b1, 
(ii) vagy c2 ^ x2 s b2, ha c3 « b2, 
vagy c2 S x2 S b2, ha с2 ë b2. 
Bizonyítás. A (2.1) egyenletrendszer M(b, с, t) trajektőriáját az 
x
1
-^ = (E-cEe'P, 
x
2
-c
2
 = (ú2-c2)cV, 
/ 
alakban kapjuk, amiből állításunk következik. Minden optimális trajektória, amely-
nek megfelelő segédvektor az első síknegyedben mozog, egy 
(2.3) 0 з 9 + 1 а а а г _! ... a p + 1 a p a p _ 1 
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görbe része (1. [1]), ahol 
0A9+i = {(A1, A2) : (x1, A2) = M ( 0 , h 9 + 1 , 0 , 0 S t S - Тд+1, Tg+1 < + 
a 9 + 1 a e = {(A1, x2) : (x \ x2) = M(a 9 + 1 , h9, í), Tg, fg S Tg}, 
a g a 9 - i = {(x1, x2) : (x \ x2) = M(a9 , h9_1; í ) , 0 S ( S - f f _ l f f ^ 7 ^ } , 
a p + 1 a p = {(x1, x2) : (x1, x2) = M ( a p + 1 , hp, t), 0 § í S - f p , f p S Гр}, 
apap_x = {(x1, x2) : ( x \ x2) = M(a p , Ьр_15 t), 0 ^ t 55 - f p _ x , f p _ x < + - } • 
A 2.1 lemma alapján megbecsülhetjük a (2.3) görbe pontjainak az x1 koordinátáját. 
Ha (x1, x 2 )€0a 9 + 1 , akkor 
vagy 0 s x1 з= h]+1, ha 0 = hxg+1, 
vagy 0 ^ x1 S hxg+1, ha 0 S h]+1, 
tehát 
min h] s x1 ^ max hj. 
i i 
Ha (x1, x 2 )€a 9 + 1 a 9 , akkor 
vagy axg+1 ë x1 ä h), ha axg+1 =£ h], 
vagy axg+1 = x1 ï£ h), ha alg+1 S h), 
és mivel 
min h] sí ßff+i = max h], 
i i 
azért 
(2.4) min h} ä x1 ë max áj. 
í i 
A fenti gondolatmenetet folytatva világos, hogy a (2.4) teljesül a (2.3) görbe min-
den pontjára. Hasonlóképpen kapjuk az x2 koordinátákra nézve a 
(2.5) min hf ^ x2 Ä max hf 
i i 
egyenlőtlenséget. 
Könnyen belátható továbbá, hogy (2.4) és (2.5) teljesül a (2.1) rendszer minden 
optimális trajektóriájára, és mivel azok a szinguláris pontok, amelyek (2.4)-ben és 
(2.5)-ben szerepelnek, nem elemei a szintézistartománynak (bár tetszőleges környe-
zetükben van eleme a szintézistartománynak), ezért a kapott egyenlőtlenségek 
szigorúak, azaz 
min h} <= x1 < max h], 
i I 
min h2 < x2 < max h2, 
i i 
Ebből és a (2.2) összefüggésből kapjuk a következő tételt. 
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2 . 1 . TÉTEL. A 
max f i 1 m i n / 1 
2-1 Ax 
max fi2 min / 2 
téglalap tartalmazza a (2.1) egyenletrendszer szintézistartományát, és egyúttal ez 
a legkisebb olyan — a szintézistartományt tartalmazó — téglalap, amelynek oldalai 
párhuzamosak a koordinátatengelyekkel. 
(3) eset. Az (1.1) egyenletrendszer átmegy a 
X1 = A ^ + l)1 
(2.6) 
x
2
 = A2x2 + r2 
alakba, ahol Aj< 0, A2>0, vÇV (lásd 1. ábra). 
A (2) eset gondolatmenete ebben az esetben is helytálló azzal a különbséggel, 
hogy az optimális trajektóriáknak csak az x2 koordinátájára lehet becslést adni. 
2 . 2 . TÉTEL. A 
m a x / 2 m i n / 2 
A2 A2 
sáv a (2.6) egyenletrendszer szintézistartománya. 
(4) eset. Az (1.1) egyenletrendszer átmegy a 
x
1
 = Ax1 + V1 
(2.7) 
X2 = V2 
alakba, ahol A>0, v £ V (lásd 1. ábra). 
A (3) esethez hasonlóan megmutatható, hogy igaz a 
2 . 3 . TÉTEL. A 
max / 3 m i n / 2 
A A 
sáv a (2.7) egyenletrendszer szintézistartománya. 
(5) eset. Az (1.1) egyenletrendszer átmegy a 
x
1
 = Ax1 + x2 + vl 
(2.8) 
x
2
 = Ax2 + v2  
alakba, ahol A>0, F (lásd 3. ábra). 
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3. ábra 
4. ábra 
Jelöljük h rvel a (2.8) egyenlet-
rendszerben az f, vezérlésnek meg-
felelő szinguláris pontot, azaz 
( 2 . 9 ) 
/Л f? 
"l 1 F I 
f.2 
hf = - = 4 - , 
Mivel a maximum-elvben sze-
replő i/r segédvektor vagy párhuza-
mos az X2 tengellyel, vagy csak az 
egyik félsíkban mozog (szögét foly-
tonosan változtatva), lásd [2], azért 
a részletes számításokat csak olyan 
optimális trajektóriákra végezzük el, 
amelyeknek megfelelő ip a jobboldali 
félsíkon mozog (4. ábra). 
Haladjon át a (2.8) egyenlet-
rendszer trajektóriája az M(b, c, t) 
ponton a t időpillanatban, ahol с 
az egyenletrendszer szinguláris pont-
ja és M(b, c. 0) = b. 
2 . 2 . LEMMA. H A ( x 1 , x 2 ) = 
= M(b, c, t) valamely t^O esetén, 
akkor teljesülnek a következők: 
(i) | x - c | < AT|b-c|, ahol k= 
= ' 4 
(ii) vagy с2 ^ X2 ^ b2, 
ha c2 S b2, 
vagy с2 ^ X2 ^ Ьг, 
ha c2 S b2. 
Bizonyítás. A (2.8) egyenletrendszer M(b, c, t) trajektóriáját az 
X 1 - c 1 = [(bl - c 1 ) + (b2 - c 2 ) t ] е я ' , 
X s - с 2 = ( h 3 - c V 
rendszer szolgáltatja, amiből az (ii) állítás triviálisan következik, az (i) állítás pedig 
következik az 
| x - c | 2 S |b —c|2(l —t + t2)e2M 
egyenlőtlenség-sorozatból. 
|b- 1 + 
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Minden optimális trajektória, amelynek megfelelő ф segédvektor a jobboldali 
félsíkban mozog, egy 
(2.10) ®»e+l*g*g-l ••• ap+lapap-l 
görbe része, lásd [1], ahol 
0a f f + 1 = {x :x = M ( 0 , h 9 + 1 , O , 0 S í S - f e + 1 , f ? + 1 < + o = } , 
а
д + 1Яд {x :x = M ( a í + 1 , h , , / ) , 0 S ( È - f f ) Tg ш. Tg}, 
as a 9-i = (x:x = M(a#, h9_1; t ) , 0 ^ t * - - T t _ l t T g _ 1 sí т д _ г ) , 
«9 + 1»p = {x : x = M(a p + 1 , hp, 0 , 0 S í S - f p , Tp s Гр}. 
а
р
а
р
_! = {x : x = M(a p , h p_ 1 ; t), 0 
A 2.2 lemma (i) állítása alapján becsüljük a (2.10) görbe pontjainak az origótól 
vett távolságát. 
Ha ( х \ х 2 ) € 0 а
г + 1 , akkor 
| x - h 9 + 1 | < 
tehát 
M < |hJ+1 | + |hí + 1|A:. 
Ha (x1, x 2 )Ça s + 1 a p ; akkor 
| x - h 9 ! < |ae + 1 -\\Krs ( |ae + 1 - h 9 + 1 | + |h9+1 - h g \ ) K < (|h í+1 |A"+ jh p + 1 -h , ! )K, 
tehát 
M < |h9i + ( |h 9 + 1 |K+|h p + 1 -h ! , | )K. 
Ha (x1, x2)Ça9a9_1 : akkor 
| x - b , _ i | < | a , - a , _ i | К s 
sí ( | a e - h e | - t - ^ - h ^ l ) ^ (( |h9 + 1 |K+ |h í + 1 -hp |)AT+ |h9-h,_; ,[)£, 
tehát 
|x| < ]he_xl + ((|h9+i|АГ+ |h í + 1 — h9|)A4- |h, — 
На (x1, х 2 )6а
р
а
р
_! , akkor 
... + | h p + 1 - h p | ) K + | h p - i i p _ 1 | ) K . 
Hasonló becslést kapunk a másik félsíkra is, és könnyű belátni, hogy az 
R = (1+A' s)maxjh ; | + / : 1 - 1 i ' l h i - h i . i l 
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közös majoráns lesz (az összegzésben az index mod s értendő). Következésképpen 
a (2.8) egyenletrendszer szintézistartománya pontjainak x1 koordinátájára 
(2.11) I*1! < ( l+KOmaxlh . - l+A*- 1 2 | b ( - h , _ i | . 
1 i= 1 
Analóg módon a (3) esethez a 2.2 lemma (ii) állításából következik, hogy 
(2.12) min hf < x2 < max hf. 
i i 
Ha a (2.11)-be behelyettesítjük a 
N ^ j i + j | W 
egyenlőtlenséget, azt kapjuk, hogy 
2 . 4 . T É T E L . A Z 
К 
x
1! < j [ [ ( l + A s ) m a x | / | + tf-1Ker F]], 
m a x / 2
 < ^ _ m i n / 2 
téglalap tartalmazza a (2.8) egyenletrendszer szintézistartományát, ahol K= 1 + y , 
Ker F a F vezérlési tartomány kerülete. 
Szeretném köszönetemet kifejezni N. H. Rozovnak a probléma felvetéséért 
és dr. K Ó S A ANDRÁsnak értékes tanácsaiért. 
IRODALOM 
[1] URBÁNSZKI, F., „Speciális időoptimum folyamat szintézistartományára vonatkozó becslés", 
MTA Számítástechnikai Központ Közleményei 8 (1971). 
[2] Б о л т я н с к и й , В. Т., Математические методы оптимального управления (Москва, 1969). 
(Beérkezett: 1974. március 18.) 
URBÁNSZKI FERENC 
MTA SZÁMÍTÁSTECHNIKAI ÉS AUTOMATIZÁLÁSI KUTATÓ INTÉZET 
1502 BUDAPEST XI., KENDE U. 13—17. 
ОЦЕНКА ОБЛАСТИ ДОСТИЖИМОСТИ ЛИНЕЙНОГО 
ОПТИМАЛЬНОГО БЫСТРОДЕЙСТВИЯ 
Ф. У р б а н с к и 
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Alkalmazott Matematikai Lapok 1 (1975) 
Alkalmazott Matematikai Lapok 1 (1975) 125—138 
A H A T Á R É R T É K - L O G I K Á K 
H O M O M O R F I Z M U S A I R Ó L 
DEMETROVICS JÁNOS 
Budapest 
Ismert tény, hogy a digitális technikában ma már a kétértékű logikán [1], [10] kívül a többértékű 
logikák [2] is alkalmazást nyernek. Felmerült a szükségessége egy olyan logikafogalom megalko-
tásának, amelynek segítségével a véges értékű logikák [2], [8] bizonyos problémái egyidejűleg tár-
gyalhatók — ilyen fogalom a határérték-logika, melyet Sz. V. JABLONSZKIJ vezetett be [9]. 
A jelen dolgozatban megvizsgálunk néhány természetesen felvetődő parciális rendezést a 
határérték-logikák halmazán. Ezeknek a parciális rendezéseknek a segítségével ekvivalencia relációkat 
definiálunk, amelyek a határérték-logikák halmazát felosztják ekvivalens osztályokra. Vizsgálataink 
elsősorban az ekvivalencia osztályokra irányulnak és minden egyes parciális rendezés alkalmával 
az is érdekel bennünket, hogy létezik-e minimális és maximális elem az alábbiakban meghatározott 
parciális rendezésekben. 
A legismertebb és a legegyszerűbb ekvivalencia az izomorfizmus. Az [5], [6] és [9] munkákból 
ismeretes, hogy létezik kontinuum sok nem izomorf határérték-logika. 
A jelen dolgozatban bebizonyítjuk, hogy más (lényegesen nagyobb) ekvivalenciák esetében is 
létezik — a bázisszámtól függetlenül — kontinuum sok határérték-logika és hogy a jelen dolgozat-
ban vizsgált parciális rendezéseknek nincs sem minimális, sem pedig maximális eleme. 
1. A lapfoga lmak 
A következőkben definiáljuk azokat az alapfogalmakat, amelyekre a dolgozat-
ban szükségünk lesz. 
1.1. DEFINÍCIÓ. Legyen Ek egy tetszőleges /c-elemíí halmaz (£ = 2 ) . Jelöljük 
P£-val (n = 0, 1,2, ...) az olyan n változós / ( x l 5 x 2 , ..., x„) függvények halmazát, 
oo 
amelyek változói és értékei £"fc-beli elemek, k-értékű logikának nevezzük a Pk= U Pk 
n = 0 
függvényhalmazt. Az általánosság megszorítása nélkül feltehetjük, hogy 
Ek={0, 1, ...,*- 1}. 
1.2. DEFINÍCIÓ. Ha az 1.1. definícióban szereplő Ek véges halmazt valamilyen 
«0 számosságú E$0 halmazzal helyettesítjük, akkor az így kapott A 0 függvényhalmazt 
végtelen értékű logikának nevezzük. Dolgozatunkban E$0 mindig a nem negatív 
egész számok halmazát jelöli. 
1.3. DEFINÍCIÓ. A Pk (fa,) véges értékű (végtelen értékű) logika valamely 
Q = Q0 részhalmazát zárt függvényosztálynak nevezzük ([Q]), ha zárt a változók 
permutációjára és a szuperpozícióra nézve, azaz teljesülnek a következő feltételek: 
a) ha / ( x l 5 x2 , ..., x„)€ß, akkor f(xh,xh,...,xin)eQ (i= 1, 2, ..., и), ahol 
{x^, xÍ2, . . . ,x i n} az x x , x 2 , . . . ,x„ változók egy n-ed osztályú ismétléses variációja; 
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b) ha / ( A T , A , , . . . , A„ )€£? ÉS <px, (p2, •••, Ф„ eleme A 0-nak vagy pedig változó, 
akkor f{tpx, cp2, ..., (pn)eQ• 
1.4. DEFINÍCIÓ. Egy Q függvényosztály lezártja a O-t tartalmazó legszűkebb 
zárt [Q] függvényosztály. 
1.5. DEFINÍCIÓ. Legyen ÍR Q 9t U , 91=[91]. Az ÍR részhalmaz teljes az 
91-ben, ha [ÍR]=91. Az 9JÍ függvényhalmaz majdnem teljes az 9l-ben, ha nem teljes 
az ÍR-ben, de ha hozzá adunk bármilyen / ( x 1 ; x2 , ..., x„) függvényt az í l \ [9Jl] 
halmazból, akkor az [{/(A1,A2, ..., xJJ l JäR] teljes lesz az 9l-ben. 
1.6. DEFINÍCIÓ. Legyenek 91 és © függvényhalmazok. Jelöljük {xl5 A2, ...}-vel, 
ill. {yx, y2, ...}-vel az 9l-ban, ill. ©-ben levő függvények változóinak halmazát. 
Azt mondjuk, hogy az 91 függvényhalmazt homomorf módon leképezzük a © függvény-
halmazra, ha teljesülnek a következő feltételek: 
a) minden x ; változónak kölcsönösen egyértelműen megfelel egy yt változó; 
b) minden f(xx, A 2 , . . . A „ ) Ç 9 I függvénynek megfelel egy és csak egy g(yx, y2,---
. . . , j „ ) € © függvény, amely a megfelelő változóktól függ. 
c) minden ©-beli elem fellép képként; 
d) ha az f ( x x , x2, ..., x„)£9l függvénynek megfelel a g(y1; y2, ..., j„)6©, 
és f ( x h , Xj2, ..., AJf9.( , akkor az f(xh, xh, ..., x j függvénynek a g(yh, yh, Д, )€® 
függvény felel meg; 
f ) ha az / ( A j , A2, ...,x„), / i ( « u , «12, • • • > xlmi), ffx21,x22, ...,x2m2), ..., 
•••Jn(xnl,xn2, ...,xnmj) függvényeknek megfelelnek rendre a g(yx, y2, ..., yn), 
gi(y 11, Jl2, J'lmi), ga(y21, У22, •••,}' ni, Уп2, •••> Упт
п
) függvények, ahol 
fi(gi) ( / '=1,2, . . . ,«) vagy változó: Xj(yj) 0 = 1 , 2 , . . . ,«), vagy pedig függvény, és 
ha /C/1 , /2 , ••.,/„)€ % akkor az f ( f , f 2 , . . . /„) függvénynek a g(gx, g2, ...,£„)€» 
függvény felel meg. 
Ha e homomorf leképezés kölcsönösen egyértelmű, akkor azt mondjuk, hogy 
az 91 és S függvényhalmazok izomorfak (91 = ©). 
1.7. DEFINÍCIÓ. A P$0 végtelen értékű logika P részhalmazát határérték-logi-
kának nevezzük, ha teljesülnek a következő feltételek: 
a) P-ben csak megszámlálható sok függvény van; 
b) minden természetes k-hoz (k 2) létezik egy olyan Ak függvényhalmaz 
(Ak<é=P), amelyet homomorf módon le lehet képezni a Zr-értékű logikára. 
1.8. DEFINÍCIÓ. Egy В függvénysorozatot а О függvényhalmaz bázisának 
nevezzük, ha teljesülnek a következő feltételek: 
a) В teljes Q-ban, azaz [B] — Q-, 
b) Nincs a P-nek olyan valódi részhalmaza, amely a 0-ban teljes. 
1 . 9 . DEFINÍCIÓ. Azt mondjuk, hogy az / (A) függvény rendszáma к ( L ^ Z I ^ X O ) , 
ha az [{/(A)}] függvényhalmaz számossága k. 
2. Az összehasonlítható határérték-logikákról 
Ebben a részben bebizonyítjuk, hogy létezik kontinuum sok határérték-logika, 
amelyek nem izomorfok, de kölcsönösen lefedik egymást. 
2 . 1 . DEFINÍCIÓ. Ha az 91 határérték-logika homomorf módon leképezhető 
a © logikára, akkor azt mondjuk, hogy © lefedhető 9t-val (91 ^ © ) . A 91 és S logi-
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kákát kölcsönösen fedő logikának nevezzük (2I<>25), ha 21 lefedhető 25-vel, és 
25 lefedhető 21-val. Természetesen, hogy ezzel a határérték-logikák halmazán egy 
parciális rendezést adtunk meg. Könnyen belátható, hogy a kölcsönös összehason-
líthatóság ekvivalenciareláció. Nem szorul bizonyításra az a tény, hogy ha 21 = 25, 
akkor 21 < 
Legyen 8 /»= { 2 i + 1 - 2 , 2 i + 1 , 2 i + 1 + 2, ..., 2 i + 1 + 2 i + 1 - 4 } , ( / S l ) . Definiáljuk 
az 4(x) függvényt a következő módon ( /=1, 2, ...): 
4(A) = 
Legyen 
2i+1+j, ha x = 2i+1-2 +j ( j = 0, 2, . . . , 2 i + 1 - 4 ) ; 
2 i + 1 —2, ha X = 2 i + 1 + 2 i + 1 — 4; 
0, különben. 
4(A) = 4 ( 4 ( - 4(A). . . )) , j= 1 ,2 ,3 , . . . , 2 ( 
2 . 1 . LEMMA. A Z [ { ' / / + , „ ( a ) } ] függvényhalmaz homomorf módon leképezhető 
az [{4(A)}] függvényhalmazra 0). 
Bizonyítás. Nyilvánvaló, hogy a következő leképezés a kívánt homomorfizmust 
szolgáltatja : 
4 + 4 1 (A) - 4(A); 
4 + 4 2 (a) - 4(A); 
4 + 4 2 ' ( a ) - 4 '(A); 
ahol O s j s 2'"— 1. 
A lemmát bebizonyítottuk. 
Legyen a egy végtelen, 0-ból és 1-ből álló számsorozat. Az a számsorozatnak 
feleltessük meg az Fx függvénysorozatot a következőképpen: ha az a-ban az i-edik 
helyen ( / = 1 , 2 , ...) 1 (ill. 0) áll, akkor az Fä-ban az /-edik helyen álljon 4 ( a ) 
Ых) = 0). 
2.2. LEMMA. Ha az A számsorozat nem azonos a ß számsorozattal, akkor 
[Fa]Z[Fß]. 
Bizonyítás. Ha a és ß nem azonosak, akkor létezik olyan / szám, hogy az /-edik 
helyen az a számsorozatban 1, (ill. 0), a ß-Ъап pedig 0, (ill. 1) áll. Az általánosság 
megszorítása nélkül feltételezhetjük, hogy az a-ban az /-edik helyen 1, a /i-ban pedig 
0 áll. Az Fx és Fp függvény sorozat felépítéséből következik, hogy 4(A) € 4 , és 
4 (x ) ? Fß • Legyen [FJ s: [Fß]. Akkor nyilvánvaló, hogy az 4 ( x ) € F I függvénynek 
az r\i+m(x)^Fß függvény felel meg, ahol тШ 1, y'S2 és az rj{+m(x) függvény rend-
száma 2'. Vegyük észre, hogy az [FJ függvényhalmaz rendelkezik a következő tulaj-
donsággal: bármelyik szuperpozíció, amelyik egyidejűleg tartalmazza az t)\(x) = 
= [{4(x)}] és az 4 x ) = [FJ \ [{4(x)}] függvényeket, azonosan egyenlő nullával. 
Ugyanakkor ezzel a tulajdonsággal az [Fj nem rendelkezik, ugyanis 4 + 4 4 + m ( x ) ) ^ 0 . 
A lemmát bebizonyítottuk. 
2 . 3 . LEMMA. [ F J < 
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Bizonyítás. Legyen a és ß két nem egybeeső számsorozat. Bizonyítsuk be, hogy 
[FJ ([F/,]) lefedhető az [Fß] ([FJ)-val ( F ^ ë F J . Elegendő megmutatni, hogy az 
{i]Q(x), Fß} függvénysorozatot homomorf módon le lehet képezni az {т/0(х), Fß} 
függvénysorozatra, minthogy Fx és az Fp alkotja az [FJ és [FJ függvényhalmazok 
bázisát. 
Válasszunk ki az Fß-bői egy Fß függvénysorozatot úgy, hogy minden /-re 
( / = 1 , 2 , . . . ) az F j b a n az /-edik helyen az tjl(x) függvény álljon, ahol г]}(х)£ Fß  
és / ё / . Ilyen Fp függvénysorozat létezik, mivel a feltételezés szerint ß végtelen sok 
egyest tartalmaz. 
A leképezést a következő módon konstruáljuk: 
1. minden /-re ( /=1, 2, ...) az F'p /-edik tagjának feleltessük meg az Fa /-edik 
tagját; vagyis t]}(x)-*t]}(x) ( / ё / ё О ) ; 
2. az [ F J \ [ F J függvényhalmaz minden egyes függvényének feleltessük meg 
az rj0(x) függvényt. Ez a leképezés valóban egy megfelelő homomorfizmus, mert az 
[{/(x)}] halmaz homomorf módon leképezhető az [{/(x)}] függvényhalmazra, ha 
/ ё / (2.1. lemma). Vegyük még észre, hogy minden olyan szuperpozíció, amelyben 
egyidejűleg részt vesznek az 77'(х)£[{/(х)}] és az /)"(x)£[{^(x)}] ( j F k ) függvények 
azonosan egyenlők nullával. Könnyen belátható, hogy az rj' és az rj" ( a z >1 és az r\" 
függvények képei) is rendelkeznek ezzel a tulajdonsággal. 
Legyen 
e 0 = {0,1,3, . . . , 2 r + l , ...}; £ o = U e , (2) 
к , 
4 = 1 
ahol s f = {0} és e}2) = {k(k- 1 ) - 1, k(k- 1) + 1, ..., k(k-l) + 2 k - 3 } , ha / с ё2 . 
Értelmezzük а (р
к
(х
г
, x2) ( /сё2) és a <p(x1, x2) függvényeket a következő 
módon: 
Vk(xi, x2) = 
max (xj, x2) + 1, ha (xx, x2) £ e}2) X e}2) és x ; ^ k(k — 1) + 2k — 3 
0 = É 2); 
k(k— 1)— 1, ha (Xi, x 2 ) £ X £ 4 2 ) és x ; = k (k—1)+2k — 3 
(/ = 1 vagy / = 2); 
0, különben, 
{<рк(х15х2), ha létezik olyan /с, hogy (xx, x2) £ e}2) X e^2' 1 0, " különben. 
Jelöljük Q-\a\ a [{c/xj, x2)}] függvényhalmazt. 
2.4. L E M M A . Q határérték-logika. 
Bizonyítás. Elegendő bebizonyítani, hogy a 2-ban létezik olyan P'k osztály, 
amelyet homomorf módon le lehet képezni a k-értékű logikára. Ismert tény [4], 
hogy az úgynevezett Webb-függvény, Wk (zx, z2) =max (z1; z2) + 1 (mod /с) (z1; z2(LEk) 
generálja a k-értékü logikát. 
А ср
к
(х
ъ
 x2) függvény felépítéséből következik, hogy [{%(х15 x2)}] ё [{H/fr^zj}] , 
továbbá nyilvánvaló a (p(xk, x2) = (pk(x1, x2) homomorfizmus létezése. 
Ezért a (p(xk, x2)->- Wk(zk, z2) leképezés a keresett homomorfizmus. 
2.1. TÉTEL. Létezik kontinuum sok nem izomorf határérték-logika, amelyek 
kölcsönösen lefedik egymást. 
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Bizonyítás. Azt bizonyítjuk be, hogy az {[Fx (J Q], [Fp (J Q], [Fy (J Q], ...) logika-
halmaz rendelkezik a kívánt tulajdonsággal. Legyen a különböző a //-tói. Mutassuk 
meg, hogy [ F a U ß ] ^ [ F „ U Ö ] - Könnyű belátni, hogy az [F„ U Q] = [Ff U Q] fel-
tételezésből következik [FJ = [/jj], minthogy az a szuperpozíció, amelyekben egy-
idejűleg a g-ból és az [FJ ([FJ)-ból vannak függvények, azonosan egyenlő nullá-
val. Ám ez ellentmond a 2.2 lemmának. 
Mutassuk meg, hogy [FaU ß ] < >-[F0U Q], Ennek a bizonyítására elegendő 
megmutatni, hogy [ F J < [ F J . Ez az állítás pedig a 2.3 lemmából következik. Mint-
hogy {а;, i£#} számossága kontinuum, az {[F,UÖ], [Fp{jQ], ...} halmaz számos-
sága is kontinuum, s ezzel a tételt bebizonyítottuk. 
3 . A h a t á r é r t é k - l o g i k á k e l n y e l h e t ő s é g e 
Ebben a részben bebizonyítjuk azt, hogy léteznek olyan hatérérték-logikák, 
amelyek nem fedik egymást, ellenben elnyelik egymást. A 3.1 tételben felépítjük 
a határérték-logikának egy olyan kontinuum számosságú halmazát, amelyben min-
den egyes logika-pár rendelkezik a fent említett tulajdonsággal. 
3.1. DEFINÍCIÓ. Azt mondjuk, hogy az 31 határérték-logika elnyeli a © határ-
érték-logikát (31 r>:©), ha létezik egy olyan ЗГ határérték-logika az 3l-ban, amely 
©-vei kölcsönös fedésben áll ( 3 I '<>©) . Azt mondjuk, hogy két határérték-logika, 
31 és © kölcsönösen elnyeli egymást (31 :э: :c©), ha léteznek olyan Sí' és ©' logikák 
(SI'^31, © ' g © ) , hogy 3 I ' < > © és © '<>31 . Nyilvánvaló, hogy a kölcsönös el-
nyelhetőség a határérték-logikák halmazát ekvivalencia osztályokra osztja fel és 
az elnyelhetőség egy parciális rendezés. 
Megjegyzés: Könnyű belátni, hogy ha 3 Í < > © , akkor azok elnyelik egymást, 
fordítva azonban nem igaz. 
Legyen П={р1,р2, p3, •••} az összes prímszámok sorozata növekvő sorrend-
ben. Határozzuk meg rekurzióval az halmazokat: ё® = {0} (p0=0), e^* ={1,2}, 
ha és е® = {а
г
, a2 a j , akkor e<})+1 = {a s +l , as+2, ..., as+pJ+1}. Vegyük 
észre, hogy E» = U 4?-
7=0 
Legyen e™={ePj, ePj+ 1, ..., ep.+pj-1}. Definiáljuk a RPJ(X1 , x2) ( j s 1) függ-
vényt a következő módon : 
lLPJ ( A 1 > xä) = 
' max (xj, x2) +1, ha (лу, x2) € г® X s}2) és xt X ePj +Pj- 1 (/ = 1,2); 
epj, ha (xx, x2)£ё}2) Xг<2) és хг = ep. +pj- 1 (/ = 1 vagy i = 2); 
0, különben. 
Jelöljük #Pj.-ve 1 а [|/7p ,(х15 x2)}] függvényhalmazt. 
Legyen a nullából és egyből álló végtelen számsorozat. Minden egyes a alap-
ján építsünk fel egy Fla függvénysorozatot a következőképpen : ha az a-ban a A-adik 
helyen ( A = l , 2 , ...) 1 (ill. 0) áll, akkor az Hx-ban a A-adik helyen pP3k(x1, x2) 
(ill. p„.ik_1(x1, x2)) álljon. A Hx függvénysorozatban a nulladik helyen a /ip/xj, x2) = 0 
függvény legyen. 
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Jelöljük í v v a l [ t f j - t . 
3 . 1 . LEMMA. határérték-logika. 
Bizonyítás. Be kell bizonyítani, hogy minden A-ra (A^2) létezik а 0
а
-Ьап egy 
Ak függvényosztály, amelyet homomorf módon le lehet képezni a A-értékű logikára. 
Ha k = P i és pp.(xx2)f£)t, akkor az állítás nyilvánvaló, mivel [{/v(*i> x2)}j = 
= [{Wk(Zl, z2)}]. 
Ha k ^ P i , akkor válasszunk ki egy olyan p-t, hogy p>k és pp(x1, x2) £ tel-
jesüljön. Ilyen p létezik. Mivel a [{/rp(xl5 a2)}] izomorf a p-értékű logikával, úgy 
a
 [{kp(xi, x2)}]-ben van a iiPtk{xx, x2) függvény, ahol 
Rp,k(xl> A 2 ) = 
max (xx, x2) + 1, ha ep-&xk,x2s.ep-\-k — 2\ 
_ ep, ha ep s x x , x2 s ep + A — 2 és max (xx, x2) = ep + k - 1 ; 
0, ha (xj, х2)б£р3)Х£р3) ; 
ep +p — 1, különben. 
A Rp,k(xi> A2) felépítéséből következik, hogy a ppJi(x1, x2)-«- fVk(zk, z2) leképzés 
a keresett homomorfizmus. 
3 .2 . LEMMA. А [{/Г
р
/х
х
, X 2 )}] függvényhalmazt nem lehet homomorf módon 
leképezni a [{mPí(xI> хг)}] függvényhalmazra, ha O^ /^yVO. 
A lemma bizonyítása a [7] cikkben található. 
3.3. LEMMA. Ha az A és ß számsorozatok nem azonosak, akkor a és §>p 
határérték-logikák nem fedik egymást. 
Bizonyítás. A bizonyítás indirekt, tegyük fel, hogy a különbözik /1-tól és 
és logikák mégis fedik egymást. Az általánosság megszorítása nélkül feltehetjük, 
hogy = 9)ß. Mivel a különbözik a /1-tól, létezik olyan A, hogy a A-adik helyen az 
a-ban 1 (ill. 0), a /1-ban pedig 0 (ill.l) áll. Az általánosság megszorítása nélkül fel-
tehetjük, hogy az a-ban a A-adik helyen 1, a /1-ban 0 áll. A és S^ függvénysoro-
zatok definíciója szerint npJxk, х 2 )€§„ , j í m ( x 1 ; x2)é és y t ^ ^ f o , 
kp2u-i(xi> x2)£bß- Most vizsgáljuk meg, hogy a § a-ból milyen függvényeket képe-
zünk le a
 yuP2t_1(x1, x2) függvényre. 
Tegyük fel, hogy a x 2 )C# P i , р.(г\хк, x^HPj, ... (My; Hpt,Hpf<ba) 
függvények képe a pP2k_1(xl, x 2 )é§p függvény. Könnyű belátni, hogy ebben az 
esetben ^«(y tWfo , x2), /Í(2>(Xx, * I ) )=0 és ЦРа,_1(рРгк-1(хi, x i) , yWi(* i> *i)) =/(*)> 
ahol az / (x ) rendszáma nagyobb mint egy. Ez ellentmond a feltételezésnek. Ezért 
legfeljebb csak egy függvény lehet a pP2k _ ^ Xj, x2) függvény őse. Legyen ez a /rw(xi> x2) 
függvény, ahol [{fí(1)(x1, х 2 ) } ] = Я £ Я р . с § а . A 3.2 lemmából következik, hogy 
p1(x1, x2) ApPi{xk,x2), mert a [{/íPi(xx, x2)}] függvényhalmazt nem lehet homomorf 
módon leképezni a [{/^„^(Xi» x2)}] (iV2A — 1) halmazra. Másrészt nyilván-
való, hogy a pPl(x!,x2) függvényt а Нргк_1-Ъе kell leképezni, mert különben a 
liPi(pa)(Xl, Xj), tí(1)(x l5 x x ) )= / (x ) függvény képe egyenlő lenne az f(x) = 0 függ-
vénnyel, ill. az / ( x ) függvénynek legalább két képe lenne. Könnyen belátható, 
hogy ebben az esetben a pPl(x1, x2) függvényt a [ { ^ . j f o , x2)}] függvényosztály 
bázisába kell leképezni. Ez pedig ellentmond a 3.2 lemmának. 
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3 . 1 . T É T E L . Létezik a határérték-logikáknak olyan kontinuum számosságú 
halmaza, amelyben bármelyik kettő nem fedi egymást, de kölcsönösen elnyeli 
egymást. 
Bizonyítás. Bizonyítsuk be, hogy az 91= a = a1 ; a2 , ... ; a, = 0, vagy a ; = 1} 
határérték-logika halmaz rendelkezik a kívánt tulajdonsággal. A 3.3 lemmából 
következik, hogy ha aXß, akkor és ф . 
Mutassuk meg, hogy a ( § J elnyeli a £>ß ( § J logikát, vagyis azt, hogy léte-
zik olyan határérték-logika, hogy § j < >53/j• 
А sorozatból válasszunk ki egy részsorozatot úgy, hogy a jyj-ban a /c-adik 
helyen (& = 1, 2, . . .) а pPi(x1, x2) függvény álljon, ahol p^pj és pPj(x1, x2) a §^-ban 
áll a k-adik helyen. Nyilvánvaló, hogy ilyen függvény sorozat létezik. 
Legyen p^pj. Határozzuk meg a pPiPj(x1, x2) függvényt a következő módon: 
Ppi, pj(xii xv = 
max (xj, x2) + 1 , ha ePi ^ хг, x2 ^ epi+pj-2; 
ePl, ha ePi ^ Xj, x2 s е„. +Pj- 1 és max (хг, x2) = ePi +pj- 1 ; 
0, ha (x1,x2)ëe/3>X£ i (3); 
ePl+Pi— 1, különben. 
Könnyű belátni, hogy a [{/íPilPj(xi, *2)}]=EP j , mert а Р р , , р / Х 1 ,у г ) függvény 
Webb-függvény az {ePi, epi +1, •••, ePi +Pj — 1}halmazon. Éppen ezért[{/ip._ pX.Xi, x2)}] = 
A fentiekből következik, hogy a //j-ból ki tudunk választani egy olyan Щ 
határérték-logikát, amelyek kölcsönösen lefedik egymást a §^-val. 
4. A kölcsönösen elnyelő határérték-logikák számosságáról 
Ebben a részben bebizonyítjuk, hogy a kölcsönösen elnyelő határérték-logikák 
számossága kontinuum. 
Legyen П — { р 1 , р 2 , •••} az összes prímszámok sorozata növekvő sorrendben. 
Definiáljuk rekurzióval az e(Pi' halmazok sorozatát: = {0,1,2}, és ha £p*) = 
= {öi) . . . , a j , a k k o r £^>+ l={a s+l, as+2, ..., as+pi+1}. Legyen e ^ = { e P l , ePi +1, ..., 
oo 
..., e P l + P i - 1}. Vegyük észre, hogy E*0= U »'p-
i=i 
Definiáljuk az /
р
.(х) ( /=2, 3, ...) függvényeket a következőképpen: 
x + 1 , ha x£s(£> és x = ePi+Pi~ 1; 
/ p , w = jep<> h a * = 
0, másképp. 
Legyen / P l (x) = 0. 
Legyen a egy nullából és egyből álló végtelen számsorozat. Az a sorozathoz 
rendeljük hozzá az Fx függvénysorozatot: ha az a-ban az /'-edik helyen 1 (ill. 0) áll, 
akkor az Fx-ban az /'-edik helyen 0 (ill. 1) legyen. 
4.1. LEMMA. Ha aXJ?, akkor [EJ ([EJ) nem fedi le [EJ ([EJ)-t. 
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Bizonyítás. Mivel а И/?, létezik olyan i, hogy az a-ban az /-edik helyen 1 
(ill. 0); a ß-Ъап pedig (0, ill. 1) áll. Az általánosság megszorítása nélkül feltehetjük, 
hogy a-ban az /-edik helyen 1, a ß-Ъап pedig 0 áll. Ez azt is jelenti, hogy fp.,k{x)^Fx, 
Az F7 (ill. F„) konstrukciójából következik, 
hogy az jF-ban (j]| /r,-ban) csak olyan függvények vannak, amelyeknek a rendszáma 
vagy egy, vagy pedig egy olyan p prímszám, amelyre igaz, hogy fp(x)^F7 (\\\.fp(x)f_Fß). 
Valóban, könnyű belátni, hogy az [(/j,(x)}]-ben minden függvénynek a rendszáma 
P és fPi(fPj{x)) = 0, ha /X/. 
Ebből következik, hogy az [{/P2fc(x)}] ([{/P2k(x)}] függvényosztályt az [Ff] ([FJ) 
egyetlen részosztályára sem lehet homomorf módon leképezni. 
Ezzel a lemmát bebizonyítottuk. 
Legyen e f » = {0, 1, 2, 3} és = + ..., fcü+Ar + l } , 
ha F ë 2 . Legyen £Í6) = {/с2 + 2, F2 + 3, ..., k2+k+l}. Definiáljuk a ôk(xk, x2) (FШ2) 
függvényt a következő módon: 
A(Xi, x2) = 
m a x [ x 1 , x 2 - ^ L Ü + i j + 1 , h a ( x ^ U f ^ ' X ^ , é s x . ^ ^ 1 1 + 2 , 
x2 X k2 + k + 1 ; 
F ( F - l ) „ , ,,,
 ÍB, , F(/c + l> „ 
— Ц - — - + 3 , h a ( x y , x 2 ) € E<S> x e s х т = — + 2 , 
vagy x , = к 2 + k + 1 . 
Legyen (pa(x1 ,x2) a következő függvény: 
<PÁXí. *2) = 
<5t(*i,A>X ha létezik olyan F ( F s 2 ) , hogy (xx, x2) € ej5) X e£6) ; 
X j+ 1, ha 0 X лт X x2 X 0; 
/P ((x) , ha лт = x2 + /, ahol / P j (x) az /-edik helyen áll az Fa-ban. 
Jelöljük Sióval а [{р
а
(х
х
, x2)}] függvényhalmazt. 
4 . 2 . LEMMA. 3ÍA határérték-logika. 
Bizonyítás. Ismeretes (lásd [4]), hogy a 
Wk(Zj, z2) = max (zj, z2) + 1 (mod к) (z1, z2 Ç £ t ) 
Webb-fiiggvény generálja a F-értékű logikát. Továbbá az is világos, hogy 
[ { W f z ^ z ^ t t W ^ z J } ] , ahol (z l5z2€ei5>), és 
ч
 , , F ( F - 1) „ _ _ F(F — 1) , , 
max (zk, z2) + 1, ha — — + — - + F + 1 
ч
 F ( F - l ) „ , F ( F - l ) „ _ _ F ( F - l ) , „ 
W'k{z1,z2)=\^^— + 3 ' 2 ; + 3 g Z l , z 2 g v 2 + F + 2 
k(k-1) , „ 
es max (z1, z2) = — - + к + 2. 
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Legyen 
(px(xi, x2 + k), ha x2 X 0; 
különben. 
Mivel <pjxl, x2) és (pa(x1, хх) = xx + 1 (ha xLxO) eleme az 2Ia-nak, <p[k](хг, x2)62í a . 
Például q>[2\x1,x2) = (px[x1,(pal(pfx2,x2), <pa(x2, x/))] = <pa(*i, x 2 +2) , ha x 2 X0. 
rMfc+l) л 
Könnyű belátni, hogy a c/)a 2 (x l 5 x2)£2la függvény az e/5)Xfi/5) halmazon 
megegyezik a Hj fz j , z2) függvénnyel, ami nem más, mint a Webb-függvény általá-
nosítása a £-értékű logikára. 
4 . 3 . LEMMA. A Z 21^-ban minden bázis a következőképpen néz ki : <pjxi, xj) (iXj). 
Bizonyítás. Amennyiben (pjxh x j generálja az egész 2Ia-t, úgy nyilvánvaló, 
hogy a cpjXi, x j függvény bázis. 
Az 21
я
 definíciójából következik, hogy az 2ía-ban levő függvények az 1 értéket 
nem veszik fel és a kettőt is csak azok a függvények veszik fel, amelyeket a (pjxt, xj-
ből kapunk a változók átjelölésével. Ezek a függvények is csak az (1.1) értékpáron 
veszik fel a kettő értéket. Ebből következik, hogy minden 21,-ban teljes rendszer 
bizonyos i és j mellett feltétlenül tartalmazza a (pjxi, x j függvényt. 
4.4. L E M M A . На а И ß, az K f ü j nem fedi le 2 I / 2 1 J - L 
Bizonyítás. A lemmát indirekt módon bizonyítjuk be. Legyen y.Xß és 
Mivel cpjxls x2) generálja az 2Ia-t, bármilyen homomorfizmus esetén a <pjx1, x2)-nak 
megfelel egy olyan függvény az 21^-ból, amely az 21^-t generálja. A 4.3. lemmából 
következik, hogy az általánosság megszorítása nélkül feltehetjük, hogy vagy a 
<pß(x1, x2), vagy pedig a <pß(x2, x j függvényről lehet szó. Leleljen meg a tpjx x2)-nek 
а <pß(xk, x2). Az általánosság megszorítása nélkül feltehetjük, hogy az a-ban a £-adik 
helyen 1, a ß-ban pedig 0 áll. 
Vezessük be a következő jelölést 
g)(x) = <pjx, x), gjx) = (pjgjx), gjx), ....g'jxj) = ( p f g ' j f x ) , g'rfx)), 
ahol у = a vagy у = ß. 
A feltételezés szerint cpjgk(x), x) homomorf módon leképezhető a cpß(gß(x), x) 
függvényre. Ebből pedig az következik, hogy [{fP2k(xjj\^[{fPík+jxj)], mivel 
<PM(X), x)=fP2k(x)és cpß(gkß(x), Х)=/РГК+1(Х). Ugyanakkor az \\fpJx)}}, ([{/P2fc+1 (*)}]) 
függvényosztályban minden függvény rendszáma p2k (p2k+1). 
Ha az Щ határérték-logika bázisa a cpß(x2, x j függvény, akkor a [{(pjgjjx), x)}] 
osztály tartalmaz két függvényt, amelynek a rendszáma 2, ill. 1. A x)}] 
osztályban pedig minden függvény rendszáma 2. Ez pedig ellentmond a feltétele-
zésnek. 
4.5. LEMMA. Létezik kontinuum sok páronként nem fedő határérték-logika. 
Bizonyítás. Mivel minden egyes határérték-logikában megszámlálható sok 
függvény van, a határérték-logikák számossága nem lehet nagyobb kontinuumnál. 
Másrészt pedig a 0-ból és 1-ből álló végtelen számsorozatok számossága kontinuum. 
A 4.4 lemmából pedig az következik, hogyha xXß, akkor 2Ia nem fedhető le 21^-val. 
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A lemmát bebizonyítottuk. 
Rekurzióval definiáljuk a függvények mélységét: 
1) Az Xi változó mélysége 0; 
2) A <pa(Xi, Xj) függvények mélysége 1 ; 
3) Ha az fx és / 2 függvények mélysége rendre ax és a2. akkor а ' p f f x , f 2 ) függvény 
mélysége max (ax, a2) +1 , 
és pontos mélységét: 
1) A cpfxi, Xj) függvény pontos mélysége 1 ; 
2) Ha az fx és / 2 függvények pontos mélysége к— 1, akkor a <p(fi,f2) függvény 
pontos mélysége k. 
Megjegyzés. Könnyű belátni, hogy ha az Л , / 2 , . . . , /( függvények pontos mély-
sége k, akkor a változók azonosítása esetén egyformák lesznek és 
Azt mondjuk, hogy az / függvénynek a nem pontos mélysége k, ha a mély-
sége k, és a pontos mélysége nem k, vagy nincs pontos mélysége. 
4 . 6 . LEMMA. H A f(xx, x2 , ..., x„)Ç_4la és az / O i , x2 , ..., x„)-nek a nem pontos 
mélysége k, akkor f(xx,xx, ..., x j csak véges sok helyen vesz fel a 0-tól különböző 
értéket. 
Bizonyítás. A lemmát а к szerinti indukció segítségével bizonyítjuk be. Világos, 
hogy ha az f(xx, xx,..., x j -nek a nem pontos mélysége 1 vagy 2, akkor a lemma igaz. 
Legyen a lemma igaz azokra a függvényekre, amelyeknek a nem pontos mélysége 
Legyen az /-nek a nem pontos mélysége k. Akkor f=<p(fx, f2), ahol legalább 
az egyik függvénynek — az fx é s / 2 közül — a mélysége k—\. Az általánosság meg-
szorítása nélkül feltehetjük, hogy az fx mélysége к— 1. 
Különböztessük meg a következő két esetet: 
a) f i és / 2 függvények közül legalább az egyiknek nincs pontos mélysége, 
b) mindkét függvény mélysége pontos, de az / 2 függvény mélysége kisebb, mint 
Az a) esetben a lemma állítása az indukciós lépésből következik, mivel az 
f f f i ) csak véges sok helyen különbözik a 0-tól, a <pfxx, x2) pedig „megőrzi" a nullát 
(<pff 0) — <pf0 , f )=0) ; a b) esetben pedig azfx(xx , ..., xx) és f2(xx , ..., xx) függvények 
alakja a következő: 
Vagyis azt kapjuk, hogy f(xx,xx, ...,xx) = (px(fx(xx, ..., xx), f2(xx, ..., x j ) = 
= (pa(k—l+xx, a+xx), ha x ^ O . Mivel aXk — l, úgy a (pfxx, x2) felépítéséből 
következik, hogy a <pa(k— l + x l 5 a+xß) függvény csak véges sok helyen vesz fel 
nullától különböző értéket. 
ha x = 0; 
ha x # 0. 
1 ,2, ..., k — \. 
k-1. 
Л O i , • 
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4 . 7 . LEMMA. H A a z / ( x l 5 x2)£9íx függvénynek van nem pontos mélysége, akkor 
nem generál határérték-logikát. 
Bizonyítás. Mivel az 9Ia határérték-logikának van egy egyelemű bázisa, min-
den függvényt generálni lehet vele. Legyen f(xx, x^=çx(fx(xt, Xj),f2(xk, x,)), ahol 
az fx és / 2 függvények pontos mélysége к— 1 és {xL, X2}§ {xh Xj, xk, xt}. Vegyük 
a következő eseteket: 
1) f(xx, x2)=(px(fx(xx, x2),f2(xx, x2)). Ekkor az f(xx, x2) a cpx(xx, x2)-ből a vál-
tozók к — 1 hellyel való eltolásával adódik. Éppen ezért az [{/(x l 5 x2)}] függvény-
halmazban nem létezik olyan függvény, amely valamely e'n (\е'п\Шп, n>2) halmazt 
megőrizné (f(e'n, е'п)=е'п). 
2) f(xx, x2) = (p^(<pkf1(xx, x2), (рк~х(хх, x2)), ahol <pl(xx, x2) = <px(xx, x2), 
<Pl(x x ,x 2 ) = (px((p\(x ! , x 2 ) , <p\{x X,x2)),...,(plx(x1,x2) = (pfcp'fHx-,, x2), <plcf1(xx,x2)). 
Vegyük észre, hogy ebben az esetben az f(xx, x2)-t a (pfxx, x2)-ből úgy kapjuk, 
hogy a cpx(xx, x2) minden 0-tól különböző értékéhez hozzáadunk (к — 1 )-et. A bizo-
nyítás további menete analóg az 1) esettel. 
3) f(xx, X2) = <p*(fx(xx, X2),/2(X2, Xj)). 
Mindenekelőtt vegyük észre, hogy minden ft(xx, x2) függvény az értéktáblá-
zatban vagy a diagonális alatt, vagy pedig a diagonális felett minden sorban és min-
den oszlopban legfeljebb csak egy helyen vesz fel 0-tól különböző értéket. Valóban, 
ezt az állítást indukció segítségével könnyű belátni. Ha az fx(xx, x2) és az f2(xx, x2) 
függvények a diagonális alatt (felett) rendelkeznek ezzel a tulajdonsággal, akkor 
az [{f(xx, x2)}]-ben nincs olyan függvény, amely az e'„ halmazt megőrizné. 
A többi eset az 1), 2) és 3) esethez hasonlóan bizonyítható be. 
4 . 1 . T É T E L . Létezik kontinuum sok határérték-logika, amelyek nem nyelik el 
egymást. 
Bizonyítás. A határérték-logika meghatározásából következik, hogy legfeljebb 
kontinuum sok határérték-logika létezik. 
A tételt indirekt módon bizonyítjuk be. Tegyük fel, hogy 9t„és 9 / elnyelik egy-
mást. Az általánosság megszorítása nélkül feltehetjük, hogy 91^3:91p, vagyis lé-
tezik olyan 91^91,, logika, hogy 91{<>91^. Mivel a <pß(xx, x2) függvény generálja 
az 9H logikát, úgy bármilyen homomorfizmus esetében a (pß(xx, x2) függvénynek 
megfelel egy olyan <p'x(xx, x2) függvény, amely az 9tj logikát generálja. A 4.4. lemmá-
ból következik, hogy 9í{^9I a . A 4.6 lemmából következik, hogy a <px(xx, x2)-nek 
pontos mélysége kell, hogy legyen, mert különben [ { ^ ( x j , xx)}] véges függvény-
halmazt homomorf módon le lehet képezni a [{q>ß(xx, x2)}] végtelen függvényhal-
mazra. A 4.7 lemmából következik, hogy ha a <p'x(xx, x2) függvénynek van pontos 
mélysége, akkor semmiféle határérték-logikát nem generál. 
4.2. TÉTEL. Bármilyen természetes k-ra 1) létezik kontinuum sok határ-
érték-logika, amelyek kölcsönösen nem nyelik el egymást és mindegyik logika 
minden bázisa к függvényből áll. 
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Bizonyítás. Legyen £„= {0, 1, 3, ..., 2r+1, ...}, r ëO . Határozzuk meg a 
ípf.x1, x2) függvényt a következő módon: 
- IX, + 1 X2 -f 1 I , . 
- , , 2 ( p A — - — , — - — - 1 , ha (Xj, x 2 ) £ 8 0 X £ 0 ; 
<PAXI, x2) = ( 2 2 ) 
0, különben. 
Könnyű belátni, hogy [{(p!,(x1, x2)}]^[{(p/Xj, x,)}], mivel az 9Ia határérték-
logikát az E$0 halmazról „átvittük" az £0 halmazra, és ily módon megkaptuk az 
= x2)}] határérték-logikát. Definiáljuk а Л;(х) ( i ë l ) függvényt a követ-
kezőképpen : , .. . 
K
 41, ha x = 4z — 2 ; 
/?,• (A) = 4/—2, ha x = 4 /; 
0, másképpen. 
Tk_1 jelölje a következő zárt osztályt: [{/ÍX(X),/Г2(Х), . . . , Át_1(x)}]. Könnyű 
belátni, hogy а osztálynak csak egy bázis rendszere van, és ez éppen a 
{/ (х) , Л2(х), ..., /ífc-i(x)} halmaz. Azt állítjuk, hogy a tételben szereplő logikák 
halmaza az p ? U f t - J } t . 
Valóban, mivel az 9la, ill. az 9Ia logika, mindenekelőtt vegyük észre, hogy 
minden olyan szuperpozíció, amelyben 91.,-beli és / . . j -be l i függvények részt vesznek 
azonosan egyenlő nullával. Éppen ezért az U Tk_} egy olyan határérték-logika, 
amelynek bázisát az 2Ia és a Tk_x függvény osztályok bázisának az összege adja. 
A 4.1 tételből következik, hogy [3Ï , \ jT k _ J és [ 3 / U nem nyelik el egymást. 
Megjegyzés. A tételt általánosítani lehet végtelen bázisú, vagy bázissal nem 
rendelkező határérték-logikákra is. Az első esetben a Tk_x osztály helyett a 7R0 = 
~{lh{x), lh(x), • • •} osztályt kell venni, a második esetben pedig egy olyan F osztályt, 
amelynek nincs bázisa és amelyre minden szuperpozíció, amelyben a Г-ből és az 
5ía-ból is vesznek részt függvények, azonosan egyenlő nullával [5], [6]. 
5 . A m i m n i á l i s é s m a x i m á l i s e l e m e k r ő l a h o m o m o r f s t r u k t ú r á k b a n 
Ebben a részben bebizonyítjuk, hogy a fent vizsgált homomorfizmusokban, 
ill. parciális rendezésekben nincs sem minimális, sem pedig maximális elem. 
5.1. DEFINÍCIÓ. A P határérték-logika minimális, ha bármelyik logika elnyeli 
a F-t. A P határérték-logika maximális, ha a F bármelyik logikát elnyeli. 
Megjegyzés. Nyilvánvaló, hogy nekünk elegendő csak ezt az egy esetet vizs-
gálni, mivel ha 21SÉ93, akkor 2 I< =-93, és ha 2 t < >93, akkor :c93. 
5 .1 . LEMMA. Nem létezik olyan F határérték-logika, amely minden határérték-
logikát elnyel. 
Bizonyítás. A lemmát indirekt módon bizonyítjuk be. Legyen F maximális 
határérték-logika. Akkor a 4.5 lemmában szereplő minden egyes logikához 
létezik a F-ben egy olyan Ax logika, hogy З ^ о / . Ebből következik, hogy az 
Л
а
-Ьап létezik, ga(xx, x2), ill. g'a{xx, x2), hogy [{ф/Xj, x.2)}]ë[{^(Xj, x,)}], ill. 
[{g«(xi, x2)}]s=[WÁxi,*2)}], ahol Ax = [{gx(Xi, x2)}] = [{g^(x1; x2)}]. A 4.4 lemmá-
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ból következik még, hogy ha a = /i, akkor nem hasonlítható össze Л^-val. A fel-
tételezésből pedig következik, hogy a gj.x1, x2) és a gj(x l 5 x2), ill. a g ' f x x 2 ) és 
a gß(xx, x2) függvények nem hasonlíthatók össze. Valóban, ha a Xß és [{ga(xi, x2)}], 
[{g'ß(xx, X 2 )} ] összehasonlíthatók, akkor [ { ( J ^ , X 2 ) } ] ^ [ { G A ( X 1 ; X 2 ) } ] S [ { £ , ? ( * I , 
— [{<Pß(xi, x2)}], vagyis í l /SSl^. Ám ez ellentmond a 4.4 lemmának. Ebből és az 
indirekt feltételezésből következik, hogy a P maximális logika kontinuum sok függ-
vényt kell, hogy tartalmazzon. Ez pedig ellentmond a határérték-logika definíciójának. 
5.2. LEMMA. Létezik olyan határérték-logika, amelyben minden egyváltozós 
függvény rendszáma véges. 
Bizonyítás. Bizonyítsuk be, hogy a 3.1 lemmában szereplő határérték-logika 
rendelkezik ezzel a tulajdonsággal. Könnyű belátni, hogy ha f(x)<í[{iip{xl, x2)}], 
akkor az f(x) rendszáma véges, és azt, hogy bármelyik szuperpozíció amelyben 
részt vesz az f(x) ésg(x), azonosan egyenlő nullával, ahol g(x) = [{/(Pi(x1, x2)}] (/>; X-p). 
• 5.3. L E M M A . Létezik olyan határérték-logika, amelyben minden egyváltozós 
függvény rendszáma végtelen. 
Bizonyítás. Vegyük a 2.4 lemmában szereplő Q határérték-logikát és bizo-
nyítsuk be, hogy ez a logika rendelkezik a kívánt tulajdonsággal. Elegendő bebizo-
nyítani, hogy minden / (x , x, ..., x)€[{ç>(x1; x2)}] függvény, amelynek a mélysége 
к (ks 1), bármilyeny-re ( / > * ) teljesíti az / ( / ( / - i ) - i j ( / _ i ) _ i , . . . , . / ( . / -1)-1) = 
= j(J— X)+2k— 1 egyenlőséget. Ezt az állítást а к szerinti indukció segítségével 
bizonyítjuk be. Világos, hogy ha k= 1, ill. к = 2, az állítás igaz. Feltételezzük, hogy 
az állítás igaz k^n — l esetében is. Bizonyítsuk be k = n esetére is. Ha az/-nek a mély-
sége n, akkor f=(p(fi, /2), ahol az / és az / függvény mélysége nem nagyobb mint 
n — 1, és legalább az egyik függvény mélysége и —1. Legyen ez a függvény az / . 
Ekkor az indukciós feltételezésből következik, hogy /(y(j—1), ...,j(j—l)) = 
= /0'— 1)+2(я — 1) — 1. Vagyis azt kapjuk, hogy 
f { j ( j - 1) - 1, • • • , J U - 1) •-1) = <P(.JÜ- 1) •+ 2(n - 1) -1, 
/2( . /С/-1)•- 1, ..., j ( j - 1) - 1)) = max (JU- 1 ) + 2 ( n - 1 ) - 1 , d) + 2 = 
— j(j— 1) + 2и —1, 
ahol d = f 2 ( j ( j - 1 ) - 1 , ...,j{j— 1)— l) S 2(и— l)+y(./— 1). 
5.4. LEMMA. Nem létezik olyan P határérték-logika, amely elnyeli az összes 
többi logikát. 
Bizonyítás. A lemmát indirekt módon bizonyítjuk be. P legyen minimális határ-
érték-logika. Vizsgáljunk meg két esetet: 
1) P tartalmaz olyan g(x) függvényt, amelynek a rendszáma véges. Nyilván-
való, hogy a [{g(xj}] és az [{/(x)}] függvény osztályok kölcsönösen nem nyelik el 
egymást, pontosabban a g(x) véges rendszámú függvényeket nem lehet homomorf 
módon ráképezni az / (x) végtelen rendszámú függvényekre (/(x)-szel, ill.g(x)-szel 
az 5.3, ill. 5.2 lemmában szereplő függvényt jelöljük). 
2) Ha P csak olyan / (x) függvényt tartalmaz, amelynek a rendszáma végtelen, 
akkor szintén nem lehet a [{g(x)}]-re leképezni. 
Az 5.1 és az 5.4 lemmából következik az: 
5 . 1 . T É T E L . Nem létezik sem minimális, sem pedig maximális határérték-logika. 
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DEMTROVICS JÁNOS 
MTA SZÁMÍTÁSTECHNIKAI ÉS AUTÓMATIZÁLÁSI KUTATÓ INTÉZET 
1502 BUDAPEST XI., KENDE U. 13—17. 
О ГОМОМОРФИЗМАХ ПРЕДЕЛЬНЫХ ЛОГИК 
Я. Д е м е т р о в и ч 
В настоящей работе рассматриваются некоторые естественно возникающие отношения 
частичного порядка на множестве всех предельных логик. С помощью этих отношений опре-
деляются отношения эквивалентности, развивающее множество всех предельных логик 
на классы эквивалентности. В работе доказывается, что эти эквивалентности существенно 
отличаются друг от друга. Далее доказывается, что число классов эквивалентности в каждом 
из рассматриваемых случаев равно континууму. Более того доказывается, что для любого 
натурального числа k (1 максимальная мощность попарно неэквивалентных предель-
ных логик, обладающих базисом, состоящим ровно из к функций, равна континууму. Также 
показано, что для рассматриваемых отношений несуществует ни максимальных, ни мини-
мальных предельных логик. 
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M E G J E G Y Z É S E K A P O P U L Á C I Ó F E J L Ő D É S I 
M O D E L L E K D I F F E R E N C I Á L E G Y E N L E T E I R Ő L 
G Y Ő R I ISTVÁN 
Szeged 
A dolgozatban bebizonyítunk egy, a funkcionál differenciálegyenletekre vonatkozó új össze-
hasonlítási tételt. A tétel felhasználásával az (1.2) és az (1.3) differenciálegyenlet megoldásainak 
a korlátosságát és az x = 0 megoldás stabilitását vizsgáljuk. 
Biológiai populációk időbeli változásának leírására számos matematikai modell 
ismeretes. Az első ilyen modellt 1907-ben A. J. LOTKA [12] adta, majd továbbiak 
találhatók pl. K . L . COOKE [2] F . HOPPENSTEADT és P . WALTMAN [8, 9], K . L . COOKE 
és A. J. YORKÉ [3, 4] munkáiban. 
A . J. LOTKA populáció fejlődési modelljének megalkotása során a következő 
feltételekből indult ki: 
1. A populációt alkotó egyedek általános tulajdonságaikat tekintve egy osz-
tályba tartoznak, különösen az életperiódusukat befolyásoló tényezőket figyelembe 
véve, vagy ha különböző osztályba tartoznak is (pl. hímek és nőstények az élő orga-
musok sokaságában), az egyes osztályok közötti arány időben állandó ; 
2. Az egyedek élettartama független a populációt alkotó egyedek számától 
és a közöttük levő életkormegoszlástól; 
3. Különösen az élettartam szempontjából a populáció általános állapotát 
befolyásoló külső körülmények időben állandók. 
Ezekből a feltételekből LOTKA [12] a populáció fejlődésének leírására az 
egyenletet nyerte, ahol x(t) a populációban található egyedek számát, Btx a t idő-
pontban az időegység alatt született, míg D,
 x, az időegység alatt elhalt egyedek 
számát jelöli. 
K . L . COOKE és J. A. YORKÉ [4] a fentieken túl feltételezte a következőt : 
4. Az egységnyi idő alatt született egyedek száma csak a populáció terjedelmé-
nek függvénye, más szóval Bux=g(x(tj), ahol g(x) adott függvény. 
Tekintsük először azt az esetet, amikor a populációhoz tartozó egyedek élet-
tartama állandó, mondjuk r > 0 . Ebben az esetben a t időpillanatban egységnyi idő 
alatt elhaló egyedek száma D,
 x — B,_r x, azaz Dl x=g(x(t — r)). 
így az (1.1) alapján a populáció fejlődést az 
1. Bevezetés 
(1.1) X(0 = b 1 > x - A t,x 
(1.2) x(t) = g ( x ( O ) - g ( . v ( f - / 0 ) 
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retardált argumentumú differenciálegyenlet írja le. Ha a populációban szereplő 
egyedek élettartama nem azonos, hanem bizonyos időtől független F(s) valószínű-
ségi eloszlás szerint a [0, r] intervallumba esik, akkor a t időpillanatban az egységnyi 
idő alatt elhaló egyedek száma 
г 
A.X = ./' g(x(t-S))dF(s). 
6 
Itt r a maximális élettartamot jelöli, F (0)=0 és E ( r ) = l , továbbá F(s) a [0, r] inter-
vallumon monoton nem-csökkenő függvény. 
így a populáció fejlődésének leírására a következő K . L. COOKE és J. A . YORKÉ 
[4]-től eredő differenciálegyenlet adódik: 
r 
( 1 . 3 ) x(t) = g ( x ( t ) ) ~ f g(x(t-s))dF(s). 
0 
Ez az egyenlet az (1.2) egyenletet is magába foglalja. 
Az (1.2), illetve az (1.3) egyenlet x(t) megoldásának valamely [r0, intervallu-
mon történő meghatározásához szükségünk van az x(t) értékeire a tÇ[t0 — r, r0] 
értékeknél is. így az (1.2), illetve (1.3) egyenlet megoldása alatt olyan, a [í0 — r, °°)-en 
folytonos x(t) függvényt értünk, amely a [?0, °o)-en eleget tesz az (1.2), illetve (1.3) 
egyenletnek. 
E dolgozatban az általános jelölések bevezetése után bebizonyítunk egy, a 
funkcionál differenciálegyenletekre vonatkozó új összehasonlítási tételt. Ennek 
a tételnek a felhasználásával az (1.2), ill. az (1.3) differenciálegyenlet megoldásainak 
korlátosságát, ill. az x = 0 megoldás stabilitását vizsgáljuk. Többek között meg-
mutatjuk, hogy ha g(x) az x = 0 valamely környezetében folytonosan differenciál-
ható és I - 1, akkor az (1.2) egyenlet x = 0 megoldása stabil, míg д(0)/->1 
esetén nem stabil. 
2. Jelölések, definíciók 
A valós számok halmazát R-rel, a nem negatív valós számok halmazát i?+-szal 
jelöljük. Egy adott r > 0 számra legyen С a [—r, 0] intervallumon folytonos valós 
függvények Banach-tere, és bármely rpÇC-re legyen \\(p\\ = max <p(s)\. Tetsző-
- r S s S O 
leges 0 állandóra legyen CL={cp£C:\\(p\\<L}, bármely monoton nem-csökkenő 
<p0(s)£C függvényre 
K(pa = {ç>ÇC:|<jo(-r)| S |ç»0(-r)|, ^ а ) ~ <PC4)I = (p0(s2)-(poisj, 
Legyen a£R+ és x(t) a [a — r, o+a) intervallumon folytonos függvény, 
ekkor bármely rögzített í£[er, о + а)-та x,-vel jelöljük az x, = x,(s) = x ( / + í ) £ C 
függvényt, ahol - r S i ^ O . 
A 
(2.1) x(t)=f(t,x,) 
egyenletet, ahol f(t, cp): RXC^R, retardált típusú funkcionál differenciálegyenlet-
nek, vagy röviden funkcionál differenciálegyenletnek nevezzük. 
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A (2.1) funkcionál differenciálegyenlet több ismert egyenlettípust foglal magába: 
a) Közönséges differenciálegyenletek. Ha bármely <p£C-re f(t, ip)=g(t, <p(0j), 
ahol g(t, x): RXR^R. akkor a (2.1) egyenlet az 
x(t)=g(t,x(0) 
közönséges differenciálegyenlet. 
b) Retardált argumentuma differenciálegyenletek. Ha bármely cp Ç C-re f(t. tp) = 
= g(t, (p(0j)-g(t, (p(-rj), ahol g(t, x):RXR~R, akkor a (2.1) egyenlet az 
x(í) = g(t,x(t))-g(t,x(t-r)) 
retardált argumentumú differenciálegyenlet. 
c) Integro-differenciálegyenletek. Ha pl. bármely ipkC-rc f(t, cp) = q>(0) — 
о 
— J tp(s) dP(s), ahol P(s) a [ —r, 0] intervallumon korlátos változású függvény, 
r 
akkor a (2.1) egyenlet az 
о 
x(t) = x(t)~ f x(t+s)dP(s) 
—г 
integro-d ifferenciálegyen let. 
2.1. DEFINÍCIÓ. A Z X(?) függvényt a ( 2 . 1 ) egyenlet megoldásának nevezzük 
a [a — r, a+a) intervallumon, ahol a^R és a£R+ adott, ha x(/) a [<r — r. a+a) inter-
vallumon értelmezett folytonos függvény, továbbá minden í£[cr, а + а)-та differen-
ciálható, és kielégíti a (2.1) egyenletet. 
2 . 2 . DEFINÍCIÓ. Azt mondjuk, hogy x(t) a ( 2 . 1 ) egyenlet (a, cp) kezdeti érték-
hez tartozó megoldása a [<r. a+a) intervallumon, ahol (<r, <p)£/?XC és a f R
 + 
adott, ha x(t) а [a—r, a+a) intervallumon a (2.1) megoldása és x,a = cp. 
Most tegyük fel, hogy / ( / , 0) = 0 és / ( , cp):R+ X CL^R folytonos függvény, 
0 adott. 
2.3. D E F I N Í C I Ó . A (2.1) egyenlet x = 0 megoldását stabilnak nevezzük, ha 
tetszőlegesen rögzített Г„ —0 esetén: 
(i) található olyan K=K(t0)>0 állandó, hogy a (2.1) egyenlet (t0, cp)£R+XCK 
kezdeti értékhez tartozó bármely x(f0, <p)(t ) megoldása létezik [?(), °°)-en, és ott 
x,(t0,(p)eCK; 
(ii) bármely с >0-hoz létezik olyan ö=ő(t0, e) > 0 állandó, hogy a (2.1) egyenlet 
(/„, cp)£R+XCô kezdeti értékhez tartozó bármely x(t0, <p)(t) megoldására x,(t0, cp) Ç С, 
( í 0 Sí<°о) . 
3. Egy összehasonlítási tétel 
Ebben a fejezetben bebizonyítunk egy új összehasonlítási tételt. Összehasonlí-
tási tételek és ezek alkalmazásai pl. [10] és [ll]-ben találhatók. 
Az összehasonlítási tételekben a (2.1) egyenlet megoldásait becsüljük az 
*0) = s(t, x(t), x,) 
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majoráló differenciálegyenlet megoldásaival, feltéve, hogy 
I / ( / , cp)I ^ g(t, |<p(0)|, \<p\), (t, <p)£[ío, oo)XC. 
Az eddig ismert összehasonlítási tételekben a majoráló differenciálegyenletben sze-
replő g(t, x, cp): [f0, °°)Xi?+ X C—f?+ függvény a cp változójában monoton nem-
csökkenő. 
Következő tételünkben a x, <p) függvény <p változójában való monotonitása 
helyett a majoráló egyenlet megoldásának unicitását tesszük fel: 
3.1. TÉTEL. Legyen t0 adott állandó f(t, (p):[t0, ° J X C J — F folytonos függvény és 
(3.1) \/{t,cp)\^co(t, \q>\, \<p(0)-cp\), (t,(p)e[t0,~>)XCL, 
ahol ai(í, ф, i/z):[t0, ° ° )XC t XC 2 L — b á r m e l y rögzített í£[í0 , °°)-re a cp, illetve 
ф változójában monoton nem-csökkenő függvény és 0 < L < Ha <p(i £ CL nem ne-
gatív, nem-csökkenő függvény, és az 
(3.2) ú( í ) = co(t, u„ u(t)-ut), t ё t0, 
egyenlet (t0, <p„) kezdeti értékhez tartozó megoldása létezik és egyértelműen meg-
határozott [to, °°)-en, továbbá u,£CL (t0^t< akkor a 
(3.3) x(t)=f(t,xt) 
egyenlet bármely (pÇ.Kq>0 kezdőfüggvényhez tartozó x(t0, <p)(t) megoldása létezik 
[t0, °o)-en, és ott 
(3.4) |x(í0, <p)(0l — Фо, (po)E), |*('o, $0(01 s ù(t0, <Ро)(0-
Bizonyítás. A lokális egzisztenciatétel alapján (lásd [7]) található 0 állandó 
úgy, hogy a (3.3) egyenlet (t„, cp) kezdőértékhez tartozó x( / )=x( / 0 , cp)(t) megoldása 
létezik a ? 0 S í < í 0 + Á intervallumon és ott x ,£C L . 
Legyen [t0, T] tetszőlegesen adott intervallum, amelyen x(í0, <p){t) létezik. 
Ekkor a tétel feltételei, valamint [7] alapján található olyan n0 egész szám, hogy az 
(3.5) ù(t) = œ(t, ut, u(t)-ut)+ —, n ё no, 
n 
egyenlet (í0, (p0) kezdeti értékhez tartozó u(n)(t}=u(")(í0, (p0)(t) megoldása létezik 
a [tü, T]-n. Továbbá uw(t0, (p0)(t)-»u(t0, (p0)(t) (n-> + °°) és ut(n\t0, (pa)€CL, minden 
te[t0, T}-re. 
Legyen 
(3.6) • ßn = i n f{ í£ [ Í 0 , T] : |X(T)| < Ú«(T), T£[/„, t)} 
minden иёи0-га. 
A (3.1), (3.3) és (3.5)-ből 
(3.7) |x(t0)| = g{to, \q>\, |<p(0)-<p|) < g(to, <Po, <Po(0)-<Po) + - = ù^(t0), 
így ßn > 'о-
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Tegyük fel, hogy ß„<T. Ekkor í£[ í 0 , ß„)-re 
(3.8) |x(í)| < üM(f), \x(ßn)\ = «<">(/?„), 
így 
(3.9) |* (0 | ^ и(в)(0» 'о S t S ßn, 
ugyanis |x(t0)| = |<p(0)| s <pn(0) = M<»>(í0). 
A (3.8) és (3.9)-ből a (3.3) és a (3.5) egyenlet felhasználásával az 
л<")(ю = |À ( / /л = m , x j i < co(ß„, = Ú J A ) 
ellentmondásra jutunk, így ß„=T. Mivel [f0, Г] tetszőleges olyan intervallum, 
amelyen x( í )=x( l 0 , tp)(t) létezik, így a (3.8) és (3.9) egyenlőtlenségek alapján 
(3.10) |x(í)| == u(t) = lim uM(t), |x(í)| = ú(t) = lim n(n>(i) 
П - + " П — + 0O 
minden olyan ra, amelyre x ( t )=x( í 0 , ip)(t) létezik. 
Jelölje [í0, T ) azt a maximális intervallumot, amelyen x(?)=x(/0 , <p)(t) léte-
zik. Ha F * < oo, akkor [7]-ből tudjuk, hogy 
lim max {||x,(/0, (p)\\, ||x((í0, ф)||} = 
t-T* 
ami ellentmond (ЗЛО)-пек. 
így x(r0, (p)(t) létezik a [í0, intervallumon, és ott eleget tesz a (3.4) egyenlőt-
lenségnek. Ezzel a tétel bizonyítása teljes. 
A fenti tétel alkalmazásaként bebizonyítjuk a következőt: 
3.2. TÉTEL. Legyen / ( / , (p):[t0, °°)XC-*R folytonos függvény, t0£R adott,. 0 
és J \(p(0)-(p(s)\dp(s)x0 esetén 
1 f ( t , <P) 1 (3.11) sup lim sup 
Mi-о f \<p(0)-<p(s)\dP(s) 
= a0 
ahol P{s) a [—r, 0] intervallumon monoton nem-csökkenő, nem-állandó függvény. 
о 
Ha/( r ,<p)=0 minden olyan С függvény re, amelyre J \cp(Q) — (p(s)\dP(s) = Oés 
— r 
(3.12) b0 = r-a0-P(O) < 1, 
akkor van olyan c > 0 és 0 állandó, hogy a (2.1) egyenlet bármely (p£CK kezdő-
függvényhez tartozó x(í0 , <p)(t) megoldása létezik [?0, °°)-en és 
(3.13) | х ( / 0 , Ф ) ( 0 | ^ с . | | < р | | , / € [ f 0 , ~ ) . 
A tétel bizonyítása során felhasználjuk a következőt: 
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3.1. LEMMA. Legyen ß (s ) A [ — г, 0 ] intervallumon monoton nem-csökkenő 
függvény, Q( — r) = 0 és r • Q(0) < 1. Ekkor a 
о 
(3.14) x(t) = f [x(t)-x(t + s)]dQ(s) 
—r 
egyenletnek bármely (tk, cp)£RXC kezdeti értékhez pontosan egy x(tk, (p)(t) meg-
oldása tartozik a [tk, °°)-en, és 
(3.15) 
ahol CjíG^-O állandó, továbbá 
1 0 h 
(3.16) lim x( í j , (p){t) =
 5 [<p(0)~ f { f qr{u)du}dQ{s)]. 
1+ f sdQ(s) -r '1+s 
— r 
Bizonyítás. Ha (f1; (p)£RXС tetszőlegesen rögzített, akkor a (tk, cp)-n áthaladó 
x(h, <P)(0 megoldás létezése és unicitása [7]-ben bizonyított. Ugyanakkor [13]-ból 
(2. tétel) nyerjük, hogy a lemma feltételei mellett 
(3.17) x{t1,(p){oo) = lim x ( h , ( p ) { t ) 
t - + oo 
létezik és véges. Rögzítsük ^-et. és tetszőleges °°)-re definiáljuk a T(t; tJ-.C—C 
operátort a T(t; t1)cp=x,(t1, <p) összefüggéssel. Ekkor világos, hogy T(t; tj) lineáris 
korlátos operátorok egy paraméteres serege, továbbá ||F(í; /т)е/з|[ minden 
(t, (p)k.[t\, °°)XC-re, ahol cv a (p-tői függő állandó. így a Banach—Steinhaus-tétel 
alapján létezik olyan c1 = c1(t]) állandó, amellyel (3.15) teljesül. A (3.16)-ot bizonyí-
tandó vegyük észre, hogy a (3.14) egyenlet (p , ip)-n áthaladó х(р, cp)(t) megoldása 
eleget tesz az 
0 ( 
x(f ) = f { f x(u)du}dQ(s) + d, t S h, 
— r f+j 
egyenletnek, ahol 
d=cp(0)- J{ Jtp(u)di,}dQ(s). 
- r Í J + S 
Ezt felhasználva nyerjük, hogy 
о 
x(h, cp) (<=>) = - x ( / j , <p)(oo) f sdQ(s) + d, 
— T 
amiből a (3.16) világos. 
Ezzel a lemma bizonyítása teljes. 
3.1. Megjegyzés. Legyen ß(s) = 0 ( j < —r) és Q(s) = a (s^—r). Ekkor a (3.14) 
egyenlet az 
x(í) = a[x(t) - x(t - r)] 
egyenlet, ahol a > 0 állandó. Ha a r c 1, akkor a (3.16) formula a [6] 4. Következmé-
nyében adott összefüggés. A (3.16)-hoz hasonló formulák találhatók pl. [5]-ben. 
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Ezután térjünk rá a tétel bizonyítására. Legyen a x > 0 olyan állandó, amelyre 
a x > ű 0 és 
(3.18) bx = rax P(0) < 1. 
Ekkor (3.11) alapján létezik olyan L > 0 állandó, hogy 
о 
(3.19) \f{t,cp)\ ^ax f \<p(P)-<p(s)\dP(s), *€[/„,-), 
— r 
minden cp^CL-re. 
Legyen (ptCKl tetszőlegesen rögzített, ahol 
(3.20) Ki = j e ~ 2 b i r . 
A lokális egzisztenciatétel alapján található /?>0 állandó úgy, hogy a (2.1) egyenlet 
(?„, cp)£R+ XCKl kezdeti értékhez tartozó x(t)=x(t0, cp)(t) megoldása létezik 
a t0^t^t0 + h intervallumon, és ott x f C L , ugyanis x,0 = (p£CKl és KX<L. Jelölje 
[r0, tx) azt a maximális intervallumot, amelyen x(t0, cp)(t) létezik. Ha f o C / j S ^ + r, 
akkor [7]-ből tudjuk, hogy létezik olyan t0<t<tx, amelyre x,(t0, (p)$ CL, azaz a 
Г = {f€[fo,íi]:Hx((fo,«>)ll = L} 
halmaz nem üres. Legyen T= 'mf Г. A (2.1) egyenletből és (3.19)-ből 
( ( 
II*,Il S M + f \f(M,xu)\du S Ы+2-h f | |xj |du, 
fo 'o 
azaz a Bellman-egyenlőtlenség (lásd [1]) alapján 
(3.21) ||x,|| s 2 M|e 2 i " <'-">> s 2\\(p\\e2bir, t0 ^ t s T. 
Ez utóbbi egyenlőtlenségből és (3.20)-ból az L = | | x T | | < L ellentmondásra jutunk, 
azaz Г üres halmaz. így x(tn, q>)(t) а [/„, t0 + r] intervallumon létezik, és (3.21) alap-
ján x,(t0, cp)£CL, (t0^tSt0+r). Ha most (pdCK, ahol 
és cx = cx(t0+r) a (3.15) összefüggésben adott állandó, akkor amint láttuk 
x,0+r(?o, <p)€CL, és (2.1), illetve (3.19) alapján 
l*t,+r(í)| = \f(to + r + s, x í o+ r+s)| = 2bjxto+r+s(t0, <p)|j. 
Ezt és (3.21)-et felhasználva a (3.22)-ből azonnal adódik, hogy ha 
(3.23) M s ) = ||А
Го+г(/0, ф)|| + (г + 5)||х<0+г(/о» Ç»)l|, 
akkor ||i/i0|| ^ (2 + 4rbj)e2 b i r<L. A 3.1. lemma állítása szerint Q(s) = a0P(s) esetén 
a (3.14) egyenlet (t0 + r, ф(1) kezdeti értékhez tartozó u(t0 + r, \j/0)(t) megoldása, 
létezik a [t0 + r, °°)-en. és ott 
(3.24) 0 s u(t„ + r, >l/0)(t) == СгШ\ S cx(2+4rbx)e2h>'\\(p\\. 
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Másrészt (3.22) és (3.24)-ből u,(t0 + r, ij/„)Ç_CL. így a 3.1 tételt felhasználva nyerjük, 
hogy a (2.1) egyenlet (t0 + r, x,0+r(?0, <p)) kezdeti értékhez tartozó bármely 
x(r0 + r, x í ( i+r(?0, <p))(t) megoldása létezik [/0 + r, <=°)-en, és ott 
( 3 . 2 5 ) | * ( Í 0 + R, x,0+r(t0, q>))(t)I u(t0 + r, ф0)(1), 
ugyanis (3.23) alapján x,0+r(t0, (p)£K^0. Ebből világos, hogy x(t0, <p)(t) létezik 
a
 intervallumon, továbbá (3.21) és (3.25)-ből 
Ix(t0, <p)(t)I 3= c\\<p\\, <p£CK, t s t0, 
ahol 
с = max {2, c1(2 + 4rb1)}e26ir. 
Ezzel a tétel bizonyítása teljes. 
A 3.2 tétel alapján nyerjük a következőket: 
3.1. KÖVETKEZMÉNY. Ha a 3.2 tétel feltételei teljesülnek és / 0 =0, akkor a (3.3) 
egyenlet x = 0 megoldása stabil. 
A következmény bizonyítása a 3.2 tétel alapján világos, hiszen cp£CK esetén 
a (3.3) egyenlet (t±, (p) (t1^R+), kezdeti értékhez tartozó bármely x(?1; (p)(t) meg-
oldása létezik [?l5 °°)-en. Továbbá tetszőleges s > 0 esetén a (3.3) egyenlet <p£Cö. 
<5 = min J-^-, k J , kezdőfüggvényhez tartozó bármely x(/x, <p){t) megoldására 
|x(í1; <p)(t)ISe (t^h). 
4. Az eddigi eredmények alkalmazása a populációfejlődési modell 
differenciálegyenleteire 
A populációfejlődés leírására felállított (1.3) egyenlet speciális esete a (3.3) 
egyenletnek, ugyanis P(s) = 1 —F(—s), 0=s^r, és 
о 
(4.1) f(t,q>)= f[g(<p(0))-g(cp(s))]dp(s), (t,q>)Ç[t0,~)xC, 
—г 
esetén a (3.3) egyenlet az (1.3) egyenlet. Ezt felhasználva nyerjük: 
4.1. TÉTEL. Legyen 
(i) g(x) az K-en folytonos és a (—m, m)-tn folytonosan differenciálható függ-
vény, ahol 0 állandó; 
(ii) F(.sj a [0, r]-en monoton nem-csökkenő függvény, F(0) = 0 és F(r)=]. 
Ha |g(0) | r< l , akkor az (1.3) egyenlet x s O megoldása stabil. 
Bizonyítás. Legyen f(t, <p) a (4.1)-ben adott. Ekkor 
lim sup g ^ ^ = Ц(0)| 
/ |<p(0) —<p(j)|i/F(i) 
—r 
és így az r | J (0)< 1 feltétel és a 3.1 következmény alapján az állítás nyilvánvaló. 
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A fenti tételben a jg(0)jr<l feltétel fontos, ugyanis g(0)r>1 esetén igaz a kö-
vetkező : 
4 . 2 . T É T E L . H A teljesül a 4 . 1 tétel (i) feltétele, továbbá g(0) r> l , akkor az 
(1.2) egyenlet x = 0 megoldása nem-stabil 
Bizonyítás. Mivel g (0) r> l , így található olyan L > 0 állandó, amelyre 
(4.2) k0 = r min g(x) > 1-
|X |3L 
Tegyük fel, hogy az (1.2) egyenlet x=0 megoldása stabil. Ha most t0^0 tetszőle-
gesen rögzített, akkor található olyan ü = ű(r0, L)£(0, L) szám, hogy bármely cplC6 
esetén az (1.2) egyenlet (t0, cp)-hez tartozó megoldásai léteznek [r0, °°)-en. Továbbá, 
ha x(t0,cp)(t) az (1.2) egyenlet (/„, <p)-en áthaladó megoldása, akkor x,(t0, cp)£CL 
Legyen Я0 a 
Я = — [1 - e ~ X r ] 
r 
egyenlet valamely pozitív valós gyöke. Ilyen valós gyök létezése könnyen megmu-
tatható. 
Legyen cp0(s)=cex,>s, ahol a c > 0 állandót úgy választottuk meg, hogy (p0Ç Cô  
fennálljon. 
Ekkor az (1.2) egyenlet bármely (í0, cp0)-án áthaladó megoldása létezik [í0, °°)-en, 
és ott 
x,(t0, (PO)£Cl. 
Mivel g(x) folytonosan differenciálható, és t/(x)>0 a (—L, L)-en, így könnyen meg-
mutatható, hogy x(t0, (p0)(t) az (1.2) egyenlet egyértelműen meghatározott monoton 
nem-csökkenő megoldása. 
A g(x) differenciálhatósága alapján 
g(x(0)-g(x(t-r)) = g(A0)lx(0-x(t-r)], 
ahol min {x(í)> x(t — r)}^Ç(0=max (x(t), x(t — r)}. Legyen (t, cp)€ [í0, » ) XCL-re, 
co(t, cp(0), q>(0) — (p) = g(m)[<p(0)-<p(-r)] 
ekkor x(t0, <pQ)(t) a (3.2) egyenlet egyértelműen meghatározott megoldása [í0, oo).en. 
Ha 
fit, <p) = ^[(p (0) -ф (-/•)], (í, cp) e [t0, oo) x cL, 
akkor (4.2) alapján 
I f i t , cp) I = ^ | ф ( 0 ) - ф ( - г ) | | ^ ( i ( 0 ) | |<p(0) —<p(—r)| S co(t, cp0, cp0(0) — cp0), 
bármely cpíK^-ra. 
Tekintsük az 
(4.3) m(t) = h[m(t)-m(t-r)] 
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egyenletet. A 3.1 tétel alapján ennek az egyenletnek a (/0, tp0)-n áthaladó m(t0, <p0)(t) 
megoldására : 
(4.4) Im(t0, <Po)(Ol ^ x(t0, <p0)(t) S L, t S /„• 
Másrészt a (4.3) egyenlet <p0(s) = с • ел°s kezdőfüggvényhez tartozó megoldása 
m(t0, (p0)(t) = ce'ot, ahol ami ellentmond (4.4)-nek és az (1.2) egyenlet x = 0 
megoldása stabilitásának. 
Ezzel a tétel bizonyítása teljes. 
Az (1.2) egyenlet megoldásainak korlátosságát vizsgálva bebizonyítjuk a kö-
vetkezőt: 
4 . 3 . TÉTEL. Legyen g(x) az R-eN folytonosan differenciálható függvény, r=»0 
állandó. Ekkor 
(a) r lim sup \д(х)\< 1 esetén az (1.2) egyenlet bármely, a [/q, °°) intervallumon, 
X-- + oo 
t0£R+, értelmezett megoldása felülről korlátos; 
(b) r lim inf g (x )> l esetén az (1.2) egyenletnek létezik a [t0, intervallumon 
X — +00 
felülről nem-korlátos megoldása. 
Bizonyítás. Az állítás első felét bizonyítandó, legyen 0 olyan állandó, 
amelyre 
(4.5) a = sup |з(х)| < —. 
x = K r 
Ilyen К a feltételek alapján létezik. 
Tegyük fel, hogy az (1.2) egyenletnek x(t) felülről nem-korlátos megoldása 
a [í„, °°)-en. Ekkor |[4], 2. tétel| alapján x( í )—+ (/—+<*>). így létezik olyan 
Г > / 0 állandó, amelyre T — r ^ t esetén x( / )>K. Legyen c > 0 állandó olyan, amelyre 
(4.6) |x(0| < c(ar)"r, T-r s t s T. 
Ekkor megmutatjuk, hogy bármely i s f - r e 
(4.7) |x(í)| < c(ar)"r. 
Ha (4.7) nem teljesül minden t^T-re , akkor a 
Г = {t£[T, oo):|x(/)| = c « } 
halmaz nem üres és i n f T = /1>-T. A tx definíciója alapján Г — e s e t é n 
(4.8) |x(/)| < c(ra)',r és |х( / ) | = c(ra)'l/r. 
Ugyanakkor az (1.2) egyenletből és (4.5)-ből 
(4.9) |x('i)| S | g ( * ( * i ) ) - g ( * ( f i - r ) ) | u l x í / j - x ^ - r ) ! , 
ugyanis x j j ^ Á " és x{t1-r)>K. A (4.8) alapján 
'l tl-r 
|x(íi)-x(/i-r)| == f \x(s)\ds < cr(ar) - , 
U-r 
azaz (4.9)-ből a 
c(ra)n/r = |х(/)| < c(ra),l!r 
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ellentmondásra jutunk. Ebből következik, hogy Г üres halmaz, azaz a (4.7) egyen-
lőtlenség minden i ë F - r e igaz. így (4.7)-ből t ë F e s e t é n 
t 
К ä x(t) t£ х(Г) + f |x(j)ífc ^ x(T) + cr(ar)T,r. 
т 
Ez utóbbi ellentmond feltevésünknek, amely szerint az (1.2) egyenlet x(t) megoldása 
felülről nem korlátos a [t0, °=)-en. 
Ezzel a tétel állításának első felét bebizonyítottuk. 
Tekintsük a (b) esetet és legyen K > 0 állandó olyan, amelyre 
(4.10) b = inf g (x) > —-. 
x^K r 
Legyen x(t) az (1.2) egyenlet olyan megoldása [t0, °°)-en, amelyre x(t)>K 
(t0-r^tSt0), és 
x(t) > c(ar)"r, ío-r^íS/o, 
ahol c > 0 adott állandó. 
Ekkor a (4.7) egyenlőtlenség bizonyításához hasonlóan könnyen megmutat-
ható, hogy 
x(t) > c(ar)t,r, í0 s ( < 
így í €[üb °°)-re 
t 
/
ГС 
X(J) ds Ë X(/q) + [(ar)"' - Çetry"], 
In ar 
'0 
azaz lim x(t) = +°° , ugyanis a r > 1. 
Ezzel a tétel bizonyítása teljes. 
Köszönetet mondok D R . P I N T É R LAJOsnak, a Szegedi József Attila Tudomány-
egyetem docensének a dolgozat elkészítése során nyújtott értékes tanácsaiért. 
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SZÁMÍTÁSTECHNIKAI KÖZPONT 
6720 SZEGED, SOMOGYI BÉLA U. 4. 
R E M A R K S O N T H E D I F F E R E N T I A L E Q U A T I O N S O F T H E M O D E L S 
O F P O P U L A T I O N - G R O W T H 
I . GYŐRI 
In this article the boundedness of the solutions as well as the stability of the solution x=0 of 
retarded deferential equations and integro-differential equations used for models of population-
growth are studied. The investigations are based on a new comparison theorem regarding for func-
tional-differential equations. 
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NUMERIKUS MÓDSZEREK KONFERENCIA 
Keszthely, 1973. szeptember 2—7. 
A Bolyai János Matematikai Társulat 1973. szeptember 2—7. között numerikus módszerek 
konferenciát rendezett Keszthelyen. A konferencián kb. 90 külföldi és mintegy 60 magyar mate-
matikus vett részt. A külföldiek nemzetiség szerinti megoszlása a következő volt: 
4 matematikus a Szovjetunióból, 
8 matematikus az USA-ból, 
11 matematikus Nagy-Britanniából, 
8 matematikus az NSZK-ból, 
11 matematikus az NDK-ból, 
18 matematikus Csehszlovákiából. 
Ezen kívül voltak még franciák, lengyelek, románok, olaszok, osztrákok, írek, és Belgium, Svéd-
ország és Nigéria is képviseltette magát. A vendégek között üdvözölhettük a matematika élvonalá-
ban haladó, a numerikus matematika kiváló művelőit, többek között: 
a magyar származású LÁNCZOS CORNEL professzort, akivel a magyar matematikusok ez alkalom-
mal találkozhattak utoljára; 
ANDREJ NIKOLAJEVICS TYIHONOV a k a d é m i k u s t , a m o s z k v a i e g y e t e m p r o f e s s z o r á t ; 
L . COLLATZ, L . F o x , W . GIVENS, A . R . MITCHELL, A . A . SZAMARSZKIJ, V . N . FADDEEVA, 
J . TODD, J . H . WILKINSON és M . ZLAMAL p r o f e s s z o r o k a t , a k i k n a p j a i n k b a n a l e g j o b b a n m ű -
ködő numerikus iskolák vezetői. 
A konferencia nyitó előadását LÁNCZOS CORNEL professzor tartotta Legendre és Chebisev 
polinomokról. Az utóbbi években az alkalmazások és az elmélet szempontjából is egyre fontosabb 
kérdéskör a véges elemek módszere. Ennek jelentőségét a számítógépek nagy lendülettel fokozódó 
fejlődése adja, mivel ezáltal a módszerek gépi számolására is lehetőség nyílik. A kérdéskörben 
érdekes előadásokat tartottak A. R. MITCHELL, M. ZLAMAL és P. A. RAVIAT. A klasszikus analízis 
n u m e r i k u s p r o b l é m á i v a l f o g l a l k o z o t t J . TODD, L. FOX, W . GIVENS, O . TAUSSKY-TODD, V . N . FAD-
DEEVA, J . H . WILKINSON és A . A . ABRAMOV e l ő a d á s a , m e l y e k a d i f f e r e n c i á l e g y e n l e t e k n u m e r i k u s 
megoldási módszereit, mátrix sajátérték számolási problémáit és a numerikus analízis speciális 
kérdéseit érintették. 
A matematika alkalmazási problémáiról tartottak kiemelkedő összefoglaló előadást A. N. TYI-
HONOV akadémikus és L. COLLATZ professzorok, mint a témakör legismertebb szakemberei. 
A. A. SZAMARSZKIJ a parciális differenciálegyenletek rácspont módszerrel történő numerikus meg-
oldása konvergencia és stabilitási problematikájának általános megfogalmazását adta. 
A konferencián 10 nagyelőadás hangzott el, mégpedig a konferencia 5 munkanapjának 2—2 
nyitó előadása nagyelőadás volt. Ezután a konferencia minden nap két szekcióban folytatta mun-
káját, így lehetőség nyílt mintegy 40 kisebb-nagyobb előadásra. Ezzel a szervezéssel elérhettük, 
hogy a külföldi és hazai matematikusok szereplése mellett a fiatal magyar matematikusok is szót 
kaphassanak. 
A konferencia jól sikerült. Célunk volt, hogy numerikus módszerekkel foglalkozó magyar 
matematikusok találkozhassanak a témakörben jártas külföldi matematikusokkal. Ez sikerrel járt. 
Sok szakmai ismeretség alakult ki. Sokat tanultunk a külföldiek előadásaiból. A magyar előadók 
külföldi szakemberek bírálatai alapján mérhették fel témájuk érdekességét és eredményeik nemzet-
közi súlyát. 
A konferencia külföldi és hazai matematikusok hasznos találkozója volt. Vendégeink is jól 
érezhették magukat, amihez hozzájárult az ideális környezet és a nagyon jó idő is. 
Gergely József 
Alkalmazott Matematikai Lapok 1 (1975) 
456 h í r e k . és k ö z l e m é n y e k 
II. MATEMATIKAI PROGRAMOZÁSI TÉLT ISKOLA 
Mátrafüred, 1974. február 1—7. 
A Magyar Tudományos Akadémia Számítástechnikai és Automatizálási Kutató Intézete 1974. 
februári—7-ig Mátrafüreden, a Magyar Tudományos Akadémia üdülőjében Matematikai Progra-
mozási Téli Iskolát rendezett. Az első Téli Iskolát a Bolyai János Matematikai Társulattal közösen 
szervezte az Intézet 1973 februárjában. Megrendezésével az Intézet kettős célt kívánt szolgálni; 
egyrészt neves külföldi és hazai szakemberek meghívásával, előadások tartásával a résztvevők 
szakmai továbbképzésére adott lehetőséget, másrészt a résztvevők viszonylag kis létszáma (90 fő) 
és az üdülőben együtt eltöltött egy hét nagyon jó körülményeket biztosított a résztvevők kutatási 
területeinek megismerésére, vélemény- és tapasztalatcserére, a további együttműködés megalapo-
zására. 
A Téli Iskola vezetője és tudományos programjának kialakítója DR. PRÉKOPA ANDRÁS egye-
temi tanár, az MTA SZTAKI Operációkutatási Osztályának vezetője volt, a szervezési teendőket 
pedig e sorok írója látta el, az Intézetben működő szervező iroda közreműködésével. 
A Téli Iskolán meghívott előadók tartottak összefoglaló jellegű előadásokat, melyek az elő-
adók saját eredményein kívül a témakör mások által elért fontos eredményeit is tartalmazták. Az elő-
adások időtartama egy óra volt, nyelve angol és német. 
Sajnálatos tény, hogy a szocialista országokból meghívott előadók közül öt annak ellenére, 
hogy az Intézet meghívását elfogadta, a Téli Iskolán nem tudott megjelenni. 
Az iskolán tizenhét előadás hangzott el a matematikai programozás különböző területeiről 
elméleti, algoritmikus és számítástechnikai problémákról. A külföldi előadók száma tizenhárom voit. 
Az alábbiakban rövid áttekintést nyújtunk az egyes előadások tartalmáról. A felsorolás azt 
a sorrendet követi, amelyben az előadások elhangzottak. 
DANTZIG, G. B. (U.S.A.), "On the Need for System Optimization Laboratories" előadásában 
elmondta, hogy véleménye szerint a nagyméretű gazdasági, élelmezési, energiagazdálkodási stb. 
problémák modellezésének és megoldásának elengedhetetlen feltétele olyan rendszer-optimalizálási 
laboratóriumok szervezése, amelyek speciális teszt-modellek, számítógépes programok és a nagy 
rendszerek megoldásához szükséges software problémák vizsgálatával foglalkoznak. Javasolta, hogy 
a laboratóriumokban kidolgozott software anyagot a gyakorlatból származó nagyméretű problémá-
kon próbálják ki és államigazgatási, tudományos és ipari problémák megoldására ezek díjtalanul 
használhatók legyenek. 
WETS, R. (U.S.A.), "Constraint Qualifications: A Fundamental Analysis" előadásában a 
matematikai programozási problémák lokális szélsőértékeire vonatkozó Lagrange-tétel különböző 
változataival foglalkozott. Ezek két osztályba sorolhatók attól függően, hogy a problémára vonat-
kozó megszorítás a feltételekre vonatkozó regularitási követelményt ír elő, vagy perturbációs vizs-
gálaton alapuló követelményt támaszt a problémával szemben. R. WETS és M. DEMPSTER közös 
eredménye a két különböző osztályba tartozó változók kapcsolatának megalapozása és a problémára 
vonatkozó legenyhébb előírás megadása, amely mellett még érvényes a Lagrange-tétel. 
ROCKAFELLAR, R. T. (U.S.A.), "Stochastic Convex Programming: Duality and Optimality" 
előadásában egy általánosított kétlépcsős sztochasztikus programozási problémával foglalkozott. 
Erre vonatkozóan ismertetett egy R. WETS-Szel közösen elért elméleti eredményt: a kétlépcsős 
sztochasztikus programozási probléma bizonyos feltételek teljesülése esetén ekvivalens egy olyan 
problémával, amelyben egy függvény integráljának értékét minimalizáljuk egy speciális halmazon. 
A feladatban szereplő egyenlőtlenség feltételek perturbációs vizsgálata alapján az előadó definiálta 
a feladat Lagrange függvényét, majd a feladat duálját és dualitási tételt bizonyított. 
PRÉKOPA A. (MTA SZTAKI), "Discrete Unimodal Functions". Az előadó a folytonos való-
színűségeloszlásokra néhány évvel ezelőtt nyert tételei analogonjait keresi diszkrét valószínűség-
eloszlásokra. A kutatás jelenlegi állásáról tartott beszámoló mellett összefoglalta a logkonkáv és 
a kvázikonkáv számsorozatokkal kapcsolatban az irodalomban fellelhető eredményeket, továbbá 
megfogalmazott nemlineáris diszkrét programozásra visszavezethető sztochasztikus programozási 
modelleket. Ellentétben a diszkrét programozás szokásos feladataival, az ezekben a modellekben 
szereplő diszkrét függvények kizárólag az R" tér rácspontjain vannak értelmezve (tehát nem egy 
R"-beli konvex halmazon). A diszkrét függvények logkonkavitására (kvázikonkavitására) három-
féle definíciót ismertetett, vizsgálta ezek kapcsolatait és nagy figyelmet szentelt az ilyen sorozatokkal 
vett konvolúció tulajdonságainak. A konvolúcióval kapcsolatos tételekre támaszkodva elemezte 
a megfogalmazott diszkrét sztochasztikus programozási modellek matematikai tulajdonságait. 
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HARTMANN, К. (NDK), ,.Ganzzahlige lineare Quotientenoptimierung nach dem Schnittverfahren 
von Gomory" előadásában az alábbi problémára adott egy megoldási módszert: 
u(x) 
max  
V (x) 
Ax = a 
x S 0, x£Ä", Xj egész, / = 1 , 2 , . . . , k , 
ahol м(х) — c 'x — с0, У(х)—d'x — d0 és к п . A módszer a következő: először megoldjuk a feladatot 
az egészértékűségi megkötés nélkül. Legyen az optimális megoldás x*. Ekkor u 0 ="(x*) , v0=v(x*), 
a célfüggvény linearizálható: min (M0d' — v0c')x. Alkalmazzunk egy Gomory vágást. Ha az egész-
értékűségi feltételek teljesülnek, akkor fejezzük be az eljárást. Ellenkező esetben az új u0, v0 értékkel 
ismételjük meg az eljárást. 
KOVÁCS L. B. ( M T A SZTAKI), "Dynamic Programming and Group Decomposition for the Solu-
tion of Discrete Programming Problems" előadásában az általános lineáris diszkrét feladatok dina-
mikus programozási megoldásait tekintette át. A már hagyományosnak tekinthető, a dinamikus 
programozás optimalitási elvén alapuló módszerből kiindulva a cél a feltételek számának csökken-
tése volt, ugyanis az ilyen típusú módszerek hatékonyságát elsősorban ez befolyásolja. Az előadó 
röviden kitért saját eredményeire is. Ezek közül részletesebben ismertette módszerét, mely véges 
Abel csoportoknak ciklikus csoportokra való tényleges felbontását adja meg. Ezen a felbontáson 
alapul az egyik ismertetett dinamikus programozási eljárás. 
OETTLI, W. (NSZK). ..Einzelschrittverfahren zur Lösung konvexer und dual konvexer Mini-
mierungsprobleme" — speciális nemlineáris programozási probléma megoldására adott algoritmust. 
A probléma a következő: min{F(xi, x2, ..., х„)\х,£Х,, i= 1 , 2 , . . . , «}, ahol X.сR"' konvex, zárt 
halmazok. A megengedett tartomány ezek direkt szorzata, F konvex és differenciálható. Nevezzük 
az x,CR"í vektorokat (;'= 1, 2, . . . , rí) az x = ( x , , . . . , xn) vektor komponenseinek. Az előadó által 
javasolt eljárásban egy x0 megengedett pontból kiindulva minimalizál egy-egy komponensre vonat-
kozóan, a további komponensek rögzítése mellett. A minimalizálások sorrendjét előre rögzíti, és 
így a minimalizálás az egyes komponensekben ciklikusan ismétlődik. A módszer speciális esete a 
szokásos koordinátánkénti minimalizáló eljárás, — ez akkor adódik, ha a komponensek egydi-
menziósak. Az előadó az eljárás konvergenciáját bizonyította, megfelelő feltételek teljesülése mellett. 
HOLLATZ, H. (NDK), "Über Verfahren der zulässigen Richtungen in der Nichtlinearen Op-
timierung" előadása ügyes összefoglalása volt a megengedett irányok módszerében és alkalmazásá-
ban eddig elért eredményeknek. A módszerben szükséges iránykeresésre nyolc különböző eljárást 
ismertetett, a lépéshossz meghatározására és a cikcakkozás elkerülésére öt módszert mutatott. 
Az iránykereső és lépéshossz meghatározó problémák különböző kombinációiból az irodalomból 
már jól ismert eljárások nyerhetők. H. HOLLATZ a diszkrét optimális szabályozás és diszkrét mini-
max probléma megoldásával foglalkozott. Az általa javasolt algoritmus is a fenti iránykereső és 
lépéshossz meghatározó módszerek egy kombinációját alkalmazó megengedett-irány módszer. 
ROBINSON, S. M. (U.S.A.), "Determination of Rates of Convergence for Classes of Nonlinear 
Programming Problems" előadásában néhány kvadratikusan konvergens algoritmus új értelmzé-
sét adta. A leírás alapjául egy érzékenységi vizsgálat szolgál, amelyben egy p paramétertől függő 
nemlineáris programozási feladat Z(p) Kuhn—Tucker pontjának variációjára kap becslést. (Kuhn— 
Tucker ponton most a duálváltozókkal kiegészített vektort érti.) Ezután olyan algoritmusokat épít 
fel, amelyben a p paraméter maga is egy Kuhn—Tucker pont közelítése, és optimalitási kritérium 
a p* = Z(p*) egyenlőség teljesülése. Ilyen algoritmus a WiLSONtól, illetve RoeiNSONtól származó 
korábbi algoritmus. Az algoritmus kvadratikus konvergenciája a pn + l = Z(p„) iterációból kiindulva 
bizonyítható. 
LOVÁSZ, L. (Eötvös Loránd Tudományegyetem, Budapest) "On the Structure of Networks" 
előadása megmutatta, hogy a gyakorlat számára oly fontos hálózati folyamok vizsgálata igényli a 
kombinatorika eszközeit is, sőt, a hálózatok struktúrájára vonatkozó igen mély eredmények nyer-
hetők ezen az úton. 
Szimmetrikus folyamfüggvényű hálózathoz létezik folyamekvivalens fa (azaz nagyon egyszerű 
struktúrájú hálózat). Nagyon lényeges ezért Lovásznak az az eredménye, amely a kapacitásokkal 
jellemzi a szimmetrikus folyamfüggvényű hálózatot. A nevezetes "Edmonds-branching" problémára 
LOVÁSZ egyszerű konstruktív bizonyítást adott. A Ford—Fulkerson-tétel szerint gráfban két pont 
között az összes út lefogható a független (éldiszjunkt) utakon keresztül. Két pont helyett ponthal-
mazt tekintve és megkísérelve a ponthalmaz pontpárjai között húzódó utak blokkolását, egyszerű 
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példa adható, hogy itt a független utak számánál több élre van szükség. LOVÁSZ LÁSZLÓ bebizo-
nyította, hogy ennek négyszerese elegendő. 
ELSTER, К . H. (NDK), ,,Über konjugierte Fenchel-Operatoren" előadásában a T:E—F kon-
vex operátorok tulajdonságait vizsgálta, ahol E lineáris vektortér, F pedig feltételesen teljes vektor-
háló. Megfogalmazta a Hahn—Banach-tételt ilyen operátorokra, a szokásos technikával elválasz-
tási tételeket kapott. A konjugált konvex funkcionál analógiájára definiálta a konjugált konvex 
operátor fogalmát. Ezek az operátorok a funkcionálokhoz hasonló tulajdonságokkal rendelkez-
nek. Az előadást a Fenchel-féle dualitástétel operátoros alakja zárta. 
KALL, P. ( S v á j c ) , "Discrete Approximation of the Probability Distribution in Stochastic Linear 
Programming with Complete Fixed Recourse" című előadásában a kétlépcsős sztochasztikus progra-
mozási problémával foglalkozott. R. WETS 1964-ben javasolta, hogy a DANTZIG és MADANSKY 
által megalkotott programozási feladatban egy alkalmas véges, diszkrét eloszlással „közelítsük" 
a benne szereplő folytonos valószínűségi eloszlást és az így keletkező nagyméretű lineáris progra-
mozási feladatot a dekompozíciós szerkezet előnyeinek a kihasználásával oldjuk meg. P. KALL 
olyan nem túl erős feltételeket fogalmazott meg, amelyek mellett a fent említett „közelítés" elméleti 
szempontból értelmesnek tekinthető. Elhangzottak az előadásban konvergencia tételek és bizonyos 
speciális feladatok esetére az előadó hibabecslést is tudott adni. 
LOMMATZSCH, К . (NDK), ,,Quadratische Optimierung mit Hilfe der linearen parametrischen 
Optimierung" előadásában a következő: min / ( x , x) matematikai programozási probléma meg-
x £ M 
oldásához — ahol / ( x , x ) = x r C x + 2p T x és M zárt, konvex halmaz — a m i n / ( x , /.), R" lineáris 
x £ M 
parametrikus programozási problémát használta, ahol / ( x , Á) = x T C Á + p T x + pTÁ. A lineáris para-
metrikus programozás eredményeinek felhasználásával K. LOMMATZSCH szükséges és elegendő 
feltételeket adott a kvadratikus programozási probléma lokális optimumára. Az eredményhez a 
K* = { Á € f ? " | / ( x , X) £ / ( Х , X), V X 6 M } , X€M 
halmazok tulajdonságainak vizsgálata vezetett. 
WEINERT, H. (NDK), "On Parametric Linear Programming Problems with Fixed Matrix of 
Constraints" című előadásában а т а х { х т с ( « ) М х = Ь ( г ) , x s O ) lineáris parametrikus programo-
zási problémával foglalkozott. Ilyen problémákkal foglalkozik a NOZICKA, F., GUDDAT, J., HOL-
LATZ, H., BANK, В.: Theorie des parametrischen Optimierung, Akademie-Verlag, Berlin (nyomtatás 
alatt), könyv abban az esetben, ha c(//) és b(t>) olyan lineáris vektorfüggvények, melyek a véges 
dimenziós R", ill. Rq tereket R", ill. Rm-re képezik le. Az előadás célja annak megmutatása volt, 
melyek azok az eredmények az említett könyvben, amelyek abban az esetben is igazak, ha с (и) 
és b(y) lineáris Hausdorf terek U, V részhalmazait R", ill. Äm-be leképező folytonos függvények. 
EVERS, J. J. M. (Hollandia), "Linear Infinite Horizon Programming" előadásában összefog-
lalta a lineáris végtelen-horizonú programozás fő eredményeit. Egy speciális végtelen horizonú 
lineáris programozási problémát vizsgált, majd megmutatta, hogy a Hansen—Koopmans-féle 
von Neumann-tipusú technológiájú gazdasági modell a vizsgált feladatcsoporthoz tartozik. Láttuk, 
hogy a Lemke-féle komplementaritási algoritmus alkalmazható a LP probléma egyensúly-pontjá-
nak meghatározására. Érdeklődésre tarthat számot az előadó fenti témáról megjelent könyve: 
J. J. M. EVERS: Linear programming over an infinite horizon, Tilburg University Press, 1973. 
GERENCSÉR L. (MTA SZTAKI), "Two Methods of Parametrization in Nonlinear Programming" 
előadása első részében az alábbi feladattal foglalkozott: 
min / ( x ) 
gj(x) S 0, 1=1,2, . . . ,»/ 
ahol az / (x ) , — ^ ( x ) , i=l,...,m folytonosan differenciálható kvázikonvex függvények voltak. 
Ilyen típusú feladatoknál az optimum közelében egy általánosabb extrapolációs eljárást javasolt. 
Ennek lényege, hogy egy olyan görbesereget definiál, hogy az optimum közelében minden meg-
engedett pontból vezessen egy görbe az optimumba. Az extrapoláció folyamán meghatározza, 
hogy melyik görbén van, s ennek érintője irányában lép tovább. Az előadás második részében 
min / ( x ) 
gi(x) = 0, /' = 1 ...m, 
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feladattal foglalkozott, ahol / (x) , g f x ) , i= 1, 2, ..., m folytonosan differenciálható függvények vol-
tak. A feladat megoldása során definiálja az ún. Ljapunov felületeket, amely az eredeti feladattal 
azonos állású felületek serege. Az eredeti feladatot feltétel nélküli minimalizálásra vezeti vissza, s a 
minimalizálás irányát úgy választja, hogy az az eredeti felület irányában történő lépés és az aktuális 
Ljapunov feltétel mentén a minimum irányában történő lépés összege lesz. 
SCHOCH, M. (NDK), ,,Beziehungen zwischen dem Erweiterungsprinzip und dem allgemeinen 
Schnittprinzip" című előadásában a diszkrét programozásban alkalmazott metszési módszereknek 
elvi megalapozását és egy általános formáját megadó munkának, V. A. EMELICSEV egy munkájá-
nak hiányosságát küszöböli ki. Ez a munka az algoritmusok végességét nem bizonyítja. Az előadó 
egy általánosított metszési elvet ismertetett, majd megmutatta, hogy ezt az általa korábban kidolgo-
zott kibővítési elv speciális esetének tekinthetjük. 
A tervezett program szerint a felsoroltakon kívül a következők tartottak volna előadást: 
FINKELSTEIN, YU. YU. ( Szovjetunió), "The e-Approach for the Approximate Solution of Discrete 
Linear Programming Problems ". 
POSZPELOV, G. SZ. (Szovjetunió), "Discrete Programming Methods and Models in Planning 
of Scientific Research Work and Choosing of Projects ". 
ORCHARD-HAYS, W. (U.S.A.), "Prospectsfor Interactive M. P. Systems". 
HAMALA, M. (Csehszlovákia), "The Trivial Duality in Convex Programming and its Applica-
tions ". 
DR AG AN, 1. ( Románia), "Optimal Flows in Network with Gains". 
KORBUT, A. A. (Szovjetunió), — előadásának címét nem közölte. 
Fenti előadók azonban a Téli Iskolán nem tudtak résztvenni és ezek az előadások elmaradtak. 
ORCHARD-HAYS, W. előadáskivonata szerint a nagyméretű feladatok megoldásának problémá-
jával akart foglalkozni. Nagyon fontosnak tartja és tapasztalatai szerint igen hatékony az ilyen fel-
adatok megoldására interaktív programrendszer kidolgozása. 
Nagy érdeklődést váltott ki az a témakör is, amelyről POSZPELOV, G. SZ. tartott volna elő-
adást. A témakörhöz kapcsolódó kerekasztal-beszélgetés szerint hasznos lett volna a fenti előadás 
megtartása, konkrét modell és tervezési módszer, valamint tapasztalatok megismerése. 
Az előadásokon kívül a tudományos program három kerekasztal-beszélgetést tartalmazott. 
Ezek témája: 
1. A matematika és az operációkutatás kapcsolata, 
( v e z e t ő j e : G . B. DANTZIG). 
2. A tudományos munka tervezhetőségéről. 
( v e z e t ő j e : KUNSZT GYÖRGY, É p í t é s t u d o m á n y i I n t é z e t ) . 
3. A matematikai modellek szerepe komplex rendszerek leírásában és optimalizálásában, 
(vezetője: JÁNDY GÉZA, Budapesti Műszaki Egyetem). 
Mindhárom beszélgetésen élénk vita alakult ki, — a beszélgetések témakörei ezek alapján 
nagyon aktuálisak voltak. A hozzászólások között egymásnak teljesen ellentmondó nézetek és javas-
latok is elhangzottak. 
A Magyar Tudományos Akadémia Számítástechnikai és Automatizálási Kutató Intézete a Téli 
Iskola munkáját nagyon eredményesnek tartja. Úgy véli, hogy a résztvétel mindenki számára hasz-
nos volt. Az Intézet tervezi a Téli Iskola évenkénti megszervezését — azonban a nagy érdeklődés 
ellenére sem kívánjuk növelni a résztvevők létszámát. Véleményünk szerint a létszám emelése a 
Téli Iskola céljainak megvalósítását nem a kívánt irányban befolyásolná. 
Strazicky Beáta 
NEMZETKÖZI OPERÁCIÓKUTATÁSI KONFERENCIA 
Eger, 1974. augusztus 26—30. 
1974. augusztus 26—30. között a Bolyai János Matematikai Társulat nemzetközi operáció-
kutatási konferenciát tartott Egerben. Ez a konferencia a nagyobb méretű hazai operációkutatási 
rendezvények sorában a hatodik volt. Az elsőt nemzetközi jelleggel 1963-ban Budapesten rendezte 
a Bolyai Társulat. Ezt követőleg 1967-ben Veszprémben a Magyar Tudományos Akadémia, 1970-
ben Debrecenben a Bolyai Társulat, 1971-ben Pécsett a Neumann János Számítógéptudományi Tár-
saság, végül 1973-ban Balatonfüreden a Közgazdasági Társaság rendezett operációkutatási kon-
ferenciát, melyek magyar nyelvűek és lényegében csak a hazai szakemberek tapasztalatcseréi voltak. 
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Az Egerbe érkező nagyszámú neves külföldi résztvevő igazolta, hogy érdemes volt nemzet-
közivé szélesíteni konferenciánkat. A tíztagú szovjet küldöttséget L. V. KANTOROVICS akadémikus 
vezette. Európa legtöbb országából érkeztek szakemberek: a Német Demokratikus Köztársaság-
ból, Lengyelországból, Romániából, Csehszlovákiából, Jugoszláviából, Bulgáriából, Hollandiából, 
Franciaországból, Finnországból, Dániából, Svédországból, Belgiumból, Svájcból, Ausztriából. 
A tengerentúliakat az Egyesült Államok, Kanada és Venezuela 7 kutatója képviselte, Vietnamból 
HOANG Tu Y professzor látogatott Egerbe. A konferencia iránti nemzetközi érdeklődésre és A magyar 
operációkutatás nemzetközi tekintélyének növekedésére jellemző, hogy az IFORS (Nemzetközi 
Operációkutatási Társaság) is képviseltette magát G. KREWERAS francia professzor személyében, 
és jelen volt a Matematikai Programozási Társaság egyik megalapítója, A. ORDEN amerikai pro-
fesszor is. 
A 44 magyar és 43 külföldi operációkutató előadását négy szekcióba osztottuk, melyek közül 
általában három futott párhuzamosan az egri MTESZ székház és a Líceum előadótermeiben. A kon-
ferencia nemzetközi jellege nehézségeket is okozott. A négy idegen nyelv — angol, orosz, német, 
francia — mellett a magyart is elfogadtuk hivatalos nyelvként. Szinkrontolmácsolással próbáltuk 
áthidalni a megértési nehézségeket, de ez csak részben sikerült, a technikai lehetőségek korlátozott-
sága és a szakmában is jártas, gyakorlott fordítók kis száma miatt. Két előadóteremben folyt szinkron-
tolmácsolás, a tolmácsok minden nyelvről angolra, és angolról magyarra fordítottak. 
A történelmi múltú, borairól is híres, kellemes fekvésű kulturált kis város méltó vendéglátója 
volt a mintegy 250 hazai és 70 külföldi résztvevőnek. 
A megnyitó ülésre az egri Gárdonyi Géza Színház előadótermében került sor. 
Először PRÉKOPA ANDRÁS professzor, a konferencia szervezőbizottságának elnöke és a Bolyai 
Társulat Alkalmazott Matematikai Szakosztályának elnöke üdvözölte a résztvevőket. GERMAIN 
KREWERAS professzor eredményes munkát kívánt az IFORS nevében, majd SZÉNÁSSY BARNA 
professzor tartott előadást híres alkalmazott matematikusunk, FARKAS GYULA életéről és nemzet-
közileg elismert munkásságáról. Ennek az az esemény adott aktualitást, hogy a konferencia meg-
nyitó ülésén adták át először a Bolyai János Matematikai Társulat által alapított Farkas Gyula 
emlékdijat a matematika alkalmazása terén legjelentősebb eredményeket elért ifjú kutatóknak. 
A díjakat PRÉKOPA professzor nyújtotta át öt fiatal kutatónak, BENCZÚR ANDRÁsnak, KÉRI 
G E R Z s o N n a k , GERENCSÉR L Á s z L Ó n a k , NÉMETI IsTVÁNnak és SZABÓ L Á s z L Ó n a k . 
A következőkben áttekintést adunk a négy szekcióban elhangzott, igen széles témakört fel-
ölelő, különböző, de általában színvonalas előadásokról. 
Matematikai programozás 
A szekció 26 előadása jól körülhatárolt témákban elért elméleti eredmények bemutatója volt, 
sok olyan új algoritmust ismertettek, melyek hatásosságát számítástechnikai összehasonlításokkal 
és gyakorlati alkalmazásokkal is alátámasztották. A legtöbb külföldi előadó ebben a szekcióban 
adott elő. 
A nemlineáris programozás témakörében egy igen általános optimalitási feltételről szólt 
HOANG TUY előadása, szélsőértékkereső feladatokra vonatkozó elégséges feltételekről. Kvadratikus 
programozás stabilitási vizsgálatairól szólt egy NDK-beli kutató előadása. Hallottunk érdekes 
új eredményeket a konjugált gradiens módszerrel és a SUMT módszerrel kapcsolatban a SZTAKI 
kutatói részéről. 
Szerepelt egy algoritmus dinamikus lineáris programozásra és egy előadás kétszeresen össze-
kapcsolt feladat dekompozíciójára vonatkozó eredményekről az INFELOR kutatóinak előadá-
sában. 
Egy SZTAKI kutató beszámolt egy igen gyors leszámlálási algoritmusról olyan diszkrét line-
áris programozási feladatra, mely nagyméretű speciális feladatokra és nemlineáris feltételekre is 
kiterjeszthető; valamint egy olyan transzformációs módszerről, mely kvadratikus diszkrét progra-
mozási feladatot halmazlefedési struktúrájú feladatra vezet vissza. 
SZTAKI kutató részéről hangzott el előadás egy többlépcsős sztochasztikus programozási 
modell megoldásáról és alkalmazásáról a termelésirányításban, készletgazdálkodásban és vízszint-
szabályozásban. 
Több előadó foglalkozott sztochasztikus programozási feladat megoldásával, visszavezetve 
.azt lineáris programozási, paraméteres lineáris programozási, illetve geometriai jellegű feladatra. 
Hat előadás hangzott el a hálózati folyamok elméletével kapcsolatban. A legérdekesebb 
F. GLOVER coloradói professzor előadása volt, mely összefoglalta a jelentősebb eredményeket, 
kiemelte a hálózati folyam jellegű szemlélet hatásosságát bizonyos feladatok lineáris programozási 
megfogalmazásával szemben, ismertetett egy algoritmust nemlineáris kifeszítő fa megadására rög-
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zített számú él és csomópont esetén, melyet az utazó ügynök probléma megoldására és egy híradás-
technikai csatolási feladatra alkalmazott. Szerepelt még új algoritmus a minimális folyam és a 
multiterminális minimális út megadására; egy előadás pedig a hálózati folyam módszerek játék-
elméletben alkalmazhatóságáról szólt. 
Sztochasztikus problémák 
Több előadó vizsgálta a sztochasztikus rendszerek optimalitási kritériumait játékelméleti ala-
pon. A játékelmélet dinamikus folyamataival is foglalkozott egy szovjet kutató. 
Négy előadás témája volt a tömegkiszolgálás elmélete. Egy telex és távíróhálózati probléma, 
illetve egy gépkocsiszervizben adódó sorbanállási problémáról szóltak a Beloiannisz Híradástechnikai 
Gyár és az О VK kutatói. KFKI kutatók a látszólagos várakozási idő leírásával és váltakozó számú 
kiszolgáló csatorna esetén a stacionér állapot jellemzésével foglalkoztak. Egy többcikkes készlet-
modellt szimuláció segítségével oldottak meg az Egyetemi Számítóközpontban. 
A vízkészletgazdálkodás jelentőségét öt ilyen témájú előadás hangsúlyozta. Egy dán mate-
matikus ismertetett egy a csoportjuk által kidolgozott szimulációs modellt, mely a vízkészlet szennye-
ződését és mennyiségi változását írja le. A hosszú és középtávú terv-variánsok értékeléséről, beru-
házási stratégiák gazdasági-szociológiai szempontból történő összehasonlításáról adott elő az О VH 
és a Közgazdasági Egyetem egy-egy munkatársa. Ismertettek egy víztározó vezérlési problémát 
és a gyakorlatban alkalmazható megoldását, valamint a tiszalöki öntözőrendszer vízkészletének 
hálózati folyamok alapján készített elosztási modelljét. 
Gazdasági és ipari alkalmazások 
A legtöbb, egyúttal mind téma, mind szívónál tekintetében legsokrétűbb előadás ebben a 
szekcióban hangzott el. Sok hatásos, konkrét alkalmazást hallottunk, ugyanakkor többen csak álta-
lánosságban vizsgálták az alkalmazási lehetőségeket. Az előadásokat igyekeztünk az alkalmazási 
terület alapján csoportosítani. 
Kiemelkedő érdekességű volt L. V. KANTOROVICS szovjet akadémikus előadása a gazdasági 
tervezés dinamikus modelljéről. Szovjet, lengyel és finn kutatók foglalkoztak az optimális árrend-
szer kialakításával központi tervezés esetén, kétszintű tervezési rendszer összehangolásával, a 
centralizáció-decentralizáció kérdésével, a szabályozáselmélet felhasználásával a gazdasági modelle-
zésben. Az Országos Tervhivatal Számítástechnikai Központjában új módszerek születtek makro-
ökonómiai idősorok előrejelzésére. A Belkereskedelmi Minisztériumban középtávú termelési modelle-
ket dolgoztak ki. 
Nagy figyelem kísérte a termelésirányítással, gyártástervezéssel, erőforráselosztással kapcsola-
tos előadásokat. Hallottunk egy Finnországban alkalmazott, fakitermelést és elszállítást optimalizáló 
programcsomagról, mely egy dinamikus irányítási tervet is adott. 
Az MTA SZTAKI kutatói beszámoltak a Borsodi Vegyi Kombinát részére végzett modellezés-
ről, egy dinamikus programozási megoldásról, egy, a tervvariánsokat értékelő input-output modell-
ről, valamint a vállalati haszon felosztásának módozatait vizsgáló programról. 
Egy mátrixgeneráló olajipari szimulációs programot dolgoztak ki a Nagynyomású Kísérleti 
Kutató Intézetben. A NIM IGÜSZI operációkutatói gráfelméleti eszközöket használtak fel egy 
optimális munkatervezési eljárás meghatározására gépek állásidejének minimalizálásához. Belga 
előadótól egy egyszerű jobshop modellbeli általános termelési probléma megoldásáról hallottunk. 
Az operációkutatás igen újszerű alkalmazását láthattuk gazdasági és kommunális szervezési kérdé-
sekben. Gráfelméleti eszközöket használtak az építőipari tervezés strukturális összefüggéseinek 
vizsgálatára, az ÉTI-ben, a városi közlekedéshálózat megtervezéséhez a BME-n. Vizsgálták a rend-
szerelmélet alkalmazhatóságát a vállalati döntéselőkészítésben, az INFELOR egyik kutatója a 
magyarországi vállalati nyereségrendszer szabályozó szerepével foglalkozott. Operációkutatási 
módszerek felhasználásával foglalkoznak a tanácsi kommunális feladatok elemzésénél is. 
Számítógépes algoritmusok és információs rendszerek 
A kelet-európai országokban sokáig nemcsak objektív tényezők gátolták a számítástechnika 
előrehaladását. Örvendetes, hogy hazánkban az utóbbi években egyre több operációkutatási jellegű 
program született. 
Az előadók új algoritmusokat ismertettek, vagy már ismert algoritmusok konkrét számitó-
gépes reprezentációjáról számoltak be. igazolva a számítástechnika növekvő jelentőségét, de az 
elismertetés, a fejlődés nehézségeit is. 
Belga és finn kutatók a nagy jövő előtt álló interaktív programozással foglalkoztak, egy elő-
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adás többcélfüggvényű interaktív optimalizálási módszeren alapuló programcsomagot ismertetett. 
Öt előadás témája nemlineáris programozási algoritmusok numerikus, gépi összehasonlítása, az 
eljárások módosítása, gyorsítása volt. Három előadás szólt szukcesszív approximációs algoritmusok-
ról. Szerepeltek irányításelméleti módszerek számítástechnikai realizációi is. 
Indiai előadó konvex poliéder összes csúcsainak meghatározására dolgozott ki algoritmust. 
A. ORDEN amerikai professzor a szimplex módszer konvergenciájával kapcsolatos valószínű-
ségszámítást alkalmazó számítástechnikai eredményekről és tapasztalatokról tartott összefoglaló 
jellegű előadást. 
Sajnálatos, hogy az egyre nagyobb szerepet kapó információs rendszerek témaköréből csak 
két előadás hangzott el. A deduktív információs rendszerekben elért eredményekről és a távolabbi 
lehetőségekről beszélt az MTA SZTAKI egyik fiatal kutatója, bolgár előadók pedig egy konkrét 
építőipari adatbankról számoltak be. 
Megállapíthatjuk, hogy a hazai operációkutatás legfontosabb centrumai mind elküldték elő-
adóikat az egri konferenciára, és a külföldi résztvevők előadásaival együtt jó áttekintést kaphattunk 
az operációkutatás fejlettségéről, kedvező és kedvezőtlen jelenségeiről egyaránt. Kisebb szelektálás 
után a konferencián elhangzott előadások anyagát könyv alakban adja ki a North Holland Publishing 
Company. A kötet megjelenése 1975 első felében várható. 
Turchányi Piroska és Kelle Péter 
Alkalmazott Matematikai Lapok 1 (1975). 
Könyvismertetés 
BOLYAI JÁNOS: Appendix. A tér tudománya. Szerkesztette, bevezetéssel, magyarázatokkal, kiegészí-
tésekkel ellátta: Kárteszi Ferenc. — Akadémiai Kiadó, Budapest, 1973, 211 oldal. 
Ez a külsejében is igen tetszetős könyv az Akadémiai Kiadó gondozásában 1952-ben megjelent 
„Appendix" című műnek második, lényegesen módosított kiadása. 
Megjegyzéseinket rögtön a 2. kiadás címével kezdjük. BOLYAI JÁNOsnak a geometriában két-
ségtelenül óriási jelentőségű tanulmányát ma világszerte Appendixként ismerik, mindenütt így 
szoktuk idézni. Ez a cím azonban szigorúbban véve téves, mert az „appendix" szó csupán arra 
utal, hogy a tanulmány először BOLYAI FARKAS ,,Tentamen" című kétkötetes munkájában, az első 
kötet függelékeként, látott napvilágot. Ugyanitt BOLYAI JÁNOS hosszabb latin szöveggel pontosan 
utal értekezésének a tárgyára is. Ez azonban — éppen hosszadalmassága miatt — nehézkes, viszont 
célszerű a kezdőszavakból alkotott ,,Scientia Spatii" (=A tér tudománya) szavaknak az Appendix 
szóhoz való illesztése. Egyébként a német nyelvű fogalmazványban BOLYAI JÁNOS a ,,Raumlehre" 
címet alkalmazta. Ma már hiábavaló lenne a nagyon megszokott Appendix megjelölés ellen har-
colnunk, de helyesnek véljük — mint ahogy KÁRTESZI FERENC teszi — A fenti cím bevezetését. 
A kiadvány IV nagyobb, és ezeken belül számos kisebb fejezetre tagolódik. 
Az I. rész EUKLID Észtől kiindulva röviden áttekinti a geometria alakulását, időrendi sor-
rendben nyomon követve azokat a vizsgálatokat, bizonyítási kísérleteket, eredményeket és kudarco-
kat, melyek a párhuzamossági axiómával kapcsolatosak, és amelyek a múlt század harmadik év-
tizedében végül is BOLYAI JÁNOS és LOBACSEVSZKIJ fölfedezéséhez vezettek. E részben nagyon 
hasznos azon vizsgálatok részletezése, melyeket LEGENDRE, SCHWEIKART, SACCHERI és mások vé-
geztek az 5. posztulátummal kapcsolatban. Külön is ki kell emelnünk GAUSS elgondolásainak 
precíz, és — a terjedelem adta lehetőséghez mérten — részletező ismertetését. Ez azért érdemel 
külön figyelmet, mert GAUSS ezirányú eredményeinek összegyűjtése csupán vázlatos följegyzései 
és levelezése révén volt lehetséges, mivel e témáról semmit sem publikált. GAUSS tényleg sok mindent 
végig gondolt egy nem-euklideszi geometria lehetőségéről, belátta annak filozófiai konzekvenciáit 
is, de eredményeit nem öntötte olyan rendszerbe, mint LOBACSEVSZKIJ, vagy BOLYAI JÁNOS. Rend-
kívül árnyalt, átgondolt és tárgyilagos megfogalmazásban szerepel itt GAUSS BOLYAI JÁNOS mun-
kásságának elismertetése terén betöltött — sokat vitatott — kérdése is. 
A könyv II. része a latin nyelvű Appendix fakszimile kiadását, illetve ennek magyar nyelvű 
fordítását tartalmazza — ez utóbbit tetszetős ábrákkal ellátva. 
Megítélésünk szerint legértékesebb a III. rész, mely az Appendix tartalmának részletes magya-
rázatát adja, ragaszkodva a mű paragrafusainak rendjéhez. 
Ismeretes, hogy az Appendix — bár meglehetős elemi matematikai eszközöket alkalmaz — 
tömörsége miatt igen nehéz olvasmány, megértése komoly elmélyedést igényel. Éppen ezért kom-
mentálták már a múlt század hetvenes éveitől kezdve számosan. Nem vitás, hogy ezen magyaráza-
tok közül tartalmilag a legpontosabb, módszerileg a legkönnyebben követhető KÁRTESZI FERENC 
munkája. Segítségével nemcsak a kérdés szakemberei, hanem az egyetemi hallgatók és a pedagógu-
sok is be tudnak tekinteni e csodálatos tanulmány gondolatvilágába, megértik a benne szereplő 
tételeket, és némi idő-ráfordítással azok bizonyítását is. Ezt azért hangsúlyozzuk, mert — valljuk 
be — BOLYAI JÁNOsnak még ma is inkább különc életét ismerjük, róla a különféle megemléke-
zések során sok minden elhangzik, de legkevesebbet éppen a lényegről: matematikai fölfedezéséről 
mondunk. 
A IV. rész a térfogalomnak az első nem-euklideszi geometriák utáni alakulását vázolja. E rész 
— idézve KÁRTESZI FERENcnek az előszóban írt mondatait — „...teljességre való törekvés nélkül, 
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csupán néhány lényeges téma felvázolásával azt a hatást igyekszik érzékeltetni, amely BOLYAI 
JÁNOS térelméletének, eszméinek a megismerése és elterjedése után a modern matematika mai 
napig ívelő kialakulásában tükröződik. A régebbi szerzők az axiomatikus fejlődésben igyekeztek 
BOLYAI hatását nyomon követni. Ma azonban a térfogalom, az újabbnál újabb térelméletek óriási 
iramú fejlődésére kell rámutatnunk." 
Véleményünk szerint e könyvnek ott kellene lennie minden, a matematikában csak némileg 
is járatos egyén íróasztalán, biztos, hogy tervbe vett angol kiadása is komoly nemzetközi visszhan-
got fog kiváltani. 
Szénássy Barna 
SZÁSZ PÁL: Bevezetés a Bolyai—Lobacsevszkij-féle geometriába (Disquisitiones Mathematicae 
Hungaricae vol. 5) Akadémiai Kiadó, Budapest, 1973, 296 oldal. 
Másfél évszázada annak, hogy BOLYAI JÁNOS és vele csaknem egy időben N. I. LOBACSEVSZKIJ 
egymástól függetlenül felfedezték a róluk elnevezett vagy másképpen hiperbolikus geometriát, amellyel 
napjainkig számos kutatás foglalkozik szerte a világon. Ebbe a geometriába kíván bevezetést nyúj-
tani a mű szerzője, aki a tárgykör nemzetközileg ismert nevű kiváló művelője. 
Az első fejezet tárgya a hiperbolikus trigonometria felépítése. A szerző az euklideszi geometria 
összetartozási, rendezési, egybevágósági és folytonossági axiómáiból, továbbá az ún. hiperbolikus 
szögösszeg axiómából indul ki, mely szerint van oly háromszög, melyben a szögek összege 2/?-nél 
kisebb. Az ismert szögösszeg-tételeknek (mint pl. az ún. második Legendre-féle tétel) tárgyalása 
után értelmezi az S(x) és C(x) szögfüggvényeket, mint egy olyan derékszögű háromszög л: nagy-
ságú hegyes szögével szemben fekvő, ill. e szög mellett fekvő befogója és az átfogó közti viszony 
határértékét, ha az átfogó minden határon túl kisebbedik, továbbá a K(r) távolságfüggvényt, mint 
az r sugarú kör két pontját összekapcsoló húr és a hozzá tartozó középponti szög viszonyának határ-
értékét, ha a húr két végpontja minden határon túl közeledik egymáshoz. Majd a bevezetett függ-
vényekre megállapított függvényegyenletek alapján megmutatja, hogy S(x) és C(x) az x-nek (ana-
r 
litikusan értelmezett) sinusával, ill. cosinusával, K(r) pedig к sh — v a l egyenlő, ahol а к állandó 
к 
az ún. természetes hosszegység. E tárgyalás mellékeredményeképpen kiadódik BOLYAI JÁNOS neve-
zetes sinus-tétele. Az eddigiekben talált összefüggések alapján már könnyen adódnak a derékszögű 
háromszög és a LAMBERT-féle négyszög trigonometriai képletei, továbbá meghatározható a derék-
szögű háromszög változatlan befogója mellett fekvő hegyes szög határértéke, ha a szemben fekvő 
befogó minden határon túl növekedik, ami nem más, mint a változatlan befogóval egyenlő távol-
sághoz tartozó elpattanási szög. Ennek segítségével értelmezhetjük valamely egyeneshez kívüle 
fekvő ponton át húzható párhuzamosok fogalmát és megállapíthatjuk a LAMBERT-féle négyszögek 
és a derékszögű háromszögek közt fennálló, lényegében már LoBACSEVSZKiJ-től felismert kapcso-
latot, melynek alapján bebizonyítható adott távolsághoz tartozó elpattanási szög ENGEL-féle szer-
kesztése, továbbá értelmezhető az ún. Engel-féle háromszöglánc, ennek segítségével pedig meg-
adható valamely szöghöz tartozó elpattanási távolság szerkesztése és néhány más elemi szerkesztési 
feladat megoldása, mint pl. az általános háromszögnek szögeiből való szerkesztése. Ezek után már 
könnyen levezethetjük az általános háromszög trigonometriai képleteit. Az első fejezet befejezése-
képpen bebizonyítja a szerző, hogy a gömbi trigonometria érvényes a hiperbolikus geometriában is. 
A második fejezet a hiperbolikus sík CAYLEY—KLEiN-féle modelljét tárgyalja és ezzel pár-
huzamosan bevezeti a pontok WEiERSTRASS-féle homogén koordinátáit és megállapítja a sík moz-
gásainak és tükrözéseinek analitikus kifejezését. Bevezeti az irányított egyenes WEiERSTRASS-féle 
vonalkoordinátáit és megállapítja ezek transzformációs képleteit. A ciklusok fogalmának értelme-
zése és legfontosabb tulajdonságaiknak megállapítása után a háromszög nevezetes pontjait, CÈVA 
és MENELAOS tételeinek a hiperbolikus geometriában érvényes analogonját, valamint ezek meg-
fordítását és a talált tételeknek néhány alkalmazását tárgyalja. A továbbiakban görbeívek rektifiká-
ciójával foglalkozik: megadja az ívelem négyzetének kifejezését WEiERSTRASS-féle, derékszögű és 
polárkoordinátákban, továbbá megállapítja adott húrhoz tartozó paraciklusív hosszát és meg-
mutatja, hogy az egymástól x távolságban haladó egyközepű paraciklusok ugyanazon két tengelyén 
fekvő pontjai által határolt íveinek viszonya e'-szel egyenlő. Bevezeti valamely derékszögű koor-
dinátarendszerhez tartozó paraciklus-koordináták fogalmát, megállapítja ezek összefüggését a derék-
szögű és a WEiERSTRASS-féle koordinátákkal, továbbá megállapítja két, paraciklus-koordinátáival 
adott végtelen távoli pont összekötő egyenesének egyenletét WEIERSTRAss-féle koordinátákban. 
A paraciklus-koordináták segítségével azután tárgyalja a PoiNCARÉ-féle félsík, és körmodellt, bele-
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értve a mozgásokat és tükrözéseket ábrázoló transzformációkat is. Befejezésül a paraciklus-négyszög 
alapulvételével tárgyalja a területmérést. 
A harmadik fejezet a hiperbolikus sík szerkesztéselméletének néhány különösen érdekes kér-
désével foglalkozik. Megadja annak feltételét, hogy valamely kör és vele egyenlő területű szabályos 
sokszög szerkeszthető legyen, továbbá annak feltételét is, hogy valamely egyenesdarab adott nagy-
ságú egyenesdarabokból szerkeszthető legyen. Ez utóbbi feltétel alapján azután megmutatja, hogy 
a szabályos sokszögek szerkeszthetőségének az euklideszi geometriában érvényes GAUSS-féle fel-
tétele a BOLYAI—LoBACSEVszKiJ-féle geometriában is érvényes, és tárgyalja a szabályos hat- és 
tízszög szerkesztését. Bemutatja paraciklus és hiperciklus egyenessel képezett metszéspontjának, 
továbbá kívül fekvő pontból a paraciklushoz és hiperciklushoz húzható érintők szerkesztését. Befe-
jezésül az egymásba átdarabolható sokszögekkel foglalkozik és megmutatja, hogy bármely két 
egyenlő területű sokszög egymásba átdarabolható. 
A könyv függeléke a hiperbolikus geometria ellentmondástalanságának a PoiNCARÉ-féle féltér-
modell alapján való bebizonyításával foglalkozik. 
Amint e rövidre fogott tartalmi ismertetésből is látható, a könyv nem öleli fel a hiperbolikus 
geometria egészét, hanem csak a szerző által legérdekesebbnek tartott részeit. Ezzel szemben sok 
olyan kérdésre is kitér, amelyet hasonló bevezető jellegű munkában nem szokás tárgyalni. 
A szerző a hiperbolikus geometria felépítésének fő eszközéül a hiperbolikus sík trigonometriá-
ját választja. A felépítéshez felhasznált egyes eredményeket a lehető legegyszerűbb felépítés érdeké-
ben nagy körültekintéssel válogatja össze. Ezeket és a hiperbolikus geometriára vonatkozó nagy-
számú vizsgálatának eredményeit a BOLYAI—LoBACSEVSZKiJ-féle geometriának más feldolgozásai-
tól lényegesen eltérő, egyéni feldolgozásává ötvözi, mely a tárgykör ismerője számára is sok érde-
keset és újat tartogat; még az általánosan közismert eredmények tárgyalásában is sok eredeti gon-
dolattal találkozunk. 
A szöveg fogalmazása világos, jól érthető, az ábrák gondosan vannak tervezve, jól szemléltetik 
a szöveg mondanivalóját és kivitelük is szép. A könyv kiállítása tetszetős. 
A könyvet haszonnal olvashatják mindazok, akik a BOLYAI—LoBACSEVSZKiJ-féle geomet-
ria iránt érdeklődnek és az euklideszi geometria ismerete mellett a valós és komplex analízis elemei-
ben is jártasak. 
Strommer Gyula 
Kis OTTÓ ÉS KOVÁCS MARGIT: Numerikus módszerek. Műszaki Könyvkiadó, Budapest, 1973, 
547 oldal. 
A könyv elemi numerikus módszerek rövid ismertetését adja. Az ismertetett módszerek hasz-
nálatát példákon mutatja be. Nagyon sok feladat megoldására ALGOL programot közöl. A progra-
mok után a számolás eredményei is megtalálhatók. 
A könyv a RAZDAN-3 számítógép ALGOL nyelvén készült programok segítségével oldja 
meg feladatait, ezért alapvető az ALGOL nyelv ismerete. A könyv első fejezete ezzel foglalkozik. 
Az ALGOL programozási nyelvet egyszerű példákkal illusztrálva tárgyalja, ami a példák elkészí-
téséhez elegendő. A tárgyalás módja szemléletes, felosztása megegyezik a téma szokásos ismer-
tetésével. 
A szerzők a második fejezetben röviden összefoglalják a hibaszámítás elemeit. A numerikus 
módszerek alkalmazásának egy alapvető kérdése éppen az, hogy a kapott eredmények mennyire 
pontosak. A 2. fejezet felveti ennek gondolatát. A könyvben közölt programok számszerű eredmé-
nyeinek értékelésénél ugyan nem térnek ki a szerzők az eredmények pontosságára (ugyanis a szám-
értékek a gépből kinyomtatott formában szerepelnek, amikben nem valószínű, hogy mind a 10 
kinyomtatott decimális számjegy pontos lenne), de az olvasó elvégezheti ezt az elemzést az ismerte-
tett hibaszámolás alapján. 
A 3. fejezet egyismeretlenes nemlineáris egyenletek megoldási módszereit tárgyalja. Foglal-
kozik a gyökök elkülönítése és behatárolása kérdéseivel. A magasabb fokú egyenletek megoldására 
ismerteti a Horner-eljárást, a Bernoulli- és a Graeffe—Lobacsevszkij-móászereket, általános nem-
lineáris egyenletek megoldására pedig a számköz felezési eljárást, a Newton—Raphson, a húr, a 
a szelő, a. fokozatos közelítés és a CYeWíett-módszereket. A fejezetet célszerű lett volna úgy tagolni, 
hogy először a csak magasabb fokú egyenletek megoldására használható módszereket ismertetni 
és azután a tetszőleges egyenletek megoldási módszereit tárgyalni. 
A 4. fejezet a lineáris algebra numerikus módszereivel foglalkozik. Lineáris egyenletrendsze-
rek megoldására, mátrixok invertálására ismertetett Gauss eliminációs módszer a legjobb és leg-
gyakrabban használt véges módszer. Nagyon sok más lehetséges módszer ismertetése csak csök-
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kentette volna a Gauss-rnódszer jelentőségét, így nagyon helyesen még azok rövid ismertetése is 
elmaradt. Bár erre a megállapításra fel kellett volna hívni az olvasók figyelmét. 
Az iterációs módszereknél tárgyalt Seidel-módszer kis általánosításaként nem ártott volna 
megemlíteni az over-relaxációs módszert, ami jobb konvergációt biztosít, ezért gyakran használt 
módszer. 
A mátrix sajátértékszámításra a könyv által ajánlott módszerek (az utolsó kivételével) a karak-
terisztikus polinom kiszámítását, majd ennek mint magasabb fokú egyenletnek a megoldását igény-
lik. Mindez nagyméretű mátrixok esetén nehezen valósítható meg, ezért számítógépre kevésbé 
ajánlható. 
Az 5. fejezetben nemlineáris egyenletrendszerek megoldására ajánlott három módszer (Newton, 
fokozatos közelítés, gradiens) a leggyakrabban használt módszerek. 
A 6. fejezet a függvények interpolálásával numerikus, differenciálásával és különböző típusú 
legjobb megközelítésével foglalkozik. 
A 7. fejezet numerikus integrálással foglalkozik. Ismerteti a leggyakrabban használt quadratura-
képleteket, foglalkozik azok hibabecslésével. 
A 8. fejezetben a közönséges differenciálegyenletek numerikus megoldására ismertetett foko-
zatos közelítés és hatvány módszer inkább csak lehetőség numerikus számolásra, de kevésbé hasz-
nálatos. Az ugyancsak ismertetett Runge és Adams típusú módszerek a használatosabbak. A fejezet 
megold még néhány feladatot a közönséges differenciálegyenletek peremértékfeladatára. A fejezet 
röviden megfogalmazza a parciális differenciálegyenletek és integrálegyenletek numerikus megoldá-
sának feladatát és erre közöl néhány példát. 
A könyv nagyon jól használható a numerikus módszerek oktatásában. Egyetemi oktatásban 
gazdag példaanyagot szolgáltat numerikus gyakorlatokra. Azonban egyes módszerek alaposabb 
elemzésére és az elméleti részek tisztázására nem tér ki, ezért ehhez további tankönyvekre is szük-
ség van, pontosabban szólva az ismertetett könyv hasznos segédkönyv lehet numerikus módszerek-
kel foglalkozó könyvek tanulmányozásához. Minthogy az egyetemi hallgatók sok kész programot 
találhatnak a könyvben, ezeken begyakorolhatják az ALGOL programozási nyelvet és az ismerte-
tett módszerek használatát is. 
A könyv érdeme, hogy a numerikus módszereket számítógépre támaszkodva ismerteti, a 
hangsúlyt a példafeladatok megoldására fekteti, éppen ezért a könyv mondanivalóját jobban tük-
rözte volna a „numerikus feladatok programozási gyakorlatai", vagy „numerikus módszerek szá-
molási gyakorlatai" könyvcím. 
Gergely József 
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ÚTMUTATÁS A SZERZŐKNEK 
Az Alkalmazott Matematikai Lapok csak magyar nyelvű dolgozatokat közöl. A kéziratok 
gépelését olyan formában kérjük, hogy minden gépelt oldal 25, egyenként átlag 50 betűhelyes sort 
tartalmazzon. A közlésre szánt dolgozatokat három példányban a felelős szerkesztő címére kell 
beküldeni : 
Prékopa András, felelős szerkesztő, MTA SZTAKI 
1502 Budapest XI., Kende u. 13—17. 
A kéziratok szerkezeti felépítésének a következő követelményeket kell kielégíteni. A fejlécnek 
tartalmaznia kell a dolgozat címét, a szerző teljes nevét, valamint annak a városnak a nevét, ahol 
a szerző dolgozik. A fejléc után egy, képletet nem tartalmazó, legfeljebb 200 szóból álló kivonatot 
kell minden esetben megadni. A dolgozatot címmel ellátott szakaszokra kell bontani és az egyes 
szakaszokat arab sorszámmal kell ellátni. Az esetleges bevezetésnek mindig az első szakaszt kell 
alkotnia. Az irodalomjegyzék mindig az utolsó szakasz kell hogy legyen, és azt nem kell sorszámmal 
ellátni. Az irodalomjegyzék után, a kézirat befejezéseképpen fel kell tüntetni a szerző teljes nevét 
és a munkahelye (illetve lakása) pontos postai címét. A dolgozatban előforduló képleteket szaka-
szonként újrakezdődően, a képlet előtt két zárójel közé írt kettős számozással kell azonosítani. 
Természetesen nem szükséges minden képletet számozással ellátni. Az esetleges definíciókat és 
tételeket (segédtételeket és lemmákat) ugyancsak szakaszonként újrakezdődő, kettős számozással 
kell ellátni. Kérjük a szerzőket, hogy ezeket, valamint a tételek bizonyítását a szövegben kellő mó-
don emeljék ki. Minden dolgozathoz csatolni kell egy angol, német, francia vagy orosz nyelvű, 
külön oldalra gépelt összefoglalót. Amennyiben lehetséges, kérjük a nyomtatás számára különösen 
nehézkes matematikai jelölések használatának az elkerülését. 
A dolgozat ábráit és az esetleges lábjegyzeteket a dolgozat végén, különálló lapokon kérjük 
beküldeni. Mind az ábrákat, mind a lábjegyzeteket a dolgozat szakaszokra bontásától független, 
folytatólagos arab sorszámozással kell ellátni. Az ábrák elhelyezését a dolgozat megfelelő helyén, 
széljegyzetként feltüntetett, ábraazonosító sorszámokkal kell megadni. A lábjegyzetekre a dolgozaton 
belül az azonosító sorszám felső indexkénti használatával lehet hivatkozni. 
Az irodalmi hivatkozások formája a következő. Minden hivatkozást fel kell sorolni a dolgozat 
végén található irodalomjegyzékben, a szerzők, illetve társszerzők esetén az első szerző neve szermti 
alfabetikus sorrendben úgy, hogy' külön, de folytatólagos sorszámozású listát alkossanak a latin 
és a cirill betűs nevű szerzők műveire vonatkozó hivatkozások, és mindkét részben a megfelelő 
alfabetikus sorrend legyen kialakítva. A folyóiratban megjelent cikkekre [1], a könyvekre [5], a 
kötetben megjelent dolgozatokra [4], a disszertációkra [3] és a gépi program leírásokra [2] a követ-
kező minta szerint kell hivatkozni: 
[1] Farkas, J., „Über die Theorie der einfachen Ungleichungen", Journal für die reine und angewandte 
Mathematik 124 (1902) 1—27. 
[2] Kéri, G., „DUALSIMP", rutin a CDC 3300-as gépekre (Magyar Tudományos Akadémia 
Számítástechnikai és Automatizálási Kutató Intézete, CDC 3300 felhasználói ismertetők 
2. 1973. május) 19—20. 
[3] Prékopa, A., „Sztohasztikus rendszerek optimalizálási problémáiról", doktori értekezés. 
Magyar Tudományos Akadémia, Budapest, 1970. 
[4] Prabhu, N. U., "Recent research on the ruin problem of collective risk theory", in: Inventory 
Control and Water Storage Ed. A. Prékopa (János Bolyai Mathematical Society and North-
Holland Publishing Company, Amsterdam—London, 1973) 221—228. 
[5] Zoutendijk, G., Methods of Feasible Directions (Elsevier Publishing Company, Amsterdam and 
New York, 1960). 
A dolgozatok szövegében az irodalmi hivatkozás számait szögletes zárójelben kell megadni, 
mint például [5] vagy [4, 76—78]. A szerzők a dolgozatukról 100 darab különlenyomatot kapnak, 
ezek költsége — nyomott oldalanként 25 forint — a szerzői díjat terheli. 
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Szerkesztőség: 1502 Budapest XI., Kende u. 13—17. 
Kiadóhivatal: 1055 Budapest V., Alkotmány u. 21. 
Az Alkalmazott Matematikai Lapok változó terjedelmű füzetekben jelenik meg, és olyan 
eredeti tudományos cikkeket publikál, amelyek a gyakorlatban, vagy más tudományokban közvet-
lenül felhasználható új matematikai eredményt tartalmaznak, illetve már ismert, de színvonalas 
matematikai apparátus újszerű és jelentős alkalmazását mutatják be. A folyóirat közöl cikk formájá-
ban megírt, új tudományos eredménynek számító programokat, és olyan, külföldi folyóiratban 
már publikált dolgozatokat, amelyek magyar nyelventörténő megjelentetése elősegítheti az elért 
eredmények minél előbbi, széles körű hazai felhasználását. 
A folyóirat feladata a Magyar Tudományos Akadémia III. (Matematikai és Fizikai) Osztá-
lyának munkájára vonatkozó közlemények, könyvismertetések stb. publikálása is. 
Kéziratok a következő címre küldendők : 
Prékopa András, felelős szerkesztő 
1502 Budapest XI., Kende u. 13—17. 
Ugyanerre a címre küldendő minden szerkesztőségi levelezés. 
Közlésre el nem fogadott kéziratokat a szerkesztőség lehetőleg visszajuttat a szerzőhöz, de a 
beküldött kéziratok megőrzéséért vagy továbbításáért felelősséget nem vállal. 
Az alkalmazott Matematikai Lapok előfizetési ára kötetenként 60 forint. Belföldi megren-
delések az Akadémiai Kiadó, 1055 Budapest V., Alkotmány u. 21. címen (pénzforgalmi jelzőszám 
215—11 488), külföldi megrendelések a „Kultúra" Könyv- és Hírlap Külkereskedelmi Vállalat, Buda-
pest I., Fő u. 32. címen (pénzforgalmi jelzőszám 218—10 990) lehetségesek. 
A Magyar Tudományos Akadémia III. (Matematikai és Fizikai) Osztálya a következő idegen 
nyelvű folyóiratokat adja ki : 
1. Acta Mathematica Hungaricae, 
2. Acta Physica Hungaricae, 
3. Studia Scientiarum Mathematicarum Hungarica. 
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EGY LINEÁRIS PROGRAMOZÁSI DEKOMPOZÍCIÓS 
ELJÁRÁS ÉS ANNAK ALKALMAZÁSA 
STAHL JÁNOS 
Budapest 
A címben jelzett dekompozíciós eljárást [4]-ben vezettük be a különféle gazdasági alkalmazások 
szempontjából fontos ún. kétszeresen összekapcsolt lineáris programozási feladat megoldására. 
Jelen cikkben egyrészt a jelöléseket egyszerűsítendő eltértünk a [4]-beliektől, másrészt az ered -
ményeket is kiegészítettük. Ezt — az eljárás származtatásának motiválását elhagyva — az első három 
rész tartalmazza. Az 1. részben előkészítő lemmákat mondunk ki, a 2. részben az eljárást fogalmaz-
zuk meg és igazoljuk végességét, vagy közelítő voltát, a 3. részben pedig az eljárás néhány további 
tulajdonságát fogalmazzuk meg. 
A 4. és 5. részben az eljárás alkalmazásaként a lépcsős szerkezetű lineáris programozási feladat 
megoldásával foglalkozunk: az előkészítő 4. rész után az 5. rész tartalmazza az ezen feladat megoldá-
sára javasolt algoritmust. 
1. Az eljárás előkészítése 
Tekintsük az 
A0ixi = b0 
(1.1) AjoXo + AnXi-f A13x2 ä 
A 2 i Xj + A22 x2 = b2  
X0» Xl; X2 = 0 
max (c0 x0 + cx xx + c2 x2) 
és a 
Pi Aio S c0 
(1.2) P o A 0 i + PiA n + p2A21 ë cx 
Pi A12 + p2 A22 ë c2 
Po,Pl>P2 
m i n (Po bo + Pi bi + P2 b2) 
primál-duál lineáris programozási feladatpárt. (A jelöléseket illetően, nagybetűvel 
mindig mátrixot, kisbetűvel az indexektől eltekintve vektort, görög kisbetűvel 
skalárt, írott nagybetűvel pedig poliédert jelölünk. Nem különböztetjük meg a jelö-
lésben a sor és az oszlopvektort. Ha egy vektorral balról szorzunk egy mátrixot, 
vagy egy vektor egy ily módon adódó relációban szerepel, akkor az sorvektor, egyéb-
ként oszlopvektor.) 
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A továbbiakban feltesszük, hogy az 
3CX = {xj: A01X! = b0, Xj gr 0} 
és 
= {Pú PiAio = c0 , Pi = 0} 
halmazok nem üresek és korlátosak. (Ezek a feltevések a [4]-beli interpretációknál 
nem jelentenek az alkalmazhatóságra nézve lényeges megszorítást.) 
Legyen továbbá 
SC2 = { x 2 : A 2 2 X 2 S 0 , x 2 S 0} , 
= {P2: P2A22 S 0 , p 2 a 0}. 
9CX korlátossága folytán az 
A01X! ^ b0 
(1.3) A21x1 + A22x2 3» b2 
Xj, x2 s 0 
feltételrendszerre] meghatározott poliéder extremális irányaiként (0, x2) alakú 
elemeket választ(hat)unk, ahol x2 . f2 egy extremális iránya. Ugyanis az 
AoiXj s 0 
A2 1X! + A22X2 S о 
X J , X2 & 0 
egyenlőtlenségekből X! = 0 és így A22x2s5 0. Eíasonló állítás igaz a 
PiA10 ^ c0 
( 1 - 4 ) P I A 1 2 + p 2 A 2 2 a C2 
Pi, P2 = о 
feltételekkel meghatározott poliéder extremális irányaira. 
1.1 . LEMMA. E g y 
AioXo + Z ^ ( A i i X i i + Ai2x2i) + ^ / o A i 2 x 2 j - = bi 
(1.5) ' 2Xt = l 
i 
Ai, (íj s 0, x 0 s 0 
max (c0x0 + 2 H(CiXii + c 2x 2 i)+ 2 РАгЪ]) 
i j 
alakú, vagy a A változókat és rájuk vonatkozó feltételeket nem tartalmazó, lineáris 
programozási feladatnak mindig van lehetséges megoldása. Itt az ( x l h x2i) vektorok 
(1.3) tetszőleges megoldásai, az x 2 j vektorok ,f2 tetszőleges elemei. 
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Bizonyítás. Ellenkező esetben lenne ugyanis olyan (p*, hogy p{ + 0 és 
PÍA10 = 0 
PÏ(Au x i í + A12x2i) + 7to ё 0 (i = 1,2, ...) 
P1A12X27 = 0 ( 7 = 1 , 2 , . . . ) 
PÍbi + ^J < 0. 
korlátossága folytán az első feltételből pï = 0, ami ellentmond az utolsó egyen-
lőtlenségnek. Ez a gondolatmenet érvényes akkor is, ha (1.5)-ből hiányoznak a A és 
ß változók, vagy csak valamelyikük fordul elő. 
Hasonlóan látható be, hogy egy 
Po A01 + Z ffi(Pii A i i + P21 A2i) + Z x jVij A2i = c, « j 
1 i 
( 1 . 6 ) (Ti, Tj S 0 , P 0 A 0 
min (p0b0 + 2 <b(Piibi + p2ib2) + 2 P2jb2) i j ~ 
alakú feladatnak, ahol a ( P l i , p2i)-k (1.4) tetszőleges megoldásai, a p2j-k SP2 tetszőleges 
elemei, van lehetséges megoldása. 
Az (1.1) feladat megoldására javasolt eljárás során (1.5) és (1.6) alakú feladatok 
egy-egy sorozatát fogjuk megoldani. Ezeket Pi-re, illetve x r r e vonatkozó feladatok-
nak fogjuk nevezni. 
1 . 2 . LEMMA. H A egy ( 1 . 5 ) alakú feladat nem korlátos, (1.4)-nek nincs lehetséges 
megoldása és így méginkább nincs lehetséges megoldása a duális (1.2) feladatnak. 
Bizonyítás. Ha egy (1.5) alakú feladat nem korlátos, van olyan nemnegatív 
xî és fi*}, hogy 
AIOXO + 2 MJ A 1 2 X 2 J - =S 0 
J 
és 
c 0 x î + 2 / 4 c 2 x 2 J > 0. i 
Az (1.4)-beli első egyenlőtlenségeket xj-gal, a továbbiakat /j*x2j-kkel szorozva 
és összegezve a 
c0x* + 2 > * c 2 x 2 ; + Pl(A10x0* + 2 ^ A 1 2 x 2 j ) + 2 ^ P 2 A 2 2 X 2 j 
j j j 
egyenlőtlenséghez jutunk, ahol a bal oldal pozitív, a jobb oldal első fele nempozitív, 
második fele zérus, ami ellentmondás. 
Ugyanígy következik egy (1.6) feladat nemkorlátos voltából, hogy [(1.3)-nak 
és így méginkább] (l.l)-nek nincs lehetséges megoldása. 
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2. Az eljárás 
A következőkben előbb megfogalmazzuk az eljárást, az eljárás verifikálását 
a leírást követő tétel tartalmazza. Az eljárás a következő. 
a) Legyen x u 9£x, p n pedig tetszőleges eleme. Az x r r e vonatkozó feladat 
legyen a 
PoAoi = c i 
Po ^ 0 
min p0b0 
lineáris programozási feladat, a p^re vonatkozó feladat pedig az 
Al0x0 — К 
о 
max c0x0 
lineáris programozási feladat. 
Legyen továbbá A = l , <p1= — [az (l.l)-hez az eljárás során eddig talált leg-
jobb célfüggvényérték], ф
х
= + [a duális (1.2)-höz az eljárás során eddig talált 
legjobb célfüggvényérték]. 
b) Oldjuk meg az 
A 2 2 x 2 — b2 —A 2 1 X l f l 
(2.1) x2 ё 0 
max (c2 — plf, A12) X2 
lineáris programozási feladatot. 
Ha a feladatnak van optimális megoldása, folytassuk c)-től az eljárást. 
Ha a (2.1) feladatnak nincs lehetséges megoldása, bővítsük az x r r e vonatkozó 
feladatot egy x-változóval. A változóhoz tartozó célfüggvény együttható p2b2, 
a változóhoz tartozó együtthatóvektor pedig (p2A21,0), ahol p2 A egy olyan extre-
mális eleme, melyre p2(b2—А21х1Л)<0. 
Ha a (2.1) feladat nem korlátos, bővítsük a p,-re vonatkozó feladatot egy /Í vál-
tozóval. A változóhoz tartozó célfüggvény együttható c2x2 , a változóhoz tartozó 
együtthatóvektor pedig (A1 2x2 ,0), ahol Xa К egy olyan extremális eleme, melyre 
(с 2 -р 1 й А 1 2 )х 2 >0. 
Folytassuk d)-től az eljárást. 
c) Legyen x2A (2.1), p2/> pedig (2.1) duálisának egy optimális extremális megol-
dása. Bővítsük az x r r e vonatkozó feladatot egy сг-változóval. A változóhoz tartozó 
célfüggvény együttható PuJh+p^ba, a változóhoz tartozó együtthatóvektor pedig 
(PIAA + p2AA21, 1). 
Bővítsük a Pi-re vonatkozó feladatot egy Я változóval. A változóhoz tartozó 
célfüggvényegyüttható ^Хц.+СоХ^, az együtthatóvektor pedig (A u x l f t +A 1 2 x 2 A , 1). 
d) Oldjuk meg az x r r e és a p r r e vonatkozó feladatot. Ha az x r r e vonatkozó fel-
adat nem korlátos, az eljárás véget ér, az (1.1) feladatnak nincs lehetséges megoldása. 
Ha a pj-re vonatkozó feladat nem korlátos, az eljárás véget ér, a duális (1.2) fel-
adatnak nincs lehetséges megoldása. 
Ellenkező esetben legyen (x 1 A + 1 , £0.A+I) уа8У xI,A+I a z x r r e vonatkozó fel-
adat duálisának egy optimális megoldása, ф
н + 1 pedig a feladat optimumértéke 
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vagy oo, aszerint, hogy a feladat tartalmaz-e már <x változót vagy sem. (px h + 1 , ло л + 1) 
vaEY Pi, h + i pedig legyen a px-re vonatkozó feladat duálisa egy optimális megoldása 
és cph+1 a feladat optimumértéke vagy — » szerint, hogy a feladat tartalmaz-e már 
A változót vagy sem. 
Ha (р
к+1ёфк+1, az eljárás véget ér, (1.1) egy optimális megoldása a px-re vonat-
kozó feladat alapján adódik. 
На <р
к+1-=фк+1, legyen /г = Л+1 és folytassuk b)-től az eljárást. 
2 . 1 . T É T E L . Az a)—d) eljárás vagy véget ér az egyes lépések véges számú alkal-
mazása után, mikor is a d)-beli konklúziók helyesek vagy lirn cph— lim фи véges 
érték és ez megegyezik (1.1) optimumértékével. 
Bizonyítás. Az a)—d) eljárást megelőző első lemma alapján a p r r e , illetve 
az Xj-re vonatkozó feladatnak mindig van lehetséges megoldása, tehát a d)-ben 
említetteken kívül más eset nincs. Az eljárás leírását megelőző második lemma sze-
rint helyes ezen feladatok valamelyikének nem korlátos voltából adódó következ-
tetés is. 
Továbbá lévén a szóba jövő x2 és p2 vektorok száma véges és egy b)-ben újonnan 
bevezetendő т vagy p változó eddig még nem szerepelt ilyen elemhez tartozik, az 
xx-re, illetve p r r e vonatkozó feladatok előbb vagy utóbb a, illetve A változót is fog-
nak tartalmazni, hacsak az eljárás nem végződik a most említett esetek valamelyikével. 
Ilyen esetben, ha pl. px-re vonatkozó feladat korlátos, optimális (x9, ... A*,... 
...pj,...) megoldásához tartozó (xj, x f , xî), ahol xx=2 A* x i ; , x2 =2"/+ x2i + 2 X Ъ], 
i i 7 
nyilván olyan megoldása (l.l)-nek, melyhez tartozó célfüggvényérték a megfelelő 
(p* és ugyanígy, ha az x r r e vonatkozó feladatban szerepel о változó és a feladat 
korlátos, akkor az (1.2) duális feladat olyan megoldása nyerhető, melyhez tartozó 
duál-célfüggvényérték az aktuális ф*. [Előbbiek alapján az előző konklúziók is 
némileg kiegészíthetők : ha a px-re (az Xj-re) vonatkozó feladat nem korlátos és 
tartalmaz A (o) változót, az (1.1) [az (1.2)] feladat nem korlátos és ugyanakkor az 
Xj-re (a Pi-re) vonatkozó feladat eddig nem tartalmazott о (A) változót.] 
Mindaddig, amíg tph és фн valamelyike nem véges, (Ри^фн és az előzőek sze-
rint ez igaz akkor is, ha mindkettőre véges érték adódik, melynek be kell következnie, 
ha az eljárás nem fejeződik be másképpen. Továbbá v-vel jelölve ekkor (1.1) opti-
mumértékét, mely most szükségképpen létezik, , amivel igazoltuk a d)-beli 
cPh + i — Úh+i (pontosabban <ph+1 = фи+1) esetre vonatkozó állítást. 
Nyilván a cph értékek monoton nem csökkennek és а ф,, értékek monoton nem 
nőnek, hiszen a px-re és xx-re vonatkozó feladatok egymást követő előfordulásaik 
között új változókkal bővülnek. Az eljárás során a d)-ben definiált р1Л és x1A vek-
torok sorozata SPX, illetve ^j-beli elemekből áll. Egy konvergens részsorozatot 
tekintve és a továbbiakban csak ezen részsorozattal foglalkozva, jelöljük (pjf, xx)-gal 
ennek limeszpontját. 
Elég nagy Л-tól kezdve a (2.1) feladatoknak és duálisuknak is van lehetséges 
m egoldása, következésképpen ugyanez igaz az 
A22x2 L b2 A2xxx 
( 2 . 2 ) X 2 £ 0 
max (c2 —pjf A12)x2 
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feladatra és duálisára, tehát van optimális megoldásuk is. Jelöljön x | és p* extre-
mális ilyeneket. 
Minthogy iî0A=(ph—Pu b l 5 tetszőleges h-ra és annál nagyobb W-re (p1A., л0У) 
optimális voltából 
P i Ä ' (A u x u + A12x2A) + <pw - p1A- bx = CiX1Ä + c2x2A , 
azaz 
(2.3) (ph. Ä сгх1А - p1A. A u x 1 A + pUl 'b1 + (c2 - p1A. A12)x2A. 
Ugyanígy 
(2.4) i /v ä c1x1A. - p 1 A A 1 1 x l f t . + p l f tb1 + p 2 A (b 2 -A 2 1 x 1 A . ) -
Legyen minden h-ra BA az x1A-hoz és PiA-hoz tartozó (2.1) feladat egy optimális 
bázismátrixa inverzének zérusokkal történő olyan kiegészítése, hogy 
x2h = Bj, (b2 — A21x1A), 
és ugyanakkor 
Рал = (c2-Pi),A12)BA 
lehetséges (és egyszersmind optimális) megoldása (2.1) duálisának. 
Hasonlóan legyen В olyan, hogy 
x2 = B ( b 2 - A 2 1 x î ) , 
és legyen 
Pa = ( c 2 - p î A 1 2 ) B 
(2.2) duálisának lehetséges (és egyszersmind optimális) megoldása. 
Minthogy x2A lehetséges megoldása az 
A22x2 = b2 — A21x1A 
x 2 a 0 
m a x (C2 P i A 1 2 ) x 2 
lineáris programozási feladatnak, p2 pedig duálisának, ezért 
(2.5) ( c 2 -p ïA 1 2 )B f t (b 2 -A 2 1 x 1 A ) =s ( c 2 - p î A 1 2 ) B ( b 2 - A 2 1 x 1 A ) . 
Hasonlóan adódik az 
A22x2 b2 A21xx 
x 2 a о 
m a x (C2 — p1 A A 1 2 ) X 2 
lineáris programozási feladatból, hogy 
(2.6) (c2 - p1A A12) В (b2 - A21 xî) s (c2 - p1A A12) Ba (b2 - A21 xí) . 
Minthogy az előforduló bázisok száma véges és a (p1A, x1A) vektorok egy kon-
vergens sorozatot alkotnak, azért egy további alkalmas részsorozatot tekintve 
(2.7) lim (c2-p1 A .A1 2)BA(b2-A2 1x1 A) = lim ( c 2 -p 1 A A12)BA(b2 - A21x1A). 
h — oo П-+00 
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Ekkor a (2.5) bal és (2.6) jobb oldalán álló kifejezésekre 
lim (c2 — PÎ A12) Вл (b2 — A2I X1ä) = lim (c 2 -p l f tA 1 2 )B ; , (b 2 -A 2 1x 1 A ) , 
h—oo h — oo 
lim (c2 — plft A12) Ba (b2 — A2I XJ ) = lim (с 2 -р 1 Л А 1 2 )В л (Ь 2 -А 2 1 х 1 й ) 
h—со h—» 
és az ugyanezen relációkban fellépő másik két kifejezésre 
lim (c2 - pî A12) В (b2 - A21 xlft) - (c2 - pï A12) В (b2 - A,! xí), 
h — oo 
lim (c2 — р1Л A12) В (b2 — A21 xx ) = ( c 2 - p í A 1 2 ) B ( b 2 - A 2 1 x í ) , 
A— OO 
azért (2.7) alapján 
lim (c2 - p w A13) B,, (b2 - A21 x lh) = (c2 - pï A12) В (b2 - A21 xj[), 
h—oo 
azaz 
lim (c2 —pln'A12)x2ft = ( c 2 - p ? A 1 2 ) x | . 
h—oo 
Ugyanígy adódik, hogy 
lim p2ft(b2 —А21Х1Л.) = p2 (b, — A 2 1 X I ) , 
h—oo 
és így a (2.3) és (2.4) egyenlőtlenségek jobb oldala tetszőlegesen közel van 
v* = pï bx - pí A „ xí + p2* (b2 - A21 xí) = p í b , - pí A u x í + C l xï + (c2 - рГ A12) xî -
hoz, amiből lim cph = lim фк. De a cp és ф értékek monotonitása folytán az a teljes 
n — oo n — oo 
sorozatokra is igaz, amivel a tétel valamennyi állítását beláttuk. 
3. Néhány további megjegyzés 
A következőkben az eljárás néhány további tulajdonságát fogalmazzuk meg. 
Bár ezek önmagukban is érdekesek, fontosságuk elsősorban az alkalmazásnál, 
az eljárást realizáló számológépi program elkészítésénél lehet. 
Első megjegyzésünk, hogy (р
к
<ф
н
 esetén а х 1 Л + 1Хх1Л és а р м , + 1Хр1 й relá-
ciók közül legalább az egyik teljesül. 
Legyen ugyanis 
V/, = cxx l f t - р1Л А Ц Х 1 Л + p,,, bj + p2Jl(b2 - А 2 1 Х 1 Л ) = 
=
 c i Xu, - PIA A U XJA + PIA bj + (c2 - plft A12) х1Л. 
Ekkor Vh+i^Vh- ha_cxx1A + c2x2 f c-рц, ( A n x ^ + A 1 2 x ^ ) - n o h > 0 , azaz <ph<vh és 
Xa+1^xf t, ha p1Abx + p2ftb2 - (plft A u + p2(, A 2 L)x l f t-£„, ,<0, azaz vA < i h , amiből állítá-
sunk már következik. 
3 . 1 . TÉTEL. A 2 . 1 tételben kimondott konvergencia igaz akkor is, ha c)-ben 
az x r r e vonatkozó feladatot csak \ \ < фк, a pj-re vonatkozó feladatot pedig csak 
vAxpÄ esetén bővítjük ki a megfelelő cr, illetve л változóval. 
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Bizonyítás. A 2.1 tétel bizonyításához képest csak a lim cph< lim фи egyenlőt-
h — oo h-TOO 
lenség lehetetlen voltának igazolása módosul. 
Most nem feltétlenül teljesül (2.3) és (2.4) mindegyike, de az előző megjegy-
zésünk szerint legalább az egyik fennáll. Ha mindkettő teljesül, alkalmazható 
a korábbi gondolatmenet. Ha pl. csak (2.3) igaz, akkor a /г-adik lépésben nem teljesült 
vh ij/h. Ugyanis éppen ezért nem vezettük be az (xlh, x2Jl)-nak megfelelő a változót 
az Xj-re vonatkozó feladatba, tehát 
Фи =
 c i x i f t — Pu А1гх1Л + Pi^bi + р2й(Ь2 — A21x1a), 
ahol a jobboldal tetszőlegesen közel van v*-hoz és nyilván i / . ë t / . Minthogy 
(2.3) alapján <ph. nem kisebb egy v*-hoz tetszőlegesen közel levő kifejezésnél, azért 
lim lim ф
к
 lehetetlensége már következik. 
h—oo A—oo 
Ha az a)—d) eljárás nem véges, akkor a px és x2-re vonatkozó feladatok sorozatát 
megoldva, a 2.1 tétel bizonyítása alapján együtt adódik egyrészt egy egyre jobb, 
(ph célfüggvényértékü megoldása (l.l)-nek, másrészt pedig egyre kisebb, фн célfügg-
vényértékű lehetséges megoldása a duális (1.2) feladatnak, tehát egy ф
к
 értékű felső 
becslése (1.1) optimumértékének. Pontosabban a következő tétel érvényes. 
3 . 2 . TÉTEL. Nem lehetséges, hogy végtelen sokszor egymás után csak az egyik 
és mindig ugyanazon, pl. a p r r e vonatkozó feladatot kelljen megoldanunk az eljárás 
során. 
Bizonyítás. Egy rögzített x1=x l f t=x1_ f l + 1 = ... mellett a (2.1) feltételrendszer 
meghatározta poliédernek csak véges sok x2i extremális eleme és x2j- extremális 
iránya van, melyeknek megfelelő változókkal a p,-re vonatkozó feladat bővíthető. 
Tehát elég nagy h'-re 
PiA'CAn^ + A^XaJ + ^ - p j ^ b ! ё Cjxi-|-C2x2i 
minden г'-ге, azaz 
<P w = CiXih'-PiA'Aux l f t. + PiA-bj-f (c 2 -p i r A 1 2 )x 2 f t . ) = \h. 
Szeretnénk továbbá még egyszer hangsúlyozni, hogy amennyiben (l.l)-nek 
nincs optimális megoldása, azt az eljárás véges számú lépés végrehajtása után jelzi, 
valamint azt kiemelni, hogy az eljárás tetszés szerinti és p n £ á / - b ő l kiindulva 
végrehajtható. 
Megjegyezzük, hogy mivel b) két egymásutáni előfordulása között a (2.1) fel-
adatok jobb oldala és célfüggvénye is megváltozhat, ezen feladatok megoldása az 
ún. paraméteres primál-duál szimplex módszerrel (lásd pl. [1], 245—249. old.) 
célszerű, amely természetesen alkalmas az eljárás során lehetséges olyan eset keze-
lésére is, mikor a jobb oldal és a célfüggvény közül csak az egyik változik meg. 
c)-ben (1.3) egyetlen megoldásának megfelelő /.-változóval bővítettük a p r r e 
vonatkozó feladatot. 
A dekompozíciós eljárásoknál szokásos stratégiáknak megfelelően azonban 
(1.3) további (xj, x2) megoldásainak megfelelő változókkal is bővíthetjük a Pi-re 
vonatkozó feladatot, ha ilyen a (2.1) megoldása során adódik. A 3.1 tétel nyújtotta 
lehetőséggel szemben az eljárás megfogalmazása során használt alternatíva is annak 
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felel meg, hogy igy a dekompozíciós eljárásoknál gyakorlatban elfogadott taktikát 
használunk. Ugyanez igaz az x r r e vonatkozó feladattal kapcsolatban is, mindez 
azonban attól függ, hogy miképpen oldjuk meg a (2.1) feladatokat, tehát általában 
az eljárás számológépi realizálásától. 
4. A lépcsős szerkezetű lineáris programozási feladatról 
A következőkben az a)—d) eljárás ismételt alkalmazásával eljárást nyerünk az 
AoiXi = boj 
•Áj(i_iXj_i + A ioxoi + A i t iXj + Ai i + 1 x i + 1 S b; 
(4.1) x o i , x f ë 0, ( / = 1 , 2 , . . . , « ) 
max ( 2 Cioxoí + 2 c ix í ) 
i i 
alakú lineáris programozási feladat megoldására, mely pl. olyan lehetőség modelle-
zésére alkalmas, ahol az /-edik időszakra vonatkozó x ; tevékenység közvetlenül 
csak a megelőző időszakbeli x ^ - t ő l és a következő időszakbeli tevékenység egy 
részétől x i+1-től függ. 
(4.1)-ben í = l - r e az x0-hoz tartozó, i=n-re pedig az x„+1-hez tartozó tag nem 
szerepel. (Általában az olyan lineáris programozási feladatot szokták lépcsős szer-
kezetűnek nevezni, ahol (4.1)-ben minden /-re hiányzik az x^ j -hez tartozó tag, 
vagy pedig minden /-re az x i+1-hez tartozó tag.) 
Feltesszük, hogy az 
3Ci = {x;: AoíXj bo;, x ; ë 0} 
és 
= {Pi- PiÁ;o = С ; о , р ; ё 0} 
poliéderek ( /=1, 2, ... n) nem üresek és korlátosak. (Ha ezen poliéderek valamelyike 
üres, (4.1)-nek, illetve (4.1) 
p,A i 0 = c i 0 
(4.2) Pi- iA i_ 1 ; i + PofAio + p iA i i + pi + 1 A i + l j i ë Cf 
Pio. Pi £ 0 
mm (2 Pioboi + ^Pib«) 
i i 
duálisának nincs lehetséges megoldása.) 
Feltesszük továbbá, hogy / = 1, 2 , . . . n-re 
(4.3) {xoj: A joxoi ë 0, Xqí ë 0, c í o x o i >0} = 0 
és 
(4.4) {Pio: PíoAoí S 0, Pio ë 0, pioboi < 0} = 0. 
(Amennyiben a (4.3) relációk valamelyike nem teljesül, akkor (4.1) — ha egyáltalán 
van lehetséges megoldása — nem korlátos, a (4.4) relációk valamelyikének nem tel-
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jesülése esetén pedig a (4.2) duális feladat nem korlátos, ha van lehetséges meg-
oldása.) 
A (4.1)—(4.2) lineáris programozási feladatpár mátrixát n — 3 esetén az alábbi 
séma szemlélteti: 
A következő eljárás alapgondolata az, hogy (4.1) megoldására oly módon 
alkalmazzuk az a)—d) eljárást, hogy az ф-gyel jelölt egyenesektől bal alsó irányban 
elhelyezkedő rész feleljen meg az eljárásbeli A22-nek, majd az ennek megfelelő al-
feladat megoldására ismét alkalmazzuk az a)—d) eljárást oly módon, hogy most 
a @-vel jelölt egyenesektől bal alsó irányban elhelyezkedő rész játssza A22 szerepét stb. 
Az eljárás során felhasználjuk a következő lemmát, mely az eredeti eljárás egy 
olyan módosítására vonatkozik, melyben a (2.1) feladatok és duálisuk majdnem 
optimális megoldásainak megfelelő változókat vezetünk be a p r r e és x,-re vonat-
kozó feladatokba. A lemma állítása azt mondja ki, hogy az utóbbi feladatok opti-
mumértékei véges számú lépés után így is elég közel kerülnek egymáshoz. 
4 . 1 . L E M M A . A Z a)—d) eljárás során legyen mindig x2A az 
1. ábra 
(4.5) 
A 2 2 X 2 3 b 2 — A 2 1 X 1 A 
X 2 S : 0 
max (c2 — p1A A12) X 2 
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alfeladat egy olyan lehetséges megoldása, p2A pedig a duálisának egy olyan lehetséges 
megoldása, hogy teljesül 
( c , - p 1 A A12)x2A S Р2/, (bi — Аз! x1A) — £ 
és 
lX2ftl — |p2ft| = Xp, 
ahol E>0, xx és y.p rögzített. 
Ha c)-ben ezen (x1A, x2A)-nak megfelelő A és (p1A, p2A)-nak megfelelő er-változó-
val bővítjük a p r r e és az xx-re vonatkozó feladatot, akkor az így módosított eljárás 
lépéseinek véges számú alkalmazása után <pAS 1/0, —e', ahol e'=-e rögzített, hacsak az 
eljárás előbb másképpen véget nem ér. 
Bizonyítás. Tegyük fel, hogy a lemma állítása nem igaz. Minthogy a cph értékek 
ebben az esetben is monoton nemcsökkenő, а értékek pedig monoton nemnövekvő 
sorozatot alkotnak és <pA^i/rA, azért lim \j/h— lim <pA=e'. 
h—00 h — 00 
Ugyanúgy, mint a 2.1 tétel bizonyításakor, kiválasztva az (x1A, p1A) vektorok 
е
ёУ (xí> PÎ)-hoz konvergáló részsorozatát (és a továbbiakban csak ezen részsoro-
zatra szorítkozva), A'>A-ra most is fennáll 
cph. = Cj XL H - p1A. A n x1A + p1A. bx + (c2 - p1A- A12) X2 A 
és 
ФИ- =
 c i xiA-— Pia Á.u x + pi;, bx + p2A (b2 — A21 x1A-). 
Innen 
ф
н
. - <jffA. cx (x1A. - x1A) + p1A. A u x1A - p1A A u x1A, + (p1A - p1A.) bx + 
+ P2 и (b2 - A21 x1A.) - (c2 - p1A. A12) X2 A . 
Ezen egyenlőtlenség jobboldalának első sorában levő különbségek elég nagy 
A-ra (és így A'-re) elég kicsik. A jobboldal további tagjaira 
p2A (b2 - A21 x1A.) - (c2 - p1A. A12) X2A = 
= Р2л(Ь 2 - A 2 1 X 1 A ) - ( c 2 - p 1 A A 1 2 ) X 2 A + p2 A A 2 1 ( x 1 A - x 1 A . ) + 
+ (Piv - P u ) A12X2A S E + XPIA21| |x1A - x1A,| + |p1A. - p1A| IA12| 
ami e-nál tetszőlegesen kevéssel nagyobb, ha A és (így) h' elég nagy. Ez viszont ellent-
mondás. 
A módosított eljárásra is érvényes, hogy ha (ph<iJ/h—£, az xx A + 1 +x 1 A és 
Pi.ft+iXPu, relációk közül legalább az egyik fennáll. 
Ugyanis Pi,A+i = piA akkor választható, ha 
<Ph = CI X U - p1A A U X U + p1A bx + (c2 - p1A A12) X2A 
és x i ,*+i = x1A pedig akkor, ha 
Фи = Ci xi*— Pi* A u xiA + p1A bx + p2A (b2 — A21 x1A), 
amely egyenlőtlenségekből 
Фи -
 (Ph = P2/1 (b2 — A21 x1A) — (c2 — p1A A12) x 2 t s £. 
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A (4.1) feladat megoldására vonatkozó eljárás leírása és verifikálása megkönnyí-
tésére vezetjük be a következő definíciókat és fogalmazzuk meg a következő lemmá-
kat. 
i = l , 2 , . . . , / /—l-re p;-re vonatkozó feladatnak nevezünk egy 
Ajoxoi + 2 hj(A;íXy + i + !х г + ц j) • b, —A,- í_1Xj_1 
(4.6) ' 1 
j 
x0i , Á,j ë 0 
max |c i oxo i + 2 |(сг — p.- _ ! A j _ l j J x y + ^ (c4x(y. + cM l \o t j .)j j 
alakú lineáris programozási feladatot, ahol х
г
_15 р ;_! rögzített, az (xo i + 1 J , . . . , 
Xj j, xi+1j, ...) vektorok pedig mindeny'-re kielégítik az 
Ao kxk — bot 
(4-7) AJ t i t_1xJ i_1 + Awx0Ji + Akkxk + Akk+1xk+1 ë 
x
ok> Хл ë 0 (к = г'+ 1, ..., ri) 
A 0 ;XJ=Sb 0 í , X; Ë 0. 
xi+1-feltételrendszert és hasonlóan, x r r e vonatkozó feladatnak nevezünk egy 
Vio\i + 2 aij(VijAu + Vi+ij^i+i,,) = cí —Pí-iAj-i^ 
(4.8) J 2 ° í j = 1 
j 
Pio £ о, су ë 0 
min jpiobo; + 2 aij (p.y (b; - A , : ! х ; _ J + (P*A + b0*)j j 
alakú lineáris programozási feladatot, ahol х (_15 рг_! rögzített, a (p,+i,o.j> 
..., Píj, Pi+i,y, •••) vektorok pedig mindeny'-re kielégítik a 
PfcAfco £ cko 
Píc-iAfc_iij: + PjioAot + P/iAtfc + p(: + 1A j t + 1 j t ë ck 
(4.9) Pko,PklsO (k = i + 1 , . . .и) 
PiA;o ë C;o, Pi 0 
P;+j-feltételrendszert. 
p„-re vonatkozó feladat az 
Аоп
х
„ = b0„ 
(4-10) An0xn0 + A„„x„ s= b„ — An „_1x„_1 
xon > x„ ë 0 
max (с п0х0п 
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alakú lineáris programozási feladat, ahol x„_i, rögzített, az xn-re vonatkozó 
feladat pedig ennek duálisa. 
A következő 4.2 lemma a korábbi 1.1 és 1.2 lemmák jelen esetre vonatkozó 
megfelelője, a 4.3 lemmában pedig az egymásutáni i értékekhez tartozó p ;-re és 
x r r e vonatkozó feladatoknak az 5. részbeli eljárás már említett alapgondolatában 
is bennfoglalt egymásra épülését fogalmazzuk meg. 
4.2. L E M M A . Egy p r r e vonatkozó feladatnak minden x ;_x és рг_! mellett van 
optimális megoldása ( /=1, 2, ..., rí). 
Bizonyítás. Ha / = 1 , 2 , ...,n — l-re (4.6)-nak nincs lehetséges megoldása, akkor 
van olyan (p*, nf), hogy p* és 
P?Ai0 S 0, 
Pi* (A,-; \ u + AÍÉÍ+1xi+1J) + nf 0 
és 
VÎfri-Ki-iXi-J + n* < 
á2- korlátos volta folytán p* = 0, ami ellentmondásra vezet. 
Ha (4.6) nem lenne korlátos, akkor volna olyan x^^O, melyre 
A/oXoi is 0 
és 
ami ellentmond feltevéseinknek. 
Ugyanígy, ha a (4.10) feladatnak nincs lehetséges megoldása, akkor van olyan 
2* = 0 és P„*0isO, hogy 
PJA„0 s 0, 
Pno Aon + L Ann == 0 
és 
Й Л + Е Ж - А ^ . А . , ) < o. 
SPn korlátos voltából P£=0 és ellentmondásba kerülünk (4.4)-gyel. Ha (4.10) 
duálisának nincs lehetséges megoldása ellentmondásra jutunk 3Cn korlátos volta és 
(4.3) alapján, így a p„-re vonatkozó (4.10) feladat nem lehet nem korlátos. 
Hasonlóan látható be a (4.8) feladatokra és (4.10) duálisára vonatkozó azonos 
állítás. 
(Az, hogy (4.1)-nek van optimális megoldása, nagyjából ugyanígy adódik. 
A tárgyalás jelen formájában ez a megfogalmazott további állítások következménye.) 
4 . 3 . LEMMA. Legyen / = 1 , 2 , ... «-re (xoi, ..., 7 t j ...) egy olyan p r r e vonatkozó 
feladat megoldása, hogy (х
г
_1, ( ; - i ) egy x ; _ r r e vonatkozó feladat duálisának 
lehetséges megoldása. Akkor (xoí, 2 7 , j X 0 i i + 1 J , . . . , x ^ , 2 b j x u > 2 % y x i + w > •••) 
J _ j j 
kielégíti a (4.7) x ; feltételrendszert. (z'=l-re x o ^ 0 tetszó'leges és az x^feltételrendszer 
az eredeti (4.1) feladat feltételrendszere. /=«-re, ha (x0„x„) a p„-re vonatkozó feladat 
megoldása, akkor (x0„, x„_1 ; x„) elégíti ki az x„_1-feltételrendszert.) 
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Bizonyítás. Az állítás a p, -re vonatkozó feladatok és az x(-feltételrendszerek 
definíciója alapján nyilvánvaló. Talán annyit érdemes csak hangsúlyozni, hogy 
mivel (x;_i> l i - i ) megoldása az i— l-hez tartozó (4.8) feladat duálisának, azért 
A0j j - jX j - jSb , - - ! és х , _ ! > 0 . Hasonló állítás igaz az x ;-re vonatkozó feladatok 
megoldására és a (4.9) feltételrendszerekre. 
5. Dekompozíciós eljárás a lépcsős szerkezetű lineáris programozási feladat 
megoldására 
Legyenek a továbbiakban E1>E2>... > £ „ _ i > 0 rögzített számok. A (4.1) fel-
adat megoldására javasolt eljárás a következő. 
(i) Legyen p Á ^ és tetszőleges, a p r r e vonatkozó feladat az 
A,oxoi = b, —A,-
 i _ 1 x í _ 1 
(5.1) X0i ё 0 
max c ioxoi 
lineáris programozási feladat, az x r r e vonatkozó feladat pedig a 
p íoAoi & Cj — P i - i A ^ j j 
(5.2) p w S 0 
min p ioboi 
lineáris programozási feladat ( / '=1,2, ...,n— 1), a p„-re vonatkozó feladat pedig az 
A()nxn — bon 
А„о
х
ои + A„„ X„ ^ b „ - A „ _ i x„ _ i 
х 0 в > Х П ё 0 
max [c„o x0„ + (c„ - p„ _ j A„ _ „) x„] 
lineáris programozási feladat és legyen végül k=n. 
(ii) Oldjuk meg a p r r a és xk-ra vonatkozó feladatokat. A feladatok optimum-
értéke legyen cpk és фк. 
(iii) На ф
к
 — cpk = ek és k = 1, az eljárás véget ér. На фк — (рк^Ек é s k x l , bővítsük 
a Pfc-i-re vonatkozó feladatokat a pk-ra vonatkozó feladat optimális megoldásából 
a 4.3 lemma alapján képezhető A változóval és az х
к
_
г
-те vonatkozó feladatot az 
xk feladat optimális megoldásából hasonlóan képezhető a változóval. Legyen 
k=k— 1 és folytassuk (ii)-től. 
(iv) На ф
к
-(р
к
>е
к
, legyen p k =p t és xk = x*k, ahol (pk, n*k) a pk.-ra vonatkozó 
feladat, (xk, Çk) pedig az xk-ra vonatkozó feladat duálisának egy optimális megoldása. 
Legyen k=k + 1 és folytassuk (ii)-től. 
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5.1. TÉTEL. A fenti eljárás lépéseinek véges számú végrehajtása után befejeződik 
és a pj-re vonatkozó feladat utolsó optimális megoldásának megfelelő 
(X011 2 ^-lj X0, 2, j •> •••> 2 2 ^lj x2j > •••) j j* j 
olyan lehetséges megoldása (4. l)-nek, melyhez tartozó célfüggvény érték (4.1) 
optimumértékénél legfeljebb fii-gyei kisebb. 
Bizonyítás. Minthogy az eljárás során pfc és xk mindig egy pt-ra, illetve x t-ra 
vonatkozó feladat megoldása alapján adódik, a 4.3 lemma alapján az eljárás befe-
jezésekor rendelkezésünkre áll (4.1) egy cpx és (4.2) egy фх célfüggvényértékű meg-
oldása és így csak a végességre vonatkozó állítással kell foglalkoznunk. 
(ii)-ben k = n-re mindig ф
п
 — (р
п
 = 0. Tehát a 2.1. tétel következményeképpen 
véges számú lépés után ф
п
_1 — (р„_1^£п_1. Minthogy (iii)-ben a p„_2-re (x„_2-re) 
vonatkozó feladatot mindig az x„_2 (p„_ ^ -feltételrendszer olyan megoldásával 
bővítjük, amelyben (p„-1£0'n-1) és ezen utóbbi korlátos halmaz, a 4.1 
lemma következményeképpen az eddigi lépések véges számú végrehajtása után 
Фп — 2 Фп — 2 — ^ л — 2 • 
Az, hogy a p„-i-re és x„„1-re vonatkozó feladatban bennmaradnak a korábbi 
változók, nem ront el semmit, mert x„_2 és/vagy p„_2 (általában xk és/vagy pt) 
megváltozása a p„-re illetve x„-re vonatkozó feladaton (általában az xfc+2-illetve 
Pt+2-feltételrendszeren) nem változtat. A tétel állítása ezután teljes indukcióval 
adódik. (Tulajdonképpen az indukciós lépést is elvégeztük, ha az eljárást úgy defi-
niáltuk volna, hogy bevezetünk még egy további e„-t, melyre £„_1>£„>0, és az 
eljárást úgy definiáltuk volna, hogy a (4.10) feladat és duálisa olyan megoldásainak 
megfelelő változókkal bővítjük a p n_j és x„_ r r e vonatkozó feladatokat, melyekhez 
tartozó célfüggvényértékek abszolút eltérése e„-nél nem nagyobb.) 
A pA-ra és xA-ra vonatkozó feladatokban, a változók megőrizhetőségével 
kapcsolatos megjegyzés mutatja, hogy miért csak (4.1) és miért nem pl. egy 
Aoíx ; =í boi 
Ai0x0i + 2 A u x j = bi j 
x 0 i , x | ë 0 ( i = 1,2, ...,ri) 
max (2 1 c í0x0 ; + 2 Ч х ; ) 
i i 
alakú lineáris programozási feladat megoldására próbálkoztunk az a)—d) eljárás több-
szöri alkalmazásával. Ebben az esetben ugyanis új р (_! és х (_х esetén nem csak 
a p r re és x r r e vonatkozó feladat jobb oldala és célfüggvénye változik meg, hanem 
a meglevő X és a változókat is el kell hagyni. Ez ugyan elvi akadályt nem jelentene, 
de a változók megőrzésével kapcsolatos (4.1) alakú feladat esetén adódó lehetőség-
től az eljárás lépéseinek kisebb számú végrehajtását várjuk. 
(i)-ben i = l , 2 , ..., n — l-re p r t és x r t tetszőlegesen választottuk ^ - b ő l , illetve 
#j-ből. Ezzel azt kívántuk érzékeltetni, hogy induló értékük megválasztására vonat-
kozó valamilyen előzetes információ a lépésszámot kedvezően befolyásolhatja. 
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Ugyancsak kézenfekvő lehetőség ezt oly módon végrehajtani, hogy p, legyen az 
A10x01 s bi 
x01 & 0 
» 
max c10x01 , 
Xj pedig az 
PioAoi = Cj 
Pio ^ 0 
min p10bi 
lineáris programozási feladat duálisának egy optimális megoldása, és a további 
i értékekre p,-nek az (5.1), x,-nek pedig az (5.2) feladat duálisának egy optimális 
megoldását választjuk. 
Az (i)—(iv) algoritmus alapgondolatát tekintve közeli a Dantzig—Wolfe eljárás 
ismételt alkalmazásához ([2], [3]). [2] eleve a lépcsős szerkezetű, [3] egy valamivel 
általánosabb szerkezetű lineáris programozási feladat esetét tárgyalja. Már [3]-ban 
is foglalkoztunk azzal a lehetőséggel, hogy az állítások érvényességének megválto-
zása nélkül többféleképpen is megadható az, hogy melyik i-hez tartozó p r re vagy 
x r r e vonatkozó feladattal foglalkozunk és mikor. 
Az (i)—(iv) algoritmus esetén is érvényesek ilyen megjegyzések. 
A p t _ ! és xí(_1-re vonatkozó feladat bővítésével megpróbálkozhatunk фк—(рк>Ек  
esetén is. Ugyanis a 4.1. lemma utáni megjegyzésből csak az következik, hogy 
Ф
к
 ~
 (Pk—ek esetén biztosan megváltozik pfe_1 és xk_x közül legalább az egyik, amit 
azzal azonosíthatunk, hogy <pk-x nő, illetve фк-\ csökken (lásd 3.2. tétel). De ez 
megtörténhet ф
к
—<р
к
>Е
к
 esetén is, ha a meglevő (pfc_l5 nk-i), illetve (xfe-i> 
duálmegoldásra és az xk, illetve pfc-feltételrendszernek a 4.3 lemma alapján adódó 
megoldására teljesül a megfelelő egyenlőtlenség, azaz ф
к
-1 — <Р
к
-1 csökkenni fog 
és ezzel — ugyanezen filozófia szellemében — ahhoz kerülünk közelebb, hogy 
ф1 — (р1 csökkenjen. 
Az algoritmus egy számológépi realizációjánál többféleképpen lehet megoldani 
azt, hogy mikor és melyik i-re oldjuk meg a p r r e és x r r e vonatkozó feladatokat. 
Ugyancsak több lehetőség kínálkozik arra is, hogy egy adott i-e a megfelelő felada-
tokat hányszor és milyen х
г
_
х
 és p i_1-ekkel oldjuk meg. Mindez a feladattól is 
függhet. A változóknak a lépcsős szerkezetből adódó, már említett megőrizhetősé-
ge ekkor lehet igazán érdekes. 
Az £; értékek változtatásával az (i)—(iv) algoritmus megfogalmazható úgy is. 
hogy olyan közelítő eljárás adódjon, melynek eredménye (4.1) optimumértéke, 
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ON AN LP-DECOMPOSITION AND AN APPLICATION OF THE PROCEDURE 
J . STAHL 
The decomposition procedure having been discussed in the paper is for solving the dual LP-
problem pair (1.1) and (1.2). In an iterative step of the procedure one has to solve a problem of type 
(1.5) and (1.6) resp. and the subproblem (2.1), where p, and x, are from the optimal solution of the 
duals to problems (1.5) and (1.6). 
After the preliminary section 1 the procedure itself is discussed in section 2. If problem (1.1) 
has an optimal solution, then the optimal values of problems (1.5) and (1.6) converge to this value 
and solutions corresponding to these objective values can easily be obtained. In the other case the 
procedure is always finite. Section 3 deals with some further features of the procedure. 
In sections 4 and 5 we give an algorithm for solving the LP-problem of staircase struc-
ture (4.1). The algorithm is a repeated application of the above procedure. 
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AZ (s, S) SZTOHASZTIKUS 
KÉSZLETGAZDÁLKODÁSI MODELL 
KITERJESZTÉSE INTERVALLUMSZERŰ 
ÉRKEZÉSI FOLYAMAT ESETÉRE 
GERENCSÉR LÁSZLÓ és PRÉKOPA ANDRÁS 
Budapest 
Az (s, 5) készletgazdálkodási modell egy gyakorlatban elterjedt készletgazdálkodási mód 
matematikai leírását adja. Ebben a dolgozatban az (s, S) modell egy kiterjesztését vizsgáljuk, amikor 
is a szállítási folyamatban egyszeri érkezés helyett intervallumszerű érkezést is megengedünk. A szállí-
tási folyamatnak ilyenfajta modellezésével foglalkoznak a [6], [7], [9] dolgozatok. A dolgozat első 
felében levezetjük a költségfüggvény kifejezését, a dolgozat második felében pedig az optimális 
s, S paraméterekre adunk becsléseket. Ezek a becslések a [2], [8] dolgozatokban megadott becslések 
általánosításai. 
1. A modell leírása és a költségfüggvény kiszámítása 
A model l egyetlen cikk készletezésével kapcsolatos. A készletezett c ikkel szem-
ben egy véletlenszerű igényfolyamat jelentkezik. A (0, t ) időszakaszban jelent-
kező igények teljes tömegét a(r)-vel je löl jük. Az a(f) sztohasztikus fo lyamatot 
igényfolyamatnak nevezzük. Feltesszük, hogy ez egy stacionárius független növek-
ményű sztohasztikus folyamat. Rögzített t-re az a(r) valószínűségi változó eloszlás-
függvényét F(x, t ) je löl i , sűrűségfüggvényét f ( x , t). A z egységnyi időre eső átlagos 
igényt m je löl i , tehát 
(1.1) f xf{x,t)dt = mt. 
ö 
A készlet felülvizsgálása T időközönként történik, ez az egy periódusidőnek a tar-
tama. A rendelési szabály a következő: amennyiben a készletállapot (1. [4], [5]) 
j -nél nagyobb, akkor nem rendelünk. Ha azonban a készletállapot j -nél kisebb, 
akkor felrendelünk egy S szintre. 
A megrendelt áru szállítása a rendelés feladásától számított x idő után kezdő-
dik és a t + T időpont ig be kell fejeződnie. A szállítási fo lyamatot jellemezhetjük 
egy /*( ') sztohasztikus folyamattal az alább leírt módon. / ;( /) a [r , x + T ) interval lum-
ban értelmezett monoton nem csökkenő véletlen függvény, melyre / г ( т )=0 és 
H(x + T— 0) = 1. Amennyiben a 0 időpontban rendelt mennyiség x 0 , akkor a t idő-
pont ig ebből 
(1-2) 4(t) = x„MO 
mennyiséget szállítanak le. 
A )i(t) sztohasztikus folyamat lehet azonosan 1 í > т esetén ( i lyenkor egy-
szeri érkezésről beszélünk), vagy lehet egy intervallumszerű érkezést leíró szto-
hasztikus folyamat (1. [5]). 
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A modellben szereplő költségek a következők. Л-val jelölt rendelési költség, 
amely egy rendelés feladásának a költsége, idő- és mennyiségarányos készletezési 
költség, végül idő és mennyiségarányos hiányköltség. Egységnyi mennyiségű áru-
nak egységnyi időre eső készletezési költségét 1С, egységnyi mennyiségű árunak 
egységnyi időre eső hiányköltségét p jelöli. A modell költségfüggvényén az egy 
időegységre eső várható költséget értjük. Ez az s, S változók függvénye. 
Az s, S változók helyett új független változópárt vezetünk be, ezek S és 
Q=S—s. A költségfüggvény kiszámításához felidézünk néhány, az 5 szintre való 
felrendelés modelljével kapcsolatos eredményt. 
Az S szintre való felrendelés modelljének költségfüggvényét általánosan az 
(1 .3) L(S) = ICD(S)+PB(S) 
összefüggés alapján számítjuk, ahol D az időegységre eső átlagkészlet, В pedig az 
időegységre eső átlaghiány. D és В értékét az [5]-ben közölt gondolatmenetet követve 
általános p(t) mellett is zárt alakban felírhatjuk. Legyen a 0 időpont egy rendelési 
időpont, a készletállapot a rendelés előtt legyen S—y. Vezessük be az 
(1.4) * ( í ) = j ( l - p ( t )) + «(/) 
valószínűségi változót, ahol T S / < T + F . Ennek eloszlásfüggvényét jelölje H(x, t). 
Bevezetjük még a 
1 T + T (1.5) H(x) = - J H(x, t)dt 
I 
keverékeloszlásfüggvényt. 
Megmutatható, hogy 
s 
(1.6) D(S) = f (S-x)dH(x) 
0 
és 
(1.7) B(S) = f (x-S)dH(x). 
s 
A H(x) eloszlásfüggvény analitikus alakja egyszeri érkezés esetén és Wiener-folya-
mattal közelített igényfolyamat esetén [5]-ben szerepel. Ugyanott találhatók köze-
lítő formulák intervallumszerű érkezés esetére is. 
Most rátérünk az (s, S) modell költségfüggvényének kiszámítására, amelyet 
K(S, ß)-val jelölünk. A várható költséget először két szomszédos rendelést követő 
T időpont között számítjuk ki. Egy ilyen időszakaszt ciklusnak nevezünk. Az egy 
ciklusra eső átlagos költséget elosztjuk a ciklus átlagos hosszával, így megkapjuk 
a keresett költségfüggvényt. Tegyük fel, hogy a 0 időpontban feladunk egy rendelést. 
Ekkor а т időpontban kezdődik egy ciklus és befejeződik valamilyen 7+NT idő-
pontban. Az egyes periódusok (véletlen) költségét jelöljék ll,...,lN. Feladatunk 
az l1+...+l1у összeg várható értékének a kiszámítása. Az első periódus £(/x) vár-
ható értékének kiszámítására az intervallumszerű érkezés modellje alkalmazható. 
Az (1.4)-ben szereplő у változó az előző ciklus összigényét jelenti. Az eredményt 
jelöljük /JSJ-sel. Legyen 2, a т-t követő /7—1 periódus együttes igénye legyen y. 
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Nyilvánvaló, hogy y = Q esetén 
(1.8) E(ln\N^ n,y) = Е(Цу) = 1{S-у). 
Mivel у sűrűségfüggvénye ß"~X)ly, T), ahol a felső index (я—l)-szeres konvolúciót 
jelent, kapjuk, hogy 
со Q 
(1.9) A + E(l1+...+l„) = A+l1(S)+ 2 f KS-y)fi"-^ly,T)dy. 
Az A rendelési költséget csak egyszer, a ciklus elején kell számításba venni, hiszen 
egy cikluson belül további rendelést nem adunk fel. 
Most kiszámítjuk a ciklus átlagos hosszát. Az első (т, т + Т) periódus mindig 
a ciklushoz tartozik. Annak valószínűsége, hogy a ciklus hossza legalább я egyenlő 
annak valószínűségével, hogy az első я—1 periódus alatt jelentkező összigény kisebb, 
mint Q, ami F(n~x\Q, T). Mármost egy nemnegatív valószínűségi változó várható 
értékét úgy is megkaphatjuk, hogy a kiegészítő valószínűségeloszlás-függvényt 
integráljuk. Jelen esetben a következő összeget kapjuk: 
( 1 . 1 0 ) 1 + 2 F { N - X ) L Q , T ) . 
n = 2 
Ez tehát a ciklus átlagos hossza. 
Egyszerűbb kifejezést kapunk, ha bevezetjük az ún. felújítási függvényt, amit 
M(x)-szel jelölünk és az 
(1.11) Mlx)= 2 EM(x, T) 
n = l 
képlettel definiálunk. 
A felújítási függvény deriváltját я?(х) jelöli, ennek képlete a következő: 
(1-12) mix) = 2f(n)lx, T). 
n = 1 
Az (1.9) kifejezésben az összegezés és az integrálás sorrendjét felcserélve megkapjuk 
a költségfüggvény következő kifejezését: 
Q 
A + IAS)+ f llS-y)mly)dy 
( U 3 > = — Г 7 М ( 0 )  
Ha (1.13) számlálójában parciális integrálást hajtunk végre, a költségfüggvényre 
a következő új kifejezést kapjuk: 
(1.14) 
Q Q 
A + I1{S) + MlQ)l(S—Q) + (IC+.p) J HlS-y)Mly)dy-pj M{y)dy 
= ТТШ) ' • 
Feladatunk KIS, Q) minimalizálása. 
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2. Az optimális paraméterek becslése 
Az (1.13)-ban megadott K(S, Q) függvény nem konvex. Ezért minimalizálását 
célszerű a paramétertartomány skálázásával meghatározni. Ehhez hasznos lesz 
a skálázandó tartomány előzetes szűkítése. 
Az optimális paraméterértékeket jelöljék D \ S*, Q*. Feltesszük, hogy a K(S, Q) 
füeavénv belső pontban éri el a minimumát. Ekkor S*, Q* kielégítik a 
m s \ Q*)
 = 0 
ds 
(2.1) 
ÖK(S*, Q*) 
= 0 
0 ß 
egyenleteket. 
Ha azonos feltételek mellett a készletgazdálkodást az S-szintre való felrendelés 
modellje alapján végezzük, akkor az optimális S értéket S°-lal jelöljük. 
Megmutatjuk, hogy érvényes a következő becslés 
(2.2) 
A (2.2) becslés levezetéséhez vizsgáljuk meg K(S, Q) 5 szerinti deriváltját. Ehhez 
először az l(y) költségfüggvény deriváltját ír juk fel (1. [4] és [5]). 
(2.3) _ (ic+p)H(y)-p. 
Hasonlóan az lx(y) függvényre 
(2.4) ^ p - = (IC+p)H1(y)-p 
adódik. Ezek felhasználásával (1.13) alapján kapjuk, hogy 
(1С +P){H1(S) + J H(S-x)m(x)dx)-p( 1 + M(Q)) 
(2 5) — = 5 . 
1
 ' ds 1 +M(Q) 
Innen k i tűn ik , hogy K(S, Q) S-ben konvex, S szerinti deriváltja ugyanis monoton 
növekedő. Rögzített Q mellett a K(S, Q) függvény a minimumát érje el egy S*(Q) 
helyen. Az S*(Q) értéket a 
(2.6) a s - ° 
egyenletből határozzuk meg. A (2.6) egyenlet a következőképpen is írható 
Q 
(2.7) RX(S, Q) = (IC+p)[H1(S)+ f H(S-x)m(x)dx]-p(\ +M(Qj) = 0. 
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A (2.7) egyenletet í r juk át a megszokottabb 
Q 
Hx{S)+ f H(S-x)m(x)dx 
(2.8) 0 - p 1 +M{Q) IC+p 
formára. Vegyük észre, hogy intervallumszerű érkezés esetén teljesül a 
(2.9) H f y ) ^ H(y) 
egyenlőtlenség minden y-ra. Ez következik a (1.4) alat t i x ( í ) -kre vonatkozó Xj( / ) = 
^ x ( í ) egyenlőtlenségből. Ezért (2.7) bal oldalát növeljük, ha # X ( S ) és H ( S - x ) 
helyett mindenütt H(S)-et í runk: 
Q Q 
H f S ) + f H(S — x)m(x)dx H(S) + f H(S)m(x)dx 
< 2 Л 0 > Т Т Ш ) s — Т Т Ш — = я ( 5 ) > 
és azt kapjuk, hogy 
(2-И) H(S*(Q))S-J—. 
A 
(2.12) tf(S°) = P 
IC+p 
egyenlet felhasználásával (I. [4] és [5]) a következő becslést kap juk : 
(2.13) S*(Q) §= S° 
amiből (2.2)-nek az egyik fele következik. 
Számítsuk most k i K(S, Q) Q szerinti parciális deriváltját. A költségfüggvény 
(1.14) alakjából indulunk k i és a következőt kap juk : 
( 2 J 4 )
 Ц
 =
 (1 +M(Q)r H - l Á S ) + / ( S " 0 - ( / C W X 
<2 
X H(S — x) M ( x ) dx+p jM{x)dx). 
О 
Ado t t S mellett az optimális Q értéket, amelyet ß ^ S / s e l je lö lünk a 
(2.15) ^ = 0 
egyenletből határozzuk meg. Ez az egyenlet a következő ekvivalens alakban írható : 
E 
(2.16) R2(S, Q) = - A - l f S ) + l(S-Q)-(IC+p) / X 
О 
Ö 
X H(S — x) M (x) dx+p f M(x) dx = 0. 
О 
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Megmutat juk, hogy rögzített S mellett a K(S, Q) függvénynek Q-ban legfeljebb 
egy lokális min imuma van. Számítsuk k i az R2 függvény Q szerinti der ivál t ját : 
dR (2.17) = (1 + M(Q)){p-(lC+p)H(S-Qj). 
A jobbo lda l negatív vagy pozitív aszerint, hogy S—Q kisebb-e vagy nagyobb-e 
S°-nál. Tehát az R2(S, Q) függvény lokális min imumát a Q — S—S0 helyen éri el. 
A Q=0 helyen a függvényérték pozitív is lehet. A függvénygörbe a Q tengelyt ekkor 
is csak legfeljebb két pontban metszheti. Á l l í t j uk , hogy az első metszéspont a költség-
függvény Q szerinti lokális maximumát, a második metszéspont a költségfüggvény 
О szerinti lokális min imumát adja. Hogy ezt belássuk, számítsuk k i K(S, Q) Q sze-
r in t i első és második parciális der ivál t ját : 
OIR) mS,Q)_ m(Q) 
— ß Q — ~ ( T T m ö ) f R Á S ' Q ) 
és 
о lût m ( g ) dR2(S,Q) д m(Q) 
00 (1 +M(Q)f dQ + dQ (\+M(Q)f 
Mive l a metszéspontban R2(S, 0 = 0, ezért (2.19)-ben a második tag zérus. Az első 
tag negatív az első metszéspontban, pozitív a második metszéspontban. Ezzel a 
költségfüggvényre vonatkozó állításunkat bebizonyítottuk. 
Akár fellép az első metszéspont, akár nem, világos, hogy K(S, 0 - n a k a Q 
szerinti min imuma egyetlen Q*(S) helyen valósul meg, és azt is beláttuk, hogy 
teljesül a 
(2.20) Q*(S)^S-S° 
egyenlőtlenség. Ez az 
(2.21) S°^S-Q*(S) 
formába is írható, amiből következik a (2.2) becslés első fele. 
A dolgozat eredményei érvényesek az intervallumszerü érkezési folyamat 
különböző, pl. szezonhatásokat figyelembe vevő módosításaira is. Érdekes volna 
a modellbe beépíteni a rendelések és szállítások közöt t i eltéréseket is (1. [3]). 
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The paper formulates an inventory model, where the ordering rule is (s, S) type, while the 
shipping is done according to an interval-type stochastic process. This arrival-process is described 
in [5]. Formulas are obtained for the cost function in the first part of the paper. In the second part 
of the paper we give estimations for the optimal parameters. These estimations are extensions of 
t h e r e s u l t s o f WAGNER a n d VEINOTT. 
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EMPIRIKUS ELOSZLÁSFÜGGVÉNY-SOROZATOK 
MAXIMÁLIS ELTÉRÉSÉNEK VIZSGÁLATA; 
ALKALMAZÁS EGY TÖBB PERIÓDUSÚ MEGBÍZHATÓSÁGI 
KÉSZLETMODELLRE 
PINTÉR JÁNOS 
Budapest 
A dolgozatban először empirikus eloszlásfüggvények eltéréseinek sorozatát vizsgáljuk. Ezzel 
kapcsolatban •— alkalmas feltételek mellett — meghatározzuk a maximális eltérés aszimptotikus 
eloszlását. Ezután ezt az eredményt alkalmazzuk egy megbízhatósági típusú készletmodell több egy-
mást követő perióduson keresztül történő vizsgálatára. 
1. Empir ikus eloszlásfüggvény-párok maximál i s el térésének vizsgálata 
Tegyük fel, hogy a folytonos <J(x), illetve F(x) eloszlásfüggvénnyel rendelkező ç, 
i l letve r] független valószínűségi változókra vonatkozóan S számú megfigyelés soro-
zatot végeztünk. M inden 1 á i S S esetén az л-edik megfigyelés sorozat eredménye-
képpen a £ és rj valószínűségi változókra vonatkozóan azonos D számú empir ikus 
eloszlásfüggvény-párt kaptunk. Egy ilyen párokból álló D elemű sorozaton belül 
je lö l je a tf-edik párba tartozó m, illetve n elemű mintán alapuló empir ikus eloszlás-
függvényeket Gd(x) és F*(x) (d=l, ..., D). Tegyük fel, hogy nem ismeretesek azok 
a pmn valószínűségek, amelyek a fent i empirikus eloszlásfüggvény-pár létrejöttének 
valószínűségét fejezik k i (p m „ëO, ^ pmn = 1; az összegzés tetszőleges véges számú 
m, n 
valószínűségre vonatkozhat). 
A következő problémákkal fogla lkozunk: 
1. Megvizsgáljuk az F(x)=G(x) hipotézist. 
2. Vezessük be a 
(1.1) Cd= sup ( G í í , ( * ) - № ) ) , d= 1, ...,D 
— oo<x-c -(-OO 
jelölést, ahol most M, N valószínűségi változó, P(M=m, N—n)=pm„', továbbá a 
(1.2) 9 d = max J d 
a = l,.... D 
jelölést. Megvizsgáljuk 9 n eloszlását. 
Az alábbiakban megmutat juk, hogy alkalmas nagyságú m, ti, D és S értékek 
esetén ezen vizsgálatok lehetségesek. Ennek érdekében í r juk fel először eloszlás-
függvényét (a Cd-k feltételeink szerint azonos eloszlásúak d= 1, ..., D esetén). A teljes 
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valószínűség tétele szerint 
A i d < z) = 2 P{ sup (GdM(x) - F$(x) < z\M = m,N = n)pmn = 
m, n — oo<x-< 
= 2 Pmn P( sup (Gí ( X ) - Ft (X)) < z) « 
(1.3) — OO<JC< -F О 
1 — 2 Pmn e X P \ —2z2 Z > 0 
m + n ) 
0, z s 0. 
A fenti aszimptotikus egyenló'ség SzMiRNOvnak az empirikus eloszlásfüggvények 
eltérésére vonatkozó tétele (lásd [6]) alapján írható, ha az F (x) = G(x) hipotézis 
fennáll. Megjegyezzük, hogy (1.3) n, m '= 30 esetén már elég j ó közelítéssel teljesül. 
A továbbiakban erre támaszkodva meghatározzuk !)„ aszimptotikus eloszlását. 
Erre vonatkozóan érvényes az alábbi 
1.1. TÉTEL. Alkalmas A„ és BD állandókkal teljesül a 
(1.4) lim P(Ad3d + Bd < y) = e-e'y, -co<y<+oo 
I) - oc 
reláció. 
Bizonyítás. GNYEGYENKO egy dolgozatában ( [1]) bizonyított egy tételt, amely az 
általunk használt jelölésekkel így szól: 
Annak szükséges és elégséges feltétele, hogy a közös K(z) eloszlásfüggvénnyel 
rendelkező valószínűségi változók SD maximumának eloszlására (1.4) teljesüljön 
az, hogy létezzen olyan A(z) folytonos függvény, melyre 
(1.5) l im A(z) = 0, 
z~)>0-0 
továbbá minden y-ra teljesüljön 
(1-6) hm \ 1 ' ) } > > = е-У, 
z^y0-0 I—A(Z) 
ahol y 0 ë + °° a A ( y 0 ) = l és a A ( y ) < 1, y < y 0 feltételek által meghatározott szám. 
Esetünkben 
K(z) = 1 - 2pmn exp í - 2z2 222A (z > 0), 
m, n l m + n) 
így a bizonyítandó (1.6) reláció az alábbi alakot öl t i : 
2 Pmn e X P í ~ 2z2 ~ ~ ~ ( 1 + ^ ( z ) F)2 j 
V Ш, П X rrl 1 II / _
 v 
.7) hm —1 г = e у. í mn \ 
mn 
Vezessük be a km„ = 2 jelölést. Ezután e~y-t a baloldalon kiemelve és a négy-
m+n 
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zetre emelést az exponenciális tényezők kitevőjében végrehajtva a 
Z Pmn e xP ( - k m n z 2 ) exp ( ( - 2 k m n z 2 A ( z ) + 1 ) y ) exp ( - k m n z 2 A2(z)y2) 
(1-8) Hm ü — . ^ = 1 
Z PMN exp(-/c ra„z2) 
m.n 
igazolandó relációt nyerjük. 
Ha most feltesszük, hogy teljesül 
(1.9) lim z2A2(z) = 0, 
akkor könnyen látható, hogy elég igazolni 
Z Pmn exp ( - kmn z2) exp ( ( - 2kmn z2 A (z)+ 1 ) y) 
(110) l im ^
 v .—. * = 1 
m, n 
fennállását. 
Vezessük be az wm„ = rnin km„ jelölést. Az (1.10) bal oldalán álló törtet exp (umnz2)-
m, n 
tel bővítve, a kapott 
Z Pmn exp ( - (kmn - umn) z2) exp ( ( - 2kmn z2A(z)+ 1 ) y) 
(1 11) ühlí 
Z Pmn exp ( - (kmn - umn)z2) 
m,n 
kifejezésből látható, hogy a kívánt limeszreláció teljesültéhez elegendő, ha (1.9) 
mellett még a 
(1.12) lim e x p ( ( - 2 w r a „ z 2 4 ( z ) + l b ) = 1 
Z — -FOO ' ' 
reláció fennállását is megköveteljük. A fenti két követelmény egyidejűleg kielégít-
hető pl. az 
(1.13) A(z) = —L_ 
Z-ilmn Z 
függvénnyel, amely nyilvánvalóan a tétel feltételei szerinti, a bennünket érdeklő 
z > 0 tartományon. Ezzel állításunkat igazoltuk. 
1.1. Megjegyzés. Az (1.4) reláció már D = 2 esetén is nagy pontossággal fennáll 
(lásd [3], 219—220. old.) az е~ е ' у^0,5-nek megfelelő у értékek esetén; ű = 10-re 
a közelítés tetszőleges 0 és 1 közé eső valószínűségre teljesen kielégítő, (1—5% maxi-
mális eltéréssel). 
1 .2 . Megjegyzés. A tételben szereplő AD és BD konstansok GNYEGYENKO idézett 
dolgozatának egy másik tétele alapján a 
<1-14) Z Pmn exp ( - kmn BD2) = Á , 
m.n Lt 
valamint a 
( 1 . 1 5 ) Z P M N ^ P ( - K M N ( A D + B D ) 2 ) = - L 
m, n 
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formulák alapján volnának előállíthattok. Ezeket a pmn valószínűségek ismeretének 
hiányában nem tudjuk alkalmazni. Ennek ellenére a fenti konstansok a #D-re vonat-
kozó S elemű minta alapján becsülhetők. Az alábbiakban egy grafikus és egy nume-
rikus becslési módszert ismertetünk (a megfelelő általános módszerek leírását 
illetően lásd [2], 180—183. old., valamint [3], 28—36. old.). 
a) Grafikus becslési módszer 
A bizonyított tétel alapján fennáll (lásd (1.4)-et) 
(1.16) P(9d < z) % e-e-(ADZ*aD> = e-e~y, - = » < z < + oo, ( -«> < y < + =<=), 
amiből következik, hogy — In In——! ^ADz + BD z-nek aszimptotikusan line-
" (VD^Z) 
áris függvénye. Ennek megfelelően elkészítve egy olyan valószínűségi papírt, mely-
nek abszcisszatengelyén a z értéket, ordinátatengelyén pedig a — ln ln—^ rérté-
ket tüntetjük fel, ebben a koordinátarendszerben az F(x)=G(x) hipotézis fennállá-
sa esetén SD transzformált eloszlásfüggvénye egyenes lesz. Ezek után tekintsük a#D-re 
vonatkozó, a megfigyelés sorozatból nyert S elemű mintát. Ha az ebből készített 
rendezett minta j-edik elemét zs jelöli, akkor a fenti koordinátarendszerben a |z5, -In In ———^ pontpárok közelítőleg egyenest határoznak meg. Ennek a közelítésnek 
a „jóságából" következtethetünk az F(x)=G(x) hipotézis fennállására. A grafikusan 
nyerhető közelítő egyenes iránytangense AD, az ordinátatengellyel való metszés-
pontja pedig BD becslését szolgáltatja. 
b) Numerikus becslési módszer 
Vezessük be az 
S+ 1 
y, = — In In — — , s = 1, ..., S 
jelölést, jazaz e~e~y' = | . Képezzük ezekből az 
1 s _ 1 s _ 
(1-17) ys = — 2ys> J7s = "ë 2A> as = У s-У s 
о J=1 О J = 1 
mennyiségeket. Képezzük ezután a zs mintaelemekből a 
(1.18) T s = ~ 2 z s , 4 = 4 2 Ч 2 r í = _ ^ - ( i | - z i ) 
О
 S =1 О J = 1 о — 1 
mennyiségeket. 
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Ezekkel a keresett AD, BD konstansokra az 
(1.19) zlD = — , BD=—a±7s + Js 
Ts ^s 
becslések adhatók. 
2. Alkalmazás egy több periódusú megbizhatósági típusú készletgazdálkodási 
probléma vizsgálatára 
Tekintsük az alábbi készletgazdálkodási problémát, amelynek vizsgálatával 
a [4] és [5] dolgozat foglalkozott: 
А В vállalat a [0, T] időperiódus folyamán egy bizonyos anyagból rögzített 
mennyiséget szállít az A vállalat számára, amely ezt az anyagot a periódus folyamán 
felhasználja. 
Jelölje ç, a t időpontig az A vállalat által felhasznált, t/, pedig а В vállalat által 
leszállított anyag mennyiségét. A t—0 időpontban az A vállalat bizonyos Z kezdő-
készlettel rendelkezik. Határozzuk meg azt a minimális Z- t , amelyre a 
(2.1) P( in f (Z + » 7 , - Q > 0 ) S 1 - е 
O s í s r 
feltétel teljesül (itt e 0-hoz közeli, rögzített pozitív szám). Ha a (2.1) feltétel bal oldalán 
szereplő valószínűség folytonos és monoton növekvő függvénye Z-nek, akkor az 
optimális kezdőkészletre a 
(2.2) P( in f (Z + i / , - 6 ) > 0) = 1 - е 
OSIST 
egyenlet adódik. 
a) Tegyük fel először, hogy az A vállalat az anyagot állandó с intenzitással 
használja fel, azaz Çt = ct, O^t^T. Másrészt az íj, szállítási folyamat legyen a követ-
kező: a szállítások a t*,..., t* időpontokban történjenek, amely időpontok a [0, Г]-п 
vett egyenletes eloszlású tx, ..., t„ pontokból képezett rendezett minta elemei. A szállít-
mány nagysága a t* időpontban a + űj legyen, ahol a ^ O а szállítmány minimális 
lehetséges nagysága, <5; pedig a c T — m ^ Q hosszúságú intervallum n — 1 számú 
(itt egyenletes eloszlású) ponttal « részre történő felosztásában az /'-edik szakasz 
hossza. Az egységek alkalmas megválasztásával c = T = 1 elérhető. Vezessük be 
a / = ra és az Fn(t, A) = q, jelöléseket. Ekkor a (2.2) egyenlet a 
(2.3) P( sup (t-Fn(t, 2)) < Z) = 1 - е 
0SÍS1 
alakban írható fel. 
b) Ha az A vállalat az anyagot a fent leírt szállítási folyamathoz hasonló módon 
használja fel, akkor bevezetve a Gm(t, g)=Çt jelölést, (ahol m és /( szerepe a korábbi 
и-éhez és 2-éhoz hasonló), a (2.3) egyenlet megfelelője 
(2.4) P( sup (Gm(t, P)-Fn(t, Я)) < z ) = 1 - е 
0SIS1 
alakú. 
PRÉKOPA ANDRÁS [4] dolgozatában bizonyította az alábbi tételeket : 
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2.1. TÉTEL. Érvényes a 
2«Z2 
(2.5) lim P( sup (l-F„(l, X)) < Z ) = 
o s r a i 
reláció. 
1 - e x p ^ -
 1+(1_ду J . Z > 0 
О , Z s 0 
2.2. TÉTEL. Érvényes a 
(2.6) lim P{ sup (Gm{t, fi) —F„(t, A» < Z) = 
Ш —OO O^Í^L 
П -*• oo 
í 2mnZ2 ) „
 n 1 - e x p Z > 0 
1 m(l +(1 —A)2) + «(l + (1 —ü)2)J ' 
0 , Z = 0 
reláció. 
Az idézett tételek alapján a keresett Z kezdőkészletre mindkét esetben aszimpto-
t ikus becslés adható. 
Tekintsük most a fenti szállítási és felhasználási fo lyamatot először a <J, = Gm ( í , p) 
típusú felhasználással. Ha megköveteljük valamely 1— eD valószínűséggel, hogy az 
ellátás D számú egymást követő periódusban folyamatos legyen, akkor ez a fel-
tétel a 
(2.7) P( max ( sup (Gm{t, fi)-Fn(t, A))) < Z ) = 
<1 = 1,. . . , D O ^ Í S l 
= P(9d{X, fi) < Z ) = 1 - £ D 
alakban írható fel. 
H a most az m és и számokat nem tekint jük rögzítettnek, hanem ezek valamely 
M és N valószínűségi változó lehetséges számértékei, akkor észrevehetjük, hogy 
9D(X,p) teljesen hasonló szerepet tö l t be i t t , mint az általunk vizsgált 9D (lásd az 
(1.1), (1.2) formulákat) . A 9D(X, fi) határeloszlására analóg tétel igaz, mint 9D esetén, 
és ha rendelkezünk 5 számú D hosszúságú periódusra vonatkozó megfigyelés soro-
zattal, akkor ezek alapján az AD-nek és Z?D-nek megfelelő AD(X,fi) és BD(X,fi) 
értékek becsülhetők. Ezek alapján a D hosszúságú periódushoz tartozó optimális 
kezdőkészlet aszimptotikus értéke 
- I n h t j ^ ~BD{X, p) 
( 2
-
8 ) Z = Z
° " Ш • 
Megjegyezzük, hogy teljesen hasonló módon nyerhető а = típusú felhasználási 
folyamatra vonatkozó kezdőkészlet-probléma optimális megoldása is. 
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In his paper [5] Prékopa, regarding an inventory model of reliability type on the [0, T] time-
period, presented the asymptotic value of the optimal initial stock. 
Here we consider the series of D elements, which are the supreme differences of two empirical 
distribution functions (owing to the same theoretical distribution function), and we give the limit dist-
ribution of the maximum value of these differences. Using this result, in the validity of more general 
conditions, than in [5], we can give asymptotically the optimal initial stock for D subsequent [0, T] 
intervals. 
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I. FEJEZET 
P E R I O D I K U S M E G O L D Á S O K K A L K A P C S O L A T O S P R O B L É M Á K 
ÉS M Ó D S Z E R E K 
1. Bevezetés 
A természeti, i l l . a műszaki (a csillagászati, a mechanikai, az elektromágnességgel 
kapcsolatos, a gépszerkezettani, az aerodinamikai, a biológiai, a fiziológiai, a sza-
bályozáselméleti stb.) jelenségek igen jelentős hányada „per iodikus jelenség". 
Ezen azt ér t jük, hogy igen nagy számú, igen fontos jelenség lefolyása, i l l . szerkezet, 
„ rendszer " működése j ó közelítésben periodikus függvény segítségével írható le. 
(Az igazság az, hogy az esetek nagy részében a jelenség még pontosabban modellez-
* A dolgozat azonos a szerző doktori értekezésével. 
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hető, „majdnem periodikus függvénnyel", ezzel a kérdéssel azonban i t t nem fog-
lalkozunk, lásd pl. [96, 109, 111].) Elegendő példaként csak a legközismertebb 
jelenségekre, a bolygók mozgására, a matematikai inga lengésére, az elektromágneses 
hul lámok terjedésére, a rezgőkörökre, jármüvek vagy mozgó gépalkatrészek rez-
géseire, repülőgépek szárnyának rezgéseire, a szív működésére, az emberek és állatok 
életfunkcióinak napi ciklusára (pl. alvás) utalnunk. 
A szóban forgó jelenségek lefolyását meghatározó törvények az esetek nagy 
részében, matematikailag, közönséges differenciálegyenlet rendszerrel modellez-
hetők. Ezért vizsgálták a kutatók már igen korán, rendkívül nagy érdeklődéssel 
közönséges differenciálegyenlet rendszerek periodikus megoldásainak egzisztencia-
kérdését. Miu tán gyakorlatilag (kísérletileg) csak olyan periodikus megoldás észlel-
hető, hasznosítható, vizsgálható, mely (valamilyen értelemben) stabilis, a periodikus 
megoldások létezésének és egyértelműségének eldöntése mellett hasonlóan fontos 
kérdés azok stabilitásának vizsgálata. A problémakör első átfogó elmélete kétdi-
menziós, autonóm rendszerek esetére H. POINCARÉ nevéhez fűződik (lásd [76]). 
Az elmúlt 90 évben a problémakör vizsgálatának intenzitása nem csökkent. Míg 
POINCARÉ vizsgálatait elsősorban a csillagászati alkalmazások motiválták, később 
a kutatásoknak újabb és újabb lökést ad a rádiózás (és általában az átviteltechnika) 
kifejlődése (lásd [7]), a repülés fejlődése (lásd [50]), a rakétatechnika, az űrkutatás 
és ezzel kapcsolatban az automatikus szabályozás eredményei és követelményei 
(lásd [87], [118]). 
Miu tán a lineáris rendszerek periodikus megoldásainak létezésével kapcsolatban 
viszonylag korán sikerült a legáltalánosabb kérdéseket tisztázni (lásd G. FLOQUET, 
i l l . A . M . LJAPUNOV tételét, [84] 452. old., i l l . [122]), a figyelem a nemlineáris rend-
szerek felé fordult. A „nemlineáris rezgések elméletének" óriási irodalma van. 
Az Irodalomjegyzék a [17, 42, 46, 52, 53, 68, 71, 82, 83, 84, 87, 90, 93, 109, 110, 
118, 121, 124, 127, 132] monográfiák felsorolásával távolról sem meríti k i a témával 
foglalkozó könyvek jegyzékét, a dolgozatokról nem beszélve. A periodikus megoldás 
egzisztenciáját kimutató módszerek két nagy csoportba oszthatók. 
Az első csoportot az egyszerűség kedvéért a „ f ixpont módszerek" csoportjának 
fogjuk nevezni. Ezek a módszerek valamilyen fixpont tételt (pl. a Brouwer-féle 
fixpont tételt, lásd pl. [84] 364. old.) és topológiai megfontolásokat alkalmaznak 
a periodikus megoldás létezésének bizonyítására. Lényegében ide sorolható (mivel 
ezúton is bizonyítható) a nevezetes Poincaré—Bendixson-féle tétel (lásd [76] és [9] 
163.—167. old.). A fixpont módszerek különösen j ó l alkalmazhatók autonóm 
rendszerek esetében (lásd [3, 14, 61, 74, 116, 117, 130]), mivel autonóm rendszer a 
fázistér önmagába való leképezéseinek egy egyparaméteres, folytonos csoportját 
határozza meg. Alkalmazható azonban a fixpont módszer nem autonóm, periodikus 
rendszer esetén is (lásd [6, 58]), bár i lyenkor a módszer alkalmazása lényegesen 
nagyobb nehézségekbe ütközik. A fixpont módszerek közé sorolható bizonyos 
értelemben L. CESARI módszere, mely azonban már a funkcionálanalízis eszközeit 
is alkalmazza. Ez utóbbi módszer ugyanis a periodikus megoldás létezését egy 
szukcesszív approximációs eljárás konvergenciájára vezeti vissza és a konvergen-
ciát a bizonyos feltételeknek eleget tevő periodikus függvények Banach-terében 
kontrakciós elven alapuló fixponttétellel igazolja (lásd [8,41, 70] és [9] 123—136. old.). 
A fixpont módszerek igen mélyen fekvő apparátus alkalmazásával ragyogó 
eredményeket hoztak. Ugyanakkor az esetek jelentős részében nem adnak útmuta-
tást a periodikus megoldás előállítására nézve, nem alkalmasak unicitás bizonyítá-
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sára (akkor, amikor ez fennáll) és bizonyos speciális esetektől eltekinive a sta-
bilitás eldöntésére sem használhatók. Néhány kivételtől eltekintve, ezeket a mód-
szereket csak kétdimenziós (másodrendű) rendszerek esetében sikerült gyakorlati lag 
alkalmazni. Ezzel kapcsolatban G. SANSONE és R. CONTI a következőket í r ja: „ I f 
the number n o f equations o f the system is greater than 2 the difficulties are 
considerable either because the theorem o f POINCARÉ—BENDIXSON is not capable 
o f extensions which are easily applied or because for и ё 4 geometric intui t ion is no 
longer effective." ([84] 428. old.) 
A periodikus megoldások létezésének bizonyításában használt módszerek 
másik nagy csoportját a „perturbációs módszerek" alkotják. A perturbációs módszer 
lényege az, hogy a vizsgált differenciálegyenlet rendszerhez keresünk egy „ tő le 
kevéssel eltérő", egyszerűbb differenciálegyenlet rendszert úgy, hogy az utóbbi 
rendszernek legyen periodikus megoldása. A z előbbi rendszert az utóbbi „pertur-
bál t jának" tekint jük. Ha az utóbbi rendszer „kis perturbációkra" megőrzi azt a 
tulajdonságát, hogy van periodikus megoldása, akkor a feladatot megoldottuk. 
A módszer hátránya az, hogy feltételezi egy olyan kiindulási („perturbálat lan") 
rendszer létezését, melynek tulajdonságai ismertek. Előnye viszont, hogy rendszerint 
lehetőséget nyújt a keresett periodikus megoldás közelítő meghatározására, az 
unicitás, illetve a stabilitás eldöntésére. A módszer szisztematikus alkalmazása és 
kidolgozása ugyancsak H . P O I N C A R É és A . M . L J A P U N O V érdeme ( [ 7 7 , 7 8 ] , i l l . [ 1 2 2 ] ) , 
fejlődésére és alkalmazására nézve lásd [1, 9, 11, 12, 15, 16, 21, 33, 34, 35, 41, 44, 
4 5 , 4 7 , 4 8 , 4 9 , 5 2 , 5 3 , 5 4 , 5 9 , 6 0 , 6 2 , 6 3 , 6 4 , 6 6 , 6 7 , 6 8 , 7 0 , 7 5 , 8 3 , 8 9 , 9 8 , 1 0 8 , 1 0 9 , 
1 1 3 , 1 1 9 , 1 2 0 , 1 2 1 , 1 2 4 , 1 2 7 , 1 2 9 , ] . A módszerben rejlő összes lehetőség még távolról 
sincs kiaknázva. A perturbáció-elmélet szoros összefüggésben van (absztrakt dina-
mikai) rendszerek, „strukturális stabilitásának" kérdésével, mely ma az érdeklődés 
homlokterében áll (lásd [ 1 0 2 , 1 0 3 , 1 3 3 , 1 3 4 ] ) . 
A X I X . században központi szerepet játszó csillagászati alkalmazásokban a 
mozgásokat meghatározó rendszerek a pr ior i adottak voltak. Választási lehetőség 
csak abban volt , hogy a mozgásokat meghatározó rendszer mely tagjait lehet pertur-
bációként felfogni. így például a háromtest problémában bizonyos esetekben lehet-
séges volt a „harmadik test" hatását perturbációként tekinteni és a feladatot „per-
turbált kéttest problémaként" kezelni. A mai átviteltechnikai, szabályozás- és irá-
nyításelméleti stb. alkalmazásokban gyakran szabadon választható, vagy irányít-
ható maga a perturbáció, vagy annak néhány paramétere. Ez és a „strukturális 
stabil itás" problémájának elvi jelentősége teszi értelmessé és fontossá azt a kérdést, 
hogy a perturbáció, i l l . annak bizonyos paraméterei (például periódusa) milyen 
megválasztása mellett lesz a perturbált rendszernek periodikus megoldása, milyen 
feltételek mellett lesz ez egyértelműen meghatározott és stabilis stb. Ezt a kérdést 
vet jük fel és erre adunk választ ebben a dolgozatban (lásd még a szerző [25, 26, 
27] dolgozatait). Olyan esetet tárgyalunk, amelyben a perturbáció elvileg is megvál-
toztat ja a differenciálegyenlet rendszer struktúráját és amely éppen ezért nehezen 
kezelhető. A kérdésre adott válasz egyben utat nyit a periodikus megoldás létezésének 
eldöntéséhez abban az esetben is, amikor a perturbáció paraméterei (periódusa) 
nem választhatók szabadon, nem „irányíthatók". 
4* Alkalmazott Matematikai Lapok 1 (1975) 
200 F A R K A S M. 
2. Elemi fogalmak és tételek 
A valós számok halmazát R-rel, a rendezett valós szám «-esek halmazát R"-nel 
jelöljük. Az x = ( x 1 ; x2 , ..., x„) rendezett szám и-est «-dimenziós vektornak (bizonyos 
esetekben R" „pont jának") nevezzük és általában „oszlopvektornak" tekintjük. 
Ha egy vektort valamilyen betűvel, pl. y-nal jelölünk, akkor ugyanez a betű egy 
„alsó" i indexszel ellátva, yt minden külön magyarázat nélkül e vektor г-edik 
„koordinátáját" jelöli. R"-et euklideszi térnek és metrikus térnek tekintjük, ahol 
az X vektor normája | x | = ( x 2 + x ! + . . .+x2)1 / 2 , az x és y vektor (pont) távolsága 
Q(x, y) = [(X;, -yy ) 2 + . . . + (x„-y„)2 ]1 / 2 . 
Az «-edrendű (valós elemű) négyzetes mátrixok halmazát M"-nel jelöl jük. 
Az A\R^M" mátrixfüggvényt, melyet közönségcsen A(í)-vel jelölünk, ill. az x:R-»R" 
vektorfüggvényt (x(í)) folytonosnak, differenciálhatónak stb. nevezzük, ha elemei, 
ill. koordinátái folytonosak, differenciálhatók stb. С jelenti az r-szer folytonosan 
differenciálható függvények osztályát. A t változó szerinti differenciálást általában 
ponttal fogjuk jelölni. 
A differenciálható v:Rm-+R" függvény derivált mátrixát v'u=[v'ui, v'U2,..., t^J-mel 
jelöljük, ahol v'Uk = (v[Uk, ...,v'„Uk) a k-adik oszlopvektor (k = l , 2 , ...,m). 
Tekintsük az 
(2.1) у = Ay 
homogén lineáris differenciálegyenlet-rendszert, ahol у «-dimenziós vektor és az 
A:R-»M" mátrixfüggvény folytonos és periodikus r > 0 (nem szükségképpen leg-
kisebb pozitív) periódussal. Ezek szerint minden t£R-re 
(2.2) A(t + r) = A(t). 
A (2.1) rendszerrel párhuzamosan, vagy ahelyett tekinthetjük az 
(2.3) Y= AY 
mátrix-differenciálegyenletet, melynek az Y:R-*M" mátrixfüggvény akkor megoldása, 
ha differenciálható és 
У(0 = A(t)Y(t). 
(2.3) egy reguláris Y megoldását a (2.1) rendszer egy alapmátrixának nevezzük. 
Nyilvánvaló, hogy (2.1) egy alapmátrixának oszlopvektorai a (2.1) rendszer egy 
alaprendszerét alkotják és fordítva, ha y1, y2, . . . ,y" (2.1) egy alaprendszere, akkor 
az У = [ у 1 , y 2 , ...,y"J négyzetes mátrix, melynek a k-adik oszlopvektora yk, (k = 
= 1,2, . . . ,«), (2.1)-nek alapmátrixa. Ismeretes, hogy ha У a (2.1) egyenlet egy 
alapmátrixa, akkor (2.3) bármely megoldásmátrixa előállítható YC alakban, ahol 
С alkalmasan választott állandó mátrix. Miután, amint ezt könnyű belátni, У-nal 
együtt a í—У( г+ t ) függvény is megoldás, ezért az У alapmátrixhoz van egy és 
csak egy állandó С mátrix, melyre 
(2.4) y ( í + r ) = y ( 0 C . 
А С mátrixot, mely (2.4)-ből a 
(2.5) С = Y~\t)Y{t + x) 
alakban állítható elő, az У alapmátrixhoz tartozó fömátrixnak nevezzük. 
Alkalmazott Matematikai Lapok 1 (1975) 
A U T O N Ó M R E N D S Z E R E K P E R I O D I K U S P E R T U R B Á C I Ó I R Ó L 201 
Speciálisan, ha Y az az alapmátrix, melyre Y(0) = E, ahol E az и-edrendű 
egységmátrix, akkor a megfelelő főmátrix (2.5)-ből 
(2.6) С = Y(t) . 
А С főmátrix sajátértékeit a (2.1) rendszer karakterisztikus multiplikátorainak 
nevezzük. На а Я sajátérték multiplicitása С karakterisztikus polinomjában k, 
akkor Я-t k-szoros karakterisztikus multiplikátornak nevezzük. Könnyen belátható 
(lásd [135] 153. old.), hogy a (2.1) különböző alapmátrixaihoz tartozó főmátrixok 
hasonlók, vagyis a karakterisztikus multipl ikátorok valóban (2.1)-re jellemző 
mennyiségek és nem függenek az alapmátrix kiválasztásától. 
Megjegyezzük, hogy ha т a (2.1) rendszer A együttható mátrixának legkisebb 
pozitív periódusa és (2.1)-et rai periódusú (m pozitív egész) rendszernek tekintjük, 
akkor főmátrixa Cm , ahol С a t periódusúnak tekintett rendszer főmátrixa. Innen 
az adódik, hogy az mx periódusúnak tekintett rendszer karakterisztikus multipli-
kátorai a x periódusúnak tekintett rendszer karakterisztikus multiplikátorainak 
w-edik hatványai. 
Legyen QczR" nyílt és összefüggő tartomány, az f:RXQ-»R" függvény koor-
dinátái folytonosak és az x£ Q vektor koordinátái szerint folytonosan differenciál-
hatok, legyen továbbá / a t£R változóban periodikus т > 0 (nem szükségképpen leg-
kisebb pozitív) periódussal, vagyis legyen minden t£R-re és x£Q-ra 
f ( t + x , x ) = f ( t , X). 
Tekintsük az 
(2.7) x = / ( / , x) 
periodikus differenciálegyenlet-rendszert. Bizonyos értelemben (2.7) speciális esete az 
(2.8) x = / ( x ) 
autonóm differenciálegyenlet-rendszer, melynek jobb oldala C 1 osztálybeli, nem 
függ /-tői és amely ezért tetszőleges periódussal /-ben periodikusnak tekinthető. 
(2.1), (2.7), ill. (2.8) periodikus megoldásaival kapcsolatban néhány fontos, elemi 
tételt ismertetünk. 
2 . A . TÉTEL. ( [12 ] 3 4 9 . old.) Legyen a p.R^-Q függvény a ( 2 . 7 ) (speciálisan a 
(2.1)), vagy a (2.8) rendszer megoldása; p akkor és csak akkor periodikus x periódus-
sal, ha van t0£R, melyre 
(2-9) P(t0 + r)=p(t0). 
Legyen p\R — Q a (2.7), ill. a (2.8) differenciálegyenlet-rendszer megoldása és 
jelöl jük f'x-szel a (2.7), ill. a (2.8) rendszer jobb oldalán álló függvény x szerinti 
derivált mátrixát. 
Az 
(2.10) y =fj(t,p(t))y, 
i l l . az 
(2.11) У = fx{p(t))y, 
lineáris rendszert (2.7), ill. (2.8) p-re vonatkozó variációs rendszerének nevezzük. 
4* Alkalmazott Matematikai Lapok 1 (1975) 
202 FARKAS M. 
На р periodikus megoldás т periódussal, akkor, nyilván (2.10), ill. (2.11) periodikus 
együtthatójú lineáris rendszer, melynek együttható mátrixa az (f-re tett feltevések 
miatt) periodikus. 
2 . B . TÉTEL . ([9] 56. old.) A ( 2 . 1 ) periodikus rendszernek akkor és csak akkor 
van a triviálistól különböző periodikus megoldása т periódussal, ha az 1 szám karak-
terisztikus multiplikátora. 
Könnyen belátható, hogy ha a (2.8) autonóm rendszernek p megoldása nem-
állandó és periodikus т > 0 periódussal, akkor (2.8) p-re vonatkozó (2.11) variációs 
rendszerének a p függvény a triviálistól különböző periodikus megoldása т periódus-
sal és így érvényes a 
2 . C . TÉTEL . ([135] 274. old.) Ha a (2.8) autonóm rendszernek p nem állandó 
periodikus megoldása, akkor a p-re vonatkozó (2.11) variációs rendszernek az 1 szám 
karakterisztikus multiplikátora. 
3. Periodikus megoldások izoláltsága 
Ebben a pontban azzal a kérdéssel foglalkozunk, hogyan lehet biztosítani egy 
rendszer periodikus megoldásának „izoláltságát". Szoros értelemben „ izolál tnak" 
kellene neveznünk egy periodikus megoldást, ha annak integrálgörbéjétől tetsző-
legesen kis távolságra nincs más periodikus megoldáshoz tartozó integrálgörbe. 
M i azonban egy ennél „gyengébb" és ezért jobban kezelhető „izoláltsági fogalmat" 
fogunk értelmezni, mely a gyakorlatban legtöbbször elegendőnek mutatkozik. 
Az izoláltság problémáját már H. POINCARE felvetette ([78] III. 201—214), és 
az ebben a pontban tárgyalt eredmények egy része lényegében már nála felfedezhető, 
bár az ő tárgyalása, mai szemmel, meglehetősen intuitív jellegű. Foglalkozott a 
kérdéssel igen általános szemszögből D. C. LEWIS [63.] Úgy tűnik azonban, hogy 
a már POINCARÉ által is vizsgált alapeset nincs „tisztába téve" az irodalomban. 
3.1. DEFINÍCIÓ. Legyen p a (2.7) rendszer periodikus megoldása т periódussal 
és r={(t,x)£RxR":x=p(t),t£R) a p megoldás integrálgörbéje; azt mondjuk, 
hogy a p megoldás nem izolált, ha van egy legalább kétdimenziós, RxR"-be ágyazott 
C 1 (differenciálható) sokaság, P úgy, hogy P a rendszer т periódusú periodikus meg-
oldásai integrál görbéinek egyesítése és Г а Р . Ellenkező esetben a p megoldást 
izolált periodikus megoldásnak nevezzük. 
3.1. LEMMA. Ha p a (2.7) rendszer Т periódusú, nem izolált periodikus meg-
oldása és a 3.1. definícióban szereplő P differenciálható sokaság dimenziója, dim P=m 
Ow + 2), akkor van egy q: RX,Q — R" С1 osztálybeli függvény, ahol QaRm~l nyílt 
és összefüggő, úgy hogy 
{(t, x)£RXR".x = q(t, a), t£R, cc£Q}czP, 
minden я £ Q-ra a t — q(t, a) függvény a (2.7) rendszer т periódusú periodikus meg-
oldása, van я°£<2, melyre p(t) = q{t, a°), végül az a = (a2, . . . , am) jelöléssel 
(3.1) rang<4(0, a°) = m—l ( è 1). 
Alkalmazott Matematikai Lapok 1 (1975) 
A U T O N Ó M R E N D S Z E R E K P E R I O D I K U S P E R T U R B Á C I Ó I R Ó L 203 
Bizonyítás. Jelöljük RJ-lal az RxB" tér t=0 hipersíkját, vagyis legyen 
R" = {(0, x) : xe;R"}. 
Nyilvánvaló, hogy p a t—0 helyen értelmezve van és (0, p (0)) f R'ù. Legyen Pn a P 
sokaságot lefedő koordináta-környezetek közül egy olyan, mely a (0, p(0)) pontot 
tartalmazza, t=t]0(á), x=ri(à), ahol öt = (a1, )£Rm, az ш-dimenziós P0 koor-
dináta-környezet egy reguláris előállítása és t]0(ä°) = ii0(a.^, a" , . . . , = t](ä°)=p{0). 
Ekkor 
nL,(à0) 'ILJT°) ... >lLjTtt) 
Л'аЛ*
0) ... < , ( 0 ° ) -
(3.2) rang m. 
( I t t az előbbi mátrix (n + l )Xm-es típusú, rix.(ä°) и-dimenziós oszlopvektor, 
i = l , 2 , ...,m.) А Г integrálgörbe (0, p(0)) pontbeli érintővektora ( l , p(0)). Miután 
ez a vektor benne van a P0 koordinátakörnyezet (0, p(0)) pontbeli érintőterében, 
melyet a (3.2)-ben szereplő mátrix oszlopvektorai feszítenek ki, az e mátrix első 
sorában álló elemek közül legalább egy zérustól különböző. Az általánosság meg-
szorítása nélkül feltehetjük, hogy például 
(3.3) na jö 0 ) A 0. 
Megmutatjuk, hogy RgÉl^o tartalmaz egy (0, p(0))-at tartalmazó (m— l)-dimen-
ziós koordinátakörnyezetet. Miután i/0(â°) = Ô és (3.3) fennáll, van egy folytonosan 
differenciálható g — R függvény, ahol Qcz R"'^1 nyílt és összefüggő és a° = 
= (a°, ..., < ) 6 g , hogy (a°) = a» és («), Ű = Nyilvánvaló, hogy 
{(0, x)eRXRn:x = r] (âk (a), a), a € g} с R" П P0, és ц (a°), a°) = p (0). 
Bevezetve az f)(jx)=r](&1(oi), a) jelölést 
(i = 2, . . . , ni), 
(i = 2, . . . ,m) . 
C ( « 0 ) = + А»), 
továbbá az //0(а1(а), а) = 0 azonosságot differenciálva 
Azt látjuk tehát, hogy az 
0 ... о -
< ( « ° ) f? ; («° ) . . . 
mátrix a (3.2) bal oldalán álló mátrixból elemi oszlopműveletek útján keletkezett, 
vagyis rangja ugyancsak m. Ebből következik, hogy utolsó (m—1) számú oszlop-
vektora lineárisan független, és miután ezek első koordinátája zérus, az 
fjX2(a"), . . . , ^ m (a° ) vektorok is lineárisan függetlenek, más szóval (3.4) r a n g b a 0 ) = m-l ( s l ) . 
Ezek szerint f)x folytonosságát is figyelembe véve, van a°-nak olyan g c g környezete, 
melyre a 
{ (0 , ; J ( A ) ) € £ X R " : A € ß } 
halmaz valóban (m— l)-dimenziós koordinátakörnyezet. 
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Jelöljük cp{t, 0, £)-vel a (2.7) rendszer azon megoldását, melyre cp(0, 0, £) = £. 
A q{t, a) = cp(t, 0, í)(a)), t f R . afQ egyenlőséggel értelmezett q függvény kielégíti 
а lemmában előírt követelményeket. Ugyanis nyilvánvalóan folytonosan differen-
ciálható; mivel minden aÇO-ra (0, fj(<xj)dP0, ezért (2.7) т periódusú periodikus 
megoldása és q(t,u)£P, t£R. Végül (3.1)-et a következőképpen láthatjuk be. M in t 
ismeretes (lásd [45] 95. old.) (ps(t, 0,p(0)) a (2.10) variációs rendszernek azon alap-
mátrixa, melyre (p'({0, 0, p(0))=E, az и-edrendű egységmátrix. így (3.4) felhaszná-
lásával 
r a n g ^ O , a°) = rang (<^(0, 0, $ (а°Шве° ) ) = 
= r a n g ( ^ ( 0 , 0 ,^(0))C(a°) ) = 
= rang í)á(a°) = m — l . ! 
3 . 2 . TÉTEL. Ha p a ( 2 . 7 ) rendszer Т periódusú periodikus megoldása és a p-re 
vonatkozó variációs rendszernek az 1 szám nem karakterisztikus muhiplikátora, akkor 
p izolált periodikus megoldás. 
Bizonyítás. A bizonyítást indirekt úton végezzük. Tegyük fel, hogy p nem izo-
lált. Ekkor létezik a 3.1. lemma feltételeit kielégítő q függvény, vagyis egyebek között 
fennáll a 
q(t,a) =f(t,q(t,a)) 
azonosság. Differenciáljuk ezt az azonosságot а
г
 szerinti (/—2, ...,m; abból, hogy 
q rögzített a-ra (2.7) megoldása, következik, hogy q is folytonosan differenciálható) : 
qai(t, a) = /*(?, q(t, a))q'^{t, a), (i = 2, ..., m). 
Az а = а° helyettesítéssel 
£,('» a°) =fx(t,p(t))q'Xi(t, а0), (г = 2, ..., m). 
Ezek szerint a t--q'x.(t, a°) függvény a (2.7) rendszer ;;-re vonatkozó variációs rend-
szerének megoldása. Miu tán q minden rögzített a-ra í-ben ugyanazon т periódussal 
periodikus, ezért q'a. is periodikus í-ben r periódussal. (3.1) miatt van olyan i index, 
hogy qx.(t, tx°) nem zérus. (2.7) p-re vonatkozó variációs rendszerének tehát van 
a triviálistól különböző periodikus megoldása és ezért a 2.B. tétel szerint az 1 szám 
karakterisztikus mult ipl ikátor. ! 
Az előbbi elmélet, az izoláltságnak a 3.1. definícióban adott fogalma és az 
ezzel kapcsolatos kr i tér ium nem alkalmazható az autonóm esetben, bár a (2.8) 
autonóm rendszer nyilván (2.7) speciális esetének tekinthető. Legyen ugyanis 
p a (2.8) rendszer nem állandó, periodikus megoldása т 0 > 0 periódussal (a rendszer 
nyilván r 0 , vagy bármilyen más valós állandó periódusú periodikus rendszernek 
tekinthető). Ismeretes, hogy p-xel együtt minden a1 f R-ve a ?—/)(í+a t) függvény-
is megoldása (2.8)-nak és természetesen az utóbbi megoldás is periodikus r 0 periódus-
sal. Jelölje y a p megoldás pályáját (pályagörbéjét, trajektóriáját, orbit ját), vagyis 
legyen 
У = {x£Rn: X = p(t), tÇ.R}, 
y nyilvánvalóan egyszerű zárt görbe 7?"-ben. Könnyen belátható, hogy az RXy 
„henger" (RXyaRXR"), mely a 3.1. definíció nem-izoláltsági feltételében sze-
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replő követelményeket kielégítő, kétdimenziós differenciálható sokaság, a 
t-*p{t + ax) megoldások (ax Ç R) integrálgörbéinek egyesítése. Ebből következik, 
hogy autonóm rendszer nem állandó, periodikus megoldása sohasem lehet izolált 
a 3.1. definíció értelmében. Egyébként a 2.C. tételből látható, hogy az izoláltság-
nak a 3.2. tételben adott elégséges kritériuma autonóm rendszer nem állandó, 
periodikus megoldása esetén nem teljesül. 
Az izoláltság problémája ennek ellenére az autonóm esetben is felvethető és 
lényeges, csakhogy i t t nem az integrálgörbe, hanem a pálya izoláltságáról kell 
beszélni. 
3.2. DEFINÍCIÓ. Legyen n^2, p a (2.8) autonóm rendszer nem állandó, perio-
dikus megoldása т 0 > 0 periódussal és ycR" a p megoldás pályája; azt mondjuk, 
hogy a p megoldás у pályája nem izolált, ha van egy legalább kétdimenziós, R"-be 
ágyazott C1-(diíferenciálható) sokaság, P és egy C1 osztálybeli x:P-*R függvény úgy, 
hogy P a (2.8) rendszer (periodikus megoldásaihoz tartozó) zárt pályáinak egye-
sítése, y xzP, és minden x£P-re т(х) az x ponton áthaladó pályának megfelelő meg-
oldások) periódusa, (x а у görbe pontjaiban a x0 értéket veszi fel). Ellenkező eset-
ben a p megoldást izolált pályájú periodikus megoldásnak nevezzük. 
3 . 3 . LEMMA. Ha p a ( 2 . 8 ) rendszer nem állandó, Т 0 > 0 periódusú periodikus, 
nem izolált pályájú megoldása és a 3.2. definícióban szereplő P dififerenciálható soka-
ság dimenziója, dim P=m (n+tn+2), akkor van egy q: RXQ^R" С1 osztálybeli 
függvény, ahol О a R" ~1 nyílt és összefüggő, és egy x:Q—R C1 osztálybeli függ-
vény úgy, hogy 
{x£Rn: x = q(t,<x),teR,xeQ} с P, 
minden x£Q-ra a t-*q{t, a) függvény a (2.8) rendszer t (a) periódusú periodikus meg-
oldása, van a°£Q, melyre p(t) = q(t, a°) és x(a°) = т0, végül az a = (a2, ..., am) jelölés-
sel (a t szerinti deriválást itt is ponttal jelölve) 
(3-5) rang[q,q'X2, ..., ?«Jt=o,W = in-
Bizonyítás. Abból, hogy p nem állandó megoldás, következik p(t)+0. Ugyanis, 
ha valamilyen t0£R-re p(/n) = 0 lenne, akkor p(t0)=f(p(t0)) miatt a p(t0) állandó 
a (2.8) rendszer egyensúlyi helyzete lenne, és akkor az unicitás miatt e ponton át 
nem haladhatna más pálya. így p(0)+0, és tekinthetjük az R" térp(0) ponton áthaladó, 
p(0)-ra ortogonális hipersíkját, melyet L0-lal jelölünk. £n a p megoldás у pályájára 
„transzverzális", (я —1) dimenziós „koordináta-környezet" (lásd [58] 49. old.). 
Legyen x=£(/?), ahol ß=(ß2, •••, ßn)£.Rn~1, az L0 hipersík egy reguláris előállítása 
és ç(0)=p(0). Ekkor rang — 1 és 
(3.6) rang [p(0), = я. 
Jelöljünk P0-lal a P sokaságot lefedő koordináta-környezetek közül egy olyant, 
mely a p(0) pontot tartalmazza. Legyen x=t](y.), ahol â=(a1 , a2, ..., um)£Rm, 
az яг-dimenziós Pn környezet egy reguláris előállítása és t](à0)=t](a?, ..., ajj,)=p(0). 
Ekkor rang r\'~m, és mivel p(t)£P0, ha íj elég kicsi, p(0) benne van PQ p(0)-beli 
érintő terében, vagyis 
(3.7) " rang [p(0),
 >h(S°)] = m. 
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Megmutatjuk, hogy £ 0 П Р 0 tartalmaz egy /;(0)-t tartalmazó ( « г - í j-dimenziós 
koordinátakörnyezetet. L0f]P0 nem üres, mivel p(0)£L0ПPa. (3.6)-ból és (3.7)-ből 
következik, hogy van olyan i index, melyre a ç'pJO), ..., c_'ßn(0), vektorok 
lineárisan függetlenek. Legyen pl. ez az / = 1 ; ekkor 
(3.8) r a n g [ ^ ( 0 ) , < ( ä 0 ) ] = n. 
A t;(ß) — »?(«) = 0 egyenletnek /1 = 0, 5 = őt0 megoldása, az egyenlet bal oldala foly-
tonosan differenciálható, és fennáll (3.8), ezért van az a° = (a°, a3, а°) pontnak 
Q környezete (Qcü™-1 nyílt és összefüggő) és egy és csak egy [í:0 — R"'1, i l l . 
âx: O-'R folytonosan differenciálható függvény, hogy ß(а0) = 0, â1(a°) = «î és 
5(j5(«))-»/(Äi(a),a) = 0, a£Q, 
vagyis 
Z(ß(a2, . . . , 0 ) = • • •, О , «2, —,«»,). 
Bevezetve az rj(oî) = t](â1(ot), а) jelölést, fennáll 
(3.9) С (а) = < (« i (« )> «) + а), (г = 2, ..., m). 
A rang [ r j f , ..., rçj = m egyenlőségből következik, hogy r a n g [ > 4 . . . , fj 'aJ = /и,, 
mivel (3.9) szerint az utóbbi mátrix az előbbiből elemi oszlopműveletekkel kelet-
kezik. Innen viszont adódik, hogy rang [fjX2, ..., f)'Xm] = m— 1. Ezek szerint az 
{xIRn:x = fj(a), a Ç 0 } halmaz, mely L 0 П Д - п а к részhalmaza, valóban (m — 1)-
dimenziós koordinátakörnyezet. 
Jelöljük cp(t, 0-ve l a (2.8) rendszer azon megoldását, melyre tp(0, ç) = / A 
?(/, a) = <p(r, f(j5(a))) = <p(t, j?(a)), / ( /£ , « € ß 
egyenlőséggel értelmezett q függvény kielégíti а lemmában előírt követelményeket. 
Ugyanis nyilvánvalóan folytonosan differenciálható; mivel minden cc€0-ra fj(<x)d 
üP0aP és P a (2.8) rendszer invariáns halmaza, ezért q(t, a)f P is fennáll minden 
t£R-re; fj(oi)£P0 miatt rögzített a-ra q(t, a) periodikus megoldás; p(t) = q(t, a°) 
nyilvánvaló. (3.5)-öt a következőképpen láthatjuk be. M in t ismeretes (lásd [45] 
95. old.) (p'{(t,p(0)) a (2.11) variációs rendszernek azon alapmátrixa, melyre 
(p'((0,p(0))=E, az w-edrendű egységmátrix. így 
g'a(0,ofl) = <^(0,Р(0Ш«°) = £(a°), 
az utóbbi mátrix oszlopvektorai lineárisan függetlenek és párhuzamosak az La 
hipersíkkal; ez utóbbira azonban p(0) = q(0, a°) ortogonális, tehát (3.5) fennáll. 
A 3.2 definícióban szereplő т és az fj függvényből összetett а—т(/у(а)), а IQ, függ-
vény nyilvánvalóan kielégíti a lemmában a т:0—7? függvénnyel szemben támasztott 
követelményeket. ! 
3 . 4 . TÉTEL. Ha p a ( 2 . 8 ) rendszer ( N É 2 ) , nem állandó, Т0 periódusú periodikus 
megoldása, és a p-re vonatkozó variációs rendszernek az 1 szám egyszeres karak-
terisztikus multiplikátora, akkor a p megoldás pályája izolált. 
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Bizonyítás. A bizonyítást indirekt úton végezzük. Tegyük fel, hogy p pályája 
nem izolált. Ekkor léteznek a 3.3 lemma feltételeit kielégítő q és т függvények és 
fennállnak a 
q{t, a) = /(<?(/, a)) 
és а 
q(t + z(a), a) = ^( í , a) 
azonosságok. Differenciáljuk az első azonosságot t, ill. a ; szerint, а másodikat 
ос,- szerint ( / = 2 , 3 , ...,m; abból, hogy q rögzített a-ra (2.8) megoldása, következik, 
hogy q is folytonosan differenciálható). A következő azonosságokat kapjuk: 
p(t, a) =f*(q(t, a))q( t , a) 
4 , ( 0 «) = Л ' ( ? ( 0 a) )4 , ( / , a) 
és 
д(/ + т(а), а)4.(а) + ^ . ( / + т(а), a) = 4 , ( 0 a), (/ = 2, 3, ..., m), 
a = a°-at helyettesítve adódik 
Pit) =/Х'(р(0)т(0 
(3.10) 4 . ( 0 <*°) = / Д К О ) 4 , ( о « 0 ) 
és 
(3.11) P(t + Tо)г;(а°) + 4 ( ( / + т0 , а0) = 4 , ( 0 а°), 0 = 2, 3, ..., m). 
(3.5)-ből és (3.10)-ből következik, hogy a p és a / — 4 , ( 0 a°) 0—2, •••, m) függvények 
a (2.11) variációs rendszer lineárisan független megoldásai. Jelöljük 7(í)-vel (2.11) 
azon alapmátrixát, melyre 7(0) = E. Ekkor 
p{t) = Y(t)p(0), 
4 , ( 0 = П 0 4 , ( 0 , а0) (/ = 2, 3, ..., m). 
Innen a Í = T0 helyettesítéssel és p periodicitásának, ill. a í = 0 helyen vett (З.П)-пек 
felhasználásával kapjuk, hogy 
i l l . 
Р(т o) = P(0) = 7(T0)/i(0), 
(3.12) 4 ( ( т 0 , а") = 4 . (0 , а0) —4 ((а°)р(0) = 7(т 0 )4 , (0 , а»), (/ = 2, 3, ..., m). 
Miután a р(0), 4 , ( 4 а°) 0 = 2 , ...,/и) vektorok lineárisan függetlenek, bevezethető 
K"-ben olyan bázis, melynek e vektorrendszer első m vektorát alkotja. Ebben a bázis-
ban az 7(T0) főmátrix a következő (hozzá hasonló) „normálalakra" transzformálódik : 
1 — 42(а°) - т ; ( а ° ) ... - O o ) 
0 1 0 . . . 0 
0 1 0 
в 
о D 
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ahol О az (и — m)Xm-es nul lmátr ix, В mX(n-m)-es, D pedig (и — /n)-edrendű négy-
zetes mátr ix. Innen látható, hogy У(т0)-пак az 1 szám legalább m-szeres ( т Ш 2 ) 
sajátértéke. ! 
(3.12)-ből látható, hogy ha bizonyos i értékekre т{.(а°) = 0, akkor az Y(z0) 
főmátr ixnak (a p(0) vektoron kívül) több olyan lineárisan független sajátvektora 
van, mely az 1 sajátértékhez tartozik. Könnyű belátni, hogy ebben az esetben a p-rc 
vonatkozó (2.11) variációs rendszernek több lineárisan független, т0 periódusú 
periodikus megoldása van. Ezt figyelembe véve, „heurisztikus okoskodással" 
(melyet i t t nem részletezünk), „plauzibil issá lehet tenni" azt, hogy ha 1 többszörös 
karakterisztikus mul t ip l ikátor és hozzá egynél több lineárisan független sajátvektor 
tartozik, akkor a p megoldás pályája nem izolált. Más szóval úgy tűnik, hogy leg-
alábbis bizonyos megszorítással az előző tételt meg is lehet fordítani. Ez azonban 
nem igaz. Az 1 karakterisztikus mul t ip l ikátor egyszeressége elégséges az izoláltság-
hoz, de nem szükséges, amint ezt a következő példa mutatja. 
3.1. PÉLDA. Legyen az / : R 2 —R1 függvény C 1 osztálybeli, / = ( / x , / 2 ) , tételezzük 
fel, hogy az 
Xj = f \ (x1, x2) 
(3.13) 
X2 — / 2 (X15 X Í ) 
rendszernek van p = {p-i,pj) nem állandó, periodikus megoldása т > 0 periódussal, 
(3.13) p-re vonatkozó variációs rendszerének 1 egyszeres karakterisztikus mult ip l i -
kátora és a másik karakterisztikus mul t ip l ikátor abszolút értékben kisebb, mint 1. 
Tételezzük fel továbbá, hogy p3(0) = 1, p2(0) = 0. I lyen rendszer van (lásd pl. [29]), 
és a mondot t feltételek mellett a p megoldás aszimptotikus orbitálisan stabilis 
(lásd [45] 254. old. és [114] 295—312. old.). Tekintsük továbbá az 
(3.14) 
271 
X3 = X4 -
Z 
2n 
x\ 
rendszert. E rendszernek a (0,0) pont izolált egyensúlyi helyzete, mely Ljapunov-
értelemben aszimptotikusan stabilis. Ez utóbbi állítás LJAPUNOV direkt módszerével 
látható be (lásd pl. [114] 240. old.), ugyanis а F ( x 3 , x 4 ) = x 3 + x \ függvény (3.14) 
pozitív définit Ljapunov-függvénye, melynek a rendszerre vonatkozó deriváltja, 
ЁЗ .14 ) ( А З 5 x ù = 2 x 3 I — x 4 — X 3 | + 2 X 4 - ^ - x 3 — x 4 j = 
= - 2 x | - 2 x 1 
negatív définit (természetesen az x 3 , x4 változók kétdimenziós terében). Ha most 
(3.13)-ból és (3.14)-ből összeállítjuk az 
(3.15) x = / ( x ) 
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négydimenziós rendszert, ahol x = (x l 5 x2, x3, x4) és 
/(*) = |/i(*i, x2),f2(x1, x j , —p-x4-xl, ~х3-х\\, x£R\ 
akkor nyilvánvaló, hogy (3.15)-nek a p = (px, p2,0,0) függvény periodikus meg-
oldása r periódussal. Képezzük (3.15) p-re vonatkozó variációs rendszerét, az 
У = / X ' ( P ( 0 ) J 
fíxAPO) fAÁP(O) 0 0 
9) /AAP«)) 0 о 
2 л 
X 
0 
rendszert, ahol 
О 
0 
0 
0 
0 — 
2Я 
Т 
Az utóbbi rendszernek van három lineárisan független periodikus megoldása 
т periódussal, és pedig p=(Pi, p-,0,0), 0,0,cos — t, sin — / és 0 ,0 ,—s in — t, 
2n Л У x x ) К x 
cos — í j . Ebből következik, hogy az 1 szám háromszoros karakterisztikus mul t ip l i -
kátora. Megmutat juk, hogy ennek ellenére p (3.15)-nek izolált pályájú periodikus 
megoldása. Az F4 -bel i távolságot p4-gyel, az F2-bel i t +2-vel je lö l jük. Legyen cp = 
= (<Pi, Ф2 , (Рз, (Pi) (3.15) egy megoldása. Ekkor (<p4, (p2) (3.13)-nak (<p3, cpj pedig 
(3.14)-nek) megoldása. Ha <?4(<р(0)), p(0)) elég kicsi, akkor nyi lván p2((<M°), <í»2(0)), 
(л (0 ) , p m ) ) é s £?2((<РЗ(0), ф4(0)), (0,0)) is elég kicsi. Jelöljük (3.13) p megoldásá-
nak pályáját y-mal, y c F 2 , (3.15) p megoldásának pályáját pedig y-val, y c F 4 . 
Н а е2((ф1(0), rp2(0)), (p4(0), p2(0))) elég kicsi, akkor az aszimptotikus orbitális 
stabilitás miatt Q2({(px{t), <p2(t)), y ) - 0 , esetén. Ha q2 ((<jff3(0), <p4(0)), (0, 0)) 
elég kicsi, akkor az aszimptotikus stabilitás miat t £2((фз(0, «PíM), (0, 0))—0 / — ~ 
esetén. Mivel a háromszög egyenlőtlenség miat t 
e*{(p(t), У) — Qi(cp(t), ( < P I ( 0 , Ф А ( 0 , 0 , 0 ) ) + < ? 4 ( ( < P I ( 0 , (p2(t), 0 , 0 ) , y) = 
= 0 2 ( ( ф 3 ( О , ф * ( 0 ) . ( 0 , o ) ) + e 2 ( ( < M O , ф 2 ( 0 ) , у ) , 
ezért ha р4(ф(0), p(0)) elég kicsi, akkor g4(<p(í), y) — 0, í — e s e t é n . Ezek szerint 
minden y-hoz elég közel (de y-tól pozitív távolságra) induló megoldás y-hoz kon-
vergál, tehát nem periodikus. 
Megjegyezzük, hogy homogén lineáris differenciálegyenlet-rendszer nem-
triviális, periodikus megoldása nem lehet izolált. Legyen ugyanis (2.7)-ben f ( t , x) = 
= A(t)x, ahol A folytonos, periodikus mátrix függvény, Т > 0 periódussal, vagyis 
tekintsük az 
(3.16) x = A(t)x 
differenciálegyenlet-rendszert. Ha ennek a p : F = F" függvény nem-triviális, periodikus 
megoldása x periódussal, akkor minden a£F- re a q(t,a)=ap(t) egyenlőséggel 
értelmezett függvény (3.16) periodikus megoldása, q(t, \)=p(t) és q'f 0, l ) = p ( 0 ) + 0. 
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Könnyen belátható, hogy a {(t, xp(tj):t£R, a£R} halmaz valóban kétdimenziós 
differenciálható sokaság az RxR" térben. Ekkor egyébként (3.16) önmagának 
(bármely megoldásra vonatkozó) variációs rendszere és így a 2.B. tétel alapján az 
1 szám karakterisztikus multiplikátor. 
Megjegyezzük továbbá, hogy autonóm homogén lineáris rendszer, vagyis 
állandó együtthatós homogén lineáris differenciálegyenlet-rendszer nem állandó, 
periodikus megoldásának pályája nem lehet izolált. Ugyanis ha p nem állandó, 
periodikus megoldás т 0 > 0 periódussal, akkor ugyanúgy mint az előbb, a q(t, a) = 
— ap(t) egyenlőtlenséggel értelmezett függvény minden a F-re periodikus megoldás 
x = t0 periódussal, q(t, \)=p(t), és könnyen belátható, hogy 
rang [q(t, a), q'x(t, a)] = rang [yp(t),p(t)] = 2, t£R, oc>0. 
Innen viszont következik, hogy az {x=ccp(t):t£R, а=-0} halmaz kétdimenziós 
differenciálható sokaság az R" térben. Mivel egy homogén lineáris differenciál-
egyenlet-rendszer önmagának (bármely megoldásra vonatkozó) variációs rendszere, 
az előbbiekből és a 3.4. tételből az az ismert tény is adódik, hogy ha egy állandó 
együtthatós homogén lineáris differenciálegyenlet-rendszernek van nem állandó, 
periodikus megoldása, akkor az 1 szám legalább kétszeres karakterisztikus mul-
tiplikátor. 
4. A perturbációs módszerrel korábban elért eredmények 
Ebben a pontban összefoglaljuk azokat a periodikus megoldások létezésére és 
stabilitására vonatkozó, fontosabb eredményeket, melyeket a perturbációs módszer 
segítségével a múltban elértek. 
Amint az előző pont eredményei is mutatják, az autonóm eset nem vizsgálható 
úgy, mint a nem-autonóm, periodikus rendszer speciális esete. Mindkét alapesetben, 
nem-autonóm rendszer nem-autonóm perturbációja, i l l. autonóm perturbációja 
esetén H . POINCARÉ adott elégséges feltételt periodikus megoldás létezésére ([77] 
Oeuvres V I I . 3 3 1 — 3 4 3 . old., [ 7 8 ] I. 1 8 1 — 1 8 2 . old., lásd még [45] 4 1 5 — 4 1 6 . old.). 
Ezeket a feltételeket azóta sem sikerült lényegesen javítani. 
Legyen í 2 c F " nyílt és összefüggő tartomány, / „ egy a zérust tartalmazó nyílt 
intervallum, az / : F X Í 2 - " - F " függvény folytonos és az x£Q vektor koordinátái 
szerint folytonosan differenciálható, a g: RXQXf-^R" függvény folytonos és az 
x£Q vektor koordinátái, valamint а р£1
ц
 változó szerint folytonosan differenciál-
ható, legyen továbbá f és g periodikus a F£F változóban т
о
> 0 periódussal és tekint-
sük az 
(4.1) x — f ( t , x) + pg(t, x, p) 
differenciálegyenlet-rendszert. (4.1)-et az 
(4.2) x = f ( t , x ) 
„perturbálatlan" rendszer „perturbált rendszerének" fogjuk nevezni. 
4 . A . TÉTEL. ( [ 4 5 ] 4 1 5 . old.) Tételezzük fel, hogy a ( 4 . 2 ) perturbálatlan rend-
szernek van egy т0 periódusú periodikus megoldása, p, és (4.2) p-re vonatkozó variá-
ciós rendszerének az 1 szám nem karakterisztikus multiplikátora (vagyis a variációs 
rendszernek nincs a triviálistól különböző r0 periódusú periodikus megoldása) ; ekkor 
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minden p-höz, melyre \p\ elég kicsi, van (AA)-nek egy és csak egy т0 periódusú perio-
dikus megoldása, t-+q>(t,p), mely a C1 osztályba tartozik és melyre lim <p (t, p) = 
=p{t). 
A (4. 1) períurbált rendszer periodikus megoldásának stabilitására vonatkozó, 
következő' tétel lényegében A . M . LJAPUNOVÎÔI származik ([122] 13. és 55. pont). 
4.B. TÉTEL. ( [12] 3 5 0 . old.) Tételezzük fel, hogy a ( 4 . 2 ) perturbálatlan rendszer-
nek van egy Т0 periódusú periodikus megoldása, p, és (4.2) p-re vonatkozó variációs 
rendszerének összes karakterisztikus multiplikátora abszolút értékben kisebb, mint 1 ; 
ekkor teljesülnek a 4. A. tétel feltételei, és a (4.1) perturbált rendszer cp periodikus 
megoldása elég kis \p\-re aszimptotikusan stabilis. 
Az előbbi tételek nem alkalmazhatók abban az esetben, amikor (4.1) autonóm. 
Ugyanis ekkor, ha a (4.2) (ugyancsak autonóm) rendszer p periodikus megoldása 
nem állandó, akkor a p-re vonatkozó variációs rendszernek az 1 szám mindig karak-
terisztikus multiplikátora. 
Legyen Q a R " nyílt és összefüggő tartomány, f egy a zérust tartalmazó nyílt 
intervallum, a z / : Í2—/?" és a g\ Q X f - + R n függvény C 1 osztálybeli és tekintsük az 
( 4 . 3 ) X = f(x) + pg(x, p) 
perturbált, i l l. az 
( 4 . 4 ) X = / ( x ) 
perturbálatlan differenciálegyenlet-rendszert. 
4 . C . TÉTEL . ([45] 416. old.) Tételezzük fel, hogy a (4.4) perturbálatlan rendszer-
nek van egy nem állandó, periodikus p megoldása Т 0 > 0 periódussal, és (4.4) p-re 
vonatkozó variációs rendszerének az 1 szám pontosan egyszeres karakterisztikus mul-
tiplikátora; ekkor minden p-höz, melyre |/i| elég kicsi, van (4.3)-nak egy és csak egy 
periodikus megoldása, t—(p(t, p), x(p) periódussal úgy, hogy cp és x a C1 osztályba 
tartozik, és lim <p(t, p)—p(t), lim x(p) = x0. fi-*- 0 /T-»-0 
A (4.3) perturbált, autonóm rendszer periodikus megoldásának stabilitására 
vonatkozó, következő tétel az Andronov—Vitt-tétel (lásd [114] 299—312. old.) 
következménye. 
4 . D . TÉTEL . ([12] 353. old.) Tételezzük fel, hogy a (4.4) perturbálatlan rend-
szernek van egy nem állandó, periodikus p megoldása, és (4.4) p-re vonatkozó variá-
ciós rendszerének (и — 1) számú karakterisztikus multiplikátora abszolút értékben 
kisebb, mint 1; ekkor teljesülnek а 4.C. tétel feltételei, és a (4.3) perturbált rend-
szer periodikus <p megoldása elég kicsi \p\-re orbitálisan aszimptotikusan stabilis. 
A (4.1), il l. a (4.3) alapeseteken kívül nyilvánvalóan még két eset jöhet szá-
mításba. Ezek közül az első, melyben a perturbálatlan rendszer nem autonóm, 
periodikus, és a perturbáció í-től független, vagyis az 
x = f( t, x) + pg(x, p) 
rendszer, ahol / í-ben periodikus, nyilván nem túlzottan érdekes, mivel (4.1) spe-
ciális esete. Ezzel szemben az az eset, melyben a perturbálatlan rendszer autonóm 
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és a perturbáció periodikus (r-től explicit módon függ), mind elméleti, mind pedig 
gyakorlati szempontból rendkívül érdekes és nehéz. Ekkor ugyanis a perturbált 
rendszer a következő alakú: 
(4.5) x=f(x)+fig(t,x,fi), 
ahol g í-ben nem állandó, periodikus z > 0 periódussal, és a perturbálatlan 
(4.6) x = f ( x ) 
rendszerről fel van téve, hogy van egy nem állandó, periodikus p megoldása t 0 > 0 
periódussal. Könnyen látható, hogy (4.5) sem (4.1), sem pedig (4.3) speciális eseté-
nek nem tekinthető (а 4.A., 4.B., 4.C. és 4.D. tétel vonatkozásában). Éppen ebben á!i 
a (4.5) rendszerrel kapcsolatos probléma elméleti érdekessége és nehézsége. Gyakor-
lat i szempontból azért érdekes, mert ilyen differenciálegyenlet-rendszer felel meg 
„ a külső periodikus kényszernek alávetett, de önfenntartó rezgésekre (self-excited 
oscillations) képes rendszereknek", melyek nagy szerepet játszanak mind a műszaki 
lengéstanban, mind pedig a híradástechnikában, i l l . az akusztikában („entrainment 
o f frequency", „ locking in " , rendszerek szinkronizációja, lásd [71] X V I I E Fejezet, 
és [108]). 
A (4.5) rendszerrel kapcsolatos feladattal igen sok szerző foglalkozott. Az 
eredmények túlnyomó többsége azonban arra a speciális esetre vonatkozik, melyben 
a perturbálatlan (4.6) rendszer lineáris. Ebben az esetben a perturbált rendszer 
periodikus megoldásának meghatározására szolgáló módszerek közül a legjelentőseb-
b e k N . M . K R I L O V és N . N . BOGOLJUBOV [ 5 2 , 5 3 , 121 ] , i l l . L . CESARI és J . H A L E 
[8 , 4 1 , 4 2 ] módszere. (Mindkét módszerre nézve lásd még [9] 1 2 0 — 1 3 6 . old., az 
elsőre nézve [109] és [71] X V E Fejezet). A szóban forgó esetben, vagyis az 
(4.7) x = Ax + pg(t,x, p.) 
differenciálegyenlet-rendszer esetében, ahol A и-edrendű négyzetes, állandó mátrix, 
a perturbált rendszer periodikus megoldásának létezésére és (bizonyos értelemben) 
egyértelműségére E. A . CODDINGTON és N . LEVINSON adtak világosan megfogalma-
zott, de igen bonyolult elégséges feltételt ( [ 1 1 ] és [ 1 2 ] 3 5 6 — 3 6 4 . old.). Ezt az esetet 
vizsgálta D . C. LEWIS is [62]. 
Abban az esetben, amikor a perturbálatlan rendszer nem lineáris, sokkal gyé-
rebbek az eredmények. I lyenkor a szerzők általában feltételezik, hogy a perturbálat-
lan rendszer periodikus megoldásának pályája izolált, pontosabban, hogy teljesül-
nek az ezt biztosító elégséges feltételek (3.4. tétel). N . LEVINSON [60] a perturbált 
rendszer invariáns tórusz-felületének létezését mutatta ki. MARY L. CARTWRIGHT 
és J. E. LITTLEWOOD [6] egy igen fontos speciális egyenlet, a periodikusan perturbált 
VAN DER POL egyenlet (lásd [79, 80]) esetében adtak elégséges feltételeket periodikus 
megoldás létezésére és ezeket általánosították bizonyos „egy szabadságfokú", vagyis 
másodrendű skalár differenciálegyenlettel ekvivalens rendszerekre. Hasonló jellegű 
eredményeket ért el más típusú „egy szabadságfokú" rendszerre A . M . K A C [ 1 1 9 ] . 
Igen jelentős, de a legutóbbi időkig visszhang nélkül maradt W. S. LOUD 1959-ben 
írt [64] dolgozata, melyben elégséges feltételt adott a (4.5) perturbált rendszer 
periodikus megoldásának létezésére, egyértelműségére és stabilitására a „rezonancia 
esetben", vagyis akkor, amikor a g függvény z periódusa egyenlő a perturbálatlan 
(4.6) rendszer periodikus megoldásának z0 periódusával. W. S. LOUD később fog-
Alkalmazott Matematikai Lapok 1 (1975) 
A U T O N Ó M R E N D S Z E R E K P E R I O D I K U S P E R T U R B Á C I Ó I R Ó L 213 
lalkozott azzal az esettel is, melyben ezek a periódusok nem egyenlők [65, 66], sőt 
felvette a perturbáció periódusát, mint a p „ampl i túdó" lineáris függvényét. így 
azonban csak bizonyos mellékfeltételek teljesülése mellett tudta biztosítani a perio-
dikus megoldás létezését és az általános esetet nem intézte el. 
A hatvanas években többek között még a következők foglakoztak a témával: 
D . E . LEACH [55] , T . MAEKAWA [67] , L . D . AKULENKO [96, 9 7 , 9 8 , 99] , A . JA. G A D I O -
ONENKO [113] és mások. 
Megemlíthetjük még J. HAAG korábban elért eredményeit [36, 37, 38], melyekben 
a perturbáció periódusa határozatlan. Ezek az eredmények azonban, jóllehet gyakor-
lati szempontból érdekesek, szigorú matematikai szemszögből kevéssé használ-
hatók. 
Azt az alapgondolatot, mely a jelen dolgozat fő eredményeinek elérését lehetővé 
tette, hogy ti. a perturbáció periódusát független paraméternek tekintjük, úgy tűnik, 
a szerzők nem ismerték fel, vagy nem tudták következetesen végigvinni. Ez valószí-
nűleg részben annak a következménye, hogy az a kevés szerző, aki ennek a gondolat-
nak a közelébe jutot t , a vizsgálat kezdetén, rögtön a független változó egy transzfor-
mációjával a rögzített periódus esetére vezette vissza a problémát (lásd pl. M . ROSEAU 
[83] 189. és 247. old.) Meg kell azonban említeni К . O. FRIEDRICHS gondolatgazdag 
előadását [34], i l l. egyetemi jegyzetét [35], melyekben ragyogó „kvalitatív ötleteket" 
vet fel. 
5. Cilindrikus rendszerek ű-periodikus megoldásai 
Az alkalmazásokban gyakran fellépnek olyan periodikus (vagy autonóm) 
differenciálegyenlet-rendszerek, melyek jobboldala nemcsak a „ f független változó-
ban", hanem az „ x függő változó vektor" egy vagy több koordinátájában is perio-
dikusak. A legklasszikusabb példa ilyen rendszerre a matematikai inga lengéseit 
leíró 9 = — — sin 9 differenciálegyenlet (g a nehézségi gyorsulás, / az inga hossza, 
9 a kitérés), mely az х
х
 = 9, x2 = 3 jelölésekkel az 
g . 
M = Л*2, X2 — j-Sil l X j 
rendszerbe megy át. Az utóbbi (autonóm) rendszer jobb oldala az x1 változóban 
periodikus. További fontos esetekre nézve lásd [13, 89, 107, 108]. 
Azokat a differenciálegyenlet-rendszereket, melyek jobb oldala az „ x függő 
változó vektor" egy vagy több koordinátájában periodikus, cilindrikus rendszereknek, 
azokat a koordinátákat, melyekben a jobboldal periodikus, cilindrikus koordináták-
nak szokták nevezni. Cilindrikus rendszerekkel már H . POINCARÉ is foglalkozott 
([77] Oeuvres VII. 343. old. és [78] III. 80. old.) és felismerte, hogy ilyen rendszerek 
esetében a közönséges értelemben periodikus („elsőfajú periodikus") megoldások 
mellett felléphetnek un. „másodfajú periodikus megoldások". Cilindrikus rend-
szerekkel, „másodfajú periodikus megoldások" létezésének és stabilitásának kérdé-
seivel azóta is sokan foglalkoztak, így többek között S. P. DILIBERTO és G . HUFFORD 
[21] , L . D . AKULENKO és V . M . VOLOSZOV [96 , 9 7 , 9 8 , 9 9 , 1 0 0 , 101 , 112] , E . A . BAR-
BASIN [ 1 0 5 , 106], A . JA. GADIONENKO [113] és E . A . NAZAROV [128] . A szerzők 
általában a „másodfajú periodikus megoldások" PoiNCARÉ-tóI származó, kissé 
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nehézkes meghatározását használják. I t t e függvények egy jellemző tulajdonságát 
megragadó definíciót adunk, majd a cilindrikus rendszer fogalmát is egyszerűbben 
és némileg általánosabban határozzuk meg (lásd a szerző [24], i l l . [26] dolgozatát). 
5 .1 . DEFINÍCIÓ . Azt mondjuk, hogy a C 1 osztálybeli <p : R -- R" függvény D-perio-
dikus (deriváltán periodikus, derivoperiodikus), r > 0 periódussal, ha derivált függ-
vénye ф periodikus x periódussal. 
5 . 1 . LEMMA. A <p: R^-R" függvény akkor és csak akkor D-periodikus Т > 0 
periódussal, ha van a£R" állandó vektor és v: R — R" С1 osztálybeli periodikus függ-
vény x periódussal, hogy 
( 5 . 1 ) cp(t) = at + v(t). 
Bizonyítás. Az, hogy a feltétel elégséges, nyilvánvaló. Tegyük fel, hogy <p D-perio-
dikus függvény т=>0 periódussal, ekkor fennáll 
<p(t + x) = (p{i). 
Mindkét oldalt 0-tól t-ig integrálva kapjuk, hogy 
(5.2) (p{t + x) = cp{t) + (p{x)-(p{0). 
Vezessük be az 
( 5 . 3 ) a = I ( « P ( T ) - « P ( 0 ) ) = - I J <p{t)dt 
X X Q 
jelölést és tekintsük a v(t) = (p{t)—at egyenlőséggel értelmezett v függvényt. E függ-
vény nyilván C 1 osztálybeli, és fennáll a 
V(Í + T) = (p{t + x) — at — ax = 
= (p(t) + (p(x)-<p(0)-at-(p(x) + (p{0) = 
= v(í) 
azonosság, ahol felhasználtuk (5.2)-t és „ a " (5.3) definícióját.! 
Könnyen belátható, hogy a D-periodikus (p függvény (5.1) felírásában fellépő 
„ ö " állandó vektor és v függvény egyértelműen van meghatározva. Az (5.1)-ben 
szereplő „ a " állandót a D-periodikus függvény együttható vektorának nevezzük. 
Amin t ez (5.3)-ból látható, az együttható vektor а ф periodikus függvény integrál-
közepe (egy periódushossznyi intervallumon). A közönséges értelemben periodikus 
(C1 osztálybeli) függvények nyilvánvalóan olyan D-periodikus függvények, melyek 
együttható vektora zérus. 
5.2. DEFINÍCIÓ. Legyen a£R" állandó vektor és x pozitív állandó; azt mondjuk, 
hogy az F : R" X Rm --R" függvény periodikus az x vektorváltozóban ax vektor-
periódussal, ha minden x£Rn, z£ R'"-rc fennáll az 
(5.4) F(x + ax,z) = F(x,z) 
azonosság. 
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Könnyen belátható, hogy ha F „cil indrikus függvény egy vagy több változójá-
ban", akkor periodikus a vektorváltozóban. Például, ha vannak a1} a2, т £ К nem zérus 
állandók, melyekre 
F U i + ű j t , x 2 , . . . ,x„ ) = F ( x 1 , . . . , x „ ) 
és 
F(xi, x2 + п2т, ..., x„) = F(x1 ; x2,..., x„), 
akkor természetesen 
F(x1 -f axz, x2 + a2T, x ; j , ..., x„) = F(x1, x 2 , x 3 , ..., x„) 
is fennáll és F periodikus a vektorváltozóban. F-nek ekkor több vektor-periódusa 
is van, éspedig (axт, a2т, 0, . . . , 0), (axz, 0, 0, ..., 0), ill. (0, ö2T, 0, ..., 0). 
Ezzel szemben F periodikus lehet a vektorváltozóban anélkül, hogy akár egyetlen 
cilindrikus változója lenne. Legyen például F—(FX, F2) és 
Fi(x1, x2) = sin (cxxx + c2x2) + sin (d1x1 + d2x2), (/' = 1, 2), 
ahol c kX0, dkx0 valós állandók és a ck/dk hányadosok irracionálisak ( F = 1,2). 
Ekkor F sem az xlt sem pedig az ,v2 változóban nem periodikus. Ugyanakkor mindig 
lehet találni к és I egész számokat, egy pozitív т állandót és egy nem zérus a = (a1, a2) 
vektort, hogy fennálljon 
Ciüxt + c2a2z = 2nk 
és 
d1a1t + d2a2T = 2 л/. 
Ezeknek az egyenleteknek fennállása viszont azt jelenti, hogy F periodikus a vektor-
változóban ÖT vektorperiódussal. 
Tehát az, hogy F periodikus a vektorváltozóban általánosabb (gyengébb) 
követelmény, mint az, hogy F cilindrikus egy vagy több változójában. Azt, hogy az 
előbbi követelmény mennyivel általánosabb az utóbbinál, mutatja a következő 
példa. Az F(xx, x2) = (x1 + x2)2 függvény periodikus a vektorváltozóban, vektor-
periódusa minden a valós számra az (a, —a) vektor. 
Könnyen belátható ugyanakkor, hogy ha az 5.2 definícióban szereplő F függ-
vénynek az ÖT vektor vektorperiódusa és ar f 0 , akkor ortogonális bázistranszformá-
cióval K"-ben olyan új yu y2, ...,y„ koordinátarendszert vezethetünk be, melynek 
első bázisvektora az jJ~j"aT vektor és melyben F transzformáltja első változójában, 
j j -ben periodikus lesz \ax\ periódussal. 
Megjegyezzük még, hogy az a = 0 esetet az 5.2. definícióban kényelmi okokból 
nem zártuk ki. Ebben az esetben természetesen az (5.4) feltétel semmitmondóvá 
válik. A vektor-periódust az általános esetben ugyancsak azért írtuk egy „ a " vektor 
és egy T szám szorzatának alakjában, mert ez a későbbiekben előnyös lesz. 
Legyen QczR" nyílt és összefüggő tartomány és rendelkezzék a következő 
tulajdonságokkal: ha x^Q, akkor minden t£R -re (xTci t )é_Q, ahol aÇK" állandó 
vektor. Legyen az F.RxQ^R" függvény folytonos és az x££2 vektor koordinátái 
szerint folytonosan differenciálható. Tételezzük fel továbbá, hogy a taR változóban 
periodikus т=-0 periódussal, az x£í2 vektorváltozóban is periodikus az vektor-
periódussal és tekintsük az 
(5.5) X = F(t, x) 
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differenciálegyenlet-rendszert. Az (5.5) rendszernek azokkal a D-periodikus meg-
oldásaival foglalkozunk, melyek periódusa т és együttható vektora „a". Arra vonat-
kozóan, hogy (5.5) egy megoldása ilyen D-periodikus függvény legyen, érvényes 
a 2.A. tétel következő általánosítása: 
5 . 2 . TÉTEL. Legyen <p : R — fí az ( 5 . 5 ) rendszer megoldása; tp akkor és csak 
akkor D-periodikus r periódussal és „a" együttható vektorral, ha van t0£R, melyre 
(5.6) <PÚo + Ú = (P(t0) + ar . 
Bizonyítás. Az (5.6) feltétel nyilvánvalóan szükséges, azt kell csak bebizonyí-
tanunk, hogy elégséges is. Mivel F periodikus az x vektorváltozóban ax vektor-
periódussal, következik, hogy a <p függvénnyel együtt a t—(p(t)+ax függvény is 
megoldás, ugyanis 
(ф(0 + вт)- = <Я0 = F(t, <p(t)) = F(t, (p(t) + ax). 
Mivel F periodikus í-ben т periódussal, következik, hogy tp-\e 1 együtt a t—<p(t + x) 
függvény is megoldás. Az (5.6) feltételből azonban azt kapjuk, hogy 
[cp(t + x)]l=,0 = cp(t0 + x) = (p(tj) + ax = 
= [ Ф ( 0 + А Т ] ( = , О , 
vagyis a megoldások unicitása miatt 
(5.7) tp(t + x) = cp(t) + ax. 
Az utóbbi azonosságot differenciálva adódik, hogy cp valóban D-periodikus т perió-
dussal, és ekkor magából az azonosságból és (5.3)-ból látható, hogy együttható 
vektora valóban „a " . ! 
A most bebizonyított tétel az Ű =0 speciális esetben a 2.A. tételre vezet. 
Ha (p az (5.5) rendszer D-periodikus megoldása т periódussal és „ a " együtt-
ható vektorral, akkor amint ez könnyen belátható a t—F{t, cp(t)) és a t — Fx(t, <p(t)) 
függvény (F'x az F függvény x szerinti derivált mátrixa) periodikus т periódussal, 
így (5.5)-nek a <p megoldásra vonatkozó variációs rendszere, 
(5.8) y = F'x(t, tp(t))y 
periodikus együtthatójú homogén lineáris differenciálegyenlet-rendszer. 
Ezek után D-periodikus megoldás izoláltságának kérdése ugyanúgy tárgyal-
ható, ahogyan ez a 3. pontban, közönséges értelemben periodikus megoldás esetében 
történt. A tárgyalást nem részletezzük. A 3.1 definícióval analóg definíció adható 
D-periodikus megoldás izoláltságára. A 3.1 lemmával analóg lemma szóról szóra 
úgy bizonyítható, mint ott. Érvényes az 
5 . 3 . TÉTEL. На <p az ( 5 . 5 ) rendszer D-periodikus megoldása x periódussal és 
„a" együttható vektorral és a <p-re vonatkozó (5.8) variációs rendszernek az 1 szám 
nem karakterisztikus multiplikátora, akkor tp izolált D-periodikus megoldás. 
Bizonyítás. Analóg a 3.2. tétel bizonyításával.! 
D-periodikus megoldás stabilitásával kapcsolatban érvényben marad A . M . 
LJAPUNOV tételének ([122] 55. pont) következő analogonja. 
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5 .4 . TÉTEL. Ha az ( 5 . 8 ) variációs rendszer összes karakterisztikus multiplikátora 
abszolút értékben egynél kisebb, akkor (5.5) D-periodikus cp megoldása aszimpto-
tikusan stabilis. 
Bizonyítás. A bizonyítást nem részletezzük, mivel az ugyanúgy elvégezhető, 
mint a közönséges értelemben periodikus megoldásokra vonatkozó megfelelő tétel 
esetében (lásd pl. az E. A . CODDINGTON és N . LEVINSON által közölt bizonyítást, 
[12] 321—322. old.) Egyetlen ponton kell az idézett bizonyítást kiegészíteni. Felír-
juk, mint ott, az (5.5) rendszer megoldásainak cp-tői való eltéréseire vonatkozó diffe-
renciálegyenlet-rendszert, vagyis legyen x az (5.5) rendszer tetszőleges megoldása és 
z=x—(p. Ekkor a z függvény a következő differenciálegyenlet rendszert elégíti k i : 
z = F(t,<p{t) + z)-F(t,(p(t)), 
vagyis, mivel F az x vektor koordinátái szerint folytonosan differenciálható, 
a Lagrange-féle középértéktétel alkalmazásával 
z = F'x(t,(p(t))z+R(t,z), 
ahol az R = (RU R2, ..., R„) jelöléssel 
(5.9) Rk(t, z) = \Fkx(t, <p{i) + 9kz) — Fkx{t, <p(t))]z, 0 < 9k < 1, (k = 1, 2, . . . , n), 
és i t t a jobboldalon két vektor skaláris szorzata áll. Azt kell belátnunk, hogy R(t, z) = 
=o(z) í-ben egyenletesen. Jelöljük y-val cp pályáját és y-vel <p [0, т]-га való leszűkíté-
sének pályáját, vagyis legyen 
y = {x = (p(t): tçR} 
és 
f = {x = (p(t): O s t s t } . 
Nyilvánvaló, hogy a kompakt y halmaznak van olyan £>0 sugarú £/f környezete, 
melynek C/? lezártja is részhalmaza ú-nak : 
Щ = {x<=R": e(x, f ) < £?„}, Ü j с Q. 
Jelölje Uy a teljes у pálya o„ sugarú környezetét: 
Uy = {xÇ_Rn- Q(x, y) < 0O}. 
Megmutatjuk, hogy UyczQ. Legyen ui. x£Üy. Ekkor van t£R, hogy jx — <p(t)\^Q0 
és van olyan m egész szám, melyre mx^t~=t(m + 1)т. Mivel cp Z)-periodikus т periódus-
sal és „ a " együttható vektorral, ezért fennáll (5.7), és így 
|x — max — q> (t — mx)\ = \x — max — [cp (t) — max]\ = 
= \x-<p(t)\ ~ Q0, 
vagyis 0 s t - m < r miatt (x—max)f.U^(zQ. Ekkor azonban az fl-ra tett kikötés 
miatt xÇÎ2. F'x egyenletesen folytonos a [0, x] XUfyc:RXR" kompakt halmazon. 
Miután Fx /-ben periodikus x periódussal és x-ben periodikus ax vektorperiódussal, 
továbbá az előbb láttuk, hogy ha x£Uy, akkor van olyan m egész szám, hogy 
(x—тат)£{ / ? ezért F'x egyenletesen folytonos az egész RXÜy halmazon is. így 
(5.9) miatt R(t, z) = o(z) t-ben egyenletesen.! 
E pont hátralevő részében autonóm rendszerekkel foglalkozunk, melyek, amint 
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ezt már korábban is láttuk, nem intézhetők el minden tekintetben egyszerűen úgy, 
mint az (5.5) típusú periodikus rendszerek speciális esetei. 
Legyen Q a R n nyílt és összefüggő tartomány és rendelkezzék a következő 
tulajdonsággal: ha x £ ß , akkor minden t£R-re (x+a°t)^Q, ahol a°Ç.Rn állandó 
vektor. Legyen az f:Q-*Rn függvény C 1 osztálybeli és az x£Q vektorváltozóban 
periodikus Ű°T0 vektorperiódussal, ahol TQ -^O állandó. Tekintsük az 
(5.10) X = f ( x ) 
autonóm differenciálegyenlet-rendszert és legyen a p : R ^ Q függvény ennek nem-
állandó, D-periodikus megoldása r 0 > 0 periódussal és a° együttható vektorral. 
(5.10)-nek a p megoldásra vonatkozó variációs rendszere 
(5.11) У =fx(p(t))y 
periodikus együtthatójú homogén lineáris differenciálegyenlet-rendszer; az együtt-
ható mátrix periódusa т0. 
Nyilvánvaló, hogy (5.11)-nek a p függvény, mely nem zérus, periodikus meg-
oldása r 0 periódussal, és így а 2.B. tétel alapján (5.11)-nek az 1 szám karakterisztikus 
multiplikátora. 
5.3. DEFINÍCIÓ. Legyen n s 2 , p az (5.10) rendszer nem állandó, D-periodikus 
megoldása т 0 > 0 periódussal, a° együttható vektorral és уczR" a p megoldás pályája; 
azt mondjuk, hogy a p megoldás у pályája nem izolált, ha van egy legalább két-
dimenziós Ä"-be ágyazott C^sokaság, P és egy C 1 osztálybeli z: P-~R függvény 
úgy, hogy P az (5.10) rendszer D-periodikus megoldásaihoz tartozó pályák egye-
sítése у с Д minden x 6 P-re т(х) az x ponton áthaladó pályának megfelelő meg-
oldás(ok) periódusa és e megoldás „ a " együttható vektorára fennáll 
(5.12) öt(X) = Ű°T0, 
(T а у görbe pontjaiban a i 0 értéket veszi fel). Ellenkező esetben a p megoldást izolált 
pályájú D-periodikus megoldásnak nevezzük. 
A 3.3. lemmával analóg lemma ugyanúgy bizonyítható, mint ott. Ezt nem 
részletezzük. 
5 . 5 . TÉTEL. Ha p az ( 5 . 1 0 ) rendszer (И = 2 ) nem állandó, D-periodikus meg-
oldása Т 0 > 0 periódussal és a° együttható vektorral, és a p-re vonatkozó ( 5 . 1 1 ) variá-
ciós rendszernek az 1 szám egyszeres karakterisztikus multiplikátora, akkor a p meg-
oldás pályája izolált. 
Bizonyítás. A bizonyítás (5.12) figyelembevételével analóg a 3.4. tétel bizonyí-
tásával. ! 
Autonóm, a vektorváltozóban periodikus rendszer D-periodikus megoldásának 
stabilitására érvényes az Andronov—Vitt-tétel analógja. A tételt O. VEJVODA [94] 
dolgozatában cilindrikus rendszerekre bizonyította, és mivel bizonyítása az általunk 
tárgyalt, kissé általánosabb esetben sem szorul lényeges változtatásra, itt nem adunk 
bizonyítást. 
5 . A . TÉTEL. ( [94 ] ) . Ha p az ( 5 . 1 0 ) rendszer ( N É 2 ) nem állandó, D-periodikus 
megoldása Т 0 > 0 periódussal, és a° együttható vektorral, és a p-re vonatkozó ( 5 . 1 1 ) 
variációs rendszer (и—1) számú karakterisztikus multiplikátora abszolút értékben 
egynél kisebb, akkor p orbitálisan aszimptotikusan stabilis. 
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II. FEJEZET 
A U T O N Ó M R E N D S Z E R E K I R Á N Y Í T H A T Ó A N P E R I O D I K U S 
P E R T U R B Á C I Ó I 
6. Perturbációs periódus és perturbált periodikus megoldás létezése 
és egyértelműsége 
Legyen Q c R " nyílt és összefüggő tartomány és rendelkezzék a következő 
tulajdonsággal: van a£7?" vektor, hogy ha x £ ß , akkor minden t£R-re (x+at)£Q. 
Legyenek továbbá а, т0 és ß adott valós számok, melyekre a > 0 , 0</1 < т0 és vezessük 
be a következő jelöléseket: /
д
 = {p£R: | / i |<a), /,= {r£R: |т — т„|</?}. Tételezzük 
fel, hogy az / : fl — Rn függvény C 1 osztálybeli, a g: 7 ? X Í 2 X 7 „ X 7 T — R" függvény 
x (£ß) , p l + J f és т(£/
г
) szerinti deriváltjaival, g^-szel, g)-vei és g(-val együtt C° osz-
tálybeli, g periodikus az első változójában 1 periódussal, vagyis 
g(s+ \,x,p,z) = g(s, x, p, T), 
seR,x£Q, / T € 7 „ , Т Е / , ,  
és / is és g is periodikus az x vektorváltozóban Ű°T0 vektorperiódussal, vagyis 
/ ( X + Û°T0) = / ( x ) , x £ ß 
és 
G(5 , X + Û ° T 0 , p, T) = g(s, x, p, T ) , 
seR, xçq, pe/M, Т Е / , ,  
ahol a°fR" rögzített vektor. Tekintsük az 
(6.1) x = f ( x ) + pg - , X, p, T 
perturbált differenciálegyenlet-rendszert, ahol az előbbi feltevések szerint g periodikus 
a t változóban т periódussal, és a jobboldal periodikus az x vektorváltozóban 
а
0
т0 vektorperiódussal. 
A t-»g , x, p, T| függvény T periódusa független paraméterként fellép (6.1)-ben. 
Az alábbiakban következő eredmények közvetlenül és gyakorlatilag olyan rend-
szerek esetében alkalmazhatók, amelyeknél т „alkalmasan választható", vagyis 
olyanoknál, amelyeknél a perturbáció periódusa „ i rányítható". Ilyen értelemben 
használjuk az „irányíthatóan periodikus perturbáció" elnevezést. 
(6.1) jobb oldalának vektorperiódusát kényelmi okokból ат-val fogjuk jelölni, 
ahol az „a" vektort minden т£/,-га az 
( 6 . 2 ) АХ = А" Т0 
összefüggés határozza meg egyértelműen. 
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(6.1) mellett szerepeltetjük az 
(6.3) x = f ( x ) 
perturbálatlan differenciálegyenlet-rendszert, melyről feltesszük, hogy van egy 
p-.R^Q nem állandó D-periodikus megoldása т0 periódussal és a9 együttható vek-
torral. Ekkor (6.3) p-re vonatkozó variációs rendszerének, az 
(6.4) y = f : ( p ( t ) ) y 
rendszernek a p derivált függvény nemtriviális, periodikus megoldása т0 periódussal 
és így (6.4)-nek az 1 szám karakterisztikus multiplikátora. 
Szükségünk lesz a következő két lemmára. 
6 . 1 . LEMMA. Legyen x = Az egy (valós) reguláris koordináta-transzformáció 
R"-ben vagyis A egy (valós) n-edrendű reguláris mátrix, tekintsük a (6.3) rendszer 
transzformáltját, a 
(6.5) z = А~УШ 
dijferenciálegyenlet-rendszert és ez utóbbi q(t) = A~1p(t) megoldását, mely (6.3) p 
megoldásának felel meg; (6.5) q-ra vonatkozó variációs rendszerének karakterisz-
tikus multiplikátorai (multiplicitásokkal együtt) megegyeznek (6.4) karakterisztikus 
multiplikátoraival. 
Bizonyítás, q nyilván ugyancsak D-periodikus függvény és a q-ra vonatkozó 
variációs rendszer, 
(6.6) w = A-kfj(p(t))Aw 
periodikus együtthatójú homogén lineáris rendszer t 0 periódussal. Legyen Y(t ) 
(6.4)-nek egy alapmátrixa; ekkor A~1Y(t) (6.5)-nek alapmátrixa. (6.4), ill. (6.6) 
megfelelő főmátrixa 
C(e.4) = Y - f t ) Y { t +
 4 ) , 
i l l . 
QE.6 ) = ( R I _ 1 E ( Í ) ) _ 1 R I _ 1 Y ( Í + Т 0) = 
= Y~1(t)AA~1Y(t + t0) = C(6.4)> 
tehát a főmátrixok és így sajátértékeik is megegyeznek. ! 
Jelöljük x(t; t0, x°, p, t)-val a (6.1) differenciálegyenlet-rendszer azon meg-
oldását, melyre x(í0 ; t0, x°, p, r)—x°£Q és vezessük be a p°=p(0), ill. a p°=p{0) 
jelöléseket. Nyilvánvalóan p(t) = x(t; 0, p°, 0, т0). (ß = 0 esetén a (6.1), vagyis a (6.3) 
rendszert т0 periódusú periodikus rendszernek tekintjük.) Jelöljük továbbá Л-vel 
az Rn tér p° ponton áthaladó, a p° vektorra ortogonális hipersíkját (mint tudjuk, 
p° + 0), vagyis legyen 
(6.7) П = {x£Rn: (x-p°)p° = 0}, 
((x—p°)p° a két vektor skaláris szorzata). Érvényes a 
6 . 2 . LEMMA. Van olyan q>0 szám és a (0 ,p ' \ 0 , Т 0 ) Ç R X ß X fiX f pontnak 
olyan l/cÄXÖX/дХ/. környezete, hogy minden (t0, x°, p. z)£U-ra a (6.1) rend-
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szer x(P, t0, x°, p, x) megoldásának pályája metszi аП hipersíkot éspedig egyetlen 
olyan t—9 értéknél, melyre — q, q), vagyis van egy és csak egy — q, q), hogy 
x ( 9 : t0, x°, p, т )£ П . 
Bizonyítás. А П hipersík az R" teret két nem összefüggő, nyílt féltérre osztja; 
jelöl jük ezek közül az egyik félteret P"+-szal, a másikat Rl-szal. Mivel a p megoldás 
nem állandó és p0 ortogonális П-re, ezért van olyan />>0 szám, hogy p(t)£Rn+, 
ha 0 é s p{t)<éR1, ha Min t ismeretes (lásd pl. [12] 58—59. old.) 
a (0, p°, 0, т0) pontnak van olyan U0 környezete, hogy minden (t0, x°, p, x) Ç. U0-ra 
az x(t; t0,x°,p, i ) megoldás értelmezve van a [ — q, <?] zárt intervallumon. Jelöljük 
Fe-val, i l l . F_e-val a pig), i l l . a pi —g) pont egy olyan környezetét, melyre Veс R"+, 
i l l. V_edR"_. Ekkor, miután a megoldás a kezdeti értékek és a paraméterek foly-
tonos függvénye (lásd uo.), a (0,p°, 0, т0) pontnak van olyan U + , i l l . környe-
zete, melyre ha (t0, x°, p, x)Ç_U+, i l l . ha (t0, x°, p, x)Ç_U_, akkor x(g; t0, x°, p, x)Ç 
€ VedR\, i l l . x(-g; t0, x°, p, x)eV_eaRí. Legyen U= £ / 0 П U + П C/_. Az előbbiek 
szerint, ha (t0, x°, p, T)Ç U, akkor x( — g;t0,x°,p,x)£R" és x(g; t0, x°, p, x)£R"+, 
tehát van — g, g), melyre x(9; t0, x°, p, т )£Я. 
(6.1) jobb oldalának folytonossága miatt, ha U sugara és g elég kicsi, akkor 
az x( í ; t0, x°, p, T), (Í0, X°, p, x)fU, megoldás pályája a — q<t<g szakaszon csak 
„balró l jobbra" , vagyis RL-ból R"+-ha lépheti át /7-t ugyanúgy, mint a p megoldás 
pályája. Ebből következik, hogy 9€(—g, (?) egyértelműen meg van határozva.! 
A most bebizonyított lemma szerint tehát minden elég kicsi |/i|, |r — r0 | , ]í0| és 
|x0 -p° | - re a (6.1) rendszer x(t; t0, x°, p, r) megoldása egyértelműen meghatározza 
azt a 9 számot és h£R" vektort, melyre 9Ç( — g, g), h=x(9; t0, x°, p, т)—р° és 
a következő skaláris szorzat zérus: 
( 6 . 8 ) HP° = 0 . 
Fordítva is természetesen minden elég kicsi |5|-hez és |ú|-hez, melyre (6.8) fennáll 
tartozik (6.1)-nek pontosan egy megoldása, mely a t = 9 helyen a p°+h értékét vesz 
fel. Rögzített p és т mellett a {?— x(t; t0, x°, p, т):(t0 , x°, p, x)Ç.U) megoldáshalmaz 
és a (9, h) párok közötti megfeleltetés egy-egyértelmű, vagyis ha (Sj, h1) és (92, / г ) 
különbözők, akkor az előbbi megfeleltetésben a hozzájuk tartozó megoldások is 
különbözők. (Ugyanez nem mondható el nyilvánvalóan, rögzített p és x mellett sem, 
a tetszőleges (t0, x°) kezdeti értékek és a megoldások megfeleltetéséről.) 
A továbbiakban x(t; 9, p°+h, p, r)-val jelöl jük (6.1) azon megoldását, melyre 
x(9;9,pQ+h, p, x)=p°+h és (6.8) teljesül. A 
(6.9) {t - x(P,9,p° + h,p,x): |D| -=: g, |A| < / } 
függvényhalmaz, ahol g és % elég kis pozitív állandók, p és x rögzítettek és |/Í[, |T — T0| 
elég kicsik, az előbbiek szerint tartalmazza (6.1) összes olyan megoldását, melynek 
kezdeti értékei a í„ = 0, x°=p° értékekhez elég közel vannak, és különböző (9, h) 
párokhoz e halmaz különböző elemei tartoznak. 
6 . 3 . TÉTEL. Ha a ( 6 . 4 ) variációs rendszernek az 1 szám egyszeres karakterisz-
tikus multiplikátora, akkor minden (p, 9)-hoz, melyre |/Íj és |3j elég kicsi, tartozik 
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pontosan egy z(p, 9) periódus és pontosan egy (6.8)-at kielégítő h(p, 9) vektor úgy, 
hogy ha z = z(p, 9)-t helyettesítünk (6.1 )-be, akkor 
(6.10) <p(t, p, 9) = x(t; 9,p° + h(fi, 9), p, z(p, 9)) 
a (6.1) rendszer D-periodikus megoldása z(p, 9) periódussal és (6.2)-ből egyértel-
műen meghatározott együttható vektorral, a z és a h függvény a (p, 9) = (0, 0) pont 
egy környezetében C1 osztálybeli, Т(0, 0) = Т
О
, /Г(0, 0) — 0 és <p(t, 0, 0)=p(t). 
Bizonyítás. A bizonyítás А 4 . C . tétel E . A . C O D D I N G T O N és N . LEVINSON által 
adott bizonyításának vázát követi (lásd [12] 352—353. old.). 
Az általánosság megszorítása nélkül feltételezhetjük, hogy а П hipersík (lásd 
(6.7)) az xx=p\ egyenlettel jellemzett sík, vagyis p°=(p\, 0, ..., 0), p\ + 0, és ennek 
következtében a (6.8)-at kielégítő h vektorok pontosan а Л — (0, /г2, ..., h„) vektorok, 
ahol h2, ...,/;„ tetszőleges. Ha ui. nem ez lenne a helyzet, akkor ezt el lehet érni 
a koordinátarendszer egy ortogonális transzformációja útján, mely a 6.1. lemma 
értelmében nem változatja meg a szóban forgó karakterisztikus multiplikátorokat 
és nyilvánvalóan a megoldások D-periodikus jellegét sem. 
Miután p minden tlR-re értelmezve van, következik (lásd pl. [12] 58—59. old.), 
hogy ha \h\, \p\ és [т — т0| elég^ kicsi, akkor (6.1) x(t; 9, p°+h, p, z) megoldása is 
értelmezve van minden tlR-re. így e megoldás az 5.2. tétel értelmében akkor és 
csak akkor D-periodikus z periódussal és „ a " együttható vektorral, ha 
x(9 + z; 9,p° + h, p,z) = x(9',9,p0 + h, p, z) + az = p° + h + az. 
Miután a tétel feltételei szerint (6.2)-nek is fenn kell állnia, a 
(6.11) z(9, h, p, z) = x(9 + z;p° + h,p, z)-p°-h-a°z0 
jelölés bevezetésével az előbbi feltétel a 
(6.12) z(9, h, p, z) = 0 
alakot ölti, ahol h — (0, /г2, ..., h„). A (6.12) feltétel bal oldalán álló z függvény C 1 osz-
tálybeli a P : 9=0, h = 0, z = z0 pont egy környezetében, és (6.12) teljesül a P pont-
ban. Ha a z = (zj, . . . ,z„) függvényrendszer z,h2, ...,/;„ szerinti Jacobi-determinánsa 
a P pontban nem zérus, akkor (6.12) egyértelműen meghatározza т-t és h-t, mint 
(p, 9) C1 osztálybeli függvényét a (p,9)=(0,0) pont egy környezetében. Ha tehát 
kimutatjuk, hogy a z függvényrendszer z,li2, ...,h„ szerinti У Jacobi-determinánsa 
nem zérus a P pontban, akkor a tételt bebizonyítottuk. 
z deriváltjainak kiszámításánál vegyük figyelembe, hogy // = 0-nál a (6.1) rend-
szerjobb oldala és így х(9 + т; 9, p° + h, p, z) sem függ az utolsó változótól, т-tól. így 
D Z I ( P )
 = Х , ( Т 0 ; 0 , / Л 0 , Т 0 ) = À ( T 0 ) = fi = 8 
továbbá 
dz 
d z f p ) d x f p ) 
dhk dhk 
-<5,4, (i = 1, 2 , . . . , n; к = 2, . . . , ri), 
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ahol ô ik a Kronecker-szimbólum. Ezek szerint 
d(zx, .. 
d(j, h2, 
vagy 
(6.13) J = Pi 
DX2 
dho 
dxn  
dir., 
•O Ж  
P L
 DH2 
0 1*1-1 
DH2 
dx„ 
í)h2 
DX2 
dxy 
Ж 
ДХ2  
dhn 
dx„ 
dh„ 
- 1 
1 . . . dhn 
dx„ 
" ' dhn 
- 1 
ahol a P index azt jelöli, hogy minden elemet a P pontban kell venni. 
Tekintsük most az x(t; 0, 0, т0) függvényt, mely minden Ал€ fí-ra (6.3)-nak 
az x° = x(0; 0, 0, r0) kezdeti feltételt kielégítő megoldása. M i n t ismeretes (lásd 
[45] 95. old.), ennek a függvénynek szerinti derivált mátrixa az x° = p" helyen, 
(6.14) 
a (6.4) variációs rendszer azon alapmátrixa, melyre fennáll 
dx dxt 
dx° x° = p° [dxi\ 
(6.15) dx dx* XO =
 PO,( = 0 
ahol E az /г-edrendü egységmátrix. így (6.4) karakterisztikus mult ipl ikátorai a 
(6.16) det dx dx° — X E = 0 x»=p", t=z0 
egyenlet gyökei. Jelöljük a (6.14) mátrix első oszlopát i/uvel, vagyis legyen 
, dx 
A í —ij/(t) függvény a (6.4) egyenlet megoldása, és (6.15) miatt 
фф) = ( 1 , 0 , . . . , 0 ) = Ж(рЧ, О, . . . , 0 ) = 
Pl Pl 
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Miután (6.4) homogén lineáris rendszer, innen azt kapjuk, hogy 
= - S R P Í O , 
Pi 
vagyis ф periodikus függvény т0 periódussal, \jj(t + xj) = \p(t) és speciálisan 
xj/(xj) = \J/(0). Ezek szerint (6.16) bal oldala a következő alakú: 
det 
dx 
ад 
r0=„0 ,= p", 1 = T0 
= ( 1 — A) 
dxl 
dxk 
- а д 
)- 0 ^ i - A 
dx2 
• " ад 
0 ^ 
ад 
ад 
- а д " 
ад 
dxl' 
, dx2 
ад 
ад 
dxl 
ад з 
" • а д х0 = р0>( = 
Miután a feltevés szerint az 1 szám egyszeres gyök, ezért 
1 
dx2 
dxl 
dx2 
dxl 
dx„ 
dxl 
ад 
' " ад 
+ 0 . 
X° = PO, » = T0 
Azonban a (6.13) jobb oldalán szereplő determináns éppen ezzel a determinánssal 
egyenlő és így 7 + 0 . ! 
Az előző tételben tehát egyebek mellett bebizonyítottuk, hogy ha (6.4)-nek 
az 1 szám egyszeres karakterisztikus multiplikátora, akkor van a x > 0 és я 2 > 0 úgy, 
hogy ha | / í |<a l 5 |S|<a2 akkor van egy és csak egy C1 osztálybeli x(p, .9), melyre 
T(0, 0) = T„, és az 
t
 -, X, fi, r(/í, 9) (6.17) * = f ( x ) + fig X(fi,&) 
differenciálegyenlet-rendszernek van egy és csak egy D-periodikus t —ip(t, fi, 9) 
megoldása т ( f i , 9) periódussal és а = а°т0/т(р, S) együttható vektorral, melynek 
pályája a (6.7) hipersíkot a t = 9 értéknél metszi, és melyre a q> (háromváltozós) 
függvény C1 osztálybeli és cp(t, 0 , 0 ) = p ( t ) . 
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Az előbbi tételből a° és „ a " helyébe mindenhová zérust írva adódik a 
6 . 4 . KÖVETKEZMÉNY. Ha a ( 6 . 3 ) perturbálatlan rendszer nem állandó p meg-
oldása a közönséges értelemben periodikus Т0 periódussal és a (6.4) variációs rend-
szernek az 1 szám egyszeres karakterisztikus multiplikátora, akkor (függetlenül 
attól, hogy (6.1) periodikus-e az x vektorváltozóban, vagy nem) minden (p, 9)-hoz, 
melyre \p\ és |3| elég kicsi, tartozik pontosan egy x(p, 9) periódus és pontosan egy 
(6.8)-at kielégítő h(p, 9) vektor úgy, hogy ha x = x(p, 9)-t helyettesítünk (6.1 )-be, 
akkor 
» 
(6.18) </>(/, p, 9) = x ( / ; 9,p° + h(p, 9), p, x(p, 5)) 
a (6.1) rendszer (közönséges értelemben) periodikus megoldása x(p,9) periódussal, 
a x és ah függvény a (p, 9) = ( 0, 0) pont egy környezetében C 1 osztálybeli, т(0, 0) = т„, 
h(0,0) = 0 és (p(t,0,0)=p(t). 
A 6.3. tételből, az analitikus függvényrendszerekre vonatkozó implicit függ-
vényrendszer egzisztenciatételéből (lásd pl. [20] 268. old.) és az analitikus differenciál-
egyenlet-rendszerek megoldásainak analicitását kimondó tételből (lásd pl. [58] 
44. old.) adódik a 
6 . 5 . KÖVETKEZMÉNY. Ha a ( 6 . 1 ) és ( 6 . 5 ) rendszerre vonatkozó feltevéseken kívül 
még az is igaz, hogy (6.1) jobb oldala az /? X ß X /„ X / , tartományon analitikus és 
(6.4)-nek az 1 szám egyszeres karakterisztikus multiplikátora, akkor érvényes a 6.3 
tétel (illetve a 6.4. következmény) és a (p, 9) = (0, 0) pontnak van olyan W környe-
zete, hogy a 6.2. tételben (ill. a 6.4. következményben) szereplő x és h függvények 
W-ben, a <p függvény pedig R X W-ben analitikusak. 
E pont befejezéseként megjegyezzük, hogy a lényegében H. PoiNCARÉtól 
származó 4.C. tétel kiadódik mint a 6.4. következmény speciális esete. Ehhez csak 
azt kell észrevennünk, hogy az előbbiek akkor is érvényben maradnak, ha a (6.1)-ben 
szereplő g függvény nem függ /-tői és т-tól (/-ben és т-ban állandó), továbbá azt, 
hogy ekkor (6.1) is autonóm, így (6.18)-ra fennáll cp(t, p, 9)=<p(t+90—9, p, 90) 
és e függvény periódusa x(p, 9) = x(p, 90), ahol 90 tetszőlegesen rögzített érték. 
7. A perturbált megoldás stabilitása 
Tételezzük fel, hogy fennállnak a 6.3. tétel feltételei és képezzük a (6.1)-ből 
kapott 
(7-1) x = f(x) + pg > И к, *(к, k) 
perturbált rendszernek a (6.10) D-periodikus megoldásra vonatkozó variációs 
rendszerét : 
( 7 . 2 ) У = ff(q>(t, p, 5)) + pg'x |т J -щ , (p(t, p, 9), p, x (p, 0)j 
У• 
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Jelöljük Y (С, p, 5)-val (7.2) azon alapmátrixát, melyre Г(0; / г , 9) = E, az egység-
mátrix. Az ennek az alapmátrixnak megfelelő főmátrix 
(7.3) C(p,9) = Y( x(p,9);p,9). 
Ha (p, 3) = (0, 0), akkor т(0, 0) = т0, <p(t; 0, 0)=p(t) és a (7.2) rendszer (6.4)-re 
redukálódik. így 
(7.4) С(0,0) = Г (т 0 ;0 ,0 ) . 
A (p, 9)^C(p, 9) függvény C° osztálybeli a (p, 9)=(0, 0) pont egy elég kis 
környezetében, amint ez pl. a [12] 29. oldalán álló tételből következik. Ismeretes 
továbbá (lásd [31] I. 92. old.), hogy „egy polinom gyökei az együtthatók folytonos 
függvényei a konkrét együtthatók egy környezetében". Miután C(0,0)-nak az 
1 szám egyszeres sajátértéke, innen következik, hogy van (p, 9) = (0, 0)-nak W2 
környezete, az 1 számnak W x c R környezete és egy és csak egy 
(7.5) A: W2 - Wx 
függvény úgy, hogy Я£С°, Я(0, 0) = 1 és minden (p,9)£W2-re A(jp,9) a C(p,9) 
mátrix egyetlen BJ-be eső sajátértéke. (Ha W2 elég kicsi, akkor az 1 számnak, mint 
a komplex sík egy pontjának elég kis környezetében nem lehet C(p, ,9)-nak a /.(p, 9) 
értéken kívül más sajátértéke. Ezért A(p, 9) szükségképpen valós ; ha ui. komplex 
lenne, akkor konjugáltja is C(p, 9)-nak az 1 szám ugyanazon környezetébe eső saját-
értéke lenne.) 
7.1. LEMMA. На а Я„ (komplex) szám a 
p(i, 4 - 1 , - , 4 , 4 ) = яп + 4 _ 1 Я " - 1 + . . . + 4 2 + 4 
polinom egyszeres gyöke, ahol ak£K (k = 0, 1, ..., n — l; Ka komplex számok hal-
maza), akkor van az (4-1> •••, dg)£K pontnak olyan UnczK" környezete és Я0£ K-nak 
olyan UaК környezete, hogy minden (Ű„_I, ..., %)£ Un-re a P(A, a„_1, ..., a0) = 
=Я" + а
л
_1Я'
,_1
 + . . .+ö 0 polinomnak pontosan egy (egyszeres) Я(an„ x , ...,aj gyöke 
van U-ban, а Я: U„ — Ufüggvény analitikus és Я ( 4 - 1 , •••, 4 ) = 20-
Bizonyítás. Ez a lemma az analitikus függvényre vonatkozó implicit függvény 
egzisztenciatételéből (lásd [20] 268. old.) azonnal következik, ha figyelembe vesszük, 
hogy az (n +1 ) változós P függvény analitikus és 
4 Í ( 2 o , 4 - i , • • • , 4 ) + 0, 
mivel Я0 а Я " + 4 - 1 Я ' ' " 1 + . . . + a ? 2 + 4 polinom egyszeres gyöke.! 
Ha a (6.1) rendszerre tett egyéb kikötések és a 6.3. tétel feltételei mellett az 
/ és a g függvények az Q, i l l. az R XMX l,t X f halmazon a C2 függvényosztály-
hoz tartoznak (ill. analitikusak), akkor a [12] 30. (ill. 36.) oldalán álló tételből kö-
vetkezik, hogy a (7.3)-mal definiált C(p, 9) mátrix C1 osztálybeli (ill. analitikus) és 
a 7.1. lemmából következik, hogy ekkor a (7.5)-tel definiált ).(p, 9) karakterisz-
tikus multiplikátor is C 1 osztálybeli (ill. analitikus). 
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7 . 2 . TÉTEL. Ha a ( 6 . 1 ) rendszerre tett egyéb kikötések mellett f és g а С 2 függ-
vényosztályhoz tartoznak, fennállnak a 6.3. tétel feltételei és a (6.4) variációs rend-
szer (и —1) számú karakterisztikus multiplikátora abszolút értékben kisebb mint 1, 
akkor a (p, 9) — (0, 0) pontnak van olyan W környezete, hogy minden (p, .9)6 IV-re, 
melyre 
( 7 . 6 ) JUA;(0, 0 ) < 0 , 
a (7.1) rendszer D-periodikus <p(t, p, 9) megoldása aszimptotikusan stabilis. (Itt 
X(p, 9) a (7.5)-tel definiált függvény.) 
Bizonyítás. A tétel kimondása előtt tett megjegyzésből következik, hogy C(p, 9) 
és a (7.5)-tel definiált X függvény folytonosan differenciálható. Miután a C(0,0) 
mátrix (n— 1) számú sajátértéke a feltevés szerint abszolút értékben kisebb mint 1, 
ezért a (p, 9) = (0, 0) pontnak van W3a W2 környezete úgy, hogy minden (p, 9)с fV3-ra 
C(p,9) (и —1) számú sajátértéke abszolút értékben egynél kisebb és kívül van az 
1 számnak egy a komplex síkbeli környezetén. 
Nyilvánvaló, hogy minden $£R-re 
(7.7) cp(t,0,9)=p(t-9) 
és ennek következtében 
( 7 . 8 ) T ( M ) = T " 
/г(0, 9).= 0, 
és így (7.2) p= 0 esetén a következő rendszerre redukálódik: 
(7.9) y = fx(p(t — 9))y. 
Könnyű belátni, hogy az utóbbi rendszer egy (az Y(t\ 0, 3)-tól általában külön-
böző) alapmátrixa 
(7.10) ? 9 ( 0 = Y ( í - 9 ; 0 , 0 ) 
mátrix. A megfelelő főmátrix az 
с» = Î V ( O Â ( T + T 0) = 
= Y - ^ í - S ; 0, 0)Y(t + x0 — 9; 0, 0) = 
= Y - 1 ( 0 ; 0, 0 )Y( r 0 ;0 , 0) = C(0, 0). 
Tehát p=0 esetén a (7.3) rendszer karakterisztikus multipl ikátorai nem függnek 
ó-tól (.9-ban állandók). Speciálisan innen az következik, hogy 
(7.11) X(0,9)=l 
a 9=0 pont egy elég kis környezetében. Legyen 7.^(0,0)=»0, (<0 ) , ekkor Х'
ц
 folytonos-
sága miatt (0, 0)-nak van 1T4C W3 környezete, melyben X'ß(p, ,9)>0 (<0) , (p, 9)С W4. 
így minden rögzített 30-ra, melyre (0, 50)Ç W4, a X(p, 90) függvény szigorúan növe-
kedő (csökkenő) a (p,90)£fV4 szakaszon. Mivel 7.(0, 90) = l, ebből az következik, 
hogy (0, 0)-nak van I T c W4 környezete úgy, hogy minden (p,9)£fV-re, melyre 
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p < 0 (p>0) , fennáll — l<A (p , 5 ) -= l , vagyis |A(p, 5 ) | < 1. Ezekre a (p, 9) párokra 
tehát (7.2) összes karakterisztikus multiplikátora abszolút értékben kisebb, mint 1, 
így tételünk állítása az 5.4. tételből következik. ! 
7 . 3 . KÖVETKEZMÉNY. Ha a ( 6 . 1 ) rendszerre tett egyéb kikötések mellett f és 
g a C 2 függvényosztályhoz tartoznak, fennállnak a 6.4. következmény feltételei és 
a (6.4) variációs rendszer (Я—1) számú karakterisztikus multiplikátora abszolút 
értékben kisebb, mint 1, akkor a (p, 9) = (0, 0) pontnak van olyan W környezete, 
hogy minden (p, 9) £ W-re, melyre p/f (0, 0) < 0, a (7.1) rendszer periodikus <p{t, p, 9) 
megoldása aszimptotikusan stabilis. 
Megjegyezzük, hogy a (7.6) feltételt kielégítő p értékek csak akkor léteznek, 
ha л
р
(0, 0) 0. Ha Ap(0, 0) = 0, akkor (7.6)-ot kielégítő p érték nem létezik. Ebben 
az esetben azonban lehetséges, hogy a (p, 9)=(0, 0) pont a /.(p, 9) függvény „fel-
tételes, lokális, szigorú maximum helye a p + 0 feltétel mellett". Ekkor az előbbi 
bizonyítás alapján a (p, 9) = (0, 0) pontnak nyilvánvalóan van olyan W környezete, 
hogy minden (p,9)£W-re, melyre p^0, a q>(t,p,9) megoldás aszimptotikusan 
stabilis. A szóban forgó eset általánosságban való elintézése nem látszik egyszerű-
nek, mivel a lokális maximum létezésének közismert, elégséges feltételei (7.11) miatt 
nem alkalmazhatók. A kérdésre a 12. pontban visszatérünk. 
Megjegyezzük továbbá, hogy ha a (6.1)-ben szereplő g függvény nem függ í-től 
és T-tól (í-ben és т-ban állandó), vagyis a perturbált (6.1) rendszer is autonóm, akkor 
(lásd a 6. pont végén tett megjegyzést) Mp, 9)= 1, a (p, 9) = (0, 0) pont egy környe-
zetében. így a 7.3. következmény a 4.D. tételre redukálódik, illetve az 5.A. tétel 
felhasználásával a 7.2. tétel helyett megkapjuk a 4.D. tétel D-periodikus megol-
dásokra vonatkozó analogonját. 
„Instabilitási tételekkel" helykímélés végett az eddigiekben sem foglalkoztunk, 
és a továbbiakban sem kívánunk ilyenekre kitérni. I t t azonban megjegyezzük, hogy 
a [12] könyv 317. és 321. oldalán található tételek alapján könnyen igazolható a 7.2. 
tételt mintegy kiegészítő 
7 .4 . TÉTEL. Ha a ( 6 . 1 ) rendszerre tett egyéb kikötések mellett f és g a C2 függ-
vényosztályhoz tartoznak és fennállnak a 6.3. tétel feltételei, akkor a (p,9) = (0,0) 
pontnak van olyan W környezete, hogy minden (p, 9) £ W-re, melyre p?f( 0 , 0 ) > 0 
a (7.1) rendszer D-periodikus <p(t, p, 9) megoldása nem stabilis. 
8. Egy példa 
Az ebben a fejezetben kifejtett elméletet meglehetősen nehéz olyan illusztratív 
példán bemutatni, amely „végigszámolható", vagyis amelyben a megoldás, annak 
periódusa és a stabilitás szempontjából fontos (p, 9)^-/.(p, 9) függvény (lásd (7.5)) 
pl. elemi függvények segítségével, zárt alakban előállítható. Ez azért van, mert az 
elmélet „annyira nemlineáris, hogy a lineáris esetet nem tartalmazza speciális eset-
ként". Ezzel azt kívánjuk kifejezni, hogy a 3. pont végén tett megjegyzés szerint 
a 6.3. tétel alapvető feltétele (ti. az, hogy az 1 szám egyszeres karakterisztikus mul-
tiplikátor) lineáris esetben nem teljesülhet. A következő példa mégis illusztrálja az 
elméletet annak ellenére, hogy nem elégít ki minden követelményt. 
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Tekintsük az 
(8.1) 
Ál = / i ( X j , X2) — /I I x2 + cos ~ t 
Á2 = f2(x1,x2) + p\x1 + sm^-t 
kétdimenziós differenciálegyenlet-rendszert, ahol 
f1{x1,x2) = 
дг2 — i X? + у ( 1 — л1)3/2, ha 0 s xx 1, |x2| s= 1, 
f2(x!, x2) — 
г
- у * ? - 4 - ( 1 - * 1 ) 3 / 2 , ha — 1 ë t j < 0 , |x2| S 1, 
- X l - j x l + j ( l - x f ) 3 / 2 , ha I x j s l , 
- x j - y x l - i - í l - X O 3 7 2 , ha I X J S L , - 1 = S X 2 < 0 . 
A z / = ( / i , / 2 ) függvény tehát az XjX2 sík origó középpontú, a koordináta tengelyekkel 
párhuzamos, 2 hosszúságú oldalú, zárt négyzetlapján van értelmezve, azonban 
a koordináta tengelyeken, kivéve az (1, 0), (0, 1), (—1, 0) és (0, —1) pontokat, nem 
folytonos. A megfelelő perturbálatlan rendszer 
(8.2) Ál — fi (*1, Xo), X2 — / 2 (Xi , Xo), 
melynek a //(í) = ( s i n c o s / ) függvény nem állandó, periodikus megoldása 2n pe-
riódussal. p(0) = (0, 1), p(0) = ( l , 0). (8.2) p-те vonatkozó variációs rendszere 
(8.3) j>l = — ( s i n
2 í ) j i + ( l — sin t cos t)y2 
y2 = — (1 + sin t COS Í ) J I — (cos2 t)y2. 
Miután (8.3)-nak p(í) = (cos t, — sin / ) megoldása, azért könnyű előállítani (8.3) 
azon Y( t ) alapmátrixát, mely a / = 0 helyen az egységmátrixszal egyenlő: 
(8.4) 7 ( 0 = 
cos t e~' sin t 
-sin? e - ' c o s t 
(8.3) karakterisztikus multipl ikátorai az 7(2л) mátrix sajátértékei: Л1=е~2л, Л2= 1. 
Ha (8.1)-ben elvégezzük а т = 2л(1 — 1 helyettesítést, akkor minden р-те, 
melyre az 
(8.5) 
rendszernek a 
(8.6) 
Ál = / i ( * i ,x2)-p (x2 + cos ( 1 - 2 p) t) 
Á 2 = / 2 (AJ , x2) + p (x j + sin ( 1 - 2p) t) 
(p(t, p) — (sin (1 —2p)t, cos (1 — 2p) t ) 
4* Alkalmazott Matematikai Lapok 1 (1975) 
230 FARKAS M. 
függvény periodikus megoldása х = 2л(\ —2р)~1 periódussal. A p = 0 esetben x = 2n 
és (p(t,0)=p(t). A (8.5) rendszer (8.6) megoldása a / = 0 ( = 9) értéknél metszi 
a ^(0) = (0, 1) ponton áthaladó és a p(0) = ( l , 0) vektorra merőleges egyenest, vagyis 
az x2-tengelyt. (A 6.2. lemmában bevezetett változó értékét a kezelhetőség érdekében 
most végig zérusnak rögzítjük.) 
A (8.5) rendszernek a (8.6) megoldásra vonatkozó variációs rendszere a követ-
kező: 
= — j 1 s i n 2 ( l — 2p)t+y2(l — p — s in ( l —2/i)?cos(l —2 p)t) (8-7) 
у 2 — y^— 1 +p — sin (1 — 2p)t cos (1 — 2p)t) — y 2 cos 2 ( l — 2 p)t. 
(8.7) egy alapmátrixa (ad hoc perturbációs módszerek és intuitív okoskodás alapján) : 
Y(t, p) = 
ó 
e v i ' |cos (1 - 2 p ) t -
1 + V J 
sin ( 1 - 2 p ) t 
sin (1 —2p)t — 
1+VX 
cos (1 - 2 p ) t ) 
+ V2  
M 
+ V2 
cos (1 — 2YU)/ + sin (1 —2p)tj 
sin(l-2/Í)7 + COS (1 -2p)t 
ahol 
v i = - j ( l - f l - 4л 2 ) , v2 = - j (1 + f l - 4 л 2 ) . 
Könnyen belátható, hogy p— 0 esetén 0, v2 —— 1, 
l + v 2  
Л 
-0 és lim Y(t, p)=Y(t), 
u—o 
ahol Y(t) a (8.3) rendszer (8.4) alapmátrixa. A (8.7) rendszer főmátrixa (2.5) alapján 
most már egyszerű számolással adódik: 
C(p) = Y~\0, p)Y(2n(\-2p)-\p) = 
l - 2 p ( l - f l - 4 ^ ) 
0 E 1 " 2 P 
Ezek szerint (8.7) karakterisztikus multiplikátorai : 
0 
(l+fl-4/i2) 
АХ(Л) = <? 1 " 2 " 
( 1 4 - f l - 4 „ 2 ) 
Ш 
1 - 2 ц 
(1-Yl-iuD 
Látható, hogy A J O ) ^ - 2 * , A2(0) = 1 és 7.0(0) = 0. A p=0 hely a 7i2(p) függvény szigorú 
maximumhelye és |А
х
(л)|<1, |А2|л)|<1, ha és л ^ 0 . Sajnos, ez a tetszetős 
eredmény csak formális; a (8.6) megoldás aszimptotikus stabilitása ebből nem követ-
kezik, mivel a (8.5) rendszer jobb oldala a legelemibb „simasági feltételeket" sem 
elégíti ki. 
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III. FEJEZET 
P E R T U R B Á L T P E R I O D I K U S M E G O L D Á S O K M E G H A T Á R O Z Á S A 
É S V I Z S G Á L A T A 
9. A perturbációs periódus és a periodikus megoldás sorfejtése 
Ebben a pontban feltételezzük, hogy fennállnak a (6.1) és (6.3) rendszerre 
a 6. pont elején tett kikötések, továbbá a 6.5 következmény feltételei. Feltételezzük 
továbbá ugyanúgy, mint a 6.3. tétel bizonyításában, hogy a (6.7)-tel def iniál tП hiper-
síkot az Aj = p\ egyenlet jellemzi, vagyis p°=p(0)=(pi, 0, ..., 0), p'í+0. Ekkor, 
mint tudjuk, a (p, 9) = (0, 0) pontnak van olyan WœR2 környezete, hogy minden 
(p, 3)€ W-hez tartozik pontosan egy т (p , 9) érték és h(p, 9) vektor, melyre az 
(9.1) x = f ( x ) + pg\-^-^,x,p,x(p,9) 
differenciálegyenletnek a 
(9.2) (p(t, p, 9) = x(t; 9,pü + h(p, 9), p, г ( p , 9)) 
megoldása D-periodikus т(p,9) periódussal és a = a° együttható vektorral, 
t(p, 9) 
a T: W^R és a lv.W-+R" függvény analitikus, т(0, 0) = т0 , Л(0, 0) = 0, h(p,9) = 
= (0, Л2, ..., h„), a cp megoldás az RX W tartományon analitikus és q>(t, 0, 0 ) = p ( t ) . 
A T(p, 9) periódus és a cp(t, p, 9) megoldás előállítására H. POINCARÉ mód-
szerét alkalmazzuk, vagyis mindkét függvényt a p „k is paraméter" hatványai szerint 
haladó hatványsorba fejtjük és a hatványsorok együtthatóit a (9.1) differenciál-
egyenlet-rendszerből határozzuk meg. 
Rögzített p és 9 mellett, (p, 9)Ç W, bevezetjük a 
(9.3) t = 9 + sr(p,9) 
egyenlettel definiált új s független változót. Az új változóban a (9.1) rendszer a 
(9.4) Î = f ( x ) + pg\s+ > k,7(p,9) 
rendszerbe megy át, melynek (9.2)-ből nyert megoldása 
«Mi, к, 5) = cp(9 + s(p,9), p, 9). 
А ф függvény nyilvánvalóan /»-periodikus, periódusa 1 és együttható vektora az 
ат(р, 9) = a°т0 vektor. (9.4) ф megoldását és а т(p, 9) függvényt rögzített 9 mellett 
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p hatványai szerint haladó hatványsorba fej t jük: 
(9.5) ф(*,р,9) = 2ркфк(*,9), 
4 = 0 
(9.6) T (p,9) = Zbk4(A 
4=0 
Könnyű belátni, hogy cp(t, 0 , 9 ) = p ( t — 9) és ennek következtébén т0(3) = 
= т(0, 3) = t 0 , i l l . 
(9.7) r(s, 9) = ф(+ 0, 9) = cp(9 + sx0,0, 3) = p(sx0). 
Miután a D-periodikus ф függvény együttható vektora, я°т0 nem függ p-tői, és 
ф periódusa, 1 is /<-től független állandó, ezért а ф függvény p szerinti deriváltjai, 
és így а Il/k(s, 9) függvények is (k=l, 2, 3, ...) a közönséges értelemben periodikusak 
1 periódussal. Továbbá fennáll 
ф(0, p,9) = cp(9, p, 9) = p°+/i(p, 9). 
Mivel a h(p, 9) vektor első koordinátája azonosan zérus, innen következik, hogy 
ф első koordinátája az 5 = 0 helyen 
«MO, P, 9) = pl, 
ahonnan viszont az adódik, hogy а ф függvény p szerinti deriváltjainak és így 
а ф
к(р, 9) vektoroknak (k= 1, 2, 3, ...) első koordinátája az 5 = 0 helyen zérus, vagyis 
(9.8) фк(0,9) = 0, к =1,2,.... 
Helyettesítsük be a (9.5) és (9.6) sorokat a (9.4) diíferenciálegyenlet-rendszerbe; 
a következő azonosságot nyerjük: 
2 р к < Ц ^ = 2 Р к ч ( 9 ) 
4 = 0 
/(ф (s, P, 9)) + pg [s + , ф (s, P, 9), P, T (p, 9)j 
A jobb oldalon álló második tényezőt p szerint hatványsorba fejtve, a bal-, ill. 
a jobb oldalon álló megfelelő tagok együtthatóit egyenlővé téve és (9.7)-et felhasz-
nálva a következő azonosságokat kapjuk: 
( 9 . 9 ) - T 0 / ( P ( 5 T 0 ) ) , 
(9.10) 
= x0A(p(sx0^\s, 9)+x0g j5 + g , p ( 5 T 0 ) , 0, Toj +T 1 (3 ) / (p (5T 0 ) ) , 
és hasonló, bár egyre bonyolultabb azonosságokat £>)-ra (k= 2 ,3 , . . . ) . Az 
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előbbi azonosság azt jelenti, hogy az s-^ij/1^, 9) függvény kielégíti a 
(9-H) ~ = x0fj(p(ÍT0))z + x0g^s + — ,p(sx0), 0, T«J + xf(p(sx0j) 
differenciálegyenlet-rendszert, ha a x paraméter értékét т1(3)-пак választjuk. 
E. A . CODDINGTON és N. LEVINSON gondolatmenetének vázát követve (lásd 
[12] 354—356. old., ahol autonóm rendszer autonóm perturbációjának esetét inté-
zik el) megmutatjuk, hogy az előbbi feltételek egyértelműen jellemzik a t/d(j, 9) 
függvényt és a xx(9) értéket. 
9 . 1 . TÉTEL. Ha a R • R" differenciálható függvény és a x=x(9) valós szám 
kielégíti (9.1 l)-et, f periodikus 1 periódussal: 
(9.12) C(s+l)=Ç(s) 
és első koordinátája az s — 0 helyen zérus: 
( 9 . 1 3 ) CI(0) = 0 , 
akkor f ( 5 ) 9 ) és x(9)=xx(9). 
Bizonyítás. Vezessük be a 
w(s) = ris, S)-C(j), y = ^(T.tDj-xO)) 
TO 
jelöléseket, helyettesítsük z=£(s)-et és x=x(9)-t (9.11)-be és az így kapott azonos-
ságot vonjuk k i a (9.10) azonosságból. Azt kapjuk, hogy a w függvény a 
^ = T0/X (p(sx0)) w + yx0f(p(sx0)) 
inhomogén lineáris differenciálegyenlet-rendszer megoldása. (9.9) felhasználásával 
ez a rendszer még a 
( 9 - 1 4 ) ^
 = Z O F : { P I S 4 ) ) W + Y ^ L » ! 
alakba is írható. A (9.14)-nek megfelelő homogén lineáris rendszer 
( 9 . 1 5 ) d2- = x0fj(p(sx0))v. 
A z utóbbi a 
Ж
 = T O F I X ) 
rendszer p(sx0) megoldására vonatkozó variációs rendszere (lásd (9.9)-et). Tehát 
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OD ( SIT ! (9.15)-nek a — 5 — f ü g g v é n y és így a 
as 
v f s ) = 
4PÎ ds 
függvény is periodikus megoldása 1 periódussal. A p(0)-ra tett feltevések miatt 
FfO) koordinátái 
(9.16) 4 (0 ) = ô l k ( k = 1 ,2 , . . . , я) 
ahol ô ik a Kronecker-szimbólum. Közvetlen behelyettesítéssel könnyű belátni, hogy 
az s—yx0plsv1(s) függvény (9.14) megoldása, tehát a 
v2(s) = и>(.?)— yr0 pxsv1(s) 
különbség (9.15) megoldása. Jelöljük F(.?)-sel (9.15) azon alapmátrixát, melyre 
V(0) = E, az egységmátrix. Ekkor 
H>(Í) = v2(s) + yr0p^sv1(s) = 
= V(s)v2(0) + yx
 0ßisv4s). 
Mivel H'(.V) periodikus és periódusa 1, ezért 
0 = w ( l ) - w ( 0 ) = F ( l ) r 2 (0 ) - £t'2 (0) + у т „ 4 ( л (0), 
ahol v1(s) periodicitását is kihasználtuk. Innen 
(9.17) (V(l) — E)v2(0) = -yroPÍvHO). 
(9.16) miatt a V(0) = E mátrix első oszlopvektora éppen fA(0)-lal egyenlő, tehát 
vd(s) a V(s) alapmátrix első oszlopa. Jelöljük a F ( l ) mátrix elemeit cik-val (i, k — 
= 1,2, ...,n), a a2(0) vektor koordinátáit pedig v%-val ( £ = 1, 2, ..., n). Miu tán 
v\s) periodikus 1 periódussal, V(l) első oszlopa r 1 ( l ) = y1(0), vagyis ca=ôa  
( / =1 , 2, ..., n). Ezek szerint (9.17) a következő alakba írható: 
n 
2 CikVk = - УЧРх 
k = 2 (9.18) 
n 
Z ( c i k - ô i k ) v l = 0, ( / = 2 ,3 и). 
k=2 
V(X) sajátértékei a (9.15) rendszer karakterisztikus multipl ikátorai, ezek viszont 
a (6.4) rendszer karakterisztikus multipl ikátoraival azonosak (multiplicitásokkal 
együtt), hiszen ha Y(t) (6.4) alapmátrixa, akkor Y(sz0) (9.15) alapmátrixa. Miután 
feltevésünk szerint az 1 szám F ( l ) pontosan egyszeres sajátértéke, ezért a (9.18) 
egyenletrendszer utolsó (и —1) számú egyenletéből álló homogén lineáris egyenlet-
rendszer determinánsa nem zérus. Innen következik, hogy F| = F 2 = ... =R2 = 0. 
Ezeket az értékeket (9.18) első egyenletébe helyettesítve kapjuk, hogy y = 0 , vagyis 
х(0)=т1 (0) . Továbbá, mivel r2(ö) a t4(0) vektor skalárszorosa, és у = 0 miatt w ( j ) = 
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= v2(s), ezért W^H C D^ Í ) , ahol с valamilyen skalár szám. Azonban (9.8)-ból és 
(9.13)-ból következik, hogy w(0) első koordinátája zérus, míg 14(0) első koordinátája 
1-gyel egyenlő. Tehát c = 0, vagyis w(í) = 0, ami állításunkat igazolja.! 
Megjegyezzük, hogy (9.11) általános megoldása explicit módon felírható, 
feltéve, hogy a megfelelő homogén rendszer, vagyis (9.15) egy alapmátrixát ismerjük. 
Egy ilyen alapmátrixot viszont ismerünk, ha ismerjük (6.4) egy alapmátrixát. Ha 
(9.11) általános megoldását felírtuk, akkor a (9.12) és (9.13) feltételek felhasználásá-
val x = Tj(9) és а I j j l(s , 9) megoldás könnyen meghatározható. Ezek szerint a pertur-
bait D-periodikus megoldás és annak x(p, 9) periódusa sorfejtéseiben az első (p-ben 
elsőrendű) tagok meghatározásához semmi másra nincs szükségünk, mint a pertur-
bálatlan rendszer D-periodikus p megoldására és a p-re vonatkozó variációs rendszer 
egy alapmátrixára. 
A (9.5) és (9.6) sorfejtésekben a következő tagok, I/+(J, 9), T2(9); ij/3(s, 9), r3(9) 
és általában \j/k(s, 9),xk(9) meghatározására (9.11)-hez hasonló differenciálegyenlet-
rendszerek szolgálnak. A hasonlóság abban áll, hogy olyan inhomogén lineáris 
differenciálegyenlet-rendszereket kapunk, melyeknek megfelelő homogén lineáris 
differenciálegyenlet-rendszer minden k-ra a (9.15) rendszer. Az inhomogén részek 
egyre bonyolultabbakká válnak, de azokban csak ismert, ill. korábban meghatá-
rozott mennyiségek lépnek fel, kivéve a x-t tartalmazó tagot, mely azonban minden 
k-ra a (9.11)-beli x-t tartalmazó taggal egyenlő. A 9.1. tétel analogonja a k = 2, 3, ... 
esetekben ugyanúgy bebizonyítható. Ez azt jelenti, hogy a perturbálatlan rendszer 
p megoldására vonatkozó variációs rendszerének egy alapmátrixa ismeretében, elv-
ben Ipk(s, 9) és xk(9) (k= 1, 2, ...) rendre explicit módon előállítható. 
10. Explicit formula a perturbait megoldás stabilitásának eldöntésére 
Ebben a pontban feltételezzük, hogy fennállnak a (6.1) és (6.3) rendszerre 
a 6. pont elején tett kikötések, továbbá a 6.5. következmény feltételei. Explicit 
kifejezést adunk a 7.2. tételben szereplő 2^(0,0) értékének meghatározására. Meg-
mutatjuk, hogy / j ( 0 , 0) kiszámításához nincs egyébre szükség, mint a (6.3) pertur-
bálatlan rendszer p megoldására vonatkozó (6.4) variációs rendszer egy alapmátrixára 
(és a 9.1. tételt követő megjegyzés értelmében ennek alapján már meghatározható 
ípfs, 0) függvényre és Tj(0) értékre). 
Jelöljük Y(t\ p, 9)-val a (7.2) variációs rendszer azon alapmátrixát, melyre 
(10.1) Y(0; p, 9) — E. 
Ekkor fennáll az 
(10.2) 
Y(t\p,9) = fx {<PÍj, p, 9)) + pg'x I ^ ^ 5 (Pif к, 9), p, x (p, 9) Y(t; p, 9) 
azonossag. 
Y0(t)= Y(t; 0, 0) a (6.4) variációs rendszer azon alapmátrixa, melyre Y0(0) = E. 
р = 0-та (és tetszőleges 9 f P-re) tpit, 0, 9)=p(t — 9) és a (7.2) variációs rendszer az 
(10.3) y = f ; ( p ( t ~ 9 ) ) y 
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alakot veszi fel. Az utóbbi rendszernek Y0(t — 9) egy alapmátrixa. Nyi lvánvalóan 
fennáll az 
(10.4) Y(t; 0, 9) = F0(í-9)Y0-4-M 
azonosság (mivel mindkét oldalon (10.3) egy alapmátrixa áll és mindkét oldal a í = 0 
helyen az E egységmátrixszal egyenlő). 
A (7.2) variációs rendszer 
C(p,9) = Y(z(p, 9); p, 9) 
főmátrixa a (p,9) = (0,0) pont egy környezetében analitikus (lásd a 7.1. lemmát 
követő megjegyzést) és így rögzített 3-ra (melynek abszolút értéke elég kicsi) p hat-
ványai szerint haladó, p = 0 egy környezetében konvergens hatványsorba fejthető: 
(10.5) C(p, 9) = C0(9) + РСД9) + p-R(p, 9), 
ahol R analitikus mátrix (p, 9) = (0,0) egy környezetében. А т(0, 9) = z0 azonosság 
és (10.4) felhasználásával 
(10.6) C0(9) = C(0, 3) = Y( t (0 , 0); 0, 9) = Y ( r ; 0, 9) = Y 0 ( z 0 - 9 ) Y 0 ' 1 ( - 9 ) . 
Speciálisan 
(10.7) Co(0) = C(0, 0) = Y0(t0). 
A következőkben a Cx(3) mátrix előállításával foglalkozunk. 
(10.8) Q ( 9 ) = C;(0, 9) = Y( t (0, 9) ; 0, 9)z^O, 9) + У
д
'(т(0, 9); 0, 9) = 
= Y(z0; 0, 9)z1(9) + Yp (z0 ; 0, 9), 
ahol felhasználtuk a (9.6) sorfejtést. 
(10.8) jobb oldalának első tagját annak figyelembevételével ál l í t juk elő, hogy 
a (10.4) mátr ix a (10.3) rendszer alapmátrixa, vagyis 
(10.9) 
Y(T0 ;0, 9) = f J ( p ( t 0 — 9))Y(z0 ; 0, 9) = fx' (p(z0 — 9)) Y0(z0 — 9)Y0~~1(— 9). 
(10.8) jobb oldala második tagjának előállításához differenciáljuk a (10.2) 
azonosságot p szerint a p = 0 pontban: 
%{t\ o, 9) = [fx'x(p(t-9))(p'll(t, 0, 9) + 
Y(f, 0, 9) + ( 1 0 . 1 0 )
 + G ' X L - L , P ( T - S I O , X 0 
0 
+n{p{t-9))Yf(f, 0, 9), 
ahol fxx azt az „nXnXn típusú háromdimenziós mátr ixo t " jelöl i , melynek elemei 
fiXkXl, a z / v e k t o r koordinátáinak másodrendű parciális deriváltjai, i, k,l= 1,2, ..., n, 
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és fxxV'n a z a z и-edrendű négyzetes mátrix, melynek elemei 
n 
2 fűk xMn (i> к = 1,2,..., rí) i=i 
(itt cp'iß a <p'ß vektor /-edik koordinátája). A (9.5) sorfejtésből, (9.3) felhasználásával 
<p(t, р,9) = ф t-9 
т(д, 9) /<,Э = 2á
kV t-9 
t(p, 9) ,9 
Az utóbbi azonosság p szerinti differenciálásával kapjuk, hogy a p = 0 helyen 
<p'„(t, 0, 9) = t-9 
dp1 [г (p,9) + Ф
1 
Л = 0 
t-9 
, 9 
,9\-p(t-9) (1-9)^(9) 
Az utóbbi kifejezést és (10.4)-et (10.10)-be helyettesítve (10.10) jobb oldalának 
első tagja, melyet B(t, 3)-val fogunk jelölni, a következő alakot veszi fel: 
(10.11) B(t, 9) = fxx(p(t — 9)) r t-9 {t-9)4{9) 
+ g'x —> Piß —9), 0,z0 
, 9 - p ( t - 9 ) 
Y 0 ( t - 9 ) Y „ - 1 ( - 9 ) . 
Azt lát juk tehát, hogy a t - *Y^ ( t ; 0, 3) mátrixfüggvény kielégíti az 
(10.12) Y = /:(p(t-9))X+B(t,9) 
inhomogén lineáris mátrix-differenciálegyenletet, és (10.1) miatt 7^(0; 0 ,3 ) = 
= 7 Д 0 ; p, 3) = 0. M iu tán a (10.12)-nek megfelelő (10.3) homogén rendszer egy 
alapmátrixa Y0(t — 9), ezért „az állandó variálásának módszerével" azt kapjuk, hogy 
Г 
(10.13) y ; ( í ; 0 , 3 ) = Y0(t-9) J Y0~1(u-9)B(u, 3) du. 
A (10.9) és (10.13) kifejezéseket (10.8)-ba helyettesítve kapjuk végül, hogy 
(10.14) Cj (3) = T 1 ( 3 ) / ; ( P ( T 0 - 3 ) ) Y 0 ( T 0 - S ) 7 0 - 1 ( - 9 ) + 
+ Y „ ( r 0 - 3 ) jY0-\t-9)B(t,9)dt. 
0 
Speciálisan 
(10.15) С4(0) = т 1 (0) / ; (р(т 0 ) )7 0 (т 0 ) + Y0(T0) Y0~\t)B(t, 0) dt, 
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ahol 
(10.16) B(t, 0) = 
Л'*(р( 0) + 
+ g'x\ — ,P(0. 0, То 
П ( 0 -
Miután а С(р, .9) mátrix (10.5) sorfejtésének első két tagját így meghatároztuk, 
explicit előállítást adunk a C(p, 9) mátrix azon X(p, 9) sajátértékének p szerinti 
deriváltjára a (p, 9) = (0, 0) pontban, melyre A(0, 0 )=1 . (A (p, 9)-»A(p, 9) függvényt 
(7.5)-tel definiáltuk, és a 7.1. lemmát követő megjegyzésben megmutattuk, hogy 
feltevéseink mellett e függvény analitikus a (p, 9) = (0, 0) pont egy környezetében.) 
A következő jelöléseket vezetjük be. A C(p, 9) mátrix karakterisztikus polinomja 
(10.17) ( - 1 )nd(X;p,9) = det [C(p, 9)—XE], 
(10.18) d(A;p,9) = A" + a „ _ f p , S)*-1 + ... Eoifp, 9)A + «0(p,9). 
Nyilvánvaló, hogy a (p, 9) = (0, 0) pontnak van olyan W környezete, hogy az 
xk: W—R függvények (k = 0, 1, . . . ,n — 1) analitikusak, és analitikus természetesen 
a (A, p, 9) —d(/., p, 9) függvény is az RX W halmazon. A (10.5) sorfejtésben fellépő 
C0(9), Cx(9), R(p, 9) mátrixok, ill. az E egységmátrix /-edik sorvektorát rendre 
c-43)-val, c-(3)-val, r f p , 3)-val, ill. et-vei jelöljük ( / = 1 , 2 , ..., n). Magukra a mát-
rixokra használni fogjuk a 
d (9) 4(B) 
C0(9) = , Cx(9) = 
.4(B). .4(B). 
rfip, 9)' G J 
R(p, 9) = , E = ; 
rn(P, B) eni jelöléseket. 
1 0 . 1 . TÉTEL. Ha fennállnak a 6 . 5 . következmény feltételei, akkor a (7.5)-tel 
definiált (p, 9)—/.(p, 9) függvényre 
1 
( 1 0 . 1 9 ) 
C F . Á 0 ) -
В 1 _ Х 
cf(0) 
c?+i(0)-ei+1 
c°n(0)'-en 
ahol a jobboldalon álló összeg i-edik tagját úgy kapjuk det [C0(0) — E]-ből, hogy 
az i-edik sor helyébe 4(0)-t írunk ( / = 1 , 2 , . . . , и). 
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Bizonyítás. A (10.17) determinánst (10.5) felhasználásával az utolsó sorában 
álló összegek szerint determinánsok összegére bont juk: 
( - l)nd{l\ p, ,9) = det [C(p, 9)-/.E] = 
d w + p c i w + p t r f p , 
[с°м + ис№) + р2г
п
(р, 9)-Xen 
co ф)-Ле1 + мсК9) + м'г1(р,9) 
= det 
= det 
+ 71 det 
с°„-1(9)-Леп_1 +peloid)+ p2r„^(p, 9) 
c°„(9)-Ae„ 
ti(9)-Xel + /ui(9) + ßtr1(fi, 9) 
c0n-ÁS)-íen_i +pcl^d)+ p2rn_x(p,d) 
4 ( 9 ) 
+ 
+ p2R1(p,9), 
ahol Rfp, 9) analitikus, valós értékű függvény. A jobboldal második tagját az 
(n— l)-edik sorban álló összegek szerint újból két determináns összegére bontjuk. 
Ezek közül a második (n — l )-edik sorából a p tényező kiemelhető, az elsőt pedig 
tovább bont juk hasonlóképpen az ő (и — 2)-edik sorában álló összegek szerint. 
I ly módon a következő kifejezést kapjuk: 
( - 1 )»dil-,p,9) = 
= det 
cl{9)-Ael + pt\(9)i-p4-dp, 9) 
4 - I ( 9 ) - ^„-1 + ^-1(9) + p2rn_x{p, 9) 
c°n(9)-j.en 
+ 
det 
c\{9)-Xei 
C J . ! ^ ) - ; ^ - ! 
4 ( 9 ) 
p + p2R2(p,9), 
ahol R2(p, 9) analitikus, valós értékű függvény. Most ugyanezt az eljárást alkal-
mazzuk az utóbbi felbontás jobb oldalának első tagjára, melyet először az (n — l )-edik 
sorában álló összegek szerint bontunk két determináns összegére. Az eljárást tovább 
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folytatva, végig haladva az (n — 2)-edik, (n — 3)-adik stb., végül az első soron, a követ-
kező kifejezést kapjuk: 
cKff)-ke, 
(10.20) ( - 1 )nd(k;p,ff) = det [ C 0 ( f f ) — kE] + p Z det 
I = L 
c K f f ) 
c°n(ff)-ken J 
+ p2R3(p, 9), 
ahol R3(p, ff) analitikus, valós értékű függvény. Feltevéseink szerint az 1 szám 
a d(k; 0, 0) polinom pontosan egyszeres gyöke, vagyis d( 1 ; 0, 0) = 0 és d'}( 1 ; 0, 0 )+0. 
Ezért a d(k; p, 9) = 0 egyenlet a (p, ff) = (0, 0) pont egy környezetében meghatározza 
k(p, 9)-t, mint a (p, 9) változók analitikus függvényét (lásd a 7.1. lemmát és a (10.18)-at 
következő megjegyzést), melyre A(0, 0) = 1, és 
(10.21) 4 ( O , O ) = < D ; 0 , O) 
< 4 ( 1 ; O , 0 ) ' 
Differenciáljuk (10.20)-at p szerint; a (k,p,9) = ( 1,0,0) pontban azt kapjuk, hogy 
Ш0)-GL 
< ( 1 ; 0 , 0 ) = ( - 1 ) " 2 DET 
I = 1 
4 ( 0 ) 
L 4 ( 6 ) - E „ J 
Az utóbbi kifejezést (10.21)-be helyettesítve (10.19) adódik.! 
Felhívjuk a figyelmet arra, hogy d(k; 0, 0) a (10.7) mátrix, vagyis 70(To) karak-
terisztikus polinomja (a (—1)" szorzótól eltekintve), vagyis d[( 1; 0, 0) meghatározá-
sához csak 70(r0)-t kell ismernünk. A C\(0) mátrix (10.15) előállítását és a 9.1. tételt 
követő megjegyzést figyelembe véve látható, hogy 4 (0, 0) (10.19) előállításához 
csupán a perturbálatlan rendszer D-periodikus p megoldására és p-re vonatkozó 
variációs rendszerének egy alapmátrixára van szükség. 
4 ( 0 , 0) még másképpen is előállítható. Ha ugyanis figyelembe vesszük, hogy 
7(A;0 ,0) = (— 1)" det (У0(тц) — kE) = (— 1)" det (C„(0) — XE), 
akkor a determináns differenciálási szabályát alkalmazva, könnyen adódik 
(10.22) di( 1 ; 0, 0) = ( - 1 ) " 2 det 
I = L 
4 ( 0 ) — E , 
- E , 
4 + I ( 0 ) - E I + 1 
4 ( 0 ) ' -
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ahol a jobboldalon álló összeg i'-edik tagját úgy kapjuk det [C0(0) — D]-ből, hogy 
az /-edik sor helyébe — ert írunk ( i = l , 2, ..., ri). (10.19)-ből és (10.22)-ből azt 
kapjuk, hogy 
^ d e t 
1 = 1 
(10.23) я;(о, о) = 
H(0) 
Lc°(0) e„i 
•сЩ-ej 
2 det 
i=i 
~
ei 
•c°n( Ö)-en. 
Az előbbiek következménye a 
1 0 . 2 . TÉTEL. Ha fennállnak a 6 . 5 következmény feltételei, a C0(0) mátrix (И— 1) 
számú sajátértéke abszolút értékben kisebb mint 1, és 
(ill. 
sgn det 
1=1 
sgn j ^ d e t 
i=i 
r
ci(0)~e1 
cf(0) 
c°„( 0 ) - e„ . 
ci( 0)-et 
c}( 0) 
cn°(0)-c„J 
= sgn 2 det 
1 = 1 
= - sgn 2 det 
1 = 1 
с Щ - е 1 
-et 
k ( 0 ) - e j 
c î ( 0 ) -
—e, 
Lc„°(0)- e,J 
akkor (p, Э) = (0, 0)-nak van olyan W környezete, hogy minden (p, 9)1 W-re, melyre 
p pozitív (ill. negatív), a perturbált (7.1) rendszer D-periodikus <p(t, p, 9) megoldása 
aszimptotikusan stabilis. 
» 
Bizonyítás. Az állítás a 7.2. tételnek és (10.23)-nak közvetlen következménye.! 
Ennek a fejezetnek befejezéseként megjegyezzük, hogy a 9. és 10. pont konkrét 
eredményei, vagyis a keresett D-periodikus (p(t, p, 9) megoldás és a x(p, 9) per ódus 
közelítő előállítása az o(p) tagok nélkül, továbbá 2^(0,0) meghatározása akko is 
ugyanúgy elvégezhető (a bizonyítások minimális megváltoztatásával), ha a (6.1) 
rendszer jobb oldaláról csak annyit teszünk fel, hogy C 2 osztálybeli. Mi a (6.1) 
rendszer jobb oldaláról ezekben a pontokban azért tételeztük fel az analicitást, 
mivel így a módszer elvileg alkalmas cp(t, p, 9) és x(p, 9) tetszőlegesen magas rendű 
közelítésének meghatározására, illetve a (p, 9)-*A(p, 9) függvény tetszőlegesen 
magas rendű p szerinti deriváltjainak előállítására a (0, 0) pontban. 
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I V . F E J E Z E T 
ALKALMAZÁSOK, KÖVETKEZMÉNYEK ÉS PROBLÉMÁK 
11. A van der Pol- és a Liénard-féle differenciálegyenlet perturbációi 
A II. és III. Fejezet eredményeit a szerző munkatársainak egy csoportja sikerrel 
alkalmazta bizonyos, a nem-lineáris rezgések elméletében központi szerepet játszó 
differenciálegyenletekre. Ebben a pontban röviden összefoglaljuk az ezen a téren 
folyó kutatások eddig elért eredményeit. 
Az első ilyen természetű eredményeket FARKASNÉ U R B Á N IRÉN érte el a van 
der Pol-féle differenciálegyenlettel kapcsolatban (lásd [30], ill. [29]). 
Mint ismeretes (lásd [79, 80, 61, 64]), az 
(11.1) ü + m(u2-l)ú+u = 0 
van der Pol-féle differenciálegyenletnek, ahol m pozitív állandó, van pontosan egy 
nem-állandó periodikus megoldása, и0: F— R. Jelöljük az u0 függvény legkisebb 
pozitív periódusát т0-1а1. Az általánosság megszorítása nélkül feltehetjük, hogy 
(11.2) и
о
(0) = а > 0 , ú0(0) = 0-
A 
(11.3) v + m(ul(t)-\)v + v = 0 
homogén lineáris differenciálegyenlet egy megoldása nyilván az щ függvény. ((11.3) a 
W. S. L O U D módszere szerint (ll . l)-gyel ekvivalens differenciálegyenlet rendszer 
megfelelő variációs rendszerével ekvivalens). Jelöljük r0-Ial (11.3) azon (M0-tól füg-
getlen megoldását), melyre 
(11.4) t'o(0) = 0, ú0(0) = - i . 
Fq könnyen előállítható (legalábbis lokálisan) u0 segítségével. Jelöljük az u0 és v0 meg-
oldások Wronski-féle determinánsát IP-vel. A (ll . l)-gyel ekvivalens rendszer meg-
felelő variációs rendszerének egyik karakterisztikus multiplikátora 1, a másik pedig 
-m / 0(g(f)-l)df 
(11.5) Щт 0 ) = е ü 
Vezessük be az 
F = {/: -oo«=f<oo}, f = {p: | / i |«x}, /
г
 = {t: | T - T 0 | < ^ } 
jelöléseket, ahol a > 0 , 0 < ß < T 0 állandók, jelöljük az (и, м) „fázissíkot" F2-vel és 
tekintsük az 
(11.6) и + m(u2— 1)m +u = py
 Wf ü, p, t j 
perturbált van der Pol-egyenletet, ahol a y: F x F 2 X / „ X / t ^ F függvény analitikus 
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és minden rögzített r£/ t-ra periodikus a t változóban т periódussal. Jelöljük 
u(t; 9, a+h, p, r)-val (11.6) azon megoldását, melyre 
u(9; 9, a + h, p, т) = a + h 
(11.7) ù(9\9,a + h,p, т) = hm \l-a2-ah-~ . 
A 6.2. lemma alapján belátható, hogy а (p, т) = (0, т0) pont egy elég kis környezeté-
hez tartozó (p, T) értékekre a (11.6) egyenlet azon megoldásai, melyek kezdeti értékei 
a (t, u, ú) = (0, a, 0) pont elég kis környezetébe esnek, ill. a (9, h) = (0,0) pont egy 
elég kis környezetébe eső (9, h) számpárok között egy-egyértelmű a (11.7) feltételek 
által generált megfeleltetés. Érvényes a 
r
0 
1 1 . 1 . TÉTEL. H A J (ul(t) — \)dt + 0, akkor minden (p, 9)-hoz, melyre \p\ és 
0 
\9\ elég kicsi, tartozik pontosan egy x(p, 9) periódus és pontosan egy h(p, 9) szám 
úgy, hogy az 
t (11.8) u+m(u2 — l)ü +u = py 
differenciálegyenletnek a 
T (p, 9) , u, ü, p, x(p, 9) 
(11.9) w(t,p,9) = u{t;9,a + h(p,9),p,x(p,9)) 
megoldása periodikus x(p, 9) periódussal, a x és a h függvény a (p, 9) = (0, 0) pont 
egy környezetében analitikus (ennek következtében a w függvény RXU-ban ana-
litikus), x(0, 0) = x„, h(0, 0 ) = 0 és w(t, 0, 0) = uo(t). 
Bizonyítás. Az állítás (11.5)-ből és a 6.4., valamint a 6.5. következményekből 
azonnal adódik. (A (11.6) differenciálegyenletet természetesen, előzőleg alkalmas 
módon rendszerré kell átírni, ezt azonban itt nem részletezzük.)! 
y*-gal jelöljük azt a függvényt, mely a következőképpen van értelmezve: 
(11.10) f ( t ) = y — , «„(t), "o(0, 0, т0 , t£R. 
LL.A. TÉTEL. Ha fennállnak a 11.1. tétel feltételei és \p\, valamint (91 elég kicsi, 
akkor a perturbációs periódus, ill. a (11.9) periodikus megoldás a következőképpen 
állítható elő: 
(11.11) x(p,9) = x0 + px1{9) + o(p), 
ahol 
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illetve 
( 1 1 . 1 3 ) w(t, p, 9) = u0(t-9) + p JR 0 ( / — .9) F dr-
1 1 . В . TÉTEL. Tételezzük fel, hogy 
(11.14) / ( H j ( O - l ) A ^ O ; 
0 
ekkor a (p, 3) = (0, 0) pontnak van olyan U környezete, melyre ha (p,9)Ç_U és 
p f f O , 0 )<0 , ahol 
<"•'* « »> = / « w ( i - 0> ") * 
akkor a (11.8) egyenlet (11.9) megoldása aszimptotikusan stabilis. (Itt y't a (\\.6)-ban 
fellépő у függvény t szerinti parciális deriváltja.) 
Megjegyezzük, hogy a (11.14) feltétel legalábbis nem túl nagy pozitív m esetén 
teljesül (lásd [93]). 
A van der Pol-féle differenciálegyenlet speciális esete az 
(11.16) й + (р(и)й + ф(и) = 0 
általános Liénard-féle differenciálegyletnek. Feltételezzük, hogy (p, ф^С 1 , ц> páros, 
ф pedig páratlan függvény, a 
и 
Ф{и) = J (p(s)ds 
о 
formulával értelmezett Ф függvénynek egyetlen pozitív u* zérushelye van, Ф(м)<0, 
ha 0 < и < н * , Ф(и)>0 és monoton növekedő az (и*, intervallumon 
иф(и) > 0 , ha и + 0, és 
oo oo 
J cp{u)du= J Il/(u)du = °°. 
о 0 
E feltételek mellett N . LEVINSON és О. K . SMITH bebizonyították [61] , hogy (11,16)-nak 
van pontosan egy nem állandó, periodikus megoldása, u0:R^R. Az uü függvény 
legkisebb pozitív periódusát r0-lal fogjuk jelölni. 
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Tekintsük az 
( 1 1 . 1 7 ) ü + tp(ü)ú + ф(и) = py u, ù, p, RJ 
perturbált Liénard-féle differenciálegyenletet, ahol а у függvényről ugyanazokat 
tételezzük fel, mint (11.6)-ban. A szerző és R . I . ABDEL K A R I M bebizonyították 
[28] a következő tételt: 
11 .2 . TÉTEL. Ha a t^-cp(u0(t)) periodikus függvény integrálközepe (egy perió-
duson) nem zérus, akkor minden (p, 9)-hoz, melyre |p| és |$| elég kicsi, tartozik egy 
T (p, 9) periódus úgy, hogy az 
(11.18) и + ср(и)й+ф(и) = g) >u> ü,p,x(p, 3)j 
differenciálegyenletnek van pontosan egy periodikus w(t,p,9) megoldása x (p,9) 
periódussal, melyre w(9,p,9) — 0, a (p,9) = (0,0) pontnak egy U környezetében 
x £ C \ az RX U halmazon wÇC1, т(0, 0) = т0 és w(t, 0, 0) = w0(í). 
A 1 1 . 2 . tétel feltételének fennállása esetén H . E L - O W A I D Y [23] értekezésében 
sikerrel alkalmazta az elméletet a ( 11.16) perturbált Liénard-féle differenciálegyenletre. 
Explicit módon előállította a (11.18)-ba írandó x(p, 9) perturbációs periódust 
a w(t,p,9) periodikus megoldást a p-ben másodrendű (!) tagokig bezárólag. 
(11.15)-tel analóg módon explicit kifejezést adott a w(t,p,9) perturbált periodikus 
megoldás aszimptotikus stabilitásának eldöntésében lényeges szerepet játszó 4 ( 0 , 0) 
értékére. 
12. További stabilitási feltételek 
Visszatérünk az általános (6.1) rendszerre: 
(12.1) x = f ( x ) + pg^,x, p, t | , 
melyről feltételezzük, hogy fennállnak a 6.5. következmény és a 7.2. tétel feltételei, 
vagyis a jobboldal analitikus, és a perturbálatlan 
(12.2) * = / ( * ) 
rendszer D-periodikus p megoldására vonatkozó 
( 1 2 . 3 ) y=fx(p( t))y 
variációs rendszer (и—1) számú karakterisztikus multiplikátora abszolút értékben 
kisebb mint 1. Ekkor megtartva a 7. pont jelöléseit (12.1) .D-periodikus q> megoldására 
vonatkozó variációs rendszerének főmátrixát C(p, 5)-val jelöljük. A(p, 3)-val jelöl-
jük C(p,9) azon sajátértékét, mely a (p,9)=(0,0) pont egy környezetében valós, 
analitikus és melyre Я(0, 0) = 1. (7.11) miatt 4 ( 0 , 0 )=0 , és ha 4 ( 0 , 0 )=0 , akkor 
a 7.2. tétel nem alkalmazható a stabilitás eldöntésére. Ebben az esetben a (p, 9) = 
= (0,0) pont a (p, 9)—Á(p, 9) függvény „stacionárius pontja". Elképzelhető, hogy 
ez a pont a függvény szélsőérték helye, bár „szigorú szélsőértékről" csak a p x O 
feltétel mellett lehet szó, hiszen (7.11) szerint 7 .(0,3)=1. Emiatt a szélsőérték léte-
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zésére vonatkozó, közismert, elégséges feltétel nem alkalmazható. Ugyanis Я99(0,0) = 0 
és így 
(12.4) я;'„(о, 0)Я^(0 ,0)- [я ; 9 (0 , о)]2 ^ о. 
На Я
д9(0, 0)=0, akkor (12.4)-ben egyenlőség áll, a (p, 3)— X(p, 3) függvény 
második differenciálja a (p, 3) = (0, 0) pontban szemidefinit és így arról, hogy 
van-e szélsőérték, vagy nincs, nem tudunk mondani semmit. 
На Я
д9(0, 0)X0, akkor a második differenciál indefinit és 
X(p, 3 ) -Я(0 ,0 ) = X(p, 3 ) - l = 
- т ( я ;
д
( о , о)М+2я;'9(о, 0 ^ 3 ) + . . . = 
= к •я;'до, о )р+я ; 9 (о , о)з + . . . 
Ekkor а (р, 3) = (0,0) pont tetszőleges kis környezetében vannak helyek, ahol 
X(p, 3 )<1 és vannak helyek, ahol X(p, 3) > 1. Azokat a helyeket, ahol X(p, 3 )< 1, 
vagyis amelyekre a perturbált periodikus megoldás aszimptotikusan stabilis, „köze-
lítőleg", a (p, 3)-ban harmadrendű tagok elhanyagolásával" a 
1 
к [ у 0)p + X;s(0,0)3J < 0 
egyenlőtlenség jellemzi. Ennek a tartománynak még ilyen közelítő jellemzése is 
nehéznek tűnik, mivel Я
д9(0, 0) kiszámítása pusztán a perturbálatlan rendszer adatai 
alapján nem látszik keresztülvihetőnek. 
Másahelyzet akkor, ha a 3 paraméter értékét zérusban rögzítjük. H . E L - O W A I D Y 
[ 2 3 ] a C(p, 3 ) mátrix ( 1 0 . 5 ) sorfejtését a következő tagig folytatta: 
C(p, 3) = С0(9) + рСД9) + р2Сг(9) + р*К(р, 3), 
és sikerült explicit kifejezést adnia az itt szereplő C2(0) mátrixra. A 10.1. tétel jelölé-
seit használva és a C2(0) mátrix /-edik sorvektorát c2(0)-val jelölve ( /=1 ,2 , ..., n) 
bebizonyította a következő tételt. 
1 2 . A . TÉTEL [ 2 3 ] . Ha fennállnak a 6 . 5 következmény feltételei és Я
Д
( 0 , 0 ) = 0 , 
akkor 
( 1 2 . 5 ) я ;
д
( 0 , 0 ) 
(—1)" + 1 2 J -
díi 1;0,0) I ß , det 
e î ( 0 ) - G 
cU( 0)-ei_1 
c}( 0) 
c? + 1 (0 ) -e i + 1 
c5_i( o ) -
c)(0) 
c % M - e j + 1 
c°n(0)-en 
+ 2 det 
;=i 
c°1(0)-e1 
cf(0) 
c? + 1 (0 ) -e i + 1 
<5( 0 ) - e „ 
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(12.5) alapján a perturbálatlan rendszer adataiból А
р
Д0,0) kiszámítható. 
Ha Ap(0, 0) = 0 és Apfl(0, 0)<0, akkor a p = 0 pontban а р—А(р, 0) függvénynek 
szigorú maximum helye van. így, ha a (12.3) rendszer (я —1) számú karakterisztikus 
multiplikátora abszolút értékben egynél kisebb, akkor a p = 0 számnak van olyan 
U környezete, hogy minden p£U-ra, melyre pXO, a cp(t, p, 0) perturbált megoldás 
aszimptotikusan stabilis. 
13. Az elmélet alkalmazása rögzített periódusú perturbáció esetén 
А II. és III. fejezetben kifejtett elmélet alkalmas arra, hogy segítségével, bizo-
nyos esetekben, rögzített periódusú perturbáció mellett is eldöntsük a perturbált 
periodikus megoldás létezésének kérdését. Tekintsük az 
(13.1) x = f ( x ) + pg(t,x,p) 
perturbált differenciálegyenlet-rendszert. Feltételezzük, hogy az f : Q — R " és a 
| : Л Х Й Х / „ - Л " függvények analitikusak, Q<zR" nyílt és összefüggő tartomány, 
N"•=<*} valamilyen oo-0-ra, f és g periodikus az x vektorváltozóban 
ű°t0 vektorperiódussal (a°£R", т о>0) és g periodikus a t változóban 0 periódussal : 
g(t + T, x, p) = g(t, x, p). 
Feltételezzük továbbá, hogy az 
(13.2) x = / ( x ) 
perturbálatlan rendszernek a p : R ^ Q függvény nem-állandó, D-periodikus megoldása 
т0 periódussal és a° együttható vektorral, és (13.2) p-re vonatkozó variációs rend-
szerének, az 
(13.3) y=/:(p(t))y 
rendszernek az 1 szám pontosan egyszeres karakterisztikus multiplikátora. 
Itt hívjuk fel a figyelmet arra a rendkívül fontos tényre, hogy az elmélet fel-
építése során sehol sem tételeztük fel és használtuk ki azt, hogy т
н
 a p függvény leg-
kisebb pozitív periódusa (éppen ezért kellett mindenütt külön feltételeznünk, hogy 
p nem-állandó). Természetesen a p-re vonatkozó variációs rendszert, a (13.3) rend-
szert is т0 periódusú periodikus rendszernek tekintettük és ilyen értelemben beszél-
tünk a karakterisztikus multiplikátorairól. Az a követelés, hogy а т0 periódusúnak 
tekintett (13.3) rendszernek az 1 szám egyszeres karakterisztikus multiplikátora, 
erősebb mint ha ugyanezt a legkisebb pozitív periódusával periodikusnak tekintett 
(13.3) rendszertől követeljük meg. Tételezzük fel ugyanis, hogy p legkisebb pozitív 
periódusa — , ahol m pozitív egész szám, és /-nek az —vektor is vektorperiódu-
m m 
sa. Ekkor (13.3) periodikus rendszer, melynek legkisebb pozitív periódusa —. Legyen 
m 
Y(t) a (13.3) rendszer azon alapmátrixa, melyre У(0) = £. Ekkor a — periódussal 
m 
vett (13.3) rendszer karakterisztikus multiplikátorai az Y — I mátrix sajátértékei, 
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а т0 periódussal vett (13.3) rendszer karakterisztikus multiplikátorai pedig az У(т0) 
mátrix sajátértékei. Azonban az 
azonosságból következik, hogy 
u 
к 
ы 
1 .mü 
5У 
(13.4) y(r0) = y ( ( m - l ) ^ + ^ 
Ezek szerint У(т0) sajátértékei У sajátértékeinek 7/7-edik hatványai. Ha tehát 
У^—j-nekaz 1 szám egyszeres sajátértéke, de sajátértéke egy 1-től különböző 777-edik 
egységgyök is, akkor У(т0)-пак az 1 szám már többszörös sajátértéke lesz. 
A (13.1) rendszerrel kapcsolatos problémát beágyazzuk egy olyan problémába, 
melyre eredményeink alkalmazhatók. A g: R X Í2 X /„ X / t — R" függvényt a követ-
kezőképpen definiáljuk: 
t \ AtT 
g | —, x, л | = g \ — ,x,p 
(t, X, p, T ) £ R X Q X f X l r , 
ahol Iz={t£R: |T — T0|-== /3} valamilyen 0</?<т0-га. Világos, hogy rögzített т£/ г-га 
a g függvény periodikus a t változóban r > 0 periódussal. Tételezzük fel, hogy T£lx. 
Ekkor a t — T helyen g a t változóban T periódussal periodikus és 
л | =g(t, x, л). 
Az 
(13.5) x = / ( x ) + ля I y , x, л 
rendszerre érvényesek a 6.5. következmény feltételei. Ezek szerint (p, 9)=(0, 0)-nak 
van UczR2 környezete és U-n értelmezett t : U—R analitikus függvény, hogy az 
rendszernek van cp(t, p, 9) D-periodikus, analitikus megoldása t ( p , 9) periódussal és 
együttható vektorral. így a (13.1) rendszer T periódusú D-periodikus 
t (p, 9) 
megoldása létezésének kérdése arra redukálódik, hogy a T szám eleme-e (rögzített 
Л mellett) a 9—x(p,9) függvény értékkészletének. На adott p£Jp-höz van 9£R, 
hogy (p,9)£U és x{p,9) = T, akkor (\ЪЛ)-пек van T periódusú D-periodikus meg-
oldása. 
A t : U—R függvény értékkészletének meghatározása elvileg a (9.6) sorfejtés 
alapján történhet. A 9. pont végén tett megjegyzések szerint a sorfejtés tagjainak 
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meghatározásához a p függvényen kívül csupán (13.3) egy alapmátrixára van szükség. 
Gyakorlatilag, ha \p\ elég kicsi és 3 = 0(p) , akkor 
(13.6) x(p,9)^x0 + xl(9)p. 
A Tj(3) érték meghatározása a 9.1. tétel alapján történhet. Most előállítjuk 
a Tj(3) meghatározására szolgáló egyenletrendszert. Jelölje Y(t) (13.3) azon alap-
mátrixát, melyre У(0) = £. Ekkor a (9.11) inhomogén lineáris differenciálegyenlet-
rendszerhez tartozó homogén lineáris differenciálegyenlet rendszer 
D
-JS = T 0 / X ( P ( Í T 0 ) ) Z , 
és ez utóbbinak egy alapmátrixa az У(5т0) mátrix. Az „állandók variálásának elve" 
alapján (9.11) azon £(5) megoldása, melyre Ç(0) = cIRn: 
У ( 5 Т 0 ) С + У ( 5 Т 0 ) / + 0 , T0j +x/(p(<7T0))J d<T. 
A 9.1. tétel szerint, ha C(5+1)=H» és f1(0) = c1 = 0, akkor x = x1(9). (Ezek a felté-
telek egyértelműen meghatározzák a £ megoldást és x-t.) Esetünkben 
ë +
^ '
 p T
°) ~ ^ ' p °) ' 
Az első feltétel a 2. A. tétel figyelembevételével a következő alakot ölti : 
0 = С(1)-С(0) = ( У ( т 0 ) - £ ) с + 
+ У(т0) f Y~\sx0) |т0g ~,p(sx0), oj + 
+ x/(p(jT0))j ds, 
vagyis 
1 
(13.7) (У(т 0 ) -£)с + хУ(т0) f Y -1 (sx0)f(p (sr0)) ds = 
0 
= ~т0У(т0) f Y~\sx0)g | s r + ^ , p ( j T 0 ) , oj ds, 
ahol a második feltétel értelmében c = (0, c2, ..., c„) oszlopvektor. (13.7) n egyenlet-
ből álló inhomogén lineáris egyenletrendszer a c2, c3, ..., c„, x ismeretlenek meg-
határozására, melynek a 9.1. tétel szerint egyetlen megoldása van, és e megoldás-
ban х = т
х
(3). (13.7)-ben csak a jobboldal függ 3-tól. Ha tehát (13.7) jobb oldalának 
értékére 3 függvényében (3-ra megfelelő lépésközt választva) táblázatot készítünk, 
akkor Tj(3) értékének kiszámítása ezeken a 3 helyeken olyan szimultán lineáris 
egyenletrendszer-sereg megoldására vezet, melyben az együttható mátrix mindig 
ugyanaz. 
Ha Tj(3)-ra ezt a táblázatot elkészítettük, akkor (13.6) alapján ellenőrizhető, 
hogy rögzített p-re, a 3-ra megengedett intervallumon x(p, 3) felveszi-e a T értéket. 
6 Alkalmazott Matematikai Lapok 1 (1975) 
250 F A R K A S M. 
Végül megjegyezzük, hogy azóta, mióta a szerző a dolgozat fő eredményeit el-
érte és azokat közlésre leadta, még ketten foglalkoztak a témával. J . J . DUISTERMAAT 
[22] dolgozatát néhány hónappal azután adta le közlésre, mint a szerző a [25] 
dolgozatát és néhány hónappal azelőtt, mint a szerző a [26] dolgozatot. Dolgozatá-
ban egy a 6.3. tétellel (pontosabban a 6.4. következménnyel) rokon tételt közöl 
bizonyítás nélkül. Nem veszi azonban észre, hogy arra az esetre, melyre a 6.3. 
tétel vonatkozik, az általa idézett bizonyítások nem terjednek ki. Érdekes módon 
elmegy amellett a lehetőség mellett, hogy a nálunk 3-val jelölt „kezdőpillana-
tot" paraméterként szerepeltesse (lásd [22] 59. old. negyedik bekezdés). J . J . DUIS-
TERMAAT ugyanakkor elvileg igen érdekes vizsgálatokat folytat abban az esetben, 
amikor a perturbálatlan rendszer periodikus megoldása nem izolált. 
L. B. BUSHARD [4] két évvel a szerző után ért el más módszerrel a II. Fejezetben 
közölt eredményekkel analóg eredményeket. 
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M . F A R K A S 
In this paper the author's results concerning the behaviour of periodic solutions of differentia 
systems under periodic perturbations are presented in an expository way. The unperturbed system 
is autonomous and it is assumed that it has an isolated periodic solution. Rigorous definitions are 
given and sufficient conditions are proved for a periodic solution to be isolated. The perturbation is 
supposed to be "controllably periodic", i.e. it is periodic with a period which can be chosen appro-
priately. Under very mild conditions it is proved that to each small enough amplitude of the pertur-
bation there belongs a one parameter family of periods such that the perturbed system has a unique 
periodic solution with this period. Sufficient criteria are given that ensure the asymptotic stability of 
the periodic solution of the perturbed system. The results are applied to van der Pol's and Liénard's 
equation. All the results are valid for "Z)-periodic" solutions, i.e. for solutions whose derivative is 
periodic. 
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TÉGLALAPMÁTRIXOK ÁLTALÁNOSÍTOTT 
INVERZÉRŐL 
VARGA GYULA 
Budapest 
A cikk összefoglalja a szinguláris és téglalap alakú mátrixok Moore—Penrose-féle általánosított 
inverzének alapvető tulajdonságait, a különböző speciális és általános esetekben való előállítását, és 
ismerteti az általánosított inverz kiszámításának egy lehetséges számítástechnikai módszerét a 
Householder-féle ortogonális felbontás segítségével, mellékelve az eljárás FORTRAN szubrutinjait. 
1. Bevezetés 
Reguláris négyzetes mátrixok inverzének a fogalmát MOORE [2] és PENROSE 
[3] általánosította szinguláris és téglalap alakú mátrixokra. Mivel ez az általánosított 
inverz-fogalom nagy szerepet játszik mérési eredmények kiértékelésénél és a legkisebb 
négyzetek módszerének alkalmazásánál, rajtuk kívül számosan foglalkoztak vele az 
utóbbi időben (lásd. a [4] irodalomjegyzékét). Az általuk vizsgált inverzfogalom 
természetesen nem tesz eleget a reguláris négyzetes mátrixok inverzére fennálló 
AA _ 1 = A _ 1 A = E összefüggésnek, hanem (a továbbiakban valós elemű mátrixokra 
szorítkozva, és az A mátrix általánosított inverzét A+-tel jelölve) fennállnak rá az 
AA+A = A (AA+) r = AA+ 
A+ AA+ = A+ (A+ A)T = A+ A 
összefüggések. Az általánosított inverz mindig létezik és egyértelmű. 
Az MTA Számítástechnikai és Automatizálási Kutató Intézetében 2 program 
készült mátrixok általánosított inverzének a kiszámítására. Mielőtt a programokat 
ismertetnénk, tekintsük át az általánosított inverz fogalmát és néhány tulajdonságát. 
2. Az általánosított inverz előállítása 
A lineáris algebrában megmutatják, hogy az Ax = b általános, szinguláris vagy 
téglalapmátrixú lineáris egyenletrendszer ún. normál megoldását éppen a fent meg-
adott tulajdonságokkal definiált általánosított inverz segítségével kaphatjuk meg 
az xnormál = A + b képlet alapján. Ez indokolja a vele való foglalkozást számítás-
technikai szempontból. Mielőtt az általános esetre rátérnénk, tekintsünk két fontos 
speciális esetet: 
1. Az ún. túlhatározott egyenletrendszer esete, amelyben А и X m-es téglalap-
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mátrix, n>m és a rangja r(A)=m. Ekkor az Ax = b egyenletrendszer helyett (amely-
nek általában nincs megoldása) az ATAx = ATb egyenletrendszert megoldva kapjuk 
az x = (A rA) _ 1A rb normál megoldást, amelyből látható, hogy ez esetben A + = 
= (A r A) _ 1 A r , ahol А+МХИ-es téglalapmátrix. 
2. Az un. aluihatározott egyenletrendszer esete, amelyben А иXm-es téglalap-
mátrix, és a rangja г(А) = н. Ekkor az A x = b lineáris egyenletrendszernek álta-
lában végtelen sok megoldása van, ezek közül a normál megoldást az x = ATy fel-
tevés bevezetésével választjuk ki: az A A r y = b egyenletrendszerből kapjuk az 
y = (AAT)_1b-t, majd ebből az x = Ar(AÁT)_ 1b normál megoldást. Ebből látható, 
hogy A + = A r ( A A r ) _ 1 . 
Az általános esetben legyen A nXm-es téglalapmátrix (n = m). Legyen k=r(A) 
a mátrix rangja, akkor £ = min (m, n). Ekkor, mint ismeretes, A felírható az A = В • С 
szorzatalakban, ahol В nXk — s, С pedig кXm-es téglalapmátrix. Az Ax = b egyen-
letrendszert B C x = b alakban írva, és Cx=y - t véve, a By=b túlhatározott egyenlet-
rendszer normál megoldásaként kapjuk az y = Cx = ( B r B ) _ 1 B r b kifejezést, majd 
a Cx = ( B r B ) _ 1 B r b alulhatározott egyenletrendszer megoldásához az x = CTz fel-
tevést bevezetve kapjuk CCrz = (BT В)~1BTb megoldásaként a z = (CCT)~1 • 
• ( B r B ) _ 1 B r b kifejezést, és végül az eredeti egyenletrendszer megoldásaként az 
x = CT(CCT)1(BTB)~1BTb kifejezést, amelyből látható, hogy A+= CT(CCT)~1 • 
• (B T B) _ 1 B r . Nyilvánvaló, hogy r(A+)=r(A). 
3. Számítástechnikai eljárás az általánosított inverz kiszámítására 
Az előbbiekben ismertetett előállítási mód számítástechnikailag nehézkesen 
valósítható meg. Gyakorlatilag használható eljárást alkalmas mátrixfelbontások 
segítségével kaphatunk [1]. 
A szakirodalomban használatos módszerekről áttekintést ad [5], a Gram—Schmidt ortogona-
lizálási eljárást alkalmazza az általánosított inverz kiszámítására [4], programot is mellékelve. A szak-
irodalomban szereplő módszerek nagy részben direkt eljárások. Ugyanilyen típusú az ismertetésre 
kerülő, Householder-iéle ortogonalizálást alkalmazó eljárás is. Az ilyen típusú eljárások kihasznál-
ják azt a tényt, hogy ha az A—QÀW felbontásban Q és W ortogonális mátrixok, akkor 
A*= WTÄ*QT. Ez egyéb felbontásokra általában nem igaz. Az invertálást „előkészítő" felbontás 
egyik fontos célja az A mátrix rangjának (minél pontosabb) meghatározása. Ez lényeges eleme egy 
használható algoritmusnak, mert a rangszám változása esetén az általánosított inverz mátrix nem 
folytonosan változik (1. [6]). A Householder-féle ortogonalizálási eljárás rendkívül stabil; a sikeresen 
végrehajtott transzformációs lépések száma éppen a mátrix rangját adja meg. Az ismertetésre kerülő 
eljárás 1. esetében ez a probléma nem lép fel, mert ott feltételezzük, hogy a rangszám megegyezik a 
mátrix oszlopainak számával. 
Mivel, mint könnyen látható, (AT)+ = ( A + ) r , ezért a 2. speciális eset számítás-
technikai megoldása az elsőre visszave-
zethető, így csak az elsővel és az álta-
lános esettel foglalkozunk. 
Az 1. esetben legyen А и X m-es 
téglalapmátrix, n>m, r(Á)=m. 
Az alábbiakban ismertetendő orto-
gonális mátrixfelbontási eljárással A-t 
1. ábra egy ortogonális és egy „háromszögmát-
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rix" szorzatára bontjuk: A = VRR, ahol R = és RN egy felső háromszögmátrix, 
amint az az 1. ábrán látható. 
A felbontás után az általánosított inverz egyszerűen adódik A+ = R _ 1 V alak-
ban, ahol R - 1 = [R(71, 0], ahogyan azt a 2. ábra is mutatja. Az így kapott mXn-es 
mátrix, mint könnyen belátható, eleget tesz az általánosított inverzre vonatkozó 
követelményeknek. 
2. ábra 
Az általános esetben legyen A nXm-cs téglalapmátrix (/?g/;i), r = r(A)== 
simin (m, n). Az előző esetnél említett ortogonális mátrixfelbontási eljárással 
A-t egy ortogonális, egy trapéz és egy permutációs mátrix szorzatára bontjuk: 
R FL 
Q° Q , és R„ egy RX/'-Es felső háromszögmátrix. Ez a fel-
bontás szemléletesen látható a 3. ábrán. A továbbiakban R-et egy újabb ortogonális 
A = V R R P R , ahol R 
3. áb ra 
felbontással R = S W r alakban állítjuk elő, ahol S = QJ és S0 alsó háromszögmát-
rix, W r pedig ortogonális mátrix. Az eddigi felbontásokból adódik az A = Y r S W ' P 7 
mátrixesyenlőség, amelyből az általánosított inverz már meekapható az A+ = 
rSo"1 01 
= P W S + V alakban, ahol S + = 0 0 
Az ortogonális felbontásokat a Householdcr-féle eljárással (I. [1]) végezzük el. 
Ez olyan Q = Q„, • Q,„-i Qi ortogonális mátrixok szorzatának az előállítását 
követeli meg, amelyek közül a A-adik 
qk E — p • u • u' 
я 
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alakú, ahol 
щ = ... = uk_1 = 0, 
uk — ak)k 11 — 
I/ — л^"1 1 uk + 1 — uk + l,<t> 
-1/2 
= л<*- « u„  a. n.k 
h = -uk-o1/2. 
(cr<e esetén oszlopcsere a hátralevő oszlopokkal, ha mindegyikre <r<e, az eljárás 
befejeződik.) 
Legyen az adott mátrix A0 — A, legyen, továbbá — akkor az Afc 
mátrix k-adik oszlopában az első Л: — 1 elem változatlan marad, 
n(k) ak + l,k 
ahol 
a<k)- ej (/ = k, 
= аЧ = 0 
• — п. к 
n; j = k + 1, ..., m), 
h â 
Az R=:QA mátrix főátló alatti elemei zérussal egyenlők. Mivel Q ortogonális, 
Q r Q = E, tehát A = Q R R éppen a kívánt felbontást adja meg. 
Ehhez az ún. baloldali felbontáshoz hasonlóan kaphatjuk meg a jobboldali 
felbontást is, amelynek eredményeként a főátló feletti elemek válnak zérussá. 
Az itt ismertetett számítástechnikai eljárások végrehajtása nagyon idő- és hely-
igényes. Általános lineáris egyenletrendszerekre való alkalmazásuk mégis célszerű 
olyan esetekben, ha különböző jobboldalakkal azonos mátrixú egyenletrendszereket 
kell megoldanunk. Ezenkívül a matematika több ágában (pl. faktoranalízis) for-
dulnak elő általánosított inverzzel kapcsolatos problémák. 
Példaképpen tekintsük a következő téglalapmátrixot: 
Г1 21 
A 2 1 
L3 4 
Ennek általánosított inverze (4 tizedesre kerekítve): 
0.3 0.2 0.1 
-0.2667 -0.0667 0.1333 
4. Az eljárás programjának ismertetése 
A túlhatározott egyenletrendszerhez tartozó 1. esetre és az általános esetre 
vonatkozó FORTRAN szubrutinokat mellékeljük, a használati utasításokkal 
együtt. A szubrutinok az MTA CDC 3300-as gépére készültek, és azon próbáltuk 
ki őket. 
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A közölt módszer programjának lefuttatása a [4]-ben közölt programéval össze-
hasonlítva ugyanazon mátrixokra azonos nagyságrendű gépidőt vett igénybe. 
Az 1. eset a GENINV nevű szubrutinnal számolható. 
Hívás: CALL GENINV (A,N,M,EPS,IER). 
Paraméterei : 
A az invertálandó mátrix tömbje; az általánosított inverz transzponáltját 
itt kapjuk meg. 
N a mátrix sorainak száma. 
M a mátrix oszlopainak száma 
EPS az ortogonalizálási eljáráshoz használt e. 
1ER hibakód, r(A)<m esetén IER=1 , egyébként 0. 
Az általános esetben a GENINV2 szubrutinnal számolunk. 
Hívás: CALL GENINV2 (A,N,M,EPS,1ER). 
Paraméterei ugyanazok, mint a GENINV-nek, de IER = 1 csak akkor követ-
kezik be, ha A zérusmátrix. 
SUBROUTINE GENINV(A,N,M,EPS,IER) 
DIMENSION A(30,1),V(30,30),C(30),U(30) 
I E R = 0 
DO 1 1=1,N 
DO 1 J = 1 , N 
V(I,J) = 0. 
IF (I.EQ.J) V(I,J) = 1. 
1 CONTINUE 
DO 2 I R = 1 , M 
I R 1 = I R + 1 
SIGMA=0. 
DO 3 I = IR,N 
U(I) = A(I, IR) 
3 SIGMA = SIGMA+U(I) * U(I) 
IF(SIGMA.GT.EPS) GO TO 4 
I E R = 1 
RETURN 
4 S = SQRT(SIGMA) 
U(IR)=U(IR)—S 
H=SIGMA—A(IR,IR) * S* 
DO 6 K = IR1,M 
F = 0. 
DO 5 J = IR,N 
5 F = F + U(J) * A(J,K) 
6 C(K) = F/H 
A(IR,IR) = S 
DO 7 I = IR,N 
DO 7 K = IR1,M 
7 A(I,K)=A(I,K) — U(I) * C(K) 
DO 8 K = 1 , N 
F = 0. 
DO 9 J = IR,N 
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9 F = U(J)*V(J,K) + F 
8 C(K) = F/H 
DO 10I = IR,N 
DO 10 K = 1 , N 
10 V(I,K) = V(I ,K)-U(I )*C(K) 
2 CONTINUE 
DO 11 J = 1 , M 
L = M + 1—J 
A(L,L) = 1 ./A(L,L) 
Ll =L— 1 
DO 12 KI=1,L1 
K = L —KI 
K 1 = K + 1 
F = 0 . 
DO 13 I = K1,L 
13 F = F — A(K,I) * A(I,L) 
12 A(K,L) = F/A(K,K) 
11 CONTINUE 
DO 14 K = 1 , N 
DO 14 1=1,M 
F = 0. 
DO 15 J = I,M 
15 F = F + A(I,J) * V(J,K) 
14 V(I,K) = F 
DO 16 1=1,N 
DO 16 J = 1 , M 
16 A(I,J) = V(J,I) 
RETURN 
END 
SUBROUTINE GENINV2(A,N,M,EPS,IER) 
DIMENSION A(30,1),V(30,30),C(30),U(30),JEL(30),W(30,30) 
MIN = M 
IF(N.LT.M) MIN = N 
I M = 0 
IER = 0 
DO 1 1=1,N 
DO 1 J = 1,N 
V(I,J)=0. 
IF(I.EQ.J) Y(I,J) = 1. 
1 CONTINUE 
DO 38 1=1,M 
DO 38 J = 1 , M 
W(I,J) = 0. 
IF(I.EQ.J) W(I,J) = 1. 
38 CONTINUE 
DO 2 IR = 1,MIN 
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1R1 =1R + 1 
IS = IR 
16 SIGMA = 0. 
DO 3 I = IR,N 
U(I)=A(I,IS) 
3 SIGMA = SIGMA + U(1)*U(I) 
IF(SIGMA.GE.EPS) GO TO 4 
IS = IS + 1 
IF(IS.LE.MIN) GO TO 16 
GO TO 17 
4 JEL(IR) = IS 
IF(IR.EQ.IS) GO TO 18 
DO 19 1=1,N 
F=A(I , IR) 
A(I,IR)=A(I,1S) 
19 A(I,IS) = F 
18 IM = IM + 1 
S = SQRT(SIGM A) 
U(IR) = U(IR) — S 
H = S IGMA-A(IR ,1R)*S 
DO 6 K = IR1,M 
F = 0. 
DO 5 J = IR,N 
5 F = F + U(J)*A(J,K) 
6 C(K) = F/H 
A(IR,IR) = S 
DO 14 I = IR],N 
14 A(I,IR) = 0. 
DO 7 I = IR,N 
DO 7 K = IR1,M 
7 A( I ,K)=A(I ,K) -U( I )*C(K) 
DO 8 K = 1 , N 
F = 0. 
DO 9 J = IR,N 
9 F = U (J) * V(J,K) + F 
8 C(K) = F/R 
DO 10 I = IR,N 
DO 10 K = 1 , N 
10 V(I,K) = V( I ,K) -U(I )*C(K) 
2 CONTINUE 
17 IF(IM.GT.O) GO TO 20 
IER = 1 
RETURN 
20 DO 25 I R = 1ДМ 
IR1 = I R + 1 
U(IR) = A(IR, IR) 
F = 0. 
DO 26 I=IR1 ,M 
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U(I)=A(IR,I) 
26 F = F + U(I)*U(I) 
IF(F.LT.EPS) GO TO 25 
F = F + U(IR)*U(IR) 
S = SQRT(F) 
U(IR) = U(IR) — S 
H = — U(IR)*S 
DO 28 I = IR1,IM 
F = 0. 
DO 29 K = IR,M 
29 F = F + A(I,K)*U(K) 
28 C(I) = F/H 
A(IR,IR) = S 
DO 15 I = IR1,M 
15 A(IR,I)=0. 
DO 30 I = IR1,IM 
DO 30 K = IR,M 
30 A(I,K) = A(I,K) — C(I) * U(K) 
DO 31 1 = 1,M 
F = 0. 
DO 32 K = IR,M 
32 F = F + W(1,K) * U(K) 
31 C(I) = F/H 
DO 33 1 = 1,M 
DO 33 K = IR,M 
33 W(I,K) = W(I ,K) -C( I )*U(K) 
25 CONTINUE 
DO 11 1 = 1,IM 
A(I,I)= l./A(I,I) 
11=1+1 
DO 12 L = I1,IM 
LI =L— 1 
F = 0. 
DO 13 J = I,L1 
13 F = F — A(L,J) * A(J,I) 
12 A(L,I) = F/A(L,L) 
11 CONTINUE 
DO 34 1=1,M 
DO 34 J = 1,IM 
F = 0 . 
DO 35 K = J,IM 
35 F = F + W(I,K) * A(K,J) 
34 W(I,J) = F 
DO 36 1 = 1,M 
DO 36 J = 1 , N 
F = 0 . 
DO 37 K = 1 , I M 
37 F = F + W(I,K) * V(K,J) 
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36 A(J,I) = F 
IF(IM.EQ.MIN) GO TO 24 
DO 22 I J=1 , IM 
I = IM + 1 - I J 
K = JEL(I) 
IF(I.EQ.K) GO TO 22 
DO 23 J = 1,N 
U(J) = A(J,I) 
A(J,I) = A(J,K) 
23 A(J,K) = U(J) 
22 CONTINUE 
24 RETURN 
END 
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G Y . V A R G A 
The paper summarizes the fundamental qualities of the Moore—Penrose generalized inverse of 
singular and rectangular matrices, the determination of the inverse matrix in different special and 
general cases and deals with one of the practicable computational methods of its calculation using 
Householder orthogonal decomposition. Two FORTRAN subroutines representing two variants of 
the computation are adjoined. 
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KÖZÖNSÉGES DIFFERENCIÁLEGYENLETEKRE 
VONATKOZÓ EGYLÉPÉSES MÓDSZEREK 
AUTOMATIKUS HIBABECSLÉSEIRŐL 
GALÁNTAI AURÉL 
Budapest 
A dolgozatban bevezetett automatikus hibabecslések a [2], [7], [9], [13] Runge—Kutta hibabecs-
lések általánosításai. A lépésfelezéssel történő összehasonlítás után kimutatjuk, hogy a [2], [7], 
[9], [13] eljárások és általában a legfeljebb hatpontos Runge—Kutta módszerek lineáris hibabecslései 
a lépésfelezésnél „rosszabbak". 
1. Alapfogalmak 
Legyen | | . | | :R s —R+ norma ( s ^ l ) , DczRs nyílt tartomány, I c R intervallum, 
valamint xk£I és xk+1—xk—hk^0 (k=0, 1, 2, ...). Jelölje y:I—D a pontos, yk pedig 
az xk pontbeli közelítő megoldását az 
(1.1) У'=Дх,уУ, y(x0)=y0 
kezdetiérték-problémának. Ekkor az egylépéses módszerek 
(1-2) y„+i = у„ + И
п
Ф{х
п
,у
п
,11
п
) 
alakúak, ahol Ф(х, y, h) adott függvény és 
(1.3) Ф(х,у,0)=Дх,у). 
Az m-pontos explicit Runge—Kutta (RK) módszerek esetén 
m 
(1.4) Ф(х,у,/1)= 2 Ciki, 
<=i 
ahol 
(1.5) kx=f(x,y); ki=f^x + aih,y + hl2 bijkj}; i = 2, 3 , . . . , m. 
Az (1.2) módszer x ponthoz tartozó képlethibájának a 
(1.6) T(x, h) = у(х) + 1гФ(х,у(х), h)-y(x + h) 
kifejezést nevezzük, rendje pedig az a maximális p természetes szám, amelyre fenn-
áll, hogy 
(1.7) T(x, h) = 0(hp+1). 
A képlethiba becslésének legismertebb módjára a lépésfelezésre és a RK módszerek 
rendjére vonatkozik a következő két állítás ([3], [6]). 
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1.1. ÁLLÍTÁS. Legyen az ( 1 . 2 ) módszerben a h és a p érték rögzített. Ha y*+1 
az x„_j pontból 2h lépésközzel számított megoldás, akkor 
(1.8) T(x„, И) = + 0(h>+i). 
1.2. ÁLLÍTÁS. Ha p*(m) azt a legmagasabb rendet jelöli, amely egy w-pontos 
RK módszerrel elérhető, akkor igaz, hogy 
p*(m) = m, m = 1 , 2 , 3 , 4 , 
( 1 . 9 ) p*(5) = 4 , p*( 6 ) = 5 , p*(l) = b, p*(8) = 6 , P * ( 9 ) = 7, 
p*{m)^m-2, m = 1 0 , 11, . . . . 
A [2], [7], [9], [13] RK hibabecslések általánosítását két lépésben végezzük el. 
1.1. DEFINÍCIÓ. A Q:Rl^Rj leképezést ( / ,y ' s l ) karakterizálhatónak mondjuk, 
ha van olyan KQ£R+ költségfüggvény, amely Q(z) (zf D(Q)) kiszámításának művelet-
igényét jól jellemzi. 
1.2. DEFINÍCIÓ. A tetszőleges G:IXRS+1^RS leképezést az (1.2) módszer 
automatikus hibabecslésének nevezzük, ha 
( 1 . 1 0 ) G{x,y(x),h) = 0{hT) 
valamint a G és Ф azonos módon karakterizálhatok. 
Vizsgáljuk meg a következő példát. 
PÉLDA. Az ( 1 . 4 ) Runge—Kutta-módszer 
m 
(1.11) G = h Z d i k i 
i = l 
és 
(1.12) G = h ( J U á . ) ( l / з Л ] (s = 1) 
alakú automatikus hibabecslései az / függvénybe való behelyettesítések számával 
karakterizálhatok. 
Az 1.2. definíció fontos következménye, hogy az automatikus hibabecslések 
és a lépésfelezés azonos módon karakterizálhatok. Igaz ugyanis, hogy karakterizál-
ható Ф esetén a lépésfelezés Ф-veI azonos módon karakterizálható (jele K,) és lépé-
senként К^0 ,5Кф. 
A hibabecslés és а Ф lépésenkénti összköltségét az alkalmazott becslésnek 
megfelelően jelölje К,
 ф
 és KG ф. Megjegyezzük, hogy К1Ф = К1 + КФ és 
^К6 + Кф. Jelölje továbbá К1Ф(a, e) és Ка ф{a, e) az y(x0 + a) közelítő értékeinek 
minimális kiszámítási költségét az /0 = [x0, x0 + a ] c / (a>0) és a 
(1.13) \\T(x, h)\\ ^ e, \\G(x,y(x),h)\\^E (x€/0) 
feltételek mellett. 
Igen gyakoriak a relatív hosszú szakaszokon (nagy a/e) történő számítások. 
Emiatt a következő definíciót vezetjük be. 
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1.3. DEFINÍCIÓ. A G automatikus hibabecslést a lépésfelezésnél rosszabbnak 
mondjuk, ha és 
(1.14) | |G(x ,y(x) , h)II ^ qxU > 0, (xÇ/0) 
esetén 3£o = e (a )>0 küszöbszám, hogy az £ = £0 értékekre 
(1.15) К0 Ф(a, e) > К,.ф(<х, e) 
fennáll, vagy ha T-G=0(hp+1). 
2. Kritérium automatikus hibabecslésekre 
Azokat a feltételeket keressük, amelyek teljesítése esetén a G használható és 
nem rosszabb a lépésfelezésnél. Felhasználva a 
(2.1) T(x, h) = ф(х,у(х))кр+1 + 0(/1р+2), 
valamint a 
(2.2) G(x, y(x), h) = cp(x, y(x))hr + O(lf^) 
összefüggést, könnyen beláthatok a következő állítások. 
2.1. ÁLLÍTÁS. Ha r > p + 1 és t/t, (p + 0, akkor elég kis h > 0 esetén ||G(x, y(x),h)\\ < 
T(x, h)\\, azaz G a hibát alábecsüli. 
2.2. ÁLLÍTÁS. Ha r=p+1 és ip+tp, akkor G nem alkalmas a hiba becslésére, 
mert T—G az 
(2.3) Уп+i = у
п
 + К[Ф(х
п
,у„, h„)- <p(xn, y„)hp + 0(hpn+l)] 
p-edrendű egylépéses módszer képlethibájával egyenlő. 
2.3. ÁLLÍTÁS. Ha r < p + 1 és (p +0 , akkor elég kis /г>0 esetén ||G(x, y(x), /г)|| > 
>| |T(x, A)||, azaz G a hibát felülbecsüli. 
Igaz továbbá a 
2 . 4 . ÁLLÍTÁS. Legyen r < p + 1 és K G 0 , К 1 Ф > 0 tetszőlegesek. Ekkor a G rosz-
szabb, mint a lépésfelezés. 
Bizonyítás. Jelölje hx a lépésfelezés, /г2 a G becslés használata esetén megengedett 
lépéshosszt, valamint nx és n2 а nekik megfelelő lépésszámot. Ekkor nyilván 
К/ ф(сс, e) = щК/ ф, KG 0 ( a , e) = n2KG ф. 
Legyen q 2 > 0 olyan, hogy teljesüljön 
F ( X , A)|| + | | G ( A P + 2 ) | | q2hp+x (*€/„, h s h*). 
Ezt és az (1.13), (1.14) feltételeket alkalmazva 
f 02 \ 
Alkalmazott Matematikai Lapok 1 (1975) 
268 G A L Á N T A 1 A. 
ahol e olyan kicsi, hogy fennáll а Л2 = Л* egyenlőtlenség. Maximális h1, lu válasz-
tással 
p + í .
 mï_ 
+ 1, n2-и, = a / — 1. 
Az (1.15) egyenlőtlenség biztosan fennáll, ha 
amely az alábbi ekvivalens alakba is írható 
(2.4) ^ T ^ r ^ f e l O — . 
ahol 8=10~(p+1)" (т>0). На т0 az a legkisebb pozitív szám, amelyre (2.4) fennáll, 
akkor az e 0 = 10-<p + 1>"o. 
Tekintsük a következő számpéldát. 
PÉLDA. Az ( 1 . 4 ) RK-módszer ( 1 . 1 1 ) alakú hibabecslésére KG ф—т, К1ф — 
= 1,5m —0,5. Emiatt p = r=4, ?2=1,055 , qk = 1,54, Л* = 0,2 és a = 0,2 esetén e 0 = Í O - 6 
már megfelel. 
A 2.1.—2.3. állítások miatt G a hibabecslésre csak akkor használható, ha r = p + 1 
és Ij/ = cp, vagy r<p+1 és q> + 0. A továbbiakban feltesszük, hogy G ilyen. Az r<p+1 
esetben a 2.4. állítás, К
СФ
>К^
Ф
 esetén pedig a definíció miatt G a lépésfelezésnél 
rosszabb. Ezért igaz a következő 
2.1. TÉTEL. A G automatikus hibabecslés csak akkor nem rosszabb a lépés-
felezésnél, ha 
(I) T(x, h) = G{x, y(x), h) + 0(h>+2) 
és 
( I I ) KG ф == К, ф. 
3. Alkalmazás Runge—Kutta módszerekre 
Az (1.4) RK-módszerek olyan automatikus hibabecsléseivel foglalkozunk, 
amelyek G=hF(kl, ..., kJ alakúak, ahol az F: RS-*RS karakterizálható az / függ-
vénybe való behelyettesítések számával. Ekkor 
(3.1) KG^ = KF + m. 
A lineáris (1.11) és a nemlineáris (1.12) hibabecslésekre KF=0, de például 
(3.2) F = i
 yj /|.v, y+ h2 J dpk^ 
esetén KF=l. 
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A költségfüggvény speciális alakja és az 1.2. állítás miatt ezekre a becslésekre 
a (II) feltétel csak szükséges, de nem elégséges. Ezért a 
(3.3) Kt*0 = 1,5/n* —0,5; m* = min {j\p*(j) = P} 
jelöléssel élve az 1.3. definícióbeli (1.15) egyenlőtlenséget a 
(3.4) К
а
,
ф
(а, a) > К,*
ф
(<х, a) 
feltétellel helyettesítjük. Minthogy a 2.4. állítás és a 2.1. tételt megelőző okfejtés 
erre az esetre is érvényes, azért igaz a 
3 . 1 . TÉTEL. A fenti speciális, automatikus RK hibabecslések akkor és csak 
akkor nem rosszabbak a lépésfelezésnél, ha kielégítik az (I) és a 
( И * ) К
С
,
Ф
 =I K U 
feltételeket. 
Vizsgáljuk most meg az (I), (II*) és a 
(III) p = p*(m) 
segédfeltétel kapcsolatát. 
3 . 1 . ÁLLÍTÁS. A vizsgált feltételekre fennáll, hogy ( 1 ) ^ > ( 1 Г ) , ( I I * ) ^ > ( 1 ) , 
( I ) ^ ( I I I ) , ( I H ) T M I ) -
Bizonyítás. E N G L A N D képleténél ([2], [6]) KG ф=т = 6, /7=4 és (I) teljesül, 
míg M E R S O N képleténél ([1], [7]) KG ф = т = 5, p=4 és (I) nem teljesül. Ezért 
E N G L A N D képlete az első és harmadik, MERSONÉ pedig a másik két relációt igazolja. 
3.2. ÁLLÍTÁS. A KF = 0, esetben 
(3.5) (III) =» (II*). 
Bizonyítás. Az (1.9), (3.3) és а К
С Ф
—т feltétel miatt fennáll a következő 
táblázat : 
m í 2 3 4 5 6 7 8 9 
p*m í 2 3 4 4 5 6 6 7 
í 2.5 4 5.5 5.5 8.5 10 10 13 
Az állítás a táblázatból könnyen leolvasható. 
3.3. ÁLLÍTÁS. Ha KF=0 és а (II*) feltétel teljesül, akkor m= 1, 2, 3, 5, 6 esetén 
p=p*(m), az /72 = 4 , 7 , 8 , 9 esetben pedig p*(m)—lSp^p*(m). 
Bizonyítás. Az állítás ismét a fenti táblázat alapján ellenőrizhető. 
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A 3.2.—3.3. állítások fontos következménye a 
3 . 2 . TÉTEL. Ha KF=0 és » 7 = 1 , 2 , 3 , 5 , 6 , akkor А (II*) és a (III) feltételek 
ekvivalensek. 
A továbbiakban speciális eseteket vizsgálunk. 
Lineáris hibabecslések 
Először bebizonyítjuk az alábbi tételt. 
3 . 3 . TÉTEL. Nincs olyan lineáris hibabecslés, amely az (I) és (III) feltételeket 
egyszerre elégíti ki. 
Bizonyítás. Ha p=p*(m) és G lineáris, akkor 
T(x, h) = G(x, y(x), ti) + О (Id), 
ahol 1. Feltéve ugyanis, hogy j ^ p + 2, akkor az 
m 
Уп+1 =yn + hn 2 ( c i - d i ) k i 
7 = 1 
RK-módszer rendje legalább p+1 lenne, ami ellentmond p maximalitásának. 
Az eddigiek alapján már kézenfekvő a 
3 .4 . TÉTEL. HA 1 akkor a lineáris hibabecslések a lépésfelezésnél 
rosszabbak. 
Bizonyítás. A 3 . 2 . és 3 . 3 . tételekből » 7 = 1 , 2 , 3 , 5 , 6 esetén az állítás triviális. 
Az ?» = 4 esetben pedig a tételt visszavezetjük Kis OTTÓ egy tételére. A 3 . 3 . állítás-
ból egyszerűen adódik, hogy KF = 0, és p<p*(m)—\ esetén KG0>KF0. 
Ezért, ha »7 = 4 esetén létezik a lépésfelezésnél nem rosszabb lineáris hibabecslés, 
akkor a megfelelő 
4 
(3.6) Уп+i = y,, + h„ z Ciki 
7=1 
RK-módszer harmadrendű, az 
4 
( 3 . 7 ) J + + 1 = Уп + К 2(Ci~di)ki 
7=1 
RK-módszer pedig negyedrendű volna. Kis O T T Ó kimutatta [ 1 4 ] - b e n , hogy ez nem 
áll fenn. A tételt ezzel igazoltuk. 
Konkrét lineáris hibabecsléseket ZONNEVELD ([13]) , MERSON ([7]) és ENGLAND ([2]) 
állítottak elő. Az előző tételből azonnal következik, hogy MERSON és E N G L A N D , 
továbbá ZONNEVELD legfeljebb negyedrendű képletei a lépésfelezésnél rosszabbak. 
ZONNEVELD ötödrendű képlete pedig r=p és a 3 . 1 . tétel miatt rosszabb a lépésfelezés-
nél. Megjegyezzük, hogy a Merson-módszerről más úton (G Taylor-sorba fejtésével) 
már kimutatták, hogy r=p és emiatt használata előnytelen ([1]). Példaként megadjuk 
Alkalmazott Matematikai Lapok 1 (1975) 
EGYLÉPÉSES MÓDSZEREK AUTOMATIKUS HIBABECSLÉSE] RŐL 271 
Z O N N E V E L D alábbi negyedrendű képletét: 
ki =f(x,y), 
ко = / [ x + Y> y + Z k l 
k3 = / | * + y , y + y 4 1 , 
(3.8) 4 = f ( x + h,y + hk3), 
kb=f\x + jh>y + j2 ( 5 k l + l k 2 + 1 3 к з ~ ' 
h 
Уп+i = У п + -т (ki + 2/с 2 + 2£3 + 4 ) , 
2 h 
G = y ( - 4 + 3 ( 4 + 4 + 4 ) - 8 4 ) . 
Nemlineáris hibabecslések 
Az egyetlen ilyen típusú becslést R. E . S C R A T O N publikálta 1964-ben ([9]). 
A csak y :I-~R függvényekre értelmezett képlete a következő 
ki = f(x, y), 
k2 =f\x + ^h,y + ^hk^, 
К = / [ x + | ú , > 7 + ^ ( 2 3 4 - 8 1 4 + 904) 
(9 9 h 
x + ~h,y+ ( -345£j + 2 0 2 5 4 - 12244 + 5444) | , 
í 17 81 32 250 . 
У.+1 -Уп + h —4 +
 ш
А : , +
 ш
4 + _ л
в
| > 
ahol 
s 
1 27 4 25 
q
~ Î8 1 T7Ü 3 15 153 
_ 19 27 57 4 
Г
 ~ 24 8 20 15 
•У —— /су . 
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Dolgozatában SCRATON bizonyítás nélkül azt állítja, hogy negyedrendű módszeré-
nek G becslése 0{!f) pontosságú, azaz kielégíti az (I) feltételt. Be fogjuk azonban 
látni, hogy ez nem igaz. 
3 . 4 . ÁLLÍTÁS. SCRATON ( 3 . 9 ) képlete negyedrendű. 
Bizonyítás. Az [1] dolgozatbeli Taylor-sort használva belátható, hogy 
T(x, h) = -
ahol 
~ D 3 ( f ) f y + y D a ( / ) / / - ű 3 ( / ) / / + j ű ( / ) D ( / , ) / , m+0(lf}> 
( M = 1 , 2 , 3 , . . . ) . dxm~idyi 
3.5. ÁLLÍTÁS. SCRATON módszerének G becslése nem elégíti ki az (I) feltételt. 
Bizonyítás. Állításunkkal ellentétben tegyük fel, hogy G kielégíti az (1) felté-
telt. Akkor az 
/ = cx3; Y ( O ) = 0 (c + 0 ) 
feladat esetén T(x, h) = 0 miatt teljesülnie kell a 
G(x,y,h)=0(he) 
feltételnek. Mivel k x =0 , /гг = с/г3я? (/ = 2, 3, 4, 5), azért 
25 93 ] ch3 
4
 ~ (l70 33 15 43 + 153 103J ~ 80 ' 
Í 2 7 2 3 5 7 J 4 3 3 ] 19 
R
~
C H { 8 9 3 + 2 0 3 3 15 4 3 J — 4 3 2 
2 7 
s = — ch3 
6 4 
19 és végül G= ch4. G + 0, ami ellentmondás. Tehát az állítás igaz. 14580 
KÖVETKEZMÉNY. A ( 3 . 9 ) képlet a lépésfelezésnél rosszabb. 
4. Numerikus példák 
ZONNEVELD ( 3 . 8 ) és SCRATON ( 3 . 9 ) módszerét számítógépen ( O D R A 1304 , . 
C D C 3 3 0 0 ) is vizsgáltuk az 
(a) y'=y, y(0) = 1 ; 
(b) y' = 28 cos 2x - 42 sin 42 x - cos x - 22x21, J(0) = 0; 
(c) y ' = cosx(T + s in j ) , y(0) = 1; 
(d) = = i ; 
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próbafeladatok segítségével. Állandó h — 0, 1 lépésköz mellett kapott eredményeinket 
a következő táblázat tartalmazza. 
Módszer Feladat A mulatott hiba (G) A tényleges hiba 
ZONNEVELD 
(a) 0 , 0 0 0 0 0 4 5 8 3 3 0 , 0 0 0 0 0 0 0 8 4 7 
( b ) - 7 , 3 6 8 8 9 8 7 2 3 8 0 , 3 1 6 6 2 0 8 2 0 9 
(C) - 0 , 0 0 0 1 3 0 2 8 4 1 - 0 , 0 8 8 0 1 9 6 7 7 2 
(d) - 0 , 0 0 0 4 8 8 1 1 9 1 - 0 , 0 0 0 0 0 3 3 4 4 4 
SCRATON 
(a) 0 , 0 0 0 0 0 0 0 1 8 3 - 0 , 0 0 0 0 0 0 0 1 9 4 
( b ) - 2 5 , 7 2 1 4 9 2 7 7 9 7 0 , 0 1 9 0 2 4 9 9 6 6 
(C) 0 , 0 0 0 0 0 0 3 1 3 4 - 0 , 0 8 8 0 2 1 6 9 6 7 
(d) - 0 , 0 0 0 0 0 0 5 3 9 3 0 , 0 0 0 0 0 0 0 7 0 1 
A mutatott és a tényleges hiba közti eltérések az eddigiek alapján nem túl 
meglepőek. Megjegyezzük azonban, hogy a (c) feladat arra a ritka esetre példa, 
amikor r ^ p és | |G||<| |71-
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This paper studies a generalization of the Runge—Kutta error estimates [2], [7], [9] and [13]. 
After a comparing with the step-halving estimate, we prove, that the processes [2], [7], [9], [13], and, 
in general, the linear error estimates of the at most six-point Runge—Kutta methods are worse than 
the stephalving. 
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JORDAN KÁROLY ÉLETE ÉS MUNKÁSSÁGA* 
GYIRES BÉLA 
Debrecen 
1. Bevezetés 
a) 1871. december 16-án Budapesten született. Jómódú család gyermeke. 
A belvárosi Eötvös főreáliskola növendéke volt, itt is tett érettségi vizsgát 1889-ben 
jeles eredménnyel. Főiskoláit külföldön végezte. Párizsban az École Préparatoire 
Monge-on folytatott tanulmányai után az École Polyteclmique-re jelentkezők verseny-
vizsgáján többszáz pályázó közül a 14. helyet szerezte meg. Vegyészmérnöknek 
készült. Mivel az akkori franciaországi kémiatanítást nem tartotta eléggé korszerű-
nek, tanulmányait a zürichi École Polytechnique-sn folytatta és ott is szerzett 
„Diplomingenieur in Chemie" oklevelet 1893-ban. 
Ezután a manchesteri Victoria University Owen's College-ben PERKINS profesz-
szor kémiai laboratóriumában dogozott egy esztendeig. 1894-ben az Université 
Genève-en GUYE professzor tanszékén asszisztenskedett. Ott szerezte meg a „Docteur 
és Sciences Physiques" oklevelet, majd a fizikai kémia magántanára lett. Mérnöki 
oklevelét a Budapesti Műegyetemen, doktorátusát a Budapesti Tudományegyetemen 
honosíttatta. 1896—1898-ig a genfi Société d'Étude Electrochemique vegyészmérnöke 
volt, utóbb szakértője egy laibachi magnezitgyárnak. 
1899-ben családi körülményei Budapestre szólítják, vegyészmérnökként kíván 
elhelyezkedni. Az akkori ipari felkészültségünk nyújtotta lehetőségek azonban nem 
adtak módot arra, hogy tudását hazai iparágakban, vagy intézményeknél értékesítse, 
így tovább bővítette tudását a Budapesti Tudományegyetemen csillagászati és föld-
rengéstani irányban. 1906-ban az akkor megalakult Budapesti Szeizmológiai Intézet 
vezetésével bízták meg. Ezt a tisztét 1913-ig látta el. 
Habár még ebben az időben a természettudományok iránt érzett magában 
vonzalmat (Lisznyai utcai lakásán vegyészeti laboratóriumot rendezett be), érdek-
lődése mindinkább a matematika, elsősorban a valószínűségszámítás felé fordul. 
Igen jó alapot nyújtott erre az École Préparatoire. 
Az első világháború idején a várpalotai honvédiskolában fizikai, matematikai 
és meteorológiai tárgyak tanítására tanári megbízást kap. 1919-ben ВЕКЕ MANÓ 
professzor meghívására a Budapesti Tudományegyetemen tartott matematikai sta-
tisztikai előadásokat. 1920-tól 1950-ig, harminc éven át a Budapesti Közgazdaság-
tudományi Egyetem előadója. 1923-ban magántanári képesítést szerez valószínűség-
számításból, matematikai statisztikából és differenciaszámításból. 1933. július hó 
9-én egyetemi nyilvános rendkívüli tanári, 1940-ben egyetemi nyilvános rendes 
tanári címet kapott. Előadásait 1949-től a Műszaki Egyetemen folytatta. 
* Elhangzott a Magyar Tudományos Akadémiának és a Bolyai János Matematikai Társulat-
nak Jordan Károly születése századik évfordulójának alkalmából 1971. december 15-én rendezett 
megemlékezésén. 
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1895-ben házasságot kötött MARIE BBUMAUER-rel. A házasságból származó 
harmadik gyermekének születése a felesége életébe került. 1900-ban kötött újabb 
házasságot MARTHE LAVALLÉE-VCI. Ebből a házasságból három gyermeke született. 
Házasságának 59-ik évében meghalt a felesége és nem egészen egy félév múlva, 1959. 
december 24-én, 88 éves korában elhunyt JORDAN KÁROLY professzor is. 
b) Publikációinak jegyzéke. (MEDGYESSY PÁL professzor volt szíves rendelkezé-
semre bocsátani ezt a bibliográfiai szempontok szerint általa összeállított jegyzéket.) 
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c) Neveltetése, anyagi körülményei lehetővé tették volna számára bármely 
életpálya választását. Képességei a tudományos pálya felé vonzották. Egész élete 
szakadatlan munkában telt el. Doktori értekezésének tézisei, tehát első tudományos 
eredményei 1895-ben jelentek meg, utolsó közleménye egy évvel a halála előtt. 
Ez alatt a 63 év alatt több mint 90 publikációja látott napvilágot, ezek között öt 
nagy terjedelmű monográfia is van. 
Ha munkáit osztályozni akarjuk, legalkalmasabbnak látszik, ha tárgykörük 
szerint válaszíjuk szét ezeket. E szerint számos értekezése van, amely tárgyánál 
fogva a valószínűségszámítás és a matematikai statisztika körébe esik, azután olya-
nok, amelyek a differenciaszámítással kapcsolatosak, továbbá olyanok, amelyek 
ezek egyikébe sem sorolhatók, de önálló eredményeket tartalmazó munkák. Külön 
helyet foglalnak el ama cikkei, amelyekben a valószínűségszámítási és a differencia-
számítási módszereket igyekszik a különböző tudományterületeken kutatók számára 
népszerűsíteni. Külön fejezetet érdemel könyveinek ismertetése. 
Mint minden beskatulyázás, az alapul választott felosztás is mesterkélt. JORDÁN 
KÁROLY munkáinak legnagyobb részénél mind a matematikai statisztika, mind 
a valószínűségszámítás és mind a differenciaszámítás egyaránt megtalálható. Hogy 
melyiket melyik kategóriába soroltuk, azt általában a főtéma döntötte el. Nép-
szerűsítő cikkeiben is mindig van valami új gondolat, ami az ő eredeti gondolata 
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és amely miatt ezeknek a munkáknak egy része is helyet kaphatna az önálló ered-
ményeket tartalmazó csoportok valamelyikében. Végül monográfiái is besorolhatók 
lettek volna a többi csoport valamelyikébe. Ezek felépítése, érdekessége és fontossága 
miatt azonban jobbnak látszott, ha ezekkel külön fejezetben foglalkozunk. 
2. Valószínüségszámítás és matematikai statisztika 
a) E fejezetben összefoglalt cikkei nagyjából a valószínűség értelmezésével és 
mérésével, a „meglepőség" mérésével, a várható érték különböző értelmezéseivel, 
az ismétléses valószínűségekkel és a matematikai statisztika egyes kérdéseivel fog-
lalkoznak. 
E témakörhöz tartozó eredményei közül különösen érdekesek a matematikai 
valószínűség és a „meglepőség" értelmezésével és ezek következményeivel kap-
csolatosak, továbbá az ismétléses valószínűségekre vonatkozók. Ez utóbbiak első-
sorban azért, mivel ezekre matematikai statisztikai módszerek épülnek. 
b) Az Egyetemi Nyomda kiadásában 1929-ben „Véletlen, valószínűség és ter-
mészeti törvény" címen megjelent tanulmánya ([50]), továbbá a Proceedings of the 
Physico-Mathematical Society of Japan c. folyóirat 1925. évi számában megjelent 
dolgozata ([31]) a matematikai, az empirikus és a filozófiai valószínűség fogalmaival 
foglalkozik. Empirikus valószínűségen a relatív gyakoriságot érti, míg a filozófiai 
valószínűség szerinte pontatlan tudásunkon alapszik és nem más, mint abban való 
hitünk kifejtésének foka, vajon egy esemény bekövetkezik-e, vagy egy ítélet igaz-e? 
Az események bekövetkezése előtti, de az események bekövetkezésére vonatkozó 
kijelentéseket apriori, az esemény bekövetkezése utáni ítéletet aposzteriori valószí-
nűségi ítéletnek nevezi. Ha több esemény következhet be, és az következik be, amely-
nek apriori valószínűsége kicsi volt, akkor az esemény létrejötte „meglepő". 
A kifejtetteknek megfelelően értelmezi a matematikai valószínűség és a „meg-
lepőség" fogalmát. Abban az esetben, ha egy kísérlethez tartozó elemi események 
halmaza véges és az elemi események egyenlő valószínűek, egy esemény matematikai 
valószínűségén az eseményt alkotó elemi események számának az összes elemi ese-
mények számával alkotott hányadosát érti. 
Az a dolgozat, amelyben véges eseményhalmazok esetén a valószínűségnek 
fenti definícióját kifejti, 1928-ban jelent meg a Mathematikai és Physikai Lapokban 
([45]). A definícióból kiindulva a valószínűségszámításnak néhány alapvető tételét 
is levezeti. Világosan hangsúlyozza, ha annak ellenére, hogy az elemi események 
nem egyenlő valószínűek és mégis az általa megadott definíciót alkalmazzuk, jut-
hatunk el a valószínűségszámításnak ún. paradoxonaira. Rámutat azokra a nehéz-
ségekre is — amik a valószínűségszámítás teoretikusainak olyan sok gondot okoz-
tak — amelyek akkor lépnek fel, ha az elemi események száma nem véges. Szóban-
forgó munkájában JORDAN KÁROLY azoknak a gondolatoknak az előhírnöke, 
amelyek néhány év múlva teljes kiépítettségükben KoLMOGOROVnak a „Grund-
begriffe der Wahrscheinlichkeitsrechnung" című munkájában jelentkeztek. 
„On statistical inference" с. sokszorosított dolgozatában vezette be 1947-ben a 
meglepőség fogalmát. E dolgozat megírására M. FRÉCHET-nek 1947-ben Washing-
tonban a Nemzetközi Statisztikai Konferencián elhangzott egyik megjegyzése inspi-
rálta. 
Ha az Ax, ..., As esemény n számú kísérletben rendre kx, ..., ks számú alkalom-
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mal következik be és ha ennek Pkl ks a valószínűsége, akkor ennek az eseménynek 
a meglepősége 
ahol 1Щ, ..., m s a legvalószínűbb eseményhez tartozó előfordulások. 
Ezt a fogalmat elsősorban statisztikai vizsgálatokkal kapcsolatban használta fel. 
[50] dolgozatában tudományelméleti kérdésekkel, így a tudományok rendszere-
zésének problémájával is foglalkozott. A tudományokat az alkalmazott módszerek 
szempontjából három csoportba sorolja. Az elsőbe tartoznak azok, amelyek a jelen-
ségekre csak kvalitatív megállapításokra képesek. A másodikba, amelyekben a kvan-
titatív megállapítás csupán gyakoriságok meghatározásából áll. A harmadikba azok, 
amelyek az észlelési adatokat matematikai formulákba foglalják. Ez utóbbiak segít-
ségével következtethetünk a jövőre. Arra való tekintettel, hogy a mérési eredmények 
szükségképpen többé-kevésbé hibásak, az ezekre támaszkodó formulák csak meg-
közelítők és a belőlük vont következtetések csak valószínűek lehetnek. A nyert 
formulák a természeti törvények. A természeti törvény tehát az ember műve, amelyet 
a tudomány haladása, fejlődése folytán általánosabb, valószínűbb, pontosabb, vagy 
egyszerűbb szabályokkal cserél fel. 
c) 1924-ben az Amer. Math. Monthly-ban ([30]) és 1934-ben a Magyar Statiszti-
kai Társaság Folyóiratában ([39]) foglalkozik az aritmetikai és geometriai közepekkel. 
Az elsőben történeti áttekintését adja a velük kapcsolatos problémáknak, tárgyalja 
a matematikai reménység és a Daniel Bernoulli-féle erkölcsi reménység fogalmát. 
A harmonikus közép segítségével értelmezi a harmonikus reménységet és konkrét 
esetekkel kapcsolatban rámutat arra, vannak olyan problémák, amelyekben a har-
monikus reménység alkalmazása célszerűbb, mint a másik kettő közül bármelyiké. 
Másik dolgozatában a gyakorlati alkalmazásokat szem előtt tartva az aritmetikai 
és geometriai közepeket plauzibilis követelményekkel értelmezi. 
1934-ben a Szegedi Actában megjelent értekezésében ([61]) Poincaré tétele 
néven szereplő, a valószínűségszámítás egyik igen fontos tételének általánosítását 
adja meg. На р
ъ
 ...,pm egy teljes eseményrendszer eseményeihez tartozó valószínű-
ségek, és n számú független kísérletet hajtunk végre, akkor az n ^ m feltétel meilett 
lehetséges, hogy a teljes eseményrendszer valamelyik eseménye az n kísérlet közül 
legalább az egyikben realizálódjék. Ha ennek valószínűségét P jelöli, akkor Jordan 
eredménye szerint 
P= -PiT+ 2 0 -Pi-PjT - . . . + ( - Í R О -Pi~- -PmY-
' ÚJ' 
1 ml 
Amennyiben m= 1, akkor P= 1 —(1 — p)" és ha még р
г
 = ...—pm=—, akkor / • = — y™, 
ahol a fellépő y™ mennyiségek a másodfajú Stirling-számok. 
d) Több dolgozata foglalkozik az ún. ismétléses valószínűségek problémáival. 
Egy változós esetben lényegében a binomiális eloszlással, több változós esetben 
a polinomiális eloszlással kapcsolatos kérdéskörről van szó. Fontosságot ezeknek 
a vizsgálatoknak az ad, hogy az ún. visszatevéses mintavétel alapjai ezen a két elosz-
láson nyugszanak. 
A Bull. de la Société Mathématique de France 54. kötetében közzétett dolgozatá-
nak ([35]) első részében a binomiális eloszlásnak a Poisson-e/oszlás paraméter sze-
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rinti deriváltjainak segítségével történő kifejtését adja meg. A második felében 
a Bernoulli-féle probléma inverz feladatával foglalkozik, amennyiben kimutatja, 
hogy ha egy n elemű mintában a tekintetbe vett esemény gyakorisága v, akkor annak 
aposzteriori valószínűsége, hogy a tekintetbe vett esemény valószínűsége 2-nál 
kisebb legyen, egyenlő annak apriori valószínűségével, hogy a szóban forgó esemény 
gyakorisága /7+1 elemű mintában v legyen, feltéve, hogy a tekintetbe vett esemény 
valószínűsége À. — A Comptes Rendus 182. kötetében e dolgozat ismertetett két 
részéről egy-egy előzetes közlemény ([33], [34]) jelent meg. 
A Comptes Rendus-ban megjelent előzetes közleményben ([32]) és ennek rész-
letes kifejtését tartalmazó, a Philosophical Magazin-bari 1927-ben megjelent cikkében 
([39]) abból indul ki, hogy amennyiben ij/(m, л) jelöli az m paraméterű x-edik Poisson-
1 dk é 
valószínűséget, akkor a z p o l i n o m o k ortogonálisak. E polinomok segítségével 
alkotott Charlier-féle sorok együtthatói faktoriális momentumokkal fejezhetők ki. 
Ha olyan független kísérletekről van szó, amelyekben egy adott eseménynek a v-edik 
kísérletben való előfordulási valószínűsége pv, akkor annak a valószínűségnek 
faktoriális momentumai, hogy az első n számú kísérletben az adott esemény pontosan 
x-szer lépjen fel, a generátorfüggvény megfelelő differenciálhányadosaival egyenlőek. 
innen elindulva megkaphatjuk a Poisson-valószinűségeknek és az ezekhez tartozó 
összegvalószínűségeknek Charlier-sorokba való kifejtését. — Alkalmazza eredmé-
nyeit arra a speciális esetre, amelyben az adott esemény valószínűsége minden 
kísérletben egyenlő. 
Ide kívánkozik a Szegedi Actában 1 9 4 7 - b e n SIMMONS tételének kiegészítésével 
kapcsolatos cikke ([73]). Arról van szó, ha adott egy esemény valószínűsége és véges 
számú független megfigyelést végzünk, mekkora lesz az átlagtóli negatív, illetve 
pozitív eltérés valószínűsége. 
Több dolgozata a polinomiális eloszláshoz kapcsolódik. A Giorn. 1st. Attuari 
1933. évi kötetében egymáshoz illeszkedő témájú két cikkében ([57], [58]) a polino-
miális eloszlásnak a normális eloszlással való megközelítésével foglalkozik. 
Amennyiben a é, = {ç1, ..., çm) valószínűségi vektorváltozó eloszlása polino-
miális, azaz 
7?! 
P(íi = v l3 ...,çm = vm) = —: —-pp — pù 
meghatározza a 
AP = 
vj! 
Ak 
Чк—=r = Л = Ç/t + T" (к = 1, ..., m) Ci = Vi, . . . , Cm = v„ 
V-
valószínűséget. Ama feltevéssel, hogy a z / ; = — ( / = 1 , ..., 7??—1) relatív gyakoriságok 
az fm=-^- relatív gyakorisághoz képest kicsinyek, igazolja a 
m-l 
(77 + 777 - 1) . . . (77 + 1) JJ С + Aqi 
;=i 
aszimptotikus formulát. Továbbá azzal a feltevéssel, hogy a v; számok nagyok, 
ugyanakkor azonban a qt —ft mennyiségek kicsinyek, a Stiring-formula felhasználá-
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sával sikerül kimutatnia, hogy 
АР ~ 
(/7 + W - l ) . . . ( « + ! ) 
V ( 2 7 I R Í T - V F ' / M 
é? 2 m> 
m 
ahol 
x2 = 
i=l V; 
A Comptes Rendus-ban előzetes közleményként ([40]) és a Szegedi Acta har-
madik kötetében részletes kidolgozásban ([41]) jelent meg ugyancsak az ismétléses 
valószínűségek témakörébe tartozó — mai néven az Eggenberg—Pólya-eloszlással 
kapcsolatos — következő eredménye: 
Tartalmazzon valamely urna a z-val megjelölt golyókból (/,= 1, ..., k +1) 
X;. darabot. Húzzunk egymásután и-szer és minden húzás után a kihúzott golyón 
található számmal ellátott h+1 számút tegyünk vissza az urnába. Szerző meghatá-
rozza annak valószínűségét, hogy az я-edik húzás után a Я-vaI megjelölt golyókból 
V; számú legyen a kihúzottak között. Megmutatja, hogy ennek az eloszlásnak gene-
rátorfüggvénye egy к változós hipergeometrikus függvény. — A h =0 eset a bino-
miális eloszlásra, a h = — 1 pedig a visszatevésnélküli feladatra vezet. 
1923-ban a Philosophical Magazinne-Ъап megjelent cikkében ([27]) a Bernoulli-
tételinverziójának a kérdésével foglalkozik, azaz binomiális eloszlás esetén alkalmazza 
a Bayes-féle tételt azzal a feltétellel, hogy az apriori eloszlás egyenletes. Megad egy-
ben a normális eloszlással kapcsolatos aszimptotikus formulát is. 
A Szegedi Acta 1 9 2 3 . évi kötetében KÜRSCHÁK JÓZSEF az egyik Montmort-Moivre 
probléma következő általánosítására adott megoldást: 
n darab urna 0-ból kiindulva az egymásra következő pozitív egész számoknak 
véges számát tartalmazza. Mindegyikből kihúzunk egy számot. Mi a valószínűsége 
annak, hogy a kihúzott х
ъ
 ..., x„ számok kielégítik az а
х
у
х
 + ...+anxn=k egyenletet, 
ahol а
ъ
 ..., a„ adott egész számok. 
A Szegedi Acta ugyanebben a számában ([28]) KÜRSCHÁK módszerétől eltérően 
a generátorfüggvények elméletének felhasználásával adja meg ugyanennek a prob-
lémának megoldását JORDAN KÁROLY. 
1939-ben a Bulletin de la Société Mathématique de France с. folyóiratban meg-
jelent cikkében ([69]) ismétléses valószínűségszámítási problémákat tárgyal nem 
független esetben. Kiszámítja a kapott eloszlásokhoz tartozó generátorfüggvényeket, 
továbbá a momentumokat és binomiális momentumokat is. Részletesen foglalkozik 
a szimmetria és a függetlenség esetével. Számos területről vett példán mutatja be a 
kapott eredmények alkalmazhatóságát. 
A Comptes Rendus 182. kötetében ([32]) előzetes közleményként bizonyítás 
nélkül közli LAPLACE egyik valószínűségszámítási kérdésére adott approximativ 
megoldását. A feladat a következő: Legyen adva valamely eseményre vonatkozó 
független megfigyelések két sorozata. Mi annak a valószínűsége, hogy az egyik 
sorozatban az adott esemény valószínűsége nagyobb, mint a másikban? 
e) A Magyar Statisztikai Szemle 1927. évfolyamában ([43]) a következő kérdés 
érdekli: Ha valamely alapsokaság elemeit két tulajdonság szempontjából akarjuk 
vizsgálni, fellép annak a szükségszerűsége, hogy e tulajdonságok közti kapcsolatok 
kvantitatív jellemzésére mérőszámokat vezessünk be. KÖRÖSSY speciális esetekre 
adott ilyen mérőszámot. Ezek általánosításával foglalkozik JORDAN KÁROLY ebben 
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a dolgozatában. Francia nyelvű változata 1928-ban jelent meg ([42]). E kérdéskörhöz 
csatlakozik az Actualitás Scientifiques et Industrielles IAO. számában megjelent 
összefoglalója ([65]), amelyben a korreláció mérésére szolgáló statisztikai mérőszá-
moknak adja meg valószínűségszámítási szempontból a kritikáját. 
A Magyar Statisztikai Társaság folyóiratának 1937. évi számában ([62]) áttekin-
tését adja azoknak a módszereknek, amelyek segítségével empirikus adatokat elmé-
leti gyakorisági görbékkel közelíthetünk meg. Továbbá olyan eljárásokkal, elsősor-
ban a chi-négyzet módszerrel foglalkozik, amelyek alkalmasak arra, hogy valamely 
statisztikai hipotézis elfogadása, vagy elvetése mellett döntsünk. Ezeknek a módsze-
reknek erős kritikáját adja. Ezek során a módszerek közötti kapcsolatokat is vizs-
gálja. 
Két dolgozatában, a Rend'conti del Circolo Matematico di Palermo 1923. ([29]) 
és a Szegedi Acta 1941. évfolyamában ([72]) megjelent cikkeiben a hibaelmélettel 
foglalkozik. Miután megfelelő követelményekből kiindulva meghatározza az ún. 
Gauss-féle hibatörvényt, három fő kérdést tárgyal. Először annak valószínűségét 
határozza meg, hogy adott számú mérés esetén a hibák négyzeteinek átlaga adott 
érték legyen. Másodszor a mérési pontosságra vonatkozó aposzteriori valószínűség 
kiszámítása a célja. A harmadik esetben pedig független észlelések és adott szórás 
esetén a mérési hibák lineáris kifejezéseinek valószínűségeit vizsgálja. Ezeknek 
kiszámítására módszert ad. 
A MTA Mat. és Ter m tud. Oszt. Közleményeinek I. kötetében ([81]) az általa adott 
meglepődés értelmezéséből kiindulva többek között megadja a statisztika chi-
négyzet módszerének indokolását. A III. kötetben ([84]) pedig a többméretű regresszió-
számítás problémáit tárgyalja, rámutatván mindenekelőtt az egyváltozós esettel 
szemben itt fellépő nehézségekre. Módszert ad a regresszió végrehajtására és a kapott 
eredményeket alkalmazza a Van der V/aals állapotegyenletben szereplő együtthatók 
meghatározására ([85], [86]). 
3. Differenciaszámítás 
Ebben a fejezetben az interpoláció, az ortogonális polinomokkal való közelítés, 
a mechanikus kvadratura, a Stirling-számok, a másodfajú Bernoulli-függvények 
területén elért eredményeivel foglalkozunk. Eredményei közül különösen ki kell 
emelnünk azokat, amelyek az általa értelmezett ortogonális polinomokkal történő 
közelítő eljárással kapcsolatosak, továbbá interpolációs formuláját. 
JORDAN KÁROLYT mint a valószínűségszámííással és ennek kapcsán a matema-
tikai statisztikával foglalkozó tudóst tartjuk számon. Ennek nem mond ellene az, 
hogy a differenciaszámítás területén is kiemelkedő eredményei vannak. Ugyanis 
a valószínűségszámításnak egyik igen fontos fejezete a regressziószámítás. Ez a 
témakör erősen kapcsolódik a differenciaszámításnak JORDAN KÁROLY részéről 
elsősorban művelt területeihez. Különben a differenciaszámítás mint módszer kez-
dettől fogva jelentős szerepet játszott a valószínűségszámításban. Nem kell talán 
másra hivatkoznunk, mint MONTMORT francia matematikusra, aki valószínűség-
számítási könyvében problémák megoldására előszeretettel alkalmaz differencia-
számítási módszereket. 
Rátérünk JORDAN KÁROLY differenciaszámítási eredményeinek részletes ismer-
tetésére. 
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Bolognában 1928-ban a Nemzetközi Matematikai Kongresszuson tartott elő-
adásában ([46]) ismertette új interpolációs formuláját. Ha ismeretesek az f(x) függ-
vénynek az x = a, a + h, ... helyeken felvett értékei, akkor 
n—1 m + 1 
f(a + xti)= Z Cm(x) Z BmkIk + R2n, 
m=0 k=l 
amennyiben (2/г —l)-ed fokú polinommal közelítünk. A 
es a 
В - ,
 i y + i f 2 m + n 2 / c - l tímk
~
{ l j
 Ук + т ) 2m + 1 
mennyiségekre táblázatot mellékel a szerző. Az Ik faktort az 
4 =
 4 í h r f ( a + k h ) + Z k ß \ f { a ~kh+h) 
kifejezés határozza mee és 
1 
< á2" 
n
~2 
2 n 
D2"f(a + çh), 
ahol — /7+1 <£</7. 
J. W I S H A R T , A . C . A I T K E N és G . J . LIDSTONE a következő lelkes szavakkal 
méltatják JORDAN K Á R O L Y új interpolációs formuláját a Mathematical Gazette 
1932. évi kötetében ([VII.]): The Jordan formula is certainly a very interesting one, 
and deserves to take an honoured place beside those others associated by their 
names with some of the greatest of mathematicians. 
A bolognai kongresszuson elhangzott előadásához csatlakozik a Journal of 
London Mathematical Society 8. kötetében megjelent cikke [(56]), amelyben speciálisan 
a harmadrendű esetet diszkutálja részletesen. 
A Metron 1928. évfolyamában megjelent dolgozatában ([47]) a jól ismert Everett 
interpolációs formula elemi átalakításával olyan új formulához jut, amelyben a fellépő 
együtthatók aránylag egyszerűbben számíthatók ki, mint az Everett formulában 
és így tágabb az alkalmazási lehetősége is. 
Matematikai vizsgálataiban kezdettől fogva érdeklődéssel fordult észlelési 
adatoknak a legkisebb négyzetek elve alapján ortogonális polinomokkal való meg-
közelítésének problematikája felé. 
1921-ben a Proceedings of London Mathematical Society közli egyik dolgozatát 
([21]), amelyben adott alappontokhoz tartozó ortogonális polinomrendszerrel köze-
lít a legkisebb négyzetek elve alapján. A kapott Csebisev-polinomok tulajdonságainak 
ügyes kihasználásával számítástechnikai szempontból teszi az eljárást könnyen 
kezelhetővé. 
1922-ben a Mathematikai és Physikai Lapokban megjelent dolgozata ([24]) 
lényegében az előbbinek magyar nyelvű változata. Itt még azonban azzal a kérdés-
sel is foglalkozik, hogy a közelítés pontosságának előírása mellett hogyan hatá-
rozható meg a minimális fokszámú polinom. 
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Az Annals of Mathematical Statistics 3. kötetében megjelent terjedelmes cikké-
ben ([54]), továbbá a Hungarica Acta Mathematica 1. kötetében ([75]) sikerül mód-
szerét tovább fejlesztenie és egy igen jól használható eljárást adnia a legkisebb 
négyzetek elve alapján észlelési adatoknak ortogonális polinomokkal való megköze-
lítésére. Módszere a következő: 
Legyenek у
д
, yx, ..., yN-x az x = 0 , 1, ..., N— 1 alappontokhoz tartozó ész-
lelések. Meghatározandó az az n-ed fokú f„(x) polinom, amely mellett az 
Sn = Nï{yx-fn(x)T 
x = 0 
kifejezés minimális. Az f„(x) polinomnak az 
n 
fn(x) = 2 amUm(x) 
m=0 
előállításából indul ki, ahol az Um(x) (m — 0, 1, 2, ...) polinomok az x=0, 1, ..., N—l 
alappontokra nézve ortogonálisak, azaz 
£ Uj(x)Uk(x) = 0, j X k. 
Az UJx) polinomnak Newton-féle kifejtését az 
m 
um(x) = cm 2 ( - О" 
v = 0 
formula szolgáltatja, ahol a Cm konstanst célszerűségi okokból 
m + v 
m 
N-v-l 
m — v 
r = 
971 
módon választjuk meg. Azok az a,„ (m = 0, 1, ..., n) együtthatók, amelyek az S„ kife-
jezést minimummá teszik, függetlenek az я-től. Az f,(x) Newton-féle kifejtését az 
2 2cmve„ 
m=0v=0 
kifejezés adja meg, ahol 
Crav = ( - l ) ' " + v(2/« + 
• > ( T ) 
és <9„, a megfigyelésekhez tartozó w-edrendű 
(N-v-1 ) 
[ m — v ) 
w 
N-1 
0ra= 2 ит(х)Ух= 2142, 
x = 0 v = 0 
ortogonális momentum, amelyben 
1 
T = 
x m — 
í N ) |m + 1 ) x l t h 
(m = 0 , 1 , 2 , . . . ) 
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és 
A négyzetes eltérést a 
= 2 (a-/»W)2 = i 2 1 Л-[в2о+\Сго\01+... +\CJ&1] 
x=0 /V x=0 
formula határozza meg. 
A Magyar Statisztikai Társaság 7. kötetében francia nyelven ismerteti ([51]) 
a trendvonalak meghatározásának módszerét az általa bevezetett ortogonális poli-
nomokra építve. 
A Giorn. 1st. Ital. Attuari 5. kötetében megjelent cikkében ([60]) összefoglalja 
azokat a módszereket, amelyeknek segítségével megfigyelt adatokat függvényekkel 
közelíthetünk. E módszerek a legkisebb négyzetek elve, a momentumok módszere, 
e kettőnek kombinációja, a Fisher-féle legnagyobb valószínűség elve, a Pearson-féle 
Chi-négyzet eljárás, Neyman módszere, valószínűségi módszerek (mint a Bernoulli-féle 
model, de még inkább ennek megfordítása, a Bayes-féle módszer). 
A Szegedi Acta 1937. évi kötetében ([63]) a többváltozós függvények approxi-
mációs kérdésével kapcsolatban lényegében a többméretű normális eloszlású való-
színűségi változókkal foglalkozik, elsősorban az ezeket meghatározó első és második 
momentumokkal. Érdekesek a tárgyalt speciális esetek. 
A Tôhoku Mathematical Journal 1922. évi kötetében ([26]) az Euler—McLaurin-
féle szummaformulának ú j egyszerű bizonyítását adja. 
A Szegedi Acta 1929. évfolyamában ([48]) bevezeti a másodfajú Bernoulli-féle 
polinomokat. Newton-sorba fejti ezeket, a fellépő koefficiensek meghatározására 
rekurzív formulát határoz meg. Függvényeknek Newton-sorba fejtésénél is felhasz-
nálja a másodfajú Bernoulli-féle polinomokat és ennek segítségével közelítő integ-
rálási eljárást ad. Hasonlóak az eredményei akkor is, ha Everett-féle polinomokkal 
közelít. Mindkét esetben a McLaurin—Euler szummaformulához hasonló képlet-
hez jut. 
A MTA III. Osztály Közleményeinek 1955. évi számában megjelent cikkének 
([87]) első részében függvényeknek Poisson-féle függvényekkel való megközelítésével 
foglalkozik. Diszkrét esetben a közelítő függvény egy adott fokszámú polinomnak 
a Poisson-féle valószínűségekkel alkotott szorzata. Folytonos esetben a Poisson-
faktor módosul. Ha a polinomos tényezőt tagonként kiírjuk, ortogonális polino-
mokra jutunk. A kapott módszer komputeres számolásoknál is jól alkalmazható. 
A dolgozat második része a Bernoulli-eloszlás nem teljes momentumainak előállítá-
sával foglalkozik. 
A Tôhoku Mathematical Journal 1933. évi kötetében a Stirling-számokról 
jelentetetett meg összefoglaló értekezést ([55]), amelyben ismert, de számos új ered-
ményt is közöl. így differenciálegyenletek segítségével származtatja a Stirling-számokat, 
meghatározza generátorfüggvényüket és többféle aszimptotikus becslést is ad meg 
ezekre a számokra. 
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4. Egyéb önálló vizsgálatok 
Itt emlékezünk meg első tudományos eredményeiről, amelyek a kémiával 
kapcsolatosak, továbbá FIEDLER RAYMOND-dal a konvex görbék elméletében elért 
közös eredményeiről és végül azokról a vizsgálódásokról, amelyeket az arányos 
választási rendszerekkel kapcsolatban végzett. 
Itt felsorolt eredményei közül matematikai szempontból a konvex görbék 
elméletében elért eredményeit kell elsősorban kiemelnünk. 
a) Már életrajzi adatai között is említettük, hogy JORDAN KÁROLYnak egyetemi 
hallgató korában érdeklődése a kémia, illetve a fizika-kérnia felé irányult. Ezen a 
téren érte el első tudományos sikereit is. Összesen hét kémiai tárgyú dolgozata van. 
Az első Genéve-ben jelent meg 1895-ben, az ottani egyetem adta ki és doktori 
értekezésének téziseit tartalmazza ([1]). A második, a harmadik és a negyedik elő-
zetes közleményként a Comptes Rendus-ban, valamennyi 1895-ben ([2], [3], [4]). 
Az ötödik és hatodik a Bulletin de la Société Chimique de Paris 3. kötetében 1896-ban 
([5], [6]). A hetedik szintén a Comptes Rendus-ban 1896-ban ([7]). 
A most felsorolt dolgozatok nagyobb részét Ph. = A. G U Y E svájci kémikussal 
együtt írta. Ph. = A. G U Y E a maga idejében tehetséges és sikeres kémikusnak számított. 
Ezt bizonyítja az is, hogy J . R. PARTINGTON munkájában (History of Chemistry, 
4. kötet, 881. oldal, McMillen London, 1964.) még találkozhatunk a nevével. Ebben 
az ismertetésben azt olvashatjuk, hogy Ph. = A. G U Y E munkásságából az N atomsú-
lyának meghatározására vonatkozó vizsgálatai a maradandó értékűek, éppen azok, 
amelyekben — a felsorolt irodalom tanúsága szerint — JORDAN KÁROLY is közre-
működött. 
Kémiai dolgozatai igazolják, hogy a kísérleti eredmények kiértékelésének 
kérdései már ekkor is érdekelték JORDAN KÁROLYT. 
Érdekes volna megtalálni annak az okát, mi késztette arra, hogy kémiai kuta-
tásaival felhagyjon és a matematikának szentelje életét. Matemetikai statisztikai 
vizsgálódásai közben eredményeinek alkalmazása és a matematikai módszereknek 
a mérő tudományok területén való elterjesztése céljából több tudományággal is 
szorosabb kapcsolatba került. Viszont a kémiához még ebben a vonatkozásban 
sem tért vissza. Pedig ezen a területen — dolgozatainak tanúsága szerint — alkotó 
munkára képessé tevő ismeretekkel és készségekkel rendelkezett. 
b) Az integrál-geometriában jutnak nagy szerephez a konvex görbék. Ezekkel 
a görbékkel JORDAN KÁROLY FIEDLER RAYMOND-dal együtt több dolgozatában 
([12], [14], [15], [16], [17]) foglalkozik. E dolgozatokban a többek között à követke-
zőket mutatják ki: Véges konvex tartomány határpontjainak a halmazát konvex 
görbének nevezvén, e görbe p(a) egyenlete tangenciális polárkoordinátában olyan 
mindenütt folytonos, 2л periódussal bíró, egyenletesen konvergens Fourier-sorba 
fejthető függvény, amelynek minden pontban léteznek jobb és bal oldali differenciál-
hányadosai. p'(ct) nem szükségképpen folytonos, de szintén Fourier-sorba fejthető. 
Annak a ponthalmaznak mértéke pedig, ahol a második derivált nem létezik, zérus. 
Ha az ilyen tulajdonságú görbéket T2 görbének nevezzük, kérdés, minden 7"2-beli 
görbe egyben konvex zárt görbe is? Feleletük, akkor és csak akkor, ha a görbület 
nem vált előjelet. A T2 görbéknek érdekes tulajdonsága, hogy evolutáinak algebrai 
hossza zérus. 
7 j görbéknek nevezik a szerzők a T2 görbéknek azt a speciális fajtáját, amelyek-
nek egyenlete p{ct) +p(a + л) = 0 alakú. Megmutatják, hogy e görbék evolvensei 
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egyenlő szélességű görbék és hosszuk a velük egyenlő szélességű kör kerületével 
egyenlő. 
c) Hogy mennyire olyan matematikus volt JORDAN KÁROLY, aki a gyakorlat 
által felvetett problémáknak a megoldására modelleket igyekezett alkotni, mi sem 
bizonyítja jobban, mint azok a munkái, amelyek a választói rendszerekkel kapcsola-
tosak. Már a JÁszi OSZKÁR szerkesztésében megjelenő Huszadik Század 1908 . évi 
kötetében ([11]) részletesen foglalkozik ezzel a kérdéssel. Kiindulva abból a követel-
ményből, egy választási rendszernek olyannak kell lennie, hogy a parlament többsége 
mögött feltétlenül a szavazatok többsége kell hogy álljon, akkor — amint azt 
JORDAN is állítja — a kérdés megoldása tisztán matematikai feladat. Foglalkozik 
azután az európai országokban abban az időben alkalmazott különböző arányos 
választási rendszerekkel, ezek kritikáját adja, végül önmaga is ad egy modellt ará-
nyos választási rendszerre, amely az említettekkel kapcsolatos valamennyi kritikát 
kiállja és nem komplikáltabb. 
A Tanácsköztársaság ideje alatt a Monarchia idején követett választói rendszer 
helyett újat, jobbat kívántak életbe léptetni. Mielőtt még ebben a kérdésben a Par-
lament állást foglalt volna, JORDAN KÁROLY 1918 végén ([93]), illetve 1919 elején 
([94]) két cikkben foglalkozott a Népszava hasábjain az arányos választási rendszer-
rel. Az első cikkében népszerű áttekintését adja ennek a kérdéskörnek, a másodikban 
pedig arra való tekintettel, hogy a parlamenti vitákban a Belgiumban bevezetett 
Hondt-féle rendszer elfogadása mellett foglaltak állást általában, felhívja e rendszer 
buktatóira a figyelmet és óva int attól, hogy e rendszer mellett törjön lándzsát a 
törvényhozás. 1919-ben a Táltos Könyvtár kiadásában 56 oldalas nagyobb terjedel-
mű munkát is jelentet meg az arányos választói rendszerek bírálatáról ([20]). 
Visszatér erre kérdésre 1921-ben egy Tübingenben megjelent értekezésében 
([23]). Ugyanis közben PÓLYA GYÖRGY is foglalkozott az arányos választási rend-
szerekkel, elsősorban valószínűségszámítási szempontból és ehhez fűzött megjegy-
zéseket JORDAN KÁROLY. E Z a kérdés úgy látszik tovább is érdekelte, mert ugyan-
csak a „Huszadik Század" folyóiratban, de most már 1947-ben ([95]) újból foglalko-
zik ezzel a témakörrel. 
5. Népszerűsítő cikkek 
Ebbe a csoportba soroltuk azokat a dolgozatait, amelyekben részben a való-
színűségszámítási, illetve matematikai statisztikai módszerek felhasználásával jut el 
más tudományterületeken új eredményekhez, részben nem annyira új eredményeket 
közöl, hanem az ismert eredményekre, módszerekre hívja fel a különböző tudomá-
nyok területén dolgozók figyelmét. 
A Magyar Fizikai Folyóirat 1953. évi kötetében ([85]), illetve ennek francia 
nyelvű változatában, amely az Acta Physica 1954. évfolyamában jelent meg ([86]), 
megmutatja, hogy a Van der Waals állapotegyenlet állandóinak becslésére alkalmazott 
eddigi módszer hibás, amennyiben helytelen eredményekre vezet. Javasol kifogás-
talan módszert. Azt is megmutatja, hogy újabb paraméterek bevezetése nélkül 
a Van der Waals formulával nem lehet kritikus adatokat meghatározni. 
A számítástechnikai kultúra elterjesztése céljából írta a Magyar Statisztikai 
Szemlében francia nyelven 1927-ben ([36]), ugyancsak a Magyar Statisztikai Szem-
lében 1939-ben ([68]), illetve ennek francia nyelvű változatát tartalmazó 1940-ben 
megjelent dolgozatát ([70]). Az elsőben a statisztikában alkalmazandó matematikai 
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módszerekről, az utóbbiakban pedig a differenciaszámításnak a statisztikában való 
szerepéről értekezik. 
A matematikai statisztika módszeres gyakorlati alkalmazásával kapcsolatban 
korán felismerte a meteorológiai megfigyelések értékes adatgyűjtésének feldolgozásá-
ban mutatkozó lehetőségeket. Ezért mind nagyobb érdeklődéssel fordult a meteoro-
lógia felé. Meteorológiai szemlélete nyújtotta számára azt a biztos támpontot, 
ahonnan pontosan le tudta mérni a matematika terén elért eredményeinek gyakorlati 
értékét. 
A matematikai statisztikának a meteorológiában való alkalmazásával foglal-
kozó dolgozatai közé sorolhatjuk már az 1907-ben a Revue Générale des Sciences 
Pures et Appliquées című szeizmológiai folyóiratban megjelent cikkét ([9]), amelyben 
megfigyeléseknek matematikai statisztikai kiértékelését adja. Az Időjárás 1905. év-
folyamában a valószínűségszámítás meteorológiai alkalmazásaira hívta fel a figyel-
met ([8]). 1922-ben a Meteorologische Zeit sehr if then ([25]), 1930-ban a Statisztikai 
Hivatal kétnyelvű kiadásában ([52]), majd 1949-ben az Időjárásban ([78]) meteorológiai 
megfigyeléseknek polinomokkal, illetve trigonometrikus polinomokkal való meg-
közelítésével foglalkozik. A korrelációszámításnak ugyancsak a meteorológiában 
való alkalmazása kérdésének is több cikket szentel. így ezzel a kérdéssel foglal-
kozik az Időjárás 1927. évi ([44]), 1937. évi ([64]) és 1948. évi ([74]) számában, továbbá 
a Központi Statisztikai Hivatal 1941. évi kiadványában ([71]). 
Külön helyet foglalnak el ama munkái, amelyekben meteorológiai kérdéseket 
tárgyal, tehát nem elsődleges célja a matematikai módszerekkel való megismertetés, 
így a Balaton Tudományos Tanulmányozásának Eredményei IL kötetében 1908-ban 
a Hévíz-tó fenekének felméréséről ([10]), 1918-ban a Természettudományi Közlöny-
ben а ködről ([18]), az Időjárásban 1919-ben Várpalotával kapcsolatosan ([19]), 
1950-ben az Időjárásban az éghajlat fogalom meghatározásáról ([80]) ír. 
De nemcsak a természettudományok kutatóit igyekezett felvilágosítani arról, 
milyen nagy szerepe van annak, ha a megfigyeléseket matematikai statisztikai mód-
szerekkel értékeljük ki, hanem a társadalomtudományok területén dolgozók figyel-
mét is felhívta az alkalmazható matematikai módszerekre. 
1904-ben a Huszadik Század 10. kötetében ([92]) összefoglalást ad arról, milyen 
matematikai módszerek alkalmazhatók a szociológiai irodalomban. Genovában 
1949-ben megjelent francia nyelvű cikkében ([77]) a méltányos adórendszerekről 
értekezik, míg a Demográfia 1958. évi kötetében ([89]) rámutat a differenciaszámítás 
szerepére a demográfiában. 
À megújulási elmélet problémakörébe vág a Matematikai Lapok 1951. évi szá-
mában írt cikke ([83]), amelyben a megújuló sokaságok és az ipari utánpótlás való-
színűségszámítási tárgyalását adja. Lényegében M . FRÉCHET módszerét ismerteti 
nem folytonos esetben az ún. utánpótlási függvény differenciaegyenletének felállí-
tásával és megoldásával. A megoldás birtokában részletekbe menően diszkutálja 
a felvetett problémával kapcsolatban felmerülő újabb kérdéseket. 
Amint láttuk, nem elégedett meg csupán azzal, hogy eredményeket érjen el, 
hanem ezeket népszerűsíteni igyekezett a felhasználó szakemberek között, de még 
a középiskolások között is. Ez magyarázza meg, hogy több olyan dolgozata van, 
amelyek a középiskolásokhoz szólnak. Valamennyien a Középiskolai Matematikai 
és Fizikai Lapokban, illetve a Középiskolai Matematikai Lapokban jelentek meg. 
1930-ban a Középiskolai Matematikai és Fizikai Lapok egyik valószínűség-
számítási feladata inspirálja cikk írására ([53]). Egy urnafeladatról volt szó, amely-
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ben a húzás módját nem egyértelműen értelmezték, így nem volt megállapítható, 
melyek az egyenló'en valószínű események. JORDAN K Á R O L Y ezzel kapcsolatban 
rámutatott arra, a tapasztalat döntheti el, hogy egy matematikai modell alkal-
mazása a valószínűségszámításban helyes-e vagy nem. Másik dolgozatában ([49]) 
a matematikai reménységről, ennek jelentéséről és alkalmazásáról elsősorban a 
játékelméletben ad ismertetést a középiskolai tanulók számára. 1939-ben megjelent 
cikkében ([67]) az ismétléses variációk elméletét kapcsolja össze a Stirling-számok 
elméletével és jut el egyszerű, de érdekes kombinatorikai összefüggésekre. Végül 
egyik közleménye ([82]) a számolás eredetével és a számrendszerekkel foglalkozik. 
Áttekintést ad a történelem folyamán kialakult és használatban volt számrendszerek-
ről, írásmódokról, szimbolikáról. 
6 . K ö n y v e i r ő l 
Néhány szót kell szólnunk megjelent könyveiről is. Könyveinek egyéni ízt ad az, 
hogy olyan témakörökről van szó bennük, amelyekben számos önálló eredményt 
ért el. Könyveinek előszavában hangsúlyozza, hogy könyvei megírásában nemcsak 
teoretikus cél vezette, hanem az is, hogy a matematikát alkalmazó haszonnal 
forgathassa könyveit. Cikkeiben, hacsak nem filozófiai jellegűek, vagy elvi matema-
tikai kérdésekkel foglalkoznak, az eredmények használhatóságát mindenkor kiemeli 
és ha csak teheti, a számítások megkönnyítése céljából táblázatokat is közöl. Ugyan-
ezt az eljárást követi könyveiben is. 
Összesen hét könyvet írt. Ezek közül egy inkább füzetnek mondható. Időrendi 
sorrendben az első a Hermann et Fils, Párizs kiadásában 1912-ben megjelent Cont-
ribution a l'Etude des Courbes Convexes Fermées et de Certaines Courbes qui s'y 
Rattachent című, FIEDLER R A Y M O N D - d a l közösen írt könyve ([13]). Azokat az ered-
ményeket tartalmazza elsősorban, amelyeket a konvex görbékkel kapcsolatban 
elértek. Ezekről tudományos munkásságának ismertetése során már szóltunk. 
Következő munkája az Atheneum kiadásában 1927-ben megjelent 316 oldalas 
Matematikai Statisztika című könyve ([37]). Az akkori rossz gazdasági viszonyok 
miatt a könyv két évig hevert kiszedve a nyomdában. Időközben megjelent a szerző-
nek a Gauthier-Villars, Paris kiadásában, 1927-ben Statistique Mathématique cí-
mű munkája ([38]). A 17 oldalas előszót nem tekintve terjedelme 344 oldal. A ma-
gyar kiadás végül is a Központi Statisztikai Hivatal áldozatkészsége révén jelen-
hetett meg. Nehogy a magyar kiadás a francia mögött elmaradjon, szerző nagyobb 
terjedelmű függeléket írt, amelyben a legújabb eredményeket, így a saját eredményeit 
is összefoglalta. Annak ellenére, hogy a természettudományi kutatások nagy 
része statisztikai megfigyelésekre épül, amelyeknek feldolgozása mind nagyobb 
mértékű matematikai felkészültséget igényel, századunk elsó' negyedében az angol 
nyelvterületet kivéve csak gyér számú, inkább jelentéktelen munka jelent meg ebből 
a tárgykörből. Ezért nagy érdeme JORDAN KÁROLYnak, hogy megírta az első magyar 
nyelvű matematikai statisztikai kézi könyvet azzal a kifejezett céllal, hogy a statisz-
tika módszereit felhasználó szakembereknek a megfelelő matematikai alapot megad-
ja. Kevés előismeretet tételez fel, hogy a kutatóknak minél szélesebb rétege tanul-
mányozhassa. A módszerek alapjául szolgáló, sokszor bonyolult formulákat a 
statisztika, a meteorológia, a csillagászat és a közgazdaságtan területéről vett 
példákon igyekszik megvilágítani. 
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A francia kiadáshoz D ' O C A G N E írt előszót. Kitűnően ismerte fel JORDAN KÁROLY 
tudományos egyéniségét, amikor azt írta, „Különösen értéket ad a szerző mun-
kájának, hogy az általa tárgyalt módszereket a gyakorlatban is kipróbálta. Ugyan-
akkor a tapasztalt gyakorlati szakember egyben kiváló teoretikus is". 
Sopronban 1939-ben — részben a saját költségén—jelent meg az aránylag 
nagy terjedelmű, 21 oldal bevezetés mellett 654 oldalas kézikönyve Calculus of 
Finite Differences címen ([66]). A könyv megjelenésének idején a differenciaszámí-
tás — nagy fontosságának ellenére — eléggé elhanyagolt volt a matematikai iro-
dalomban. A régi klasszikus munkák, mint LACROIX, BOOLE, MARKOV és SZELIVANOV 
munkái már elavultak voltak és nem lehetett hozzájuk jutni. Újabb német nyelvű 
differenciaszámítási kézikönyv csak egy volt, a Springer sárga sorozatában megje-
lent N Ö R L U N D dán matematikus könyve. Elsőrendű, nagyszabású munka, de első-
sorban elméleti célokat szolgált. Francia nyelven írt modern differenciaszámítási 
kézikönyv nem volt. Az angol nyelvű munkák közül megemlíthetők a Londonban 
1927-ben megjelent STEFFENSEN könyve Interpolation címmel, a WITTAKER és R O B I N -
SON szerzőktől ugyancsak Londonban, 1924-ben napvilágot látott Calculus of Obser-
vation című kitűnő munkák. Ezek azonban nem ölelik fel a differenciaszámítás 
egész területét. M I L N E — T H O M S O N szerzők Calculus of Finite Differences című könyve, 
amely 1933-ban jelent meg Londonban, elsősorban ugyancsak teoretikus célokat 
szolgál. JORDAN könyvében az alkalmazó megtalálhatja mindazt, amire szüksége 
lehet, lehetőleg egyszerű alakban, kevés előismeretet tételezve fel. Mivel a munka 
nagymértékben az alkalmazókhoz szól, talán egyedül állt az akkori matematikai 
irodalomban. Hogy ez mennyire így van, mutatja az a tény, hogy az amerikai egye-
temeken a differenciaszámításnak ma is ajánlott tan- és kézikönyve és hogy 1950-ben 
([76]) és 1965-ben változatlan formában nyomatta újra New Yorkban a Chelsea 
Publ. Co. A legutolsó kiadás egyik méltatója megállapítja, annak ellenére, hogy a 
komputerek korában szükség volna olyan differenciaszámítási kézikönyvre is, 
amely a módszerekhez a megfelelő algoritmusokat is tartalmazza, mégis az az anyag, 
amelyet JORDAN KÁROLY könyve felölel, változatlanul fontos a komputerek mellett 
dolgozó matematikusok számára. Valóban beteljesedett az, aminek reményét JORDAN 
KÁROLY a Magyar Statisztikai Szemle 1939. évi kötetében ([68]) fejezte ki, hosszú 
időre a differenciaszámításnak klasszikus kézikönyve lett ez a munkája. 
A könyvhöz a bevezetőt HARRY CARVER, a michigani egyetem tanára írta, 
aki az Annales of Mathematical Statistics megalapítója és kiadója volt. A munkát 
elsősorban a statisztikus szemszögéből ítéli meg, azoknak a statisztikusoknak a 
szempontjából, akik a munkát első kiadásának megjelenésekor már nagy érdeklő-
déssel fogadták. A Magyar Tudományos Akadémián RADOS GUSZTÁV mutatta be 
meleg hangú elismerő szavak kíséretében. ([II]). 
1956-ban az Akadémiai Kiadó jelentette meg a 16 oldal bevezetést és tartalom-
jegyzéket magába foglaló első részen kívül 616 oldalas könyvét Fejezetek a klasszikus 
valószím'iségszámításból címen ([88]). A Matematikai Statisztika című könyvének 
kézirata két évig hevert a nyomdában, amíg végül kinyomatták. Hasonló a sorsa 
ennek a munkának is azzal a különbséggel, hogy — JORDAN saját bevallása szerint — 
10 évig kellett a kéziratnak kinyomtatásra várnia, egyik fejezete, az örökléstannal 
foglalkozó így is kimaradt. Ebben a könyvében ötven éves tudományos kutatásainak 
eredményeit és 30 éven át tartott egyetemi előadásait foglalta egységbe. Ellentétben 
a matematikai statisztikával, és a differenciaszámítással, a valószínűségszámítás 
témaköréből számos elsőrangú könyv jelent meg. A nagy klasszikusok, mint POINCARÉ, 
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BOREL, BERTRAND munkái mellett még számos más kitűnő kézikönyv is megem-
líthető. így MARKOVnak németre is lefordított érdekes könyve, vagy CZUBER mun-
kái, USPENSKI, COOLIDGE, MISES stb. könyvei, amelyek még valamennyien az ún. 
klasszikus valószínűségszámítás szintjén állnak. Ebben a témakörben még ezek 
mellett is JORDAN K Á R O L Y könyve nagy jelentőségű, mert sok olyat tartalmaz, amit 
a felsoroltak egyike sem. Ugyanis — amint láttuk — a klasszikus valószínűségszá-
mításnak számos fejezetében, de különösen az ismétléses valószínűségek elméletében, 
a hibaelméletben, a legkisebb négyzetek elméletében ért el sok és jelentős eredményt 
és ezeket, majdnem kivétel nélkül, beledolgozta könyvébe. Ezek mellett számos 
olyan klasszikus problémát is tárgyal, amelyekkel az említett könyvekben nem talál-
kozhatunk, amelyek azonban nemcsak mint ötletes matematikai problémák, hanem 
mint alkalmazható modellek is érdekesek. 
A klasszikus valószínűségszámítással szemben a ma általánosan használt, 
K0LM0G0R0V-nak köszönhető mértékelméleti modell jelentőségét senki sem vonhatja 
kétségbe. Ennek a modellnek segítségével vált lehetővé sok olyan kérdésnek való-
színűségszámítási módszerekkel való kezelése, amelyekre régebben nem is gondol-
hattunk. De a modern elmélet mellett a klasszikusnak is megmaradt a jelentősége. 
A modern elméletnek számos fejezete és eredménye arra hivatott, megmutassa, 
hogy a klasszikus elmélet nevezetes eloszlásaira épülő módszerek mennyiben jogo-
sultak. JORDAN KÁROLY könyvének ebből a szempontból is megvan tehát az aktuali-
tása. További érdeme, hogy áttekintő képet ad a valószínűségszámítás keletkezéséről 
és fejlődéséről és mint már említett másik két könyve, ez is nagymértékben szolgálja 
az alkalmazók szempontjait le egészen a számítások praktikus végrehajtásáig. Az a 
hatalmas és érdekes anyag, amit a könyv felölel, a valószínűségszámítás múltjából 
az értékes adalékok átmentése a mába, a gyakorlat szempontjait mindig szem előtt 
tartó tárgyalásmód mind olyan értékei ennek a munkának, amelyek megindokolják 
azt, hogy az Akadémiai Kiadó JORDAN K Á R O L Y születésének 100. évfordulójára 
1972-ben angol nyelven is megjelentette Chapters on the classical calculus of Proba-
bility címen ([91]). 
Az eddig ismertetett könyvek témakörétől elütő kérdésekkel foglalkozik a 
Mérnöki Továbbképző Intézet kiadásában 1950-ben közreadott munkájában, 
amelynek címe Elliptikus függvények és alkalmazásuk ([79]). De hogy mégis kapcso-
latba került a szerző kutatásai során ezekkel a függvényekkel, mutatja a 19. fejezet, 
amelyben az ún. Talbot-görbével foglalkozik. Ez az a görbetípus, amely már A FIEDLER-
rel közösen írt, a konvex görbékkel kapcsolatos cikkeinek egy részében is előfordul. 
A füzet különben az elliptikus függvényekre vonatkozó olyan fontos tudnivalókat 
közöl, amelyekre szükség lehet egy kutató mérnöknek. Nem kell külön talán hang-
súlyozni, hogy ez a munka is erősen szem előtt tartja a gyakorlati alkalmazhatóság 
szempontjait. 
1961-ben adta ki a Műszaki Könyvkiadó 156 oldal terjedelmű hétjegyű logarit-
mustábláját ([90]), amelyben a természetes számok tízes alapú logaritmusait, a 
10 alapú exponenciális függvény értékeit, a sinus és tangens, valamint az arcus 
tangens függvény értékeit, végül a sinus és tangens függvény logaritmusait adja 
meg. A táblák aránylag kicsi, a szokásosnak kb. tizedrész terjedelme azzal magya-
rázható, hogy JORDAN KÁROLY előre megadta azt A hibát (a legalacsonyabb helyérték-
ben legfeljebb 1,7 eltérés), amely lineáris interpoláció alkalmazása esetén mint 
maximális felléphet, és ez szabja meg azt, hogy mely számoknak adja meg a loga-
ritmusait. 
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Könyveinek ismertetésével kapcsolatban hangsúlyoztuk, de ő is ezt tette köny-
veinek előszavában, hogy mennyire jelentős helyet kapnak ezekben az alkalmazó 
szakemberek igényei. Nem volna azonban teljes a kép, ha csak ezt hangsúlyoznánk. 
Könyveinek igen értékes vonása az, hogy mindent, ami tárgyalásra kerül, történeti 
miliőbe ágyaz be. Minden problémakörnek kinyomozza eredetét, fejlődését és csak 
azután adja meg a maga által helyesnek ítélt megoldást és az ebből vont gyakor-
lati következtetéseket. J O R D A N K Á R O L Y könyvei a teoretikus számára is nélkülöz-
hetetlen kézikönyvek, amelyekben pontos és részletekbe menő irodalmi utalá-
sokat is talál. Ugyanez a szemlélet jellemzi cikkeit is. 
7. Méltatása 
Ebben a fejezetben professzori működéséről, ennek és tudományos munkáinak 
hatásáról, társadalmi elismeréséről szólunk, de Jordan Károlyról, mint emberről is 
megemlékezünk. 
a) A Közgazdasági Egyetemnek, később a József Nádor Műszaki és Gazdaság-
tudományi Egyetemnek előbb magántanára, c. nyilvános rendkívüli, majd c. rendes 
tanára lett. Egyetemi előadói tevékenysége azoknak a témaköröknek tárgyalása volt, 
amelyekkel önmaga kutató szinten foglalkozott: a valószínűségszámítás, a mate-
matikai statisztika, és a differenciaszámítás. E tárgykörök kollégiumai évenként 
ismétlődtek. A matematikai módszerek a közgazdaságtanban címen nem minden 
évben megismétlődő előadása is vok. Amíg évenként ismétlődő előadásait a köny-
veiben lefektetett szempontok és módszerek alapján építette fel, a nem rendszeresen 
ismétlődő matematikai közgazdaságtani előadásai előhírnökei voltak azoknak 
a témaköröknek, amelyeket ma ekonometria néven emlegetünk. Elsősorban a bécsi 
határhaszon iskola eredményeit ismertette. Érdekes, hogy amíg minden más elő-
előadásának témájáról számos cikke, vagyis mertetése jelent meg, addig ekonometriai 
előadásainak témakörével sem dolgozataiban, sem ismertetéseiben nem találkozunk. 
Pedig valószínűségszámítási és matematikai statisztikai szemlélete ezekben az elő-
adásokban is érvényesült. Éppen ezért sok problémát olyan új megvilágításban tár-
gyalt, amiről írnia is érdemes lett volna. 
A két világháború között megjelent Minerva-kötetek tanúsága szerint a közép-
európai egyetemeken sem matematikai statisztikát, sem differenciaszámítást nem 
adtak elő. Ezért van annak nagy jelentősége, hogy JORDAN K Á R O L Y munkásságának 
hazai elismerése révén Magyarországon lehetővé vált ezeknek az alkalmazásokban 
olyan fontos matematikai tárgyköröknek az előadása. Nem sok hallgatója volt. 
A Tudományegyetemről néhány matematikus hallgató és a Közgazdasági Egyetem-
ről kevesen, összesen nem többen, mint 5—6-an látogatták az előadásait. Elogy 
ezeknek mégis megvolt a maguk hatása, bizonyítja az, hogy a MTA Alkalmazott 
Matematikai Intézetének megalakulása idején, amikor ennek az intézménynek a 
legfőbb feladatkörét a valószínüségszámítás és a matematikai statisztika és alkal-
mazásaik jelentette, JORDAN K Á R O L Y volt tanítványaira építettek elsősorban. Több 
tanítványa kutatói szinten is csatlakozott azokhoz a vizsgálatokhoz, amelyeknek 
ő akkor Magyarországon egyetlen, nemzetközi szinten is kiemelkedő képviselője 
volt. 
Nemcsak közvetlen tanítványai igazolják tudományterületén kifejtett hatását. 
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című folyóirat köteteit lapozgatjuk (e folyóirat különben hosszú ideig a matematikai 
statisztikának egyetlen nemzetközi szintű folyóirata volt), a kortársak közül számos-
nak irodalomjegyzékében szerepel J O R D A N K Á R O L Y neve. Tudományos munkája 
nemzetközi szinten mozgott, mert nemzetközi érdeklődést tudott kiváltani. Széles 
körű nyelvtudása (tökéletes volt franciában, németben, angolban és olaszban) 
rendszeres és állandó jellegű levélkapcsolatot biztosított számára a korabeli vezető 
matematikusokkal, rendszeresen vett részt a matematikai statisztika konferenciáin, 
de a nemzetközi matematikai kongresszusokon is. Misem bizonyítja a nemzetközi 
matematikai statisztikai életre gyakorolt nagy hatását, mint az, hogy születésének 
100. évfordulóján a Magyar Tudományos Akadémia és a Bolyai János Matematikai 
Társulat ünnepi ülésével jóformán egyidőben Londonban, Kyotoban, a párizsi 
Sorbonne-n, New Yorkban és Sydneyben is ünnepélyes keretek között emlékeztek 
meg róla és tudományos eredményeiről. 
Páratlan, mintegy ötezer kötetet kitevő matematikai könyvtára volt, való-
színűségszámítási és matematikai statisztikai szempontból mondhatni teljes. Talán 
ez is magyarázza azt, miért dominált munkáiban annyira a történeti szempont. 
A bölcs nyugalmával fogadta ennek az értékes könyvtárnak, naplószerű feljegyzései-
nek 1956-ban történt porráégésének hírét. Hogy kutatásait továbbfolytathassa, 
jó ismerősei és volt tanítványai gyűjtöttek össze számára egy kisebb szakkönyvtárat. 
b) Tudományos munkásságát, elért jelentős eredményeit megfelelő erkölcsi 
elismerés is kísérte. 
1928-ban megkapja az Eötvös József Matematikai és Physikai Társulatnak a 
kiemelkedő eredményeket felmutató matematikusok jutalmazására alapított KÖ-
NIG G Y U L A díját. 1 9 4 7 - b e n a Magyar Tudományos Akadémia levelező tagjai 
sorába választja. 1956-ban matematikai eredményeinek elismeréseképpen megkapja 
a Kossuth-díjat. 
Tiszteletbeli elnöke volt a Bolyai János Matematikai Társulatnak, tiszteletbeli 
tagja (Honorary Fellow) a Royal Statistical Society-nek, vezetőségi tagja (Fellow) 
az Institute of Mathematical Statistics-nek, tagja volt az Institute International de 
Statistique-nek, az American Statistical Assotiation-nak, a Mathematical Society of 
London-nak, a Société Mathématique de France-nak, a Circolo Matematico di 
Palermo-nak, a Physico-Mathematical Society of Japan-nak. Tiszteletbeli tagja volt 
a Magyar Geofizikusok Társaságának, a Magyar Meteorológusok Társaságának. 
Tagja volt ezenkívül számos egyéb belföldi és külföldi egyesületnek is. 
c) Nem volna JORDAN K Á R O L Y professzorról teljes, a kép, ha nem emlékeznénk 
meg még egy-két olyan jellemvonásáról, amelyek ugyan nem kapcsolódnak közvet-
lenül tudományos munkájához, de hozzá tartoznak emberi portréjához. 
Nagy természetbarát volt, pihenését mindig a szabadban töltötte. A magas 
hegyek megmászásában az Alpokban megszerzett gyakorlatát a hazai hegymászás-
ban gyümölcsöztette. Maradandó nevet biztosított magának a tátrai csúcsok és 
gerincek egy néhányának első megmászásával. Egyetemi hallgató korában kerék-
párral járta be Nyugateurópát Svédországtól Gibraltárig, majd az akkor még na-
gyobbrészt török fennhatóság alatt álló Balkánt. Motorkerékpárjával még hatvanas 
éveiben is ötszáz km-es utat tett meg egy nap alatt Budapesttől a svájci határig. 
Nevéhez fűződik néhány hazai barlang feltárása (pálvölgyi, révi, tapolcai, tavas-
barlang). Szenvedélyes és sikeres művelője volt a vitorlássportnak. Több mint tíz 
évig ő tartotta a balatoni hosszütávú verseny gyorsasági rekordját. 
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Szellemi frissességét agg koráig megtartotta, tevékeny szelleme élete végéig 
szigorú napi beosztású munkálkodásra késztette. 
Mély humanitás jellemezte. A választási rendszerek bírálatában a tudós tárgyi-
lagossága mellett helyet kér az érző ember is, akit az elnyomottak problémái nem 
hagynak érzéketlenül. A valószínűségszámítás alapjairól, filozófiai megalapozásáról 
írott cikkei azt igazolják, hogy a fizikai és társadalmi jelenségek stochasztikus értel-
mezésén túl a stochasztikus szemlélet nála az élet minden területét szabályozó életelv, 
amelynek még az erkölcsi magatartás vonatkozásában is megvan a maga hatása, 
alkalmas arra, hogy az embereket jobbá tegye. Mi sem bizonyítja ezt jobban, mint a 
Természettudományi Közlöny 1921. évfolyamában írt cikkének ([22]) befejező sorai. 
„A logikai törvényeket nem tekintve, reánk semmi sem biztos, semmi sem lehetetlen, 
minden csak többé-kevésbbé valószínű." „A bizonyosság tudatának hiánya azonban 
nemcsak hogy nem veszteség az emberiségre, hanem inkább előny." „A gyakorlati 
életben pedig, csapások esetén a determinisztikus világnézet által nyújtott vigaszhoz, 
hogy t. i. a megtörtént dolgok szükségszerűek voltak, hozzájárul még az a bizony-
talanság, hogy nem tudhatjuk, nem jobb-e, mintha másként történt volna." „A 
bizonyosság tudatának hiánya erkölcsi szempontból is nemesítőleg hat az emberiség-
re. Ha ítélnünk kell embertársaink felett, bizonyos jóindulatot kelt az a tudat, hogy 
nem vagyunk bizonyosak abban, hogy a dolog hogyan történt, nem tudjuk, nem 
ártatlanok-e, vagy legalább nem jóval kevésbé bűnösök-e mint gondoljuk. A hangoz-
tatott eszmék nagy befolyást vannak hivatva gyakorolni az ember gondolkodási 
módjára, gyűlölet és bosszúvágy helyett szerénységet, türelmet és megértést hirdetve 
egyengetni fogják az utat a TAGORE által várt jövő világba, amelynek nem a hatalmi 
szenvedély lesz az ura, hanem a szeretet." 
Amint az idézett sorokból különösen kicsendül, JORDAN KÁROLYT humanitás-
sal áthatott tudós kutatót kell, hogy magunk előtt lássunk, valahogy úgy, ahogy 
ex libris-én látható: egy szerzetes, aki egyik kezében tollal nagy fóliánsba rója a 
sorokat, a másik keze egy urnában van, nyilván azért, hogy a tapasztalattal ellenőrizze 
teóriáját, vagy — NÉMETH LÁSZLÓ szavaival élve — hogy „a gondolhatót szembesítse 
a létezővel". Olyan kutatót kell benne magunk előtt látnunk, akinek alkalma volt 
arra, hogy igaznak tartott eszméit az egyetemen tanítványai felé, új eredményeit 
a matematikai folyóiratokon át a nemzetközi tudományos közvélemény felé és 
tudását könyvein át a jövő nemzedékek felé közvetítse. 
d) Összefoglalásként JORDAN KÁROLYra emlékezve megállapíthatjuk, hogy ő 
tekinthető a magyar valószínűségszámítási, matematikai statisztikai és differencia-
számítási vizsgálatok megindítójának és hazánkban ennek a témakörnek első nem-
zetközi elismerést is kivívó kutatójának. Ha továbbá figyelembe vesszük azt, hogy 
milyen lényegesnek tartotta az alkalmazások, a cselekvések szempontjából a szilárd 
szellemi hátteret, a matematikailag kiművelt emberfőt, Jordan Károlyt a mai termi-
nológiával élve a legnemesebb értelemben vett alkalmazott matematikusnak, szá-
mítástechnikusnak is nevezhetnénk. 
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EGY ÚJ, TÖBBDIMENZIÓS GAMMA ELOSZLÁS ÉS 
ANNAK ILLESZTÉSE EMPIRIKUS ADATOKHOZ 
PRÉKOPA ANDRÁS ÉS SZÁNTAI TAMÁS 
Budapest 
A dolgozatban egy új, többdimenziós gamma eloszlást értelmezünk. Ez együttes eloszlása egy 
olyan valószínűségi vektorváltozó komponenseinek, mely lineáris transzformáltja egy független, 
gamma eloszlású komponensekből álló valószínűségi vektorváltozónak. Megadunk olyan szimulációs 
eljárásokat, amelyek segítségével az eloszlásfüggvény bármely pontbeli értéke kielégítő pontossággal 
és elfogadható számolási idő felhasználással kiszámolható elektronikus számítógépen. A dolgozat-
ban konkrét számítási eredményeket is közlünk az eloszlás illesztésére és szimulálására vonat-
kozóan. 
1. Bevezetés 
Többdimenziós gamma eloszlásoknak azokat a többdimenziós valószínűség 
eloszlásokat nevezzük, amelyek minden egyváltozós peremeloszlása gamma eloszlás. 
A matematikai statisztikai szakirodalomban több módszer található arra, hogy 
hogyan lehet ilyen típusú többdimenziós eloszlások sűrűségfüggvényét, momentum 
generáló függvényét, illetve karakterisztikus függvényét explicite előállítani. 
Kétdimenziós esetben CHEREIYAN [2 ] vezette le független, standard gamma 
eloszlású valószínűségi változók alkalmas részletösszegeire a 
(1.1) G(t1, t2) = (1-^-^-00(1-0-^(1-^)-®. 
momentum generáló függvényt, ahol 00,6>l5 02 pozitív valós paraméterek. Az 
(1.1) karakterisztikus függvény származtatási módjából közvetlenül következik, hogy 
az általa definiált kétdimenziós valószínűség eloszlás mindkét peremeloszlása standard 
gamma eloszlás. Később RAMABHADRAN [ 1 6 ] általánosította CHEREIYAN eredményét 
a többdimenziós esetre úgy, hogy definiálta a 
-0i „ 
/ 7 ( 1 - 0 ) ^ (1.2) G(t1,ti,...,tn) = \ \ - Z h j=1 
momentum generáló függvényt, ahol 0j, j= 0, 1, . . . ,« pozitív valós paraméterek, 
és bebizonyította, hogy az ezzel definiált /г-dimenziós valószínűség eloszlás egyvál-
tozós peremeloszlásai &o+0j paraméterű standard gamma eloszlások, j= 1,2,..., n. 
Az (1.2) alatti G{t1, t2, ..., t„) momentum generáló függvény által meghatározott 
valószínűség eloszlás sűrűségfüggvényére a következő integrál előállítás nyerhető: 
(1.3) f(x1, x2, ..., x„) = 
n -í n X 
nr{0j) 
1=0 
exp 
- 2 x j i i=i f ^ o -
1 
0 J=i 
0,y = 1, ..., n, 
o)6 e("-i)xo dx0, 
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ahol x = min {лу, x2, ...,x„}. Az itt szereplő integrál kiszámolása sajnos megoldat-
lan az általános esetben. A speciális n = 2, 0 j = 0 2 = l és 0O egész esetre ismert 
azonban az f(xx, x j sűrűségfüggvény explicit előállítása is: 
(1.4) 
f(xi, x j = ( -1)« . e x p ( - x x - x j j 1 + e 
xx ^ 0, x2 & 0, 
1 - — + — - ... + ( - i ) « » - i •g8° 1 
1! 2! v ' ( 0 0 - 1 ) ! 
ahol x = min {x1; x2}. 
GAVER [3] két egymástól független, standard gamma elosztású valószínűségi 
változó negatív binomális eloszlású súlyokkal történő együttes keverésével állította 
elő a 
(1.5) Hh,tj = {(ß+m-itj(l-itj-ß}-*, a > 0 , => 0 
karakterisztikus függvényt, melyre ismét igaz az, hogy az általa meghatározott 
valószínűség eloszlás peremeloszlásai standard gamma eloszlások. Az (1.5) karak-
terisztikus függvény egyszerűen általánosítható tetszőleges n dimenziószámra is 
a következőképpen: 
(1.6) <p(tlt t2, ..., t j = {(ß+l)hd - H j - ß ) . 
VERE-JONES [17] a két dimenziós esetre bebizonyította a definiált valószínűségel-
oszlás korlátlanul oszthatóságát, az együttes sűrűségfüggvényre azonban nem is-
meretes semmiféle előállítás. 
M O R A N [13] az (eredetileg KIBBLE [8] által definiált) 
(1.7) <p(h, t j = {(1 - / f i ) ( l - / í 2 ) + cmV2}-*, oc > 0 
karakterisztikus függvényről mutatta ki, hogy az általa meghatározott kétdimenziós 
valószínűségeloszlás mindkét peremeloszlása a paraméterű standard gamma eloszlás. 
Az együttes sűrűségfüggvényre három ekvivalens előállítás is ismert, nevezetesen 
(1.8a) 
f(x1,xj= Í^(aW//!) j = 0 
2 
П k = i l á ' - ú i ) ( g O - ^ e - A xx m 0, x2 ^ 0 ; 
(1.8b) / ( x 1 ; x 2 ) = у / 
J=i г (ОС) 
1 + 2 eJLy\xj j=r 
x4 = 0, x2 ^ 0, 
ahol oc=-0, és Líj 4(x) a Laguerre-polinomot jelöli, azaz 
( 1 . 8 c ) 
f(xx, x2) = 
r(a)r(a+j) 
7! 
L'j-\x) 
1 I X,X2 |L(«-1) 
Л г (« + h) ' 
( 1 - е ) Г ( « ) ( e e L 
, vgxAQ XJ 0, йг 0, 
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ahol co-0, 0 : :
 1 és 4_i (z) a A-ad rendű, elsőfajú, módosított Bessel-függvény, azaz 
\k + 2r 
Ш = Z : 
1 
г
=ог\Г(к + г+\) 
SARMANOV [20] a sűrűségfüggvény (1.8b) alakja helyett bevezette az általánosabb 
( 1 . 9 ) / ( * , , * Н Д ^ ? ] } 1 + 2 CjL7-\Xl)Ly\x2) 
2 = 1 
xx ' 0, x2 0 
függvényt, ahol cx, c2, c3, ... nemnegatív valós számok egy olyan sorozata, amelyre 
2 с2 konvergens. Mivel 
2 = 1 
f xx-1e~xLy1(x)dx = 0, ha j s l , 
0 
azért az (1.9) alatti f(xx, x2) függvényre továbbra is teljesül az J J f ( x x , x2)dxxdx2 = 1 
о о 
feltétel. Emellett SARMANOV [20] bebizonyította, hogy annak szükséges és elégséges 
feltétele, hogy f(xx, x 2 ) = 0 is teljesüljön az, hogy a cx, c2, c3, ... számok egy olyan 
ц valószínűségi változó momentumai legyenek, amelyre P ( M i n t h o g y 
az (1.9) sűrűségfüggvény által definiált valószínűség eloszlás peremeloszlásai továbbra 
is a paraméterű standard gamma eloszlások, a tett feltevések mellett az (1.9) függ-
vény is egy kétdimenziós gamma eloszlás sűrűségfüggvényének tekinthető. SARMANOV 
[21] általánosította az (1.8b) sűrűségfüggvényt a nem szimmetrikus esetre is, amikor is 
az egyváltozós peremeloszlások különböző a{ paraméterű standard gamma eloszlások. 
Erre az esetre a sűrűségfüggvény a következő alakú: 
(1.10) 
f(x1,x2) = j [J 
U=1 
ahol cq =- а2 > 0 és 
Xfsi 
Г(а ;) 1 + 2"jL?-
1(.x1)L?-fx2) 
2 = 1 
xx ё 0, x2 ^ 0, 
= V Г(ах)Г( a2+j) 0 1. 
Г (а 2 )Г (а 1 + У) 
JENSEN egészen más irányú meggondolással jutott egy az (1.8b) sűrűségfüggvénnyel 
V 
analóg, kétdimenziós sűrűségfüggvényre (lásd [5]). Nevezetesen a <+ = 2 r i l<> 
j= 1, 2, ..., n valószínűségi változók együttes eloszlását vizsgálta, ahol (tjkl, ..., rikn), 
/с = 1 , 2 , ..., v kölcsönösen független, standard я-dimenziós normális eloszlású 
valószínűségi vektor változók I k kovarianciamátrixszal (melyek nem feltétlen 
azonosak minden A-ra). n = 2 esetén és együttes karakterisztikus függvényére 
(1.11) 
<P(ti, h) = [1 — 2г/)(1 — 2ü2)]~v/a 2 C j ( Q x , Q 2 , . . . , gv) { - ( 1 _ 2 / ) ( T 3 7 ü ) } 
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adódott, ahol 
cytei, q2, gv) = z - - - 2 
Ji+-+jv=j 
ajißi) = QVT 7 + i - j [Ur(j+1)]-1 
és Qi az rjn és Í;12 valószínűségi változók korrelációs együtthatója. çx és ç2 együttes 
sűrűségfüggvénye pedig 
(1.12) 
Л
Х1>Х2) 
и=1 2
v/2r(v/2) 2 ' 
Aj ^ 0, x2 S 0. 
JENSEN [5] и = 3 esetén is meghatározta c l 5 é2, é3 együttes valószínűség eloszlását, 
valamint általános n esetén ..., együttes eloszlását, feltéve, hogy a Xk kova-
rianciamátrixok mind úgynevezett Jacobi-alakúak, azaz csupa zéró elemet tartal-
maznak, eltekintve a fődiagonálistól és a vele szomszédos két mellék diagonálistól. 
ZAI-IAROV és munkatársai [ 1 9 ] az (1.8c) alakú sűrűségfüggvény egy többdimenziós 
analógját vezették le: 
( 1 . 1 3 ) / ( x j , x2 , ...,x„) = 
(xixnMi2n)v / 2 _ 1 exp í— Z x J X j ) n_1 v
 j=1 7 ГТ 
^v/2 
ahol 
(n-1 \v/2 n 
я M ''(v/2) И -i = l Z i = l 
n-l 
K= п 
i = 1 
П h,2-1 2 
1 — 0Í 0Í-1 
l7ixixi + l 
XiXi+1 y 
Qo = 0, 
Xj s 0 , j = 1, . . . ,я, 
l - e ? 
,
 = g r ( i - g ? - i ) ( i - e f + i ) 
'' ( i - g f _ i g f ) ( i - g ? g ? + i ) ' 
( i - g f - i ) ( i - g p 
l - g f - i g f 
és / ( . ) az elsőfajú módosított Bessel-függvény. 
KRISHNAIAH és munkatársai [9] a többdimenziós normális eloszlásból nyertek 
először többdimenziós ^-eloszlást, majd ebből általánosításképpen többdimenziós 
gamma eloszlást. A módszerük lényege a következő. Legyen (£ ls ..., £„) egy 
я-dimenziós normális eloszlású valószínűségi vektor változó g várható érték vektor-
ral és L = (erÍJ)",X=I kovarianciamátrixszal, ahol <Т
И
 = 1, 7=1, 2, ..., я (azaz a E kova-
rianciamátrix egyúttal korrelációs mátrix is). Tekintsünk a ..., c„) valószínűségi 
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vektorváltozóra egy v-elemű statisztikai mintát, azaz tekintsük az 
Xll> *12> •••) Xln 
x21, X22, • • •, X2n 
xvl ,
 Xv2 5 Î xvn 
mátrixot, amely minden sora egymástól független, és a (çu ç2 , ..., ç„) valószínűségi 
vektorváltozóval azonos eloszlású véletlen vektort reprezentál. Ha most definiáljuk az 
( 1 . 1 4 ) Sj= 2(Xij-x.j)\ j = 1 , 2 , ..., n 
i = l 
1 v 
statisztikákat, ahol x.j=— 2 xíj> akkor S r , S2,..., Sn mindegyike xl-i eloszlású, V i=1 
és így az együttes eloszlásuk úgy tekinthető, mint egy többdimenziós / 2 eloszlás. 
KRISHNAMOORTHY és PARTHASARATHY [11] , valamint L U K A C S és LAHA [12] meg-
mutatták, hogy Slt S2, ..., S„ együttes karakterisztikus függvénye: 
V 
( 1 . 1 5 ) tp(ílf t2, ..., t„) = | I — 2 I ' £ D T | _ 2 , 
ahol / az «-dimenziós egységmátrix és D( = diag ( f , ..., t„) diagonál mátrix. Ahhoz, 
hogy az (1.5) karakterisztikus függvényt egy «-dimenziós gamma eloszlás karak-
V 
terisztikus függvényének tekinthessük, a — — kitevőt egy tetszőleges v > 0 valós szám 
negatívjával kellene helyettesíteni. Sajnos azonban az ilyen helyettesítés nem enged-
hető meg teljesen általánosan. KRISNAIAH és R A O [10] ugyanis alkalmas ellen-
példával megmutatták, hogy az ( 1 . 1 5 ) karakterisztikus függvény korlátlan osztható-
ságának a feltételezése nélkül az ilyen helyettesítés nem karakterisztikus függvényt is 
eredményezhet. M O R A N és VERE-JONES [14] bizonyították be, hogy Slt S2, ..., S„ 
együttes eloszlása az igen speciális <T;j = Ö-, i,j=l, 2, ..., n esetben, valamint « = 3 
esetén a 
1 a o2^ 
S = a 1 a 
speciális esetben korlátlanul osztható. Ezért ezekre az esetekre a 
( 1 . 1 6 ) <p{h,t2,...,tn) = | I - 2 I E D , | - » 
karakterisztikus függvény valóban olyan «-dimenziós valószínűség eloszlást definiál, 
amely egyváltozós peremeloszlásai standard gamma eloszlások. Az így definiált 
többdimenziós gamma eloszlás együttes eloszlásfüggvénye azonban csak az « = 2 
esetben ismert: 
( 1 . 1 7 ) 
P(S, < S2 < s2) = 2cjP(xl-1+2i S (1 — cr2) - 1 .^)P(/2_1 + 2 j(1 — cr2)-1s2), j = 0 
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ahol 
T | T ( v - l )+j (l-<72) г 0.-1) fii 
ß 
Megjegyezzük, hogy mivel c0, съ c2, ... az 
1 a2 l - | ( v -D 
1 - a 2 
negatív binomiális kifejtésének az együtthatóival egyenlő, azért 2 cj = ' > és 
t=o 
így S4 és S2 együttes eloszlása úgy is tekinthető, mint azon együttes eloszlások 
Cj súlyokkal képezett keverése, amelyekben a peremeloszlások egymástól független 
ZV-i+2j eloszlások. A cr ; j=a, i,j= 1, 2 , . . . , n speciális esetre JOHNSON [6] javasolt 
egy közelítő formulát az együttes eloszlásfüggvény számolására, ez azonban négynél 
nagyobb dimenziószám esetén már csak igen durva közelítést eredményez. 
Végül JENSEN a [4] dolgozatában a Ç2 , . . . , Çp) p-dimenziós, nulla várható 
érték vektorú és E kovarianciamátrixú normális eloszlású valószínűségi vektor-
változó elemeit particionálta n csoportra ..., Ц ) , (£P l + 1 , ..., £р1+рг), ..., 
. . . ,Rp_p n + 1 , ..., Çp)], majd az így particionálí valószínűségi vektorváltozóra tekin-
tett egy V elemű statisztikai mintát: x j = ( x y , x2j, ..., xpJ), j=\, 2, ..., v. Ekkor 
a bevezetett particionálásnak megfelelően mind a E kovarianciamátrix, mind az 
V 
S = 2 x j x j Wishart-mátrix a következő alakban állítható elő: 
J=I 
' E U E 1 2 . . . E L N ) S n S 1 2 . . . S l n 
2-21 ^22 ••• 
. . . E „ 
S = S o i So. 
ч Snl S„2... s„ 
Ha most képezzük az Ej—tr SyyEj}1, j=l, 2, . . . ,« valószínűségi változókat, akkor 
ezek mindegyike vpj szabadsági fokú y2 eloszlású (lásd pl. [7] 35. fejezet, 2. rész). 
Ezért Ej, Y2, ..., Yn együttes eloszlása úgy tekinthető, mint egy többdimenziós 
Z2 eloszlás, vagy általánosabban (v és p j értékeire pozitív valós értékeket is megen-
gedve), mint egy többdimenziós gamma eloszlás. Az együttes karakterisztikus függ-
vény most 
(1.18) <p(h,t2,...,tn) = |I —2i'D(í)E|_v/2 
alakú, ahol I p-dimenziós egységmátrix és D(í) = diag (í4 Efi1, ..., tn E"1), egy „blokk-
diagonális" mátrix. Az (1.15) és (1.18) karakterisztikus függvények egybevetéséből 
látható, hogy a most levezetett többdimenziós eloszlás úgy is tekinthető, mint 
a KRISHNAIAH és munkatársai [9] által vizsgált többdimenziós gamma eloszlás álta-
lánosítása. JENSEN [4] előállította az együttes sűrűségfüggvényt is, amely azonban túl 
bonyolult ahhoz, hogy gyakorlati számolásokra alkalmas legyen. 
A cikkünkben olyan új típusú többdimenziós gamma eloszlásokat definiálunk, 
amelyek úgy is tekinthetők, mint CHEREIYAN [2], illetve RAMABHADRAN [16] ered-
ményeinek az általánosítása. A célunk az volt, hogy olyan többdimenziós gamma 
eloszlást állítsunk elő, amely sikerrel illeszthető bármely olyan «-dimenziós statisz-
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tikai mintára, amely minden komponense tetszőleges paraméterű gamma eloszlású 
statisztikai sokaságból vett mintának tekinthető, és amely komponensei között 
nemnegatív korrelációk állnak fent. Az eddig ismert többdimenziós gamma elosz-
lások ezt nem teszik lehetővé, hiszen például az (1.3) együttes sűrűségfüggvény 
esetén az /-edik és a y'-edik változó közötti 7+ korrelációs együtthatóra az 
i 
Гц = 6>0[(6>o+ 0i)(0o + 0j)]~2, i,j = 1, 2, . . . , n 
összefüggéseknek kell fennállni, az (1.6) karakterisztikus függvény, az (1.13) sürüség-
függvény, valamint az (1.15) és (1.18) karakterisztikus függvények által definiált 
többdimenziós gamma eloszlások pedig mind olyanok, hogy az egyváltozós perem-
eloszlásaik mind azonos paraméterű standard gamma eloszlások. Nem törekedtünk 
az előállított többdimenziós gamma eloszlás együttes sűrűségfüggvényének vagy 
eloszlásfüggvényének az explicit kifejezésére, hiszen az eddig ismert többdimenziós 
gamma sűrűségfüggvények arra engednek következtetni, hogy az a bonyolultsága 
miatt úgysem lenne alkalmas gyakorlati számolások céljára. Ehelyett leírjuk azokat 
a szimulációs eljárásokat, amelyek segítségével az eloszlásfüggvény bármely pontbeli 
értéke kielégítő pontossággal meghatározható. Megjegyezzük, hogy a többdimenziós 
normális eloszlás eloszlásfüggvény értékeinek a számolása is szimulációs módszere-
ket igényel, holott annak a sűrűségfüggvénye igen egyszerű, explicit alakban áll 
rendelkezésünkre. A dolgozat 5. szakaszában számítási eredményeket közlünk 
a bevezetett többdimenziós gamma eloszlás illesztésére és szimulálására. 
2. Az új többdimenziós gamma eloszlás értelmezése 
Mindenekelőtt megjegyezzük, hogy ha egy /7 valószínűségi változó sűrűség-
függvénye zéró, ha x < 0 és 
(2.1) x 9 - 1 ? -* , ha x > 0, 
ahol 9 pozitív állandó, akkor 
(2.2) E(ri) = D\n) = 9. 
E a várható érték, D pedig a szórás jele. Ismeretes továbbá, hogy ha rj, és i/2 független 
valószínűségi változók, külön-külön vett sűrűségfüggvényeik (2.1) típusúak 9 l5 illetve 
92 paraméterrel, akkor 171 + 1/2 sűrűségfüggvénye is (2.1) típusú és paramétere 9 t + 92 . 
Az új többdimenziós gamma eloszlás bevezetésének a szükségessége oly módon 
merül fel, hogy adottak bizonyos ..., Çn valószínűségi változók, melyek külön-
külön mind (2.1) típusú gamma eloszlással bírnak, ismert 0 l 5 0 2 , . . . , 0„ para-
méterekkel, továbbá ismert C—(cik) kovarianciamátrixszal, meghatározandó egy 
olyan többméretű eloszlás, mely teljesíti az előbbi feltételeket. A meghatározáson 
konstrukciót értünk és nem csupán a létezés eldöntését. Az alkalmazási feladatok-
ban az adott eloszlással kapcsolatos számértékek (pl. az eloszlásfüggvény értékei) 
megközelítése szimulációval történik, ehhez pedig az eloszlás konstruktív előállításá-
nak az ismerete is szükséges. 
Jelölje % a £2, ..., komponensekből álló valószínűségi vektorváltozót. 
Ha egy t] valószínűségi vektorváltozó komponensei függetlenek és (2.1) típusú 
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sűrííségfiiggvényű gamma eloszlással bírnak, nem feltétlenül egyenlő paraméterekkel, 
akkor ha az A mátrix 0, 1 elemekből áll, az 
(2.3) Alj 
valószínűségi vektorváltozó komponensei is (2.1) típusú gamma eloszlásúak. Már-
most olyan, előbb említett tulajdonságú ц valószínűségi vektorváltozót és A mát-
rixot keresünk, hogy Arç komponenseinek eloszlásai rendre megegyezzenek kom-
ponenseinek eloszlásaival, továbbá Arj kovariancia mátrixa egyenlő legyen C-vel, 
a \ valószínűségi vektorváltozó kovarianciamátrixával. Az rj valószínűségi vektor-
változó keresése természetesen eloszlásban értendő, vagyis, minthogy komponensei-
nek együttes eloszlását a paramétereik meghatározzák, végeredményben az TTÍrjj^D 
paramétervektort keressük. 
Eddig még nem rögzítettük t | komponenseinek a számát. Nyilvánvaló, hogy 
a fent leirt követelmények teljesítésére akkor van nagyobb reményünk, ha az A mátrix 
a lehető legtöbb oszlopból áll. Minthogy A minden oszlopa 0, 1 komponensekből 
alkotott vektor kell hogy legyen, ebből azonnal adódik, hogy a maximális oszlop-
szám 2" — 1, hiszen az и-méretű, 0, 1 komponensű vektorok száma 2", ám a zéró 
vektort figyelmen kívül lehet hagyni. Pl. az « = 4 esetben az A mátrix a következő 
módon írható fel (az oszlopok sorrendjét önkényesen rögzíthetjük): 
( 2 . 4 ) A = 
(1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 
0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 
0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 
(0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 
A fentiek alapján az illeszthetőség feltétele az alábbi lineáris feltételrendszer-
ben foglalható össze 
(2.5) A9 = 0, 
(2.6) A9 = c, 
(2.7) 
ahol с а С kovarianciamátrix c n , ..., c„„, c12, ..., cln, c23, ..., c2„, ..., c„_ l in elemei-
ből, mint egymást ebben a sorrendben követő komponensekből alkotott — (n+1)-
méretű vektor, Â egy y ( « + l ) X ( 2 n —1) méretű mátrix. Az utóbbi oly módon szár-
mazik, hogy előbb leírjuk A sorait, majd az egyes sorok elemenkénti szorzatai révén 
alkotunk új sorokat; előbb az első sort szorozzuk a másodikkal, ..., «-edikkel, 
majd a második sort szorozzuk a harmadikkal, ..., «-edikkel, ..., végül az (« — l)-edik 
sort szorozzuk az «-edikkel. 
A (2.2) relációra való tekintettel (2.6) első « feltétele azonos a (2.5) feltétel-
rendszerrel, emiatt a továbbiakban csak a (2.6), (2.7) feltételek említésére szorít-
Alkcilmuzott Matematikai Lapok l (1975) 
EG Y ÜJ, TÖBBDIMENZIÓS GAMMA ELOSZLÁS 307 
kozunk. Az n=4 esetben a (2.6) feltételrendszer részletes alakja a következő: 
$i + 3 5 + 36 + 37 + $11+ $12+ $13 +$15 — C11 
$2 +$5 $8 + $9 + $11 + $12 + $14 + $15 — C22 
$3 + $6 + $8 + $10 + $11 + $13 + $14 + $15 = C33 
$4 + $7 + $9 + $10 + $12 + $13 + $14 + $15 = C44 
(2.8) 35 + $11 + $12 + $15 — C12 
$6 +$11 +$13 +$15 = C13 
$7 +$12+ $13 +$15 = C13 
$8 +$11 +$14+ $15 = С 23 
$9 +$12 + $14 + $15 = C24 
$10 + $13 + $14 + $15 = C34 
Jóllehet elsősorban közelítő eloszlás keresését tűztük célul magunk elé, ettől 
el is vonatkoztathatunk és a <£ = Ar| valószínűségi vektorváltozó eloszlását új több-
dimenziós gamma eloszlásnak tekinthetjük. 
Az illeszthetőség (2.6) feltételéhez a következő megjegyzéseket fűzzük. 
1. Megjegyzés. Bár az At] kifejezésben 2" — 1 számú rj valószínűségi változót 
szerepeltetünk, a konkrét alkalmazás során sohasem kell у n(n+ l)-nél több való-
színűségi változót használnunk. Ez az észrevétel igen lényeges az illesztés gyakorlati 
használhatóságát illetően, hiszen 2"—1 lényegesen gyorsabban nő n növekedtével, 
mint — n(n +1). Az állítás közvetlenül adódik abból a tényből, hogy a (2.6) egyenlet-
2
 ~ 1 
rendszerben szereplő A mátrix rangja mindig kisebb vagy egyenlő mint y n ( n + l ) , 
pontosabban, egyenlő а С kovarianciamátrix felső háromszög részében található 
nem nulla elemek számával, és a lineáris programozás elméletéből ismert (lásd [ 1 5 ] ) , 
hogy ha létezik a (2.6) egyenletrendszernek nemnegatív 9 megoldásvektora, akkor 
mindig létezik legalább egy olyan megoldásvektor is, amelyben a nem nulla kompo-
nensek száma kisebb vagy egyenlő, mint az A mátrix rangja. Az a tény, hogy több 
9 megoldásvektor is létezhet, összhangban van K R I S H N A I A H és R A O [ 1 0 ] azon észre-
vételével, hogy ellentétben a többdimenziós normális eloszlással, a többdimenziós 
gamma eloszlást nem határozzák meg egyértelműen az egyváltozós peremeloszlásai-
nak a paraméterei és a kovarianciamátrixa. 
2. Megjegyzés. Nem minden nemnegatív elemű, pozitív définit С mátrixhoz 
találhatók olyan 9 ; ^ 0 valós számok, hogy a (2.6) egyenlőségek teljesülnek. Ennek 
igazolására egyszerű példát mutatunk az 5. szakaszban. Sejteni lehet azonban, 
hogy minél nagyobb a dimenziószám, pontosabban, minél több а С kovariancia-
mátrix nemzéró elemeinek a száma, annál valószínűbb, hogy létezik a (2.6) egyenlet-
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rendszernek nemnegatív komponensekből álló S megoldásvektora. (Ekkor ugyanis 
az egyenletrendszer változóinak a száma lényegesen gyorsabban nő, mint a sorainak 
a száma.) Az 5. szakaszban mutatunk példát ennek a sejtésnek az alátámasztására, 
nevezetesen megadunk egy olyan négydimenziós kovarianciamátrixot, melynek 
esetében nincs (2.6)-ot teljesítő 9, mégis a nemzéró elemek számát növelve, már 
létezik nemnegatív megoldása a (2.6) egyenletrendszernek. Megjegyezzük, hogy 
a kovarianciamátrix nemzéró elemeinek a számát csupán a dimenziószám növelésével 
gyarapítva, ez az eredmény nem mindig érhető el, hiszen az illeszthetőség egy nyilván-
való szükséges feltétele, hogy a valószínűségi változók bármely részhalmazához 
illeszthető legyen ilyen típusú többdimenziós gamma eloszlás. 
3. Megjegyzés. Hasonló módon értelmezhető új többdimenziós Poisson-eloszlás 
és további többdimenziós eloszlás is, csupán arra van szükségünk, hogy rj kompo-
nensei függetlenek legyenek és minden esetén fennálljon az E(t]i) = D2(r]i) egyen-
lőség. 
3. A többdimenziós gamma eloszlás illesztése 
A bevezetett többdimenziós gamma eloszlás illesztésének a problémája csupán 
a 9,- paramétereknek a meghatározását jelenti, z'=l, 2, ... 2"—1. Ezeket a paraméter 
értékeket pedig úgy kell megválasztani, hogy azok eleget tegyenek a (2.6), (2.7) 
feltételeknek. Erre egy alkalmas algoritmus a lineáris programozás szimplex algo-
ritmusának az első fázisa. Ez biztosítja, hogy az előállításban nem fog —-n(n+ l)-nél 
1 , 
több ц valószínűségi változó szerepelni (nem lesz — n(n + l)-nél több nullától külön-
böző Sí paraméter érték), és ugyanakkor véges sok lépésben azt is kimutatja, hogy 
egyáltalán illeszthető-e pontosan az adott и-dimenziós statisztikai sokasághoz ilyen 
típusú többdimenziós gamma eloszlás. Tekintettel az előző szakasz 2. megjegyzésére, 
a szimplex algoritmus első fázisát célszerű kisebb módosítással úgy végrehajtani, 
hogy közben a (2.6)-beli egyenlőségektől való eltérések abszolút értékeinek (vagy 
négyzeteinek) az összegét minimalizáljuk, vagy esetleg úgy, hogy a legnagyobb abszo-
lút értékű eltérést minimalizáljuk. Ekkor, ha a megoldó algoritmus végén az tűnne ki, 
hogy nem lehet az adott и-dimenziós statisztikai sokasághoz pontosan illeszteni 
ilyen típusú többdimenziós gamma eloszlást, akkor is állíthatjuk, hogy a nyert 
többdimenziós gamma eloszlás bizonyos értelemben a lehető legközelebb van 
% eloszlásához, és sok esetben ez a közelítés a gyakorlatban még megengedhető. 
A továbbiakban vázlatosan ismertetjük a fent említett háromféle közelítés megoldási 
módját. 
Az eltérések abszolút értékei összegének a minimalizálása 
Vezessük be a (2.6) egyenlőségekhez az н ^ О és a / = 1 , 2 , . . . , - | я ( и + 1 ) 
mesterséges változókat a következőképpen: 
lu - Iv + Â 3 = c, 
ahol I az Á n(n + l)-dimenziós egységmátrix, u és v pedig a mesterséges változókból 
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alkotott — »(« +Íj-dimenziós vektorok. Ha ezek után megoldjuk az 
Iu - Iv + AS = с, 
(3.1) u = 0, v SÏ 0, 3 = 0, 
2 
min Z ui+ Z vi 
i=l 
lineáris programozási feladatot, akkor abban az esetben, ha a minimum érték nullával 
egyenlő, a (2.6) egyenlőségekre pontos nemnegatív 3 megoldásvektort nyerünk, 
ha pedig a minimum érték pozitív, akkor olyan nemnegatív 3 megoldásvektort 
nyerünk, melynek esetében a (2.6) egyenlőségekben az eltérések abszolút értékeinek 
az összege minimális. Megjegyezzük, hogy mivel а с jobboldali vektor komponensei 
mind nemnegatívak, megengedett indulóbázisként használhatjuk az uh / = 1 , 2 , ..., 
и(и + 1) mesterséges változók oszlopvektoraiból alkotott egységmátrixot. 
Kis módosítással olyan algoritmust is meg tudunk adni, mely minden esetben 
biztosítja azt, hogy a (2.6) egyenlőségek közül az első n számú valóban egyenlőséggel 
teljesüljön és emellett a további egyenlőségektől való eltérések abszolút értékeinek 
az összege minimális legyen. Ez a közelítés a gyakorlatban azért érdekes, mert az 
első n egyenlőség fennállása a peremeloszlások pontos illeszkedését biztosítja, ami 
fontosabb lehet, mint a kovarianciák pontos illeszkedése. Ez úgy érhető elv hogy 
a (3.1) lineáris programozási feladatban elhagyjuk az u„u2, ...,»„ és v„v2, ...,vn 
mesterséges változókat, és az ezáltal a megengedett indulóbázisunkból elhagyott 
egységvektorokat az A mátrixban mindig meglevő, velük azonos vektorokkal pótol-
juk. Eszerint eljárva, n — 3 esetén a megoldandó lineáris programozási feladat 
a következő: 
щ s 0, м5 s 0, щ fe 0, ti Ë 0, »s ê 0, re а 0, 9, ïê 0, 92 ÈÊ 0, 93 0, У4 = 0, 95 ^ 0, 
és megengedett indulóbázisként а 9„ 92, У4, и4, м5 és м6 változókhoz tartozó egység-
vektorokból képezett egységmátrixot használhatjuk. 
»4 
9i + 35 + 96 + 97 — cu 
92 + 93 + 9e + 97 = c2 2 
9, +93 + 9 6 + 9 7 = C33 
+ 96 + У7 = c12 
+ 93 
+ 9 5 + 3 7 = c13 
+ 97 = c23 
9
в
 ^ 0, У7 ё о 
min (и4 + w6 + Me + Vi +1'5 + ve), 
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Az eltérések négyzetösszegének a minimalizálása 
A (2.6) egyenlőségekhez most csak az и
ь
 / = 1 , 2 , ..., ~ n ( n + 1) mesterséges válto-
zókat kell bevezetni, amelyekről nem tételezzük fel a nemnegativitást, azaz amelyek 
tetszőleges valós értékeket felvehetnek. A megoldandó feladat most egy igen egyszerű 
szerkezetű kvadratikus programozási feladat lesz: 
Iu + Á9 = c, 
(3.2) 9 + 0, 
i-nCn+l) 
min 2 иЬ í=í 
ahol I ismét az у n{n + l)-dimenziós egységmátrix, u pedig a mesterséges változók-
ból képezett у n(n+1/dimenziós vektor. Ez a feladat is megoldható a szimplex 
algoritmus egy alkalmasan módosított első fázisának a segítségével. W O L F E [ 1 8 ] 
módszerét követve, az 
Iu + АЭ = c 
(3.3) — 2Iu - I k = 0 
- Ä ' k + Iv = 0, 
illetve a vele ekvivalens 
lu + Ä9 = с 
(3.3a) 2Ä'u + Iv = 0 
egyenlőségrendszer tetszőleges u, 9 + 0 és v + 0 megoldását kellene meghatározni 
a pótlólagos v'9 = 0 ortogonalitási feltétel egyidejű figyelembevételével, ahol 
А'=(А
г
, A„, ..., Ax ) és v ' = ( i r , ..., U 2 N - I ) segédváltozók. W O L F E közölte a szimp-
lex algoritmus első fázisának azt a módosítását, amellyel az ortogonalitási feltételt is 
könnyen figyelembe lehet venni, ezt az algoritmust azonban a mi feladatunkra nem 
lenne célszerű alkalmazni, tekintettel arra, hogy a (3.3a) egyenlőségrendszerben mind 
a sorok száma ^y«(« + l) + 2"—lj, mind az oszlopok száma ^ « ( « + 1)4-2(2"— l ) j 
igen gyorsan nő n növekedtével. Bizonyára lehetne találni a (3.2) kvadratikus prog-
ramozási feladat megoldására más, sokkal könnyebben végrehajtható nemlineáris 
programozási eljárást, azonban nem valószínű, hogy az lényegesen gyorsabb lenne 
a (3.1) lineáris programozási feladat megoldásánál. Ezért a bevezetett többdimenziós 
gamma eloszlás illesztését a statisztikában gyakrabban alkalmazott „legkisebb négy-
zetek" közelítés helyett most célszerűbb a „legkisebb abszolút eltérések" közelítéssel 
elvégezni. 
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A maximális abszolút eltérés minimalizálása 
A (2.6) egyenlőségekhez most először csak egyetlen y s O változót vezessünk 
be úgy, hogy mindegyik egyenlőségtől való eltérés abszolút értékére írjuk elő, hogy 
az ennél az у változónál csak kisebb, vagy egyenlő értékű lehessen : 
Â9 - с ä í j 
(3.4) 
- Ä9 + с ^ ly, 
ahol Г = (1, 1, . . . , 1), egy csupa egyesekből álló, \ г п ( п + l)-dimenziós vektor. Az 
2
 1 
egyenlőtlenségek eltüntetésére további n(n+1) számú и
г
, г=1, 2, ..., — n(n+l) és 
1 2 
vt, i = l , 2 , . . . , — n(n +1) nemnegatív segédváltozókat bevezetve nyerjük a következő 
ekvivalens feltételrendszert: 
Iu + À9 - ly = с 
(3.4a) 
Iv — À9 — ly — — c. 
Ha ezek után a nemnegativitási feltételeknek és a (3.4a) feltételeknek eleget tevő 
u, V, 9, у változó értékekre az у értékét minimalizáljuk, azaz az 
lu + Â 9 —ly = с 
(3.5) Iv — À9 — ly = — с 
u s О, V == 0, 9 ^ o,y is 0 
min y 
lineáris programozási feladatot megoldjuk, akkor könnyen belátható, hogy olyan 
9 megoldásvektort nyerünk, amelyre a (2.6) egyenlőségektől való eltérések közül 
a legnagyobb abszolút értékű eltérés is a lehető legkisebb. A (3.5) lineáris progra-
mozási feladatban a feltételi sorok száma duplázódott csak meg a (3.1) feladathoz 
képest és egyetlen újabb változót kellett bevezetni, így ez a feladat is viszonylag 
egyszerűen megoldható. Megjegyezzük, hogy bár az щ és a v, változókhoz tartozó 
egységvektorokból alkotott egységmátrix most nem szolgáltat triviális megengedett 
indulóbázist, tulajdonképpen most is elegendő a szimplex algoritmusnak csak az 
egyik fázisát végrehajtani. Ha ugyanis az y változóhoz tartozó, csupa mínusz egye-
sekből álló oszlopvektorral helyettesítjük az egységmátrix azon oszlopát, amely 
a legnegatívabb — c; jobb oldali értékeknek megfelelő vt változóhoz tartozik, akkor 
az így keletkező mátrix már megengedett indulóbázisa lesz a (3.5) lineáris progra-
mozási feladatnak. 
Mind a (3.1), mind a (3.5) lineáris programozási feladatot a módosított szimplex 
algoritmussal célszerű megoldani, amely megoldás során a feladat együttható mát-
rixát nem tároljuk, hanem annak egyes oszlopait szükség szerint generáljuk. Az 
oszlopok generálása az A mátrix speciális alakja miatt igen hatékonyan hajtható 
végre, ezért megvan a reális lehetősége annak, hogy 10—15 (esetleg 20) dimenziós 
gamma eloszlások illesztését is el lehessen végezni. 
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Az eddigiek során mindig csak olyan többdimenziós gamma eloszlás illesztésé-
ről beszéltünk, melynek egyváltozós peremeloszlásai standard gamma eloszlások. 
Ha azonban figyelembe vesszük, hogy egy általános A=»0 és 9 > 0 paraméterű gamma 
eloszlású valószínűségi változó A-szorosa paraméterű standard gamma eloszlású, 
továbbá, hogy tetszőleges A,>0, / v > 0 esetén 
(3.6) c o v ( l ^ , , ?.j£j) = AJAJCOV (£;, Ci), 
akkor ha a standard gamma peremeloszlású többdimenziós gamma eloszlás illesz-
tését a (3.6) szerint módosított kovariancia értékekre végezzük el, az így kapott 
valószínűségi változók--szorosai , / = 1 , 2 , . . . ,«, már a kívánt eloszlásúak lesznek. 
A; 
4. Feltételes eloszlások 
Ebben a szakaszban azzal a kérdéssel foglalkozunk, hogy a Ç = ATI valószínű-
ségi vektorváltozó komponenseinek hogyan alakul az együttes eloszlása egy adott 
komponens értékének rögzített számként való feltételezése mellett. Rögzítsük mond-
juk Ci értékét. Vezessük be az r = — n(n +1) jelölést. Állapodjunk meg továbbá abban, 
hogy a (2 , ...,Cr valószínűségi változókban foglalt, és Ci-gyel közös n-beli kompo-
nensek összegeit rendre 
jelölik. Végül legyenek 
Ismeretes, hogy a 
/-(í) n i) 
(4.1) Ц - , . . . , ^ -
Si Si 
n l) 
valószínűségi változók külön-külön béta eloszlásúak, —— paraméterei E(C[l)), E(C)2>), 
Si 
továbbá, hogy ezek függetlenek Ci-től. A (4.1) hányadosok ugyanis olyan valószínű-
ségi változók részletösszegei, melyek maguk is hányadosok, közös, Ci nevezővel és 
egy-egy olyan ipkomponenssel, mint számlálóval, mely Ci előállításában szerepel; 
ez utóbbiak Çi-rôl való függetlensége közismert. 
Tekintsük ezek után a £2, ..., Cr valószínűségi változók feltételes eloszlás-
függvényét a Ci=Zi feltétel mellett. Azt kapjuk, hogy 
P(C2 < z2, Cr < zr\Cl = z l) = 
= да + CI2) < Z2 , . . . , Cr(1)+Cr(2) < zr|Cl = Zl) = (4.2) 
r(l) r(l) 
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Eszerint a feltételes eloszlás azonos a 
(4.3) ziP + Y 
valószínűségi vektorváltozó eloszlásával, ahol ß a (4.1) komponensekkel bíró, 
y pedig a Ç|2), ...,ÇP(2) komponensekkel bíró, r — 1 méretű valószínűségi vektor-
változó, és ß és у függetlenek, у eloszlása az e dolgozatban bevezetett többméretű 
gamma eloszlás, ß komponensei pedig hasonló módon épülnek fel egy Dirichlet-
eloszlású valószínűségi vektorváltozó komponenseiből. A Dirichlet-eloszlású való-
színűségi vektorváltozó komponensei béta eloszlásúak, erre való tekintettel ß el-
oszlását speciális többdimenziós béta eloszlásnak tekintjük. 
A (4.3) valószínűségi vektorváltozó várható értéke a zx változó lineáris függ-
vénye. Ebből következik, hogy tetszőleges f ( M l ) valószínűségi változó f - r e 
vonatkozó, és általában f-re vonatkozó (iVy) regressziója lineáris. 
Érdemes felhívni a figyelmet arra, hogy az új gamma együttes eloszlással bíró 
4 valószínűségi vektorváltozó komponensei akkor és csak akkor függetlenek, ha 
korrelálatlanok. 
5. Számítási eredmények 
A dolgozatban ismertetett többdimenziós gamma eloszlást első ízben a Tisza 
Tokajnál mért havi vízhozam adataira illesztettük. Mivel csak a vízben szegény 
hónapokra korlátoztuk a vizsgálatainkat, hat darab f , valószínűségi 
változónk volt, amelyek rendre az április, május, ..., szeptember havi vízhozam 
mennyiségeknek feleltek meg, millió köbméter mértékegységben. Mindegyik való-
színűségi változóra 60 megfigyeléssel rendelkeztünk, amelyeket az 1901 és 1960 
között mért vízállásadatokból határoztak meg hidrológiai számításokkal. A vál-
tozók empirikus várható értékei 
Xj = 2337,21, x2 = 1725,96, x3 = 1095,64, 
x4 = 985,96, x5 = 734,24, x6 = 728,44, 
empirikus szórásai pedig 
^ = 1 1 1 0 , 7 2 , s2 = 958,27, s3 = 522,99, 
j4 = 696,68, s5 = 553,40, s6 = 768,59. 
Az empirikus korreláció mátrix a következő 
R = 
1,000 
0,646 
0,317 
0,000 
0,070 
0,174 
0,646 
1,000 
0,532 
0,229 
0,201 
0,139 
0,317 
0,532 
1,000 
0,437 
0,284 
0,334 
0,000 
0,229 
0,437 
1,000 
0,746 
0,274 
0,070 
0,201 
0,284 
0,746 
1,000 
0,382 
0,174 
0,139 
0,334 
0,274 
0,382 
1,000 
Az egyváltozós peremeloszlásokhoz illesztett gamma eloszlásokra a paraméter-
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értékeket és az illeszkedés jóságára jellemző /2-értékeket, szabadsági fokokat és 
valószínűség értékeket a következő táblázatban foglaljuk össze: 
я » *
2 f p 
ápr i l i s 0 , 0 0 1 8 9 4 5 4 ,4277 1 ,4819 3 68 ,65% 
m á j u s 0 . 0 0 1 8 7 9 6 3 ,2441 3 ,8552 3 27 ,75% 
Jun ius 0 , 0 0 4 0 0 5 7 4 ,3888 1,9108 3 59 ,11% 
jú l i u s 0 . 0 0 2 0 3 1 4 2 , 0 0 2 9 2 ,3391 3 50 ,51% 
a u g u s z t u s 0 , 0 0 2 3 9 7 5 1 ,7603 3 ,2591 2 19,70% 
s z e p t e m b e r 0 , 0 0 1 2 3 3 1 0 ,8983 1,1012 2 57 ,66% 
A fenti táblázatban a P érték annak a valószínűségét adja meg százalékos alakban, 
hogy egy / szabadsági fokú ^2-eloszlású valószínűségi változó a fenti táblázat meg-
felelő ^-értékénél nagyobb értéket vegyen fel. Ha az utolsó oszlopban álló számok 
5°/0-nál nagyobbak, akkor 95°/0-os minősítési szint esetén elfogadjuk a hipotézist-
A mi táblázatunkban az utolsó oszlopban 5%-nál lényegesen nagyobb számok 
állnak, tehát az illeszkedés igen jónak mondható. A többdimenziós gamma eloszlás 
illesztése pontosnak bizonyult. Eredményként azt kaptuk, hogy 
Ci = 
ЬЗ
 = 
?4 = 
ç6 = 
0,0018945 
1 
0,0018796 
1 
0,0040057 
1 
0,0020314 
1 
0,0023975 
1 
0,0012331 
ahol az i= 
méterei rendre 
17 + le +19 +llO + 111 + 612+ 1l3 
I3 + I4 + I5 + I6 +l9 + 1l0 + 1ll + 1l2 + 1l3 
+ 14 + 16 + 1« +18 +1ll+1l2 + 1l3 
1l + l2 +15 + 1« + 17 + 18 +1l0 +1l2 + 1l3 
+ 16 +I9 +I13 
г 1l4 +15+ 1l6 + 1l7 + 1l8 + 1l9 +120 
1l7 + 1l8 + 19 + l20 
+ Ii« +120 
12 
11 bll5 + 1l6 
1l8+1l9 
+ 1l9 
,2, ..., 20 standard gamma eloszlású valószínűségi változók para-
= 0,06794, 32 = 0,70346, 93 = 1,498655, 34 = 0,20576, 
S8 = 0,21985, 96 = 0,28987, 37 = 0,00285, 38 = 0,00309, 
$9 = 0,11489, 910 = 0,09458, 9 n = 0,39688, 312 = 0,10628, 
913 = 0,07771, 314 = 1,67685, 315 = 0,12304, 9 i e = 0,17998, 
317 = 1,03670, 3a8 = 0,14979, 319 = 0,04488, 320 = 1,21645. 
Tekintsük most csak a június, július, augusztus és szeptember havi vízhozam 
adatokat (azaz a £3, £4, ç s , çe valószínűségi változókat) és tegyük fel, hogy az egy-
mással nem szomszédos hónapoknak megfelelő valószínűségi változók már függet-
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R = 
leneknek tekinthetők. Ekkor a korrelációs mátrix a következőképpen módosul: 
'1,000 0,437 0,000 0,000' 
0,437 1,000 0,746 0,000 
0,000 0,746 1,000 0,382 ' 
,0,000 0,000 0,382 1,000, 
(Mivel az R mátrix aldeterminánsainak a sorozatára Л 1 =1 ,000>0 , d 2 = 0 ,809>0, 
d
 3 = 0,253 > 0 és d 4 = 0,134>0, R is pozitív définit.) A megfelelő kovarianciamátrix 
a következő: 
'4,398 1,296 0,000 0,000' 
1,296 2,003 1,401 0,000 
0,000 1,401 1,760 0,480 ' 
,0,000 0,000 0,480 0,898, 
С = 
A (2.6) egyenletrendszer most a következő alakú: 
4,389 = 9, +95 + 96 + 97 
2,003 = 
1,760 = 
0,898 = 
1,296 = 
0,000 = 
0,000 = 
1,401 = 
0,000 = 
0,480 = 
9, -9, 
+ $6 
+ 9ц + 9,0 
+ $8 + $9 + $11 + $12 
+ 9S + 910 + 9n 
+ $ 1 3 + $ 1 5 
4- 9 1 4 + 9 1 5 
+ $ 1 3 + $14 + $ 1 5 
+ 97 + 9g + 910 + 912 + $i3 + $i4 + $i5 
$ 5 + $11 + $12 + $ 1 5 
$ 6 + $ 1 1 + $ 1 3 + $ 1 5 
$ 7 + $ 1 2 + $ 1 3 + $ 1 5 
$ 8 + $ 1 1 + $ 1 4 + $ 1 5 
$ 9 + $12 + $ 1 4 + $ 1 5 
$ 1 0 + $ 1 3 + $14 + $ 1 5 
Mivel a 0, / '=1,2 , ..., 15 megoldásokat keressük, látható, hogy csak 9 6 = 9 7 = 
= $9 = $11 = $12 = $I:Î = $ I 4 = # 1 5 = 0 lehetséges és így ezek a változók, valamint a hato-
dik, hetedik és a kilencedik egyenlet elhagyható az egyenletrendszerből. A megmaradó 
7 egyenletből és 7 változóból álló egyenletrendszer egyetlen megoldása pedig 
9X=3,089; 92 = —0,697; 93 = - 0 , 1 2 0 ; 9 4 =0,418; #5 = 1,296; 9 8 =1,401; 91 0=0,480. 
Minthogy $2<0 és $3<0, a ç3 , valószínűségi változók esetében nem 
illeszthető pontosan az új többdimenziós gamma eloszlás. Természetesen ebben az 
esetben is kereshető a teljes egyenletrendszer egy olyan 0, z '=l, 2, ..., 15 meg-
oldása, melyre például az egyenlőségektől való eltérések abszolút értékeinek az 
összege minimális. Megoldásként azt kapjuk, hogy 
9, = 3,092, #2 = 0,000, 93 = 0,573, #4 = 0,418, 
#5 = 1,296, 96 = 0,000, #7 = 0,000, 98 = 0,707, 
#9 = 0,000, 910 = 0,480, 9n = 0,000, #12 = 0,000, 
913 = 0,000, #14 = 0,000, #15 = 0,000. 
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Az így nyerhető 
^
 =
 0,0040057 (>h + Т ] з ^ 
Í 4 =
 0,0020314 ( , h + ,]8 } 
0,0023975 ( >h + r i s + r ,xo) 
C e =
 0,0012331 ( ^ + t , w ) 
valószínűségi változók együttes eloszlása — ahol i]1 ,t]3 ,tj i ,r]& ,qa és т?10 rendre 
3,092; 0,573; 0,418; 1,296; 0,707 és 0,480 paraméterű standard gamma eloszlású — 
olyan többdimenziós gamma eloszlás, melynek egyváltozós peremeloszlásai és 
egy kivételével korrelációs együtthatói is a kívánalomnak megfelelőek. Ez Ç2 és £3 
korrelációs együtthatója, melyre 0,746 helyett 0,377 adódik. 
Tekintsük ismét csak a június, július, augusztus és szeptember havi vízhozam 
adatokat, de csak annyit tegyünk fel, hogy a júniusnak és a szeptembernek meg-
felelő valószínűségi változók már függetleneknek tekinthetők. Korrelációs mát-
rixként fogadjuk el az alábbi mátrixot: 
R = 
1,000 0,437 0,284 0,000 
0,437 1,000 0,746 0,274 
0,284 0,746 1,000 0,382 
(0,000 0,274 0,382 1.000J 
A megfelelő (2.6) egyenletrendszerben az egyenletek száma 9, a változók száma 
pedig 14. Az egyenletrendszert megoldva a 
С з = =
 0,0040057 ( , / l + r ] n ) 
Ci = о
 0 0 j 0 3 1 4 ( 05 + 0 8 + 09 + 0 1 1 + 014) 
Cs= q 0 0 2 3 9 7 5 ( Г]з + , , s + 0 1 O + 0 U + 014) 
í e = =
 0,0012331 ( 1,4 + 9 + 1° + r ] l i ) 
előállítást nyerjük, ahol 0i, 0з, 04, 05, 0s> 0э> 0ю> 0ii es rendre 3,092; 0,153; 
0,323; 0,508; 0,339; 0,095; 0,207; 0,788 és 0,273 paraméterű standard gamma 
eloszlású. Ez az előállítás pontos. A korrelációs mátrix nemzéró elemei számának 
a növelésével javítani lehetett a leírt többdimenziós gamma eloszlás illeszthetőségén. 
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Az illesztett hatdimenziós gamma eloszlás eloszlásfüggvényének az értékét 
az x4 = 2337,21 ; x 2 = 1725,96; x 3 = 1095,64; x4 = 985,96; x5 = 734,24 és x6 = 728,44 
helyen határoztuk meg. Az eredmény 200 darab hatdimenziós véletlen vektor elő-
állításával 0,15, 1000 darab hatdimenziós véletlen vektor előállításával 0,171 lett. 
A felhasznált számolási idő 10, illetve 38 másodperc volt, CDC 3300-as számító-
gépen. A közölt időértékek csak tájékoztató jellegűek, mivel a szimulációs program-
rész javításával azok még lényegesen csökkenthetők lesznek. 
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A N E W M U L T I V A R I A T E G A M M A D I S T R I B U T I O N A N D I T S F I T T I N G T O 
E M P I R I C A L D A T A 
A . PRÉKOPA a n d T . SZÁNTAI 
In th i s p a p e r a n e w m u l t i v a r i a t e g a m m a d i s t r i b u t i o n is i n t r o d u c e d . T h i s is t h e j o i n t d i s t r i b u t i o n 
of t h e c o m p o n e n t s of a r a n d o m v e c t o r w h i c h is l i nea r t r a n s f o r m e d of a r a n d o m v e c t o r h a v i n g i n d e -
p e n d e n t g a m m a - d i s t r i b u t e d c o m p o n e n t s . T h e n e w g a m m a d i s t i b u t i o n is u sed t o a p p r o x i m a t e mu l t i -
v a r i a t e d i s t r i b u t i o n s w i t h p r e s c r i b e d g a m m a o n e d i m e n s i o n a l m a r g i n a l d i s t r i b u t i o n s a n d n o n n e g a t i v e 
p r e s c r i b e d c o r r e l a t i o n s . S i m u l a t i o n t e c h n i c s a r e de sc r ibed w i t h t h e a i d of w h i c h t h e r e l e v a n t 
p r o b a b i l i t i e s c a n well be a p p r o x i m a t e d u s i n g r e a s o n a b l e c o m p u t e r t ime . N u m e r i c a l e x a m p l e s a r e 
a l so g iven . 
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SZÁMOLÓGÉPEK KÖZPONTI EGYSÉGÉNEK 
KIHASZNÁLTSÁGÁRÓL, I. 
T O M K Ó J Ó Z S E F 
B u d a p e s t 
M u l t i p r o g r a m o z á s ú s z á m o l ó g é p e k k ö z p o n t i f e l d o l g o z ó egységének ( C P Ú ) k i h a s z n á l t s á g a 
a l k o t j a a j e l e n d o l g o z a t p r o b l é m a k ö r é t . M i n d e n e k e l ő t t a m u l t i p r o g r a m o z á s b a n r é sz tvevő j o b o k , 
p r o g r a m o k C P U igénye időbe l i v á l t a k o z á s á n a k s t a t i sz t ika i l e í rásá t a d j a . A [3] d o l g o z a t t ó l e l t é r ő e n 
a z t a z ese te t t á r g y a l j a , a m i k o r a j o b o k s t a t i sz t ika i l ag k ü l ö n b ö z ő e k . E z e s e t b e n cé lszerű a j o b o k k ö z ö t t 
a C P U le fog la lás t i l l e tően p r i o r i t á s t beveze tn i . A d o l g o z a t f ő e r e d m é n y e i a k ü l ö n b ö z ő p r i o r i t á s o s 
i l le tve p r i o r i t á s né lkü l i p r o g r a m f u t t a t á s o k n a k a z ö s s z e h a s o n l í t á s a i v a l k a p c s o l a t o s a k . N u m e r i k u s 
e r e d m é n y e k szemlé l te t ik a m e g á l l a p í t á s o k a t . 
1. Bevezetés 
Számológépi programok egyik legjellegzetesebb vonása, hogy különböző műve-
letek egymás utáni végrehajtását igénylik, amelyek esetleg a számológép más-más 
egységein folynak le, s jellegüknél fogva végrehajtási idejük lényegesen eltérnek 
egymástól. A végrehajtási időt tekintve a műveletek két osztályba sorolhatók. Az 
egyikhez tartoznak azok, amelyeket a központi feldolgozó egység (a CPU) mikro-
szekundumok alatt hajt végre. A másik osztályba soroljuk a külső memóriákkal 
(mágnesszalaggal, disk-kel stb.-vel) való kapcsolattartás (írás, olvasás) műveleteit. 
Ezeknek, minthogy bizonyos mechanikai berendezések működését is igénylik, 
az előző műveletekhez képest lényegesen hosszabb a végrehajtási idejük. Általában 
az első osztályba tartozó műveletek egy sorozata kerül végrehajtásra, melyet azután 
egy perifériális egységhez való fordulás követ. Állapodjunk meg, hogy a továbbiak-
ban az első osztályba tartozó, azaz a CPU által végrehajtandó műveletek egy soro-
zatát számolási periódusnak, számolási ciklusnak fogjuk nevezni, míg egy peri-
fériális egységhez való fordulást az információ bevitele és kivitele angol terminoló-
giája szerint Input-Output, röviden I/O periódusnak, szakasznak, ciklusnak, ill. 
műveletnek nevezzük. 
Egy számológépi program rendszerint egy I/O művelettel (a program, a szük-
séges kiindulási információ bevitelével) kezdődik. A program további lefolyása 
számolási és I/O szakaszok váltakozásával megy végbe. Egy számológépi program 
matematikai leírását a számolási és I/O periódusok jellemzésével adhatjuk meg. 
Kézenfekvő e periódusok hosszait valószínűségi változóknak tekinteni, s hasonlóan 
egy programra nézve valószínűségi változónak tekinthetjük a számolási, ill. I/O 
szakaszok számát. A matematikai leírás következő lépése ezen valószínűségi vál-
tozók közti függőségi viszony megadása. Ez a lépés igen jelentős lehet a valódi 
helyzet pontosabb leírása szempontjából. Másrészt figyelembe kell venni azt a tényt 
is, hogy függőségi viszony feltételezése jelentősen növeli a matematikai modell 
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bonyolultságát, s szűkítheti ezáltal a megválaszolható kérdések körét. A továbbiak-
ban éppen ezért lemondunk a függőségi viszony feltételezéséről s ezen felül a számo-
lási, ill. az I/O idők bizonyos homogenitását is kikötjük. Alapvető feltevésünket 
az alábbiak szerint fogalmazzuk meg: 
Egy program (későbbiekben job-nak is fogjuk nevezni) I/O és számolási idők 
váltakozásából áll, melyek független valószínűségi változók s ezen felül mind az 
I/O, mind a számolási szakaszok azonos eloszlásúak F(x), ill. G(x) eloszlásfügg-
vénnyel. A számolási (ill. I/O) szakaszok számáról most nem szólunk, csak lénye-
gesen később térünk vissza rá. 
A modern digitális számológépek egyik jellemző vonása a multiprogramozás 
lehetősége. Ez azt jelenti, hogy egyidejűleg több program lehet a gépben aktív 
állapotban. Az egy processzorú, azaz egyetlen CPU-val rendelkező gép esetén (s mi 
a továbbiakban mindig ilyen gépet fogunk feltételezni) csak egy program lehet szá-
molási fázisban. Viszont a gépek több olyan berendezéssel, csatornával vannak 
ellátva, melyeken keresztül több program (legfeljebb annyi, ahány csatorna van) 
I/O periódusa folyhat egyidejűleg. Magától értetődő, hogy ha néhány jobot multi-
programozásban futtatunk le, akkor az összlefutási idő (az indítástól az utolsó job 
lefutásáig) rövidebb, mintha a jobokat egymás után futtatnánk le. Mindezt azáltal 
érjük el, hogy a CPU kihasználtságát, melyen az átlagos összműködési idő arányt 
értjük (később ennek megadjuk pontos értelmét) multiprogramozással növeljük. 
Jelen tanulmányban ismertetjük a CPU kihasználtságának a gépben benn levő 
jobok számától való függőségére vonatkozó eredményeket. Majd inhomogén jobok 
esetére megvizsgáljuk a prioritás bevezetésének hatását a CPU kihasználtságára. 
A dolgozat később megjelenő második részében a CPU kihasználtság meghatározá-
sával foglalkozunk ciklikus (lcvantált) programkiszolgálás esetén. 
Ha a CPU működését az idő folyamán vizsgáljuk, akkor ún. foglaltsági perió-
dusokat és szabad periódusokat különböztetünk meg. Jelöljük a (0, T) időszakaszra 
a CPU összfoglaltsági idejét ß(T)-ve 1. Az 1. ábra szemlélteti a ß(T) képzését. 
A CPU foglaltsági és szabad periódusaira vonatkozó elég tág feltevések esetén 
is létezik a 
2. CPU-kihasználíság 
С PU-foglalt 
CPU- szabad CPU- szabad 
ß m - (T-t3 ) * t2 - г 
1. ábra 
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határérték, melyet a továbbiakban a CPU átlagos összműködési időarányának, 
röviden CPU-kihasználtságnak fogunk nevezni. Megjegyezzük, hogy ha a CPU 
foglaltsági periódusai és szabad periódusai összességükben függetlenek és azonos 
eloszlásúak a, ill. b középértékekkel, akkor a CPU kihasználtság a/(a+b) (lásd 
Tegyük fel, hogy /-számú job van egyidejűleg a gépben és hogy a programok 
homogének, ami alatt azt értjük, hogy azonosak mind a számolási, mind az I/O 
időtartamaik eloszlásai. Legyen tehát, mindegyik programra a számolási szakaszok 
eloszlása F(x). Az I/O szakaszok eloszlására további megszorítást teszünk. Fel-
tesszük, hogy ezek közös eloszlása exponenciális ugyanazon Я > 0 paraméterrel 
mindegyik programra. A CPU foglaltsági és szabad periódusainak vizsgálata az 
említett feltevések esetén elég egyszerű dolog, ha legalább annyi csatorna áll a peri-
fériális egységgel való kapcsolattartás rendelkezésére, ahány program van egyidejű-
leg a gépben. Ez a követelmény valójában azt jelenti, hogy egy programnak soha-
sem kell várakoznia egy I/O műveletének megkezdésére. Az viszont előfordulhat, 
hogy több program várakozik a CPU-ra. A homogenitás következtében közömbös, 
hogy amikor egy számolási szakasz befejeződik, melyik várakozó job kezdheti el 
a soron következő számolási szakaszát. 
Könnyű észrevenni, hogy a felsorolt feltevések következtében a CPU szabad 
akkor és csak akkor, ha a programok mind I/O fázisban vannak. Világos ezért, hogy 
a CPU szabad periódusai függetlenek és azonos jA paraméterű exponenciális el-
oszlásúak. Hasonlóan világos, hogy a CPU foglaltsági periódusai is függetlenek és 
azonos eloszlásúak. Mármost a CPU kihasználtságának a meghatározásához 
elegendő kiszámítani a foglaltsági periódus hosszának várható értékét. De eljár-
hatunk másképpen is. A CPU kihasználtság ugyanis egy valószínűség, pontosabban 
annak a stacionárius valószínűsége, hogy a CPU foglalt. 
Ezt a valószínűséget a következő átfogalmazás alapján határozhatjuk meg. 
A programok helyett beszéljünk munkagépekről. A programok I/O fázisát a munka-
gépek működési szakaszának, számolási idejüket a gépek javítási idejének felel-
tessük meg. A munkagépek javítását egy munkás végzi, melynek foglaltsági ideje 
megfelel a CPU foglaltsági idejének. A tömegkiszolgálás elméletében jól ismert az 
átfogalmazott modellre a javító munkás foglaltsági valószínűségének kiszámítási 
módja (vő. [7], 195. old.). Ehhez be kell vezetnünk a következő jelöléseket. Legyen 
pl. [8]). 
3. Homogén programok egyidejű futása 
Re {s} + 0-ra <p(s) = J ësxc/F(x), ß = f xdF(x), 
о 
о 
(Г ^ 1). 
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Ekkor annak a stacionárius valószínűsége, hogy к munkagép működőképes (к prog-
ram I/O fázisban van, egy a CPU-t használja, a többi CPU-ra vár) 
Következésképpen, most már csak az eredeti modellről beszélve, a CPU foglaltsá-
gának stacionárius valószínűsége 
1 - 0 , . . 
Ennek alapján pl. j=2-re a CPU kihasználtság 
2ß2 
<p(2) + 2ß2 ' 
s foglaltsági periódushosszának várható értéke 
ß 
Ф(А) • 
А / = 3 esetben a CPU kihasználtság 
3 ß2(l-(p(2) + cp(22)) 
(p(2)cp(21) + 3ß2(l - cp(2) + cp{22)) ' 
s az átlagos foglaltsági periódushossz 
ß(\-(p{2) + cp(22))  
(p (Я) ср (22) 
D. P. G A V E R [3]-ban vizsgálta e pont tárgyát azaz a CPU kihasználtságának függését 
az egyidejűleg futó job-ok számától. Ő egy rekurzív szerkezetet állapít meg a CPU 
foglaltásgi periódusára. Módszerével nemcsak a CPU átlagos foglaltsági periódus-
hossza határozható meg, hanem a foglaltsági periódushossz Laplace—Stieltjes 
transzformáltja is, ami közismert módon mélyebb statisztikai jellemzést tesz lehető-
vé. 
4. Prioritások a CPU igénybevételére 
Ismeretes, hogy a modern multiprogramozású számológépeknél prioritási 
osztályokat vezetnek be a CPU igénybevételének sorrendjére. Világos, hogy az osz-
tályozásnak csak akkor van értelme, ha eltekintünk a programok homogenitásától. 
Ha egy program statisztikai jellemzését az 1. pontban már említett módon adjuk 
meg, akkor a job-ok osztályba sorolása számolási és I/O szakaszaik eloszlásai alapján 
történhet. A továbbiakban az egyszerűség kedvéért feltesszük, hogy egyidejűleg 
csak két program fut egymás mellett, melyek paraméterei, a számolási és I/O sza-
kaszok eloszlásai különböznek egymástól, azaz két különböző osztályba tartoznak. 
Ez esetben csak az ún. abszolút prioritásnak van értelme, ami azt jelenti, hogy ha 
prioritással rendelkező programra befejeződött egy I/O művelet, akkor azonnal 
elkezdődik a soron következő számolási ideje függetlenül attól, hogy a másik 
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program milyen fázisban van. Más szóval a prioritás nélküli program számolása 
mindig csak a prioritással rendelkező program I/O periódusai alatt haladhat előre. 
Megadjuk most az egyszerre futó két program részletes statisztikai jellemzését. 
Az egyik programra mint /l-programra, a másikra mint ő-programra fogunk hivat-
kozni. 
Az /l-program egy számolási idejét Y-szel (esetenként indexszel ellátva) fogjuk 
jelölni, s a számolási idők közös eloszlása F(x) lesz. Az I/O szakaszok időtartamára 
az t]x (esetenként felül indexszel ellátva) jelölést vezetjük be, s feltesszük, hogy ezek 
Я>0 paraméterű exponenciális eloszlásúak. 
Hasonlóan adjuk meg a ő-program jellemzését, csupán X helyett Y-t, F(x) 
helyett G(x)-et, X helyett p >0-t, ill. helyett »/„-1 írunk. 
Feltételezzük, hogy F(x) és G(x) folytonos eloszlások. 
A CPU kihasználtság vizsgálatához mindenekelőtt vegyük észre, hogy a CPU 
szabad periódusai ez esetben is exponenciális eloszlásúak X+p paraméterrel. Továbbá 
annak valószínűsége, hogy egy szabad periódust az A program I/O műveletének 
befejeződése szakít meg pA — X/(X+p), s ugyanezen valószínűség a 5-programra 
pB—p/(X+p). A CPU foglaltsági periódusait tekintve két esetet kell megkülönböz-
tetnünk. Egy foglaltsági periódus kezdődhet az A program számolásával, mely 
esetben a foglaltsági periódust d^-val jelöljük. Ha a S program számolása indít el 
egy CPU foglaltsági periódust, akkor annak hosszára a ôB jelölést vezetjük be. 
Ha most az A program rendelkezik prioritással, akkor ezeket a periódusokat az 
alábbi szerkezet jellemzi: 
\X , ha J T s i f , 
Á
~\X+éB, ha 
SB= ZXi + Y, 
i—X 
ahol 
V = m a x í n ; Д „ « > Y } . 
Ezen relációk alapján könnyű meghatározni az MőA, MőB várható értékeket. Nyer-
hetjük, hogy 
MÔA = MX+{l-(p(p))MÖB, 
MÖB = MY+MX-Mv 
= MY-MX-X ф'(0), 
ahol cp(s) = Me~sX, il/(s) = Me~sY. Innen 
Мд
А
 = MX+ MY+ XMX- MY- MY-<p(p)(l + XMX), 
M3B = MY(\+XMX). 
Ha most а В programnak adjuk a prioritást és a megfelelő foglaltsági periódusokat 
SA , <5B-val jelöljük, akkor 
MÖA = MX(l+pMY), 
MŐB = MY+MX+pMY-MX-MXij/(X)(l+pMY). 
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Ahhoz, hogy eldöntsük, befolyásolja-e a prioritás kiosztása a CPU kihasznált-
ságot, az 
Mô = pAMÓA+pBMöB és az МЬ = рАМЬА+рвМЬв 
mennyiségeket kell összehasonlítani. Az összehasonlítás könnyedén elvégezhető, 
ha mind F(x), mind G(x) exponenciális eloszlások. Legyen ugyanis 1 — e~*x, 
G(x)= l-e~ßx. Ekkor 
1 1 Я а + Я 1 1 
M ö
 =
 PAZ+PAJ+PAAß-pAß(PW)+PBJ+PB^ß' 
wc 1 Л 1 1 Л ß + P 
Мд
 = РЛ-+РЛ—5+Рв-Б-+РВ—+РВ-П;-РВ; 
Innen kpB=ppA következtében, bevezetve Q=~jf~l 
. - с „,? 1 í a Я а(а + Я) ) 
Mb-МЬ = рр
А
 — ; f 
«ß 1л л л ( а + л ) J 
1 (// л /?(/?+л)  
~
ApB7ß{T+7~ я о з + я ) , 
= q Í ± + ± - I ± j l ) 
= Я(а + Я+)? ) -Л(« + Л + 1 )  
У
 ( « + л ) ( / 5 + Я) 
Megállapíthatjuk tehát a következőket. Ha mind a számolási idők, mind az I /O 
idők exponenciális eloszlásúak, akkor a CPU kihasználtság növelése érdekében annak 
a programnak kell adni a prioritást, amelyre az I/O periódusok átlagos hossza 
rövidebb, függetlenül attól, hogy milyen az átlagos számolási idők viszonya. Ez 
a megállapítás, ha a számolási idők nem exponenciális eloszlásúak, általában nem 
igaz. Amint a formulák mutatják, a CPU kihasználtságra a prioritással rendelkező 
program számolási idejének eloszlása nemcsak a várható értéken keresztül hat. 
Például tekintsük azt az esetet, amikor MX=MY= 1, F (x )= 1 —e~x G(x)= l , ha 
хш 1, s zérus máskor. Ekkor az Mb—Mb különbségre kapjuk a 
Я ( 1 + Я ) -
г
а д - - л ( 1 + Л ) ( l-e-x) 
kifejezést. Megmutatható, hogy ha Я = л + 0 Д akkor elég nagy p-re a fenti kifejezés 
negatívvá válik. Ez éppen azt jelenti (Я>л _ г е való tekintettel), hogy a fenti meg-
állapításunk erre az esetre nem igaz. 
Vizsgáljuk meg ezután, hogyan alakul prioritás bevezetése nélkül két külön-
böző paraméterű programra a CPU kihasználtság. Bevezetve ez esetben a megfelelő 
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foglaltsági periódus hosszakra a è*A és a <5£ jeiölést, ugyanúgy mint korábban, nyer-
jük az alábbi rekurzív szerkezeteket: 
jX ha X^r,,, 
A
 [X+Ő*B, ha 
ÍY , ha Y ^ t , l t 
ÖB
 [Y+ô*a, ha Y>r,x. 
Áttérve a várható értékek képzésére, kapjuk, hogy 
MÖ*A = MX+(\-<p(pj)Mb*B, 
M6*B = MY+(\ — ф(Х))МЬА. 
Innen 
MX+MY(\-<p(pj) 
1 1 0 л
 ч>(й+Ш-VWW' 
MS*- MY+MXjl-ißjX))  
" <р(р)+ф(Л)-<рШ(Х)-
Következésképpen a prioritás nélküli program futtatás esetén a CPU kihasznált-
ságot az 
Mb* = р
л
Мд*
А
+р
в
Мд 
kifejezés szolgáltatja. 
Hasonlítsuk most össze Mő*-ot Mb, ill. Mű-val. Mindenekelőtt vegyük észre, 
hogy mind MóA, mind MöA ugyanazon lineáris függvénye Mb%, ill. M<5B-nek, pon-
tosabban : 
MÖ*A = MX+ [1 - <p(p)]MS*B, 
MÔA = MX+[\ -cp(ß)]MbB. 
Következésképpen elegendő а В program számolásával kezdődő foglaltsági periódus 
átlagértékét összehasonlítani a szóban forgó esetekre. Ha a számolási idők is expo-
nenciális eloszlásúak, akkor formuláink a következő explicit kifejezéseket szol-
gáltatják 
w C « + 2 
Mb* - (* + k)(ß(<*+ *) + «'•)  
МОв
~ a-ß(ß(a + p) +
 aX) • 
Elemi átalakításokkal kapjuk, hogy 
Mb*B = тг + tnA-
aß xß(ß(ix + p) + «A)' 
Innen már most megállapíthatjuk, hogy ha a számolási idők is exponenciális el-
oszlásúak, akkor (A—p)(MÖ—Mó*) mindig pozitív. Mindez tehát azt jelenti, hogy 
ha a „rövidebb" I/O periódusú programnak prioritást adunk, akkor növeljük 
a CPU-kihasználtságot a prioritás nélküli program futtatás esetéhez képest. Ugyan-
csak megállapítható, hogy ha nem megfelelően választjuk meg a prioritást, azaz, ha 
a hosszabb átlagos I/O periódusú programnak biztosítunk elsőbbséget, akkor a CPU-
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kihasználtság csökken a prioritás nélküli program futtatás esetéhez képest is. Mind-
ezeket összegezve, kimondhatjuk tehát, hogy /.>jU esetén 
Mö > Mô* > MÔ, 
míg Я<д esetén a fordított egyenlőtlenségsorozat érvényes. Az itt közölt össze-
hasonlítás DERVADEREVICS K Á R O L Y V. éves matematikus egyetemi hallgatótól 
származik. 
Áttérünk most arra az esetre, amikor kettőnél több program fut egyidejűleg 
multiprogramozásban. A job-okat most indexelni fogjuk s csupán arra az esetre 
szorítkozunk, amikor a számolási idők is exponenciális eloszlásúak. Jelölje Я;, 
1=1,2, ..., n az /-edik job számolási, ill. I/O szakaszának paraméterét. Tetszőleges 
számú job-ra prioritásos esetben lehet a legáttekinthetőbb módon leírni a CPU-
kihasználtság meghatározását. Jobok prioritása alatt most a következőket fogjuk 
érteni. Tetszőleges /-re ( /=1 ,2 , . . . ,n) az /-edik jobnak abszolút elsőbbsége van az 
i-nél magasabb indexű job-okkal szemben, tehát az utóbbiak számolása csak akkor 
folyhat, ha az /-edik job I/O alatt van. Legyen ő(ni a CPU foglaltsági periódusa 
n számú program prioritásos futtatása esetén. Egy rekurzív összefüggést fogunk 
felírni az Md<n> átlagértékekre. Az alapgondolat a következő. Tekintsük az első 
n— 1 programra a CPU foglaltsági és szabad periódusát egyetlen job számolási, 
illetve I/O szakaszának. Nevezzük e job-ot A jobnak. Ezen A-job számolási szakasza 
ugyan nem, de I/O szakasza exponenciális eloszlású m„-1=p1+p2 + ••• 
paraméterrel. Az я-edik programot nevezzük В jobnak. Ennek mind számolási, 
mind I/O szakaszai exponenciális eloszlásúak Я„, ill. ц
п
 paraméterekkel. E két 
program prioritásos futtatása (A-nak van elsőbbsége ő-vel szemben) során adódó 
CPU foglaltsági szakasz azonos <5<">-nel. Jelölje most ip„_x(s) <5("_1) Laplace— 
Stieltjes-transzformáltját. Ekkor 
Ahhoz, hogy e formula alapján M ö ^ - t Mó("_1»-en keresztül kiszámíthassuk, meg 
kell tudnunk határozm ^n_1(is)-t. Abban a szerencsés helyzetben vagyunk, hogy 
a (Pi(s), l s / ^ я sorozat is egy rekurzív összefüggésnek tesz eleget. Ennek levezetésé-
hez meghatározzuk a ôA, ÔB mennyiségek L—S-transzformáltjait. E pont elején 
bevezetett jelöléseket használva, a teljes várható érték tétele alapján nyerjük, hogy 
Möw = - ^ i - M ö c - h - b — ( l - ^ . Á ^ Í l + m ^ x M Ö C - 1 ) )  
= f e-^s+xú-W))ydG(y) = ijj(s + X(l-(p(s)), 
0 
Me~sôA= f e-sxe-pxdF(x) + Me~sSB f e~sx(l -e~px)dF(x) 
0 0 
= (p(s + p) + ijj(s + X(l -(p(s)j)[q>(s) — (p(s + pj\. 
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A bevezetett (p,(s) meghatározását illetően, a következő szereposztást kell tekin-
tenünk : 
<p(s) = (pi-Ks), IA(s) = -TTT' 
Áj + s 
к = Щ-г = 0i + ••• + 0i-i> 0 = 0i-
Következésképpen, az említett rekurzív összefüggés 
cpfis) = р
А
Ме-
30
л+р
в
Ме~
0
в = 
m-, 
m, [<0i_i(i + 0i) + 
kiWi-js) 
~<P, - i O + 0 I ) ] 
Á J + S - B 777; _ i ( l -(Pi- l ( ú ) . 
+ 
Tetszőleges 77-re áttekinthető explicit formulára nem számíthatunk, de a levezetett 
rekurzív összefüggések alapján n és а л;, l s i ^ n ; l ^ i ^ n tömböket mint para-
métereket tartalmazó számológépi eljárás készíthető a CPU kihasználtság meg-
határozására. Később e programok által nyert eredményekre visszatérünk. 
Az imént bevezetett formulák alapján könnyen megválaszolható a következő 
kérdés. Fusson az A és а В program egyidejűleg multiprogramozásban úgy, hogy 
/1-nak abszolút prioritása van ß-vel szemben. Tegyük fel, hogy A n ciklusból áll, 
amely alatt azt fogjuk érteni, hogy 77 I/O és 77 számolási szakasza van, az 77-edik 
számolási szakasz befejeződése a program lefutását eredményezi. В ciklusainak 
száma legyen k. Nyilvánvaló, hogy az A program lefutási idejének átlagértéke 
n ( l /k+MX) . В lefutási idejének átlagértéke azonban nem képezhető ilyen egy-
szerűen. Vegyük észre azonban, hogy a bevezetett öB periódus nem más mint az az 
időtartam, amely alatt ß-nek egy számolási szakasza, figyelembe véve az A program 
általi megszakításokat, végrehajtódik. Következésképpen a ß program lefutási 
idejének átlagértéke k(l/p + MôB) = k(\/g + MY) + kÀMX-MY. A levezetett rekur-
zív formulák alapján pedig több program prioritásos futtatása esetére megadható 
az egyes programok átfutási idejének átlagértéke, feltéve egyrészt, hogy bizonyos 
információnk van a programok ciklusainak számáról (pl. ismerjük az eloszlásaikat), 
másrészt, hogy ha egy program lefut, akkor vele azonos paraméterű és azonos 
prioritású job kerül közvetlenül elindításra. Pl. exponenciális struktúrájú jobokra 
az /-edik program egy ciklusa végrehajtási idejének átlagértéke 
1 / p t + 1/А; + (01+ - + p i - 1 ) M ô O - ù ] / À . . 
Kettőnél több program prioritás nélküli futtatása esetén megszűnik az előző 
rekurzív számítási lehetőség. Most mindenekelőtt meg kell állapodnunk abban, hogy 
milyen legyen a CPU lefoglalásának a sorrendje, ha egyidejűleg több program, 
miután befejeződött a soron levő I/O szakasza, várakozik CPU-ra. Az operációs 
rendszerek többsége olyan, hogy ez esetben mindig az a program kapja meg a CPU-t, 
amely előbb érkezett vissza az I/O berendezésről. A továbbiakban a CPU ilyen 
lefoglalási sorrendjére FIFO jelzővel fogunk hivatkozni, ami az angol first in first out 
— előbb érkezett előbb távozik sorrend értelmező szókapcsolat rövidítése. Megint 
csak a teljes exponenciális esetre szorítkozunk és csupán az 77 = 3 esetet részletezzük. 
Általános 77-re szinte áttekinthetetlennek tűnik a helyzet. Ez különben az alábbiak-
ból világossá fog válni. 77 = 3 esetben a következő típusú periódusokat kell figye-
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lembe venni. ô t , egy program, az z'-edik, számolásával kezdődik a periódus, míg 
a másik kettőnél I/O művelet van folyamatban. Ilyen típusú periódusból 3 van. 
8,j periódus, mely az z'-edik program számolásával kezdődik úgy, hogy a y'-edik 
program már CPU-ra várakozik, míg a harmadik, melynek indexe k—6—(i+j), 
I/O fázisban van. Világos, hogy ilyen típusú periódusból 6 különböző van. Végül 
SiJk periódus, mely az z'-edik program számolásával kezdődik úgy, hogy a másik 
kettő már CPU-ra várakozik, s ezek közül a /-ediknek fejeződött be előbb az I/O 
művelete. Az ilyen típusú periódusok száma 3 ! = 6. 
Mielőtt e periódusok között fennálló kapcsolatokat felírnánk, bevezetünk 
néhány jelölést. Mint korábban, z/v olyan exponenciális eloszlású valószínűségi 
változót fog jelölni, amelynek paramétere v. Ez a v paraméter többször /
н
 és / i rkből 
képzett összeget fog képviselni. Megemlítjük még azt az egyszerű tényt, hogy 
min (zy; , z/„)-re t]> + l l jelölés használható. Gyakran fog előfordulni az i,j, i +j, i, j= 
= 1, 2, 3 számpárral egy harmadik egész szám k, melyet i,j-tői függően к = 6 — (i+j) 
alapján értelmezünk. Az említett összefüggések ezek után a következők: 
A periódushosszak várható értékeire az alábbi lineáris egyenletek adódnak. 
Ezt a 15 ismeretlenes egyenletrendszert elég könnyen visszavezethetjük csak az 
Möj-ket tartalmazó egyenletekre. A keletkező 3-ismeretlenes egyenletrendszer 
leírásához vezessük be az alábbi mennyiségeket. Bármely i,j, i+j értékpárra legyen 
Qij = ( Â + Pk) V-j + Pi) V-k + Pj)-PiPiPa, 
àijk = + à j k . 
Môi = 
Môijk = y + MÔJk. 
Aj Aj /.k +Y- Vj+Pi)Vk+Pj)+^p- vk+Pj). 
pipk  
К 
Ezek után az Mb j-ket tartalmazó egyenletrendszer együtthatói 
i?ij-re 
Alkalmazott Matematikai Lapok 1 (1975) 
S Z Á M O L Ó G É P E K K Ö Z P O N T I E G Y S É G É N E K K I H A S Z N Á L T S Á G Á R Ó L 3 2 9 
míg a jobboldalon szereplő együtthatók 
C | =
 v ' 
ahol m; = 2 Bj • 
Ai + m, í+2 
BjRi. 
Az elmondottakból világos, hogy tetszőleges n esetén 2 ( ? I ismeretlenes 
fc=lVA/ 
egyenletrendszerrel találjuk magunkat szemben. A kiindulási egyenletek felírása 
még elég egyszerűnek tűnik, de visszavezetésük n ismeretlenes egyenletrendszerre 
nem látszik egyszerűnek. Még и = 4 esetén is, amikor az egyenletek száma 64, 
„gyötrelmes" elemi számolások fordulnak elő. 
5. Numerikus eredmények 
Három, multiprogramozásban együttfutó program esetére a vázolt algorit-
musok számológépi programjai által exponenciális struktúrájú jobokra a követ-
kező numerikus eredményeket kaptuk. 
Program paraméterek 
számolási I/O 
A) 
Átlagos CPU foglaltsági idő 
prioritásos prioritás nélküli 
1 pr. 0,9 0,5 
2 pr. 0,7 0,3 3,52 3,14 
3 pr. 0,5 0,2 
1 pr. 0,9 0,5 
2 pr. 0,5 0,2 3,36 3,14 
3 pr. 0,7 0,3 
1 pr. 0,7 0,3 
2 pr. 0,9 0,5 3,35 3,14 
3 pr. 0,5 0,2 
1 pr. 0,7 0,3 
2p r . 0,5 0,2 3,01 3,14 
3 pr. 0,9 0,5 
1 pr. 0,5 0,2 
2 pr. 0,9 0,5 2,94 3,14 
3 pr. 0,7 0,3 
1 pr. 0,5 0,2 
2 pr. 0,7 0,3 2,93 3,14 
3 pr. 0,9 0,5 
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Program paraméterek Átlagos CPU foglaltsági idő 
számolási I/O prioritásos prioritás nélküli 
B) 
1 pr. 0,5 10,0 
2 pr. 0,1 0,1 1186,67 13,28 
3 pr. 0,1 0,1 
1 pr. " o , r 0,1 
2 pr. 0,5 10,1 106,68 13,28 
3 pr. 0,1 0,1 
1 pr. 0,1 0,1 
2 p r . 0,1 0,1 10,39 13,28 
3 pr. 0,5 10,1 
C) 
1 pr. 0,9 0,1 
2 pr. 0,7 0,1 2,02 2,02 
3 pr. 0,5 0,1 
bármely más sorrend esetén is 2,02 2,02 
1 pr. 0,9 0,6 
2 pr. 0,7 0,6 6,46 6,46 
3 pr. 0,5 0,6 
bármely más sorrend esetén is 6,46 6,46 
A felsorolt táblázatok közül A) azt illusztrálja, hogy a prioritás megállapításakor 
elsősorban az I/O szakaszok paramétereit kell figyelembe venni. Maximális CPU-
kihasználtságot úgy érhetünk el, ha a prioritást az I/O szakaszok paramétereinek 
nagyság szerinti rendezése alapján jelöljük ki. A B) táblázattal azt akartuk szemlél-
tetni, hogy a helyes prioritás kijelölése milyen nagymértékű nyereséget eredményez-
het a CPU kihasználtságban. Végül a C) táblázat azt illusztrálja, hogy ha a prog-
ramok I/O szakaszai között nincs különbség, azaz ha azok paraméterei azonosak, 
akkor a prioritásos és a prioritás nélküli programfuttatásra a CPU kihasználtság 
ugyanaz, más szóval ilyen esetekben a CPU kihasználtságot illetően a prioritás 
bevezetésének nincs jelentősége. 
Köszönetnyilvánítás. A dolgozat eredménye témája volt azon szeminárium-
sorozatnak, amelyet az MTA Számítástechnikai és Automatizálási Kutató Intézet-
ben a Valószínűségszámítási és matematikai statisztikai, valamint a Software Osztály 
egy kollektívája rendez már évek óta. Ezeken a szemináriumokon vitattuk meg 
a [2], [4], [5], [9] és [10] dolgozatokat is, amelyek az Akadémia CDC gépe hatékonyabb 
üzemeltetési kérdéseivel foglalkoznak. Ezúttal is szeretnék köszönetet mondani 
kollégáimnak, szemináriumunk tagságának aktív figyelmükért és a dolgozat témáját 
formáló értékes javaslataikért. 
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C P U U T I L I Z A T I O N S T U D Y 
J . T o m k ó 
T h e p a p e r dea ls w i t h t h e C P U u t i l i za t ion f o r m u l t i p r o g r a m m i n g c o m p u t e r sy s t ems . F i r s t a 
s ta t i s t ica l de sc r ip t i on is g iven f o r the e v o l u t i o n of C P U d e m a n d of j o b s , p r o g r a m s t o be e x e c u t e d in 
m u l t i p r o g r a m m i n g . C o n t r a r y t o G a v e r ' s p a p e r [3] n o t t h e h o m o g e n e o u s b u t t h a t case is t r e a t e d 
w h e n t h e j o b s a r e s tochas t i ca l ly d i f f r e n t . F o r th i s c a se in r e s p e c t of e n g a g i n g t h e C P U it is r e a s o n a b l e 
t o i n t r o d u c e p r io r i t y b e t w e e n j o b s . T h e m a i n resu l t s of t h e p a p e r a r e c o n c e r n e d w i t h t h e c o m p a r i s o n 
of d i f f e r en t p r io r i t y ru les . N u m e r i c a l e x a m p l e s i l lus t ra te t h e d r a w n in f e r ences . 
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ELSŐ ÁTMETSZÉS! FELADATOKKAL KAPCSOLATOS 
ASZIMPTOTIKUS VIZSGÁLATOKRÓL 
R A D Ó P É T E R 
B u d a p e s t 
A d o l g o z a t véges Markov-láncon a d o t t n e m n e g a t í v k é t d i m e n z i ó s va lósz ínűség i v á l t o z ó k össze-
g é n e k v izsgá la táva l f o g l a l k o z i k , a h o l a z összegzés a d d i g t e r j e d , a m í g a z e l ső k o m p o n e n s e k é r t é k e 
e lér egy t sz in te t . A Markov-lánc k i i n d u l ó és v é g á l l a p o t á t ó l f ü g g ő ös szegek k a r a k t e r i s z t i k u s f ü g g v é -
n y e i n e k i d ő szer in t i Laplace transzformáltjaiból a l k o t o t t m á t r i x k i s z á m í t h a t ó , á l t a l á n o s e s e t b e n a z o n -
b a n a kép l e t inve rz m á t r i x o t t a r t a l m a z , így kezelése n e h é z k e s . B i z o n y o s fe l t é te lek me l l e t 
e se t én lé tezik ha tá re losz lá s , és e z k i s z á m í t h a t ó . H a a Markov-láncnak c s a k egy á l l a p o t a v a n , a do l -
g o z a t e r e d m é n y e i TAKÁCS L. d o l g o z a t a i h o z k a p c s o l ó d n a k . 
1. Bevezetés 
Legyenek =(r{°, ykl)), /c + 1}, /=1 , . . . , r független kétdimenziós valószínű-
ségi vektorok sorozatai. Rögzített i mellett legyenek a sorozat tagjai (Ar+1) is 
függetlenek, közös 
Laplace-transzformálttal. Tekintsünk ezután egy {x„, и + l} véges, 1, 2, ..., r állapot-
terű Markov-láncot, melynek átmenet-valószínűségi mátrixa legyen P=(Pi j ) . ír ja 
le ez a Markov-lánc valamilyen fizikai rendszer állapotváltozásait, azaz legyenek 
a rendszer lehetséges állapotai indexelve az 1, 2, ...,/• egész számokkal, s az állapot-
változások menjenek végbe a P átmenet-valószínűségi mátrix szerint. A rendszer 
állapotainak két fázisáról, ri-ról és ő-ről fogunk beszélni. Ha a rendszer Á-adik alka-
lommal kerül az /-edik állapotba, akkor előbb az A fázisban y i d ő t , majd a 5-ben 
т р időt tölt. 
Hozzunk most kapcsolatba rendszerünkkel egy {q(t), 0} folyamatot, mely-
nek értéke 0, ha a rendszer A fázisban, 1 ha В fázisban van, függetlenül a rendszer 
X 
állapotától. Tetszőleges x ideig а В fázisban eltöltött összidőt az j j r\(u)du,x^oj 
folyamat írja le. ö 
* 
Tekintsük ezután tetszőleges /+0- ra a £(/) = s u p | x : J>;(u)du + / j valószínű-
o 
ségi változót. Ennek vizsgálata képezi majd dolgozatunk fő problémakörét. 
Ha a Markov-láncnak csak egy állapota van, akkor modellünk olyan rendszert 
ír le, mely váltakozva két fázisban, А-Ъап és 5-ben lehet. Ezekre együttesen cik-
lusként fogunk hivatkozni. A ciklusok időben egymás után következnek, egymástól 
statisztikailag függetlenek, azonos kétdimenziós eloszlásfüggvény jellemzi őket. 
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A mi problémánk 1 esetén valójában azzal az esettel ekvivalens, amikor több 
statisztikailag különböző, de egymás között független ciklusa lehet a rendszernek, 
melyek adott Markov-lánc szerint váltják egymást. 
Visszatérve az egy ciklus esetére ( r = l ) a bevezetett változók közül pl. а В 
fázisban való tartózkodás összidejével TAKÁCS LAJOS foglalkozott. [3] dolgozatában 
még feltételezte, hogy az A és В fázisok időtartamai is függetlenek. Újabban [4] és 
[5]-ben eltekint ettől a megszorítástól, de különböző típusú ciklusokra még nem 
vettünk észre nála utalást. 
A probléma alkalmazási jelentőségének illusztrálása céljából utalni szeretnénk 
TAKÁCS [5] dolgozatára, melyben több sorbanállási modellel kapcsolatosan veti fel 
az előzőekben vázolt feladatokat. Csupán futólagosan arról van szó, hogy egyki-
szolgálós rendszerben a kiszolgáló foglaltási, ill. szabad periódusai összidejeinek 
vizsgálata kitűzött feladatunk körébe tartozik. TAKÁCS LAJOS azáltal, hogy [5]-ben 
eltekint az A és В fázisidők függetlenségétől, az egykiszolgálós várakozási problé-
mára vizsgálni tudja az olyan A, ill. В periódusok váltakozását, ahol az A periódus 
jelenti azt az időszakaszt, amikor a virtuális várakozási idő kisebb egy megadott 
szintnél, а В periódust pedig az ellentétes esemény fennállása jellemzi. 
A mi általánosított modellünk olyan várakozási probléma során felmerülő 
periódus váltakozásnak (foglalt vagy szabad a kiszolgáló) a tanulmányozását teszi 
lehetővé, amikor a beérkező igények között különbözőségeket kell figyelembe 
vennünk, vagyis amikor több (pl. kiszolgálási idő szempontjából) különböző típusú 
igényfolyamaí érkezik a rendszerbe. Ha a beérkezési folyamatok független Poisson-
folyamatok, akkor még nincs szükség statisztikailag különböző ciklusok figyelembe-
vételére. A beérkezési folyamatok függőségi viszonyát az irodalomban elsősorban 
a fél Markov-folyamatok segítségével írják le. Ilyen jellegű várakozási problémákat 
vizsgál CINLAR [1], [2] dolgozataiban, valamint TOMKÓ [6] 6 . pontjában. Ilyen vára-
kozási problémákban a kiszolgáló foglaltsági, ill. szabad periódusainak leírásához 
már feltétlenül szükség van különböző ciklusok figyelembevételére, melyek általá-
ban statisztikailag eltérnek egymástól. Ha a ciklus egy foglaltsági periódus kezdetétől 
az utána következő szabad periódus befejeződéséig tart, akkor a ciklust /-típusúnak 
mondjuk, ha a foglaltsági periódust egy /-típusú igény kiszolgálásának kezdete 
indítja el. 
Megemlítjük még, hogy tekintett modellünk egy másik alkalmazási területe 
a korszerű számológépek memóriakihasználásának problémája, speciálisan pl. 
a page-elési eljárás. Ennek lényege az, hogy a programokat részekre (page-ekre, 
legyen számuk r) bontják, amelyek közül mindig csak egy lehet a központi memó-
riában, míg a többi a perifériális (lemez vagy szalag) egységeken helyezkedik el. 
Ha a központi memóriában levő page utasításainak végrehajtása során a program 
egy másik page-ére történik hivatkozás, akkor a két page helyet cserél. 
Feltesszük, hogy az /-edik page után pi} valószínűséggel a j-tdik következik. 
A /'-edik page к-adik bevitele — A fázis — yjfi időt igényel, és ezután xjfi ideig 
a page utasításait hajtja végre a gép — В fázis. Arra a kérdésre keressük a választ, 
hogy egy t ideig tartó programot page-eléssel együtt mennyi idő alatt hajt végre a gép. 
Nem célunk most ezeket az alkalmazási lehetőségeket tüzetesen vizsgálni, 
ezzel egy másik dolgozatban kívánunk majd foglalkozni. 
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2. £(í) vizsgálata 
n .. 
A 2 T(-Xk) összeg megadja а В fázisidők összegét n állapotváltozásra. (ç(xk) = í,(i), jt=i 
ha a Markov-lánc a £-adik pillanatban /-edszer lép az /-edik állapotba.) Legyen 
most t^O, 
v(t) = max • Ê T(xk) < ' 
mely nem más, mint az {x„} Markov-íáncban Ç(?) idő alatt végbemenő állapotválto-
zások száma. Ç(t) felírható az alábbi véletlen összegként: 
V « ) 
(2.1) C ( 0 = Z ?(**)+ ' . 
k = 1 
mivel ideig a rendszer éppen t időt töltött а В és 
v(/) 
(2.2) Q(t)= 2y(xk) 
t=1 
időt az A fázisban. 
2 . 1 . TÉTEL . Legyen 
со 
(2.3) Я) = / e-«M(e~W\ xv(t) + 1 = y|xx = i)dt. 
0 
А) a 4<ij{s, Я) függvényekből képzett mátrix: 
B(í, A) pedig diagonális mátrix, ahol a főátlóban a = valószínűségi 
változók Laplace-transzformáltjai állnak, tehát: 
B(Í, Я) = A)<5iy), /,у = 1, ..., г 
{8и a Kronecker-szimbólum). 
Ekkor 
V ( í , A ) = у [E — B ( j , A ) P ] - 1 [E — B(s , 0)] 
Bizonyítás. A teljes valószínűség tétele alapján: 
í v ( 0 1 Pij(x> t) = P { ß ( 0 < X, x v ( t ) + 1 = yjxj = /} = Pl 2 y(xk) < X, x v ( f ) + 1 = j\x1 = í j = 
= j H v ( 0 = n, i " y ( x k ) < x , X „ + 1 = y j x 1 = / [ . 
n=0 l t=l J {n n+1 1 
2 Т(хк) — Ц eseménnyel, ami viszont 
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ugyanaz, mint a j /—т(х
я + 1 )^ т(хА)<г| esemény, tehát 
CO I П N 
Pij(x,t)= i)= Zx(xk)<t> 2y(xk)<x>xn+i =j\xi = о 
n = 0 l k = l fc = l I 
oo » x 
= 2 f f p{t - T(A'n+i) < "Iх«+1 = À xi = 0 d f j ? ("> t') = 
u=0i)=0 
2 f f P{t - < "} dFlf (и, n), 
n — 0 n „ — 
ahol 
(2.4) (M, ») = P j 2 T W < u, 2 У(хк) < G x„+i = 7lxi = / • 
U-l A = 1 J 
( T ( X „ + 1 ) = T/j), ha az (n-fl)-edik pillanatban a Markov-lánc 1-еdszer került a /-edik 
állapotba.) Ha most G/f—и) = Р{т/л</—и}, akkor 
/ / Р{/ - < u} dFl? (и, v) = Fl? (t, x) - f G f t — u) dFl? (u, x). 
u=0v=0 и=0 
Végül kapjuk, hogy 
Е
и
(х, 0 = 2 Fl?(t,x)- f G f t — u) dFl? (u, x) 
melynek alapján 
(2.5) * W M = f J e-«-x*dPij(x,t)dt = 
oo oo 
1 = 0 X = 0 
со oo 
- Ä f s -si — Âx F[? (t, x) - f G f t - и) dFl? (и, x) dt. 
Itt most az összegzés és az integrálások sorrendje megcserélhető a sor nyilvánvaló 
egyenletes konvergenciája miatt. Legyen 
(2.6) Kl? (t, A) = / e~XxdFl?(t,x). 
x = 0 
(2.5) jobb oldalán először az x szerinti integrálást végezve el 
(2.7) i f i f s , X) = 2 Je'" Kl?(t,A)- f Gft-u)dKl?(u,X)\dt = 
л = 0( = 0 И=0 -I 
= - 2 f e~st d Kl?(t, X)- f Gj(t-u)dKl?(u,X)\. 
S
 n = 0/=0 U=0 -1 
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(2.6)-ból azonnal következik, hogy 
( 2 . 8 ) f e - d K f f ( t , X ) = M(e~s^t(Xk)-^HXk\xn+1 = j\x, = i) = Ф # > ( А , Я ) . 
о 
Észrevéve, hogy (2.7) jobb oldalán a különbség kivonandója Gj és K)f konvolúciója, 
elvégezhetjük a t szerinti integrálást, melynek következtében 
(2.9) ,ptJ{s, Я) = I i [Ф/Г (5, Я ) -Ф/^ (а , Я)Ф,(А, 0)] = j f ф / ; ) Я ) . 
л=0 А л = 0 
(Itt kihasználtuk, hogy 
oo oo 
f e~st dGj(t)' f e~st dP{x)i) < t) = Me~"'" = tpfis, 0).) 
о 0 
A következő lépésben <P-f(s, A)-t számítjuk ki. {т{°, y j 0 } és I 2 т(л'е)> 2 У(лк)г 
U = 2 4 = 2 J 
függetlenségére való tekintettel, a teljes valószínűség tétele alapján 
(2.10) Ф/;> (А, Я) = А)ф
к
(
Г
1 ,(^ А). 
4 = 1 
Ez «-re rekurzív összefüggés, melynek mátrixos alakban való felírásához vezessük be a 
Ф<">(*,Я) = (Ф/f ( .U)) , U j = 1 r 
jelölést. Ezek után (2.10) mátrixos alakja 
Ф»">(А, Я) = В (А, АЭРФ«"-1)^, Я), 
ahonnan: 
Ф<">(А, Я) = [В (а, Я) P]"~J Ф(1>(А, Я). 
Mivel (2.8)-ból: 
ФО>(А,Я) = = У > ! = /) = Ф,(А, Я)Р
У
, 
tehát 
ФО>(А, Я) = В (А, Я)Р, 
és így: 
(2.11) Ф(,,,(А, Я) = [В (А, Я)Р]". 
Most írjuk fel (2.9)-et mátrixos alakban: 
A) = 4 i A ) [ E - B ( A , 0)]. 
n = 0 
(2.11) felhasználásával 
(2.12) 1|/(а,Я) = -1 [Е-В(А,Я)Р] - 1 [Е -В(А,0 ) ] . 
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Megjegyzés. Ezzel meghatároztuk a iißifis, Я) függvényeket, de általános eset-
ben a képletben szereplő inverz mátrix kezelése nem egyszerű. Speciális esetként 
tételezzük fel, hogy a rendszernek csak egy állapota van A és В fázisokkal. Ekkor 
В {s, Я) = ((p(s, Я)) 
P = (l) 
Ezeket az egyelemű mátrixokat írva (2.12)-be, azt kapjuk, hogy 
Ez a speciális eset hasonlít T A K Á C S [3]-ban tárgyalt problémájára. Az általa 
í 
vizsgált tartózkodási idő a mi jelöléseinkkel a ß(t)= J i](u)du, (t=0) mennyiség. 
о 
T A K Á C S 1. tételének bizonyításából látható, hogy 
P{ß(t) < x} = P{G(t-x) < x}, 
vagy 
P{ß(t + x) < x} = F{ß(t) < x}. 
A (2.13) képletünkből T A K Á C S ß(t) eloszlására levezetett képlete speciális esetként 
következik. Ugyanis (2.13) szerint 
V(s,A)= 2 ; • 
n = 0 •> 
Bevezetve az Fn(t, x) = P] 2 T * L 2 Ук<х\ eloszlásokat, innen kapjuk, hogy: 
U=1 k= 1 ' 
OO ' 
P{ß(t + x) < x} = P{Q(t) < X} = 2 [Fn(t, X ) - f Fn(t-u, x)dP{x, < и} . 
n = 0 0 
Ha most {т
к
} és {yk) függetlenek, azaz F„(t, x) = G„(t)Hn(x), akkor ebből adódik 
a T A K Á C S által ß(t) eloszlására levezetett képlet. 
3. Aszimptotikus vizsgálatok 
Térjünk vissza az általános esethez, annak (2.12)-vel felírt megoldásához, mely 
alkalmasnak bizonyul £(í), ill. G(t) aszimptotikus viselkedésének vizsgálatára. 
A következőkből indulunk ki : 
A f i 0 vektorok egy kis paramétertől, e-től függenek, méghozzá úgy, hogy 
[ i L 
2 ^ ( s ) , e—O esetén gyengén konvergál egy z j t ) független növekményű, homogén 
k = 1
 - . - . 
folyamathoz, melynek kumulánsa a(s, Я). Ha pl. , akkor zfit) = Mçpt 
a nagy számok tétele szerint (feltételezzük, hogy AfJjff* véges). Feltételünk a Laplace-
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transzformált terminológiájában 
lim (p,(e, s, A) H = e-'^V. 
e—0 
Ebből t = l - r e a következő aszimptotikus felbontást kapjuk 
<PÍ(E, s, A) = 1 - safs, A) + О (s). 
Ennek alapján 
ВО, A, e) = E - eAO, A) + o(e). 
Mivel tehát az egyes fázisokban töltött idők függenek e-tól, nyilván-
való, hogy a bennünket érdeklő £(/), ill. Q(t) mennyiségek is függenek e-tól, vagyis 
itaci 
1 rijOjis, 0) 
3.1. TÉTEL. Legyen a Markov-lánc s onárius eloszlása {Я
У
} ( / = 1,.. . , r). 
Ekkor : 
lim ipijis, A, e) = 
'
V
 2 nkak(s, A) 
Bizonyítás. А ВО, A, e) mátrixra kapott aszimptotikus relációt (2.12)-be helyet-
tesítve : 
(3.1) *J/0, A, e) = у [ E - P + eAO, A)P + o(e)]-1 [eA(s, A) + о(e)]. 
Az o(e)-ok nyilván elhagyhatók, így egy 
lim (E —P + eM)"1 
típusú határértéket kell kiszámolnunk. Végezzünk el néhány átalakítást. 
e(E —P + еМ) - 1 = e[E —(1 — e ) P + e(M —P)]_1 = 
= {E + e[E —(1 —e)P] - 1(M —P)}_1[E —(1 — e)P]_ 1e. 
Ha pótlólagosan még azt is feltesszük, hogy P aperiodikus mátrix, akkor 
[ E - O - e j P ] - 1 = 
— ahol П a P ergodikus eloszlásából álló azonos sorú mátrix, CE mátrix elemei pedig 
e—0 esetén korlátosak. (Lásd pl. [8] 387. old.) Innen 
lim [E —P + eM]~1e = [Е + П ( М - Р ) ] - 1 П . 
E——0 
(3.1)-ből ennek alapján nyerhető 
(3.2) lim4*0, A, e) = у {Е + П[А0, А ) Р - Р ] } - х П А 0 , 0). 
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A jobboldalon álló mátrix elemei már explicite kiszámíthatók. Bevezetve a 
D = I I [ A ( Í , A ) P — P ] 
mátrixot, melynek elemei 
(3.3) du = Zllk[ak(s, X)— 1 ]pk] = 2 nkak(s, Я ) д ц - Л , , 
fc = X k = 1 
látjuk, hogy a D mátrix a d} elemekből alkotott azonos sorokból áll. Tegyük fel, hogy 
(3.4) (E + D ) 1 = E - c D , 
ahol с később meghatározandó konstans. Innen 
E - E + D - c D - c D 2 . 
г 
Könnyen látható, hogy esetünkben D 2 = <?D, ahol Q— 2 ch• Ezt felhasználva 
2 = 1 
E = E - c D + D - c ß D , 
ahonnan 
(3
-
5> c = (3.2)-ből (3.4) alapján 
lim A, e) = (E — cD)IIA(s, 0) —. 
e—0 s 
Mivel D n = e I I , felhasználva (3.5)-öt 
l imv| / ( j , A, e) = — ( I I - c e l I ) A ( j , 0) = — <TIA(j, 0). 
с-о s s 
Végül (3.3)-ból és (3.5)-ből kiszámítva с értékét kapjuk, hogy 
(3.6) lim фи (s, А, в) = i . 
2 Ekak(s, A) k — 1 
Megjegyzés. Ha a rendszernek csak egy állapota van, (3.6) így módosul : 
г is 1 \ 1 a(s,0) l i m i t s , A, e) = 7—A-
t-*o 7 s Û(S ,1 ) 
И -
Mivel lim 2 £*(fi) = z ( 0 = {и>(0, КО/ független növekményű homogén folyamat, 
kis £-ok esetén az eredeti rendszert jól közelíti a következő, V . V. ANYISZIMOV által 
[7]-ben vizsgált séma. Legyen adva egy (w(í), r>(0} független növekményű homogén 
folyamat, a(s, A) kumulánssal. Tegyük fel, hogy w(t) monoton növekszik, és 
tekintsük a 
p(t) = inf {w: w(u) s t) 
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pillanatot, amikor w(u) először éri el a t szintet. Tekintsük a második komponens 
értékét ebben a pillanatban, azaz a v[p(t)—0] értéket. Ennek eloszlását a [7] 1. tétele 
speciális eseteként adódó 
f e-«Me-^-ndt = 
J s a (s, X) 
képlet határozza meg, ami jól egyezik a mi eredményeinkkel. 
Megjegyzés. Tegyük fel, hogy Т/')(Ё) = £Т/') és Mx'f =mi létezik. Ebben az 
esetben 
aßs, X) = ш, 5 + а;(Я), 
И n 
ahol а;(Я) a lim У у[')(е)=у ;(?) független növekményű, homogén folyamat kumu-
lánsa, vagyis 
(3.7) Me~XvtV> = e-'iÚV. 
at(s, X) értékét (3.7)-be beírva egyszerűsítés után a 
l i m i l / f f s , X, e) = — 7 _JÜlL 
s Znkmk+Znkxk(X) 
k=1 fc=i 
alakot nyerjük. 
A jobboldal az 
ад o = -
П,тi 
-exp 
2 Пк^к 
k=l 
Znk7k(X) 
Znkmk k = 1 
függvény Laplace-transzformáltja, tehát 
lim M(e~ 
majdnem minden í-re. Ebből 
НтМ(е-ад
 Xve(()+1 =jjXl = i) = Fj(X, t) 
lim M(e~'-!2N)/x1 = i) = exp £ — 0 
Znkak(X) k=1 
2Пк™к 
(3.7) felhasználásával 
-л г 
k = ~ UmM(e-mo(')/Xl = /) = Me 
E — 0 
/ ' M M 
azaz 
(3.8) 
majdnem minden í-re. 
12* 
limfíE(?) = 2 4 n k 
2 rJjttij 
7 = 1 
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Ha még azt is feltesszük, hogy y{I,(e)=£ay{'), azaz 
И 
l i m e " 2 = v,(t), 
akkor 
k=i 
'Й 
k=1 
tehát (3.8)-ban f = l - e t helyettesítve ß £ ( l )=e*ß j^- j = У Í2(u) aszimptotikus visel-
kedésére következtethetünk. Azt nyerjük, hogy « — °° esetén: 
(3.9) r 0(u) ' l l m
 — J - = 2 Vk 
и-°° и k=l 
n k 
2 n j m i 
Ha a = 1, akkor vi(u) = My$)u=m'iu és ebben az esetben 
r 
Q(u) _
к
2Пкт'к 
(3.10) lim 
2 П
к
т
к k = 1 
Ezúttal szeretnék köszönetet mondani kijevi tudományos vezetőmnek, V. V. 
ANYisziMOvnak, a probléma felvetéséért és a megoldása során nyújtott útmutatásai-
ért. Ugyancsak megköszönöm T O M K Ó JózsEFnek a dolgozat megírása során nyúj-
tott értékes tanácsait. 
( B e é r k e z e t t : 1975. ápr i l i s 9.) 
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О Б А С С И М П Т О Т И Ч Е С К О М П О В Е Д Е Н И И М О М Е Н Т А П Е Р В О Г О 
Д О С Т И Ж Е Н И Я У Р О В Н Я 
П . Р а д о 
В э т о й р а б о т е и с с л е д у е т с я с у м м а н е о т р и ц а т е л ь н ы х д в у х м е р н ы х с л у ч а й н ы х в е л и ч и н , 
з а д а н н ы х н а цепи Маркова, п р и ч ё м с у м м и р о в а н и е и д ё т п о к а с у м м а п е р в ы х к о м п о н е н т о в н е 
д о с т и г а е т н е к о т о р о г о у р о в н я В ы ч и с л я е т с я м а т р и ц а , с о с т а в л е н н а я и з преобравазоний Лапласа 
п о в р м е н и х а р а к т е р и с т и ч е с к и х ф у н к ц и й с у м м , з а в и с я щ и х о т н а ч а л ь н о г о и к о н е ч н о г о с о с т о я -
н и я м а р к о в с к о й цепи . В о б щ е м с л у ч а е э т а ф о р м у л а с о д е р ж и т о б р а т н у ю м а т р и ц у , э л е м е н т ы 
к о т о р о й т р у д н о в я в н о м в и д е п о д с ч и т а т ь , п о э т о м у ц е л е с о о б р а з н о и з у ч и т ь а с с и м п т о т и к у п р и 
t — <*>. П р и н е к о т о р ы х у с л о в и я х с у щ е с т в у е т п р е д е л ь н о е р а с п р е д е л е н и е , и м о ж н о н а й т и е г о в 
я в н о м в и д е . В т о м случае , к о г д а ц е п ь и м е е т т о л ь к о о д н о с о с т о я н и е , р е з у л ь т а т ы р а б о т ы с в я -
з а н ы с р е з у л ь т а т а м и JI . Т а к а ч а . 
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VÉLETLEN SZÁMOK GENERÁLÁSA 
ITERÁLT ELVETÉSES MÓDSZERREL 
L U X I V Á N 
B u d a p e s t 
A d o l g o z a t a z a d o t t e losz lású va lósz ínűség i v á l t o z ó k r e a l i z á c i ó i n a k g e n e r á l á s á r a széles k ö r b e n 
a l k a l m a z o t t e lvetéses m ó d s z e r egy á l t a l á n o s í t á s á t t á r g y a l j a . A h a g y o m á n y o s m ó d s z e r b e n [2, 5] e g y 
k ö n n y e n m i n t a v é t e l e z h e t ő s ű r ű s é g f ü g g v é n y b ő l g e n e r á l u n k egy r ea l i zác ió t é s a z t a k e r e s e t t va lósz í -
nűség i v á l t o z ó r e a l i z á c i ó j á n a k f o g a d j u k el, h a b i z o n y o s — f ü g g v é n y k a p c s o l a t b a n k i f e j e z e t t — fe l té -
t e l n e k e leget tesz, é s ú j r ea l i zác ió t g e n e r á l u n k , h a a f e l t é t e l n e m te l jesül . 
A z i t e rá l t m ó d s z e r b e n ez a fe l té te l l épé senkén t v á l t o z i k . A m ó d s z e r a l k a l m a z h a t ó egyes T a y l o r 
s o r b a f e j t h e t ő s ű r ű s é g f ü g g v é n y e k b ő l t ö r t é n ő so r so l á s r a . L e h e t ő s é g v a n a h a g y o m á n y o s é s i t e rá l t 
m ó d s z e r e g y ü t t e s a l k a l m a z á s á r a is. A m ó d s z e r a l k a l m a z h a t ó s á g á t a c s o n k í t o t t e x p o n e n c i á l i s f ü g g -
v é n y b ő l t ö r t é n ő s o r s o l á s o n m u t a t j u k be . 
1. Bevezetés 
Az utóbbi évtizedekben a számítógépek elterjedésével egyre nagyobb szerepet 
kapott a sztohasztikus folyamatok számítógépes modellezése. A Monte Carlo-
módszerek egyik sarkalatos pontja az adott eloszlású valószínűségi változók rea-
lizációinak generálása. A számítógépek túlnyomó többségénél rendelkezésre áll 
olyan függvényeljárás, amely a [0, 1] intervallumban egyenletes eloszlású valószínű-
ségi változó realizációit generálja. Kézenfekvő tehát a szóban forgó eloszlásfügg-
vény közvetlen inverziója útján előállítani a keresett realizációt. Legyen ugyanis 
a £ valószínűségi változó eloszlásfüggvénye F(x), akkor könnyen látható, hogy az 
ri = F(0 
összefüggéssel definiált valószínűségi változó a [0, 1] intervallumban egyenletes 
eloszlású, ha tehát R az >/ valószínűségi változó egy realizációja, akkor az 
* = F~1(R) 
számérték £ egy realizációja lesz. 
Számos gyakorlati esetben azonban az F(x) függvény csak nehezen, vagy nagy 
gépidő-ráfordítással invertálható. Ezt a nehézséget hidalja át az elvetéses módszer. 
Tegyük fel, hogy a £ valószínűségi változónak létezik f(x) sűrűségfüggvénye. 
Az elvetéses módszer legegyszerűbb formájában a következőkben foglalható össze 
[2,4,5]. 
Legyen f(x)~0, ha [a, a+b] és jelölje M az f(x) függvény maximumát az 
[a, a+b] intervallumon. A generálás a következő három lépés ismételt alkalmazásával 
történik: 
a) Generáljunk két független, a [0, 1] intervallumban egyenletes eloszlású 
véletlen számot, Äx-et és R2-t. 
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b) Megvizsgáljuk, hogy az 
(1.1) R i ^ f i a + bRJIM 
egyenlőtlenség teljesül-e. 
c) Ha (1.1) nem teljesül, akkor visszatérünk az a) lépésre, ha teljesül, akkor 
az x=a+bR2 értéket elfogadjuk. 
Könnyű belátni, hogy az ily módon generált x érték az f(x) sűrűségfüggvényű 
ç valószínűségi változó egy realizációja lesz. A kísérletek számának várható ér-
téke Mb. 
Az alapeljárást számos irányban továbbfejlesztették, amelyek közül most csak 
azt emeljük ki, amelynek általánosításával a továbbiakban foglalkozunk. 
Tegyük fel ismét, hogy a generálandó Ç valószínűségi változónak létezik / (z ) 
sűrűségfüggvénye és az a következő alakú: 
(1.2) / ( z ) = M[T(z)]n(z)/E, 
ahol 
oo 
E= f M[T(z)]n(z)dz, 0 < f ë l , 
— oo 
és M(y) egy eloszlásfüggvény, n(x) egy sűrűségfüggvény tulajdonságaival rendel-
kezik, míg T(z) tetszőleges függvény. A sorsolás a következő lépésekből áll : 
a) Generáljuk az n(x) sűrűségfüggvényű ç valószínűségi változó egy x realizá-
cióját. 
b) x-től függetlenül generáljuk az M(y) eloszlásfüggvényű t] valószínűségi 
változó egy y realizációját. 
c) Megvizsgáljuk, hogy az 
(1.3) У ^ Т ( х ) 
egyenlőtlenség teljesül-e. 
d) Ha (1.3) nem teljesül, akkor visszatérünk az a) lépésre, ha teljesül, akkor 
a z = x értéket elfogadjuk. 
Egyszerűen igazolható [2, 3], hogy az így kapott z érték az (1.2) alatt definiált 
sűrűségfüggvényű С valószínűségi változó egy realizációja lesz. A kísérletek szá-
mának várható értéke —. 
E 
2. Az iterált elvetéses módszer 
Az iterált elvetéses módszerben minden sorsolásban más-más 7j(z), M f y ) , njx) 
függvények segítségével sorsolunk és az így generált valószínűségi változó eloszlás-
függvénye 
(2.1) F(z) = I J j M A T M l n f f F f f t 
' 1 —oo 
alakú lesz, ahol 
(2.2) F, = 1, F, = Д [ l - f Mk[Tk(tj\nk(t)dt) = 
= n\l-Ék), i = 2 , 3 , . . . , 
*=i 
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és E a normálási tényező: 
E= i o ú . 
i=l 
A továbbiakban az mi(y)=dMi(y)/dy és nt(x) ( /=1 ,2 , ...) függvényeket nevezzük 
segédsűrűségeknek, a T f z ) ( /=1, 2, ...) függvényeket pedig kritériumfüggvényeknek. 
Legyen а С valószínűségi változó eloszlásfüggvénye (2.1) és (2.2) szerinti és 
tegyük fel, hogy a függvényt előállító sor minden z értékre és z tart végtelen esetén is 
konvergens. Ekkor £-nak majdnem mindenütt létezik sűrűségfüggvénye a követ-
kező alakban : 
(2.3) / ( z ) = i FMlUz)] n;(z)IE, 
i=i 
ahol M;(y) egy eloszlásfüggvény, njz) egy sűrűségfüggvény tulajdonságaival ren-
delkezik és Ti(z) tetszőleges, / = 1 , 2, ... . 
А С valószínűségi változó egy realizációját a következő módon sorsoljuk: 
a) Generáljuk az njx) sűrűségfüggvényű ç; valószínűségi változó egy xt rea-
lizációját. 
b) JCj-től függetlenül generáljuk az Mjy) eloszlásfüggvényű r\; valószínűségi 
változó egy yt realizációját. 
c) Megvizsgáljuk, hogy az 
(2-4) yi S Г ;(х ;) 
egyenlőtlenség teljesül-e. 
d) Ha (2.4) nem teljesül, akkor visszatérünk az a) lépésre az ( /+ l)-edik segéd-
lűrűségeket és kritériumfüggvényt használva, ha az egyenlőtlenség teljesül, akkor 
segyen z = x t . 
2.1. TÉTEL. A z érték a (2.1) alatti eloszlásfüggvényű С valószínűségi változó egy 
realizációja. 
Bizonyítás. Az első sikeres sorsolás (amelyben (2.4) először teljesül) sorszáma 
legyen x. 
Legyen Bk az az esemény, hogy a k-adik iterációs lépésben a sorsolás sikeres 
((2.4) teljesül), és legyen 
A= k f l Bt, 
i=1 
azaz Ak az az esemény, hogy a k-adik sorsolás előtti sorsolások sikertelenek voltak, 
£ = 1 , 2 , . . . . A1 legyen definíció szerint a biztos esemény. Ha most Ck={x = k), 
vagyis Ck az az esemény, hogy az első sikeres sorsolás a k-adik lépésben követ-
kezik be, akkor 
G = AkBk, к = 1, 2, . . . . 
Végül legyen V az az esemény, hogy az iteráció véges sok lépés után befejeződik: 
k = 1 
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Az a)—d) lépésekben generált valószínűségi változó eloszlásfüggvénye a következő : 
<f(z) = P(C < z\S) = P({( < z). S)/P(S). 
Mivel 
5 = 2 c k = 2 B k A k 
k=1 k=l 
és a Ck események egymást kölcsönösen kizáróak, 
(2.5) Ф(г) = Р\{C < z } 2BkAk 
k=1 
P(S) 
*=1 
Továbbá, mivel az Л esemény mind xA-tól, mind a ő t eseménytől független, 
A{** < г } А Л ) = А Л ) А { * * < z}Bk) 
z 
(2.6) = А Л ) f P(yk^Tk(t))nk(t)dt 
= А Л ) f Mk[Tk(tj\nk(t)dt, к = 1 , 2 , . . . . 
Ebből: 
(2.7) P(Bk) = A K < + = f М Л А ( 0 ] и » ( 0 Л = A» k= 1, 2, . . . , 
(2.8) А Л ) = я Щ = Я Д А ) = Я (1 - Д ) = Д , к = 1, 2, . . . . 
и=1 7 i=l i=l 
А (2.6)—(2.8) összefüggések felhasználásával (2.5) a következő alakú lesz: 
Ф ( г ) = Í A /a7JA(/)] nk(t)dt/P(S). 
Mivel pedig az 5 esemény definíciója és (2.2) következtében 
azért 
A-S) = P\ 2BkAk\ = 2EkFk = 
U=i ) *=i 
<?(z) = F(z). 
Természetesen a módszer csak akkor alkalmazható, ha az iteráció 1 valószínű-
séggel véges sok lépésben véget ér, azaz 
P(S) = E= 1. 
Alkalmazott Matematikai Lapok 1 (1975) 
V É L E T L E N S Z Á M O K G E N E R Á L Á S A I T E R Á L T E L V E T É S E S M Ó D S Z E R R E L 3 4 9 
Mivel azonban 
E= 2EiFi= 2 Et П 4-Ej) = Í ( F , - F i + 1 ) i=1 i = l j=l i=l 
= Fx — lim Fi 
Í~* oo 
és feltevéseink értelmében F 1 = l , valamint lim F(z) = 2 F ; / F < + »>, azért 
l — l 
lim £ j = 0 és E-1. 
A fentiekkel analóg módon igazolható, hogy a sorsolások számának várható 
ér téke : 
E(x) = 2 Ei~ lim kFk, 
<=i 
amiből következik, hogy E(x) akkor és csak akkor véges, ha 
lim kFk = 0 és 2 F i < 
Megjegyzendő, hogy amennyiben az mennyiségek ismertek, az iteráció 
helyettesíthető a BUTLER által bevezetett kompozíciós módszerrel [1], amelyben 
a következőképpen j á runk el. 
Előállítjuk az összes P(Ck)=EkFk mennyiségeket és sorsolunk egy, a [0, 1] 
interval lumban egyenletes eloszlású véletlen számot. Megvizsgáljuk, hogy melyik 
к értékre teljesül a 
2lp(Ci)^R < 2P(Ci) 
i=l i=l 
egyenlőtlenség, majd az ennek а к értéknek megfelelő 
fk(z)= Mk[Tk(z)]nk(z)/Fk 
sűrűségfüggvényből sorsoljuk С egy realizációját. 
3. Az iterált elvetéses módszer hatványsorok esetében 
Tegyük fel, hogy а С valószínűségi változó sűrűségfüggvénye a következő a lakú : 
2 c k z \ ha Z€[0,1] (3.1) f ( z ) = -k-о 
0, ha z $ [ 0 , 1 ] 
ahol a hatványsor legyen konvergens a teljes [0, 1] intervallumon, és 
ck X 0, к = 0, 1, 2, . . . , /0 = 0 < / j < l2 < /3 < . . . . 
Az együtthatókat előjelük szerint soroljuk két halmazba, legyen 
P = (A: ck > 0, к > 0}, {A: < 0, к > 0}. 
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Tegyük fel, hogy a hatványsorra teljesülnek a következő konvergencia feltételek: 
k i i ^ 1 , 
( 3 . 2 ) ( 4 + I ) | C » + 1 | S / » C 4 , h a k e P , 
ha k£N. 
A segédsűrűségek legyenek a [0, 1] intervallumban azonosan 1 függvények, azaz 
" Г 10, 
(3.3) 
ha x£[0,1] 
* < * > H n egyébként ' k = l > 2 > ~ 
y, ha j£[0 , 1] 
Mk(y) = 1, ha y < 0 , к = 1,2, ... 
0, ha у > 1 
A kritériumfüggvényekre írjuk elő, hogy 
(3.4) O S T ^ S I , к = 1,2,.... 
Ebben az esetben a módszer segítségével generált valószínűségi változó sűrűség-
függvénye 
cp(z) = 2 Mk[Tk(z)]nk(z) Fk = 2Tk(z)Fk, 
4 = 1 4 = 1 
ahol 
1 4 - 1 
Ek = f Tk(z)dz, к =1,2, ..., Fk= П (1 -Ed, к = 2,3,..., F, = 1. 
о 
i = l 
3.1. TÉTEL. Amennyiben 
(3.5) Tk(z) = jj [ — ak + akz'k, ha k£P + akz\ ha k£N' 
ahol 
, ( 4 + l)cft+1//fccfc, k f P (3.6) űt. 
• 4 -(4+l)c4
 + i/c4, keN' 
akkor a generált valószínűségi változó sűrűségfüggvénye a (3.1) alatti függvény, azaz 
<p(z)=№ 
Bizonyítás. A Tk függvényekre és az ak együtthatókra vonatkozó (3.5)—(3.6) 
összefüggésekből, valamint a (3.2) konvergencia feltételekből következik a (3.4) 
egyenlőtlenség teljesülése, tehát csak azt kell bizonyítani, hogy 
2 Tk(z)Fk = 2 ckz'k 
4 = 1 4 = 0 
avagy, amiből ez következik, hogy 
oo 
(3.7) akFk = ck, к = 1, 2, . . . , és 2 skFк = c0, 
4 = 1 
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ahol 
ha k e P 
(3.8) 
Mivel definíció szerint 
ha k£N" 
(3.9) Ek = f Tk(z)dz = sk+ak/(lk + 1), k= 1, 2, . . . , 
о 
azért 
Ugyanakkor 
2 EkFk = 2 [skFk + akFk/(lk+ 1)] = E = 1. 
k=1 k=1 
'|cj(4+l)= f / ( z ) d z = 1, 
és így az akFk = ck, k= 1, 2, ... összefüggések teljesüléséből a 2 skFk = c0 összefüggés 
már következik. fc-1 
A (3.7) összefüggések első felének igazolásához, viszont csak azt kell észre-
vennünk, hogy 
Fk+i/Fk = 1 — Ek 
tehát (3.9)-ből (3.8) és (3.6) felhasználásával következik, hogy 
ak 4 / (4+1) , ha kdP 
(3.10) 1 - ^ / ( 4 + 1 ) , ha k£N' 
(3.10) mindkét oldalát ak+1/ak-v'dl szorozva és felhasználva az ak együtthatókra 
vonatkozó (3.6) összefüggéseket, kapjuk, hogy 
о . » ) 
Mivel pedig definíció szerint F1 = 1 és ax = cr, így a (3.11) összefüggésekből induk-
cióval következik (3.7) első fele, amivel állításunkat bebizonyítottuk. 
A sorsolások számának várható értéke: 
oo oo 
F(y.) = 2Fk= 2 ck!ak, 
k=l k=l 
amiből (3.6) segítségével egyszerűen kapható (lásd [5]), hogy 
(3.12) E(x) = c0+ 2ck-
k£P 
Itt is megjegyezhetjük, hogy mivel az 
EkFk = Fk+1-Fk = ck+1/ak+1-ck/ak 
mennyiségek a hatványsor együtthatóival egyszerűen kifejezhetőek, a tényleges 
iteráció helyettesíthető a kompozíciós módszerrel, azonban, amint ez a 4. pont 
példájából is kitűnik, nem feltétlenül előnyös. 
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Ha egy sűrűségfüggvény hatványsorba fejtésének az együtthatóira teljesülnek 
a (3.2) konvergencia feltételek, akkor általában a hatványsor első néhány tagja már 
jól közelíti a sűrűségfüggvényt, következésképp a generálandó valószínűségi változó 
előállításában ezek a tagok dominálnak. 
Ekkor célszerű az első néhány tagot hagyományos elvetéses technikával, vagy 
speciális módon történő sorsolással venni figyelembe, a magasabb fokú tagokat 
pedig a leírt módszerrel. A két módszert egy véletlen szám segítségével komponál-
hatjuk. 
Legyen 
2 ckzm* = 2bkz\ ha z€[0, 1] 
A = 0 * = 0 k = 0 , 
0, ha 0,1] 
(3.13) / ( z ) = 
ahol m 0 = l 0 = 0; w) 1 <m 2 < ... < w v < / j < / 2 < . . . . 
Legyen 
G = J a i / ( m » + 1) 
* = 0 
és 
£i(z) = 2"kZm?G, 
k = 0 
(1 = 0 
Ekkor 
(3.14) / ( z ) = Ggfz) + (1 — G)g2(z) 
ahol gi és g2 maguk is legyenek sűrűségfüggvények; azaz megkívánjuk, hogy 
g 2 ( z ) ^ 0 , ha z€[0, 1] 
teljesüljön. 
A sorsolás első lépésében generálunk egy, a [0, 1] intervallumban egyenletes 
eloszlású véletlen számot és megvizsgáljuk, hogy a 
G =s R 
egyenlőtlenség teljesül-e. Ha az egyenlőtlenség teljesül, akkor g/zj-ből a hagyományos 
eljárások egyikével sorsoljuk a £ valószínűségi változó egy realizációját, ha nem 
teljesül, akkor g2(z)-ből az iterált módszerrel. 
Ez az eljárás előnyös lehet akkor is, ha a hatványsor együtthatóira vonatkozó 
konvergencia feltételek közül a 
Ici ^ i 
feltétel nem teljesül, ugyanis az eredeti függvény sorának konstans tagja gx és gz 
között szétosztható. 
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4. Alkalmazás az exponenciális eloszlásra 
Illusztratív példaként tekintsük a következő sűrűségfüggvényből történő 
sorsolást 
\Ce~2, ha z£[ 0, 1] 
egyébként 
m = P lo, 
ahol C = e / ( e - l ) . 
írjuk a sűrűségfüggvényt a következő alakba: 
(4.1) / ( z ) = С = C(l/2 —z + z2/2) + 
k=0 
+ C\l/2+ 2 ( - l ) ' z ' + 2 / ( £ + 2) ! | , z€[0, 1]. 
Most tehát 
G = C/6, gj(z) = 3(1-z) 2 , g2(z) = 2 „ _ f(z)-Ggl(z) ( 1 - G ) ' 
és könnyen igazolható módon gx és g2 minden z értékre pozitív, valamint g2 együtt-
hatói kielégítik a (3.2) konvergencia feltételeket. 
A sorsolás a következő lépésekből áll: 
a) Sorsolunk egy, a [0, 1] intervallumban egyenletes eloszlású Rx véletlen számot. 
b) Megvizsgáljuk, hogy az 
(4.2) F j = G 
egyenlőtlenség teljesül-e. 
c) Ha (4.2) teljesül, akkor sorsolunk további két, a [0, 1] intervallumban egyen-
letes eloszlású F2 és F 3 véletlen számot és Ç egy realizációja a 
z = min {RJG, R2, F3} 
érték lesz. (Megjegyzendő, hogy az RJG valószínűségi változó RX^G feltétel mellett 
a [0, 1] intervallumban egyenletes eloszlású.) 
d) Ha (4.2) nem teljesül, akkor az iterált elvetés módszerével g2(z)"ből sorsoljuk 
a z realizációt. 
Határozzuk meg a sorsolandó véletlen számok számának várható értékét, ami 
egyben a módszer időigényességére is jellemző lesz. 
Az első három lépésben várható értékben 
Wl = 1+2G = l + C/3 
véletlen számot sorsolunk. 
A (3.12) összefüggés értelmében a g2(z)-ből történő sorsolásban az iterációk 
számának várható értéke: 
E(x) = С 1 / 2 + 2 l/(2£)!j/(l - G) 
= C(e— 1)2/2^(1 — G) % 1,17 
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(Az iterációk számának alacsony értéke nem meglepő, hiszen az első iterációs lépés 
E, = l — C/(l — G ) 4 ! R Í 0 , 9 1 valószínűséggel sikeres lesz.) 
A g2-bői történő sorsolásra 1 — G valószínűséggel kerül sor és minden iterációs 
lépésben két véletlen számra van szükség. Ha továbbá figyelembe vesszük, hogy az 
RJG véletlen szám itt is felhasználható, akkor 
N2 = 2 ( 1 — G ) ( E ( X ) — 1 / 2 ) = C ( E - L ) 2 / E + G - L 
= e-2 + C/6. 
Tehát a generálandó véletlen számok számának várható értéke: 
» = n, + n2 = e—l +С/2 RÍ 2 , 5 1 . 
A hagyományos elvetéses módszernél ez a szám 
n = 2C RÍ 3 , 1 6 
és minden sorsolásban ki kell számítani e~z értékét, melynek időigénye jelentősen 
felülmúlja egy véletlen szám generálásához szükséges időt. 
Ez a példa valójában csak illusztratív jellegű, mert általában a logaritmusképzés 
időigénye csak néhányszorosa a véletlen szám generálásáénak és ezért a könnyen 
programozható közvetlen inverzió is nagyságrendben azonos időt igényel. 
Végül megjegyezzük, hogy az ismertetett módszer széles körű alkalmazásával 
még nem próbálkoztunk, de az algoritmus jellegéből következően állíthatjuk, hogy 
az olyan [0, 1] intervallumra koncentrált, függvénysor alakjában felírt sűrűség-
függvényre, amelyet a sor első néhány tagja jól közelít, a módszer nagy hatékony-
ságú generálási eljárást ad. Speciálisan a Taylor-sorba fejthető sűrűségfüggvények 
közül azokra, amelyekben a sor együtthatóit а С/и! sorozat majorálja az iterált 
elvetéses módszer kombinált alkalmazása, amint azt az előző példa is mutatja, igen 
hatékony. 
Köszönetet mondok S Z Á N T Ó G Y Ö R G Y barátomnak a dolgozat elkészítése során 
adott hasznos tanácsaiért és segítségéért. 
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I T E R A T I V E R E J E C T I O N M E T H O D F O R S A M P L I N G F R O M G I V E N 
P R O B A B I L I T Y D I S T R I B U T I O N 
I. L u x 
T h i s p a p e r is dea l ing w i t h a gene ra l i sa t ion o f t h e well k n o w n r e j e c t i o n m e t h o d f o r se lec t ing 
r ea l i s a t i ons of r a n d o m va r i ab le s w i t h g iven p d f . I n t h e c o n v e n t i o n a l m e t h o d a r e a l i s a t i o n is se lec ted 
f r o m a n easi ly t r a c t a b l e p d f a n d is a c c e p t e d a s the r e a l i s a t i o n of t h e r a n d o m v a r i a b l e in q u e s t i o n if 
it sat isf ies s o m e c o n d i t i o n s — e x p r e s s e d by f u n c t i o n r e l a t i o n s — a n d a n e w s a m p l e is se lec ted if t h e 
c o n d i t i o n s fa i l . 
I n t h e i te ra t ive r e j e c t i o n m e t h o d these c o n d i t i o n s c h a n g e s t e p by s t ep . T h e m e t h o d c a n be a d a p -
ted f o r g e n e r a t i n g f r o m c e r t a i n pdf w h i c h c a n be e x p a n d e d in T a y l o r ser ies . T h e c o n v e n t i o n a l a n d 
t e r a t i v e m e t h o d s c a n be u sed s i m u l t a n o u s l y . The u s e of t h e m e t h o d is d e m o n s t r a t e d by se lec t ing 
r o m the t r u n c a t e d e x p o n e n t i a l p d f . 
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EGY KÜLSŐ PONT ELJÁRÁS KONVEX NEMLINEÁRIS 
PROGRAMOZÁSI FELADATOK MEGOLDÁSÁRA 
R A P C S Á K T A M Á S 
B u d a p e s t 
E b b e n a d o l g o z a t b a n egy, FORGÓ FERENC ál ta l j a v a s o l t , k é t p a r a m é t e r e s k ü l s ő p o n t a l g o r i t m u s -
sal f o g l a l k o z u n k . I t t a z a l g o r i t m u s k o n v e r g e n c i á j á t á l t a l á n o s a b b f e l t é t e l ek me l l e t t b i z o n y í t j u k , m a j d 
m e g m u t a t j u k , h o g y egye t l en fe l té te l né lkü l i o p t i m a l i z á l á s egy e l ő r e m e g a d o t t e p o n t o s s á g ú meg-
o l d á s t s zo lgá l t a t , egy m e g e n g e d e t t p o n t b a n . E z u t á n a z e l j á r á s t a l k a l m a z z u k PRÉKOPA ANDRÁS egy 
s z t o c h a s z t i k u s p r o g r a m o z á s i m o d e l l j é r e . 
1. Bevezetés 
Ennek a dolgozatnak a témája egy olyan külső pont eljárás, amely különbözik 
a SUMT [2] (Sequential Unconstrained Minimization Techniques) külső pont algo-
ritmusaitól, mégpedig abban, hogy kétparaméteres és a büntető tag értéke a meg-
engedett tartományon nem nulla. A módszer elnevezését az indokolja, hogy alap-
gondolatát és a feladat megoldási módját tekintve megegyezik az eredeti algorit-
musokkal. Az eljárás F O R G Ó F E R E N C Í O I származik [3]. Ebben a cikkben az eljárás 
konvergenciáját általánosabb feltételek mellett bizonyítjuk, majd megmutatjuk, 
hogy ezen feltételek mellett léteznek olyan paraméter értékek, hogy egyetlen feltétel 
nélküli optimalizálás egy előre megadott e pontosságú megoldást szolgáltat egy meg-
engedett pontban, ahol e tetszőleges pozitív szám. Ezután az eljárást alkalmazzuk 
Prékopa András egy sztochasztikus programozási modelljére. Köszönetet mondok 
Prékopa Andrásnak és Mayer Jánosnak a dolgozat alapos átnézéséért és értékes 
megjegyzéseikért. 
2. A feladat és az eljárás ismertetése 
Tekintsük az alábbi nemlineáris programozási problémát. 
(2.1) min / (x ) 
£i(x)+ 0, /=1, ...,m, 
ahol / (x ) , —gi(x), ..., — gm(x) 5"-beli konvex függvények. 
Rendeljük hozzá ehhez a feladathoz a következő, az egész 5"-en értelmezett 
függvényekből alkotott függvénysorozatot: 
(2.2) Ф(х, ak, bk) = / ( x ) + i - к = 1,2, . . . . 
Ok ;=i 
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Az itt szereplő ak,bk, k = 1,2, ... paraméter sorozatokkal kapcsolatban az alábbi 
feltételezésekkel élünk : 
0
 + l ima Ä = +oo, 
h-*- OO 
(2.3) 0 < bk < + lim bk = 
k—oo 
hm , , = Fe«. 
Ha x0 megengedett tartománybeli pont, akkor igaz az alábbi határérték reláció: 
m 
(2.4) lim 2 е-"**'*-*„)-1о8ьк _ q. 
к—
00
 i=i 
На х0 nem tartozik a megengedett tartományhoz, akkor található legalább egy 
j index, amelyre g / x 0 ) < 0 . Ekkor teljesül az alábbi reláció. 
(2.5) lim e-e4»j(»o)- |o8N = + = = , 
ugyanis a (2.3) feltételek miatt 
(2.6) l i m ( - ^ ^ x ú - l ) l o g ü t = + ~ . 
А Ф(х, ak, bk) függvények bármely pozitív ak, bk értékpár mellett konvexek. A (2.1) 
feladatot a függvénysorozat ismeretében úgy oldjuk meg, hogy a fenti módon válasz-
tott ak,bk értékek mellett meghatározzuk а Ф(х,ак,Ьк) függvények feltétel nélküli 
minimum értékét; ezek az értékek a feladat megoldásához konvergálnak, ha к min-
den határon túl nő. 
3. Előzetes lemmák 
Az eljárással kapcsolatban fontos annak a biztosítása, hogy а Ф(х, ak, bk), 
k= 1 ,2 , . . . függvények felvegyék a minimumukat. Ezzel a kérdéssel foglalkozik 
az alábbi két lemma. 
3.1. LEMMA. Ha az /(x) , —gj(x), ..., — g,„(x) függvények konvexek és a (2.1) 
probléma optimumpontjainak halmaza nem üres, korlátos, akkor bármely véges 
k0, к ъ ..., km értékek mellett az 
{x|/(x) = k0,gi(x) & ki, i = 1, ..., m} 
halmaz korlátos és zárt. 
A lemma a bizonyításával együtt [2]-ben megtalálható. 
3.2. LEMMA. HA a (2.1) problémát tekintjük és a (2.1) probléma optimum-
pontjainak halmaza nem üres, korlátos, akkor tetszőleges, pozitív ak, bk, k= 1, 2, ... 
értékek mellett а Ф(х,а
к
,Ь
к
), к=1,2, ... függvények felveszik a minimumukat. 
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Bizonyítás. Legyen к rögzített érték és értelmezzük minden valós M esetén az 
SM halmazt az alábbi módon: 
(3.1) SM = {х\Ф(х,ак,Ьк)^М}. 
Mivel а Ф(х,а
к
,Ь
к
) folytonos függvény, így elegendő azt belátni, hogy bármely 
véges M értékre SM korlátos halmaz. Ha SM = Q, akkor igaz az állítás. Tegyük fel, 
hogy SM + 0 és az SM halmaz nem korlátos. Ekkor létezik olyan SM-hez tartozó 
y / ; (1=1,2, ...) sorozat, amelyre igazak az alábbi relációk 
(3.2) Ф(У„а
к
,Ь
к
)^М, 1= 1,2,... 
(3.3) lim|y,| = + ~ . 
/ - . o o 
1 m 
Mivel az r - 2 е~"кв'(у'\ 1=1,2,... kifejezések pozitívak, így az /(y () , 1=1,2,... 
"к i = l 
sorozat felülről korlátos. A 3.1. lemmát felhasználva azt kapjuk, hogy létezik olyan 
j index, amelyre teljesül, hogy 
(3.4) l img/y,) = 
/ - . o o 
A (3.4) relációban y(, / = 1 , 2 , ... az eredeti sorozat egy részsorozatát jelöli. Tegyük 
fel ugyanis, hogy az eredeti y, sorozatra az/(y (), / = 1 , 2 , ... sorozat korlátos felülről 
és bármely i indexre £',(У/)=/ч, 1=1, 2, ...,. Ekkor érvényes a következő tartalmazási 
reláció : 
(3.5) y,£{x|/(x) Ä £ 0 ,g ; (x) S ki, i=l,...,m), 1=1,2,.... 
A fenti halmaz a 3.1. lemma állítása szerint korlátos, s ez ellentmond a (3.3) fel-
tételnek. 
A (3.4) reláció következtében fennáll az alábbi reláció is: 
1 m (3.6) l im— 2 e~"k9,(y,) = 
bk i= 1 
Mivel а Ф(у
г
, ak, bk), 1=1, 2, ... sorozat felülről korlátos, a 
(3.7) j im/(y,) = - o o 
/ - . o o 
reláció teljesül. Adott e pozitív számhoz értelmezzük az alábbi halmazt: 
(3.8) R(s) = {x|/(x) ё max (M, v*)+l,
 gi(x) s - e , / = 1, ...,m), 
(3.9) ahol V* = min {/(x)|x€lR}, R = {x|gf(x) s 0, i = 1, ..., m). 
Legyen x+ egy optimum pont. A 3.1. lemma állítása miatt R(s) korlátos, zárt 
halmaz. Mivel x*€/?(e), ezért R(E) + 0. Tudjuk azt is, hogy x* nem határpontja 
az R(e) halmaznak. Tekintsük az у
г
, / = 1 , 2 , . . . sorozat azon elemeit, amelyekre 
teljesülnek az alábbi relációk: 
(3.10) y,CJ?(e), / = 1 , 2 , . . . , f(y,)^v*, 1= 1 , 2 , . . . . 
Képezzük az x* pontból kiinduló és az y(, / = 1 , 2, ... pontokon áthaladó sugarakat 
és jelöljék az x ( , / = 1, 2 , . . . szimbólumok azokat a pontokat, ahol ezek a sugarak 
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metszik az R(e) halmaz határát. Legyenek a Â,, / = 1 , 2, ... értékek olyanok, amelyek 
kielégítik az alábbi egyenlőségeket és egyenlőtlenségeket. 
(3.11) / ,у ( + (1- ; . ( )х* = x„ 0 < / , < 1, / = 1 , 2 . . . . 
A (3.3) feltétel teljesülése miatt igaz az, hogy 
(3.12) lim Я, = 0. 
1-+00 
Az / (x) függvény konvexitását kihasználva következik, hogy 
(3.13) /(X,) kf(y,)+V~k)f(x*) s / = 1 , 2 , . . . . 
Eszerint/(x,)<max (M, v*)+1, / = 1, 2, ... és mivel az x„J=l,2, ... pontok a hatá-
ron vannak, ezért találhatunk olyan q indexet, amelyre gq(\,)=—e. Minthogy az 
R(e) halmaz kompakt, a = min {/(x)/x£/?(£)} érték létezik és véges. A (3.13) 
egyenlőtlenségből átrendezéssel kapjuk az alábbi egyenlőtlenségeket. 
(3.14) г . - р - д , ) , -
 = 
= + 1=1,2 
к 
A g; függvények konkávitásá'ból és a g,(x*)^0, i=\,...,m egyenlőtlenségekből 
következik, hogy 
(3.15) 0 > - 8 = gq(x,) s Я^4(у() + (1 —k)gq(x*) ^ k-gq(Уд, / = 1, 2, . . . , 
azaz tetszőleges y, pont esetén találhatunk olyan q indexet, amelyre teljesül az alábbi 
reláció 
(3.16) - f s s . f o ) . 
Aj 
A fenti egyenlőtlenségből következik, hogy 
1 — a 1 1 m (3.17) — eö — 2" <?-"*»«<Ч / = 1 , 2 , . . . . 
O/c bk t>k i=i 
(3.12) alapján írhatjuk, hogy 
1 —a 
(3.18) lim — <?hafc = + «=, 
í - o o 
(3.19) lim 0(yt,ak,bk) = +«. 
I - « 
Minthogy (3.19) ellentmondásban áll a (3.2) relációval, ezzel a 3.2. lemmát bebizo-
nyítottuk. 
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4. Az eljárás konvergenciájának bizonyítása 
4 . 1 . T É T E L . H A A ( 2 . 1 ) problémát tekintjük és A ( 2 . 1 ) probléma optimumpontjai-
nak halmaza nem üres, korlátos, akkor 
(4.1) lim Ф(х(а
к
, bk), ak, bk) = v*, 
k—oo 
ahol az x(ak, bk), A = 1,2, ... értékek jelentik а Ф(х, ak, bk), A = 1 ,2 , . . . függvények 
minimumhelyeit, v* pedig a feladat optimum értékét. 
Bizonyítás. A (4.1) állítás bizonyításánál abból indulunk ki, hogy az x* optimum 
hely megengedett tartománybeli pont, így teljesülnek a 
(4.2) Ф(х*,
 fll, éj) ^ Ф(х*, ak, bk) s Ф{х(ак, bk), ak, bk), к = 1 ,2 , . . . 
egyenlőtlenségek. Jelöljük Hó-val az alábbi halmazt. 
(4.3) H, = (x//(x) == Ф(х*, ŰJ, g,(x) S -S, i=l,...,m}, ó > 0. 
A 3.1. lemma értelmében / / korlátos, zárt halmaz. Megmutatjuk, hogy az x(ak, bk), 
A = 1,2, ... sorozat minden torlódási pontja eleme a H& halmaznak. Ez azért igaz, 
mert a 3.2. lemma bizonyításával teljesen hasonló módon meg lehet mutatni, hogy 
a Hö halmazon kívül az x(ak, bk), A = l , 2, ... sorozatnak legfeljebb véges sok eleme 
van. Mivel ez minden <5=-0 értékre igaz, ezért ez azt jelenti, hogy minden torlódási 
pont megengedett. A továbbiakban legyen ô egy fix érték. Most megmutatjuk, hogy 
teljesül az alábbi határérték reláció. 
(4.4) lim Ф(х(а
к
, bk), ak, bk) = v*. 
Tudjuk, hogy 
(4-5) Ф(х*, ak, bk) Ф(хк, ak, bk) ^ f ( x k ) , 
így 
v* = lim Ф(х*, ak, bk) S lim sup Ф(хк, ак, Ьк) ^ 
(4.6) 
— ,lim ínf Ф(х
к
, а
к
, bk) & lim inf/(x fc) ^ v*. 
к— oo FC —OO 
így bebizonyítottuk az állítást. 
5. A (2.1) feladat megoldása egyetlen feltétel nélküli minimalizálással 
Ebben a részben megmutatjuk, hogy egy előre megadott pozitív e értékhez 
találhatók olyan a és b értékek, hogy а Ф(х, a, b) függvényt feltétel nélkül mini-
malizálva a (2.1) probléma egy e pontosságú megoldását kapjuk, egy megengedett 
pontban. 
5 . 1 . D E F I N Í C I Ó . Egy X vektort a ( 2 . 1 ) probléma e pontosságú megoldásának 
nevezünk, ha az 
( 5 . 1 ) | / ( X ) _ K F = £ 
egyenlőtlenség teljesül, ahol v* a feladat optimum értéke. 
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5.2. TÉTEL. На А (2.1) problémát tekintjük és a (2.1) probléma optimumpontjai-
nak halmaza nem üres, korlátos és az R0 halmaz nem üres, ( P 0 = {x/g; (x)>0, 
7=1, ...,m}), akkor egy előre megadott pozitív e értékhez választhatunk egy a,b 
értékpárt úgy, hogy а Ф(х, a, b) függvényt minimalizálva a probléma egy e pontos-
ságú megoldását kapjuk egy megengedett pontban. 
Bizonyítás. Legyen s egy tetszőleges pozitív érték és x0 egy olyan jR0-hoz tar-
tozó pont, melyre teljesül az 
(5-2) / ( x 0 ) - / ( x * ) ^ 4 
egyenlőtlenség. Ilyen x0 pont az / , — gx, ..., —gm függvények konvexitása miatt 
létezik. Legyen b= l/e és a olyan érték, amelyre igaz az 
1 M F 
( 5 . 3 ) _ 2 Е-"9,<*0> < -
О i=i z 
egyenlőtlenség. Mivel az x0 P0-hoz tartozó pont, ezért az a értékét meg tudjuk így 
választani. A következőkben megmutatjuk, hogy bármely nem megengedett w pont-
hoz találhatunk olyan megengedett v pontot, melyre teljesül az alábbi reláció 
(5.4) Ф(уг, a,b) > Ф(у,а, b). 
Legyen tehát w egy nem megengedett pont. Ekkor legyen v az a pont, amely az 
x0 és a w pontokat összekötő szakaszon van és amely határpontja a megengedett 
tartománynak. Fennáll az alábbi reláció. 
1 m ЕЕ 
(5.5) Ф(х0, a,b) = / ( x 0 ) + — 2 e-9'«o) + - + - < Ф(у,а,Ь) 
Ugyanis a v pontot tekintve létezik legalább egy j index, amelyre gj(y) = 0, s így az 
l m 1 1 m (5.6) - 2 e - " a ^ ) = - г + -г 2 e - " e ' M > e 
b Í = I b b Í = I 
•vj 
egyenlőtlenség teljesül, másrészt a v pont megengedettsége miatt / (x*)</(v) . 
Mivel a v pont az x0 és a w pontokat összekötő szakaszon van (v=x 0 , v=w), ezért 
létezik olyan Я érték, hogy 
(5.7) v =. Ax0 + (1-A)w, 0 < Я -= 1. 
А Ф(х, a, b) függvény konvex, tehát teljesülnek a 
(5.8) 
Ф(\, a, b) ^ Я Ф ( х 0 , а, 6) + ( l -Х)Ф(\\, a, b) < Я Ф ( У , а, 6) + ( L - Я ) Ф ( № , a,b) 
egyenlőtlenségek. Innen adódik, hogy 
(5.9) Ф(у,а,Ь)^Ф(у/,а,Ь). 
Alkalmazott Matematikai Lapok 1 (1975) 
363 RAPCSÁK T.: E G Y K Ü L S Ő P O N T ELJÁRÁS A N E M L I N E Á R I S P R O G R A M O Z Á S B A N 
így a feltétel nélküli optimalizálás során a minimum értékét megengedett pontban 
kapjuk és erre teljesülnek a 
(5.10) v* ä Ф(х(а,Ь),а,Ь) S Ф(х0,а,Ь) ^ / ( x * ) + e = v* + s 
relációk. Ezzel bebizonyítottuk a tétel állítását. 
6. Az eljárás alkalmazása Prékopa András egy sztohasztikus programozási 
modelljére 
Ebben a modellben folytonos, logaritmikusan konkáv függvénnyel képzett 
feltétel fordul elő. 
6 . 1 . D E F I N Í C I Ó . Egy С konvex halmazon (CaR") értelmezett nemnegatív 
g(x) függvény logaritmikusan konkáv, ha bármely C-hez tartozó xx, x2 pár és 
0 < Я < 1 esetén a 
(6.1) g ( i X l + ( l - A ) x 2 ) ^ feíxJHsíx.)]1-* 
egyenlőtlenség teljesül. 
A modellben szereplő feltétel a következő: 
(6.2) g(x) ë p, 
ahol g(x) logaritmikusan konkáv függvény, p pedig 0 és 1 közé eső érték. írjuk át 
a feltételt az alábbi formába 
(6.3) logg(x)- log/? ^ 0. 
A lóg g(x) —log/i konkáv függvény, ezért az — e-M'oseM-iogp) függvény konvex 
bk lesz. Ezt más formába írva kapjuk, hogy az 
( 6 . 4 ) g - o t ( l o g 9 ( x ) - I n p ) _ J _ 
bk bk U ( x ) . 
egyenlőség teljesül. Tehát folytonos, logaritmikusan konkáv feltételek esetén a bün-
1 ( p у« 
tető tag értéke -7— —-r . Ebből az is látható, hogy ha / (x ) logaritmikusan konkáv, bk vg(x)' 
akkor az l / / (x) konvex függvény lesz. 
Numerikus példa. Az eljáráshoz számítógépes programot is készítettünk. Példa-
ként az alábbi kisméretű feladat megoldását említjük meg 
min(xi + x2) 
Í3x j+ x2 6 s ßA 
x, + 8 x 2 - 8 ^ ß2] ~ 0,8 
X I + 4 X 2 S 4 , 
-F- = 3 , 
X , Ä 0, x2 s 0. 
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Itt ßx és ß2 együttes eloszlása normális, nulla a várható értékük, 1 a szórásuk és 
0,2 a korrelációs együtthatójuk. A valószínűségi feltételben szereplő függvény az 
x1; x2 változóknak logaritmikusan konkáv függvénye (lásd [4]). Ennek értékét 
D E Á K ISTVÁN szubrutinja számolta. 
A feladatot különböző pontokból indulva általában 1 perc alatt oldottuk meg, 
3—5 feltétel nélküli minimalizálást végezve. Amennyiben 0=100, a = 1000 volt, 
az eljárás egyetlen feltétel nélküli minimalizálással 30 másodperc alatt megtalálta 
az optimumot. 
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RAPCSÁK TAMÁS 
MTA SZÁMÍTÁSTECHNIKAI ÉS AUTOMATIZÁLÁSI KUTATÓ INTÉZET 
1502 BUDAPEST XI., KENDE U. 13—17. 
A N E X T E R I O R - P O I N T A L G O R I T H M F O R S O L U T I O N O F C O N V E X N O N L I N E A R 
P R O G R A M M I N G P R O B L E M S 
T . RAPCSÁK 
T h i s p a p e r dea ls w i th a n e x t e r i o r p o i n t a l g o r i t h m sugges ted by F . FORGÓ. T h e c o n v e r g e n c e of 
the a l g o r i t h m is p r o v e n h e r e u n d e r m o r e gene ra l c o n d o t i o n s , f u r t h e r it will be s h o w n t h a t a n 
u n c o n s t r a i n e d o p t i m i z a t i o n resu l t s in a s o l u t i o n of e e x a c t n e s s g iven in a d v a n c e , in a f eas ib le 
p o i n t . T h e r e a f t e r the p r o c e d u r e will be a p p l i e d t o a s t o c h a s t i c p r o g r a m m i n g m o d e l of A . PRÉKOPA. 
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TERVÜTEMHÁLÓK SZUBKRITIKUS ÜTJAINAK 
MEGHATÁROZÁSA 
BAKÓ ANDRÁS 
Az ismert CPM módszerek a háló kritikus éleit és egy kritikus útját adják meg. A dolgozatban 
két algoritmust ismertetünk. Az egyik eljárás egy háló összes útvonalának meghatározására alkalmas. 
A másik egy háló összes kririkus útvonalát és a második leghosszabb (ún. szubkritikus) útvonalait 
adja meg. Megmutatjuk az algoritmusok helyességét és kitérünk a leggazdaságosabb tárolási mód-
szerre is. 
1. Bevezetés 
Legyen egy digráf pontjainak halmaza X, éleinek halmaza E, és x(x, y) a digráf 
(x, y ) I E élén értelmezett távolságfüggvény (tevékenységi idő). Rögzítsük le az 
(X, E, г) hálózat s és t pontját. 
Ha egy hálózat minden pontjába vezet az s pontból út, és a hálózat minden pont-
jából vezet út a t pontba, és nem tartalmaz ciklust (irányított kört), akkor tervütem-
hálónak vagy röviden hálónak nevezzük. Az s pont a háló kezdő, t a végpontja. 
Az időütemezési feladat a háló minden xIX pontján egy olyan j í (x)+0 üte-
mezést megadni, amelyre 
(1.1) Kxj)~Kxd = t(*<. xj), (Xi, Xj)IE, és 
p(t)—p(s) minimális. 
Az (1.1) feladatot potenciál módszerrel oldhatjuk meg, amely megadja a p üte-
mezést és az v-ből r-be vezető P leghosszabb utat. A maximális hosszúságú P út 
T=A(P) hosszára és az (l . l)-nek eleget tevő p ütemezésre fennáll az alábbi össze-
függés : 
A(P)=p(t)-p(s). 
Gyakorlati feladatok megoldásánál sokszor szükség van az összes kritikus út 
meghatározására, és a 2., 3., ... leghosszabb útvonalak meghatározására. Ez utóbbia-
kat nevezzük szubkritikus utaknak. A fenti feladatok megoldásai általános hálózat-
ban még a legrövidebb út esetén is bonyolult algoritmussal határozhatók meg. 
Hálók esetén közlünk két algoritmust, amelyek egyike a hagyományos tervütemezési 
feladat megoldási módszerének egy módosítása (2. pont), a másik módszert pedig 
a maximális időtartalék tulajdonságait kihasználva készítettük (3. pont). 
A 2. pontban közölt algoritmus abban az esetben használható előnyösen, ha 
a 3., 4. leghosszabb útvonalakat is meg akarjuk határozni. A 3. pontban ismertetett 
módszer viszont akkor jobb hatásfokú, ha az összes kritikus útvonalat, vagy a 2. leg-
hosszabb útvonalat, vagy mindkettőt akarjuk meghatározni. 
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2. Az összes útvonal meghatározása 
Az alábbiakban leírunk egy olyan algoritmust, amely egy hálóban az összes 
útvonal meghatározására alkalmas, de alkalmas az első к leghosszabb útvonal 
meghatározására is. Az alábbi algoritmus lényegesen egyszerűbb, mint a £-adik 
optimális utakat meghatározó egyéb algoritmusok (YEN [6], Fox [1]), mivel a hálóban 
ciklus nincs. 
A közlendő algoritmus potenciál módszerrel dolgozik. A háló minden X;£X 
pontjához hozzárendelünk egy R(xj=(r1(xi), r2(xj, ..., rq(xj) potenciálvektort, 
amely tartalmazza az összes lehetséges út hosszát az v ponttól az x ; pontig. 
Jelöljük a vx, v2, ..., vr számsor p-edik legnagyobb elemét maxp (Uj ,^ , . . . , fr)-rel. 
Legyen S azon pontok halmaza, amelyek potenciál vektorát már kiszámoltuk és 
legyen T=X-S. 
A háló összes útvonalának meghatározására alkalmas algoritmus a következő 
lépésekből áll: 
Al : Legyen S = {s}, R(s) = 0. 
A2: Keressünk egy olyan Xj£ S pontot, amelyre nincs olyan (xhxj£E, hogy 
x,-£ S (ilyen pont van: lásd Klafszky [3] 195. old.). 
A3: Számoljuk ki az Rixj — r^xj potenciálvektort. Ez 
(2.1) rjxfi = max,- {rp(xj + x(xb XJ))4P=1, 
ahol q az /-edik pontban kapott potenciálvektor hossza. 
A4: Ha Xj = t készen vagyunk, egyébként folytassuk az eljárást az A2 pontban. 
Az alábbi tétel az A algoritmus helyességét mondja ki. 
2.1. TÉTEL . A Z R(t) potenciálvektor az v pontból t pontba vezető összes útvonal 
hosszát adja. 
Bizonyítás. Elegendő azt megmutatni, hogy a £-adik lépésben kiszámolt R(xik) 
tartalmazza az összes v-ből xífc-ba vezető út hosszát. Ezt az alábbiakban mutat-
juk meg. 
Tegyük fel, hogy az ó halmazba az X halmaz pontjai a következő sorrendben 
kerültek be: x1; x2 , ..., x„. Az első lépésben v-től xx-ig egy út vezet, és az ezen út 
hosszát tartalmazza R(xj. Tegyük fel, hogy a tétel igaz az 5 = {лу, x2 , ..., 
halmazra és az R(xj, R(xj, ..., R(xk_4) potenciálokra. A £-adik lépésben kiszá-
moljuk az R(xk) potenciált és tegyük fel, hogy van egy olyan R = (xtl=s, xÍ2, ..., 
•••»
 xÍ,-I> xir=xk) út, amely hossza nincs az R(xk) vektorban. 
Az R(xk) elemeit úgy számoltuk ki, hogy vettük az összes rfixj + x(xh xk) 
összegeket, ahol xx£S, (x1; xk)£E. 
Azonban a fenti összegben a t (x r_ l 5 x j szerepelt, tehát a hossz csak úgy hiányoz-
hat, ha a Px = P — xk út hossza nincs az R(xir_j vektorban — szemben az indukciós 
feltevéssel. 
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3. Az összes kritikus és a szubkritikus útvonalak meghatározása 
A kritikus út meghatározására van jó eljárás, de bonyolult az alternatív kritikus 
utak meghatározása. A maximális időtartalékok segítségével egy redukált hálón 
könnyen meg tudjuk határozni az alternatív kritikus utakat és a 2. leghosszabb 
utakat is. 
Hasonló gondolattal próbálkozott MÁES—TEUGELS a p(xj)—л(х;)—т(х(, Xj) 
feltételes időtartalékok felhasználásával, de algoritmusa hibás az első lépésről 
a 2. lépésre való áttérésnél (lásd [5], 204. old.). 
Jelöljük (5(x,)-vel a t pontból visszafelé számolt ütemezési időket (az ún. leg-
későbbi időket) és y(xf, x^j-vel a maximális időtartalékot (у(х,, Xj)=ô(Xj)—p(xi) — 
-^(xi, Xj)). 
Legyen P egy tetszés szerinti út az s pontból a t pontba, és legyen a hossza 
k(P). Bontsuk a P utat három részre: P=P1U(xi, Xj)UP2, ahol P, í-ből x r b e , 
P2 Xj-bői í-be vezet. A fentieknek eleget tevő P, P„ P2-re és az (x-, xj) élre, valamint 
a T kritikus időre az alábbi lemma teljesül. 
3.1. LEMMA. A F út hossza és a F kritikus idő között az alábbi összefüggés van 
(3.1) k(P) + T-(ô(xj)-n(xd-T(x„Xj)) 
Bizonyítás. A lemma helyességét számolással könnyen igazolhatjuk 
я ( р ) = Я ( Л ) + т ( х
ь
Х , . ) + ; . ( Р 2 ) ^ 
= Л ( A ; ) - p ( s ) + x{xi,xj) + ó(t)-ö (Xj) = 
= ő (t) - л (s) - (S (Xj) - л (x,) - T (x ;, Xj)). 
Ebből ö(t)=p(t) miatt a lemma állítását kapjuk, azaz 
HP) + T—(è(Xj) — p{xi) — x{xi, Xj)) = T—y(xh Xj). 
A 3.1. lemmából azonnal következik néhány egyszerű észrevétel: 
a) Ha valamely élen у (х ; , х 3 )>0 , úgy ez nem kritikus él; 
b) Ha valamely (х,,ху)-ге y(x ;, x,) = 0, úgy van rajta átmenő kritikus út. 
Ugyanis az x r i g van telített út л-ben .у-bői, az Xj-től van telített út ú-ban t-ig, így 
a lemmában az egyenlőtlenség helyett egyenlőség áll. 
c) Ha (x ;, Xj)£E esetén y(xt, Xj) = 0, úgy ô(xj)=p(xj), ugyanis d(xj)-p(xi)-
— X(x;, Xj) = 0 és p(Xi) + т(х,-, Xj) = p(xj). 
d) A kritikus út mentén //(х;) = й(х,). 
Ez utóbbi megjegyzést fogjuk kihasználni az alternatív kritikus utak meghatározá-
sához. 
Tekintsük az (X, E') irányított gráfot, ahol E ' = {(x;, ху)|у(хг, xy) = 0}. Az algo-
ritmus során az (X, E ' ) gráf minden xf pontjához hozzárendelünk egy m(x,) számot, 
amely a különböző (telített) utak számát adja s-ből x,-be. 
Legyen S azon x ; pontok halmaza, amelyre az са(хг) értéket már meghatároztuk. 
Az összes kritikus út meghatározására szolgáló В algoritmus a következő 
lépésekből áll: 
51: Legyen 5={s}, co(s) = 0. 
5 2 : Válasszunk egy olyan х Д S pontot, amelyre nincs olyan ( x h Xj)£E ' , 
hogy Xji S. 
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B3: Számoljuk ki az œ(xj) értéket: 
(3.2) Ü)(xj) = 2 ю ( л ' 0 
B4: Ha t=Xj készen vagyunk, ellenkező esetben folytatódik az eljárás а B2 
pontban. 
Az algoritmus konstrukciójából következik, hogy w(t) a különböző kritikus 
utak számát adja. 
A 3.1. lemmából az is következik, hogy ha valamely (xt,Xj) esetén T* = 
= y(x ;, Xj)>0, úgy van olyan út, amely hossza T—T*. Ezt az észrevételt használ-
hatjuk a 2. leghosszabb útvonal meghatározására. 
Tegyük fel, hogy 
y(* i 0 , Xjo) = mi" Ay(Xi,Xj)),(Xi,Xj)eE. 
T0= T— y(xi0, xj0) hosszúságú útvonal létezik, és л-ből xi0-ig //-ben telített, x j0-tól 
?-ig ú-ban telített éleken megy át. Megmutatjuk, hogy ez a 2. leghosszabb útvonal 
éppen T0 hosszúságú. 
3.2. LEMMA. Nincs olyan út, amelynek hossza T és T0 közé esik. 
Bizonyítás. Vegyünk egy tetszés szerinti T* hosszúságú P* utat. Megmutatjuk, 
hogy vagy T* = T, vagy T*^T0. 
Ha a P* út minden egyes (x (, Xj) élére y(x(,xj)=0, akkor ez kritikus út, így 
T*=T. 
Ha van olyan (x*, x*)£.P*, hogy y(xf, x*)>0, akkor a P** út T** hosszára, 
amely .s-től x*-ig //-ben telített, x*-tól í-ig ú-ban telített, fennáll a T*f= T** egyen-
lőtlenség. Mivel y(x0, >'0) minimális volt, így T**^T„. Összefoglalva éppen a kívánt 
eredményt kaptuk, mivel 
T* Я T - y ( x f , x*) ^ T-y(xi0, Xjg) = T0. 
A fenti eredmény nem általánosítható a 3. legrövidebb utak meghatározására. 
Azaz általában nem igaz, hogy ha y(xb xj) a maximális időtartalékok között a 3. leg-
kisebb, akkor a 3. leghosszabb út hossza Т—у(х
ь
 xj). 
4. Címkézési technika 
A fejezetben leírjuk a 2. pontban leírt A algoritmus módosítását, amely az ere-
deti algoritmust a címkézési technikával bővíti. Ezzel az utak hosszán kívül magukat 
az útvonalakat is meghatározhatjuk. 
Ehhez az R (x) potenciálvektor mellett egy vele azonos hosszúságú Q (x) = 
= (x)) címkevektorra is szükség van. A címkevektor elemeit az A3 lépésben 
töltjük ki a következőképpen. Ha a maxy (/-р(х,)-1-т(х;, xjj) maximum érték vala-
mely /у(х;) potenciálérték esetén teljesül, akkor qj(xj)=xi. 
Az útvonal visszakeresését a címkevektorral végezhetjük el, de a szokásos 
visszakeresési eljárást módosítani kell. Könnyen belátható, hogy ez a módosítás 
abból adódik, hogy általában nem minden útvonal hossza különbözik. Tegyük fel, 
hogy meg akarjuk határozni az rk(t) értékhez tartozó útvonalat. Ekkor a qk(t) az 
azon pont címkéjét tartalmazza, amelyből a t pontba mentünk. Legyen ez az érték w. 
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A keresett útvonal и' pont előtti címkéjét az alábbiak szerint határozzuk meg: 
a) Kiszámoljuk a v — rk(t) — z(w, t) értéket. 
b) Az i?(w) vektorban megkeressük azt az elemet, amelynek értéke v. 
Ha csak egy ilyen érték van, akkor a szokásos módon megyünk tovább, azaz 
az ezen potenciálhoz tartozó Q(w) vektor megfelelő eleme adja a következő címkét, 
ha több v értékű elem van £(w)-ben, akkor az rk(t) értékhez legalább annyi különböző 
útvonal tartozik, ahány v értékű elemet találtunk és Q(w) megfelelő koordinátái 
szolgáltatják a w ponttól elágazó különböző utak előző címkéit. 
А В algoritmussal a szokásos címkézési technika segítségével kaphatjuk meg 
a kívánt útvonalakat. 
Az A algoritmust és a címkézési technikát egy számpéldán mutatjuk be. Tekint-
sük az 1. ábrán közölt hálózatot. A hálózat éleire írtuk a tevékenységi időket (az 
élhosszt). Legyen kezdő esemény 1, a befejező esemény 8, és határozzuk meg az első 
5 leghosszabb útvonalat az 5 = 1 pontból a í = 8 pontba. 
Itt minden pontba legfeljebb 5 potenciál és a hozzájuk tartozó legfeljebb 5 címke 
lehet. A 2. ábrán adjuk meg a potenciál- és cimkeértékeket. Az ábra /-edik oszlopában 
az első elem az rx(í), a 2. elem a qfi), a 3. elem az r2(i), a negyedik elem q2(i),..., 
amely értékek az /-edik ponthoz tartoznak. 
Keressük meg a 14. úthosszúságú utat, amelyen a t pont előtti pont 6 (a 2. ábra 
5. és 6. sora és utolsó oszlopa). Ezen az úton a 6 pont potenciálja 14—3 = 11. A 6. osz-
lopban 11 potenciálú pont az 5-ös. Az 5 pontban a potenciál értéke 7. Végül meg-
kapjuk a teljes útvonalat: P=( 1, 2, 5, 6, 8). 
А В algoritmust és a 2. leghosszabb út meghatározását a 3. ábrán megadott 
hálózaton mutatjuk be. A pontokba írtuk be a p és ô értékeket, amelyek a hálón 
megegyeznek minden pontban. Az éleken két szám van, az egyik a tevékenységi időt, 
a másik, bekeretezett szám a maximális időtartalékot adja meg. Az ábrán látható 
a két kritikus út, amely a 0 maximális időtartalékkal rendelkező részhálóból határoz-
ható meg. A 2. leghosszabb út hossza 14, mivel max (y(x;, *,)) = 1, (y(x ;, x y )>0) . 
Ilyen útvonal összesen 4 van, és ezek a szokásos címkézési technikával határozhatók 
meg. 
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Potencia/ 
Címke 
Potencia/ 
Potenciat 
Potencia/ 
Cimke 
Cimke 
Potencia/ 
Cimke 
2. ábra 
8 
15 
7 
7« 
6 
1U 
5 
13 
3. ábra 
5. Tárolási technikák 
Az összes útvonal meghatározása az u tak nagy száma miat t tárolási problémákba 
ütközik kis hálózatok esetén is. Nagy hálózatok esetén, amelyeknél a pontok száma 
száz, esetleg néhány ezer, csak a k-adik leghosszabb út meghatározására gondol-
hatunk. 
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Az input adatok tárolásához n2 tárolóhelyre van szükség, ahol n az N halmaz 
pontjainak a száma. Az A algoritmusnál minden ponthoz két további vektort kell 
tárolni, a potenciál és a címke vektorokat. így további 2n vektor elemeinek tárolására 
van szükség az algoritmus során. Ha a 4-adik leghosszabb utakat akarjuk meghatá-
rozni, úgy n2+2kn tárolóhelyre van szükség. 
Mivel a hálók sűrűsége nagy méretek esetén kicsi, célszerűtlen a hálót mátrix 
alakban tárolni. A tároláshoz elegendő 2 vektor A és B. 
Az A vektor (2(7— 1)+ l)-edik eleme mutatja meg, hogy az /'-edik pontból hány 
él megy ki, a (2(/ —l) + 2)-edik eleme pedig azt mutatja, hogy а В vektor hányadik 
koordinátájánál kezdődnek az i pontból kimenő élekre vonatkozó adatok. 
1 2 3 4 5 6 7 . 8 9 10 11 12 13 14 
3 1 1 7 5 9 1 19 2 21 2 25 1 29 
1 2 3 4 5 в 7 8 9 10 il 12 13 14 15 W 
2 4 3 3 4 6 5 3 4 5 7 6 5 4 2 2 
17 18 19 20 21 22 23 24 25 26 27 28 29 30 
6 3 7 5 В 4 8 6 7 0 8 3 8 1 
4. ábra 
Legyen d(2(i— \) + í ) = q, ekkor g-ban van az i pontból kimenő első él j\ vég-
pontja b(q+1) tartalmazza a d(i,j\) értéket. így összesen n pont és m él esetén 
2n + 2n tárolóhelyre van szükség. Legyen «=1000, m = 2000, ekkor 1 000 000 tároló-
hely helyett elegendő 6000 tárolóhellyel dolgoznunk, ami már lehetővé teszi köze-
pes nagyságú gépek esetén is a központi memória használatát. 
1 2 3 4 5 6 7 8 9 Ю 11 12 13 14 15 16 
С 
1 7 2 5 1 7 2 9 3 13 3 19 6 25 10 37 
1 2 3 4 5 в 7 8 9 10 n 12 13 14 15 16 
D 0 7 3 1 5 3 4 1 8 3 8 1 8 2 7 2 
17 18 19 20 2! 22 23 24 25 26 27 28 29 . 30 3/ 32 
7 3 12 5 11 5 6 3 13 4 12 6 11 4 11 6 
33 34 35 38 37 38 39 40 41 42 43 44 «5 4ff 47 48 
9 3 6 6 15 6 74 7 /4 6 74 5 13 7 13 5 
49 50 51 52 53 54 55 56 
12 7 10 7 9 9 7 7 
5. ábra 
Az A algoritmushoz szükséges potenciál és címkevektorok tárolását is célszerű 
két vektorba (C, D) sűríteni. А С vektor /'-edik eleme tartalmazza, hogy az (/' — l)-edik 
pontig hány potenciálértéket kaptunk. Ebből kiszámolhatjuk, hogy az /'-edik ponthoz 
tartozó potenciálok a D vektor (2/'-H)-edik koordinátájánál kezdődnek. Azt, hogy 
az /'-edik pontba hány potenciálérték van a C(/'+1) —C(/') érték adja. 
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A D vektor 2/-edik elemében egy potenciálérték, a (2 /+l) -edik elemében az 
ezen értékhez tartozó címke van. Tekintsük az 1. ábrán megadott hálózatot. A hálózat 
adatainak tárolását a fenti sűrítéssel megmutatjuk a 4. ábrán. A hálózat összes 
útvonalát is meghatároztuk. Összesen 10 különböző útvonal van az s pontból 
a t pontba. Ezen utak potenciál- és címkevektorait sűrítve tároljuk a fent elmondottak 
alapján (4. ábra). 
GEAR [2] egy speciális tárolási eljárást javasol, amely hálók esetén a C P M 
algoritmus sajátosságait is figyelembe veszi. Lényegében az előbbi eljáráshoz hasonló, 
de az élek megtalálási idejét tekintve jóval gyorsabb tárolási technikát mutat be 
KNUTH ([4], 299. old.), amely duplán összekapcsolt lista struktúrával dolgozik. 
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BAKÓ ANDRÁS 
MTA SZÁMÍTÁSTECHNIKAI ÉS AUTOMATIZÁLÁSI KUTATÓ INTÉZET 
1502 BUDAPEST XI., KENDE U. 13—17. 
S U B - C R I T I C A L P A T H S I N A C T I V I T Y N E T W O R K 
A . BAKÓ 
The known CPM algorithm defines the critical arcs and a critical path of an activity network. 
In this paper we discuss two algorithms. One of them determines all paths of an activity network. By 
the other all critical and the second longest (s.c. sub-critical) paths are obtained. We give the validity 
of the algorithms and show the most economical storing methods. 
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LESZÁMLÁLÁSI ALGORITMUSOK 
A 0—1-ES POLINOMIÁLIS PROGRAMOZÁSBAN 
VÍZVÁRI BÉLA 
Budapest 
Bár a diszkrét programozás fő vonulata még mindig a különböző típusú lineáris feladatok 
megoldó algoritmusainak vizsgálata, a kutatás más irányokba is megindult. Ezek közé tartozik a 
0—l-es polinomális programozás is. Az eddigi irodalomban főként olyan cikkeket találunk, amelyek 
a feladat lineárissá való átalakítását tárgyalják és az így kapott problémát oldják meg egy már ismert 
módszerrel. Ezeket az eredményeket az 1. szakaszban ismertetjük röviden. A 2. szakaszban egy, 
ettől az irányzattól eltérő, leszámlálási algoritmust tárgyalunk, amely közvetlenül az eredeti feladatra 
alkalmazható. Végül az utolsó szakaszban a speciális, feltétel nélküli esetre adunk egy algoritmust. 
1. Bevezetés 
Ebben a szakaszban kitűzzük a megoldandó feladatot és ismertetjük a korábban 
javasol t módszereket. 
Tekintsük a következő problémát : 
ma x / ( x ) 
( l - l ) g , (x) bi, i = l , . . . , m 
X = (A-J, . . . ,X„) 
Xj = 0 vagy 1, j = 1 , . . . , и 
/ , gi, i = 1 , . . . , m pol inomok. 
Az általánosság megszorítása nélkül feltehetjük, hogy / ( 0 ) = g ; ( 0 ) = 0. 
A fenti problémát át lehet alakítani úgy, hogy / és
 gi ( / = 1, . . . , m) az ismeret-
leneknek csak lineáris kifejezései legyenek, de csak azon az áron, hogy a változók 
és a feltételek száma megnő. 
Ilyen t ípusú eredményeket ta r ta lmaz BALAS [1] és WATTERS [7] dolgozata . Az 
eljárás lényegét az alábbiakban tömören összefoglaljuk. Először is A* helyettesíthető 
Aj-vei (&= 1 és egész).1 Legyen Q a változók indexeinek egy halmaza. Nyilván igaz 
a Q(z{l, . . . , «} reláció. Ekkor a / / xq szorzatot helyettesítsük az xQ változóval, 
qíQ 
melyről követeljük meg az a lábbiakat : 
(1.2) Z * « - * f l S | ß | - l , 
qíQ 
1
 A továbbiakban feltételezzük, hogy ez a helyettesítés megtörtént. 
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ahol | б | a Q halmaz elemeinek a számát jelöli; továbbá: 
(1.3) - 2xq + \Q\xü^0, 
qCQ 
(1.4) xQ = 0 vagy 1. 
Könnyen belátható, hogy ha az (1.2)—(1.4) feltételek teljesülnek, akkor az 
xQ változó értéke valóban 
/ 7 * 4 
qíQ 
lesz. 
Az így kapott lineáris rendszer már valamely ismert eljárással megoldható. 
Hibája az eljárásnak, hogy a feladat mérete — mind a sorok, mind a változók 
száma — nagyon megnőtt. Speciális esetben előfordulhat, hogy 2"—я—1 új válto-
zót kellett bevezetnünk és hozzájuk 2(2"— n— 1) új, (1.2), ill. (1.3) típusú feltételt. 
GLOVER és WOOLSEY [2] cikkükben az újonnan bevezetett sorok számát redukálják 
némileg. Ez azonban nem oldja meg teljesen a problémát, mert a lineáris diszkrét 
programozási feladatok megoldásához szükséges gépidő a kombinatorikus mód-
szerek esetében elsődlegesen a változók számától függ és egy határon túl minden 
módszer érzékeny a feltételek nagy számára. Előbbre lépést jelentett GLOVER és 
WOOLSEY [3] egy cikke, mely kiküszöböli az (1.4) feltételt, azaz xQ változók nem 
diszkrétek, hanem folytonosak lesznek. Ugyanis (1.4)-től függetlenül (1.2) azt köve-
teli meg, hogy ha valamennyi xq = l, q£Q, akkor xQ legalább 1. Azt kell biztosí-
tanunk még, hogy x Q > l ne teljesülhessen és x Q = 0 legyen, ha az xe-k között van 0. 
Ezt biztosítja az 
(1.5) xQ = xq, q£Q, 
(1.6) 
feltétel rendszer. Ekkor a [2]-ben (1.2)-re adott redukciók továbbra is alkalmazhatók. 
Továbbá az (1.5) típusú feltételek is összevonhatók. Legyen ugyanis q azon szorzatok 
halmaza, melyekben a ^-adik változó szerepel. Mivel eddig a szorzatokat a tényezőik 
indexeinek halmazával jellemeztük, ezért 
q = {Q: qZQ}-
Ekkor azok az (1.5) típusú sorok, melyekben xq szerepel, az egyetlen 
(1.7) \4\xq 
sorrá olvaszthatok össze. (1.7)-ből következik, hogy xe = 0 esetén minden megfelelő 
Xq is 0. 
Az eddigi eljárások az (1.1) feladatot egy vele ekvivalens lineáris feladattá 
írják át. Az ekvivalencia, akár az (1.1)—(1.4), akár az (1.1), (1.2), (1.5), (1.6) rend-
szert tekintjük is, abban az értelemben igaz, hogy az (1.1) probléma minden egyes 
megengedett megoldásához egyértelműen meg lehet határozni a kibővített feladat 
egy megengedett megoldását. Megfordítva, ha a kibővített feladat egy megengedett 
megoldását tekintjük, akkor ebben az xu . . . ,x„ változók értékei az (1.1) feladat 
megengedett megoldását szolgáltatják. A célfüggvényértékek mindkét esetben 
egyenlők. 
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Felmerül a kérdés, hogy az (1.1) rendszert, vagy annak valamilyen átalakított 
formáját, milyen eljárással oldjuk meg. Ha például a korlátozás és szétválasztás 
módszerét választjuk, akkor GLOVER és WOOLSEY [3] eredményei feltétlenül jelentősen 
megkönnyítik a számítások elvégzését. Mivel azonban az eredeti (1.1) feladat tiszta 
0—l-es probléma, elképzelhető volna egy leszámlálási algoritmus is. Erről lesz szó 
a következő szakaszban. 
2. Egy leszámlálási algoritmus hatáskörének kiterjesztése 
A KOVÁCS LÁSZLÓ BÉLA [4] könyvében is feldolgozott duál algoritmus lineáris 
rendszerekre vonatkozik : 
n 
max 2 c j x j > 
7=1 
П 
(2.1) 2 auxi = bi, i = 1, ..., m, 
J=1 
Xj = 0 vagy 1 j=l,...,n. 
Az eljárásban szereplő tesztek közül a legfontosabbak azok, amelyek közvetlenül 
a változók értékeire vonnak le következtetéseket. 
a) teszt (kötelező 0 rögzítés). Tekintsük az /-edik feltételt: 
(2.2) ailx1 + ai2x2 + ... +ainx„ ^ bt. 
Jelölje S az an, ..., ain együtthatók közül a negatívok összegét. Itt és a b) tesztben 
is feltételezzük, hogy mivel ellenkező esetben egyáltalán nincs megoldás. 
Ha az ai} olyan, hogy 
aij + S > bi, 
akkor az Xj változót 0 szinten kell rögzíteni, különben megsértenénk az i-edik feltételt. 
b) teszt (kötelező 1 rögzítés). Ha az a) teszt jelöléseivel 
S-Oij > bi, 
akkor az Xj változót 1 szinten kell rögzíteni. 
Mindkét teszt csak az együtthatók bizonyos összegeit használja fel. Valójában 
ezek az összegek arra alkalmasak, hogy becsüljük a (2.1) bal oldalán álló kifejezés 
értékét. Az, hogy melyik együtthatók szerepelnek az összegekben, azt jelenti, hogy 
— egy pillanatra — melyik ismeretleneket képzeltük 1 szinten, a többit pedig 0 
szinten. Vegyük észre, hogy ezek a következtetések akkor is levonhatók volnának, 
ha nem ismeretlenekről, hanem az ismeretlenek olyan függvényeiről beszélnénk, 
amelyek csak a 0 vagy 1 értéket vehetik fel. Pontosabban szólva az 
( 2 . 3 ) FL;I/I(X) + ai2f2(x) + ... + ainfn(x) ^ bt, 
f j = 0 vagy 1 
egyenlőtlenségre is alkalmazható mind az a), mind a b) teszt, csak ebben az esetben 
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nem közvetlenül az ismeretlenekre, hanem azok bizonyos kifejezéseire kapunk 
értékeket. Az (1.1) feladatra vonatkozóan ez így fogalmazható. 
Az a) teszt esetében az fij=xjlxh ... xJk szorzat nullával egyenlő, azaz az 
xJi> xJ'i' •••' xik ismeretlenek közül legalább egy a 0 értéket veszi fel. (Ennek a követ-
kezménynek a további kezelésére az f) tesztben térünk vissza.) 
A b) teszt esetén fi}= 1, azaz xjlxj2 ... xjk = 1. ami csak úgy képzelhető el, ha 
XJl = Xjt = ' ' • = XJk — 1 ' 
Vezessük be a következő fogalmakat. 
2.1. DEFINÍCIÓ. AZ /'-edik feltételben szereplő 
f i j = П xq 
qíQis 
tag hossza a szorzatban szereplő tényezők száma. 
2 . 2 . DEFINÍCIÓ. Egy Xj változó k-acl rendű, ha A a legrövidebb tag hossza, amely-
ben szerepel. Egy változó rendjének kiszámításánál definíció szerint csak a feltéte-
lekben szereplő tagokat vesszük figyelembe, a célfüggvényben levőket nem. 
c) teszt. Ha már rögzítettünk bizonyos ismeretleneket és ezek között legalább 
// —A+l 0-értékű van, akkor a A-adrendű ismeretlenek értéke már közömbös, 
a feltételek teljesülését vagy megszegését már nem befolyásolják. Ezért ha csak 
A-ad vagy annál magasabb rendű rögzítetien ismeretlenünk van, akkor ezek értékét 
úgy kell megválasztani, hogy a célfüggvény — immár függetlenül a feltételektől —• 
maximális legyen. így egy 
max //(x), 
(2.4) 
Xj = 0 vagy 1 
típusú feladatot kell megoldani, amelyben //(x) polinom. Megjegyezzük, hogy //(x) 
általában lényegesen egyszerűbb szerkezetű lesz /(x)-nél. 
d) teszt. Mielőtt a teszt részletes ismertetésére rátérnénk, szükséges a szóhasz-
nálat tisztázása. A leszámlálás során az egyes változók értéket kapnak. Ez kétféle 
módon történhet: lekötéssel és rögzítéssel. Amikor az előző értékadások után vala-
melyik változó értéke egyértelműen meghatározható (tehát valamelyik teszt ered-
ményes), akkor ezt a változót a megfelelő szinten lekötjük. Ha már következtetést 
nem tudunk levonni, akkor egy szabad változót rögzítünk, azaz a változó 0 vagy 
1 értéket kap. Ezt rögzített változónak nevezzük. A rögzített változó kifejezést 
használjuk akkor is, ha egy már értéket kapott változót vizsgálunk, de nem tudjuk, 
hogy az értékadás milyen úton történt. 
Amennyiben a célfüggvény monoton csökkenő, akkor alkalmazható a Lawler— 
Bell teszt. A következő lemma [6]-ban található és az ott leírt algoritmus kizárólag 
ezen alapul. A lemma ismertetése előtt bevezetünk két fogalmat. 
2.3. DEFINÍCIÓ, n-dimenziós vektorok parciális rendezése: Legyen x, y£R", 
ekkor azt mondjuk, hogy 
x ш у. 
ha minden j-re ( / = 1 , 2, ..., //) 
xj = yj-
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2.4. DEFINÍCIÓ, n-dimenziós vektorok lexikografikus rendezése: Legyen x, y € R " , 
továbbá legyen к olyan, hogy 
xi = Уп i - É •••> к 
és 
xk +1 )'k + l , 
ekkor 
x<y. 
Megjegyezzük, hogy ha x ^ y , akkor nyilván x < y Is teljesül. 
2.1. LEMMA. Tekintsük a következő feladatot: 
maxg(x), 
gii(x)-gi2(x) S bt, 
(2.5) xj = 0 vagy 1, j=\,...,n, 
gn,gi2 monoton növekvő, 
g monoton csökkenő. 
Tegyük fel, hogy az x vektorokat lexikografikusan növekvő sorrendben számlál-
juk le és az eddig talált legjobb célfüggvényértékekkel rendelkező megengedett 
megoldás x. Jelölje továbbá x* a lexikografikus rendezésben az x után következő 
első olyan vektort, amelyre 
X $ X*. 
Ekkor a parciális rendezésben x és x* között levő vektorok egyike sem lehet olyan 
megengedett megoldás, hogy nagyobb célfüggvényértékkel rendelkezzen, mint 
x és x közül a jobbik, ha 
(i) g(x)ssg(x), vagy 
(ii) ha x a feladat megengedett megoldása, vagy 
(iii) ha bármely i-re 
gn(x)-gií(x*-) > bi, 
ahol x*~ az x*-ot a lexikografikus rendezésben közvetlenül megelőző vektor. 
Ha a lemma feltételei teljesülnek, akkor olyan leszámlálást is végezhetünk, 
amely kizárólag a lemmából adódó tesztre épül. Ekkor a változók sorrendje előre 
adott. Az azonosan 0 megoldástól haladunk lexikografikusan növekvő vektorokon 
keresztül az azonosan 1 megoldás felé. Felmerül a kérdés, hogy a fenti eredmények 
alkalmazhatók-e olyan eljárásban is, amikor a változók sorrendje nem kötött és 
más teszteket is használunk, például a duál algoritmusban. 
Természetesen mielőtt az eljárást megkezdenénk, a változók sorrendjét tetszés 
szerint megváltoztathatjuk. Ha egy leszámlálási algoritmus során már minden vál-
tozónak értéket adtunk — akár rögzítéssel, akár lekötéssel — akkor az egyes érték-
adások időbeni sorrendje egyben a változók egy sorrendje is lesz, amelyik változó 
előbb kapott értéket, az a sorrendben előbb áll. 
Amennyiben minden rögzítést 0 szinten végzünk, akkor az így kapott x vektor, 
amelyben a változók az említett új, de most rögzítettnek képzelt sorrendben állnak, 
a lexikografikus rendezésben az első olyan, amelyet még nem vizsgáltunk meg. így 
alkalmazható rá a d) teszt, amert az ugrással nem fogunk kihagyni egyetlen olyan 
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x vektort sem, amelyet még meg kellene vizsgálni. Fontos hangsúlyozni, hogy ez 
csak akkor van így, ha a szabad változó rögzítések 0 szinten történtek. 
A tesztet akkor használjuk, amikor azt gondoljuk, hogy az ágban nem lehet 
megengedett megoldás. A szabad változókat 0 szinten rögzítjük. A Lawler—Bell-
lemma akkor hasznos, ha sikerül vele a feltételezést igazolni. így feleslegessé válik 
a szabad változók vizsgálata. x*-ot úgy kapjuk, hogy meghatározzuk x-ben hátulról 
az első 0—1 párt. A 0-t l-re változtatjuk (és a neki megfelelő változót lekötjük), 
a mögötte levő jegyek mind 0-k lesznek (illetve a megfelelő változók szabad vál-
tozók). Ha a teszt nem eredményes, akkor a bekezdés elején említett 0 rögzítéseket 
töröljük. 
e) teszt. Előállhat olyan eset, amikor az /-edik feltételnek már biztosan nem 
lesz következménye. Jelölje p t az /-edik egyenlőtlenségben szereplő pozitív tagok 
összegét. Ha igaz az alábbi egyenlőtlenség 
Pi — bi, 
akkor az /-edik feltétel a változók bármely értékeire teljesülni fog. Ha ez igaz minden 
/-re, i = l , ..., m, akkor a feltételeket nem kell figyelembe venni, hanem a c) teszthez 
hasonlóan a célfüggvényt kell maximalizálni, azaz egy (2.4) típusú feladatot kell 
megoldani. 
f ) teszt (alternatív következmény). Tegyük fel, hogy nincs kötelező 0 vagy 1 
rögzítésünk. Jelentse S ugyanazt, mint az a) teszt esetén. Ha az aijl, aih együtthatók 
olyanok, hogy 
aih + aih + S> bi, 
akkor az a ; j l és az aiJ2 mellett álló kifejezések közül az egyiknek 0-nak kell lennie. 
Hasonlóan 
aih + °ih + • • • + ank + S > bt 
esetén az aijl, aij2, ..., aiJk együtthatók mellett álló szorzatok közül kell legalább 
egynek 0-nak lennie. 
Mind az a), mind az f ) teszt következményeinek kezelése a következő módon 
történik: 
П
Х9 = 0  
«€ß 
ekvivalens azzal, hogy az xq, q£Q változók közül legalább egy 0. Hasonlóan 
П xq = 0, vagy / 7 xq = 0, vagy. . . , vagy Ц xq = 0 
í € ö i «€ß2 «€ öt 
к 
ekvivalens azzal, hogy az xq, qé.U Qr=Q változók közül legalább egy 0. Minden 
í 
ilyen típusú feltételhez készítsük el az alábbi sorvektort: 
d = (d4, ...,d„), 
ha Л Ô 
< " > ha
 m 4 ° ' 
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Az összes ilyen d vektor együttesen alkossa a D mátrixot. Tekintsük a 
Dy Ä e 
(2.7) y € P " , v , = 0 vagy 1, 
e' = (I, 1) 
feladatot. Keressük ennek egy megengedett megoldását KOVÁCS LÁSZLÓ BÉLA 
[5]-ban megadott heurisztikus eljárásával. A módszert arra az esetre alkalmazzuk, 
n 
amikor a cél £ í j minimalizálása. A kapott y vektort úgy használjuk fel, hogy j'=i 
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yj= 1 esetén Xj=0 szabad változó rögzítést végzünk. Ha y}=0, akkor az Xj változó 
értékét egyelőre nem határozzuk meg. 
A szabad változók rögzítésére vonatkozóan már láttuk, hogy amennyiben 
a Lawler—Bell-tesztet akarjuk használni, akkor mindig 0 rögzítést kell alkalmazni. 
A 0 rögzítés egyébként is célszerű. Különösen akkor, ha sok több tagú szorzat 
szerepel a feltételekben. Ugyanis a szorzatok értékét már meghatározza az, hogy ha 
az egyik tényező 0, míg ha bizonyos tényezők egyenlők 1-gyel és a többiről még nem 
tudunk semmit, akkor a szorzat még mind 0, mind 1 is lehet. Ha egy szorzat már 
értéket kapott, akkor azokból a feltételekből, amelyekben szerepel, lényegileg elhagy-
ható (csak a megfelelő bt értéket kell módosítani). így egyetlen változó 0 választásá-
val — a jelen esetben — több feltétel is redukálódhat, ami a feltételek könnyebb keze-
lését, rövid számítási időt tesz lehetővé, továbbá várhatóan megnő a következ-
mények száma. 
A fentiek felhasználásával készült algoritmus vázlata az 1. ábrán látható. 
3. A feltétel nélküli feladat 
Tekintsük a 
p 
max h(x) = 2 ai П *«> 
( = 1 qíQ, 
(3.1) xÇR", xj = 0 vagy 1, j = 1 , . . . , n, 
Q, с {1, ...,«}, / = 1, ...,p 
feladatot. Megadunk egy szükséges feltételt arra, hogy egy adott megoldás az opti-
mális-e vagy sem. Megjegyezzük, hogy a feltétel nem elégséges, ennek okát is meg-
adjuk. 
Tekintsünk egy rögzített x vektort. Tegyük fel, hogy x a (3.1) feladatra nézve 
optimális. Mivel а /г(х)-Ьеп szereplő szorzatok értéke csak 0 vagy 1 lehet, ezért 
bármely x-re /г(х) értéke az együtthatókból képzett összeg lesz. Pontosabban szólva 
van olyan P ( x ) - P c { l , •••,/>}, hogy 
(3.2) h(x) = 2 af 
hp 
Ha minden 
(3.3) п 
<?€ö, 
szorzatban legalább egy tényező 0, akkor P = 0 , ha pedig minden változó 1, akkor 
P={\, ...,p). 
Legyen most j olyan, hogy Áj = 1. Vizsgáljuk a (3.2)-ben szereplő együtthatók 
közül azoknak az összegét, amelyekhez tartozó (3.3) szorzatban Xj szerepel. Ezt 
a mennyiséget jelöljük Aj-vel. Megjegyezzük, hogy a most említett (3.3) típusú 
szorzatok mind egyenlők eggyel. Aj tehát a következő képlettel adható meg: 
(3.4) Aj = 2 a, . 
Í 
hp 
iíQi 
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A fentiek szerint ez a képlet tovább alakítható: 
Aj = 2 a, П -
' qíQi ICP 
JCQ, 
Itt az l£P megkötés elhagyható, mert l£P esetén a (3.3) kifejezés 0. Továbbá a szor-
zatból az Xj tényező elhagyható, mivel az értéke 1. Ekkor Q,— {/}=0 esetén a szor-
zatot 1 értékűnek tekintjük. Végül azt nyertük, hogy 
(3.5) Aj = 2 a, П Xq 
I qíQi JíQ, q^j 
Aj-ről (3.4) figyelembevételével azt állíthatjuk, hogy nemnegatív. Ellenkező 
esetben ugyanis x nem lehetne optimális, mert az x: 
Xq — xq, q + j, 
Xj = 0 
megoldás jobb célfüggvényértéket adna. Ugyanis 
h(x) = h(x) + Aj < /г(х), 
ami ellentmond x optimalitásának. 
Ezek után térjünk át a 0 szinten levő ismeretlenek vizsgálatára. Legyen tehát 
most j olyan, hogy Xj = 0. Jelentse most Aj azoknak a tagoknak az összegét, amelyek 
belépnének a (3.2) jobb oldalán álló összegbe, ha x,-t l-re módosítanánk, x többi 
komponensét pedig változatlanul hagynánk. Aj nem lehet pozitív, mert akkor a cél-
függvény érték ismét javítható lenne. Könnyen megmutatható, hogy Aj-re ismét 
érvényes a (3.5) képlet. 
Bebizonyítottuk tehát a következő lemmát: 
3.1. LEMMA. Ha egy X vektor a (3.1) feladatnak optimális megoldása és Aj 
a (3.5) által definiált mennyiség, akkor 
Xj = 1 esetén Aj s 0, 
Xj — 0 esetén Aj ^ 0. 
Azokat a pontokat, amelyek kielégítik a szükséges feltételt, helyi maximumok-
nak fogjuk nevezni. Egy példán keresztül mutatjuk meg, hogy a helyi maximumok 
nem okvetlenül a feladat optimális megoldásai. Tekintsük a következő problémát: 
max (x4x2 + xxx2x3 + x3 — xxx5 + 2x4 + 3x5 — 4х,хх + 
Ekkor az x 1 = x 2 = x 3 = : 1, x4 = x5 = 0 megoldás esetén A1 = A2 = A3 = 2,Ai = As=—l, 
tehát a lemma kívánalmai teljesülnek. A célfüggvényérték 3. Helyi maximum 
azonban az x ! = x 2 = x 3 = 0, x 4 = x 8 = l megoldás is, ugyanis A4 ——4, A2=A3 = — 1, 
At = l, Ab — 2. A célfüggvényérték 4 és könnyen ellenőrizhető, hogy ez az optimum-
hely. 
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Osszuk két részre a változókat. Az első csoportba tartozzon x1,x2, x3; a máso-
dikba x 4 , x s . Vonjuk össze egyetlen y, ill. z ismeretlenné az azonos csoportban 
(levőket. A feladatunk alakja ekkor 
max (3y + 4z — lyz) 
lesz. 
Most 
3.6) у = 1, z = 0, ill. y = 0, z = 1 
helyi maximumok és az optimális megoldás az utóbbi. Általában két dimenzióban a 
max (ay + bz + cyz) 
problémát tekintve, ha teljesülnek az alábbiak 
a & 0, b s z 0, 
b + c^0, a + as 0, 
akkor (3.6)-ban szereplő mindkét megoldás helyi maximum. 
Itt is megadhatunk az előző szakasz a) és b) tesztjének mintájára kötelező 1, 
illetve 0 lekötéseket. Nevezetesen: 
g) teszt. Ha az Xj változó olyan, hogy csak pozitív együtthatós tagokban sze-
repel, vagy /i(x)-ben van egy a x j tag és ö > 0 , valamint azon negatív együtthatós 
tagok együtthatóinak összege, melyekben Xj szerepel, abszolút értékben kisebb, 
mint a, akkor az optimális megoldásban 
= 1. 
h) teszt. Ha Xj olyan, hogy ú(x)-ben az axj szerepel, a < 0 , és azon pozitív 
előjelű tagok együtthatóinak összege, melyben Xj szerepel, abszolút értékben kisebb 
a-nál, illetve Xj csak negatív együtthatós tagokban szerepel, akkor az optimális 
megoldásban 
x j = 0. 
Megjegyezzük, hogy mindkét teszt általánosítható több ismeretlen egyidejű 
vizsgálatára, csak ekkor a helyett a g) tesztben a tekintett ismeretlenek pozitív 
előjelű szorzatai együtthatóinak összegéről és azon negatív együtthatós szorzatokról 
kell beszélni, amelyekben a vizsgált változók valamelyike szerepel. Hasonlóképpen 
lehet a h) tesztet is általánosítani. 
A (3.1) problémát szintén egy leszámlálási algoritmussal oldjuk meg. A leszám-
lálás az (1, 1, ..., 1) vektorból kiindulva a (0, 0, ..., 0) vektor felé halad. Az éppen 
nem rögzített változók értékét l-nek képzeljük. Ha már találtunk a szükséges fel-
tételt kielégítő megoldást, akkor bevezetünk egy célfüggvény feltételt, amelyre majd 
alkalmazzuk az előző szakasz tesztjeit. 
Az algoritmus a következő. 
(i) Kiszámítjuk az Aj értékeket. 
(ii) Alkalmazzuk a g és а Л tesztet. Ha eredményesek, akkor a megfelelő vál-
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tozókat a megfelelő szinten lekötjük és minden egyes lekötés után módosítjuk az 
Aj értékeket. 
(iii) Ha már van célfüggvény feltétel, akkor alkalmazzuk rá a teszteket, 
я) Ha nincs megoldás, akkor megyünk a (v) lépésre. 
ß) Ha lehet megoldás és van következmény, akkor a megfelelő változókat lekötjük 
és minden egyes lekötés után az Aj értékeket módosítjuk, megyünk az (iv) lépésre. 
y) Különben megyünk az (iv) lépésre. 
(iv) Ellenőrizzük a szükséges feltételt. 
я) На teljesül а szabad változókat 1 szinten rögzítjük. Amennyiben jobb célfügg-
vényt kaptunk, mint az eddigi legjobb, akkor új célfüggvény feltételt képzünk. A meg-
oldást tároljuk. Megyünk a (v) lépésre. 
ß) Ha nem teljesül, akkor azt a szabad változót, amelyik a legjobban megsérti, 
az ellenkezőjére változtatjuk és rögzítjük. Az Aj értékeket módosítjuk. Megyünk 
a (ii) lépésre. Ha nincs ilyen szabad változó, akkor egy tetszőlegeset 0 szinten rög-
zítünk. Ugyancsak az (ii) lépésre megyünk. 
у) Ha egyáltalán nincs szabad változó, akkor megyünk a (v) lépésre. 
(v) Az utolsó rögzített változót ellenkezőjére változtatjuk, lekötjük és megyünk 
az (ii) lépésre. Ha csak lekötött változó van, akkor véget ér az algoritmus. 
Megjegyzések. 1. Mindjárt az indulásnál képezhetünk célfüggvény feltételt, 
mert az azonosan 0, ill. azonosan 1 megoldások rendelkezésre állnak. A megfelelő 
p 
célfüggvényértékek 0, ill. A kettő közül a jobbat választhatjuk, a megoldást 
i=i 
az (iv) lépés a) részének megfelelően tároljuk. 
2. Az Aj értékek 1 rögzítés, ill. lekötés esetén nem változnak. 
3. Az (iv) lépés a) részében az utolsó szabad változót már leköthetjük. Ugyanitt 
a rögzítések feleslegesek, ha minden szabad változó csak pozitív előjelű tagokban 
szerepel. Ekkor azonnal mehetünk a (v) lépésre. 
4. Az (iv) lépés a) részében végezhetünk más rögzítéseket is. Ekkor felhasznál-
hatjuk az (iii) lépésben kapott alternatív következményeket, melyekhez csatolhatjuk 
azt, hogy a szabad változók közül legalább kettőnek a 0 értéket kell majd felvennie. 
Ez abból következik, hogy a szükséges feltétel teljesül, tehát egyetlen változó 0-ra 
fordításával nem lehet jobb célfüggvényértéket elérni. Ekkor (2.7) jobb oldalán 
a megfelelő sorban nem 1, hanem 2 áll. 
Végezetül a szerző köszönetet mond KOVÁCS LÁSZLÓ BÉLÁnak a kézirat gondos 
áttanulmányozásáért és hasznos tanácsaiért. 
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ENUMERATIVE ALGORITHMS IN THE ZERO-ONE POLINOMIAL 
PROGRAMMING 
В. VÍZVÁRI 
In this paper we shall discuss the problem (1.1) where / a n d gt, / = 1, ..., m are polinoms. The 
most of earliers paper ([1], [2], [3], [7], [8]) converted this problem to a zero-one linear programming 
problem (ILP problem), which has substantiely increase in the number of constraints and variables 
(see (1.2)—(1.7)). In the second section we suggest an enumerative algorithm which was used first 
to solve ILP problem ([4]). This algorithm can used with a little modification. Two earlier methods 
are built into the algorithm. One of them is a heuristic method for setcovering problem ([5]), and 
the other is the Lawler—Bell method ([6]). We discuss the unconditional problem in the last section. 
It can be used when we solve the general problem. We give a necessary condition for the optimality 
of a solution (see 3.1 lemma). This condition is not sufficient and the cause of this fact is also given. 
We give an algorithm based on the necessary condition and the tests of pervious section. 
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A LOGKONKÁV MÉRTÉKEK ALAPTÉTELÉNEK 
ÚJ BIZONYÍTÁSA 
PRÉKOPA ANDRÁS 
Budapest 
A dolgozatban egyszerűbb bizonyítást adunk a [2] dolgozat fő tételére. E tétel azt mondja ki, 
hogy ha a P valószínűségi mértéket egy logkonkáv f sűrűségfüggvény származtatja az Rm térben, 
akkor P logkonkáv mérték. E rövidebb bizonyításnak az a lényege, hogy az (1.3) integrálegyenlőt-
lenség egyszerűbben bizonyítható logkonkáv g, h függvények esetén, az integrálegyenlőtlenségből 
viszont az alaptétel már közvetlenül adódik. 
1. Bevezetés 
A [2] dolgozatban bevezettük a logaritmikusan konkáv (röviden logkonkáv) 
mérték fogalmát. Egy az Rm tér mérhető részhalmazain értelmezett P mértéket 
logkonkávnak nevezünk, ha tetszőleges A, B, 5m-beli konvex halmazok és 0 < Я < 1 
esetén fennáll az alábbi egyenlőtlenség 
(1.1) Р(АЛ + (1-А)5) + [АЛ)]я[ЛД>]1-л-
Egy az Rm téren értelmezett nemnegatív / pontfüggvényt logaritmikusan konkávnak 
(röviden logkonkávnak) nevezünk, ha tetszőleges x, yIRm pontpár és 0 < Я < 1 
esetén fennáll az 
(1-2) / (Ях + (1 - A ) y ) + [ / ( х )Н / (у ) ] 1 ~ я 
egyenlőtlenség. A [2] dolgozat fő tétele a következőt mondja ki (egyszerűség ked-
véért csak valószínűségi mértékkel foglalkozunk). 
1.1. TÉTEL. Ha a P mértéket egy logkonkáv / sűrűségfüggvény származtatja, 
akkor P is logkonkáv. 
A tétel eredeti bizonyítása egy integrálegyenlőtlenségen és a Brunn—Minkowski-
tételen alapszik. A szóban forgó integrálegyenlőtlenség speciális esete az alábbinak 
(1.3) / r ( t ) d t + [ / gJ(x)dx]x l f h^(y)dy]x-\ 
Rm Rm Rm 
ahol g, h nemnegatív Borel-mérhetö függvények 5m-ben, 0 < Я < 1, továbbá 
(1.4) r ( t ) = sup g(x)h(y). 
•tx + (l-.t)y=t 
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A [2] dolgozatban bebizonyítottuk, hogy ekkor r(t) Lebesgue-mérhetö. (A dolgozat-
ban hibásan Lebesgue-féle és nem Borel-féle mérhetőséget kívántunk meg a szupre-
mumban résztvevő két függvénytől, holott a bizonyítás az utóbbi esetre vonatkozik.) 
A [2] dolgozatban az (1.3) egyenlőtlenség m = 1, A= -y esetére adtunk bizonyítást. 
Ezt az egyenlőtlenséget LEINDLER [1] általánosította az m=\ és az általános A 
( 0 < A < 1) esetére, végül a [3] dolgozatban bizonyítottuk be az (1.3) egyenlőtlenséget. 
Az (1.3) egyenlőtlenségből tételünk közvetlenül adódik, amint ez a [3] dolgo-
zatból is kitűnik. Ehhez elegendő az (1.3) egyenlőtlenség évényessége logkonkáv 
/ , g függvények esetére. Ezt fogjuk dolgozatunkban bizonyítani. A bizonyítás gon-
dolata azonban alkalmazható minden további nélkül az általános esetre is. Hogy 
mégis erre a speciális esetre szorítkozunk, annak az az oka, hogy jelen bizonyítást 
elsősorban az egyetemi oktatás számára készítettük és emiatt nem akarunk LUSTER-
NIK tételére hivatkozni, melyre támaszkodva az általános eset tárgyalható, amint 
azt később meg is jegyezzük majd. 
A bizonyítást ismertettem az 1974 júliusában Oxfordban tartott Nemzetközi 
Sztohasztikus Programozási Konferencián és részét alkotja a kiadványba leadott 
[4] angol nyelvű cikkemnek. 
2. Az 1.1. tétel bizonyítása 
Mindenekelőtt megjegyezzük, hogy ha az (1.4) képletben szereplő g, h függ-
vények logkonkávak 7?m-ben, akkor — amint az egyszerűen belátható, r is logkonkáv 
Rm-ben. Egy logkonkáv függvény mérhető, hiszen konvex azoknak a pontoknak 
a halmaza, amelyeken a függvény pozitív, e halmaz belsejében pedig a függvény 
folytonos. Eszerint g, h, r mérhető függvények /?m-ben. 
Az (1.3) egyenlőtlenséget bizonyítjuk be logkonkáv g, h függvények esetére. 
Először az m = l esettel foglalkozunk. Feltesszük, hogy g, h korlátosak és bevezetjük 
a következő jelölést 
sup g(x) = U, sup h(y) = V. 
xíR 1 ygR1 
Könnyű belátni, hogy 
sup r(t) = UV. 
tüR1 
Ha U és V közül legalább az egyik zéró, akkor az (1.3) egyenlőtlenség triviálisan 
fennáll. Tegyük fel tehát, hogy t / > 0 , F > 0 . 
Közbevetőleg megjegyezzük, hogy ha к egy 7í1-en értelmezett függvény, melyre 
fennáll, hogy minden xÇR1 esetén, akkor érvényes az alábbi egyenlőség 
oo 1 
(2.1) f k(x)dx= f K(z) dz, 
-OO о 
ahol 
K(z) = fi[{x\k(x) ^ z}], Osz^l 
és g a. Lebesgue-mérték jele. 
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Legyen és 0 < A < 1 . Értelmezzük a G(z), H(z), R(z) értékeket az alábbi 
módon 
G(z)=p\\x£g(x)^z^ 
= g [ { х | / 7 £ < Х > = z \ 
H(z) = p [{jj^AOO ^ К"1} 
Fennáll a következő reláció 
(2.2) {í|r(í) S z} 3 A{x|g(x) ^ zk} + (l-X){y\h(y) S z1"1}. 
Mindegyik, ebben az egyenlőtlenségben szereplő, halmaz nem üres. Minthogy 
g, h, r logkonkávak, e halmazok intervallumok. A (2.2) relációnak igen egyszerű 
következménye az alábbi egyenlőtlenség (egydimenziós Brumi-egyenlőtlenség): 
(2.3) R(z) s XG{z) + (\-X)H(z). 
Mindkét oldalon 0-tól l-ig integrálva, majd felhasználva a (2.1) relációt, az alábbi 
egyenlőtlenséghez jutunk 
(2-4) J w r { t ) d t 
4 f W 
rdx + ( 1 - Я ) f 1 
НУ) dy. 
Innen rögtön adódik az m = 1 esetre vonatkozó (1.3) egyenlőtlenség az aritmetikai-
geometriai átlagokra vonatkozó egyenlőtlenség alapján. 
Ha a g, h függvények közül legalább az egyik nem korlátos, akkor értelmezzük 
az alábbi függvényeket 
_ jg(x), ha g(x) < U 
guiX)
 ~ 1 U, ha g(x) s U, 
/ r t hv(y) = U 
ha 
ha 
h(y) < V, 
h(y) V, 
melyek korlátosak és logkonkávak, majd elvégezzük az í/— oo, F— határátmenetet 
a gv, hv függvényekre felírt (1.3) egyenlőtlenségben. Ilyenformán eljutunk az m = 1 
esetre vonatkozó általános (1.3) egyenlőtlenséghez. 
Az általános m esetére vonatkozó (1.3) egyenlőtlenséget teljes indukcióval 
bizonyítjuk. Tegyük fel, hogy az (1.3) egyenlőtlenség fennáll a legfeljebb (m —1)-
változós g, h függvények esetére. Legyen p(u, v) az u£Rm , \£R" ' vektorokban fog-
lalt változók logkonkáv függvénye. A logkonkavitás következtében fennáll az 
alábbi egyenlőtlenség 
p ( A U l + ( l - A ) u 2 , V) ^ [ / > ( U L , v ^ H K u o , V 2 ) ] 1 - * 
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minden u l 5 u2, v1( v2, 0 < Я < 1 esetén, ahol v = 7vi + (l —A)v2. Ha m 2 ^ m — 1, akkor 
a (3.1) egyenlőtlenséget alkalmazva azt kapjuk, hogy 
f / / (Aih + O - z l j U j j , 
Rmi 
a f sup [/>(Ux, Vjj j^píu, , v / ^ - ^ v S 
S [ / p ( U l , v ) r f v ] A [ / p(u2 , V ) Í A ] 1 _ \ 
Rm2 RItl2 
Ez azt jelenti, hogy a p(u, v) függvénynek a v szerinti integrálja az u változó log-
konkáv függvénye. 
Legyen g és h két w-változós logkonkáv függvény és particionáljuk a változókat 
x = (xi, x2) módon, ahol xx£Rm i , x2£Rm* és l^m^m—l, 1, mx + m2 = 
=m. Ekkor írhatjuk, hogy 
f sup g(x)h(y)dt = 
jfn ЛХ+(1-/.)у=( 
= / sup g(x1 ,x2)/j(y1 ,y2)<Ä1<ft2 S 
рШ,+шо Áxj + í l — A)y1 = t1  R
 Ях2 + ( 1 - Я ) у 2 = 1 2 
- / S U P f / S U P ^ ( Х 1 . Х 2 ) А ( У 1 , У 2 ) Л 1 ] Л 2 S 
R m 2 J-X2 + (1 -A)y 2 = t2 ^ Ях1 + (1 -Я)у 1 = 11 
1 1 
= / . SUP [ / [ / ^ (У1. У2)^1]1_ЯЛ2 1= 
л
т 2 Áx2 + (1 — Я)у2—12 
1 1 
! f gX-ix^x^dxfx.yi f h^ï{y1,y2)dy1dy2]1-* = ßini + m2 ^mD m 2 
1 
= [ f g x ( x ) d x y [ f g x - x (y)/Ту]1-'. 
rm 
Ezzel bebizonyítottuk a (3.1) egyenlőtlenséget logkonkáv függvények esetére. 
Az 1.1. tétel állítása most már igen egyszerűen következik. Értelmezzük az 
alábbi függvényeket 
/ i ( x ) = /(x)> ha x f A és / , (x ) = 0 egyébként, 
/ г ( х ) = / ( x ) , ha x£B és f2(x) = 0 egyébként, 
/ 3 ( x ) = / ( x ) , ha x+XA + (\-/.)B és f f x ) = 0 egyébként. 
Minthogy / l ogkonkáv , ugyanez érvényes a z / 1 ; / 2 függvényekre is, továbbá fennáll 
az alábbi egyenlőtlenség 
/ 3 ( t ) S sup / , ( х ) / 2 ( y), UR'". 
Я х + ( 1 - Я ) у = 1 
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Innen a (3.1) egyenlőtlenség felhasználásával következik, hogy 
/ f(t)dt = / / 3 ( t ) d t s 
XA+(1-))B Rm 
^ [ / / i ( x ) r f x ] A [ / = 
Rm R'" 
= [ f f ( x ) d x Y [ f f ( y ) d y } 1 - \ 
А В 
Ezzel az 1.1. tételt bebizonyítottuk. 
Egyidejűleg bebizonyítottuk a következő tételt is. 
2.1. TÉTEL. HA f(x, y), xfR", y £ R'" az összes változóit tekintve logkonkáv 
függvény, akkor az 
/ / ( x , y)dy 
Rm 
függvény az x változó logkonkáv függvénye. 
E tételből következik, hogy logkonkáv függvények konvolúciója szintén log-
konkáv. Ha ugyanis g, h logkonkávak J?'"-ben, akkor g(x —y)/z(y) logkonkáv i?2m-ben 
és az y szerinti integrálja az x változó logkonkáv függvénye lesz. 
Az ebben a dolgozatban ismertetett bizonyítási módszer alkalmas az (1.3) 
integrálegyenlőtlenség általános esetének a bizonyítására is. A szükséges változta-
tás abban áll, hogy a (2.2) egyenlőtlenségből — minthogy most általában nem in-
t e rva l lumokra vonatkozik — a (2.3) egyenlőtlenségre LUSTERNIK egy ismer t tétele 
alapján következtetünk. 
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N E W P R O O F FOR T H E BASIC T H E O R E M O F LOGCONCAVE MEASURES 
A . PRÉKOPA 
In this paper we give a simple proof for the main theorem of the paper [2]. This theorem states 
that if the probability measure P defined in Rm is generated by a logconcave probability density 
function then P is a logconcave measure. This proof uses the fact that the integral inequality (1.3) 
can relatively simply be proved in case of logconcave functions g, h. From this special case of the 
integral inequality the mentioned theorem easily follows. 
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GEOMETRIAI BIZONYÍTÁSOK 
A LINEÁRIS EGYENLŐTLENSÉG RENDSZEREK 
ELMÉLETÉBEN 
KUN ISTVÁN 
Budapest 
A dolgozat csaknem teljesen elemi geometriai bizonyítást ad az ff ' -beli konvex halmazok sze-
parációs tételére. Ennek segítségével egyszerű bizonyítások adhatók Farkas tételére, valamint CSER-
NYiKOvnak [13] 7.4. tételében megfogalmazott alapvető eredményére: szükséges és elégséges fel-
tételt arra, hogy egy (esetleg végtelen) lineáris egyenlőtlenség rendszer minden következménye vala-
milyen véges részrendszernek is következménye legyen. 
1. Bevezetés 
A probléma, amellyel ez a dolgozat foglalkozik, a legáltalánosabb fo rmájában 
a következő: 
1.1. PROBLÉMA. Legyen Y lokálisan konvex topologikus vektortér (a továbbiak-
ban LCTVS) a valós számok fölött . Legyen A tetszőleges számosságét indexhalmaz, 
g és fx, oc£A pedig A-en értelmezett folytonos lineáris funkcionálok. Az a kérdés, 
mi annak a szükséges és elégséges feltétele, hogy az 
(1.1) осе A 
egyenlőtlenség rendszernek következménye legyen a 
(1.2) g ( x ) s O 
egyenlőtlenség, vagyis (1.1) minden megoldása kielégítse (1.2)-t is. 
Az inhomogén eset visszavezethető a homogénra, pl. [13] 7.1. lemmája szerint. 
Legyen ugyanis P rendezett test, L(P) vektortér P felett, g és fx, ot£A az L(P) téren 
értelmezett, P-beli értékű lineáris függvények, b és ax,oc£A P-beli konstansok. 
A g(x) — b^ 0 inhomogén egyenlőtlenség akkor és csak akkor következménye az 
fx(x)-ax^0, oc£A inhomogén egyenlőtlenség rendszernek, ha а g(x) — bt^0 homogén 
egyenlőtlenség következménye az f j x ) — oa í = 0, oc£A ; — t ^ O homogén egyenlőt-
lenség rendszernek. 
A továbbiakban csak homogén rendszerekkel foglalkozunk. Az inhomogén 
esetet tárgyalja [13], valamint a legáltalánosabb feltételek mellett [6] és [7]. 
Mielőtt tovább mennénk, nézzük meg, milyen alapszámtestek jöhetnek szóba 
a valós számokon kívül. 
[1] és részben [6] komplex számtestet, [4] és [13] tetszőleges rendezett algebrai 
testet használ. [13] azonban a végtelen egyenlőtlenség rendszerekre vonatkozó néhány 
tételnél visszatér a valós számtesthez. Bár a szerző ezt nem indokolja külön, 
nyilván az alapszámtest topológiai zártságára van szükség. 
13* Alkalmazott Matematikai Lapok l (1975) 
392 K U N I. 
A funkcionálanalízis egyik alapvető, RiESZtől származó tétele szerint Hilbert-tér-
ben minden folytonos lineáris funkcionál előállítható, mint a független változónak 
egy rögzített vektorral vett skaláris szorzata. Ez a tétel jelenti az „átmenetet" az 
1.1. probléma legegyszerűbb és legáltalánosabb (R"-ben, illetve LCTVS-ben felírt) 
alakja között. 
Részletes történeti áttekintést nyújt [9, 84—89] és [13, 9—21]. így felsorolás 
helyett ez a cikk inkább csak az irodalom bizonyos rendszerezését adja, a konkrét 
utalások pedig ennek illusztrálására szolgálnak. 
Az 1.1. probléma kezelésére két, egymástól lényegesen eltérő módszertípus 
ismeretes: az algebrai (kombinatorikus) és a topológiai (a konvex kúpok topologikus 
tulajdonságain alapuló). A véges rendszerek tárgyalása általában tisztán algebrai 
módszerrel történik, lásd [4], [8] (az itt szereplő bizonyítást közli [9] is), [12], [1] 
(bár közli a topológiai tárgyalásmód matematikai apparátusát is). [6], [7], [13] 
a végtelen rendszerek tárgyalásakor szeparációs tételt használ. (Szeparációs tételen 
ebben a dolgozatban konvex halmaznak egy rajta kívül fekvő ponttól hipersíkkal 
való elválaszthatóságát kimondó tételt értünk.) [11] is topologikus tárgyalásmódot 
alkalmaz, de nem szeparációra, hanem ortogonális projekcióra alapozva. Érdekes 
[13] 7. fejezete, ahol a szerző végtelen rendszerekre is bizonyít néhány tételt tisztán 
algebrai úton. Az algebrai módszerek minden szóba jövő alapszámtestnél használ-
hatók, de lényegében csak véges rendszerekre, a topológiaiak végtelen esetben is 
használhatók, de csak topológiailag zárt (pl. valós vagy komplex) alaptestnél. 
Szeparációs tételt bizonyít általános LCTVS-ben [3], (ezt használja fel ben 
[13]), az 1.1. probléma inhomogén változatát LCTVS-ben pedig [6] és [7] tárgyalja. 
Véges dimenziós vektortérbeli szeparációs tételt bizonyít [1], [2], [10], [11], a Hilbert-
térre való kiterjeszthetőséget csak említve. Ebbe a csoportba tartozik egy [5]-ben 
található bizonyításvázlat, amelynek alapötletét, az elemi geometriai megközelítést 
fel fogjuk használni. 
Az említett szeparációs tételek mindegyike tulajdonképpen speciális esete 
a Hahn—Banach-tétel ún. geometriai alakjának. Ez utóbbi azonban a Zorn-lemmán 
alapszik, ezért van szükség kevésbé általános, de elemi úton bizonyítható szepará-
ciós tételekre is. 
A Farkas-tétel mellett további magyar vonatkozásként említsük meg, hogy 
végtelen lineáris egyenlőtlenségrendszerek topológiai tárgyalásával először HAAR 
ALFRÉD foglalkozott 1924-ben. Az általa kimondott tétel ugyan hibás, de viszonylag 
könnyen korrigálható volt, részletesebb elemzése [13]-ban található. 
2. Szeparációs tétel 
Konvex halmaznak és lezártján kívül fekvő pontnak hipersíkkal történő elválasz-
tásáról mondunk ki tételt. Alaptérként Rm-et használjuk (bár a bizonyítás viszonylag 
könnyen átvihető Hil'úert-térre is), mert a gyakorlatban főleg erre van szükség. 
Egy t vektor euklideszi normáját ||t|| fogja jelölni, t és u skaláris szorzatát pedig t'u. 
2 . 1 . TÉTEL. Legyen KaRm konvex halmaz, К К lezártja, és b c R"\ И K . 
Ekkor b és К elválasztható hipersíkkal, vagyis megadható olyan y v e k t o r és 
a szám, hogy 
(2.1) y 'b > a, y 'z Ä a Vz£K 
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Bizonyítás. К zárt és konvex, ezért létezik egy és csak egy olyan g£K vektor, 
amelyre 
(2.2) | | b - g | | = m i n | | b - z | | . 
z CK 
(Ebben a fo rmában a „legközelebbi vektor" létezésének tétele Hilbert-térben is 
érvényes, és a paralelogramma-szabály segítségével igen egyszerűen igazolható.) 
Megjegyezzük, hogy tulajdonképpen ez a lépés a bizonyítás lényege. 
Legyen 
(2.3) y = b - g , a = y'g. 
у nem lehet nullvektor, mert Tekintsük a g vektor végpontját tar talmazó, 
y normálvektorú hipersíkot. Ennek egyenlete y'u = a. Azt állítjuk, hogy a hipersík 
eleget tesz (2.1)-nek. Az állítás egyik fele triviális: y'b —a=y'(b—g) = ||y||2=-0. 
Legyen továbbá a £K tetszőleges. Tekintsük a g, b, a vektorok G, B,_A végpontjai 
által meghatározott háromszöget. Ennek teljes AG oldala K-ban van, К konvexitása 
miatt . Ha most y'a — a = y ' ( a — g ) > 0 , vagyis a háromszög AG és BG oldalai hegyes-
szöget zárnak be, akkor az AG szakasznak van olyan pont ja , amely közelebb van 
6-hez , mint B: ha ß-böl az AG egyenesre bocsátot t merőleges ta lppont ja az AG 
szakaszon van, akkor ez a ta lppont , ellenkező esetben A. Ez pedig ellentmond 
(2.2)-nek, tehát (2.1) második fele is bizonyítást nyert. 
A már említett [1], [2], [10], [11] bizonyítások szintén a „legközelebbi vektor" 
ötletén alapulnak. [11] annyiban tér el a többitől, hogy először kúpokra bizonyítja 
a szeparációs tételt, és onnan viszi át tetszőleges konvex halmazra. 
3. Alkalmazás kúpokra — Farkas és Csernyikov tételei 
Mivel a konvex kúpokkal kapcsolatban még nem alakult ki teljesen egységes 
terminológia, definícióval kell kezdenünk: 
3.1. DEFINÍCIÓ. Egy CczRm halmazt konvex kúpnak nevezünk, ha bármely 
véges sok elemének bármely nemnegatív együtthatós lineáris kombinációját tar-
talmazza. На С előállítható egy S e : С halmazból képzett összes ilyen lineáris kom-
bináció halmazaként , akkor azt mondjuk, hogy S generálja C-t. Н а С generálható 
véges halmazzal, akkor végesen generálinak nevezzük. 
A továbbiakban „konvex k ú p " helyett csak „kúp" -o t mondunk , a rövidség 
kedvéért. 
3.2. TÉTEL. Minden végesen generált kúp topológiailag zárt. 
Bizonyítás: Legyen С az a4, ..., a„ vektorok által generált kúp és { p t } f = 1 c C 
konvergens sorozat, p határértékkel. A 
n 
Pk = 2 хыъ 
i=1 
előállítást egy lineáris egyenletrendszer megengedett megoldásaként felfogva, redu-
káljuk megengedett bázismegoldássá: 
Pt = 2àk&i, 
i a k 
Alkalmazott Matematikai Lapok 1 (1975) 
394 K U N I. 
ahol és az / -bél i indexű a, vektorok lineárisan függetlenek. (Ilyen redukció 
mindig triviálisan elvégezhető, lásd [9]). Az {a^ .. . ,a„} vektorhalmaz bázisainak 
száma véges, ezért legalább egy olyan bázis létezik, amely végtelen sok pA vektorhoz 
tartozik. Legyen egy ilyen bázis {al5 ..., ar}, a hozzá tartozó részsorozat pedig 
{qji" iC{p t}r=i- Egészítsük ki az {a,, ..., a r} halmazt Rm bázisává. A 
r 
= 2 ßn*i 
i—1 
előállításhoz vegyük hozzá 0 együtthatóval az előbbi kiegészítő vektorokat. 
q t = D p , 
alakhoz jutunk, ahol ß,€£ r a és 
(3.1) ßl/ = ( Ä i , A „ . . . , Ä , , 0 , . . . ö ) , 
D pedig m Xm-es nemszinguláris mátrix. Innen 
D - 4 = P; • 
Legyenek D - 1 oszlopvektorai d f 1 , . . „ d " 1 , akkor 
m 
Z I H / l l ? « ! ^ IIP/II. 
7 = 1 
ahol qu q, y'-edik koordinátája. Mivel {q,},°li konvergens sorozat, így van olyan 
L szám, hogy 
]qu\ 1 Sj^m, l á / < + = o , 
amiből 
m 
L 2 II0/1!! S IIP,II, 
Z = 1 
vagyis a {P,},°li sorozat korlátos. A Bolzano—Weierstrass-tétel szerint akkor ennek 
létezik konvergens íyA}r=i részsorozata: Um y h = y 0 . A sorozat származtatása 
miatt у
л
^ 0 és (3.1) alakú, 1 + ezért y0 is ilyen. Ebből pedig 
m 
Po = lim q, = lim Dß, = lim Dy, = 2 J o i ^ l K . 
1—+со г—+00 и — i = 1 
Bár ez a tétel a végesen generált kúpok egyik legfontosabb tulajdonságát mondja 
ki, közvetlen bizonyítása viszonylag ritka. Egy másik, az általánosított inverz mátrix 
felhasználásán alapuló közvetlen bizonyítás szerepel [l]-ben. 
3.3. LEMMA. На К kúp, akkor (2.3)-ban A=0. 
Bizonyítás. A 2.1. tétel bizonyításában használt jelöléseket átvéve, két eset 
lehetséges. Ha g = 0, készen vagyunk. Ha g + 0, akkor g sugara (a {/.g, Я + 0} halmaz) 
benne van K-ban. Tekintsük g teljes egyenesét. Ennek b-hez legközelebbi pontja 
b merőleges vetülete az egyenesre. A vetület nem lehet g sugarán kívül, mert akkor 
0 közelebb volna b-hez, mint g. g sugarában viszont a b-hez legközelebbi pont maga g, 
vagyis g merőleges y-ra. 
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3 . 4 . TÉTEL ( Farkas-lemma). Legyenek a b a2 , ..., a„, bfR'". A következő két 
állítás közül az egyik és csak az egyik teljesül: 
n 
a) Léteznek olyan х
ъ
 x2, ..., x„ nemnegatív számok, hogy J ^ a j X ^ b , 
>=i 
b) Létezik olyan y a m e l y r e y 'b>0 , у ' а
г
^ о , 1 
Bizonyítás, a) és b) triviálisan nem teljesülhet egyszerre: b)-ben az a;-re vonat-
kozó egyenlőtlenséget xt-vei szorozva, összegzés után у ' ^ ^ SO adódna. 
Tegyük fel, hogy a) nem áll fenn. Legyen К az . a„ vektorok által generált 
kúp. A 3.2. tétel szerint К zárt, feltevésünk miatt Ъ $ К = К . A 2.1. tétel és a 3.3. lemma 
szerint ekkor b) teljesül. 
3 . 5 . TÉTEL (Farkas-tétel). Az A - Z ^ O , 1 egyenlőtlenségrendszernek a 
b ' z s O egyenlőtlenség akkor és csak akkor következménye, ha fennáll a 3.4. tétel 
a) része. 
Bizonyítás. A 3.4. tétel alapján triviális. 
3.6. TÉTEL. Legyen { A ; A } a R m tetszőleges halmaz, és B£R'". A következő 
két állítás közül az egyik és csak az egyik teljesül : 
a) b benne van az {a; , 7.Ç /1} halmaz által generált kúp lezártjában, 
b) Létezik olyan у£R m , hogy y 'b>0, у 'а
я
 = 0, ÀÇA. 
Bizonyítás. Majdjtem szóról szóra a 3.4. tétel bizonyítása_szerint járhatunk el. 
Most lehetséges K ^ K , de a) és b) egymás kizárását b £ K esetben is biztosítja 
a skalárszorzatnak, mint függvénynek a folytonossága, a 3.4. tétel bizonyításának 
második felében pedig csak b kellett. 
A 3.6. tételből a Farkas-tétel analógiájára, szintén megfogalmazható egyen-
lőtlenség rendszerek következményeire vonatkozó állítás, de ez az előbbiek alap-
ján teljesen evidens. Helyette [13] 7.4. tételét bizonyítjuk be, amely [13] egyik leg-
szebb eredménye. A bizonyítást a homogén esetre végezzük el, az inhomogén 
eset az idézett [13] 7.1. lemma alapján adódik. 
3 . 7 . TÉTEL (Csernyikor). A következő két állítás ekvivalens az 
(3.2) a j z ^ O , а
л
€7Г, ÀÇA 
egyenlőtlenség rendszerre ' nézve : 
a) (3.2) minden egyes 
(3.3) " b 'z si 0 
következményéhez található (3.2)-nek olyan véges részrendszere, amelynek (3.3) 
szintén következménye. 
b) Az {а
я
, 7.£ /1} halmaz által generált kúp zárt. 
Bizonyítás. Legyen К a szóban forgó kúp. 
b)=>a): Ha (3.3) következménye (3.2)-nek, akkor a 3.6. tétel b) része nem teljesül, 
tehát a) része teljesül, ami К zártsága esetén azt jelenti, hogy b f K , vagyis fennáll 
(3.4) b = 2 ^ Л, s 0, 1 р(Ъ), 
i = 1 
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azaz (3.3) következménye az 
(3.5) a + z Ä 0, = p (b) 
rendszernek, ami éppen a tétel a) része. 
a)=>b): A 3.6. tétel alapján minden b£iC vektorra (3.3) következménye (3.2)-nek. 
Feltevésünk szerint viszont akkor (3.3) következménye egy (3.5) alakú részrend-
szernek, amiből a Farkas-tétel miatt (3.4) következik, vagyis b£ÁT. 
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K U N ISTVÁN 
M T A S Z Á M Í T Á S T E C H N I K A I ÉS A U T O M A T I Z Á L Á S I K U T A T Ó I N T É Z E T 
1502 BUDAPEST XI. . K E N D E U. 13—17. 
GEOMETRICAL PROOFS IN THE THEORY OF SYSTEMS OF LINEAR 
INEQUALITIES 
I. K U N 
The paper gives an almost purely elementary geometrical proof of the separation theorem for 
convex sets in Rm. By means of this, simple proofs are given for Farkas' theorem, and for a funda-
mental result of [13] (CERNIKOV), Theorem 7.4.: a necessary and sufficient condition, that all conse-
quences of a (possibly infinite) system of linear inequalities be consequences of finite subsystems as 
well. 
Alkalmazott Matematikai Lapok 1 (1975) 
Alkalmazott Matematikai Lapok 1 (1975) 397—331 
MONDATSZERKEZETI! GRAMMATIKÁK ÉS 
KETTŐS VEREM-AUTOMATÁK 
RÉVÉSZ GYÖRGY 
Budapest 
A kettős verem-automaták által felismert nyelvek osztálya megyegyezik a Turing-gépek által 
felismert nyelvek osztályával. A cikkben megmutatjuk a kettős verem-automatáknak azt az előnyös 
tulajdonságát, hogy nagyon egyszerűen közvetlen kapcsolatba hozhatók a megfelelő mondatszerke-
zetű grammatikákkal. Ehhez az utóbbiaknak egy új normál alakját használjuk fel. 
A formális nyelvek elméletének nevezetes eredményei közé tartoznak azok a téte-
lek, amelyek a Chomsky-féle nyelvosztályok és az automaták bizonyos típusai közötti 
kapcsolatokra vonatkoznak. A környezetfüggetlen nyelvek osztálya, mint ismeretes, 
megegyezik a verem-automatával felismerhető nyelvek osztályával, a környezet-
függő nyelvek osztálya pedig a lineárisan korlátolt automatával jellemezhető, amely 
a Turing-gép egy speciális esete. Az is ismeretes, hogy az általános mondatszerkezetű 
grammatikák által generált nyelvek osztálya meg éppen a Turing-géppel jellemezhető. 
E szép eredmények egyetlen szépséghibája csupán az, hogy a verem-automata 
és a két utóbbi automata típus között egy törés látszik az automaták struktúrájában. 
A Turing-gép és az abból származó lineárisan korlátolt automata ugyanis csak egy 
olvasófejjel dolgozik, amely ugyan írni is tud, de egyszerre két jelet beolvasni nem tud. 
A verem-automata ezzel szemben minden lépésben két jelet tud feldolgozni, a verem 
tetején levő jelet és az aktuális bemenőjelet. Ez a magyarázata annak is, hogy a gram-
matikai megfeleltetés konstrukciója sokkal egyszerűbb a verem-automata esetében, 
mint a másik két automatánál. 
A jelen dolgozatban a verem-automata általánosításaként olyan kettős verem-
automatát vezetünk be, amely alkalmas a generatív grammatika és a Turing-gép 
közötti strukturális különbségek áthidalására. Ennek érdekében először a mondat-
szerkezetű grammatikákat egy megfelelő normál alakra hozzuk. 
Egy G generatív grammatikát a szokásos módon egy olyan G = (VN, VT, S, F) 
rendezett négyessel adunk meg, ahol VN a nemterminális abc, VT a terminális 
abc, VNP\ VT = 0, SÇVN a kitüntetett kezdő szimbólum, F pedig olyan P — Q alakú 
helyettesítési szabályoknak egy véges halmaza, ahol P, £?£(EvU VT)*, és P legalább 
egy KN-beli jelet tartalmaz. 
Egy véges V abc betűiből képzett összes véges jelsorozatok (szavak) halmazát 
szokás szerint K*-gal jelöljük, és természetesen feltesszük, hogy a -*• jel nem szerepel 
sem a Évben, sem a FT-ben. Egy tetszőleges P szónak a hosszát (betűinek számát) 
\P |-vel jelöljük. Az üres szót Я-vaí jelöljük, tehát ]A|=0. 
A G grammatikában az Y szóból egy lépésben levezethető az Y szó, ha van olyan 
P-+Q helyettesítési szabály az F-ben, hogy Х=Р4РР2 és Y=PXQP2. Ezt az össze-
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függést X => Y szimbolizálja. A reláció tranzitív lezárását =-ga l jelöljük, a G 
grammatika által generált nyelvet pedig L(G)-vel. Eszerint 
L{G) = {P |S=>P és P£ Vf}. 
A fenti definíció az általános mondatszerkezetű (0-típusú) grammatikára vonat-
kozik, s erre vonatkozik az alábbi tétel is. 
1. TÉTEL. Bármely 0-típusú G grammatikához megadható egy olyan 0-típusú 
G' grammatika, hogy L(G')=L(G), és a G' helyettesítési szabályai az alábbi hétféle 
alakúak lehetnek: 
( í ) z - ö , zevN,aevT, 
(2) Z ->• Y, Z,Y6Vn, 
(3) Z-XY, X,Y,Z£Vn, 
(4) XZ •— XY, X,Y,ZfVN, 
(5) ZY — XY, X,Y,Z€Vn, 
(6) ZY^Y, Y,Z£Vn, 
(7) S + A. 
Bizonyítás. Először minden ? — /. alakú szabályt helyettesítünk az xP->x és 
Px->-x szabályokkal, ahol az v befutja a teljes VN U VT abc-1. Ezáltal egy olyan 
Gx grammatikát kapunk, amelyre L(G1) = L(G) — {A}. Ha A€ L(G), akkor a G\-
be felvesszük még az Sszabályt, s ezzel L(GX) = L(G). 
Ezt követően a Gj-hez ismert módon megadhatunk egy olyan G2 grammatikát, 
ahol terminális jelek csak (1) alakú szabályokban szerepelnek, és L(G2) = L(G1). 
(Minden o, terminális jel helyére az összes szabályokban egy új At változót írunk, 
és felvesszük a grammatikába az —ax szabályokat.) A G2 grammatika összes 
többi szabálya tehát P-+Q, P, QÇ. Vfi, i V A , QaÂ. alakú. Ezeknél három esetet kü-
lönböztetünk meg: 
1. eset: |P | = 1. Egy tetszőleges ilyen X-*У{У2...Уп alakú szabály helyett vehet-
jük az 
X -*• Y1Z1, -*• YoZ2, ..., Z„_2 Y„_iYn 
szabályokat, ahol Z 1 ; Z2 , ..., Z„_2 újonnan bevezetett változók (nemterminális 
jelek). Н а и ё 2 , akkor nem kell átalakítani. 
2. eset: 2^\P\^\Q\. Ha itt |S | = 2, akkor egy XY^ZU alakú szabállyal van 
dolgunk, amelyet helyettesíthetünk az 
XY - XY', XY' - X'Y', X'Y' - X'U, X'U ZU 
szabályokkal, ahol X' és Y' újonnan bevezetett változók. Ha viszont j ß | > 2 , akkor 
az ilyen X1X2...Xm-»Y1Y2...Y„ (m^n) szabályt helyettesíthetjük az 
Х
г
Х2 — Y1Z2, Z2XЗ -»- Y 2 Z 3 , . . . , Zm_1Xm -*• Ym_1Zm, 
Zm -*• Ym Zm + J, Zm+1 Ym+J Zm+2, ..., Z„ _ J Yn_1Yn 
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szabályokkal, ahol Z 2 , ..., Z„_x újonnan bevezetett változók. (Ezután alkalmazzuk 
itt is a | 6 | = 2-re vonatkozó eljárást.) 
3. eset: | P | > | 6 | . Egy ilyen hosszúságot csökkentő 
XxX2... Xm — YxY2 ... Yn (м>яё 1) 
szabályt helyettesíthetünk az 
Xm - \ Xm ZmUm, ZmUm Um, 
Xm-2Um Zm_ 1 [ /m_ 1 , Zm_1Um_1 —- Um_i, 
Z„Un+2 Zn+1Un+1, Zn+1un+1 U„Y„, 
X„-\Un -»• Un_1Y„_1, 
XxU2 -
í / l ú - к 
szabályokkal, ahol Ux, ..., Um és Z„+1 , ..., Z,„ újonnan bevezetett nemterminális 
jelek. 
Mindhárom esetben tehát a P—Q szabály helyett (2)—(6) alakú szabályokat 
vehetünk, s ezáltal a generált nyelv nem változik. Ezt a normalizálást a G2 grammatika 
minden egyes szabályával végrehajtva, megkapjuk a kívánt tulajdonságú G' gram-
matikát. 
Definiáljuk most a kettős verem-automatát, amely szemléletesen az E ábrán 
áth a tó. 
e/so verem 
második verem 
1. ábra 
1. DEFINÍCIÓ. Egy kettős verem-automata a következő rendezett hatos A = 
= (Z, К, M, z0, q0, H), ahol 
Z egy véges ábécé: verem-ábécé, 
К egy véges halmaz: állapothalmaz, 
M a ZxKxZ halmaznak egy leképezése a ZXKX {F, L, N, E, /} véges rész-
halmazaira: átmenetfüggvény, 
z 0 £ Z a kezdőjel, 
q0£K а kezdőállapot, 
Hf К a végállapotok halmaza. 
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2. DEFINÍCIÓ. Egy kettős verem-automata pillanatnyi konfigurációján értjük 
azt a WqP szót, amelyre WéZ* a második verem pillanatnyi tartalma, q^K a vezérlő-
mű pillanatnyi állapota, PÇZ* pedig az első verem pillanatnyi tartalma. (A P és 
a W szavak elhelyezése a veremben ellentett, ugyanis az első veremben a P legelső 
betűje van legfelül, míg a második veremben a W utolsó betűje van legfelül — lásd 
az 1. ábrán a két verem elhelyezését.) 
Az M leképezés értelme a következő. A két verem tetején levő jelektől, valamint 
a vezérlőmű pillanatnyi állapotától függően az automata úgy változtatja meg 
a pillanatnyi konfigurációját, hogy 
(1) WxqyP =• WxzpP, ha (z, p, R) £ M(x, q, y), 
(2) WxqyP => WpzyP, ha (z, p, L) £ M(x, q, y), 
(3) WxqyP WxpzP, ha (z, p, A) £ M(x, q, y), 
(4) WxqyP => WpzP, ha (z, p, E) £ M(x, q, y), 
(5) WxqyP WxpzyP, ha (z, p, / ) £ M(x, q, y), 
ahol x, y, z£Z , p, qéK és W, P£Z*. Szemléletesen ez azt jelenti, hogy az automata 
minden lépésben 
— vagy az első verem hosszát eggyel csökkenti és a másodikét eggyel növeli 
(R: jobbra lépés), 
— vagy a második verem hosszát eggyel csökkenti, az elsőét eggyel növeli 
(L : balra lépés), 
— vagy mindkét verem hosszát változatlanul hagyja (N: nincs mozgás), 
— vagy az első verem hossza változatlan marad, míg a másodiké eggyel csökken 
(E: törlés), 
— vagy az első verem hosszát eggyel növeli, a másodikét pedig változatlanul 
hagyja (/ : beszúrás). 
Emellett pedig minden esetben egy új jelet ír az egyik verem tetejére, és át-
megy a vezérlőmű egy új állapotba. 
Az => relációt tranzitív módon kiterjesztve => -gal jelöljük és az A automata 
Л A 
által végzett átalakításnak nevezzük. 
Megjegyzés. Az M leképezés definícióját a nemdeterminisztikus esetre adtuk 
meg, tehát az automatánk egy pillanatnyi konfigurációból általában egyszerre több 
konfigurációba is átmehet, de az is előfordulhat, hogy M(x, q, y) — 9 valamely 
(x, q, y) hármasra, s ekkor az automata az ilyen WxqyP konfigurációkban megáll. 
3. DEFINÍCIÓ. Egy kettős verem-automata által elfogadott nyelv a következő: 
L(A)={PI van olyan p £ A , amelyre z0q0P^> Wp és РвГ*}, ahol WÇZ* egy 
A 
tetszőleges szó, és TfLZ— {z0}. 
Ennek a definíciónak az alapján az üres szó semmilyen Л-га sem tartozhat bele 
az L(A) nyelvbe, hiába áll fenn a q0éH összefüggés, mert az=>- relációnál nem 
A 
kötöttük ki a reflexivitást. Ez utóbbit továbbra sem szándékozunk kikötni, ehelyett 
külön megállapodunk abban, hogy legyen /,£Е(Л), ha q0£H. 
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2. TÉTEL. Bármely mondatszerkezetű G grammatikához megadható olyan 
A kettős verem-automata, amelyre L(A) = L(G). 
Bizonyítás. Feltehetjük, hogy a G=(VN, VT, S, F) grammatika az előző 
tételünkben levezetett normál alakban van megadva. Definiáljuk akkor az A auto-
matát a következőképpen 
A = (VN U VT U {z0}, {q0, qu q2), M, z0, q0, H), 
ahol z0(£ VNU VT, {q2)=H, ha AtJ L(G), ill. [qa, q2} = H, ha AfL(G), az M leképezés 
pedig a következő : 
(a) (z, qu N)IM(z0, q0, a), ha z-*alF, 
(b) (z, qu N)£M(x, qx, a) minden x£ VNU {z0}-ra, ha z—alF, 
(c) (z, qx, N)IM(x, qx, y) minden xi KVU {z0}-ra, ha z—ylF, 
(d) (z,q1,E)lM(x,q1, y), ha z^xyfF, 
(e) (z, qx, N)IM(x, qx, y), ha xz^xylF, 
(f) (z, qx, L)£M(x, qlf y), ha zy-+xylF, 
(g) (z, qx, I)IM(x, qx, y) minden xi VN U {z0}-ra, ha zy-^ylF, 
(h) (x, qx, L)lM(x, qx, y) minden x,yIVN-re, 
(i) (y, qx, R)fM(x, qx, y) minden x, y € К*-re, 
(j) ( S , q 2 , R ) l M ( z 0 , q i , S ) . 
Először megmutatjuk, hogy L(G)QL(A). Legyen tehát P£L(G). Ha P~A, akkor 
q0lH, s a megállapodás szerint РЩА). Legyen tehát P+A, és P£L(G). Ha most 
Wl , és W A P úgy, hogy ebben a levezetésben csupa z— a alakú szabályt alkal-
G 
mázunk, akkor az (a), (b), (i) és (h) kikötésekből z0q0P=> zaqx IT következik. Továbbá, 
A 
ha valamely U, Wl szavakra U => W, akkor a (c)—(i) kikötések szerint nyilván 
ZoQiW => z^U. Eszerint, ha S A P, akkor z0q0P 2 z0q1S. Végül pedig a (j) kikötés 
A G A 
szerint z0qxS =>• z0Sq2, tehát РЩА). 
Másrészt viszont L(A)Ç)L(G). Ha ugyanis PlL(A) és P=A, akkor nyilván 
PIL(G). Ha P+A, és z0q0P => Wq2, akkor itt csak W=z0S lehet, mert q2 csak a (j) 
A 
kikötésben fordul elő, z0 pedig csak a konfiguráció első betüjeként. Ebből egyúttal 
z0q0P =>-zo0jS adódik, amiből pedig az előző gondolatmenet megfordításával meg-
A 
kapjuk az S =>P levezetést. 
KOROLLÁRIUM. Amennyiben a G grammatika környezetfüggő, azaz hosszú-
ságot nem csökkentő, akkor a fent konstruált kettős verem-automata működése 
során a két verem összhosszúsága nem növekszik. (Ez a tulajdonság pontosan 
megfelel a lineárisan korlátolt automata jellemző tulajdonságának.) 
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A fenti tételnek a megfordítása is igaz, vagyis bármely A kettős verem-automatá-
hoz megadható egy olyan G mondatszerkezetű grammatika, amelyre L(G) = L(A). 
Ennek bizonyításához először bevezetjük az üres veremmel történő elfogadást. 
4. DEFINÍCIÓ. Egy A kettős verem-automata által üres veremmel elfogadott 
nyelv a következő: 
N(A)={P\z0q0P=>pz valamely p£K-ra és zEZ-re, és PEP*}, ahol TQZ-{z0}. 
Az üres szó elfogadására ez a definíció sem alkalmas, ezért arra ugyanazt a meg-
állapodást tesszük, mint az L(A)-nk\. A H halmaznak egyébként az N(A) definíciójá-
ban nincs szerepe, de az elfogadás itt is mindig megállást eredményez, mert, ha 
bármelyik verem kiürül, akkor az automata szükségképpen megáll. 
3. TÉTEL. Bármely A kettős verem-automatához megadható olyan G mondat-
szerkezetű grammatika, amelyre L(G) = N(A). 
Bizonyítás. Legyen A = (Z, K, M, z0, q0, H), és definiáljuk ehhez a G = 
= (Vn,Vt,S,F) grammatikát úgy, hogy VN = (Z-T)U(ZxKxZ)U {S}, VT=T, 
S $ Z, az F pedig a következő szabályokat tartalmazza : 
(1) x[z, p, u] —[x, q, y]ufF minden u£Z-re, ha (z,p, R)fM(x, q, y), 
(2) [и, p, z]y=u[x, q, y]£F minden и EZ- re, ha (z, p, L)£M(x, q, y), 
(3) [x, p, z] - [ x , q, y] E F, ha (z, p, N) E M(x, q, y), 
( 4 ) [u, p, Z ] = M [ X , q, y\£F minden ufZ-re, ha (z, p, E)£M(x, q, y), 
(5) [x, p, z]y-+[x, q, y]£F, ha (z, p, I)<=M(x, q, y), 
(6) [z0, q0, x\-*-xdF minden x£T-re, 
(7) S^[z0,q,x]£F, ha (z ,p, E)£M(z0,q,x) valamely pfK-ra és zEZ-re. 
A Р = Я esettel most is külön végezhetünk, ezért itt nem részletezzük. Először 
megmutatjuk, hogy L(G)QN(A). Ha ugyanis P valamely PET* szóra, akkor 
G 
van olyan q£K és y EZ, hogy [z0, q, y]=rP és z0qy=>-pz valamely p£K- ra és zEZ-re. 
G A 
Továbbá bármely két szóra az U W reláció csak úgy teljesülhet, ha a szögletes 
zárójelek elhagyásával nyert U' és W' szavakra a W' => U' reláció teljesül, feltéve, 
hogy az (1)—(5) szabályok valamelyikének az alkalmazásáról van szó. Az S P 
G 
levezetés utolsó lépéseként nyilván egy (6) alakú szabályt kell alkalmaznunk, mert 
a többi szabályok mindegyikében nemterminális jel is szerepel a jobboldalon. 
Ezt pedig csak a szó elején alkalmazhatjuk, mivel z0$Té s a szó elején levő z„ másként 
nem tűnhet el. Mindezek alapján z0q0P=>pz következik, tehát, ha P£L(G), akkor 
PfN(A). 
Megfordítva, tegyük fel, hogy zoq0P=>pz. Ekkor itt az utolsó (esetleg egyetlen) 
A 
lépés z0qy => pz, ahol S =>• [z„, q, у]. Az automata által végrehajtott átalakítást 
lépésről lépésre visszafelé követve most megszerkeszthető az [z0, q0, x]Px leve-
G 
zetés, ahol xPx = P, s ebből (6) szerint S = P, tehát N(A)QL(G). 
G 
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KOROLLÁRIUM. Bármely A kettős verem-automatához megadható olyan A' kettős 
verem-automata, amelyre L(A')=N(A). 
Most még bebizonyítjuk ennek a korolláriumnak a megfordítását, amiből 
a kétféle elfogadási mód egyenértékűsége következik, tehát a fenti tételeinkben ezek 
egymással felcserélhetők. 
4. TÉTEL. Bármely A kettős verem-automatához megadható olyan A' kettős 
verem-automata, amelyre N(A')=L(A). 
Bizonyítás. Legyen A=(Z, K, M, z0,q0, H). Definiáljuk akkor az A' automatát 
a következő módon. 
A' = ( Z U { Z ; } , q'2}, M', z'0,q0, 0 ) , 
ahol z'0 \Z, q[, q2 $ K, az M' pedig a következő : 
(a) M(x, q, y)ÇLM'(x, q, y) minden x, y £ Z-re és q£K-r a, 
(b) (z, p, R) £ M'(z'0, q, y), ha (z, p, R)£M(z0, q, y), 
(c) (z, p, N) € M'(z'0, q, y), ha (z, p, N)£M(z0, q, y), 
(d) (z,p,I)£M'(z'0,q,y), ha (z,p, I)£M(z0, q, y), 
(e) (z, q[, N)£M'(z'0, q, y), ha (z,p, L)£M(z0, q,y) vagy (z,p, E)£M(z0, q,y), 
(f) (z, q2, E)£M'(x, q, y), ha (z, p, R)£M(x, q, y) és p£H, 
(g) (У, <7г, E)£M'(X, q2, Y) minden x£ZU {zó}-re és Y £ Z-re. 
A konstrukcióból látható, hogy az A' a z'0q0P konfigurációból kiindulva szi-
mulálja az A-nak a z0q0P konfigurációval induló működését mindaddig, amíg 
az utóbbi 
— ki nem üríti a második vermét 
— vagy a vezérlőmű egy p£H állapotba nem kerül. 
Az első esetben az А'-Ъеп a q( állapotba megyünk át, ami elakadást eredményez, 
nehogy olyan P szó kerüljön az N(A')-be, amely nincs benne az L(A)-ban. A második 
esetben az A'-ben a q2 állapot lép fel, ami a második verem teljes törlését eredmé-
nyezi, miközben az első verem tartalma változatlan marad. 
Végeredményben tehát z'0q0P=> q2z akkor és csak akkor áll fenn, ha z0q0P => Wp 
teljesül valamilyen p£H-ra. (A z'0 pedig csak a q2 állapotban törlődhet.) 
Befejezésül megemlítjük, hogy nem nehéz közvetlenül is bebizonyítani a kettős 
verem-automata és a Turing-gép egyenértékűségét, amit most a mondatszerkezetű 
grammatika közvetítésével kimondhatunk. A Turing-gépet ugyanis közvetlenül 
is szimulálhatjuk kettős verem-automatával, és megfordítva. 
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RÉVÉSZ GYÖRGY 
MTA SZÁMÍTÁSTECHNIKAI ÉS AUTOMATIZÁLÁSI KUTATÓ INTÉZET 
1502 BUDAPEST XI., K E N D E U. 13—17. 
PHRASE-STRUCTURE GRAMMARS A N D DUAL PUSHDOWN AUTOMATA 
G Y . RÉVÉSZ 
Dual pushdown automata are language recognizing devices of the same power as Turing-
machines. Their relation to phrase-structure grammars can be established in a straightforward man-
ner using a new normal form for phrase-structure grammars. 
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A KÉTÉRTÉKŰ LOGIKA STRUKTURÁLIS 
VIZSGÁLATA 
DEMETROV1CS JÁNOS 
Budapest 
1921-ben jelent meg POST munkája a kétértékű logika struktúrájának a vizsgá-
latáról [5], amelyet 20 év múlva monográfia formájában is kiadott [6]. POST említett 
munkáit több szerző is átdolgozta. Ezek közül a legjelentősebb Sz. V. JABLONSZKIJ, 
G. V. GAVRILOV, V. B. KUDRJAVCEV munkája [12], amelyeket a szerzők maguk, 
illetve mások eredményeivel kiegészítettek [2, 7, 8, 10, 11]. 
A fent említett dolgozatok ismerete nélkül ma már elképzelhetetlen a több-
értékű [1, 12], határértékü [3], végtelenértékű logikák [9] teljességi problémáinak 
tanulmányozása, illetve digitális rendszerek tervezése, vizsgálata [4, 10]. 
A jelen dolgozat rövid áttekintést ad a Boole-függvények funkcionális teljessé-
géről, zárt osztályairól, bázisairól és a Boole-függvények típusairól. A dolgozatban 
felépítjük POST zárt osztályainak a struktúráját és ezt a struktúrát vizsgáljuk. 
1. Alapfogalmak 
A következőkben definiáljuk azokat az alapfogalmakat, amelyekre a dolgozati 
ban szükségünk lesz. 
1.1. DEFINÍCIÓ. Legyen E2 egy tetszőleges 2-elemű halmaz. Jelöljük Cf-ne-
(« = 0 , 1 , 2 , . . . ) az olyan, « változós függvények halmazát, amelyek változói és 
értékei £2-beiiek. Az / ( x l t ...,x„) függvényt Boole-függvénynek, a C \ = (J Cj" fÜgg-
i ^ O 
vényhalmazt pedig kétértékű logikának nevezzük. Az általánosság megszorítása 
nélkül feltehetjük, hogy E2={0, 1}. A dolgozatban a z / ( х 1 ; . . . ,x„) függvény mindig 
az Х={х
ъ
х2, ...} változó halmazon definiált Boole-függvényt jelöl. 
1.2 . DEFINÍCIÓ. A C 4 függvényhalmaz valamely 9JÎ=SŰÍ 0 részhalmazát zárt 
függvényosztálynak nevezzük ([901]), ha zárt a változók permutációjára és a szuper-
pozícióra nézve, azaz teljesülnek a következő feltételek : 
a) ha / ( x l 5 x2,...,..., x„)£90l, akkor f(xh, xÍ2, ..., xin)£9J( (1 S i ^ n ) , ahol 
(л/,, xÍ2, ..., x in} az Xj, x2 , ..., xn változók egy «-ed osztályú ismétléses variációja; 
b) ha /(Xj, x 2 , ...,x„)£9Jl és Фъ Ф2, ..., Фп elemei az 901-nek vagy pedig vál-
tozók, a k k o r / ( ^ i . Ф2> «АКЯГС-
1.3 . DEFINÍCIÓ. Egy 9JI függvényosztály (függvényhalmaz) lezártja az 9JI-t 
tartalmazó legszűkebb zárt [9JÎ] függvényosztály. 
1.4. DEFINÍCIÓ. Legyen 99Î a Cx zárt osztálya és 91 £901. Az 91 függvényhalmaz 
teljes az 9JL-ben, ha [91]=901. Az 91 függvényhalmaz majdnem teljes az 901-ben, ha 
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nem teljes az 9Jl-ben, de ha hozzávesszük bármelyik/(xx , ..., xn) függvényt az 9Ji\[9l] 
függvényhalmazból, akkor az [{/(xx, . . . ,x„)}U9l] teljes lesz az SOl-ben. 
1.5 . DEFINÍCIÓ. A Z 91 függvényhalmazt az ЭД1 zárt osztály bázisának nevezünk, 
ha teljesülnek a következő feltételek: 
a) 91 teljes az 931-ben, azaz [91]=991; 
b) nincs az 9l-nek olyan valódi részhalmaza, amely az 9JÎ-ben teljes lenne. 
1.6. DEFINÍCIÓ. Azt mondjuk, hogy az / ( x x , ..., Xj_x, x f , x f + 1 , ..., x„) függvény 
X; változója valódi, ha létezik olyan értékpár kombináció, hogy f(ä)+f(ß), aho[ 
à = (ocx, . . . , a 0 , a i + 1 , . . . , a„) 
ß = (ax, ..., aj_x, l,ai+1, ...,a„) 
Itt és а továbbiakban mindig / (à ) , ill. / ( x ) az / (a x , ...,<*„), ill. / (x x , ..., xB) 
függvények rövid jelölése. 
1.7 . DEFINÍCIÓ. Azt mondjuk, hogy az / (x x , . . . ,x„) függvény rendszáma 
k ( 0 ^ k ^ n ) , ha a valódi változóinak a száma k. 
1.8. DEFINÍCIÓ. A Z / ( X x , ..., x„) függvény nem valódi változóit fiktív változóknak 
nevezzük. Két függvény ekvivalens, ha az egyiket a másokból fiktív változóknak 
a hozzáadásával, illetve elvételével meg lehet kapni. 
A továbbiakban az / (x x , . . . ,x„) függvény megadásával az /-fel ekvivalens 
függvényeket is adottaknak tekintjük. 
Legyen 91 az 9JI zárt osztály tetszőleges véges bázisa. L(91)-nel jelöljük az 91-ben 
levő függvények rendszámának a maximumát. 
1.9. DEFINÍCIÓ. A Z 9JÎ véges bázisú zárt osztály rendszáma: L(9Jl) = min L(9L) 
természetes szám; 91 véges bázisa az 9Jl-nek. 
1 .10 . DEFINÍCIÓ. A Z / * ( X x , ..., x„ )= / (x x , . . . , x„) függvényt az / ( x x , . . . , x„) függ-
vény duálisának nevezzük. Az / f ü g g v é n y önduális, ha / (x x , ..., x„)=/*(x x , . . . , x„). 
1 .11 . DEFINÍCIÓ. Azt mondjuk, hogy az / (x x , . . . ,x„) függvény monoton, ha 
tetszőleges ä^ß (à, ß) kombináció párra f(ä)^f(ß) (ä^ß, ha a^ßi ( l ^ i ' s / j ) ) . 
1.12. DEFINÍCIÓ. Azt mondjuk, hogy az / (x x , x2 , ..., x„) függvény 
a) a függvény, h a / ( x , x, . . . ,x ) = x; 
b) ß függvény, h a / ( x , x, ..., x) = l ; 
c) y függvény, h a / ( x , x, ..., x ) = 0 ; 
d) ô függvény, h a / ( x , x, ..., x) = x. 
1.13. DEFINÍCIÓ. Azt mondjuk, hogy az / (x x , . . . ,x„) függvény kielégíti az 
(aß)((A")) feltételt, ha tetszőleges p darab 5X, ct2, ..., ад értékkombinációra, 
amelyeken a z / e g y e n l ő 0-vaI (1-gyel), létezik olyan i, l^i^n, hogy a x i =a 2 i = . . . = 
= a9Í = 0 ( = l ) . Azt mondjuk, hogy az / (x x , ..., x„) függvény kielégíti az (а")((Д™)) 
feltételt, ha minden átx, ót2, ..., ót, értékkombinációra, amelyeken az / egyenlő 0-val 
(1-gyel) létezik olyan / ( I S í S h ) , hogy axi = a2i = . . . = a , j = 0 ( = l ) . 
1 . 1 4 . DEFINÍCIÓ. Azt mondjuk, hogy az / (x x , x2 , ..., x„) függvény lineáris, 
ha létezik olyan cf ( O ^ i ^ n , c,-€{1, 0}), h o g y / ( x x , x2 , ..., xn) = c 0 + c x x x + c 2 x 2 + . . . + 
+ cnxn, ahol az összeadás (mod 2) szerint történik. 
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2. A Cj-ben levő zárt osztályok definíciója, típusa, bázisa, rendszáma 
Jelölés Definíció Típus Bázis Rend-szám 
Ol Mindazon függvények halmaza, 
amelyek x-szel egyenlők; <a> M 1 
o 2 Mindazon függvények halmaza, 
amelyek 1-gyel egyenlők; <ß) {i} 0 
Оз 
Mindazon függvények halmaza, 
amelyek 0-val egyenlők; (У) {0} 0 
o 4 Mindazon függvények halmaza 
amelyek egyenlők x-szel, ill. x-sal; « 1 
o 5 Mindazon függvények halmaza 
amelyek egyenlők 1-gyel, ill. x-szel; <«,/*> {*,!} 1 
0 6 Mindazon függvények halmaza, 
amelyek egyenlők 0-val, ill. x-szel; (a> У) {0,x} 1 
Ol Mindazon függvények halmaza, 
amelyek egyenlők 0-val, ill. 1-gyel; <ß,v) {0,1} 0 
o 8 Mindazon függvények halmaza, 
amelyek egyenlők 0-val, 1-gyel, x-szel; (*,ß, у) {x, 0, 1} 1 
Oo Mindazon függvények halmaza, ame-
lyek egyenlők 0-val, 1-gyel, x-szel, <a, ß, У, S) {x,0} 1 
ill. x-sal ; 
Logikai összeg függvények halmaza; <*> UVy} 2 
Si-beli, ill. 02-beli függvények halmaza; (a> ß) {xdy, 1} 2 
s5 Sj-beli, ill. Оз-beli függvények halmaza; <«. У) {XVT, 0} 2 
S, 5+beli, 02-beli, ill. 03-beli függvények <«, ß, y) {x\/y, 0, 1} 2 
halmaza ; 
<a> Pl Logikai szorzat függvényének halmaza; { 0 2 
Pb T+beli, ill. Оз-beli függvények halmaza; <«, У) {xy, 0} 2 
Pb JVbeli, ill. 02-belifüggvények halmaza; (a> ß) {xy, 1} 2 
Pb Pi-beli, 02-beli, ill. 03-beli függvények 
<a ,ß,V> halmaza ; {xy, 0,1} 2 
Li Lineáris függvények halmaza; (*,ß,y,ö) {x + y, 1} 2 
U Lineáris a és ß függvények halmaza ; <«> ß) {х+У+1} 2 
U Lineáris a és у függvények halmaza; <«> У) {x+y} 2 
и 
Lineáris a függvények halmaza; <«> {x+y+z} 3 
Lb Lineáris, önduális függvények halmaza; <a, ô) {x+y+z +1} 3 
Di Önduális a függvények halmaza; (a) {xy\ xz\/уz) 3 
Db Önduális monoton függvények halmaza; {xyMxzMyz} 3 
Db Önduális függvények halmaza; <a,ű> {xySJxzMyz} 3 
Ax Monoton függvények halmaza; (a> ß, У) {xy, X\jy, 0, 1} 2 
Ль 
Monoton a és ß függvények halmaza; (a> ß) {xy, xMy, 1} 2 
Ab Monoton a és у függvények halmaza; {xy, x\y, 0} 2 
Ai Monoton a függvények halmaza; <«> {xy, xWy} 2 
Ci Kétértékű függvények halmaza; <«.Ä v,ö) Ш 2 
Cb a és ß függvények halmaza (a> ß) {x\/y,x+y +1} 2 
Ca a és у függvények halmaza; (*,y) {xy, x+y} 2 
Cb a függvények halmaza; <a> {xMy,x(y + z+1)} 3 
Fi" Mindazon a függvények halmaza. {xMyz, h*(x)} 
к
 IIV amelyek kielégítik az (a") feltételt; 0 + 1 
Fi Mindazon monoton a függvények {xVyz, hl(x)}, 
Ú 3 2 ) halmaza, amelyek kielégítik az (a") h a ji = 2, {Ад(х)}, h a 
feltételt; <a> 0 ^ 3 0 + 1 
Fi Mindazon monoton függvények halma-(РШ2) za, amelyek kielégítik az (a") feltételt; <«,ß) {1, A*(Jc» 0 + 1 
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Jelölés Definíció Típus Bázis 
Rend-
szám 
Ft Mindazon függvények halmaza, 
lUS 2) amelyek kielégítik az ( а и ) feltételt ; ß) {хМу, И*(х)} /7 + 1 
Ft Mindazon а függvények halmaza, 
(US 2) amelyek az ( А д ) feltételt kielégítik; (а) {x(yfz), h fx)} U + 1 
Ft Mindazon monoton а függvények hal- {x(yfz), hfx)}, 
(US2) maza, amelyek az (Ац) feltételt kielé- ha fi = 2, {hfx)}, 
gítik; <"> ha / 7 + 1 
Ff Mindazon monoton függvények halma-
(us 2 ) za, amelyek kielégítik az (A") felté-
telt; <«. r) {0, h fx)} /7 + 1 
Ft Mindazon függvények halmaza, 
(us 2) amelyek kielégítik az (A") feltételt ; (а, Г> {xy, h fx)} / 7 + 1 
Ff Mindazon а függvények halmaza, 
amelyek kielégítik az (a") feltételt ; (а) {xMyz} 3 
Ff Mindazon monoton а függvények hal-
maza, amelyek kielégítik az (a°°) fel-
tételt; <«> {xfiyz} 3 
Ft Mindazon monoton függvények hal-
maza, amelyek kielégítik az (a°°) fel-
tételt; (1> xMyz} 3 
Ff Mindazon függvények halmaza, 
amelyek az (a") feltételt kielégítik; (*,ß) {xMy} 2 
Ff Mindazon а függvények halmaza, 
amelyek az (A") feltételt kielégítik; <«> {x(yMz)} 3 
Ft Mindazon monoton а függvények hal-
maza, emelyek az ( A°°) feltételt kielé-
gítik; ( а ) {•x(yMz)} 3 
FT Mindazon monoton függvények halma-
za, amelyek az (A") feltételt kielégí-
t ik; ( а , У) {0, x(yMz)} 3 
FT Mindazon függvények halmaza, 
amelyek az (A°°) feltételt kielégítik; (xy) 2 
я + i 
A h*(x,, ..., х
к + 1) függvény duális a hp(x„ . . . , х р + 1 ) = V х, ... + i . . . x„ + i függ-
i=i 
vényhez. 
3. A z Oh Ph Si é s az L, osz tá lyok diagramjai 
A d o l g o z a t 3. r é sze 4 p o n t b ó l ál l . A z a ) p o n t b a n a z ös szes 0 és 1 r e n d s z á m ú 
z á r t o s z t á l y d i a g r a m j á t s z e r k e s z t j ü k m e g . A b ) p o n t b a n a l o g i k a i ö s s z e g e k e t v izsgá l -
j u k . A c) p o n t b a n a b ) p o n t d u á l i s o s z t á l y a i t t a n u l m á n y o z z u k . V é g ü l a d ) p o n t b a n 
a l i neá r i s z á r t o s z t á l y o k e g y m á s k ö z t i k a p c s o l a t a i t v i z s g á l j u k m e g . 
A t o v á b b i a k b a n o s z t á l y a l a t t m i n d i g z á r t o s z t á l y t é r t ü n k . 
a) A 0 és l-es rendszámú osztályok 
Az e l ő z ő r é s z b e n d e f i n i á l t o s z t á l y o k k ö z ö t t m e g t a l á l h a t ó a z Ot (1 + / + 9 ) o sz -
t á l y o k m e g h a t á r o z á s a . N y i l v á n v a l ó , h o g y ezzel k i is m e r í t e t t ü k a z l - e s és a 0 r e n d -
s z á m ú o s z t á l y o k h a l m a z á t . T o v á b b á a z is k ö n n y e n b e l á t h a t ó , h o g y a z 1. á b r a a z 
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osztályok egymás közötti kapcsolatát fejezi ki. Az 1. ábrán — és a továbbiakban 
mindig — pontokkal jelöljük a zárt osztályokat. Ha két pont egy szakasszal van 
összekötve, az azt jelenti, hogy köztük nincs zárt osztály — esetleg olyan függvény-
halmaz lehet csak, amely nem zárt. Ha egy pont feljebb van, mint a másik, és sza-
kasszal össze is vannak kötve, az azt jelenti, hogy a feljebb levő pontnak megfelelő 
osztály tartalmazza a lejjebb levő pontnak megfelelő osztályt. Pontosabban, a lejjebb 
levő osztály majdnem teljes a közvetlenül felette levő osztályban. 
b) A logikai összeget, valamint az 02-t, illetve az 03-at tartalmazó osztályok 
Nyilvánvaló, hogy az .Sj, ^ Д б ) v 02], 5 5 = [0\ v 03] és az S'6 = [51 v Ог v 03] 
osztályokon kívül nincs más ilyen tulajdonságú osztály, mert az S6 tetszőleges több-
változós függvénye (függvényhalmaza, amely tartalmaz legalább egy többváltozós 
függvényt) az Si ( i = 1, 3, 5, 6) osztályok valamelyikét generálja. Ha az 5, osztályok 
tetszőleges részhalmaza csak egyváltozós függvényeket, illetve konstansokat tar-
talmaz, akkor az az Oj ( l á / S 8 ) osztályok valamelyikével lesz egyenlő. 
c) A logikai szorzatot, valamint az 02-t, illetve az 03-at tartalmazó osztályok 
Az ebben a pontban szereplő osztályok duálisak a b) pontban szereplőkhöz. 
A b) és a c) pontban szereplő osztályok közötti kapcsolatot a 2. ábra fejezi ki. 
d) A lineáris osztályok vizsgálata 
Először is azt lássuk be, hogy az L 1 =[{x+y- l - l , 0}] és az L2 = [{;C+J> + 1}] 
(£3=[{х+.у}]) osztályok között nincs más 9JÍ zárt osztály. Ha volna, az csak 
(ot,ß,y,ö), illetve (cc,ß,y) típusú lehetne, mivel Lx з "Di з L2 (Lx 9Jt з L3). Ez azt 
jelentené, hogy az 9Л tartalmazza a 0-t (1-et). Mivel az 9JI tartalmazza az x+y+l 
(x+y) bázis függvényt is, úgy az ( x + y + 1 , 0}с9Л (ha g(x,y)=x+y, akkor 
g(g(x,y), l ) = x + y + l , 1 + 1 = 0 ; { х + т + 1,0}с9Л). Az {x+y+l, 0} függvény-
halmaz pedig az Lx bázisa, vagyis [9ÏÏ] = Lx. 
Ugyanúgy azt is be lehet látni, hogy az Lx és az L-3 között nincs egyetlen egy 
9JÎ zárt osztály sem. Ha volna, az az Lx és Z5 osztályok definíciója szerint csak 
(a, ß, у, <5) típusú lehetne. Tehát a 0-t tartalmazná. A {0, x+y+z+1} függvényhalmaz 
az Lx bázisa, ahol x+y+z+1 Ç_L-3. 
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L4 = [[x+y+z)] a lineáris a függvények halmaza. Az L4 minden többváltozós 
függvénye generálja az Lx osztályt, mivel minden Z.4-beli függvényt fel lehet a követ-
24 + 1 
kező módon írni: 2 x h к = 0, 1, 2, ... . 
i = i 
Lássuk be, hogy minden L lineáris többváltozós zárt osztálynak az L4-et tar-
talmaznia kell. Valóban, ha az L osztály tartalmaz többváltozós lineáris ß, у, illetve 
ô függvényt, akkor rendre fel lehet ezeket a következő módon írni : f f x ^ x 2 , . . . , x2k) = 
24 24 24 + 1 
= 2 x í + 1 > Á = (xi> *2, •••,*24)= illetve/3(x1; x 2 , . . . , x ^ + ú ^ 2 xi + l- Ezek-ig I í = i í = i 
bői a függvényekből és az f(x)=x függvényből mindig megkaphatunk egy f { , f i , f3 
többváltozós lineáris a függvényt, amely az L4-et generálja, ahol 
fl U l i x 2 , ..., X4fc_j) = fi { f i (x J, x 2 , ..., x2k), x 2 t + 1 , x2k + 2,..., x2k + 2k_j) = 
44-1 44-1 
= 2 A i + i + i = 2 xi> 
i=l i=l 
f2 (Xj, X2, ..., X4t_j) = 7з(7з(Л'1> X2 5 •••) x2k)> *24 + l> X2k + 29 •••> X2k + 24 — l) ~ 
44-1 
= 2 Xi> 
i = 1 
f3 (Xj , X2, ..., x4 t + 1) = f3[f3(Xk, X2 s •••> -*24 + l)> -*24 + 2 > 2^4 + 24 + l) = 
44 + 1 44 + 1 
= 2 *i+i + i = 2 xi • i=l i=l 
Mutassuk még meg, hogy az az L többváltozós lineáris osztály, amely az L4-et 
tartalmazza, az L, (1 Í+Í'^5) osztályok valamelyikével azo-
I nos. Minden L4-nél bővebb L osztály (a, ß), (a, y), (a, <5), 
(a, ß, y) vagy pedig (a, ß, y, S) típusú, és az x+y+z függ-
vényt tartalmazza. A következő esetek lehetségesek: 
(i) ЬЭ1. Mivel [x+y+z, 1} generálja a L2-t, úgy 
L = Lk vagy L = L2. 
(ii) ЬЭО. Mivel [x+y + z, 0} generálja a L3-at, úgy 
L=Lk vagy L=L3. 
(iii) ЬЭх. Mivel [x+y+z, x} generálja az L5-t, úgy 
L = Lk vagy L=Lb. 
Tehát bebizonyítottuk, hogy az L; (1 S / ^ 5 ) osztályokon 
kívül más többváltozós lineáris osztály nincs. 
A 3. ábrán felépítjük a lineáris többváltozós osztályok 
kapcsolatát, valamint a hozzájuk kapcsolódó egyváltozós li-
3. ábra neáris osztályokat is. 
4. A (ß), (у), (ß, у), (а, А у) és az <ct,ß, у, Ô) típusú osztályok 
a) A (ß), (y) és a (ß, y) típusú osztályok 
A 10.1. és a 10.2. lemmából következik, hogy a (ß), (y) és a (ß, y) típusú osztályok 
csak konstansokat tartalmazhatnak. Ezért ezek rendre az 02, Ö3 és az O, osztályok 
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b) Az (a, ß, y) típusú osztályok 
Az (a, ß, y) típusú 9Л osztályok az 0s = [{x, 1, 0}] osztályt tartalmazzák és az 
9Л monoton. Valóban, ha 9Л tartalmaz nem monoton függvényt, úgy az O s segítségé-
vel az x függvényt elő tudnánk állítani (lásd 10.5. lemma), vagyis az 9Л tartalmazna 
<3 függvényt is. 
Nyilvánvaló, hogy az S6 és a Pe osztályok is (a, ß, y) típusúak. A 3. rész b) és 
e) pontjából következik, hogy az Se, Os, valamint а P6, Oa osztályok között nincs 
zárt osztály. 
A 10.6. (10.7) lemmából következik, hogy tetszőleges 9Л monoton osztály, amely 
a Pe-ot (S6-ot) tartalmazza, annál bővebb is, akkor az x v y-t (xy-l) is tartalmazza, 
vagyis [9Л] = [{xy,xvy, 0, \}]=A1. 
A 4. ábra szemlélteti az (a, ß, у) típusú osztályok kapcsolatát. 
I 
c, 
hOg 
5. ábra 
Minden (a, ß, y, ô) típusú osztály tartalmazza a {0, 1, x, x}=[{0, х}] = О
э  
osztályt. Az L4 lineáris függvények halmaza is (a, ß, y, ô) típusú. A 3. rész d) pont-
jából következik, hogy az L4 és az O s között nincs zárt osztály. Könnyű belátni, 
hogy az LJ és CJ között sincs. Valóban, ha CJIDDJIZJZ.J, akkor a z / - b ő i ( f £ L ß ) 
az Oa segítségével az xy függvényt megkapjuk (lásd 10.8. lemma) és [L, v {ху}] = Сг 
Az 5. ábra szemlélteti az (a, ß, y, ô) típusú osztályok kapcsolatát. 
5. Az (a) típusú osztályok vizsgálata 
Először is vizsgáljuk meg azokat az (a) típusú osztályokat, amelyek az xy és 
az x v y függvényeket tartalmazzák. Könnyű belátni, hogy az A4 és C4 osztályokon 
kívül nincs más ilyen tulajdonságú osztály (lásd 10.9 lemma). 
Ha az (a) típusú 9Л osztály nem azonos az A4, illetve C4 osztályokkal, a k k o r 
9Л az alábbi tulajdonságok egyikét kielégíti: 
a) az 9Л önduális; 
b) az 9Л kielégíti az (A2) feltételt; 
c) az 9Л kielégíti az (a2) feltételt. 
Valóban, ha 9Л mindhárom tulajdonságnak nem tesz eleget, akkor 9Л э {xy, x v y) 
(lásd 10.10. lemma). 
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a) Az 9Л (a) típusú osztály önduáíis 
Ebben az esetben vizsgáljuk meg a következő aleseteket: 
(i) 9Л tartalmaz nem monoton függvényt. Ekkor a 10.11. lemmából következik, 
hogy a Dx és az L4 osztályokon kívül nincs több ilyen tulajdonságú zárt osztály. 
Mutassuk meg, hogy a Dx osztály majdnem teljes a C4-ben. A 10.13. lemmából követ-
kezik, hogy az 9Л osztály ( D j C Í U l c C / tartalmaz x v y, illetve xy függvényt. Ez azt 
jelenti, hogy az x v y, illetve xy függvényt a Dx bázis függvényével az xy, illetve 
x v у adja. Valóban 
xy v x(xy) v y(xy) = x v y, 
xy v x(x v y) v y(x v y) = xy. 
Ebből és a 10.9. lemmából adódik, hogy a Dx osztály majdnem teljes a C4-ben. 
A 10.12. lemmából következik, hogy L t majdnem teljes a Z)4-ben. 
(ii) ЗЛ csak monoton függvényeket tartalmaz. Ekkor a 10.14. lemmából követ-
kezik, hogy az Ox, D2 osztályokon kívül nincs más több ilyen tulajdonságú osztály. 
A 10.11. lemmából következik, hogy D2 majdnem teljes a Dj-ben. A 3. rész 
d) pontjából következik, hogy Ox és L4 között nincs zárt osztály. 
Ezzel az önduális 951 (a) osztályokat megvizsgáltuk. A köztük levő kapcsolatot 
a 6. ábra fejezi ki. 
b) Az 9Л (a) típusú osztály kielégíti az (A2) feltételt 
(i) Az 9Л tartalmaz nem monoton függvényt. Az Ff = [{x(y v z)}] mindazon 
a függvények halmaza, amely kielégíti az (A°°) feltételt. Az Ff = [{x(y v z), hfx)}} 
mindazon a függvények halmaza, amelyek kielégítik az (A") feltételt. Mutassuk meg, 
hogy az Ff és az Ff(p^2) osztályokon kívül nincs más olyan (A2)-1 kielégítő 95t (a) 
osztály, amely tartalmaz nem önduális és nem monoton függvényt. Ez a tény köz-
vetlenül adódik a 10.15. és 10.16. lemmából. 
(ii) Az 9Л osztály csak monoton függvényeket tartalmaz. Az F6°°=[{x(yvz)}] 
mindazon monoton a függvények halmaza, amelyek kielégítik az feltételt. 
Az F | = [{x(>'v z), ú2(x)}], Ff=[{hß(xj]\ (/i = 3) mindazon monoton a függvények 
halmaza, amelyek kielégítik az (A") feltételt. A 10.16. és 10.17. lemmából követ-
kezik, hogy nem létezik más olyan (A")-t kielégítő monoton osztály, amely tartalmaz 
nem önduális függvényt és a Px osztálytól különbözik. Könnyű belátni, hogy 
Fi З Fi З . . . 3 Ff 3 . . . 3 Ff 
és 
Fi 3 F2 3 . . . 3 Fi 3 . . . 3 F f , 
mivel, ha az 9Л osztály kielégíti az (A") feltételt, úgy kielégíti az (A''1) feltételt is, 
ahol 2 ^ / 1 ^ ( 1 . Nyilvánvaló, hogy a láncokban szereplő zárt osztályok között nem 
létezik más osztály. A 10.15, 10.16 és 10.17 lemmából következik, hogy F f z o F f , 
F-i 3 Ff, továbbá, hogy az F f , Ff és az Fi, Fi között nem létezik más osztály. 
c) Az 9Л (a) típusú osztály kielégíti az (a2) feltételt 
Az F f , Fi, Ff és Fi osztályok duális osztályai rendre az F f , Fi, Ff és Fi 
osztályok. Ezeknek az osztályoknak egymáshoz való kapcsolatát a 7. ábra illusztrálja. 
A 8. ábrán az összes (a) osztály egymás közötti kapcsolatát ábrázoljuk. Nyilván-
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való, hogy a 8. ábra megszerkesztéséhez elegendő megvizsgálni, hogy a 6. ábra 
milyen osztályai majdnem teljesek a 7. ábra jobb (bal) osztályaiban; a 7. ábra milyen 
jobb (bal) oldali osztályai majdnem teljesek a 6. ábra osztályaiban. 
(i) Könnyű belátni, hogy a 6. ábra osztályai közül az (A2) ((a2)) feltételt csak 
a D2 és az 04 osztály elégíti ki. Korábban már megmutattuk, hogy az Ox majdnem 
teljes a / \ -ben (éq-ben). Mivel a D2=[{xy v xz v yz)} benne van az F'(=[{xy v xz v yz, 
x(yvz)}] (Ff = [{(x v yz), /zî(x)}]) osztályban és nincs benne az Ff = [{/г3(х)}] 
(Ff = [{Af(x)}]) osztályban, így a D2 majdnem teljes az Ff-ban (F22-ben). 
(ii) Világos, hogy a 7. ábra osztályai nem lehetnek majdnem teljesek a 6. ábra 
önduális osztályaiban. Vizsgáljuk meg, az A4 és C4 osztályokat. Az A4, C4, F2 
(Ff), Ff (Ff ) osztályok definíciójából következik, hogy C4 э Ff (C4 z> Ff) és 
7. ábra 
At 
» F , 
6. ábra 3. ábra 
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+ 4 c F | ( J 4 c f | ) . Az Ff(Ff), C4 és az Ff(Ff), At osztályok között nincs más osztály, 
mivel a C4 , illetve az At osztály ugyanannak a tulajdonságnak tesz eleget, mint az 
Ff(Ff), illetve F | ( F | ) osztályok, csak az A4, illetve C4 osztály az „(A1)" („(a1)") 
feltételt elégíti ki, míg az F? (Ff), ill. F | (Ff) osztályok az (A2) ((a2)) feltételt is 
kielégítik. 
6. Az (ß, ô) típusú osztályok vizsgálata 
A 10.18. lemmából következik, hogy minden (oc, ő) típusú osztály önduális. 
Vegyük észre azt az egyszerű tényt, hogy minden önduális osztály előállítható egy 
(a) típusú 9Л osztály és az ЗЛ (ô) típusú osztály összegeként. Dolgozatunk 5. részéből 
tudjuk, hogy az (a) típusú önduális osztályok a következők: Ox, D2, L4 és Dx. 
Határozzuk meg a Bx függvényhalmazt úgy, hogy B1={f \f^01 vagy f£Ox}. 
Világos, hogy B1 = Ol. 
Határozzuk meg a B2 függvényhalmazt úgy, hogy ő2 = {/:f(LD2 vagy / f ö 2 } -
Mutassuk meg, hogy B2 nem zárt osztály, vagyis B2 + [B2], Legyen 
D2 = [{xy V xz V yz}] = [{h(x, y, z)}], 
az önduális monoton függvények halmaza. Könnyű belátni, hogy x + y + z+D 2 
és x+y + zpD2, mivel x+y + z és x+y + z nem monoton önduális függvények. 
-, [J Következésképpen az x+y+z önduális függvény nem tartozik a B2 függ-
3
 vényhalmazhoz. Másrészt viszont h(x, y, z)£D2(B2) és h(x, y, z)Ç_B2. 
Ebből adódik, hogy a h(x, x, x) = x és a h(x, y, z) függvények hozzá-
tartoznak a /?2-höz. Dolgozatunk 2. részéből tudjuk, hogy D3 = [{h(x, y, z)}] 
az önduális függvények halmaza, vagyis x+y+z önduális függvény 
hozzátartozik a D3, illetve [ő2] osztályhoz. Ez azt jelenti, hogy a B2 
függvényhalmaz nem egyenlő a [F2] osztállyal. 
Határozzuk meg a B3, illetve Д, függvényhalmazokat úgy, hogy 
F 3 = { / : / € L 4 vagy f f L 4 } , illetve Bl = {f:ff__D1 vagy JCDX}. Könnyű be-
látni, hogy B3=L3, illetve B4=D3. 
Az (a, <5) típusú osztályokat a 9. ábra illusztrálja. 
° Oq Azt, hogy L5 a D3-ban, illetve 0 4 az L5-ben majdnem teljes, az elő 
9. ábra zőekben már beláttuk. 
7. Az (a, ß) és (a, y) típusú osztályok vizsgálata 
A dualitás miatt elegendő csak az (a, ß) osztályokat megvizsgálni, 
a) Az (a2) feltételt nem kielégítő (a, ß) osztályok 
Először nézzük meg azokat az (a, ß) osztályokat, amelyek az (a2) feltételt nem 
elégítik ki. Az A2 = [{xy, xvy, 1}] és a C2 = [{xy, x + y + l } ] osztályok (a, ß) típusúak. 
A 10.19. lemma szerint minden 9Jl (a, ß) típusú osztály, amely az (a2) feltételt 
nem elégíti ki, tartalmazza vagy az xy, vagy pedig az x + y + l függvényt. Vizsgáljuk 
meg ezt a két esetet: 
(i) ЗЛЭху. 
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Ha 9JI tartalmaz nem monton függvényt, akkor a 10.20. lemma szerint 391 = C 2 . 
Ha 9JÎ monoton és tartalmaz az 1-től és a logikai szorzattól különböző függ-
vényt. Akkor a 10.6. lemma szerint 9Л tartalmazza az xwy függvényt és 991 = A 2 . 
Ha sJJi csak a logikai szorzat függvényt, valamint 1-et tartalmaz, akkor 991=Pb. 
(ii) 
Ha 99Î tartalmaz nem lineáris függvényt, akkor a 10.20. lemma szerint 991 = C2 . 
Ha 991 lineáris osztály, akkor mivel csak egy lineáris a és ß osztály van, amely 
több változós függvényeket is tartalmaz, úgy 991 = L 2 . 
A 10.20. lemmából következik, hogy A2 majdnem teljes az Z.2-ben, a 10.6. lemmá-
ból pedig, hogy Р
ъ
 az ri2-ben majdnem teljes. 
Az L2,C2,A2,P5 osztály duálisa rendre az L3 , C3 , A3, S5 osztályok. Ezek 
egymáshoz való kapcsolatát a 10. ábra illusztrálja. 
b) Az (A2) feltételt kielégítő (a, ß) osztályok 
(i) 991 tartalmaz nem monoton függvényt. F8°° = [{xy}] az A°°-1 kielégítő függ-
vények halmaza. F£ = [{xy, h fx)}] az A"-t kielégítő függvények halmaza. 
Mutassuk meg, hogy nincs több olyan (A2)-1 kielégítő 991 (a, y) osztály, amely 
tartalmaz nem monoton függvényt. Ha létezne más ilyen 991 osztály is, akkor a 10.21. 
lemma szerint 99Í3 F8°°. A 10.16. lemma szerint pedig, ha 99l + F f , akkor 991 = F8". 
(ii) Az 991 monoton osztály. P7°° = [{0, x(_y v z)}] az (A°°)-1 kielégítő monoton 
függvények halmaza. F7" = [{0, hfx)}] az (Aß)-t kielégítő monoton függvények 
halmaza. 
Mutassuk meg, hogy nincs több olyan monoton (A2) feltételt kielégítő osztály, 
amely az Ff, F f , Oe és P3-tól különbözik. Valóban, ha létezne ilyen tulajdonságú 
991 osztály, akkora 10.22. lemma szerint 9J12F7~. Ha 99 l + F f , akkor a 10.16. lemma 
szerint Ш= Ff. Könnyű belátni, hogy 
I £ 
10. ábra 11. ábra 
Ff 3 Ff 3 ... 3 Ff 3 . . . 3 F, 
8 , 
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és ezek a láncok más zárt osztályt nem tar ta lmaznak. Nyilvánvaló, hogy P 3 cF 7 °° , 
FfczFf és F7*cF8". 
Ezekből az egyenlőtlenségekből, és a 10.16., 10.21., 10.22. lemmákból követ-
kezik, hogy P3 az F f - b e n , Ff az F7"-ban és Ff az F8~-ban majdnem teljes. 
Az F f , F f , F f , F f , P3 osztályok duálisa rendre az F f , F f , F f , F f , S3 osztá-
lyok, amelyek (a, ß) t ípusúak és kielégítik az (a2) feltételt. 
A l i . ábra az F f , F f , F f , F f , F f , F f , F f , F f , О,, Oe, S3, P3 osztályok egymás 
közötti kapcsolatát illusztrálja. 
Az összes (a, ß), illetve (a, y) osztály egymás közötti kapcsolatát — amely nem 
más, mint a 10. és 11. ábra megfelelő összekapcsolása — a 12. ábra illusztrálja. 
Az eddig tárgyalt osztályok egymás közötti kapcsolatát a 13. ábra illusztrálja. 
8. A különböző típusú osztályok összekapcsolása 
Az előző részben megvizsgáltuk, hogy az azonos típusú osztályok hogyan kap-
csolódnak egymáshoz. Dolgozatunk jelen részében a különböző típusú osztályokat 
kapcsoljuk egymáshoz. Valójában az (a), (a, ß), (a, y), (a, <5), (a, ß, y), (a, ß, y, S) 
t ípusú osztályok egymás közötti kapcsolatát kell megvizsgálni. 
a) Az (a) típusú osztályok 
Legyen 931 tetszőleges (a) osztály. На 931 benne van egy 931' nem (a) t ípusú 
osztályban, akkor létezik egy 93i"(93l"c93l') osztály, amely tar talmazza az 931-t és 
(a, ß), (a, y), illetve (a, <5) típusú. Valóban, ha 93T-ben van ß, у, illetve ô függvény, 
akkor 93r=[99 íU{l}]g93t ' 99r=[{991U{0}]g99t' , illetve, ha 93t'-ben nincs sem 
ß, sem pedig y függvény, akkor 931" = [931 U {x}] g ЯГ. 
Könnyű belátni, hogy ha az 931x és 93l2 osztályok nem tar talmazzák a g(x) függ-
vényt (g(x)£ {0, 1,3c} és Щ с Щ , № 1 U{g(x)} ]=9 l= l{Wl 2 Ug(x)} ] , akkor 
331
х
 nem lehet majdnem teljes az 91-ben. 
Ebből adódik, hogy a következő eljárást kell alkalmazni: venni kell az összes 
[931U {g(x)] = 91 osztályt, ahol 931 tetszőleges (a) osztály; g(x) pedig a 0, 1, illetve 
x függvények egyike. Ezek közül az 91 osztályok közül ki kell választani az (a, ß), 
(a, y), illetve (a, ß) t ípusúakat , majd az összes (a) t ípusú 931 osztály közül ki kell 
választani a maximálist, ahol 91 = [931U {g(x)}], g(x) € {0, 1, 3c} és 91 egy rögzített 
osztály. 
(i) Először is (a) osztályokhoz vegyük hozzá az 1 konstans függvényt. Dolgo-
zatunk 2. részét felhasználva, a következő eredményeket kap juk : 
[ C 4 U { 1 } ] = C 2 , [L4 U{1}] = Z-2, 
[D, U{1}] = C 2 , [Pi U{1}] = P5, 
[F5~U{1}] = C 2 , [ V 1 U { 1 } ] = 5 3 , 
[Ff U{1}] = C 2 , [ O j U{1}] = 05, 
[A4ö{1}] = A2, [Ff U {1}] = F f , 
[F6°° U {1}] = A2, [Ff U{1}] = F f , 
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[F/ U {1}] = A2, [F2°° U {1}] = F f , 
[D2 U {1}] = Fi, [F£ U{1}] = F3", 
Fe°° с . . . с F6" с ... с Fi с Fi с А, 
FF с ... с Fi с ... с Fi с Fi с С(  
Dx с С 4 , Z>2 с F | . 
з , 
4,
4 ' 
Ezekből az egyenlőségekből, illetve egyenlőtlenségekből közvetlenül adódik, hogy 
C4 a C2-ben, A4 az /l2-ben, L4 az F2-ben, F4 a F5-ben, Sx az 53-ban, Ox az Os-ben, 
F r az F4°°-ben, F f az Ff-ben, F2°° az F3°°-ben és F2" az F3"-ben majdnem teljes. 
(ii) Az (i) pontban szereplő osztályok duálisát vizsgáljuk meg. A dualitásból 
közvetlenül adódik, hogy a C4 a C3-ban, A4 az +3-ban, L4 az L3-ban, Sx az ô5-ben, 
Px a F3-ban, Ox az 0 e-ban, F5°° az F2~-ben, F5" az F8"-ben, F6°° az F f - b e n és F6" az 
Ff-ben majdnem teljes. 
(iii) Az (a, <5} típusú osztályok vizsgálatánál a 10.18 lemmából kifolyólag csak 
az önduális (a) osztályok jönnek számításba. 
A [Dx U {5C}] = D3, [L4 U {X}] = L5, [Ox U {x}] = 0 4 , [D2 U {x}] = D3 egyenlőségekből 
adódik, hogy a Dx a D3-ban, L4 az L5-ben és Ox az 04-ben majdnem teljes. 
A 14. ábra az (a) osztályok az (a, ß), (a, y), (a, ú) osztályokkal való közvetlen 
kapcsolatát illusztrálja. 
b) Az (a, ß) és (a, y) típusú osztályok 
Nyilvánvaló, hogy a dualitás miatt elegendő csak az (a, ß) típusú osztályokat 
megvizsgálni. 
Könnyen belátható, hogy a következő eljárást kell alkalmazni: venni kell az 
összes [9JÎ U {0}] = 91 osztályt, ahol 9И tetszőleges (a, ß) osztály. Minden egyes így 
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kapot t rögzített 91 osztályra ki kell az 9Л-ек közül a maximálisai választani. Ekkor 
azt kapjuk, hogy 
[C2 U{0}] = Cj, [F3"U{0}] = Aly 
[F4°° U {0}] = Cj, [L2 U{0}] = L x , 
[Fi U{0}] = Clf [ F 5 U { 0 } ] = F 6 , 
[A2 U{0}] = Au [S3 U {0}] = S3, 
[F 3~U{0}] = Alt [05 U{0}] = Os, 
F3~ с ... с F3 с . . . с Fi с Fi с А» 
Ff с ... с F," с . . . с Fi с Fi а С2 . 
Ezekből az egyenlőségekből, illetve egyenlőtlenségekből közvetlenül adódik, hogy 
C2 a Cj-ben, A2 az A r b e n , L2 az Z.4-ben, Ръ a P e -ban , S3 az S6-ban és Ob az 0 8 - b a n 
majdnem teljes osztály. 
Az előbb megvizsgált (a, ß) t ípusú osztályok (a, y) t ípusú duális osztályaira 
közvetlenül adódik, hogy C3 a C4-ben, A3 az Лх-Ьеп, L3 az Lj-ben, S5 az S e -ban, 
P3 a F 6-ban és Oe az C 8 -ban majdnem teljes. 
c) Az (a, 8) típusú osztályok 
Nyilvánvaló, hogy ha egy 9Л (a, 8) osztályt egy 9JÎ' nem (a, <5) t ípusú osztály 
tar ta lmaz, akkor 9И' (a, ß, y, ô) t ípusú. 
А [Z>,U{l}] = C i , [X. 5 U{1}]=A, [04U{1}] = 0 9 egyenlőségekből közvetlenül 
adódik, hogy a D3 a Cj-ben, az Lb az Lj-ben és az 04 az 0 9 -ben ma jdnem teljes. 
C, 
15. ábra 
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d) Az (a, ß, y) típusú osztályok 
Könnyű belátni, hogy ha az (a, ß, y) típusú osztályok kapcsolatát akarjuk az 
(a, ß, y, 8) típusú osztályokkal megvizsgálni, akkor venni kell az összes [sDi U {x}] 
91 osztályt, ahol 991 tetszőleges (a, ß, y) osztály. Minden egyes így kapott rögzített 
91 osztályra ki kell az 9R-ek közül választani a maximálisai. Az [Ax U {x}] = Сг,. 
[56U{x}] = C 1 , [5 e U{x}] = C1és [08U{x}]=s=0e egyenlőségekből, valamint а Д с Т , , 
Л с Л egyenlőtlenségekből közvetlenül adódik, hogy Ax a Cj-ben és 08 az 09-ben 
majdnem teljes. 
A 15. ábra az (a, ß), (a, y), (a, 3), illetve (a, ß, у) típusú osztályok az (a, ß, у), 
illetve (a, ß, у, 3) típusú osztályokkal való közvetlen kapcsolatát ábrázolja. 
A 16. ábra a Post-féle zárt osztályok egymáshoz való viszonyát illusztrálja. 
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9. Post tételei 
Ebben a részben megfogalmazunk egy sor tételt, amelyeket POST bizonyított be. 
Ezeknek a tételeknek a bizonyítása közvetlenül adódik az eddig elmondottakból, 
ill. a POST diagramjából. 
9.1. TÉTEL. A kétértékű logikában az Ol (1 P„ P3, P5, P6, S„ S3, Ss, Se, 
L,, L2, L3, L4 , L5, D,, D2, D3, A„ A2, A3, A,, C„ C2, C3, C4 , F j (1 —j= 8), Ff 
{p = 2, l s / ^ 8 ) osztályok kimerítik az összes lehetséges zárt osztályok halmazát. 
9.1. KÖVETKEZMÉNY. A kétértékű logikában levő zárt osztályok halmaza meg-
számlálható számosságú. 
9.2. TÉTEL. A kétértékű logikában minden zárt osztálynak véges bázisa van. 
9.3. TÉTEL. A kétértékű logikában van 
a) három zárt osztály, amelyeknek a rendszáma 0: 02, 03, 0 7 ; 
b) hat zárt osztály, amelyeknek a rendszáma 1: 0„ Ot, Oö, Oe, Os, 0 9 ; 
c) húsz zárt osztály, amelyeknek a rendszáma 2: P„ P3, P-0, Pe, S„ S3, S5, Se, 
F,, L2, L3, A,, A2, A3, Л 4 , C„ C 2 , C 3 , F f , F f ; 
d) húsz zárt osztály, amelyeknek a rendszáma 3: C4 , F 4 , Lb, Du D2, D3, 
F f , F„r, Fr, Fr, Fr, Fr, Ff ( I s i s 8 ) ; 
e) minden p-re ( л + 4 ) nyolc zárt osztály, amelyeknek a rendszáma p: Ff'1 
< l s i s 8 ) . 
9.4. TÉTEL. HA 3ÎÎ, és SJJÎ2 a kétértékű logika két olyan zárt osztálya, hogy 
9 ^ + 0 , aJíjCtUE és tUlj+DJE, akkor sJJiret ki lehet bővíteni az sJJÍ2-ben majdnem 
teljes osztállyá. 
9.5. TÉTEL. A kétértékű logika minden zárt osztályában legfeljebb csak öt 
majdnem teljes osztály lehet. 
9.1. Megjegyzés. Post-diagramjából közvetlenül adódik, hogy a Cj-ben csak 
öt majdnem teljes osztály van, az 0„ 02 és az 03 osztályokban pedig nincs majdnem 
teljes osztály. 
Legyen 9JÎ a kétértékű logika tetszőleges zárt osztálya. SJR =?9í-re igaz a követ-
kező tétel. 
9.6. TÉTEL. 91 osztály akkor és csak akkor teljes az 9Jl-ben, ha az 9Î nincs benne 
az 991 egyetlen majdnem teljes osztályában sem. 
Bizonyítás: 
Szükségesség. A feltétel szükségessége nyilvánvaló, mert ha 91 benne van 
az 991 valamelyik majdnem teljes osztályában, akkor [91J+9J1. 
Elégségesség. Ha 91 nem teljes az 991-ben, akkor [91]+991. Az pedig azt jelenti, 
hogy az 91 osztályt ki lehet bővíteni az 9JÍ-ben majdnem teljes osztályáig. Ez pedig 
ellentmond annak a ténynek, hogy az 91 nincs benne az 9Ji egyetlen majdnem teljes 
osztályában sem. 
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9.2. KÖVETKEZMÉNY. Tetszőleges 91 osztályból, amely az 9)Í-ben teljes, ki lehet 
választani ej y nem több mint öt függvényből álló függvényhalmazt, amely az 9Л-Ьеп 
teljes. 
9.7. TÉTEL. Tetszőleges 91 osztályból, amely az 9Jl-ben teljes, ki lehet választani 
egy legfeljebb négy függvényből álló függvényhalmazt, amely az 9JÎ-ben teljes. 
Bizonyítás. На 9Л=C4 , akkor az állítás közvetlenül adódik a 9.5. és 9.6. tétel-
lekből, ill. a 9.1. megjegyzésből. Legyen ЗЗЫСх- A 9.2. következményből adódik, 
hogy az 9J?-ből ki lehet választani egy legfeljebb öt függvényből álló 91 függvény-
halmazt, amely az 931-ben teljes. 
A következő esetek lehetségesek: 
a) 91 tartalmaz ß(y) függvényt. Jelöljük ezt a függvényt / -gye i . Világos, hogy 
ZZ[{C3U-D3}] ( / / [ {C 2 UD 3 } ] ) . a 9.6. tételből következik, hogy az 91 osztály tar-
talmaz / 2 , / 3 és / 4 függvényeket, amelyek rendre nem tartoznak a C2 (C3), Ax és 
Lj majdnem teljes osztályokba. Ezért 91 teljes az 931-ben. 
b) 91 nem tartalmaz sem ß, sem pedig у függvényt. Akkor 91 tartalmaz S függ-
vényt. Különben 9 1 J e l ö l j ü k ezt a ô függvényt /,-gyel. A 9.6. tételből követ-
kezik, hogy az 91 osztály tartalmaz / 2 , f3 és / 4 függvényeket, amelyek rendre nem 
önduálisak, nem monotonok és nem lineárisak. A 10.12. lemmából következik, hogy 
a z Z é s / , függvényekből fel lehet építeni a konstans függvényeket. Következésképpen 
Z , / 2 , / 3 , Z nincs benne sem a C2-ben, sem pedig a C3-ban. A 9.6. tételből követ-
kezik, hogy a z / i , / 2 , / 3 , Z függvényhalmaz teljes a C4-ben. 
9.3. KÖVETKEZMÉNY. A kétértékű logika tetszőleges zárt osztályának a bázisa 
legfeljebb négy függvényből áll. 
Ezt az eredményt javítani már nem lehet. Ez következik például abból a tényből, 
hogy a {0, 1, x v y, xy) a C4 osztály bázisa. 
10. A dolgozatban szereplő lemmák ismertetése 
Ebben a részben bizonyítás nélkül ismertetjük azokat a lemmákat, amelyeket 
a dolgozatban közvetlenül, illetve közvetve felhasználtunk. A lemmák bizonyítása 
a [12, 6] dolgozatokban megtalálható. 
Dolgozatunk 2. részében definiáltunk 49 zárt osztályt. Azt állítjuk, hogy a defi-
niált osztályok bázisa és típusa nem más, mint amit a 2. részben a megfelelő rova-
tokba beírtunk. 
10.1. LEMMA. AZ olyan / (x 4 , x2 , ..., x„) ß függvényből, amely nem azonosan 
egyenlő 1-gyel, azx , az 1 függvények, valamint a szuperpozíció segítségével a g(x) = x 
függvény előállítható. 
10.2. LEMMA. На Ф(х
п
, x1 2 , ..., x l m i , x21 , x 2 2 , . . . , x„mn)=f(f1(xu, x12 , ..., x l m i) , 
f2(x21, x2 2 , ..., x2m2), ...,fn{xnl, x„2, ..., х„Шп)), akkor Ф (x n , x1 2 , ..., x l m i , x21, x2 2 , . . . , 
x
nm„)—f ( f l (Xli : X12, •••> Xlmf f t ( X 2 l , X22, X2mf, •••,fn(Xnl, Xn2, •••> Xnm„)), âhol 
а Ф * , / Í , f 2 * , •••,/„* függvények a <P,fx,f2, . . . , /„ függvények duálisai. 
10.3. LEMMA. На Ш1 zárt osztály, akkor az 9Ji* — az 9JÎ osztály duálisa — szin-
tén zárt osztály. 
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10.4. LEMMA. Ha SW = [ { £ , / „ . . . , /„ , ... }], akkor 9 9 ? * = [ { f j , f 2 * , ...,/„*, ... }]. 
10.5. LEMMA. Az / ( x l 5 x„) nem monoton függvényből a 0, 1 és az x függ-
vények segítségéve] az x függvényt megkapjuk. 
10.6. LEMMA. AZ / ( x l 5 x 2 , ..., x„) monoton függvényből, amely nem egyenlő 
XJX2... x„-nel, 0-val, 1-gyel, a 0, 1 és az x függvények segítségéve] az xv y függvény 
előállítható. 
10.7. LEMMA. Az f(xu x2 , ..., x„) monoton függvényből, amely nem egyenlő 
Xj v x2 v ... v x„-nel, 0-val, 1-gyel a 0,1 és az x függvények segítségével az xy függvény 
előállítható. 
10.8. LEMMA. AZ /(X1 ; ...,X„) nemlineáris függvényből a 0, L,x, x függvények 
segítségével az xy előállítható. 
1 0 . 9 . LEMMA. Tetszőleges {xy, x vy,f(xl3 x2, ..., x„)} a függvényhalmaz teljes 
a C4-ben, ahol / ( х 4 , ..., x„) nem monoton a függvény. 
10.10. LEMMA. На az (a) típusú 99? osztály tartalmaz: 
a) nem önduális függvényt; 
b) függvényt, amely nem elégíti ki az (a2) feltételt; 
c) függvényt, amely nem elégíti ki az (A2) feltételt, 
akkor 99? z> {xy, x v y). 
10.11. LEMMA. Ha az (a) típusú önduális SOI osztály tartalmaz nem monoton 
függvényt, akkor 99? = 0 vagy 391 = 0 . 
1 0 . 1 2 . LEMMA. A Z 0 o s z t á l y m a j d n e m t e l j e s a 0 o s z t á l y b a n . 
10.13. LEMMA. Ha az (a) tipusú 9.1 I osztály önduális, akkor az tartalmazza az 
xy, illetve x v у függvényt. 
10.14. LEMMA. HA az önduális monoton 9Л osztály tartalmaz az X-től különböző 
függvényt, akkor 99? Э h(x, y, z)=xyv xzvyz. 
10.15. LEMMA. 99? tetszőleges (a) osztály, amely az (A2) feltételt kielégíti. Ha 
90? tartalmaz nem monoton függvényt, akkor 99? + F f . 
10.16. LEMMA. Legyen 99? tetszőleges osztály, amely az (A2) feltételt kielégíti és 
az (A"+1) feltételt nem elégíti ki. Ha 99? tartalmaz nem önduális függvényt, akkor 
R+i 
99?3Ap(x1; ..., x p + 1 ) , ahol hfxx, . . . , x„, xp + 1 ) = V *X*2 ••• * I - I * Í + I ••• xp+1. 
i = i 
10.17. LEMMA. 99? tetszőleges monoton (a) osztály, amely az (A2) feltételt kielé-
gíti. Ha 99? tartalmaz nem önduális függvényt és az x1 ; x2 , ..., x„-től külöböző függ-
vényt is, akkor 99? 
1 0 . 1 8 . LEMMA. A Z / ( x 4 , x 2 , . . . , x „ ) n e m ö n d u á l i s f ü g g v é n y b ő l a z x é s x f ü g g -
vények segítségével a 0 és az 1 függvény előállítható. 
10.19. LEMMA. Ha az 99? (a, ß) osztály nem elégíti ki az (a2) feltételt, akkor tar-
talmazza vagy az xy, vagy pedig az x + y + 1 függvényt. 
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10.20. LEMMA. H a a z 9Я ( a , ß ) o s z t á l y t a r t a l m a z 
a ) n e m l i n e á r i s f ü g g v é n y t , 
b ) f ü g g v é n y t , a m e l y a z (a2) f e l t é t e l t n e m e lég í t i k i , 
c) n e m m o n o t o n f ü g g v é n y t , a k k o r 9Л = С 2 . 
10.21. LEMMA. L e g y e n 9Л t e t s z ő l e g e s (A2)-1 k i e l ég í t ő (A, y) o s z t á l y . Н а 9Л t a r -
t a l m a z m o n o t o n f ü g g v é n y t , a k k o r 9 Я З F3°°. 
10.22. LEMMA. L e g y e n 9Л (A2)-1 k i e l é g í t ő m o n o t o n o s z t á l y . Н а 9Л t a r t a l m a z 
a 0 - t ó l és a z x 1 x 2 . . . x „ - t ő l k ü l ö n b ö z ő f ü g g v é n y t , a k k o r 9Л 2 F f . 
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