Two univariate split methods and one linear combination split method are proposed for the construction of classification trees with multiway splits. Examples are given where the trees are more compact and hence easier to interpret than binary trees. A major strength of the univariate split methods is that they have negligible bias in variable selection, both when the variables differ in the number of splits they offer and when they differ in number of missing values. This is an advantage because inferences from the tree structures can be adversely affected by selection bias. The new methods are shown to be highly competitive in terms of computational speed and classification accuracy of future observations.
INTRODUCTION
Classification tree algorithms may be divided into two groups-those that yield binary trees and those that yield trees with non-binary (also called multiway) splits. CART (Breiman, Friedman, Olshen and Stone, 1984) and QUEST (Loh and Shih, 1997) are members of the first group. Members of the second group include FACT (Loh and Vanichsetakul, 1988) , C4.5 (Quinlan, 1993) , CHAID (Kass, 1980) , and FIRM (Hawkins, 1997) . FACT yields one node per class at each split. C4.5 yields a binary split if the selected variable is numerical; if it is categorical, the node is split into C subnodes, where C is the number of categorical values. (We use the adjective numerical for a variable that takes values on the real line and categorical for one that takes unordered values.) * Hyunjoong Kim is Assistant Professor, Department of Mathematical Sciences, Worcester Polytechnic Institute, Worcester, MA 01609-2280 (email: hkim@wpi.edu). Wei-Yin Loh is Professor, Department of Statistics, University of Wisconsin, Madison, WI 53706-1685 (email: loh@stat.wisc.edu) . This work was partially supported by U.S. Army Research Office grants DAAH04-94-G-0042 and DAAG55-98-1-0333. The authors are grateful to two reviewers for their constructive and encouraging comments. CHAID is similar to C4.5, but employs an additional step to merge some nodes.
[This is called "value grouping" by some authors-see, e.g., Fayyad (1991) for other grouping methods.] FIRM extends the CHAID concept to numerical variables by initially dividing the range of each into ten intervals.
There is little discussion in the literature on the merits of binary versus multiway splits. On one hand, a tree with multiway splits can always be redrawn as a binary tree. Thus there may seem to be no advantage in multiway splits. To see that this conclusion is not necessarily true, consider a dataset from Rouncefield (1995) which contains information on six 1990 demographic variables for ninety-seven countries. Table 1 lists the variables and their definitions. The class variable takes six values: (i) Eastern Europe (EE ), (ii) South America and Mexico (SAM ), (iii) Western Europe, North America, Japan, Australia and New Zealand (WAJA), (iv) Middle East (MEast), (v) Asia, and (vi) Africa. Figure 1 shows a tree that predicts class from the six demographic variables in Table 1 . It is obtained by the CRUISE algorithm to be described later. The root node is split on birth into four subnodes. Two subnodes are terminal and two are split on gnp. We see that Eastern European (EE ) and industrialized countries (WAJA) have low birth rates and African countries have high birth rates. Further, WAJA countries have higher gnp values than EE countries. An equivalent binary tree representation is given in Figure 2 . Owing to its greater depth, more conditions must be considered in tracing a path from the root node to the lowest terminal node. Thus more effort may be needed to fully understand a binary tree than one with multiway splits. [For some ideas on simplifying a tree to enhance its interpretability, see Utgoff, Berkman and Clouse (1997) and Zhang (1998).] There are other advantages of multiway splits that are often overlooked. They can be seen by examining the binary CART tree in Figure 3 . The figure actually shows two trees-the "0-SE tree" which is the full tree and the "1-SE tree" which is the subtree with black terminal nodes. Breiman et al. (1984) define the 0-SE tree as the tree with the smallest cross-validation (CV) estimate of error and the 1-SE tree as the smallest subtree with CV estimate of error within one standard error of the minimum. The trees demonstrate two common features when there are many classes. First, the predictions for some classes Terminal nodes of the 1-SE tree are marked by black circles; it does not predict SAM.
(namely, Africa, Asia, and SAM ) are spread over two or more terminal nodes. This is harder to interpret than if each class is assigned to as few terminal nodes as possible. Second, the 1-SE tree does not predict the SAM class. Therefore if we want every class to be predicted, we have to settle for the more complicated 0-SE tree. These difficulties may be traced to the interaction between binary splits, pruning, and J, the number of classes. The larger the value of J, the more terminal nodes are required to ensure that there is at least one for every class. But because each split produces only two nodes, this requires more splits, which increases the chance that some class predictions are spread over several terminal nodes. Pruning can alleviate this, but as the 1-SE tree in Figure 3 shows, it can remove so many branches that some classes are not predicted.
All existing algorithms for multiway splits are inadequate in some ways. Doyle (1973) , White and Liu (1994) , and Loh and Shih (1997) have warned about selection bias in greedy search algorithms when variables differ greatly in their numbers of splits. There is, however, another source of bias when variables differ in their proportions of missing values. To illustrate, consider the dataset in Lock (1993) on ninety-three new cars for the 1993 model year. Table 2 lists the variables; nineteen are numerical, three are categorical, and two are binary. The class variable is type of car: small (sml), sporty (spt), compact (cmp), midsize (mid ), large (lrg), and van. Figure 4 shows the CART 0-SE and 1-SE trees. The dominance of luggage in the splits is striking, especially since many of the other variables are expected to have similar discriminatory power. It turns out that luggage has the most number of missing values by far. We will show in Section 5 that CART is biased toward selecting variables with more missing values. This problem is not unique to CART. In the design of an algorithm, care must be taken to consider the effect of missing values on selection bias as well.
Motivated improves upon ideas from many sources, but especially from FACT, QUEST, and GUIDE (Loh, 2001) for split selection and CART for pruning. CRUISE has the following desirable properties.
1. Its trees often have prediction accuracy at least as high as those of CART and QUEST, two highly accurate algorithms according to a recent study (Lim, Loh and Shih, 2000) .
2. It has fast computation speed. Because it employs multiway splits, this precludes the use of greedy search methods.
3. It is practically free of selection bias. QUEST has little bias when the learning sample is complete but it produces binary splits.
4. It is sensitive to local interactions between variables. This produces more intelligent splits and shorter trees. No previous algorithm is designed to detect local interactions.
5. It has all the above properties with or without missing values in the learning sample.
The rest of this paper is organized as follows. Section 2 discusses univariate splits, where each split involves only one variable. Two variable selection methods designed to minimize selection bias are presented and simulation results on their effectiveness are reported. Section 3 extends the approach to linear combination splits, which have greater flexibility and prediction accuracy. Section 4 compares the prediction accuracy and computational speed of CRUISE against more than thirty methods on thirty-two datasets without missing values. The results show that CRUISE has excellent speed and that differences in mean misclassification rates between it and the best method are not statistically significant. Section 5 considers the problems created by missing values. We explain why they cause a bias in CART and how CRUISE deals with them. The algorithms are compared on thirteen more datasets that contain missing values. Section 6 concludes the paper with some summary remarks. A few algorithmic details are given in the Appendix. Loh and Shih (1997) show that the key to avoiding selection bias is separation of variable selection from split point selection. That is, to find a binary split of the form X ∈ S, first choose X and then search for the set S. This differs from the greedy search approach of simultaneously finding X and S to minimize some node impurity criterion. The latter results in selection bias when some X variables permit few splits while others allow many. We therefore first deal with the problem of how to select X in an unbiased manner.
UNIVARIATE SPLITS

Selection of split variable
We propose two methods of variable selection. The first method (called "1D") is borrowed from QUEST. The idea is to compute p-values from ANOVA F -tests for numerical variables and contingency table χ 2 -tests for categorical variables and to select the variable with the smallest p-value. In the event that none of the tests is significant, a Bonferroni-corrected Levene (1960) test for unequal variance among the numerical variables is carried out. The procedure is approximately unbiased in the sense that if the predictor variables and the class variable are mutually independent, each variable has approximately the same probability of being selected. Algorithm 1 in the Appendix describes the method in detail.
A weakness of this method is that it is designed to detect unequal class means and variances in the numerical variables. If the class distributions differ in other respects, it can be ineffective. Two examples are given in Figure 5 . The left panel shows the distributions of two classes along one predictor variable. One distribution is normal and the other exponential, but their means and variances are the same. The ANOVA and Levene tests will not find this variable significant. The right panel shows another two-class problem where there is a checker board pattern in the space of two variables. One class is uniformly distributed on the white and the other on the gray squares. The ideal solution is to split on one variable followed by splits on the other. Unforunately, because the ANOVA and Levene tests do not look ahead, they most likely would select a third variable for splitting. Loh (2001) suggests a way to detect pairwise interactions among the variables in regression trees. We extend it to the classification problem here. The idea is to divide the space spanned by a pair of variables into regions and cross-tabulate the data using the regions as columns and the class labels as rows. In the right panel of Figure 5 , for example, we can divide the (X 1 , X 2 )-space into four regions at the sample medians and form a 2 × 4 contingency table for the data. The Pearson chi-square test of independence will be highly significant. If both X 1 and X 2 are categorical variables, their category value pairs may be used to form the columns. If one variable is numerical and the other categorical, the former can be converted into a two-category variable by grouping its values according to whether they are larger or smaller than their sample median. To detect marginal effects such as that in the left panel of Figure 5 , we apply the same idea to each variable singly. If the variable is categorical, its categories form the columns of the table. If the variable is numerical, the columns are formed by dividing the values at the sample quartiles. Thus a set of marginal tables and a set of pairwise tables are obtained. The table with the most significant p-value is selected. If it is a marginal table, the associated variable is selected to split the node. Otherwise, if it is a pairwise table, we can choose the variable in the pair that has the smaller marginal p-value. Loh (2001) shows that for regression trees, this approach is slightly biased toward categorical variables, especially if some take many values. He uses a bootstrap method to correct the selection bias. To avoid over-correcting the bias when it is small, he increases the bias before correction by selecting the categorical variable if the most significant p-value is due to a pairwise table that involves one numerical and one categorical variable. We follow a similar approach here and call it the "2D" variable selection method. A full description of the procedure is given in Algorithms 2 and 3 in the Appendix.
Selection of split points
Once X is selected, we need to find the sets of X values that define the split. If X is a numerical variable, FACT applies linear discriminant analysis (LDA) to the X values to find the split points. Because LDA is most effective when the data are normally distributed with the same covariance matrix, CRUISE performs a Box-Cox transformation on the X values before application of LDA. [See Qu and Loh (1992) for some theoretical support for Box-Cox transformations in classification problems.] If X is a categorical variable, it is first converted to a 0-1 vector. That is, if X takes values in the set
The D vectors are then projected onto the largest discriminant coordinate (crimcoord). Finally, the Box-Cox transformation is applied to the crimcoord values. Since the Box-Cox transformation requires the data to be positive valued, we add x (2) − 2x (1) to the X values if x (1) ≤ 0. Here x (i) denotes the ith order statistic of the X or crimcoord values. The details are given in Algorithm 4 in the Appendix. After the split points are computed, they are back-transformed to the original scale.
The preceding description is for the 2D method. Selection of split points in the 1D method is the same, except that the Box-Cox transformation is not carried out if the variable is selected by Levene's test. Instead, the FACT method is used, i.e., the partitions are found by applying LDA to the absolute deviations about the sample grand mean at the node.
Owing to its parametric nature, LDA sometimes can yield one or more intervals containing no data points. When this occurs, we divide each empty interval into two halves and combine each half with its neighbor. A rarer situation occurs when large differences among the class priors cause LDA to predict the same class in all the intervals. In this event, the LDA partitions are ignored and the split points are simply taken to be the midpoints between successive class means.
Comparison of selection bias
A simulation experiment was carried out to compare the selection bias of the 1D and 2D methods with that of CART. The experiment is restricted to the two-class problem to avoid the long computation times of greedy search when there are more than two classes and some categorical variables take many values. Tables 3 and 4 define the simulation models. The learning sample size is one thousand and class priors are equal. 
uniform variable on the unit interval R independent copy of U Table 4 : Models for simulation experiment on the effect of pruning. Variables are mutually independent with X 2 ∼ R, X 3 ∼ E, X 4 ∼ B, and X 5 ∼ C k , as defined in Table 3 . First we consider selection bias at the root node in the Null case with three numerical and two categorical variables, each being independent of the class variable. Table 5 shows the results when the predictor variables are mutually independent. The CART selection probability for the categorical variable X 5 grows steadily as k, its number of categories, increases. When k = 5, the probability is about 0.1, half the unbiased value of 0.2. When k = 10, the probability is close to 0.5 and when k = 20, it is 0.9. On the other hand, the probabilities for the 1D and 2D methods all lie within two simulation standard errors of 0.2.
To examine the effect of dependence among the variables, another experiment was conducted with correlated variables. The precise form of dependence is given in the first column of Table 6 . Variables X 1 and X 2 are correlated, with their correlation controlled by a parameter δ such that corr(X 1 , X 2 ) = δ/ √ 1 + δ 2 . As δ varies from 0 to 10, the correlation increases from 0 to 0.995. The joint distribution of X 4 and X 5 is given in Table 7 . The results in Table 6 show that CART is still heavily biased toward X 5 . The 1D and 2D methods are again relatively unbiased, although only 2D has all its probabilities within two standard errors of 0.2.
Effect of pruning
Selection bias in the Null case is harmless if pruning or a direct stopping rule yields a trivial tree. A trivial tree is worthless, however, in non-Null situations. To observe how often this occurs when the 1-SE tree is used, a third simulation experiment was carried out with mutually independent variables. Misclassification rates are estimated with independent test samples. For the Shift and Asymmetric models defined in Table 4 , the selection probability for X 1 should be high since it is the only variable associated with the class variable. For the Interaction model, either X 1 or X 2 should be selected with high probability. Ta- Table 7 : Joint distribution of categorical variables X 4 and X 5 in Tables 6 and  13 . bles 8, 9 and 10 give the results as k, the number of categories in X 5 , increases. They show that:
1. The selection bias of CART does not disappear with pruning even in the Null case. Table 8 shows that about forty percent of the CART trees have at least one split.
2. For CART, the probability of a non-trivial tree decreases slowly as k increases. But the conditional probability that the noise variable X 5 is selected increases quickly with k. This holds for the Null and non-Null models. Hence large values of k tend to produce no splits, but when a split does occur, it is likely to be on the wrong variable.
3. There is no evidence of selection bias in the 1D and 2D methods for the Null model, either unconditionally or conditionally on the event of a nontrivial tree.
4. Table 9 shows that the 1D method has more power than the 2D method in selecting X 1 in the Shift model. But 1D is worse than 2D in the Asymmetric model and, as expected, in the Interaction model (Table 10) .
5. Only the 2D method selects the right variables with high probability in the Interaction model. The other methods could not detect the interaction between X 1 and X 2 .
6. The average sizes of the non-trivial trees are fairly similar among the methods.
7. The misclassification rates are also fairly similar, except at the Interaction model where the 2D method is slightly more accurate.
LINEAR COMBINATION SPLITS
Trees with linear combination splits usually have better prediction accuracy because of their greater generality. They also tend to have fewer terminal nodes, although this does not translate to improved interpretation because linear combination splits are much harder to comprehend. To extend the CRUISE approach to linear combination splits, we follow the FACT method but add several enhancements. First, each categorical variable is transformed to a dummy vector and then projected onto the largest discriminant coordinate. This maps each categorical variable into a numerical one. After all categorical variables are transformed, a principal component analysis of the correlation matrix of the variables is carried out. Principal components with small eigenvalues are dropped to reduce the influence of noise variables. Finally, LDA is applied to the remaining principal components to find the split. Unlike the linear combination split methods of CART and QUEST which divide the space in each node with a hyperplane, this method divides it into polygons, with each polygon Table 8 : Probabilities of variable selection at the root node for the Null model before and after pruning. k denotes the number of categories in X 5 . P (X i ) is the probability that X i is selected to split the node. |T | is the number of terminal nodes and E|T | is its expected value. P (A) is the probability that |T | > 1.
Results are based on one thousand Monte Carlo iterations with one thousand learning samples in each iteration. Misclassification rates are estimated from independent test samples of size 500. Times are measured on a DEC Alpha Model 500a UNIX workstation. 
Suppose that there is a class j such that d j (i) ≥ d j (i) for all i and j. Then all the nodes are assigned to class j . This event can occur if class priors or misclassification costs are sufficiently unbalanced. Since such a split is not useful, we force a split between class j and the class with the next largest average discriminant score. Letd j be the average value of d j (i) in the node. Thend j ≥d j for all j. Let j be the class with the second largest value ofd j and define c =d j −d j . Now split the node with the discriminant functions
This will usually produce two nodes containing most of the observations, one for class j and one for class j . The nodes for the other classes will contain few observations. Since this procedure is likely to be unnecessary in nodes far down the tree (because they may be pruned later), it is carried out only if the number of cases in the node exceeds ten percent of the total sample size. Table 9 : Probabilities of variable selection at the root node for the Shift and Asymmetric models before and after pruning. Simulation standard errors are about 0.03. Misclassification rates are estimated from independent test samples of size 500. Times are measured on a DEC Alpha Model 500a UNIX workstation. Lim et al. (2000) compare a large number of algorithms on thirty-two datasets in terms of misclassification error and training time. They find that POLY-CLASS (Kooperberg, Bose and Stone, 1997), a spline-based logistic regression algorithm, has the lowest average error rate, although it is not statistically significant from that of many other methods. On the other hand, there are great differences in the training times, which range from seconds to days. That study includes two implementations of the CART univariate split algorithm-IND (Buntine, 1992) and Splus (Clark and Pregibon, 1993) . In this section, we add CRUISE and Salford Systems' CART (Steinberg and Colla, 1992) , which allows linear combination splits, to the comparison. The list of algorithms and their acronyms are given in Table 11 . The reader is referred to Lim et al. (2000) for details on the other algorithms and the datasets. A plot of median training time versus mean error rate for each algorithm is given in the upper half of Figure 6 . The training times are measured on a DEC 3000 Alpha Model 300 workstation running the UNIX operating system. POLYCLASS (abbreviated as POL in the plot) still has the lowest mean error rate. As in Lim et al. (2000) , we fit a mixed effects model with interactions to determine if the differences in mean error rates are statistically significant. The algorithms are treated as fixed effects and the datasets as random effects. This yields a p-value less than 0.001 for a test of the hypothesis of equal algorithm effects. Using 90% Tukey simultaneous confidence intervals (Hochberg and Tamhane, 1987, p. 81) , we find that a difference in mean error rates less than 0.056 is not statistically significant from zero. This is indicated in the plot by a solid vertical line, which separates the algorithms into two groups: (Sarle, 1994) those whose mean error rates do not differ statistically significantly from that of POL and those that do. All except seven algorithms fall on the left of the line. The dotted horizontal lines divide the algorithms into four groups according to median training time: less than one minute, one to ten minutes, ten minutes to one hour, and more than one hour. POL has the third highest median training time. The CRUISE linear combination split algorithm (CRL) has the second lowest mean error rate but takes substantially less time. The mean error rates of the 1D and 2D algorithms (CR1 and CR2) and Salford Systems CART (CTU and CTL) are also not statistically significant from POL. A magnified plot of the algorithms that are not statistically significant from POL and that require less than ten minutes of median training time is shown in the lower half of Figure 6 . The best algorithm in this group is CRL, followed closely by logistic regression.
Conditional on
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PREDICTION ACCURACY AND TRAIN-ING TIME
MISSING VALUES
The discussion so far has assumed that there are no missing values in the data. We now extend the CRUISE method to allow missing values in the learning sample as well as in future cases to be classified. One popular solution for univariate split selection uses only the cases that are non-missing in the variable under consideration. We call this the "available case" strategy. It is used in CART and QUEST. Another solution, used by FACT and QUEST, imputes missing values in the learning sample at each node and then treats all the data as complete. After a split is selected, there is the problem of how to send a case with missing values through it. CART uses a system of "surrogate splits," which are splits on alternate variables. Others use imputation or send the case through every branch of the split. Quinlan (1989) compares these and other techniques on a non-pruning version of the C4.5 algorithm.
In this section, we show that missing values can contribute two additional sources of bias to the CART algorithm: in the selection of the main split and in the selection of the surrogates. We also consider some new unbiased missing value strategies and compare them with CART, QUEST, and C4.5 on some real datasets.
Bias of CART split selection
When CART evaluates a split of the form "X ∈ S", it first restricts the learning sample to the set A of cases that are non-missing in X. Then, using a node impurity measure that is a function of the class proportions in A, it searches over all sets S to minimize the total impurity in the nodes. One problem with basing the impurity measure on proportions instead of sample sizes is that this creates a selection bias toward variables that possess larger numbers of missing values.
As an extreme example, consider a two-class problem where there is an X variable that is missing in all but two cases, so that A has only two members. . 36 .28 .20 .13 .24 .27 .23 .22 .22 .23 .20 .21 Suppose that the cases take distinct values of X and they belong to different classes. Then any split on X that separates these two cases into different nodes will yield zero total impurity in the nodes. Since this is the smallest possible impurity, the split is selected unless there are ties.
To appreciate the extent of the selection bias in less extreme situations, we report the results of a simulation experiment with two classes and five variables that are independent of the class. The class variable has a Bernoulli distribution with probability of success 0.5. X 1 has randomly missing values; the other variables are complete. The relative frequency with which each variable is selected is recorded. If a method is unbiased, the probabilities should be 0.2. Two scenarios are considered, with one having mutually independent variables and another having dependent ones. The results are given in Tables 12 and 13 , respectively. The dependence structure in Table 13 is the same as that in Table 6. Clearly, the selection bias of CART toward X 1 grows with the proportion of missing values.
Examples
We saw in the car example in Figure 4 that the luggage variable is repeatedly selected to split the nodes. It turns out that luggage has the most missing values-11 out of 93. Only two other variables have missing values, namely, cylin and rearseat, with one and two missing, respectively. In view of the preceding results, it is likely that the selection of luggage is partly due to the bias of CART toward variables with more missing values. This conjecture is supported by one additional fact: all the vans in the dataset are missing the luggage variable, probably because the variable is not applicable to vans as they do not have trunks. To send the vans through the root node, the CART algorithm uses a surrogate split on wheelbase. But since vans have similarly large wheelbase values, all of them are sent to the right node. This increases the proportion of missing values for luggage in the right node (from 11/93 to 11/57) and hence its chance of selection there too. It is interesting to note that CRUISE selects wheelbase to split the root node.
Another example of the effect of missing values on selection bias is provided by the hepatitis dataset from the University of California, Irvine (UCI), Repository of Machine Learning Databases (Merz and Murphy, 1996) . There are nineteen measurements on one hundred and fifty-five cases of hepatitis, of which thirty-two cases are deaths. Six variables take more than two values on a numerical scale; the rest are binary. The variables and their number of missing values are given in Table 14 . Protime has the highest percentage (43%) of missing values.
The small proportion of deaths makes it hard to beat the naive classifier that classifies every case as "live"-see, e.g., Diaconis and Efron (1983) and Cestnik, Konenenko and Bratko (1987) . In fact, the 1-SE trees from the CART, QUEST, and CRUISE 1D methods are trivial with no splits. To make the problem more interesting, we employ a 2:1 cost ratio, making the cost of misclassifying a "die" patient as "live" twice that of the reverse. [C4.5 does not allow unequal misclas- sification costs. CRUISE employs unequal costs in split point selection via LDA, see, e.g., Seber (1984, p. 285) , and during cost-complexity pruning (Breiman et al., 1984 ).] Figure 7 shows the results. CART splits first on Protime. QUEST and CRUISE do not split on Protime at all. Instead they split first on Albumin. Figure 8 shows how the data are partitioned by the CART and CRUISE-1D 1-SE trees. Although the partitions appear to do a reasonable job of separating the classes, they can be misleading because cases with missing values are invisible. For example, only about half of the observations appear in the CART plot. Because Protime has so many missing values, it is impossible to determine how much of its prominence in the CART tree is due to its predictive ability. On the other hand, the methods appear to be equally good in classifying future observations-ten-fold cross-validation estimates of misclassification costs for the CART, QUEST, and CRUISE 1D and 2D methods are 0.30, 0.30, 0.30, and 0.29, respectively. Breiman et al. (1984) give a formula that ranks the overall "importance" of the variables based on the surrogate splits. According to their formula, the top three predictors are Protime, Bilirubin, and Albumin, in that order. We will see in the next section that the ranking may be unreliable because the surrogate splits have their own selection bias.
Bias of CART surrogate split selection
The CART surrogate split technique is very intuitive. If a split s requires a value that is missing from an observation, it uses a split s on another variable to usher it through. The surrogate split s is found by searching over all splits to find the one that best predicts s, in terms of the number of cases non-missing in the variables required in s and s (Breiman et al., 1984, pp. 140-141) . This creates another kind of selection bias. Suppose s and s are based on variables X and X , respectively. Let n be the number of cases with non-missing values in both X and X that are sent to the same subnodes by s and s . If X has many missing values, n will be small and therefore the desirability of s as a surrogate for s will be low. As a result, variables with many missing values are penalized. Although it makes sense to exact some penalty on a variable for missing observations (CRUISE does this through the degrees of freedom in pvalue calculations), the CART method overdoes it-all other things being equal, the more missing values a variable has, the lower its probability of selection as surrogate variable.
To demonstrate this, we simulate data with variables X 0 , X 1 , . . . , X 5 and a Bernoulli class variable Y with 0.5 success probability. Variable X 0 has a standard normal distribution if Y is 0 and a normal distribution with mean 0.3 and variance 1 if Y is 1. The other X variables are mutually independent standard normal and are independent of X 0 and Y . Only X 1 has missing values, which are randomly assigned according to a fixed percentage. We find the best split on X 0 and then observe how often surrogate splits on X 1 , X 2 , . . . , X 5 are selected. Table 15 gives the results for sample size two hundred (the CRUISE method uses an 'alternate variable' strategy described in the next section). The proportions are based on one thousand Monte Carlo iterations. The selection bias of CART begins to show when X 1 has two percent missing values. With twenty-five percent missing values, X 1 has almost no chance of being selected 00 .19 .20 .18 .20 .18 X 2 .25 .25 .26 .24 .30 .18 .22 .18 .19 .19 X 3 .21 .23 .26 .27 .25 .22 .19 .20 .21 .19 X 4 .20 .23 .20 .23 .23 .22 .19 .22 .22 .21 X 5 .17 .17 .19 .21 .22 .20 .20 .22 .18 .23 in a surrogate split.
Selection bias in surrogate splits is not a serious problem by itself. As long as the predictive accuracy of the tree is unaffected, the bias can probably be ignored. In the case of CART, however, the surrogate splits are used to rank the importance of the variables. This makes the ranking biased too.
CRUISE missing value methods
We evaluated many different methods of handling missing values. Owing to space limitations, only the best are reported here.
Univariate splits
If there are values missing in the learning sample, we use the 'available case' solution, where each variable is evaluated using only the cases non-missing in that variable at the node. The procedure for the 1D and 2D methods is as follows:
1. For method 1D, compute the p-value of each X in Algorithm 1 from the non-missing cases in X.
2. For method 2D, compute the p-value of each pair of variables in Algorithm 2 from the non-missing cases in the pair.
3. If X * is the selected split variable, use the cases with non-missing X * -values to find the split points.
If X
* is a numerical variable, use the node sample class mean to impute missing values in X * . Otherwise, if X * is categorical, use the class mode.
5. Pass the imputed sample through the split.
6. Delete the imputed values and restore their missing status.
To process a future case for which the selected variable is missing at a node t, we split on an alternate variable. The idea is similar in concept to the CART surrogate splits, but it is faster and appears to be unbiased. Let X be the most significant variable according to the variable selection algorithm and let s be the associated split. Let X and s be the second most significant variable and associated split.
1. If X is non-missing in the case, use s to predict its class. Then impute the missing X value with the learning sample mean (if X is numerical) or mode (if X is categorical) of the non-missing X values for the predicted class in t.
2. If X is missing in the case, impute the missing X value with the grand mean or mode in t, ignoring the class.
After the case is sent to a subnode, its imputed value is deleted. We call this the 'alternate variable' strategy. The simulation results on the right side of Table 15 show that this method has negligible bias.
Linear combination splits
It is often unwise to restrict the search for splits to the cases with non-missing values in a linear combination split. In our experience, the best solution is imputation of missing values with the node mean or mode. This is the same strategy used in FACT and QUEST. The specific steps during tree contruction are:
1. Impute each missing value with the node class mean (numerical variable) or mode (categorical variable).
2. Split the node with the imputed sample.
3. Delete the imputed values and restore their missing status.
This procedure is inapplicable for directing a future case containing missing values through the split because its class is unknown. Instead, we use a univariate split as an alternative to the selected linear combination split. Let X and s be the selected variable and split obtained with the 1D method at a node t.
1. If X is non-missing in the case, use s to predict its class. Then impute all the missing values in the case with the means and modes of the numerical and categorical variables, respectively, for the predicted class.
2. If X is missing in the case, impute all missing values with the grand means or modes in t, ignoring the class.
After the case is sent to a subnode, its imputed values are deleted and their missing status restored. 
Comparison of methods on real data with missing values
Thirteen real datasets are used to compare the missing value methods. They are listed in Table 16 with brief descriptions. Many are from UCI. Two (car and dem) were discussed in the Introduction. The hin data are from Hawkins (1997) and the usn data are from StatLib (http://lib.stat.cmu.edu). The percentage of cases with one or more missing values in the datasets range from two to ninety-eight. (Note: Unit misclassification costs are employed in all except the hep dataset where 2:1 costs are used. As mentioned earlier, C4.5 does not allow unequal costs. For the hep data, we calculate the misclassification cost of C4.5 by multiplying the misclassification errors with the appropriate costs.) Ten-fold cross-validation is used to estimate the misclassification costs. That is, each dataset is randomly divided into ten roughly equal-sized subsets. One subset is held out and a classification tree is constructed from the other nine subsets. The hold-out set is then applied to the tree to estimate its misclassification cost. This procedure is repeated ten times by using a different hold-out set each time. The average of the ten cost estimates is reported in Table 17 . The last two columns of the Table give the estimated misclassification cost and the number of terminal nodes for each method, averaged across the datasets.
[Note: The CART program failed on the imp dataset when the arcing option was selected; the average misclassification cost for this method is therefore based on the other twelve datasets.]
The following conclusions are apparent from the results: 2. The misclassification costs of the CRUISE linear combination split method are on average about twelve percent lower than the univariate split methods. Surprisingly, the CART linear method has higher average misclassification cost than the univariate methods. This is opposite to the results for non-missing data observed in Section 4.
3. CART trees tend to have fewer terminal nodes than CRUISE, with QUEST in between. C4.5 trees have on average twice as many terminal nodes as CART. This is consistent with the results of Lim et al. (2000) who studied datasets without missing values.
4. Except for CART, trees with linear combination splits tend to have substantially fewer terminal nodes than their univariate counterparts. The CART trees with linear combination splits are on average about the same size as its univariate trees.
5. The last line of Table 17 gives the results for CART univariate splits with the "arcing" option. Instead of one tree, an ensemble of fifty trees is constructed from random perturbations of the learning sample. It has been observed elsewhere in the literature (Breiman, 1998) that arcing tends to decrease the average misclassification cost of CART univariate trees. The method does not appear to be more accurate than the QUEST and CRUISE linear combination split methods here. Table 18 reports the training time (summed over the ten cross-validation Table 18 : Training times in seconds on a DEC 3000 Alpha 300 workstation. The last column gives the median time over the data sets.
To provide useful information, the tree structure must be easy to understand and there must not be biases in the selection of the splits. CRUISE uses two techniques to improve the interpretability of its trees. First, it splits each node into multiple subnodes, with one for each class. This reduces tree depth. Second, it selects variables based on one-factor and two-factor effects. Therefore where other methods would fail, CRUISE can immediately identify a variable with a significant two-factor interaction even when it does not have a significant onefactor effect.
More important than tree depth is absence of selection bias since the latter can undermine our confidence in the interpretation of a tree. We saw that some algorithms can be severely biased if variables have unequal numbers of splits or possess different proportions of missing values. CRUISE solves this problem with a two-step approach. First, it uses the p-values from significance tests to select variables. This avoids the bias of the greedy search approach caused by variables with unequal numbers of splits. It also automatically accounts for unequal numbers of missing values through the degrees of freedom. Then CRUISE uses a bootstrap bias correction to further reduce the bias due to differences between numerical and categorical variables. The bootstrap correction is critical because the amount of bias is dependent on many aspects of the data, such as sample size, number and type of variables, missing value pattern, and configuration of the data points.
With regard to classification of future observations, there exist many tree and non-tree methods with excellent computational speed and classification accuracy. Our results show that CRUISE is among the best.
The CRUISE computer program may be obtained from http://www.wpi.edu/∼hkim/cruise/ or http://www.stat.wisc.edu/∼loh/cruise.html. 
APPENDIX: ALGORITHMIC DETAILS
