The investigation of material properties of fullerenes and especially nanotubes in experiments is very di cult. Here, computer simulations are an important tool to gain further insight. To obtain realistic results we use the bond-order potential due to Brenner. This potential describes the bonding structure (the forming/breaking of bonds) and other properties of graphite and hydrocarbons quite well. Based on this potential, we implemented a parallel algorithm for nanotube simulation. It uses the well known linked cell technique for short range pair potentials. However, due to the sophisticated structure of Brenner's many-body potential, a special implementation is necessary to gain an O(N) complexity of the overall computation. For its parallelization, the domain decomposition method can be used in a straightforward way. We present the results of our numerical experiments. We considered the reactive collision of C 60 fullerenes with benzyne and, moreover, the bending and stretching of nanotubes with nearly 100 million atoms. To our knowledge, this is the largest nanotube simulation up to now. The parallel algorithm runs on a workstation cluster Parnass2 and a CRAY T3E (512 proc.) It shows a nearly linear speed up and exhibits a very good scaling behavior. It turns out that nanotubes, at least in our simulations, can sustain hundreds of Giga Pascal in stretching experiments before fraction occurs.
Introduction
With the discovery of pure carbon structures other than graphite and diamond, i.e. the C 60 fullerene balls by Smalley et al. 1 in 1985, a new fast developing area in nanomaterial science started. Subsequently also other forms of pure carbon were spotted, the most remarkable being very long tube-like structures. These carbon nanotubes were rst reported by Iijima 2 in 1991. They were found in the sooth of experiments for producing fullerenes and come either as single or multiple walled computer simulation is the availability of realistic many-body atomic potentials. To this end, we have chosen Brenner's potential to describe bonded interactions 6 . This is a quite complicated generalization of Abell's and Terso 's potentials 7;8 to carbon atoms and hydrocarbon molecules. This many-body potential has been shown to accurately reproduce experimental atomization energies for a wide range of hydrocarbon molecules. It realistically describes binding energies and bonding structure in graphite, diamond materials and hydrocarbon molecules. In addition, its proper description of bond forming and breaking can be used to observe reactive collision to bond benzyne onto fullerenes and also potential molecular gear failure modes.
We implemented a molecular dynamics code based on Brenner's potential. Here, the well known linked cell technique was employed. Parallelization was achieved using a standard domain decomposition technique and MPI was used for the implementation of the parallel code. We run a number of numerical experiments with C 60 fullerenes and nanotubes. Here we considered reactive collision of C 60 to benzyne and the bending and stretching of nanotubes with up to 100 million carbon atoms. The parallelization results of our code on the PC cluster Parnass2 1 with 128 processors and a CRAY T3E with 512 processors show a nearly linear speed up and exhibit the very good scaling behavior of our algorithm.
The reminder of this paper is organized as follows: In section 2 we give the basic algorithm, discuss shortly the linked cell technique and describe the employed 5th order Beeman-Verlet 9 time integration scheme. In section 3 we present Brenner's potential in detail. A naive implementation would lead to an O(N 4 ) complexity. But the use of cut-o techniques in the framework of the linked cell method allows for an O(N) algorithm. Then, in section 4, we summarize the details of the parallelization of the code. Here, we follow the well known domain decomposition approach. Section 5 gives the results of our numerical experiments on our PC cluster Parnass2 and on the Cray T3E with up to 512 processors. We conducted bending and stretching experiments with nanotubes made of up to 100 million atoms. To our knowledge, this is the largest simulation for nanotubes up to now. It turned out that nanotubes, at least in our simulations, can sustain hundreds of Giga Pascal in stretching experiments before fraction occurs. This would make them nearly as strong as pure diamond. We close with some concluding remarks.
Basic algorithm, time integration, implementation
We consider a Hamiltonian system given by _ q i = @H The force F i exerted on particle x i is given by F i = ?r xi V (fx j g j=1;::;N ) (2) and hence the acceleration a i of particle x i is obtained as a i = F i =m i : (3) Pair potentials V can be written as a sum over pair interactions U(r kj ), V (fx j g j=1;::;N ) = X k;j:k<j U(r kj ); r kj = kx k ? x j k:
Then, the force exerted on particle x i is a sum over force contributions from the pairwise interactions, i.e. 
Now, for a given state (positions fx 1 ; ; x N g and velocities fu 1 ; ; u N g of N particles), the time evolution of the system depends only on this state and the potential V . For the solution of the system of ODEs (1) we have to employ a time integration scheme. Here, methods based on the Verlet approach (for details and variants, see 10 , chapter 3) are quite common. In the following we will make use of a higher order generalization, the 5th order Beeman-Verlet technique. Then, (1) becomes i and a (n) i denotes the position, velocity and acceleration of particle x i at time n, respectively. This approach resembles a predictor corrector method and should give a 5th order time accuracy O(( t) 5 ). Here, t is a xed time-step size which is to be chosen properly. Equation (5) denotes the predictor step P(fx i g) for the positions x i at time (n+1), equation (7) denotes the corrector step C(fx i g) for the positions and equation (8) denotes the corrector step C(fu i g) for the velocities at time (n + 1). The evaluation of forces and accelerations a i according to (6) is denoted by E(fa i g). Now, the complete algorithm for one time step is just P(fx i g)E(fa i g)C(fx i g)C(fu i g): (9) Article: submitted to World Scienti c on August 19, 1999 Note that this scheme has a smaller truncation error than the traditional Verletscheme and shows good energy conservation from time step to time step. Already for simple pair potentials, it gets clear from (5)-(8) that a naive implementation would lead to a O(N 2 ) cost complexity for the evaluation of the potential and forces in each time step. Here, in the case of short range potentials, i.e. if the potential function decays very fast with distance, a cut o approximation helps to reduce the complexity to O(N). To this end, the true potential function is set to zero in a distance larger than a cut o parameter r cut and is locally modi ed (switching) such that a smooth function with local support is generated. Article: submitted to World Scienti c on August 19, 1999 The implementation of this principle directly leads to the so called linked cell approach 11 . Here the simulation domain is decomposed into equally sized cells C i;j;(k) . To each cell a linked list is associated, which stores the particles that are located in this cell. The overall set of cells itself forms a three-dimensional array, where each element stores the starting address of the respective linked list. For the two-dimensional case, the basic principle is depicted in Figure 2 (left) and Figure  3 . Here, the size of the cells is chosen to be slightly larger than r cut . In this way, the force evaluation for one particle is con ned to the particles which are placed in the same and the 8 (2D case) and 26 (3D case) neighboring cells only. Now the force evaluation can be computed by one pass through all cells in a linearized order. Altogether, this guarantees the desired O(N) complexity for the force evaluation process. Note that further savings by about a factor of two are possible by using the symmetry which is due to Newton's third law, i.e. (10) Thus, we can avoid to compute certain forces in neighboring cells. Here, the force contribution of neighboring particles can be evaluated by following an interaction path (see Figure 2 (right)). Further details are given in Table 1 for the two-dimensional case. Its generalization to the 3D case is straightforward. In the following we will refer to this algorithm as LC-loop.
Potentials for Hydrocarbons
In this section we give Brenner's potential in detail and discuss its implementation in a linked-cell based code.
Brenner's potential
The potential due to Brenner 6 is one of the most sophisticated potentials for classical MD simulations up to now. It allows to simulate large carbon clusters not only in the classical sense of molecular dynamics, but, to some extent, it also takes quantum e ects into account as pure ab-initio techniques do. In particular the Brenner potential is able to reproduce intramolecular energetics and bonding in solid diamond and graphite as well as a number of essential hydrocarbon molecules. Furthermore it allows for bond breaking and forming. The design of the potential is based on a bonding formalism due to Abell and Terso 7;8 . They derived a general expression for the binding energy as a sum of near-neighbor pair interactions which are moderated by the local atomic environment. Their approach is based on Pauling's bond-order ideas. It can realistically describe carbon-carbon single, double and triple bond-lengths and energies in hydrocarbons, solid graphite and diamond. But Abell's and Terso 's potential is based on local near-neighbor interactions which results in nonphysical behavior for special situations where, for example, a carbon atom with four neighbors is bonded to a carbon atom with four neighbors. In this case the evaluation of the potential would result in something intermediate between a single and double bond. However, the bond would be better described by a single bond plus a radical orbital. coordinates of i-th particle temporary variables:
{ distance between two particles in x-direction { distance between two particles in y-direction { distance between two particles { x-component of the force on x i exerted by x j { y-component of the force on x i exerted by x j Table 1 . Linked-Cell loop for the force evaluation in 2D in the case of a pair potential.
Brenner's approach is able to reproduce such a proper description of radicals and many other properties of carbon, because non-local e ects are taken into account now. Hence it can distinguish conjugated and non-conjugated double bonds. Here, the potential is given as a sum over bonds, i.e. ij resembles the well depth, S ij and ij resemble tting parameters and R (e) ij corresponds to the average or equilibrium distance of the atoms i and j. These parameters are constant but depend on the atomic con guration, e.g. in the case of hydrocarbons they depend on whether i and j are carbon or hydrogen atoms. Note that for S ij = 2 the pair terms (12) and (13) reduce to the usual Morse potential.
The most interesting part in (12) and (13) is the function f ij (r ij ). It is de ned as
: r > R (2) ij (14) where R (1) ij and R (2) ij are two given cut-o parameters. Outside the domain de ned by the radius R (2) ij around position x i the function vanishes identically. Inside the domain given by the radius R (1) ij around x i we have f ij (r) = 1 and in between f ij decays gradually from 1 to 0. Altogether, f ij is continuous. Here, f ij can be seen as an enumerator for bonds and can be used to de ne the bonding connectivity in the system. With (14), it makes the potential function continuous. Now, we will discuss the remaining term B ij , the so called bond order term. Its basic structure can be found already in the approach of Abell 7 and Terso 8 . Brenner generalized it in such a way that also nonlocal e ects are included and hence cases as overbinding of radicals and conjugated versus nonconjugated bonds can be dealt with. To this end, let N i : (16) First we focus on the conjugated bonds. We de ne a continuous function
f jl (r jl )F(z jl ) (17) which yields appropriate values, depending on whether bond (i; j) is part of a conjugated system or not. For example, if all neighbors k are carbon atoms that have a coordination less than 4 -that means N (t) k < 4 -, then the bond is de ned as being part of a conjugated system. Here z ik is de ned as
Article: submitted to World Scienti c on August 19, 1999 and F(z ik ) = (20) which resembles the bonding state of atom i with respect to atom j. Here, H ij is a correction term which smoothes the transit from bonded to non-bonded state. It is given as a two-dimensional cubic spline, see Appendix. Furthermore G i is a function of the angle ijk between the bonds (i; j) and (i; k), see Appendix, R (e) ik is a constant which gives the equilibrium distance, i is a parameter depending on the respective atom i and ijk is a tting constant, see Appendix.
Finally we are able to describe the empirical bond-order function B ij in (11) . It is basically the smoothed arithmetic mean of the two bonding states B ij and B ji , i.e.
B ij = (B ij + B ji )=2 + K ij (N (t) i ; N (t) j ; N conj ij ) (21) where K ij is a correction term, i.e. a three-dimensional cubic spline (see Appendix) that interpolates between values at discrete numbers of neighbors. It depends on the bonding connectivity, guarantees continuity of the potential and allows to x overbinding of radicals for bonds between pairs of atoms with di erent coordinations. For further details and explanations see 6;7;8 .
Implementation of Brenner's potential
The implementation of Brenner's potential and its e cient parallelization is quite cumbersome. Note that a naive computation of the potential and force terms results in an O(N 4 ) complexity due to the bond order term B ij which is basically a three body expression. Here, besides the conventional N 2 -factor which stems from the double sums in (11), an additional factor N comes in from the sum over k in (20) and another factor N is due to the dependency of F in (17) from z ik which itself depends via N (t) k on the sum over j in (15) . Note however, that Brenner's potential is of short range form. Here, R (2) ij in (14) and the clause z ik 3 in (19) act as cut-o parameters. Therefore we can follow the previously explained approach in the framework of the linked cell technique. In this way, an implementation with complexity O(N) becomes possible. Nevertheless, due to the quite complicated form of Brenner's potential, an e cient implementation is not a trivial task. Here, the various sums arising in the above de nitions (11) -(21) get truncated and may involve the atoms located in neighboring cells. Note however that also atoms might to be accessed which are located two cells away if no further remedies are taken. This is due to the intrinsic dependency of B ij on N (t) k and thus on z ik . Such type of problems can be avoided by performing certain precomputations as we will see later on.
Since we want to evaluate the forces, we need the derivative of the potential, i.e. Now we consider how the three di erent contributions F R xk , F A xk and F B xk can be e ciently evaluated for all atoms x k ; k = 1; ::; N. In principle we just use the cut o technique mentioned in the preceding section and apply it to Brenner's potential. However, due to it's quite complicated structure, an e cient implementation is not straightforward.
In the following, to get rid of unnecessary notational overhead, we will denote by F x the force acting on one given atom x. First of all, the term F R x belongs just to a pair potential and depends only on the distance between atoms. Therefore, using the identity ?r xi V (r ij ) = r xj V (r ij ) and symmetry, we can evaluate it for all atoms by just following the interaction path of the standard linked-cell scheme, see Figure 2 (right).
Also the second term F A x can in principle be computed in this manner.
r xk V A (r kj ) belongs also just to a pair potential and is symmetric. Furthermore, B ij is symmetric as well, i.e. B ij = B ji . However, to evaluate B ij we need N (t) i ; N (t) j and N conj ij . We have to compute them in advance. This can be realized in a simple linked-cell loop. Then we are able to compute B ij . However since B ij depends on B ij , we face the following problem: To evaluate B ij we have to sum over all particles k 6 = (i; j). Note that the sum involves the function f ik (r ik ). Now, since this function is cut o for all r ik > R (2) ik , we need only to sum over all neighbors of x i . However, because of the angle term G we cannot achieve this with the short interaction path, due to missing symmetries. As a remedy, we now have to sum over all neighboring particles according to a long interaction path as given in Figure  4 (left). Furthermore, the evaluation of B ji can be computed in an analogous way, but now f jk is involved. This means that we have to sum over neighbors of particle x j , see Figure 4 (right). It remains to compute the term F B x for all atoms x. This is the most involved step of our algorithm. To this end, we review equation (24). We have
Now, we just have to sum over all pairs (i; j) with (i < j). Therefore, we no more need to make use of symmetries, the computations can be done by a linked-cell loop with the standard short interaction path (see Figure 2 (right)). We will refer to this loop as (i; j)-loop in the following. 
and depends on B ij . Since we encounter here (compare (20)) a sum over k 6 = i; j, we get force contributions from r x B ij also in the case that x 6 = x i ; x j . Now, we rst perform the linked-cell loop over all pairs (i; j) with (i < j). During the loop we get xed interaction pairs (x i ; x j ) for which we can compute V A (r ij 
the above terms contribute to the force vector of each particle only if they don't vanish identically. It is this trivial fact on which our algorithm is based. Thus, if we reinterprete the equations (27), (28) and (29) as one long sum, we will recognize that each term in this sum contains a term of the type r x r~i~j for some xed index pairĩ;j. This term is obviously non-zero only in the case of x = x~i or x = x~j. Hence, we split the above sum into partial sums, containing only r x rĩj-terms with the same indices (ĩ;j).
Now, recall that we are still within the (i; j)-loop associated to (26). During the (i; j)-loop, the contributions to the force are added to the force vector F i and F j of the corresponding atoms. Here, again we can make use of symmetries. However, we additionally have to perform summations over particles x k with k 6 = (i; j). This can be implemented analogously to earlier cases by following a second local interaction path over particle x i or x j . This is due to the fact that the interactions are cut o by the function f ik (r ik ) or f jk (r jk ), respectively. Obviously this second local interaction path is a long interaction path as depicted in Figure 4 (left).
Altogether, in this way, an e cient O(N) implementation of the force evaluation can be obtained. Further necessary details are given in the following subsection. Here LC-loop denotes one linked-cell loop over all atoms as already described in section 2. The implementation uses again the linked cell data storage format as shown in Figure 3 . The extension of this algorithm to the additional computation of the energy is straightforward.
The computations in Step 3 (c),(d) follow from the de nitions in (31) and the following reinterpretation of equation (26) k could be done in advance. However, since we need the gradient in every direction for every atom, this approach would result in O(N 2 ) computations and storage complexity and is therefore also not feasible.
This problem can be overcome by the following method: We introduce an additional variable (tmp) for each atom. Now we are able to add the values of the expressions E ijk and F ijk to the tmp-variable of atom x k . Then, we quit the current (i; j)-loop, start a new linked-cell loop, which we call (k; l)-loop (see Step 4) 
Finally we perform the necessary summations onto the force variables according to equation (32).
Parallelization
For the parallelization of our algorithm we follow the classical domain decomposition approach. To this end, we assume that we have a decomposition of the simulation domain in N x N y N z cells from the linked cell approach as already described in section 2. Now we decompose into i p j p k p subdomains whose boundaries coincide with the boundaries of certain cells. A two-dimensional example of a geometric decomposition of a rectangular domain in twenty subdomains 11 to 54 is depicted in Figure 5 . Note that by the speci c choice of the parameters i p ; j p ; k p we can generate di erent types of decompositions of the domain, i.e. cube-like (i p = j p = k p ), column-type (i p = j p ; k p = 1) or slice type (j p = k p = 1) subdomains. Now, each subdomain and its associated data is assigned to a processor. Each processor stores its subdomain in a local linked list data structure. In principle, each processor can now work in parallel. However special care has to be taken for the intermediate communication of necessary data. To this end, as usual in domain decomposition methods, an additional layer of boundary cells is stored (ghost cells). It overlaps the layer of cells of the neighboring subdomains adjacent to the boundary, see Figure 7 . Altogether, the di erent processors now can compute their part of the force evaluation fully in parallel. Then communication of data is necessary to update the values of the particle data situated in these boundary ghost cells. Additional communication is necessary in each time step after moving the particles. Here, particles can have moved out of a subdomain into a neighboring one. Such communication of data is of course not performed cell by cell but collectively for all cells belonging to one side/face of each subdomain in one communication step. The exchange of data is done in a synchronized, bi-directional fashion, parallel between subdomains in d consecutive steps, one step for each coordinate direction. For details in the two-dimensional case, see Figure 6 .
Thus, our approach directly follows the well known techniques from conventional domain decomposition parallelization. For further details, compare 12;13 . The modi cations necessary for taking advantage of the symmetry due to Newton's third law (10) and the short interaction path (see Figure 7) for the linked cell method are obvious. Also, the modi cations necessary due to Brenner 
Numerical experiments
We have conducted several experiments with our parallel code. Since the Brenner potential models bond breaking and forming very well, we examined reactive collisions rst. Here we considered various cases of collisions of benzyne and C 60 fullerenes. We also studied the behavior of a large amount of buckyballs ordered either in a crystal lattice or moving freely like in a liquid. Furthermore, we examined bending and stretching properties of (7; 0)-, (9; 0)-and (14; 0)-zigzag carbon nanotubes and simulated their stress/strain behavior. Here we run experiments on our PC cluster Parnass2 and on the Cray T3E-900/600 computer with up to 512 processors where more than 100 million carbon atoms were involved. Our exper-iments showed a Young's modulus of nearly one Tera Pascal for nanotubes under tension which demonstrates them to be nearly as strong as diamond.
Reactive collision of buckyballs with benzyne
First we consider the reactive impact of benzyne onto a C 60 fullerene (buckyball). For similar experiments, compare 14 . Here we accelerate a benzyne molecule (C 6 H 4 ) and let it move towards a C 60 -fullerene. Our experiments showed that reactive collisions appear in certain cases. Three reaction types could be distinguished. Here, depending on the collision velocity, we observe either a repulsion (elastic collision) of the benzyne molecule, a reaction of both molecules, or a dissociation process. The observed ranges of the collision velocity for the three di erent cases obtained from our experiments were: Table 7 (see Appendix) for Brenner's potential combined with a Lennard-Jones (12-6) potential for the intermolecular interactions 15 . The simulations were all carried out for 1 ps with an initial temperature of 316 K and a time step of 0:035 fs]. In Figure ( 
Nanotube Simulations
Nanotubes are large linear fullerenes { close-caged molecules containing only hexagonal and pentagonal faces. A single walled carbon (n; m)-nanotube is a rolled-up sheet of graphene. The (n; m) integer indices correspond to the chiral vector along which the graphene sheet has been rolled up. Here, the integer values (n; m) are given corresponding to the basis vectors (ã;b) as shown in Figure 9 . We distinguish between three di erent types of single-walled carbon nanotubes: armchair, zigzag and chiral. Their form depends on the chiral angle between the roll-up vector (n; m) and the basis directionã (see Figure 9) . If the angle is zero we obtain the zigzag form, in the case of = 30 we have armchair nanotubes and for angles somewhere between the angles of zigzag ( = 0 ) and armchair form ( = 30 ) we obtain the so called chiral nanotubes. The tubule diameter diam and the chiral angle are uniquely determined by the de ning roll-up vector (n; m). We have diam = 0:078 p n 2 + nm + m 2 nanometers and = arctan p 3m=(m + 2n)], see 4 . In our simulations we performed various stretching and bending experiments. These experiments can help to examine material properties of nanotubes and their behavior under stress. To this end, we de ne the stress as the force F normalized by the cross-sectional area A (in our case A = =4 diam 2 ) of a material, i.e. = F=A: In our MD-simulations, the stress-tensor can be measured according to the following formula: (35) where vol denotes the volume of the nanotube. Now, if we would for example pull our sample apart, we could measure the change in length. Thus, we de ne the strain as the change in length of the ber normalized by the initial length, i.e. = (l 1 ? l 0 )=l 0 :
(36) If we plot nally the uniaxial component of the stress versus strain, then, the slope of this line gives the corresponding tensile elastic modulus or Young's modulus E of the material, i.e. = E , see Figure 10 (right). Loosely speaking, E gives the force needed to elongate the nanotube, see Figure 10 (left). Note that this measurement technique only applies to small forces which do not stretch the material irreversibly, i.e. the material must be in the elastic regime. Note furthermore that for example Young's modulus of diamond is 1000 GPa. First, we carried out a small simulation run with a (7; 0)-zigzag nanotube consisting of 308 carbon atoms. Here and in the following we used the parameters of Table 7 (see Appendix) . We stretched the nanotube by pulling at both ends with a constant force of 3:2 nN. Snapshots of the process at di erent time steps are given in Figure 11 . As we can see the nanotube bursts slowly. In Figure 12 (left) the corresponding yield strength diagram is shown. Fracture occurred at a strain rate of about 35%. Furthermore, our measurements resulted in a Young's modulus of about 1 TPa. Now we considered the same con guration again, but we pulled with a slightly lower force (2:8 nN) . Then, the tube did not burst. Figure 12 (right) gives the associated stress strain curve. Here, the maximum strain rate is 30%. We clearly see the elastic behavior of the deformations.
In the following, we considered the same con guration again and pulled the tube at both ends with constant force 2:8 nN in every time step up to 0:176 ps. Then, in contrast to the preceding experiments, we relaxed the tube. Figure 13 (left) gives the corresponding stress strain curve. Of course, due to the limited time of tensile loading, we only achieved a reduced maximumstrain rate about 10%. Furthermore, we observe that the tube oscillates around its initial form. If we increase the time of tensile loading to 0:35 ps, we obtain the results given in Figure 13 (right)). Here, we see that a maximum strain rate of about 26% is achieved which is nearly the same as in the previous experiment of Figure 12 (right). However, since we relax the tube at a later time, it shows not more the oscillating behavior of the preceding experiment, but now it seems to undergo a buckling deformation. Finally we performed experiments where we bend the nanotube. Here we apply load at 45 degree at both ends of the tube. Figure 14 illustrates the results. It is interesting that we observed no fracture of the nanotube even for cases of extreme bending. Moreover after relaxation by removing the external constraint, an almost original strain free structure was regained. For similar experiments see also 16 .
Parallelization results
We now discuss the properties of our parallelized algorithm. Here, we stick to the case of tensile load on nanotubes with di erent length. We run our code on Parnass2, our cluster of Intel Pentium II PCs (400 MHz, see also http://wissrech.iam.uni-bonn.de/research/projects/parnass2) and on the Cray T3E with nearly 100 Mio. atoms. Note that the parameters i p ; j p and k p were chosen in such a way that an appropriate, nearly slice type static domain decomposition resulted in our large scale nanotube simulations. Table 2 gives the measured run times for one time step of the algorithm on Parnass2. Associated speed up gures and e ciencies are shown in Table 3 . Table 3 . Parallel speed up and parallel e ciency for one time-step of the simulation of nanotubes with 160020 atoms, Parnass2. Table 4 gives the run times on the CrayT3E. The associated speed up properties and e ciencies are shown in Table 5 . Here we used two di erent Cray machines, the T3E-900 and the T3E-600 from J ulich's NIC. Note that the T3E-600 possesses 512 DEC Alpha processors which are running with 300 MHz, whereas the T3E-900 possesses only 256 DEC Alpha processors which are running at a faster clock rate (450 MHz). This explains the di erence of about a factor of 1.5 in the measured run times of Table 4 Table 5 . Parallel speed up and parallel e ciency for one time-step of the simulation of nanotubes with 160020 atoms, Cray T3E-900.
We clearly see the following: First, our algorithm shows a nearly linear speed up. A doubling of the number of processors results in about a hal ng of the run time. Also our algorithm scales perfectly. If we increase the number of atoms by a factor of two but additionally double the number of processors, we obtain basically the same absolute run times. Furthermore this behavior can be observed with up to 512 processors on the T3E.
In summary, we observed for our algorithm very good speed up properties and e ciencies, and, moreover, a very good scale up behavior on both types of parallel computing systems.
Concluding remarks
We considered the molecular dynamics simulation of fullerenes and carbon nanotubes. The approach is based on Brenner's bond-order potential. Here we implemented a variant of the linked-cell technique. This results in an e cient force evaluation of Brenner's potential with O(N) time complexity. The algorithm is parallelized by a classical domain decomposition approach.
We applied the algorithm to several impact experiments with C 60 fullerenes. They showed a very elastic performance of the fullerenes. In addition we examined the elastomechanic response behavior of single walled carbon nanotubes. Here we measured a Young's modulus of about one Tera Pascal. The remarkable result is that nanotubes under tension are nearly as strong as diamond. Furthermore we showed parallelization results on a Cray and Parnass2. The algorithm exhibits very good scale up properties. We were able to run simulations with nearly 100 million atoms on 512 processors.
Appendix. Table 6 . Parameters for equations (12)-(22). All parameters not given are equal to zero, H ij and K ij are multidimensional cubic Hermite splines. K(i;j; k) = K(j; i; k), K(i; j; k > 2) = K(i;j; 2), and @K(i;j; k)=@i = @K(j;i; k)=@i. The partial derivatives are needed in the force evaluation (gradients). Table 7 . Parameters for equations (12)-(22). All parameters not given are equal to zero, H ij and K ij are multidimensional cubic Hermite splines. K(i;j; k) = K(j; i; k), K(i; j; k > 2) = K(i;j; 2), and @K(i;j; k)=@i = @K(j;i; k)=@i. The partial derivatives are needed in the force evaluation (gradients). G C ( ) = a 0 f1 + c 2 0 =d 2 0 ? c 2 0 = d 2 0 + (1 + cos ) 2 ]g.
