option or program in computer engineering at the undergraduate level, and 34 more showed some indication that there might be such a program or option within a year. If this happens, then over half of our departments will have such an option or program. In other words, the computer is becoming well established in electrical engineering. It is a pleasure to observe that we can now concern ourselves about second-order effects such as whether the introduction of algorithms hampers or improves engineering insight! VI II. CONCLUSIONS (M. L. DERTOUZOS) All panelists agree, as is to be expected, that both insight and algorithms are necessary. Further probing and discussion, however, reveal some distinct views. One such view, in its exaggerated form, is that engineering insight should reign supreme with algorithms and computers as obedient numerical servants. Another view regards the computer as a system worthy of serious study by electrical engineers, for example, through courses that deal with computer architecture and data structures. Yet another view is that of computer acculturation, i.e., the required exposure in a serious way to computation through any one student-elected avenue, e.g., a course, a project, or industrial co-op work.
Some additional views, expressed during the panel discussion are summarized as follows.
Excessive concentration on algorithms may damage insight, e.g., by allowing the student to think of a capacitor as a resistor in series with a voltage source.
Large and complex systems tend to be counter intuitive. Systematic study, backed up by algorithms is the proper medicine.
The more interesting real-world problems are those dealing with nonlinear circuits and systems. These are best explored interactively through a feedback loop system which contains the student and the programs for analysis, optimization, etc.
A computer must be studied and understood as an integral part of an overall system. Consequently, it must not be used only as a tool, but it must be studied as a system, in terms of machine language, microprogramming, and so forth.
Students are very versatile and can easily develop both their insight and their algorithms. They have proven this by using i or j properly when addressing mathematicians or engineers during oral exams.
Perhaps it is appropriate to close this discussion with a view which was not discussed by the panelists. It is the recently emerging doctrine (among artificial intelligence research groups), that the computer has educational value primarily because it enables the student to model (and therefore analyze and improve) his thinking process. According to this view, algorithms are a basis for developing and and know a good deal about computer organization and programming. They would all, however, claim to be electrical engineers with a primary interest in the education of future electrical engineers.
These panelists were given considerable latitude to discuss whatever topics they believed to be important issues in a modern computer-oriented curriculum. One would naturally suspect that they would choose for discussion those topics which were being investigated with particular emphasis on their campuses. Their contributions appear to be in two general areas, one quite distinct from the other, and both of great interest to any educator who is trying to keep informed of trends in computers and their application to electrical engineering education. The first of these topics concerns the appropriate hardware and software support for efficient learning on the part of the student while maintaining efficient use of the computer. I. Lee discusses the complementary roles of the central time-sharing system and the laboratory minicomputer, giving some cost estimates for both. K. C. Smith contrasts the advantages and disadvantages of the remote batch system with those of the time-sharing facility and proposes a possible alternative-the use of many small computers in a distributed "open shop" environment. The second area of interest has to do with the choice of a programming language for general student use and the sort of programs the student will be called upon to implement. M. L. Dertouzos does not believe the former to be a really serious question, but comments on the latter, favoring the user-written program approach over the canned program, with the canned subroutine interconnected by the student as a viable compromise. C. Pottle finds that the choice of a general programming language has generated a great deal of heat at his university recently and suspects many other colleges are also facing this problem. His The time-sharing system has been found extremely useful in teaching assembly and machine language programming using Mixal and nonnumerical processing, i.e., data structure and string manipulations using Mixal and APL. It has also been found very useful in introductory programming courses for freshmen, advanced programming courses for computer science students, and nonproduction-type scientific computations and engineering simulations. The system is not Historically there are two incommensurable approaches to provision of computation facilities to undergraduate students. For those whose interest is in computer efficiency and overall economy, the tradition has been batch processing. For those more inclined toward student learning efficiency the choice of individual interactive terminals is made. In recent times, each approach has been trimmed and improved to its own end with scant attention paid to the other.
Batch advocates have provided remote batch facilities which bring the peripheral equipment somewhat nearer to the user while maintaining a large and efficient centralized processing facility. Improved compilers, available under batch operation, iimake the student user's life somewhat less exasperating. No matter how good the system, however, the feedback loop between student and computation process is not well closed.
The advocates of the terminal-oriented approach, on the other hand, have not been idle. Continuing emphasis exists on improved conversational and interactive programming packages. In the combined software and hardware areas, emphasis has been placed on schemes for servicing more and more terminals from one CPU in order that machine efficiency be improved. Hardware emphasis has been on improved low-cost terminals. However, a major cost of conversational terminal systems remains that of the terminal itself and the space required for the relatively large number of terminals needed per user.
To the user, remote batch offers a collection of ad- large number of interactive teriminals, occupying considerable, though distributed, space. Though the susceptibility of a conversational terminal system to terminal breakdown is very low by virtue of the number of terminals in any system, this system too suffers fatally from central facility failure. There is, however, with the added expense of dialing terminals, a convenient possibility of using another central service for jobs in which a unique resident program or data base is not a part.
At the present state of technology, a third alternative is available. This alternative appears particularly attractive for large schools in which the terminal cost of conversational systems is very large or in which the operation and administrative costs of remote batch systems often dominate. The alternative is the use of many minicomputers in a distributed user-operated batch system.
Individual machines in the system will be freestanding and independent. Each is to be equipped to run a small number of programs of interest to the majority of the students. Each is user operated with a single roving attendant to ascertain the need for service.
Though it is premature to guarantee that suchi a system is economically feasible, there are several favorable indications.
The majority of batch runs are aborted compilations. (This is really the major weakness of batch.) Fortunately, a current system extremely well suited to the compilation task is the DEC PDP 11. A PDP 11-20 system with 16K, 16-bit words, a 600K removable disk pack, a 200-card/min reader and an 1100 (short) line/ min printer is available for about $50 000. This cost is, incidentally, about one third of the annual operating cost at the University of Toronto for one remote batch terminal having roughly the same I/O capability. The state of the art in compiler writing is such that compilers could be written without too great trauma using compiler-compiler techniques on a large machine at the University's computer center and transferred via disk pack to the small machines.
To avoid swapping inefficiency, each machine of such a multiple minicomputer system would be assigned at any one time to be a "Language X" machine where language assignment would relate to the current user demand for various services. In the event that one machine fails, the task assignments of the remaining machines could be quickly rearranged to suit the demand. 1/Ieanwhile, the pressure to repair the offending machine is much reduced and high-priced instantservice contracts are avoided. Furthermore, since there are relatively large numbers of any one machine component, the possibility of having complete spares for the worst mechanical offenders is obviously available.
Not least of the advantages to be obtained in the system as outlined is that which accrues to the state of mind of the student user. Such a system may replace the mixed feelings of awe, despair, and disgust which remote batch often engenders, with a sense of intimacy and satisfaction. The popular misconception that all computing properly must be assigned to a juggernaut miglht usefully be dispelled.
The hands-on experience a minicomputer system provides should in itself be salutary. It is even possible that one of the machines may be assigned for use by those students interested in the details of the machine which lie beyond the facade which its compiler normally presents.
An alternative approach to the problem of providing adequate yet economical undergraduate computation service has been presented. Exact evaluation of the benefits to be gained from such a solution must await actual operational tests.
IV. COMPUTER LANGUAGES, STUDENT PROGRAMMING, AND INTERACTIVE COMPUTING (M. L. DERTOUZOS)
In terms of relevant priorities, I do not believe that "the language that all students should learn" is an important issue. Almost any language will do, provided that the student can implement algorithms in that language and can therefore learn the language-independent craft of algorithm synthesis first, and then the mechanics of algorithm implementation. If, however, a choice of language is at issue, then the educational objectives will largely influence the choice. For example, if these objectives place a high degree of emphasis on immediate and general applicability to as many computers as possible, then Fortran is clearly the answer. If the objectives call for using computers as powerful (and predominantly numeric) slide rules in an interactive environment, then APL is probably the best currently available language. Finally, if the objectives entail the best choice of language for the (uncertain) future, then some derivative of PL/1 is probably in order. Ultimately, all general-purpose languages offer good educational potential-we have seen the success of mass-interactive computing at Dartmouth with Basic; numerous active scientists and engineers learned computing through Fortran, Mad, Algol, and are probably on their second or third language by now. Indeed, the learning of a second language, besides being relatively easy, is also educationally and practically important. It corresponds, in a very crude sense, to the use of linear or circular slide rules, for the solution of engineering problems.
Looking next at the range of possible programsnamely canned, semicanned (i.e., canned routines w-hiclh are interconnected by the student), and totally uncanned-I would like to strongly discourage the use of the former in any educational environment. There is something very vague and confusing about a (huge) canned progranm which mniraculously solves a 100-node network! The student can seldom comprehend in any meaningful way how such a program works and is therefore left wTith the totally unmotivated alternative of using the programi to check results. The totally uncanned approach is probably most desirable in a free environment, where there is plenty of time and opportunity to construct nontrivial programs. In the typical ovevcrowded electrical engineering curriculum of today, the middle way is the best practical alternative-students can still enjoy the motivational and educational benefits of synthesizing something nontrivial with a relatively small effort. These observations are substantiated by several educational experiments conducted at the Department of Electrical Engineering at M. I.T. since the early 1960's.
There is no question in my mind that interactive computing is extremely valuable and essential to education. The ability to work in an on-line environment has advantages which go well beyond the obvious savings in turnaround time-e.g., increased motivation, and the ability to construct programs or solve problems in a closed-loop environment, where the effects of one s actions are immediately visible and the desired goals can be progressively approached.
At M.I.T., we have arrived at the conclusion that one half to 1 hour per week of sit-down time is essential for the student to achieve some sort of educationally meaningful "critical mass." Unfortunately, the cost of on-line services is still considerably higher than that of batch, so that economic factors tend to dominate any such decision. 2) Implementations of the Fortran language (e.g., Watfor) are available to handle student jobs efficiently and economically.
3) Fortran is the only language understood by most faculty members.
4) Fortran is still the language of clhoice for obtaining the most efficient solution to large numerical problems.
;) \lIany higher level undergraduate and graduate courses use the computer in a mode in which the student interconnects already programmed modules to obtain his results. These modules (usually subroutines) are w"Tritten in Fortran and are often distributed nationally.
It is my contention that these arguments are no longer valid ones for choosing Fortran as the first language learned by undergraduates. I offer several reasons for my position.
1) Fortran was developed 15 years ago with the characteristics of computer hardware in mind rather than how a scientifically designed language should be defined. Many of the devices in Fortran, such as only two types of variables, fixed and permanent dimensioning of arrays, and lack of character handling ability are restrictive in the sense that general programming concepts are difficult to communicate to students when the companion language is full of exceptions and exclusions. An arithmetic example concerns the fact that Fortran truncates toward 0 when converting from floating to fixed-point representation. The reason is simply that in the 1950's, IBM computers used a signplus absolute-value number representation where truncation toward 0 is easy to do. What is usually desired in this conversion, however, is the greatest integer contained in the number. 2) What the state of the art is and has been in industry should not be a factor in making decisions about teaching programming any more than the current methods used to design circuits are used to make de- 4) Perhaps the primary difficulty in introducing computers into the undergraduate curriculum in the 1960's was due to opposition of faculty who did not know a programming language. It appears that the same situation has now emerged with respect to faculty learning a second language.
5) It seems clear that for the next few years, most practicing engineers who write production programs will be writing Fortran programs, no matter which language they first learned. The desirability of using canned Fortran subroutines in course work in the upperclass years at a university indicates that many students will write Fortran programs even before they graduate. What I wish to emphasize is the ease witlh which Fortran can be learned as a second language. We need have no qualms about requiring students in our departments to Many of the implementations are being done by equipment users rather than by vendors of hardware and/or software, but the number and the range of machines are indicative of the growing interest in APL.
Most of the implementations have followed the directions laid out by APL\360 in that the implementation is a time-shared interpreter often using the IBM 2741 "Selectric" typewriter terminal or its equivalent. Major variations may exist in the system supervisor and its command structure or in the type and range of I/O devices which a particular implementation may support. The following discussion refers to APL\360 but the statements are, in general, applicable to other implementations.
An APL terminal system provides for the managing, saving, and merging collections of user-defined functions and data into workspaces, and collections of workspaces into libraries, and, in general, makes the language available to a user at a terminal.
To the user the input interface to the APL terminal system appears to be the keyboard shown in Fig. 1 and the output is the terminal printer which is for most installations an IBM 2741 with the Selectric I/O Writer; the golfball normally has the same character
