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OKOUNKOV BODIES AND TRANSFINITE DIAMETER
SIONE MA‘U
Abstract. We present an explicit calculation of an Okounkov body associated
to an algebraic variety. This is used to derive a formula for transfinite diameter
on the variety. We relate this formula to a recent result of Nystro¨m.
1. Introduction
This paper investigates Okounkov bodies and their relation to transfinite diame-
ter. Lazarsfeld and Mustata [13], as well as Kaveh and Khovanskii [11], introduced
Okounkov bodies into algebraic geometry as an important tool for the asymptotic
study of linear series.∗ At about the same time, Berman and Boucksom [1] used
pluripotential theory to study the asymptotic properties of powers of big line bun-
dles. These powers form a natural linear series. Therefore Okounkov bodies ought
to be related to pluripotential theory. Such a connection was made in a theorem of
Nystro¨m [16].
Nystro¨m’s result on Okounkov bodies is closely related to a classical theorem
of Zaharjuta [17]. The latter (reproduced in this paper as Theorem 5.2) gives an
important capacity in pluripotential theory—the transfinite diameter of a compact
set K ⊂ Cn—as a real integral over an (n−1)-dimensional simplex in Rn involving
so-called directional Chebyshev constants, which are quantities defined in terms of
polynomials on K. Nystro¨m gives a similar looking integral formula that relates
the Monge-Ampe`re energy of Hermitian metrics on a line bundle L over a compact
complex manifold, to an integral over the Okounkov body associated to L of the
Chebyshev transforms of these metrics. (We will explain the terms later.)
To relate the two results, classical objects in pluripotential theory need to be
transferred into the modern theory on complex manifolds:
polynomials ↪→ sections of line bundles(1.1)
compact set ↪→ Hermitian metric(1.2)
simplex ↪→ Okounkov body(1.3)
where A ↪→ B means that all objects in A can be modelled (more or less) by objects
in B.
The main aim of this paper is to prove a version of Nystro¨m’s result on algebraic
subvarieties of Cn. A subvariety of Cn is an intermediate setting which is both a
natural extension of the classical theory in Cn as well as a concrete illustration of
the theory on complex manifolds. It provides a natural bridge from the classical to
the modern point of view.
Zaharjuta’s methods may be naturally adapted to this setting, with some ad-
ditional tools from computational algebraic geometry and weighted pluripotential
theory. The methods used in this paper are also similar to [6], especially the use
of computational algebraic geometry to carry out computations on a variety. They
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∗Think of these as classes of polynomials.
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2 SIONE MA‘U
do not use much pluripotential theory: no plurisubharmonic functions or Monge-
Ampe`re integrals are required, only polynomials.
We begin with some background material and describe the relationships (1.1),
(1.2), and (1.3) given above. Section 2 deals with the first two. First, (1.1) is
elementary complex geometry; one may skip this part if one is familiar with re-
lating polynomials on a variety in Cn to powers of the line bundle O(1) over the
corresponding variety in Pn. Next, to describe (1.2) we use the notion of a (weakly)
admissible weight. The identification of Hermitian metrics and weights is reason-
ably familiar from the application of pluripotential theory to complex geometry
(see e.g. [7], [8]). Capacities associated to sets can be defined in terms of weights
supported on these sets.†
In section 3 we define the Okounkov body and study some of its properties. This
definition depends on a choice of coordinates, and we use Noether normalization
from computational algebraic geometry to choose coordinates which have good
computational properties. It is easily seen by definition that the Okounkov for Cn
is the region S bounded by the coordinate hyperplanes and the standard simplex
in Rn. (This provides, more or less, the connection (1.3).) We then present a fairly
explicit algorithm for constructing an Okounkov body associated to a variety in
Cn. Although we do not give a rigorous proof of the method in general, we use it
to compute the Okounkov body associated to a complexified unit sphere in C3.
In section 4, we define directional Chebyshev constants, the Chebyshev trans-
form, and a notion of transfinite diameter. We then prove our main theorem (The-
orem 4.11) that gives transfinite diameter on the variety as an integral over the
Okounkov body. The relation with Nystro¨m’s result is seen by translating things
into the language of complex geometry.
In section 5 we make the explicit connection to Zaharjuta’s classical theorem,
as well as a homogeneous version of Jedrzejowski [10]. This involves making a
projective change of coordinates. (It is good to have the complex geometric point
of view here.)
Finally, in section 6 we investigate further properties of Chebyshev constants
on the sphere in C3. In particular, we look at directional Chebyshev constants
associated to so-called locally circled sets (Proposition 6.7). The notion of a locally
circled set is adapted from the classical notion of a circled set in Cn (cf. [2], [3]).
2. Preliminaries
2.1. Varieties in Cn. Let C[z] = C[z1, . . . , zn] denote the ring of polynomials in
n variables. Recall that an algebraic variety V in Cn (n > 1 is an integer), is the
solution to a finite collection of polynomial equations
V = {a ∈ Cn : P1(a) = · · · = Pm(a) = 0, Pj ∈ C[z]∀ j};
Notation 2.1. Given an algebraic variety V ⊆ Cn, define
I(V ) := {p ∈ C[z] : p(a) = 0 for all a ∈ V }.
It is easy to see that this is an ideal. Also, given an ideal I ⊆ C[z], define
V(I) := {a ∈ Cn : p(a) = 0 for all p ∈ C[z]}.
Theorem 2.2. (1) (Hilbert basis theorem) Any ideal I is finitely generated;
consequently, V(I) is always an algebraic variety.
(2) (Nullstellensatz) For any ideal I ⊆ C[z], we have I ⊆ I(V(I)), and if the
property
(2.1) pm ∈ I for some m ∈ N =⇒ p ∈ I,
†If the weight is identically 1 we recover the classical (unweighted) theory.
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holds, then I = I(V(I)).
(3) For any algebraic variety V , I(V ) satisfies (2.1) and V(I(V )) = V .
Suppose V = V(I) where I = 〈P1, . . . , Pm〉 is the ideal generated by the poly-
nomials Pj . If I satisfies (2.1) then the above theorem implies that restricting the
evaluation of polynomials to points of V is equivalent to working with elements of
the factor ring C[z]/I via the correspondence
p = q on V ⇐⇒ p− q ∈ I.
2.2. Projective space. Algebraic subvarieties of Cn can be put into the complex
geometric setting using projective space. Consider Cn ⊂ Pn via the usual embed-
ding
z = (z1, . . . , zn) ↪→ [1 : z1 : · · · : zn] = [1 : z],
where we use homogeneous coordinates on the right-hand side: Pn = Cn+1/ ∼ with
the equivalence (z0, · · · , zn) ∼ (w0, · · · , wn) if there is a λ ∈ C such that λzi = wi
for each i; we write [z0 : z] = [z0 : · · · : zn] = [w0 : · · · : wn] = [w0 : w]. We have
Pn = Cn ∪H∞ where H∞ = {[0 : z] ∈ Pn : z ∈ Cn} is the hyperplane at infinity.
The standard affine charts of Pn as a complex manifold will be denoted by Uj ,
j = 0, . . . , n. These are given by U0 = Cn with the standard embedding described
above, and for j > 0, Uj = {[Z0 : Z1 : · · · : ZN ] ∈ Pn : Zj 6= 0} with the map
(2.2) Cn 3 (w1, . . . , ŵj , . . . , wn) ↪→ [w1 : · · · : wj−1 : 1 : wj+1 : · · · : wn] ∈ Uj
giving local coordinates on Uj (here ŵj means that there is no wj coordinate).
Going the other way is dehomogenization:
Uj 3 [Z0 : · · · : Zn] 7→ (Z0/Zj , . . . , Zn/Zj) ∈ Cn.
We also have the change of coordinates on the overlap Uj ∩ Uk:
wj = 1/vk, w` = v`/vk for all ` 6= j,
with (v0, . . . , v̂j , . . . , vn) ∈ Uj and (w0, . . . , ŵk, . . . , wn) ∈ Uk.
Let VP ⊂ Pn be the continuous extension of V ⊂ Cn across points of H∞ under
the above embedding (the projective closure). One can use homogeneous coordi-
nates to characterize it:
VP = {[Z0 : · · · : Zn] ∈ Pn : p(Z0, . . . , Zn) = 0 for all p ∈ Ih(V )}
where Ih(V ) ⊂ C[Z0, . . . , Zn] is the collection of homogeneous polynomials p(Z)
such that p(1, z1, . . . , zn) = 0 whenever (z1, . . . , zn) ∈ V .
2.3. Sections of line bundles and polynomials. Let us recall the basic notions
associated to a holomorphic line bundle L over a complex manifold M of dimen-
sion m, which is essentially a union of complex lines (i.e. complex vector spaces of
dimension 1 or copies of C) parametrized holomorphically by points of M .‡ Pre-
cisely, L is a manifold of dimension m+ 1 with a projection pi : L→ M such that
La := pi
−1(a) is a complex line for each a ∈ M . A (holomorphic) section of L is a
holomorphic map s : M → L with (pi ◦ s)(a) = a.
We review the details of the local product structure of L: any point a ∈M has a
neighborhood U for which there is a holomorphic injection U ×C 3 (z, ζ) ϕ7→ v ∈ L
such that for each z ∈ U , pi ◦ ϕ(z, ζ) = z and the map C 3 ζ 7→ ϕ(z, ζ) ∈ La is a
linear isomorphism. The pair (U,ϕ) is called a local trivialization.
Let {(Uα, ϕα)}α be a collection of local trivializations that cover L, i.e.,
⋃
α Uα =
M , so that
⋃
α
(⋃
a∈Uα La
)
= L. Define gαβ : Uα∩Uβ → C by gαβ(z) = η/ζ, where
Uα × C 3 (z, ζ) ϕα7−→ v ϕβ 7 −→(w, η) ∈ Uβ × C
‡In what follows all notions will, unless otherwise stated, refer to their complex versions.
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for some v ∈ ⋃a∈Uα∩Uβ La. Clearly for any α, β, γ and z ∈ Uα ∩ Uβ ∩ Uγ ,
gαβ(z)gβα(z) = gαβ(z)gβγ(z)gγα(z) = 1
(the cocycle condition.)
Given a section s of L, there is an associated collection {sα}α of (local) functions
sα : Uα → C such that
sβ(z) = gαβ(z)sα(z), for all z ∈ Uα ∩ Uβ .
It is straightforward to verify that a collection {sα}α of functions satisfying the
above conditions characterizes a section s (since L is determined by {gαβ}).
We now specialize to our context. Define O(1) as the collection of pairs
(2.3) O(1) = {([Z0 : · · · : Zn], a0Z0 + · · ·+ anZn) : [Z0 : · · · : Zn] ∈ Pn, aj ∈ C}.
The line bundle structure of O(1) comes from function evaluation. Let us see how
this works by fixing Z ∈ Pn and computing LZ explicitly. First, pick b(Z) such
that b(Z) 6= 0; this is true (or not) independently of the homogeneous coordinates
used to compute b(Z). We claim that
(2.4) LZ = {(Z, λb(Z)) : λ ∈ C}.
For any a(Z) = a0Z0 + · · · + anZn, define λ ∈ C by λ := a(Z)b(Z) ; note that this
computation of λ is independent of homogeneous coordinates. Rewrite this as
a(Z) = λb(Z), and substitute into (2.3) to get (2.4). This also verifies that LZ is
indeed a complex line.
The sections of O(1) can be immediately read off from (2.3) as the objects a(Z),
identified with linear homogeneous polynomials in n + 1 variables. They form a
space of dimension n + 1, usually denoted by H0(Pn,O(1)). Now C[z1, . . . , zn]≤1,
the polynomials of degree at most 1 in n variables, can be mapped intoH0(Pn,O(1))
by homogenizing coordinates,
a0 + a1z1 + · · ·+ anzn = a(z) 7−→ (Z, a(Z)) ∈ H0(Pn,O(1))
where Z = [Z0 : · · · : Zn] = [1 : z1 : · · · : zn] (see (2.2)).
For fixed z ∈ Cn (and associated Z = [1 : z] ∈ U0 ⊂ Pn), it is an exercise to
show that this identifies a(z) as the local function on U0 of the section given by
a(Z) under the local trivialization
Cn × C 3 (z, λ) 7→ (Z, λZ0) ∈ O(1),
where the right-hand side is as in (2.4), with λ = a(Z)/Z0.
For other values of j, a similar formula holds; e.g. when j = 1, consider
a(w) = a0w0 + a1 + a2w2 + · · ·+ anwn ∈ C[w0, w2, . . . , wn]≤1.
Form a(Z) with Z = [w0 : 1 : w2 : · · · : wn]; then a(w) corresponds to a(Z) under
(w, λ) 7→ (Z, λZ1).
We can also calculate the maps gjk on Uj ∩ Uk; let us do the case j = 0, k = 1.
Suppose Z ∈ U0 ∩ U1, with coordinates z on U0 and w on U1 given by
[1 : z1 : · · · : zn] = Z = [w0 : 1 : w2 : · · · : wn],
so that w0 = 1/z1 and wj = zj/z1 for j 6= 0, 1. Then with
ζ = a0 + a1z1 + · · · znzn 7−→ (Z, a(Z)) 7 −→a0w0 + a1 + a2w2 + · · ·+ anwn = η,
we have
g01(Z) =
η
ζ
=
a0w0 + a1 + a2w2 + · · ·+ anwn
a0 + a1z1 + · · · znzn
=
a0/z1 + a1 + a2z2/z1 + · · ·+ anzn/z1
a0 + a1z1 + · · · znzn =
1
z1
.
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So g01(Z) = 1/z1 = w0.
For any positive integer k, define O(k) to be the line bundle over Pn given by
O(k) =
{
(Z,P (Z)) : Z ∈ Pn, P (Z) =
∑
|α|=k
aαZ
α, aα ∈ C
}
where we use the standard multi-index notation Zα = Zα00 · · ·Zαnn . Similar calcu-
lations as above yield the following:
(1) Given Z ∈ Pn, the line LZ is generated by any P (Z) which evaluates to a
nonzero complex number;
(2) When Z = [1 : z], the map
C[z]≤k 3 p(z)→ (Z,P (Z)) ∈ H0(Pn,O(k))
identifies C[z]≤k with H0(Pn,O(k)) under (z, λ) 7→ (Z, λZk0 );
(3) When Z = [1 : z] = [w0 : 1 : w2 : · · · : wn], we have g01(Z) = 1
zk1
= wk0 .
Remark 2.3. The last item shows that O(k) can be identified with O(1)⊗k, the
k-th tensor power of O(1), where we take the tensor power fiberwise (over each line
La). It is an exercise to show that the same transition functions are obtained, and
hence these line bundles have the same structure.
The constructions of O(k) on Pn give line bundles on holomorphic submanifolds
of Pn, by restriction; in particular, when V ⊂ Cn is a smooth algebraic subvariety
with extension VP ⊂ Pn. The restriction of O(k) to points over VP corresponds to
the restriction to V of the polynomials C[z]≤k = {p ∈ C[z] : deg(p) ≤ k}.
2.4. Hermitian metrics and weights. Recall that a Hermitian inner product
on a complex vector space V is a map 〈·, ·〉 : C × C → C for which z 7→ 〈z, w〉 is
linear for each fixed w, and w 7→ 〈z, w〉 is conjugate-linear for each fixed z, and
〈z, w〉 = 〈w, z〉.
A Hermitian metric on a line bundle L over M is a family of Hermitian inner
products 〈·, ·〉a on the fibers La varying continuously in a: for any sections s, t
the map a 7→ 〈s(a), t(a)〉a is continuous. (In what follows we will suppress the
dependence of the inner product on a ∈M .)
Let us specialize to the line bundles O(k) over Pn, with sections given by homo-
geneous polynomials as above. Later, we will restrict to subvarieties.
Example 2.4. Consider the metric on O(k) given by
〈p(Z), q(Z)〉 = p(Z)q(Z)|Z|2k ,
where |Z|2 = |Z0|2 + · · · + |ZN |2, and we evaluate the right-hand side in homoge-
neous coordinates. (Note that the value obtained is independent of homogeneous
coordinates.) In local coordinates on U0, one can write this as
(2.5) 〈p(z), q(z)〉 = p(z)q(z)
(1 + |z|2)k .
Example 2.5. Suppose W : Cn+1 → C is a continuous function with the property
that |W (λZ)| = |λ|k|W (Z)|. Then the formula
(2.6) 〈p(Z), q(Z)〉W := p(Z)
W (Z)
(
q(Z)
W (Z)
)
defines a Hermitian metric on O(k).
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Replacing W by its absolute value |W |makes no difference to the right-hand side,
but if W is holomorphic in some region it might be useful to leave this structure
intact.
As before, sections of O(k) may be identified with polynomials in C[z]≤k by
transforming to affine coordinates on U0; we will see below that the Hermitian
metric may be identified with a weight on Cn. We now define what this is.
Definition 2.6. Let K ⊂ Cn be a set. An weight function on K is a function
w : K → C for which
(1) the absolute value z 7→ |w(z)| is lower semicontinuous; and
(2) there is a non-negative real number r such that |w(z)| decays like o(|z|−r)
as |z| → ∞. Let us denote by r(w) the inf over all such r.
If r(w) < 1 then w is said to be an admissible weight function. If r(w) ≤ 1, then w
is weakly admissible.
Clearly r(wt) = tr(w) for any positive integer t.
Example 2.7. Consider a polynomial p ∈ C[z] of degree d ∈ N. For any  > 0,
the function w = 1/p is a weight on any set K ⊆ (Cn \ {z : |p(z)| > }). If K
is bounded then r(w) = 0, otherwise r(w) = d, and the weight given by |p|−1/d is
weakly admissible.
An admissible weight function on K ⊂ Cn is used to evaluate polynomials.
Definition 2.8. Let w : K → C be an admissible weight on K. For any p ∈ C[z]
we define the weighted polynomial evaluation
p(z)w := w(z)p(z), p(z)w,k := w(z)
kp(z) (z ∈ K, k ∈ N),
which we extend by zero: p(z)w = p(z)w,k = 0 if z 6∈ K. This also yields the
weighted sup norms
‖p‖K,w,k := ‖wkp‖K = sup
z∈K
|w(z)kp(z)| (k ∈ N).
Let us relate the Hermitian metric on O(k) given by Example 2.5 to a weight on
Cn. Writing equation (2.6) in terms of z coordinates, where [1 : z] = Z ∈ U0, we
have
〈p(Z), q(Z)〉W := p(z)
W ([1 : z])
(
q(z)
W ([1 : z])
)
= p(z)w,kq(z)w,k
where w(z) := |W ([1 : z])|−1/k defines the weight function. If we compare the above
to (2.5) in Example 2.4, ∣∣∣∣ 〈p(Z), q(Z)〉W〈p(Z), q(Z)〉
∣∣∣∣ = |w(z)|2k(1 + |z|2)k .
Using the above formula we can deduce that w must be continuous and weakly
admissible. For fixed Z, we can choose p, q for which 〈p(Z), q(Z)〉 6= 0 in a neigh-
bourhood of Z. Then the left-hand side is continuous. The right-hand side then
shows that this quantity is independent of p and q on Cn = Pn \H∞, and hence on
Pn (extending by continuity). It is bounded as a function of Z since Pn is compact.
Looking at the right-hand side again, this implies that w is continuous and weakly
admissible. (Note that if w is admissible, then 〈·, ·〉W vanishes on all lines over
H∞.)
We also have a notion of sup norm on sections of a line bundle.
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Definition 2.9. Let 〈·, ·〉W be a Hermitian metric on a line bundle L over Pn.
Then for each s ∈ H0(Pn, L) we define
‖s‖2W := sup
Z∈Pn
|〈s(Z), s(Z)〉W | .
Remark 2.10. Formally, the sup norm ‖p‖K,w,k of Definition 2.8 on C[z]≤k can
be put into this geometric context by defining
W (Z) :=
{
w(Z/Z0)
k if Z0 6= 0 and z ∈ K
+∞ if Z0 = 0 or z 6∈ K
and defining 〈·, ·〉W on O(k) as in equation (2.6). Then 〈p(Z), p(Z)〉W = ‖p‖K,w,k.
Note that since W is not necessarily continuous, it is an instance of a more gen-
eral object called a singular Hermitian metric. Such objects are important in the
application of pluripotential theory to complex geometry [7].
All of the above goes through on a smooth subvariety V ⊂ Cn. One can define
a weight function on K ⊂ V , as well as a Hermitian metric on O(k) over VP. One
simply restricts attention to points of V .
Weight functions are also convenient for doing local computations on a line
bundle. In this paper, we are really only interested in the special case of projective
space.
Example 2.11. Let z = (z1, . . . , zn) denote affine coordinate in Cn and suppose
K ⊂ V \ {z1 = 0}, where V ⊂ Cn is an algebraic subvariety, extended to VP ⊂ Pn.
Let v = (v0, v2, . . . , vn) be the local coordinates at infinity given by dehomogeniza-
tion at z1. This is the holomorphic map v = g10(z) on Cn∩{z1 6= 0} given explicitly
by
v0 =
1
z1
, v2 =
z2
z1
, . . . , vn =
zn
z1
,
and z = g01(v) := g
−1
10 (v) is given by a similar formula. A section in H
0(VP,O(k))
is given by a homogeneous polynomial p(Z0, . . . , Zn), with local evaluations related
by
p(1, z1, . . . , zn) = v
k
0p(v0, 1, v2, . . . , vn).
Hence polynomial evaluation in affine coordinates with weight w(z) = w(z1, . . . , zn)
on K transforms to a polynomial evaluation with weight w˜(v) = v0
kw(g01(v)).
The transition function simply appears as an additional factor. This is why it is
convenient to allow complex-valued weights.
Remark 2.12. Given a positive finite measure µ supported on K and k ∈ N, we
also have the weighted L2 inner product and norm on C[z]≤k,
〈p, q〉µ,w,k :=
∫
p(z)w,kq(z)w,kdµ(z), ‖p‖2µ,w,k = 〈p, p〉µ,w,k.
The triple (K,µ,w) is said to satisfy the Bernstein-Markov property if there is a
sequence M1,M2, . . . of positive integers such that
‖p‖K,w,k ≤Mk‖p‖µ,w,k for all k ∈ N, p ∈ C[z]≤k, and lim sup
k→∞
(Mk)
1/k = 1.
We call µ a Bernstein-Markov measure for K (with weight w).
The Bernstein-Markov property is important because it means that certain as-
ymptotic quantities in pluripotential theory associated to a set may be computed
using the L2 norm of a Bernstein-Markov measure rather than the sup norm. The
additional tools provided by the L2 theory are important in pluripotential theory,
but we will not need them in this paper.
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3. Okounkov bodies and computational algebraic geometry
We want to study Okounkov bodies associated to varieties using methods of
computational algebraic geometry. We will work on an algebraic variety V ⊂ Cn.
We first review some background material on Noether normalization and normal
forms of polynomials.
3.1. Normal forms and Noether normalization. By the Nullstellensatz, re-
stricting the evaluation of p ∈ C[z] to points of V is equivalent to taking the
quotient C[z]/I(V ), with associated equivalence relation p ∼ q if p− q ∈ I(V ).
Notation 3.1. Given k ∈ N, denote by C[V ]≤k the quotient space C[z]≤k/ ∼ with
∼ as above. For q ∈ C[z]≤k we can identify equivalence classes containing q under
the natural inclusion
C[V ]≤k 3 {p ∈ C[z]≤k : p ' q ∈ C[V ]≤k} ↪→ {p ∈ C[z] : p ' q ∈ C[V ]≤k} ∈ C[V ].
Then under this identification, one can see that C[V ] =
⋃
k C[V ]≤k. For a general
polynomial p, put degV (p) = k if p is equivalent to a polynomial of degree k but
not of degree k − 1 (i.e., in C[V ]≤k \ C[V ]≤k−1).
Via dehomogenization in affine coordinates, H0(VP,O(k)) may be identified with
C[V ]≤k.
Theorem 3.2 (Noether Normalization Theorem). Suppose V is of dimension m.
There is a complex linear change of coordinates on Cn such that, in the new coor-
dinates (which we denote by (x, y) := (x1, . . . , xm, y1, . . . , yn−m)),
(1) The projection map pi : V → Cm given by pi(x, y) = x is onto, and pi−1(x)
is finite for each x ∈ Cm;
(2) We have an injection C[x] ↪→ C[V ] that exhibits C[V ] as a finite dimen-
sional algebra over C[x].
The map C[x] ↪→ C[V ] given in the theorem is given by identifying p with its
equivalence class in C[V ]. (See e.g. Chapter 5 §6 of [5] for a proof of this theorem.)
We turn to algebraic computation in C[V ]; this requires an ordering on monomi-
als. First, we recall the lexicographic (lex) ordering on Zn≥0 (denoted ≺l). We have
α ≺l β if there exists a j ∈ {1, . . . , n} for which αj < βj , and αk = 0 for all k > j.
Monomials in C[z] = C[z1, . . . , zn] are ordered accordingly: zα ≺l zβ if α ≺l β, so
that z1 ≺l z2 ≺l · · · ≺l zn. We will come back to lex ordering later.
We also recall the grevlex ordering which has good computational properties.
This is the ordering ≺g for which zα ≺g zα′ whenever
(1) |α| < |α′|; or
(2) |α| = |α′| and zα ≺l zα′ .
Notation 3.3. For a polynomial p ∈ C[z]l, let us denote by lt(p) the leading term
of p with respect to grevlex, and for an ideal I of C[z], let lt(I) := {lt(p) : p ∈ I}.
We will use the grevlex ordering to compute normal forms. Let us recall what
these are. First, a Groebner basis of an ideal I is a collection {g1, . . . , g`} ⊂ I for
which
I = 〈g1, . . . , g`〉 and 〈lt(I)〉 = 〈lt(g1), . . . , lt(g`)〉.
For each element of C[z]/I there is a unique polynomial representative, called the
normal form, which contains no monomials in the ideal 〈lt(I)〉. The normal form
of a polynomial p may be computed in practice as the remainder r upon dividing
p by a Groebner basis of I:
p = q1g1 + · · ·+ q`g` + r,
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where q1, . . . , q` ∈ C[z] are the quotients. (See e.g. chapter 3 of [5] for a description
of the associated division algorithm.)
Let C[z]I be the collection of normal forms. This is an algebra over C[z] under
the usual addition of polynomials, and with multiplication defined by
(3.1) C[z]I × C[z]I 3 (r1, r2) 7−→ “the normal form of r1r2” ∈ C[z]I .
The following algebraic version of Noether normalization is given in [6].
Proposition 3.4. Let V be of dimension m and let (x, y) be coordinates as in
Theorem 3.2. Let C[x, y]I be the algebra of normal forms for I = I(V ). Then
(1) degV (p) = deg(p) (i.e. the usual degree) whenever p is a normal form.
(2) We have the inclusion C[x] ⊆ C[x, y]I , which exhibits C[x, y]I as a finite
dimensional algebra over C[x].
Here, multiplication in C[x, y]I is as in equation (3.1). The proposition says that
any p ∈ C[x] is a normal form, and shows that grevlex has good computational
properties.
In what follows, we will usually assume polynomials to be normal forms, and C[V ]
will be identified with C[x, y]I . The inclusion in item (2) of the proposition is called
a Noether normalization; we will also write (via our identifications) C[x] ⊆ C[V ].
Let us also refer to the coordinates (x, y) as (Noether) normalized coordinates.
Since C[V ] is finite dimensional over C[x], and has a basis of monomials, there
are only a finite number of monomials yβ for which xαyβ is a normal form. Hence
any normal form, being a linear combination of such monomials, can be expressed
as a finite sum
(3.2) p(z) = p(x, y) =
∑
β
yβpβ(x), pβ ∈ C[x].
Example 3.5. The (complexified) sphere in C3 is given by
(3.3) V = {z = (z1, z2, z3) ∈ C3 : z21 + z22 + z23 = 1},
and 〈z21 + z22 + z23 − 1〉 = I(V ) =: I. Any polynomial in I is of the form q(z)(z21 +
z22 + z
2
3 − 1), and
lt(q(z)(z21 + z
2
2 + z
2
3 − 1)) = lt(q(z)z23) ∈ 〈z23〉;
it follows easily that 〈lt(I)〉 = 〈z23〉. Hence a normal form p ∈ C[V ] is a polynomial
given by
(3.4) p(z) = p1(z1, z2) + z3p2(z1, z2), p1, p2 ∈ C[z1, z2].
(Compare the above to (3.2).) As a 2-dimensional algebra over C[z1, z2], multipli-
cation is given by
(p1 + z3p2) · (q1 + z3q2) = p1q1 + (1− z21 − z22)p2q2 + z3(p1q2 + p2q1).
Clearly, x = (x1, x2) := (z1, z2) and y = z3 give Noether normalized coordinates
satisfying Theorem 3.2: x ∈ C2 lifts to at most 2 points (x, y) ∈ V ⊂ C3 given by
the branches of the square root in the expression y = (1− x21 − x22)1/2.
3.2. Okounkov body computation. Following Nystro¨m [16], let us define the
Okounkov body of a line bundle. Returning to the geometric setting, let L be a
holomorphic line bundle over a complex manifold M of dimension n, and p ∈ M .
In a local trivialization containing p, any s ∈ H0(M,L) is given by a holomorphic
function (let us also denote the function by s). Hence it can be expressed as a
power series
(3.5) s =
∑
α
cαz
α
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where z is a local holomorphic coordinate centered at the point p, and we use
multi-index notation: for α = (α1, . . . , αn) ∈ Zn≥0, we have zα = zα11 · · · zαnn .
Definition 3.6. Suppose a local holomorphic coordinate z is fixed at p ∈M . Given
a section s ∈ H0(M,L), we define ν(s) to be the lowest exponent in the power series
(3.5) with respect to the lex order, ≺l. That is, if ν(s) = γ then cα = 0 whenever
α ≺l γ. When γ = ν(s) we also define
tt(s) = cγz
γ , the trailing term;
tc(s) = cγ , the trailing coefficient ; and
tm(s) = zγ , the trailing monomial.
Definition 3.7. Fix a local holomorphic coordinate z at a point a ∈ M , and let
k ∈ N. Expand s ∈ H0(M,L⊗k) as in (3.5), and define
Nk := {ν(s) ∈ Zn≥0 : s ∈ H0(M,L⊗k)}.
Let ∆k ⊂ Rm be the convex hull of the set 1kNk. The Okounkov body of L (with
respect to these coordinates), denoted by ∆ = ∆(L), is defined to be the convex
hull of the set
⋃
k∈N ∆k.
In our concrete setting of an algebraic subvariety V ⊆ Cn of dimension m, we
will use the sections H0(VP,O(k)), or equivalently, the polynomials C[V ]≤k. (For
convenience, let us assume VP is smooth, so that the theory on a complex mani-
folds can be transferred without any technicality.) We will use Noether normalized
coordinates (x, y) = (x1, . . . , xm, y1, . . . , yn−m) on V . Without loss of generality,
assume that the point a at which the Okounkov body is calculated is of the form
(0, . . . , 0, am+1, . . . , an), i.e., all of the x coordinates are zero.
§ We will also assume
that the point a is a regular point for the projection to the x coordinates, i.e., V
satisfies the hypotheses of the holomorphic implicit function theorem:
(3.6) det
 ∂f1/∂y1(a) · · · ∂f1/∂yn−m(a)... . . . ...
∂fn−m/∂y1(a) · · · ∂fn−m/∂yn−m(a)
 6= 0,
where the polynomials f1, . . . , fn−m determine V in a neighborhood of a. Locally,
we can write y = Y (x) for some holomorphic function Y in a neighborhood of
x = (0, . . . , 0). The x coordinates in the Noether normalization provide the local
coordinates with which the Okounkov body will be calculated.
Notation 3.8. Suppose Y (x) = (Y1(x), . . . , Yn−m(x)) in components. Then for a
multi-index β = (β1, . . . , βn−m) the holomorphic function Y β is given by
Y β(x) := Y1(x)
β1Y2(x)
β2 · · ·Yn−m(x)βn−m .
In a neighborhood of the origin, it may be expressed as a power series in x:
(3.7) Y β(x) =
∑
α
cβαx
α.
Let k ∈ N; we want to compute Nk ⊂ Zm≥0. A section of H0(VP,O(k)) can be
identified with a polynomial in C[V ]≤k; by Proposition 3.4(1) it is given by a normal
form p of degree ≤ k. Let {yβ}β be the finite collection of y monomials as in (3.2).
In a neighborhood of the origin, we rewrite p = p(x, y) as the holomorphic function
x 7→ p(x, Y (x)). Write this as a power series in x, and compute the coefficients by
multiplying out the terms of the polynomials pβ with the power series (3.7) for Y
β :
p(x, Y (x)) =
∑
β
Y β(x)pβ(x) =
∑
β
∑
α
pβ(x)cβαx
α =:
∑
α
bαx
α.
§Any translation x 7→ x + c = x˜ gives an isomorphism of normal forms p(x˜, y) 7→ p(x + c, y);
the verification of this is left as an exercise.
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We can then read off ν(p) from the trailing term on the right-hand side.
We determine the possibilities for ν(p). For all α ∈ Zm≥0 with |α| ≤ k, we have,
by Proposition 3.4,
xα ∈ C[x]≤k ⊆ C[V ]≤k, and ν(xα) = α.
The points α/k, with α as above, fill out a grid of rational points in the region
bounded by the coordinate hyperplanes and the standard simplex in Rm.¶ This
accounts for all normal forms in C[x]≤k, and so remaining points in Nk must be
calculated from normal forms containing powers of y, which involve the analytic
functions Y β . We will use the notion of S-polynomial to do this systematically
(Definition 3.10). Computing the points of 1kNk for larger and larger values of k,
we eventually fill in the Okounkov body.
We write out the details of some calculations on the complexified sphere in what
follows. From these calculations, we derive a general method that can be applied
to varieties given in Noether normalized coordinates.‖
3.3. Explicit computation on the sphere. Let V be the complexified sphere
as in (3.3), Example 3.5. For the Okounkov body, take the point a = (0, 0, 1), and
(z1, z2) as the local coordinates in which to expand polynomials on V . By (3.4)
the normal forms in C[V ] are linear combinations of monomials of the form zj1zk2
or zj1z
k
2z3. At the point a,
∂
∂z3
(z21 + z
2
2 + z
2
3 − 1)
∣∣
(0,0,1)
= 2z3
∣∣
(0,0,1)
= 2 6= 0,
so (3.6) holds and we can write z3 = Y (z1, z2), which is in fact the standard square
root function:
z3 = Y (z1, z2) = (1− z21 − z22)1/2 =:
∑
cjkz
j
1z
k
2 .
The coefficients cjk =
∂j+k
∂zj1∂z
k
2
Y (0, 0) may be computed by implicit differentiation,
for example,
0 =
∂
∂z1
(z21 + z
2
2 + Y
2)
∣∣∣
(0,0,1)
= 2z1 + 2Y
∂Y
∂z1
∣∣∣
(0,0,1)
= 2 · 0 + 2c10,
so that c10 = 0. Further differentiation gives more coefficients, e.g. c20 = − 12 , so
that z3 = 1− 12z21 + · · · . (Note that here it is faster just to read off the coefficients
from the binomial series for the square root.)
The following properties are straightforward to verify.
Lemma 3.9. For all nonzero p, q ∈ C[V ],
ν(pq) = ν(p) + ν(q), and
ν(p+ q) l min{ν(p), ν(q)}.(3.8)
When ν(p) 6= ν(q) then ν(p+ q) = min{ν(p), ν(q)}. 
Hence (3.8) is strict only if ν(p) = ν(q) and we have cancellations of lowest
terms. This motivates the following definition.
¶The standard simplex in Rm is the convex hull of the standard basis vectors
{(1, 0, . . . , 0), . . . , (0, . . . , 0, 1)}.
‖But we do not give a rigorous proof.
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Definition 3.10. Suppose ν(p) = ν(q). We define the S-polynomial∗∗ of p and q
by
S(p, q) := tc(q)p− tc(p)q.
From p = a0 + a1z1 + a2z2 + a3z3 ∈ C[V ]≤1, the properties of ν under addition
in Lemma 3.9 gives possible values for ν(p) ∈ N1 as
ν(1), ν(z1), ν(z2), ν(z3).
Now ν(1) = (0, 0) = ν(z3), so we can arrange a possible cancellation of the constant
term. We compute S(z3, 1) = z3 − 1 and ν(z3 − 1) = (2, 0), to get the remaining
point of N1.
The following elementary observation is useful.
Lemma 3.11. For any k ∈ N, dimC[V ]≤k is the number of points in Nk.
Proof. Let Mk := dimC[V ]≤k and let {ej}Mkj=1 be a basis. Then {ν(ej)}Mkj=1 ⊆ Nk,
so the number of points in Nk is at least Mk.
On the other hand, let p, q be nonzero polynomials in C[V ]≤k with ν(p) 6= ν(q);
without loss of generality, ν(p) ≺l ν(q). Then
ν(λp+ µq) =
{
ν(p) if λ 6= 0
ν(q) if λ = 0 6= µ .
This implies λp + µq 6= 0 unless λ = µ = 0. Hence any set of polynomials
{pα}α∈Nk ⊂ C[V ]≤k (for which ν(pα) = α) is linearly independent, so the size
of this set is at most dimC[V ]≤k. 
Let us compute N2; this will motivate the general case. First, note that products
of pairs of polynomials from B1 := {1, z1, z2, z3, S(z3, 1)} span C[V ]≤2; this follows
easily from the fact that the map
(3.9) C[v1, v2, v3, v4]≤2 −→ C[V ]≤2
given by making the substitutions v1 = z1, v2 = z2, v3 = z3, v4 = S(z3, 1), followed
by reduction to normal form, is well-defined and onto. From such products, we
immediately obtain points of N2 given by
ν(pq), where p, q ∈ B1.
This gives nine points. Since dimC[V ]≤2 = 9, then by the previous lemma, we are
done.
Without knowing the dimension a priori, one can simply compute possible S-
polynomials and check that no new points are obtained. For N2, we have ν(z21) =
ν(z3 − 1) = (2, 0), and
S(S(z3 − 1), z21)) = z3 − 1 + 12z21
with ν(z3 − 1 + 12z21) = (4, 0). But now, ν(S(z3, 1)2) = (4, 0) also, and provides
another possibility for cancellation. We calculate (z3 − 1)2 = z23 − 2z3 + 1 =
2z3 − 2− z21 − z22 , and then the S-polynomial
S(z3 − 1 + 12z21 , 2z3 − 2− z21 − z22) = 18z22 ,
whose ν value is (2, 0). Finally, S( 18z
2
2 , z
2
2) = 0. There are no further S-polynomials
to be calculated. See Figure 1 for a picture.
∗∗Here S stands for syzygy (a pair of connected or corresponding things). The terminology is
adapted from chapter 2 of [5].
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Figure 1. Computing points of N2 and S-polynomials.
3.4. General algorithm. Let us use the same method inductively for Nk. We
begin by setting Nk to be Nk−1. Step 1 below uses the fact that if the set {ej}
spans C[V ]≤k−1, then the normal forms of the products
{eje` : deg(eje`) ≤ k}
span C[V ]≤k.
Step 1 Multiplication. Let {ej} be a collection of polynomials whose ν values give
Nk−1 (one polynomial for each ν value). Compute all products in which
deg(eje`) = k, and denote this collection of products by P.
Step 2 Compute ν values. Compute ν(p) for each p ∈ P. Add any new ν values
thus obtained to Nk.
Step 3 Find α for possible cancellation. Let α ∈ Nk be the smallest (according to
≺l) point that is given by more than one element of {ej} ∪ P.
Step 4 Compute S-polynomials at α. Compute S-polynomials associated to dis-
tinct pairs of polynomials p in {ej} ∪ P for which ν(p) = α.
Step 5 Update Nk and P. Find the ν values of the nonzero S-polynomials in the
previous step. Add the ν values to the set Nk, and add the S-polynomials
to the set P.
Step 6 Repeat. Let α be the next point in Nk (according to ≺l) that is the ν value
of at least two different elements of P ∪ {ej}. But if no such α exists, or
we know that the current size of Nk equals the dimension of C[V ]≤k, go to
the next step. Otherwise, return to Step 4.
Step 7 Stop. Output Nk.
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To compute Nk+1, expand the collection {ej} by adding elements of P computed
in the above algorithm so that there is one polynomial for each point of Nk; then
begin again from Step 1 with k := k + 1.
The above method can be applied to a subvariety V ⊆ Cn of pure dimen-
sion m at a smooth point a ∈ V . Assume that we are working in coordinates
(x1, . . . , xm, y1, . . . , yn−m) = (x, y) that give a Noether normalization of V at a.
Without loss of generality, we translate coordinates so that the x coordinates of a
are zero.
Start with the monomials {1, x1, . . . , xm, y1, . . . , yn−m} and compute N1 using
the power series of the monomials yj , j = 1, . . . , n−m, as local functions of the x
coordinates near a. Continue inductively, computing N2,N3, . . . exactly as above,
by multiplying polynomials, and computing S-polynomials if required. Use the
points of 1kNk for sufficiently many values of k to fill in the Okounkov body.
Remark 3.12. The above algorithm is analogous to Gaussian elimination. Elimi-
nating a lower order monomial by computing S-polynomials is essentially eliminat-
ing a variable in a linear system.
Using Lemma 3.11 it may be possible to deduce the Okounkov body exactly. Let
us do this for our sphere example.
Proposition 3.13. The Okounkov body of the complexified sphere is the triangle
given by
∆ := {(θ1, θ2) ∈ R2 : θ1, θ2 ≥ 0, θ1 + 2θ2 ≤ 1}.
Proof. It is sufficient to show that for each k ∈ N, ∆ ⊆ ∆k. This will follow from
the following claim:
Nk consists of the integer points of k∆, i.e., Nk = k∆ ∩ Z2.
Our calculations above have already established this claim for k = 1, 2. Working
by induction on k, suppose Nk−1 = (k − 1)∆ ∩ Z2. Then it is easy to see that
k∆ ∩ Z2 = {ν(pq) : p ∈ C[V ]≤1, q ∈ C[V ]≤k−1} ⊆ Nk.
The claim will follow if the number of points in k∆∩Z2 =:Mk equals dimC[V ]≤k.
By induction, this can be reduced to verifying that the number of new points, i.e.,
the size ofMk \Nk−1, is equal to the number of elements of degree k in a basis for
C[V ]≤k.
On the one hand, the elements of degree k in a monomial basis of C[V ]≤k are
{zk1 , zk−11 z2, . . . , zk2 , zk−11 z3, zk−21 z2z3, . . . , zk−12 z3},
which are 2k − 1 elements. On the other hand, one can see that Mk \ Nk−1 has
2k − 1 points by some elementary geometry in the plane.†† 
We close this section by looking a bit more closely at the limiting behaviour of
the Okounkov body construction. Although k < l does not imply ∆k ⊂ ∆l, it is
easy to verify the weaker statement
(3.10) ∆k ⊆ ∆rk, for all k, r ∈ N.
This follows from the fact that if α ∈ 1kNk then kα = ν(p) for some p ∈ C[V ]≤k.
Consequently, pr ∈ C[V ]≤rk with ν(pr) = rkα, so α ∈ 1rkNrk. Hence 1kNk ⊂ 1rkNrk,
and (3.10) follows upon taking convex hulls.
The following result will be used in the next section.
††Precisely, it consists of the k points along the hypotenuse and the k − 1 points on the
neighbouring parallel line.
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Figure 2. Suppose 1kν(p) = α where p ∈ C[V ]≤k−1 (one of the
large black circles). Then
p2 ∈ C[V ]≤2k−2 and z1p2, z2p2 ∈ C[V ]≤2k−1,
giving 12kν(p
2) = α, 12kν(z1p
2) = α + ( 12k , 0), and
1
2kν(z2p
2) =
α + (0, 12k ) as points of N2k. We can do the same sort of thing to
get points of N4k. In the above example, the ‘missing point’ of Q
in 1kZ
m \ 1kNk will be covered with a point of 18kN8k; hence (3.11)
holds with k0 = 8k.
Proposition 3.14. Let ∆ ⊂ Rm be the Okounkov body of some variety, ∆◦ its
interior, and Q ⊂ ∆◦ a compact convex subset with nonempty interior. For a
sufficiently large positive integer k0,
(3.11) 1k0Nk0 ∩Q = 1k0Zm ∩Q.
If |Nk ∩ kQ| denotes the number of points in Nk ∩ kQ, then
(3.12) 1km |Nk ∩ kQ| −→ vol(Q) as k →∞.
Although the proof is elementary, it is rather technical, so we omit it. In Lemma
2.3 of [16], it is shown (using a theorem of Khovanskii in [12]) that there is some
constant C such that (3.11) holds as soon as the distance from Q to ∂∆ is greater
than C/k0.
We can give an idea for why (3.11) holds. For Q compact in ∆◦, the number of
points in kQ ∩ Nk is almost the same as the number of points in kQ ∩ Nk−1. By
taking certain products and powers of polynomials (as in the verification of (3.10)),
one can fill in the gaps by ‘translation from existing nodes’. See Figure 2 for an
illustration.
Equation (3.12) follows easily from (3.11). Up to a boundary correction of order
km−1, the number of points in 1k0Z
m ∩Q is equal to the number of m-dimensional
cubes in the corresponding grid that cover Q, and the volume of each cube is ( 1k )
m.
The total volume of these cubes converges to the total volume of Q.
Note that ∆ is compact: for sufficiently large k, the number of points in Nk =
dimC[V ]≤k is given by the Hilbert polynomial of V , which is a polynomial in k
of degree m. Hence 1km |Nk| is uniformly bounded. The same argument as in the
previous paragraph shows that 1km |Nk| → vol(∆), which must be finite.
4. Chebyshev transform and transfinite diameter
Let V ⊂ Cn be an algebraic variety. Throughout this section we will assume that
we are working in local coordinates on V constructed from a Noether normalization,
with the associated Okounkov body as defined in the previous section. Let us
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denote these local coordinates by z. We will define directional Chebyshev constants
associated to polynomials on V , and the Chebyshev transform. Then we will define
transfinite diameter in terms of a special basis of C[V ]. Finally, we will prove
the main theorem that gives transfinite diameter as an integral of the Chebyshev
transform over the Okounkov body.
Given k ∈ N and a multi-index α ∈ Nk, we define the normalized class of
polynomials
M(k, α) := {p ∈ C[V ]≤k : tt(p) = zα (i.e., tc(p) = 1)}.
Let K ⊂ V be a set and w an admissible weight on K.
Definition 4.1. For k a positive integer and α ∈ Nk. We define the Chebyshev
constant Twk (K,α) by
Twk (K,α) := inf
{‖p‖K,w,k : p ∈M(k, α)}1/k.
A polynomial t for which Twk (K,α) = ‖t‖1/kK will be called a Chebyshev polynomial.
Lemma 4.2. We have
Twk1+k2(K,α1 + α2)
k1+k2 ≤ Twk1(K,α1)k1Twk2(K,α2)k2 .
Proof. Let tk1 , tk2 satisfy ‖tk1‖K,w,k1 = Twk1(K,α1)k1 and ‖tk2‖K,w,k2 = Twk2(K,α2)k2 .
Then tk1tk2 ∈M(k1 + k2, α1 + α2), and so
Twk1+k2(K,α1 + α2) ≤ ‖tk1tk2‖K,w,k1+k2 ≤ ‖tk1‖K,w,k1‖t2‖K,w,k2 .

The lemma says that (k, α) 7→ Twk (K,α)k is a submultiplicative function. This
property allows us to define directional Chebyshev constants via a limiting process.
Lemma 4.3. The limit
Tw(K, θ) := lim
k→∞
α/k→θ
Twk (K,α)
exists for each θ ∈ ∆◦.
Proof. Let {αj}, {βj}, {sj}, {tj} be sequences of multi-indices such that as j →∞,
we have
(4.1) sj , tj →∞, αj
sj
,
βj
tj
→ θ,
and
Twsj (K,αj)→ L1 := lim infk→∞
α/k→θ
Twk (K,α), and T
w
tj (K,βj)→ L2 := lim sup
k→∞
α/k→θ
Twk (K,α).
The existence of such an approximating sequence follows from Proposition 3.14.¶
It is sufficient to show that L2 ≤ L1. To this end, let  > 0, and choose an index
j0 large enough that Tsj0 (K,αj0)
sj0 < L1−. Choose a polynomial p ∈M(sj0 , αj0)
such that ‖p‖1/sj0K,w,sj0 < L1 − . Now, for each j let qj be the largest non-negative
integer for which
βj = qjαj0 + `j
and all entries of `j are non-negative. Using the fact that all entries of αj0 are
positive, and each entry of βj goes to infinity, it is straightforward to verify that
qj → ∞ and the set of `j ’s is a finite subset of Zm. Using (4.1), we also have
qjsj0
tj
→ 1 as j →∞.
¶Apply the proposition with Q being a small closed m-dimensional cube containing θ.
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For every j, consider the polynomial Pj := p
qjrj , where rj is a polynomial for
which ν(rj) = `j . Then Pj ∈M(tj , αj), so that
Twtj (K,αj)
tj ≤ ‖Pj‖K,w,tj ≤ ‖Pj‖K,w,tj ≤ (‖p‖K,w,sj0 )qj‖rj‖K,w,tj−qjsj0
≤ (L1 − )qjsj0 ‖rj‖K‖w‖tj−qjsj0K .
Since {`j} is finite, we need only select the rj ’s from a fixed finite collection
when constructing the Pj ’s; hence we may assume the quantity ‖rj‖K is uniformly
bounded in j. Taking tj-th roots in the above inequality, and the limit as j →∞,
yields
L2 = lim
j→∞
Twtj (K,αj)
tj ≤ L1 − .
Since  > 0 was arbitrary, we are done. 
Definition 4.4. For each θ ∈ ∆◦ we call Tw(K, θ) the directional Chebyshev con-
stant of K (with weight w) associated to θ. The function θ 7→ log Tw(K, θ) will be
called the Chebyshev transform of (K,w).
Remark 4.5. The Chebyshev transform takes a set K and weight w, and outputs
a real-valued function on ∆◦. Translated to the complex geometric setting, this
corresponds to taking a Hermitian metric on the line bundle and transforming it
to a function on the (interior of the) Okounkov body. Apart from this change in
terminology, Nystro¨m’s definition in [16] is the same as above.
Lemma 4.6. (1) The Chebyshev transform θ 7→ log Tw(K, θ) is convex on ∆◦.
Hence it is either continuous or identically −∞ on ∆◦.
(2) If the Chebyshev transform is continuous, then for any compact Q ⊂ ∆◦,
the quantity
sup
{| log Twk (K,α(j))− log Tw(K, θj)| : α(j)/k =: θj ∈ Q}
goes to zero as k →∞.
Proof. To prove the first statement of part (1), it is sufficient to show that for each
θ, φ ∈ ∆◦ and t ∈ [0, 1],
(4.2) Tw(K, tθ + (1− t)φ) ≤ Tw(K, θ)tTw(K,φ)1−t.
Fix θ, φ ∈ ∆◦ and t ∈ [0, 1]. Choose sequences {αj}, {βj} in Nm, and {sj}, {tj} in
N, such that |αj |, |βj |, sj , tj →∞ as j →∞ and
αj
|αj | → θ,
βj
|βj | → φ,
sj
sj+tj
→ t.
If we put γj := tjαj |βj |+ sjβj |αj | =: α˜j + β˜j , then by Lemma 4.2,
(4.3) Tw(K, γj) = T
w(K, α˜j + β˜j) ≤ Tw(K, α˜j)|α˜j |/|γj |Tw(K, β˜j)|β˜j |/|γj |.
We have
α˜j
|α˜j | =
αj
|αj | ,
β˜j
|β˜j | =
βj
|βj | , and further calculation gives
γj
|γj | → tθ + (1− t)φ,
|α˜j |
|γj | → t, and
|β˜j |
|γj | → 1− t.
Taking the limit as j →∞ in (4.3) yields (4.2), proving the first statement of (1).
The second statement then follows immediately.
We leave the proof of part (2) as an exercise in the triangle inequality. (Use
Lemma 4.3 and the fact that the Chebyshev transform is uniformly continuous on
Q.) 
Notation 4.7. For a positive integer k, let
Mk denote the dimension of C[V ]≤k (or number of points in Nk)
hk denote the number of points in Nk \ Nk−1 (so hk = Mk −Mk−1).
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For each k ∈ N, let Ek = {ej}Mkj=1 be a basis of polynomials for C[V ]≤k, with
distinct leading terms with respect to their local power series expansions, i.e.,
(4.4) ν(ej) 6= ν(ek) whenever j 6= k.
Recall that the bases used in the algorithm to construct the Okounkov body have
this property. We will also assume that E1 ⊂ E2 ⊂ · · · , and put E :=
⋃
k Ek, which
is a basis for C[V ] with the above property.
Definition 4.8. A monic basis of C[V ] is a basis E that satisfies (4.4) as well as
the normalization condition tc(ej) = 1 for each ej ∈ E .
We now define transfinite diameter.
Definition 4.9. Let k and s be positive integers with s ≤ Mk. Given a finite
collection of points {ζ1, . . . , ζs}, define the Vandermonde matrix
VMwE,k(ζ1, . . . , ζs) :=
e1(ζ1)w,k · · · e1(ζm)w,k... . . . ...
es(ζ1)w,k · · · es(ζs)w,k
 = [ej(ζl)w]sj,l=1,
as well as the Vandermonde determinant
V DMwE,k(ζ1, . . . , ζs) := det
(
VMwE,k(ζ1, . . . , ζs)
)
.
For a set K ⊂ V , define
(4.5) V wE,k(K, s) := sup{|V DMwE,k(ζ1, . . . , ζm)| : {ζ1, . . . , ζs} ⊂ K}.
The quantity
dwE,k(K) :=
(
V wE,k(K,Mk)
)1/(kMk) is the k-th order diameter of K,
and
dw(K) := lim sup
k→∞
dwE,k(K) is the transfinite diameter of K.
Remark 4.10. Since we take the absolute value in (4.5), rearranging the order of
the rows in the Vandermonde matrix does not make any difference to the definition
of k-th order diameters. We can therefore assume, at each stage k, that the rows of
VMwE,k have been ordered (and relabelled) so that ν(ej) ≺l ν(ek) whenever j < k.
Theorem 4.11. Suppose the Chebyshev transform is an integrable function. Then
the transfinite diameter computed with respect to any monic basis E is given by
dw(K) = lim
k→∞
dwE,k(K), i.e., the limit exists, and
(4.6) dw(K) = exp
(
1
vol(∆)
∫
∆◦
log Tw(K, θ)dθ
)
,
where dθ denotes the usual volume in Rm.
In what follows, E = {ej}∞j=1 will be assumed to be a monic basis. It will also
be convenient to introduce some more notation.
Notation 4.12. (1) The exponent of tt(ej) will be denoted by α(j).
(2) Given a polynomial p, write o(p) to denote an (arbitrary) polynomial q for
which ν(p) ≺ ν(q).
By definition, {α(j) : j = 1, . . . ,Mk} = Nk.
Lemma 4.13. Fix k ∈ N. The inequality
V wE,k(K,Mk) ≤Mk!
Mk∏
j=1
Twk (K,α(j))
k
holds.
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Proof. For each j ∈ {1, . . . ,Mk}, let
tj,k(z) = ej(z) + o(ej)
denote the Chebyshev polynomial for (k, α(j)), i.e., ‖tj,k‖K = Twk (K,α(j))k. Now
choose a set of Mk points such that V
w
E,k(K,Mk) = |V DMwE,k(ζ1, . . . , ζMk)|; then
|V DMwE,k(ζ1, . . . , ζMk)| =
∣∣∣∣∣∣∣∣∣det

t1,k(ζ1)w,k · · · t1,k(ζMk)w,k
...
. . .
...
tMk−1,k(ζ1)w,k · · · tMk−1,k(ζMk)w,k
tMk,k(ζ1)w,k · · · tMk,k(ζMk)w,k

∣∣∣∣∣∣∣∣∣
by the invariance of the determinant under row operations. Expanding the deter-
minant and using the triangle inequality, we obtain
V wE,k(K,Mk) ≤
∑
s
|t1,k(ζs(1))| · · · |tMk,k(ζs(Mk))|
≤
∑
s
Twk (K,α(1))
k · · ·Twk (K,α(Mk))k
where the sum is over all permutations s of {1, . . . ,Mk}, and there are Mk! of these
in all. 
Lemma 4.14. Fix k ∈ N. Then
V wE,k(K,Mk) ≥
Mk∏
j=1
Twk (K,α(j))
k.
Proof. For convenience we will drop the subscripts in polynomial evaluation in what
follows, writing e.g. ej(ζ) = ej(ζ)w,k.
Let us also introduce the following notation: for j = 0, . . . ,Mk − 1, set
Wj(ζ1, . . . , ζMk−j) := det
ej+1(ζ1) · · · ej+1(ζMk−j)... . . . ...
eMk(ζ1) · · · eMk(ζMk−j)
 .
In particular W0(ζ1, . . . , ζMk) = V DM
w
E,k(ζ1, . . . , ζMk) and WMk−1(ζ1) = eMk(ζ1).
We start by observing that for any collection of points {ζ1, . . . , ζMk} ⊆ K,
V wE,k(K,Mk) ≥W0(ζ1, . . . , ζMk).
Using this, we can derive an inequality involving the W1-determinant. To this end,
fix {ζ1, . . . , ζMk−1} ⊆ K. Then W0(ζ1, . . . , ζMk−1, z) (where z ∈ K is arbitrary) is
equal to
det
 p1(ζ1) · · · p1(ζMk−1) p1(z)... . . . ... ...
eMk(ζ1) · · · eMk(ζMk−1) eMk(z)
 ,
where p1 = e1 + o(e1) and the o(e1) expression is a linear combination of the form∑Mk
j=2 αjej obtained via row operations on VM
w
E,k(ζ1, . . . , ζMk−1, z), the Vander-
monde matrix. If the matrix is nonsingular there exist row operations that give a
polynomial satisfying p(ζ1) = · · · = p(ζMk−1) = 0. Then
V wE,k(K,Mk) ≥
∣∣∣∣∣∣∣∣∣det

0 · · · 0 p1(z)
e2(ζ1) · · · e2(ζMk−1) e2(z)
...
. . .
...
...
eMk(ζ1) · · · eMk(ζMk−1) eMk(z)

∣∣∣∣∣∣∣∣∣
= |p1(z)| · |W1(ζ1, . . . , ζMk−1)|.
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Choosing η ∈ K such that |p1(η)| = ‖p1‖K ≥ Twk (K,α(1))k, we have
(4.7) V wE,k(K,Mk) ≥ |W0(ζ1, . . . , ζMk−1, η)| = Twk (K,α(1))k|W1(ζ1, . . . , ζMk−1)|.
Now consider fixing points ζ1, . . . , ζMk−2 and carrying out a similar argument as
above: construct a polynomial p2 = e2 + o(e2) with p2(ζ1) = · · · = p2(ζMk−2) = 0
using row operations on the matrix for W1, then choose η ∈ K for which |p2(η)| =
‖p2‖K . This gives the inequality
(4.8) |W1(ζ1, . . . , ζMk−2, η)| ≥ Twk (K,α(2))k|W2(ζ1, . . . , ζMk−2)|.
We use (4.7) to estimate the left-hand side of (4.8), observing that the upper bound
on the left-hand side of (4.7) is valid for an arbitrary collection of Mk−1 points of
K. Hence
V wE,k(K,Mk) ≥ Twk (α(1))kTwk (K,α(2))kW2(ζ1, . . . , ζMk−2).
Now it is easy to see that the argument can be iterated to obtain the estimate
V wE,k(K,Mk) ≥
( s∏
j=1
Twk (K,α(j))
k
)
Ws(ζ1, . . . , ζMk−s)
for successive values s = 3, 4, . . .. The lemma is proved when s = Mk − 1. 
Theorem 4.11 is proved by putting together the above lemmas.
Proof of Theorem 4.11. We have by Lemmas 4.13 and 4.14,
Mk∏
j=1
Twk (K,α(j))
k ≤ V wE,k(K,Mk) ≤Mk!
Mk∏
j=1
Twk (K,α(j))
k.
Let us take kMk-th roots in this inequality and let k →∞. Since (Mk!)1/(kMk) → 1
as k →∞,
dw(K) = lim
k→∞
V wE,k(K,Mk)
1/(kMk) = lim
k→∞
Mk∏
j=1
Twk (K,α(j))
k
1/(kMk) .
We need to show that the limit on the right-hand side of the above converges to
the right-hand side of (4.6). To see this, observe that the limit may be rewritten as
(4.9) lim
k→∞
exp
(
1
Mk
Mk∑
j=1
log Twk (K,α(j))
)
.
We look at the limit of the expression inside the parentheses. If we fix a compact
convex body Q ⊂ ∆◦, then by Lemma 3.10(2), we have
lim
k→∞
1
Mk
Mk∑
α(j)∈kQ
log Twk (K,α(j)) = lim
k→∞
1
Mk
∑
α(j)∈kQ
log Tw(K, θj),
where θj = α(j)/k. Now (2.12) in Proposition 2.15 implies that the discrete measure
1
Mk
∑Mk
j=1 δθj converges weak-
∗ on ∆◦ to the uniform measure 1
vol(∆)
dθ as k →∞.‖
Hence
lim
k→∞
1
Mk
∑
α(j)∈kQ
log Tw(K, θj) =
1
vol(∆)
∫
Q
log Tw(K, θ) dθ.
‖(2.12) holds for compact convex bodies, and these generate all Borel sets. The claim then
follows by standard measure theory.
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SinceQ was arbitrary, one can consider a sequence of compact convex sets increasing
to ∆◦ and obtain
lim
k→∞
1
Mk
Mk∑
j=1
log Tw(K, θj) =
1
vol(∆)
∫
∆◦
log Tw(K, θ) dθ,
using a standard convergence argument. 
Remark 4.15. If Tw(K, θ) is nonzero and uniformly bounded from above then the
Chebyshev transform is integrable, since the Okounkov body ∆ is compact. It is
straightforward to get an upper bound when K is compact, or when w is admissible.
Nystro¨m’s formula in [16] is actually stated in terms of a ratio. The analogous
result in our setting is to take another set L and admissible weight u, and compute
the associated quantities. It is easy to see that
dw(K)
du(L)
= exp
(
1
vol(∆)
∫
∆◦
(log Tw(K, θ)− log Tu(L, θ))dθ
)
.
In place of the ratio of transfinite diameters on the left-hand side, the formula in
[16] has a mixed Monge-Ampe`re energy, which for the above case is
E(PK(ϕ), PL(ψ)) :=
∫
V
(PK(ϕ)− PL(ψ))
m∑
j=0
(ddcPK(ϕ))
j ∧ (ddcPL(ψ))m−j .
Here, PK(ϕ), PL(ψ) are plurisubharmonic extremal functions defined in terms of
the sets K,L and functions ϕ = − logw,ψ = − log u.∗∗
The Monge-Ampe`re energy appears in Nystro¨m’s formula because his proof is
based on pluripotential theory and the L2 theory associated to Bernstein-Markov
measures. It is equivalent to the above formula because of the (highly nontrivial)
equality
dw(K)
du(L)
= E(PK(w), PL(u)),
which is a version of Rumely’s formula proved in [1] (see also [14] for a self-contained
exposition). The original statement and proof of Rumely’s formula is in [15].
5. Comparison with classical results
The arguments in the previous section are almost the same as those of Zaharjuta
in [17]. He derived an integral formula for the classical transfinite diameter of a
compact set K ⊂ Cn, denoted d(K). Let E = {zα(j)}∞j=1 be the enumeration of
the monomials in z1, . . . , zn according to the grevlex order on multi-indices α(j) =
(α(j)1, . . . , α(j)n), which is defined as follows: if j < k then
• either |α(j)| < |α(k)|; or
• |α(j) = |α(k)|, and there exists ν ∈ {1, . . . , n} such that
α(j)1 = α(k)1, . . . , α(j)ν−1 = α(k)ν−1, and α(j)ν < α(k)ν .
Let
(5.1) Σ = {θ = (θ1, . . . , θn) ∈ Rn : θk ≥ 0 ∀ k,
∑
k
θk = 1}
∗∗From the point of view of pluripotential theory, it is more natural to consider the logs of the
weights.
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be the standard (n− 1)-dimensional simplex in Rn, and Σ◦ := {θ ∈ Σ : θk > 0 ∀ k}
its interior. Zaharjuta showed that Chebyshev constants parametrized by θ ∈ Σ◦
can be defined as follows: let
(5.2)
τj(K) := inf
{
‖p‖1/|α(j)|K : p(z) = zα(j)+
j−1∑
ν=1
cνz
α(ν)
}
, and τ(K, θ) := lim
j→∞
α(j)
|α(j)|→θ
τj(K).
Remark 5.1. We will also use the notation τα(K) = τα(j)(K) = τj(K) when
α = α(j) for some positive integer j.
Next consider VE,k(K,Mk) as in Definition 4.9 (we suppress the dependence on
the trivial weight w ≡ 1), and let
(5.3) Lk :=
k∑
s=1
shs.
Zaharjuta showed that the limit
d(K) := lim
k→∞
(
VE,k(K,Mk)
)1/Lk ,
the transfinite diameter of K, exists and satisfies the following formula.
Theorem 5.2. We have d(K) = exp
(
1
vol(Σ)
∫
Σ◦
log τ(K, θ)dθ
)
.
Later, Jedrzejowski [10] showed a similar formula for the homogeneous transfinite
diameter in Cn; let us denote it by d̂(K). The homogeneous transfinite diameter
for a compact set K is defined by
d̂(K) := lim
k→∞
(
sup
{|V DMH(ζ1, . . . , ζhk)|1/(khk) : {ζ1, . . . , ζhk} ⊂ K}) ,
where, with ej := z
α(j),
V DMH(ζ1, . . . , ζhk) = det
eMk−1+1(ζ1) · · · eMk−1+1(ζhk)... . . . ...
eMk(ζ1) · · · eMk(ζhk)
 .
One can construct homogeneous Chebyshev constants τ̂(K, θ) as limits of constants
τ̂j(K), where the latter are defined as in (5.2), but with the inf restricted to homo-
geneous polynomials (i.e. cν = 0 if |α(ν)| < |α(j)|). The homogeneous formula is
the following.
Theorem 5.3. We have d̂(K) = exp
(
1
vol(Σ)
∫
Σ◦
log τ̂(K, θ)dθ
)
.
Remark 5.4. Bloom and Levenberg have studied weighted versions of directional
Chebyshev constants [3]. For a fixed admissible weight w, τwj (K) is defined as in
(5.2) by a sup over quantities of the form ‖w|α(j)|p‖K . A weighted generalization
of Theorem 5.2 was proved later in [4].
In what follows, we expand a bit on the relationship between the above theorems
and Theorem 4.11.
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5.1. Homogeneous transfinite diameter. Consider Cn with coordinates given
by (z0, z1, . . . , zn−1), and consider a compact subset of the form {1} × K (i.e.
z0 = 1), where K is compact in Cn−1. We will also assume for what follows that K
avoids the hyperplane zn−1 = 0. We describe the relation between Theorems 4.11
and 5.3.
Consider the monomials in C[z0, . . . , zn−1] with the ordering ≺ defined as the
lexicographic order for which zn−1 ≺ · · · ≺ z1 ≺ z0. The homogeneous polynomials
{ej}Mkj=Mk−1+1 of degree k are given by
eMk−1+1 = z
k
n−1, eMk−1+2 = zn−2z
k−1
n−1, . . . , eMk = z
k
0 .
On the variety V := {z0 = 1}, polynomials are given by C[z1, . . . , zn−1] and for z =
(1, z1, . . . , zn−1) ∈ {1}×K ⊂ V we can identify C[z0, . . . , zn−1]k (the homogeneous
polynomials of degree k in n variables) with C[V ]≤k ' C[z1, . . . , zn−1]≤k, via
zα00 z
α1
1 · · · zαn−1n−1 = zα11 · · · zαn−1n−1 (α0 + · · ·+ αn−1 = k).
We also have the relation to C[v0, v1, . . . , vn−2] given by
|zα11 · · · zαn−1n−1 | = |w(v)kvα00 vα11 · · · vαn−2n−2 |
where v-coordinates are given by
(5.4) v0 = 1/zn−1, vj = zj/zn−1 for j = 1, . . . , n− 2,
and weight w defined by the formula w(v) = 1/zn−1. Identifying zα11 · · · zαn−1n−1 ∈
C[V ]≤k with v
αn−1
0 v
α2
1 · · · vαn−2n−2 ∈ C[v0, v2, . . . , vn−1]≤k, polynomial evaluation is
related by |p(z)| = |w(v)kp(v)|.
Now observe that
(i) hk (computed with respect to C[z0, z1, . . . , zn]) is the same as Mk for the
spaces C[V ]≤k and C[v0, v1, . . . , vn−2]≤k.
(ii) Under the identifications described above, the lex order ≺l on C[z0, . . . , zn]k
translates to lex order on the corresponding monomials in C[v0, v1, vn−2]≤k,
and to the reverse of grevlex order (which we will denote by ≺g) on the
corresponding monomials in affine coordinates on V = {z0 = 1}. An ex-
ample of a pair of monomials when n = 4 and k = 5, together with the
corresponding pairs in the other spaces, is
z30z1z3 l z20z21z4 in C[z0, z1, z2, z3, z4] ∼ v30v1v3 l v20v31 in C[v0, v1, v2, v3]
∼ z1z3 ≺g z21z4 in C[z1, z2, z3, z4].
These identifications yield, for any collection of points {ζ1, . . . , ζhk} ⊂ V ,
V DMH(ζ1, . . . , ζhk) = V DM
w
E,k(ζ1, . . . , ζhk)
where the right-hand side may be interpreted either in z-coordinates with w ≡ 1
(unweighted) and E being monomials in z, or in v-coordinates with monomials
in v and the weight w = w(v) described above. The equivalence of the above
determinants, and the fact that the same root is taken at each stage (khk-th or
kMk-th, see (i) above), yields the equality d̂({1} ×K) = dw({1} ×K).
Chebyshev constants are also related. (For convenience of notation, let us simply
write K for {1} ×K in what follows.) Given θ ∈ Σ, i.e., θ = (θ0, . . . , θn−1) with
θj > 0 and
∑
θj = 1, we have
(5.5) τ̂(K, θ) = Tw(K, θ′)
where we interpret the right-hand side in v coordinates, in which w = w(v) and
θ′ = (θ0, . . . , θn−2).†† As θ varies over Σ◦, θ′ varies over the projection of these
††Since the Okounkov body is constructed with reference to local coordinates, Theorem 4.11
only applies directly to the v-coordinate setting.
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points to the first n− 1 coordinates, which fills the interior of the region S in Rn−1
given by θ0 + · · · + θn−2 ≤ 1, θj ≥ 0. Now dθ′, the volume in Rn−1, is the push
forward of dθ (the n− 1-dimensional volume in the plane containing Σ), scaled by
a factor of vol(Σ)/vol(S). Hence
1
vol(Σ)
∫
Σ◦
τ̂(K, θ)dθ =
1
vol(S)
∫
S◦
Tw(K, θ′)dθ′.
Since S is the Okounkov body of Cn−1, Theorem 5.3 is just Theorem 4.11 under a
change of variable.
5.2. Transfinite diameter. Theorem 5.2 is slightly different, but closely related.
We describe its precise relationship to Theorem 4.11 in what follows. We will work
with a compact set K ⊂ Cn−1 (with variables z1, . . . , zn−1) and reuse the material
above, relating K to {1}×K ⊂ Cn. In particular, z0 denotes the additional variable,
and v-coordinates are defined as in (5.4). It is easy to see that d(K) is related to
d̂({1} ×K): we have
V DMH(ζ1, . . . , ζMk) = V DME,k(ζ
′
1, . . . , ζ
′
Mk
)
where Mk is counted with respect to C[z1, . . . , zn−1] (and therefore coincides with
‘hk for C[z0, . . . , zn−1]’), and we use the notation Cn 3 ζj = (1, ζ ′j) ∈ C× Cn−1.
We saw previously that d̂({1} ×K) = dw(K), but d(K) in Theorem 5.2 takes a
slightly different root at each step k, which affects the normalization. We omit the
calculation of the relevant limit.
Proposition 5.5. We have lim
k→∞
Lk
kMk
=
n− 1
n
, where Lk is as in (5.3). Hence
dw(K) = d̂({1} ×K) = d(K)(n−1)/n,
where the above quantities are from Theorems 4.11, 5.3 and 5.2 respectively. 
We now turn to the integral formulas. Suppose θ ∈ S◦, and consider the con-
stants Tw(K, θ) defined as on the right-hand side of (5.5). These constants (associ-
ated to v-coordinates) transform to constants T (K, θ˜) associated to z-coordinates,
with parameters related by
(5.6) S◦ 3 θ = (θ0, . . . , θn−2) ⇐⇒ (θ1, . . . , θn−1) = θ˜ ∈ S˜◦,
whenever θ0 + · · ·+ θn−1 = 1.‡‡ The constants T (K, θ˜) satisfy the following homo-
geneity property.
Lemma 5.6. Let θ ∈ S˜◦. Then for all t ∈ [0, 1],
log T (K, tθ) = t log T (K, θ).
Moreover, if rθ = ϕ ∈ Σ◦ for some r > 1 then
r log T (K, θ) = log τ(K,ϕ)
where τ(K,ϕ) is the directional Chebyshev constant given by (5.2).
Proof. Fix a positive integer k, and a positive integer j < Mk. Define the Ok-
ounkov body with respect to v-coordinates as above, and let w be the correspond-
ing weight. Let p be a Chebyshev polynomial such that Twk (K,α(j))
k = ‖wkp‖K .
In z-coordinates, the weight becomes trivial and the sup translates to a sup over
quantities of the form ‖p‖K ,which we will denote by Tk(K, α˜(j))k. (The exponent
α˜(j) is such that zα˜(j) corresponds to vα(j).) It is easy to see that p must be a
‡‡We will write S˜ for the standard triangle associated to z-coordinates (and write S˜◦ for its
interior) but use the same labels K, p for sets and polynomials.
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Chebyshev polynomial of degree s = |α˜(j)| (i.e., one that attains the inf in (5.2)
for τj(K) = τα˜(j)(K)), and so
(5.7) τj(K)
s = Tk(K, α˜(j))
k.
Suppose, for some rational number
aj
bj
∈ (0, 1), that the (n − 1)-tuple ajbj α˜(j) has
integer entries (i.e. bj divides all components). Then
aj
bj
α˜(j) = α˜(j′) for some
j′ < j. It is easy to see that |α˜(j)| = s implies |α˜(j′)| = ajbj s. Similar to (5.7), one
also has
(5.8) τj′(K)
aj
bj
s
= Tk(K,
aj
bj
α˜(j))k.
Equations (5.7) and (5.8) yield the lemma after some analysis. Precisely, take
sequences of positive integers aj , bj such that bj →∞ and aj/bj → t ∈ (0, 1). Then
take a sequence of exponents αj such that bj divides each component of αj , and a
sequence of integers kj > |αj | =: sj such that αj/kj → θ ∈ S◦. Let βj := ajbj αj ;
then βj/kj → tθ where βj = ajbj αj .
Define ϕ := limj→∞ αj/|αj |. Then ϕ = rθ ∈ Σ, where r = limj→∞ kj/sj . For
the same reason, ϕ = limj→∞ βj/|βj | also holds, and as j →∞,
Tkj (K,β(j))
(bjkj)/(ajsj) = τβj (K)→ τ(K,ϕ), and(5.9)
Tkj (K,α(j))
kj/sj = ταj (K)→ τ(K,ϕ).(5.10)
Now note that as j →∞ we also have Twkj (K,β(j))(bjkj)/(ajsj) → Tw(K, tθ)r/t and
Twkj (K,α(j))
kj/sj → T (K, θ)r on the left-hand sides. By (5.9) and (5.10) we may
equate all of the asymptotic quantities and take logs. Both statements of the lemma
follow immediately. 
Using the above lemma, we can directly relate the integrals of Theorems 4.11
and 5.2. First, we transform the integral in Theorem 4.11 to z-coordinates:
1
vol(S)
∫
S◦
log Tw(K, θ) dθ =
1
vol(S˜)
∫
S˜◦
log T (K, θ˜) dθ˜.
Now observe that S˜ can be expressed as the union S˜ =
⋃
t∈[0,1] tΣ where Σ ∈ Rn−1
is the (n− 2)-dimensional simplex defined as in (5.1). Using the map
(0, 1)× Σ◦ 3 (t, θ′) 7→ tθ′ = θ˜ ∈ S˜◦,
we see that the volume element dθ˜ on S˜◦ may be decomposed as tn−2dθ′dt. Con-
tinuing, we have
1
vol(S˜)
∫
S˜◦
log T (K, θ˜) dθ˜ =
1
vol(S˜)
∫ 1
0
∫
Σ◦
log T (K, tθ′)tn−2dθ′dt
=
1
vol(S˜)
∫ 1
0
∫
Σ◦
log τ(K, θ′)tn−1dθ′
=
1
vol(S˜)
∫ 1
0
tn−1dt
∫
Σ◦
log τ(K, θ′)dθ′
=
1
nvol(S˜)
∫
Σ◦
log τ(K, θ′)dθ′,(5.11)
where we use the previous lemma. We compute vol(S˜) using the same decomposi-
tion:
vol(S˜) =
∫ 1
0
vol(tΣ)dt =
∫ 1
0
tn−2vol(Σ)dt =
1
n− 1vol(Σ).
26 SIONE MA‘U
Finally, substitute the above expression for vol(S˜) into (5.11). Altogether, we have
1
vol(S)
∫
S◦
Tw(K, θ)dθ =
(
n− 1
n
)
1
vol(Σ)
∫
Σ◦
τ(K, θ′)dθ′.
Observe that the normalization agrees with Proposition 5.5.
6. Further properties
In this section, we study further properties of Chebyshev constants and associ-
ated notions. Specific results will be given on the complexified sphere. More general
results will be the subject of future research.
6.1. General collections of polynomials. We want to reuse the methods of
Theorem 4.11 in a more general context, so let us extract the essential ingredients
required for the proof. The Vandermonde determinant used in the limiting process
is defined in terms of a collection of polynomials E = {ej}∞j=1 with some additional
structure related to a grading with respect to multiplication: E = ⋃∞k=0 Ek with
E0 ⊂ E1 ⊂ · · · , and EkEl = {pq : p ∈ Ek, q ∈ El} is contained in the span of Ek+l
for each pair of non-negative integers k, l. The structure associated to this grading
allows us to compute the Okounkov body and associated Chebyshev constants, and
consists of the following things.
(1) There is a function ν : span(E) → Nm0 which is one-to-one on E , and
an associated convex body given as follows. Let Nk = {ν(ej)}Mkj=1 where
Ek = {e1, . . . , eMk}. Then let ∆E,k be the convex hull of 1kNk and let ∆E
be the convex hull of
⋃
k ∆E,k.
(2) For each k ∈ N and α ∈ Nk there is a class of polynomials M(k, α) ⊂
span(Ek) such that ej ∈ M(k, α) if ν(ej) = α. These classes satisfy the
properties
M(k, α) + p ⊆M(k, α) if p ∈ span(Ek) and ν(p) ≺ α,
M(k1, α1)M(k2, α2) ⊆M(k1 + k2, α1 + α2).
(3) The discrete measure 1Mk
∑
α∈Nk δα/k converges weak-
∗ to 1
vol(∆E)
dθ, where
dθ is the usual volume measure on Rm restricted to ∆E .
In addition, there is a weighted polynomial evaluation with respect to some admis-
sible weight w : K → C, with
p(z)w,kq(z)w,l = (pq)(z)w,k+l.
With these properties, one can then construct, for α ∈ Nk,
Tk(K,α) := inf{‖p‖K,w,k : p ∈M(α, k)}1/k
(we suppress the dependence on w here and in what follows), as well as the function
on the interior of the convex body, T : ∆◦E → [0,∞) given by
T (K, θ) := lim
k→∞
α/k→θ
Tk(K,α).
Then defining
dE,k(K) := sup
{|V DME,k(ζ1, . . . , ζMk)|1/(kMk) : {ζ1, . . . , ζMk} ⊂ K}
as in Definition 4.9, we have
(6.1) dE(K) = exp
(
1
vol(∆E)
∫
∆◦E
log T (K, θ)dθ
)
.
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Remark 6.1. The main point is that such a formula arises for any collection E
of polynomials with the type of structure given above; for example, the basis of a
graded subalgebra of C[V ]. (In the complex geometric setting, Okounkov bodies
associated to subalgebras of global sections have been studied e.g., in [9].)
6.2. Monomials on the sphere. Consider again the complexified sphere V ⊂ C3
given by (3.1)which is spanned by monomials of the form zα11 z
α2
2 z
α3
3 with α1, α2 ∈
N0 and α3 ∈ {0, 1}. Let E denotes the subcollection of monomials of the form
zα11 z
α2
2 that span C[z1, z2] ⊆ C[V ]; as usual, for α = (α1, α2), write zα := zα11 zα22 ,
and order the monomials by grevlex. We treat them as in the classical theory:
(1) let Mk denote the number of monomials in E of degree ≤ k;
(2) let ν : C[z1, z2] → N20 return the leading exponent of a polynomial (with
respect to grevlex);
(3) letM(α, k) ⊂ C[z1, z2]≤k denote the class of monic polynomials of the form
zα + (lower terms wrt grevlex);
(4) and let V DM(ζ1, . . . , ζMk) denote the Vandermonde determinant associ-
ated to E with the standard polynomial evaluation at affine points.
Define Chebyshev constants and transfinite diameter:
TE,k(K,α) := inf{‖p‖K : p ∈M(k, α)}1/k, and
dE,k(K) := sup{|V DM(ζ1, . . . , ζMk)|1/(kMk) : ζj ∈ K ∀ j}.
The Okounkov body ∆E associated to E is the standard triangle,
∆E = S = {θ = (θ1, θ2) ∈ R2 : θ1, θ2 ≥ 0, θ1 + θ2 ≤ 1}.
The limits
dE(K) := lim
k→∞
dE,k(K) and TE(K, θ) := lim
k→∞
α/k→θ
TE,k(K,α)
exist (for all θ ∈ S◦ in the latter), and
(6.2) dE(K) = exp
(
1
vol(S)
∫
S◦
log TE(K, θ) dθ
)
.
Observe that E (and hence C[z1, z2]) cannot distinguish between points with
different z3-coordinates: if pi : V → C2 is the projection (z1, z2, z3) 7→ (z1, z2), then
for all ej ∈ E , we have ej(ζ) = ej(η) whenever pi(ζ) = pi(η). As an immediate
consequence, for any collections {ζ1, . . . , ζMk} and {η1, . . . , ηMk} of points of V ,
(6.3) V DM(ζ1, . . . , ζMk) = V DM(η1, . . . , ηMk) whenever ηj ∈ pi−1({pi(ζj)}).
Proposition 6.2. Let K ⊂ V be compact. Then
dE(K) = dE(pi−1(pi(K))) = d(pi(K))2,
where d(·) denotes the classical transfinite diameter in C2.
Proof. The first equality follows immediately by applying a standard limiting ar-
gument to (6.3). For the second, we view E as the standard monomial basis for
C[z1, z2], and hence V DM(·) is the same Vandermonde determinant that gives
the classical transfinite diameter. The exponent of 2 comes from taking a (kMk)-
th (rather than an Lk-th) root in the limiting process (see Proposition 5.5 with
n = 2). 
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6.3. Relations between Chebyshev constants. Consider the complexified sphere
V(z21 + z
2
2 + z
2
3 − 1) given projectively by Z21 + Z22 + Z23 = Z20 . Consider local co-
ordinates v = (v0, v1) about the point
[Z0 : Z1 : Z2 : Z3] = [v0 : v1 : 1 : v3] = [0 : 0 : 1 : i] ∈ P3,
and let ∆ be the Okounkov body calculated in these coordinates. In these coordi-
nates, V = V(v21 + 1 + v
2
3 − v20), and one can calculate that ∆ is again the triangle
given by Proposition 3.13. As a result of Theorem 4.11, the integral formula
(6.4) dw(K) = exp
(
1
vol(∆)
∫
∆◦
log Tw(K, θ)dθ
)
holds, where w is a weight on a compact subset K of {Z0, Z2 6= 0}.We will show
how the integrands in (6.2) and (6.4) are related in a particular case.
First, we will transform (6.2) to v-coordinates. Similar to the previous section,
we use v1 = z1/z2, v0 = 1/z2, v3 = z3/z2, and polynomial evaluation is related by
vk0p(v0, v1) = p(z1, z2).
Let us use tilded quantities (E˜ , θ˜, etc.) to denote the v-coordinate versions of
the quantities in (6.2), and use the same θ˜ variable in equation (6.4); then S˜ ⊂ ∆.
With the weight w(v) = v0, (6.2) and (6.4) become
dwE˜ (K) = exp
(
1
vol(S˜)
∫
S˜◦
log TwE˜ (K, θ˜) dθ˜
)
,(6.5)
dw(K) = exp
(
1
vol(∆)
∫
∆◦
log Tw(K, θ˜) dθ˜
)
.(6.6)
Figure 3 shows the relation between the different convex bodies and parameters.
Definition 6.3. Let A(r1, r2) be the annulus {ζ ∈ C : r1 < |ζ| < r2}, with
r1 < 1 < r2, and let U be an open subset of V . Suppose there exists a holomorphic
map
A(r1, r2)× U 3 (ζ, v) 7→ ζ ∗ v ∈ V
such that ζ ∗ (η ∗ v) = (ζη) ∗ v whenever v, η ∗ v ∈ U and ζ, η, ζη ∈ A(r1, r2). The
map ∗ is called a local circle action on U , and K ⊂ U is locally circled under ∗ if it
is invariant under the restriction of the action to the unit circle:
eiθ ∗ v ∈ K if and only if v ∈ K, for all θ ∈ R (i.e. eiθ ∗K = K).
A local circle action on a hypersurface V ⊂ C3 arises naturally as follows.
Locally (say in an open set U), V is a graph over the v0, v1 variables; let us
write v3 = υ3(v0, v1) for some holomorphic function υ3. Scalar multiplication
ζ(v0, v1) = (ζv0, ζv1) lifts to a map
(6.7) ζ ∗ (v1, v2, v3) := (ζv1, ζv2, υ3(ζv1, ζv2))
which satisfies the above definition, as long as υ3 extends to a well-defined holomor-
phic function on some neighbourhood of a set of the form {eiθw : θ ∈ R}, for some
w ∈ pi(U) (here pi denotes projection onto the (v0, v1) variables). This holds, for
example, if υ3 has a Laurent series expansion at w, υ3(w0, w1) =
∑∞
i,j=−∞ cijw
i
0w
j
1.
In particular, when V is the sphere, let r < 1 and consider
Wr = {(v0, v1) ∈ C2 : |v0|, |v1| ≤ r}.
In v-coordinates, we have υ3(v0, v1) = (v
2
0 − v21 − 1)1/2. Then ζ ∗ v given by (6.7)
is a local circle action defined on
W˜r = {(v0, v1, υ3(v0, v1)) : (v0, v1) ∈Wr}.
Let us see how a locally circled set can be generated in affine coordinates.
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Figure 3. Relations between the convex bodies. S is constructed
from monomials in affine coordinates, and S˜ ⊂ ∆ from monomials
in v-coordinates. The parameters are related by projection: we
have θ = (θ1, θ2) and θ˜ = (θ0, θ1) where (θ0, θ1, θ2) is a point in
the simplex θ0 + θ1 + θ2 = 1, θj > 0 ∀j.
Lemma 6.4. Let K ⊂ W˜r ⊂ V be a compact, locally circled set under the action ∗
on the sphere. Using ∗, one can generate K from a smaller set K ′ ⊂ C× [0,∞) as
follows:
K = {eiθ ∗ (z1, z2, z3) ∈ W˜r : z1 = w, z2 = r, (w, r) ∈ K ′}.
Proof. Fix v ∈ K, which we will write as z ∈ K in affine coordinates. We compute
the holomorphic function z(ζ) = (z1(ζ), z2(ζ), z3(ζ)) given by the transformation
ζ 7→ ζ ∗ v:
z1(ζ) =
ζv1
ζv0
=
v1
v0
= z1, z2(ζ) =
1
ζv0
= 1ζ z2,
and this determines z3(ζ) by lifting to W˜r. Since e
iθ ∗v ∈ K for all θ, we can choose
θv such that z2(e
iθv ) = e−iθvz2 ∈ [0,∞).
We now vary v and put I = {r = z2(eiθv ) : v ∈ K} ⊂ [0,∞). Then
K ′ := {(w, r) ∈ C× I : (w, r, z3) ∈ K for some z3 ∈ C}
is the desired set. 
This is a rotation about the origin in the z2-plane, lifted to the variety.
We return back to v-coordinates to relate Chebyshev constants. The notation
in the following proposition is as in (6.5) and (6.6) above, with the weight given by
w(v0, v1) = v0.
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Proposition 6.5. Let r ∈ (0, 1), and suppose K ⊂ W˜r ⊂ V is locally circled under
∗. Then
TwE˜ (K, θ˜) = T
w(K, θ˜)
for all θ˜ ∈ S˜ ⊂ ∆.
Proof. By definition, it is sufficient to show that for any α ∈ N with |α| ≤ k,
inf{‖p‖K,w : p ∈ C[v0, v1], tt(p) = vα} = inf{‖p‖K,w : p ∈ C[V ], tt(p) = vα},
or more compactly, TwE,k(K,α) = T
w
k (K,α). Note that any p ∈ C[v0, v1]≤k is also a
polynomial in C[V ]≤k with no term involving v3, so the inf on the right-hand side
is over a larger collection. Hence TwE,k(K,α) ≥ Twk (K,α).
To prove the reverse inequality, fix k ∈ N and α ∈ N20 with |α| ≤ k (i.e., α/k ∈ S˜).
Let p ∈ C[V ]≤k with tt(p) = vα, and for the moment, let v = (v0, v1) be fixed in
K. Define ψ(ζ) := p(ζ ∗v)w,k; then ψ is holomorphic on a neighborhood of the unit
circle, as can be seen by writing it out in a series expansion:
ψ(ζ) = p(ζ ∗ v)w,k = ζkvk0
∞∑
j=0
∑
|β|=j
cβ(ζv0)
β0(ζv1)
β1
=
∞∑
j=0
(∑
|β|=j
cβv
β0+k
0 v
β1
1
)
ζj+k.
Since K is locally circled, ζ ∗ v ∈ K for all |ζ| = 1, so that |p(ζ ∗ v)| ≤ ‖p‖K .
Plugging this into the Cauchy integral formula for the coefficient of ζj+k, we have
(6.8)
∣∣∣∣∣∣
∑
|β|=j
cβv
β0+k
0 v
β1
1
∣∣∣∣∣∣ =
∣∣∣∣∣ 12pii
∫
|ζ|=1
p(ζ ∗ v)
ζj+k+1
dζ
∣∣∣∣∣ ≤ ‖p‖K , ∀ j ∈ N.
In particular, this is true when j = |α| ≤ k. Since v was an arbitrary point of K,
let us now treat it as a variable and define the polynomial
p˜(v) :=
∑
|β|=|α|
cβv
β0
0 v
β1
1 ∈ C[v1, v2]≤k.
Clearly, by construction tt(p˜) = vα, and by (6.8), ‖p˜‖K,w,k ≤ ‖p‖K,w,k. Hence
TwE,k(K,α) ≤ ‖p˜‖K,w,k ≤ ‖p‖K,w,k
and since p ∈ C[V ]≤k was an arbitrary polynomial with tt(p) = vα, we can take
the inf over all such polynomials to obtain TwE,k(K,α) ≤ Twk (K,α). 
Remark 6.6. The notion of a locally circled set is adapted from the notion of a
circled set in Cn. Recall that a compact set K ⊂ Cn is circled if eiθz ∈ K whenever
z ∈ K. For such sets, the Chebyshev constants and homogeneous Chebyshev
constants (of Theorems 5.2 and 5.3 respectively) are equal. The proof is essentially
the same as that of the above proposition.
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