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Behavioral/Cognitive
Phase of Spontaneous Slow Oscillations during Sleep
Influences Memory-Related Processing of Auditory Cues
Laura J. Batterink, Jessica D. Creery, and XKen A. Paller
Northwestern University, Evanston, Illinois 60208-2710
Slow oscillations during slow-wave sleep (SWS) may facilitate memory consolidation by regulating interactions between hippocampal
and cortical networks. Slow oscillations appear as high-amplitude, synchronized EEG activity, corresponding to upstates of neuronal
depolarization anddownstates of hyperpolarization.Memory reactivations occur spontaneously during SWS, and can also be inducedby
presenting learning-related cues associated with a prior learning episode during sleep. This technique, targeted memory reactivation
(TMR), selectively enhances memory consolidation. Given that memory reactivation is thought to occur preferentially during the
slow-oscillation upstate, we hypothesized that TMR stimulation effects would depend on the phase of the slow oscillation. Participants
learnedarbitrary spatial locations forobjects thatwere eachpairedwitha characteristic sound (eg, cat–meow).Then, duringSWSperiods
of an afternoonnap, one-half of the soundswere presented at low intensity.Whenobject locationmemorywas subsequently tested, recall
accuracy was significantly better for those objects cued during sleep. We report here for the first time that this memory benefit was
predicted by slow-wave phase at the time of stimulation. For cued objects, location memories were categorized according to amount of
forgetting from pre- to post-nap. Conditions of high versus low forgetting corresponded to stimulation timing at different slow-
oscillation phases, suggesting that learning-related stimuli weremore likely to be processed and triggermemory reactivation when they
occurred at the optimal phase of a slowoscillation. These findings provide insight intomechanisms ofmemory reactivation during sleep,
supporting the idea that reactivation is most likely during cortical upstates.
Key words: memory consolidation; memory reactivation; phase; slow oscillation; slow-wave sleep
Introduction
Sleep, particularly slow-wave sleep (SWS), is known to play an im-
portant role inmemoryconsolidation.According to two-stagemod-
els of memory consolidation (eg, Marr, 1971; Alvarez and Squire,
1994;McClelland et al., 1995; Frankland andBontempi, 2005), dur-
ing wake new information is initially encoded in parallel into both a
fast-learning temporary store, namely the hippocampus, as well as a
slower-learning, long-term store, namely the neocortex. In subse-
quent offline periods, newly encoded memory traces are spontane-
ously and repeatedly reactivated (Sutherland and McNaughton,
2000; cf. O’Neill et al., 2010). These reactivations drive the gradual
transformationofnewly encoded information stored in cortical net-
works, such that memory representations become relatively more
dependent upon the cortex and less dependent upon the hippocam-
pus.Memory reactivationunderlying reorganizationandconsolida-
tion canoccur duringwake, but is especially prominent during SWS
(Wilson andMcNaughton, 1994; Lee andWilson, 2002; Ji andWil-
son, 2007).
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Significance Statement
Slow-wave sleep (SWS) is characterized by synchronized neural activity alternating between active upstates andquiet downstates.
The slow-oscillationupstates are thought toprovide awindowofopportunity formemory consolidation, particularly conducive to
cortical plasticity. Recent evidence shows that sensory cues associated with previous learning can be delivered subtly during
SWS to selectively enhance memory consolidation. Our results demonstrate that this behavioral benefit is predicted by slow-
oscillation phase at stimulus presentation time. Cues associated with high versus low forgetting based on analysis of subsequent
recall performance were delivered at opposite slow-oscillation phases. These results provide evidence of an optimal slow-
oscillation phase for memory consolidation during sleep, supporting the idea that memory processing occurs preferentially
during cortical upstates.
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SWS is characterized by slow oscillations, which appear as
high amplitude, synchronized EEG activity, occurring in humans
at a typical frequency of0.8Hz (Achermann andBorbe´ly, 1997;
Mo¨lle et al., 2002; Born and Wilhelm, 2012). Slow oscillations
originate in the neocortex and regulate the dialogue between the
neocortex and hippocampus thought to underlie memory con-
solidation. Slow oscillations synchronize neuronal activity into
upstates of depolarization, associated with widespread excitabil-
ity and increased neuronal firing, and downstates of hyperpolar-
ization, corresponding to periods of neuronal quiescence. The
up-phase coincides with two additional physiological signals: (1)
sharp wave-ripples generated by the hippocampus, associated
with reactivations of newly encoded hippocampal memory rep-
resentations, and (2) 10–15 Hz spindles generated by thalamo-
cortical networks (Diekelmann and Born, 2010; Mo¨lle and Born,
2011). By synchronizing these mechanisms, the slow-oscillation
up-phase drives the formation of spindle-ripple events, in which
sharp wave-ripples are nested in spindle troughs. These spindle-
ripple events are thought to mediate the gradual integration of
reactivated information from newly acquired memories into
neocortex. With this mechanism, memory-related information
from the hippocampus arrives at the cortex, while cortical net-
works are in the depolarized upstate and in conjunction with
spindles, promoting synaptic plasticity (Siapas andWilson, 1998;
Sirota et al., 2003; cf. Mo¨lle and Born, 2011).
Reactivation during sleep can also be induced by covertly pre-
senting memory cues associated with a prior learning episode.
This technique, targeted memory reactivation (TMR), can en-
hance consolidation of declarative and nondeclarative memories
(Oudiette and Paller, 2013). In one study, odor re-exposure dur-
ing SWS, when that odor was present during object-location
learning, improved subsequent memory for object locations and
elicited hippocampal activation (Rasch et al., 2007). In another
study, participants were trained on an object–location associa-
tion task in which individual objects were paired with character-
istic sounds (eg, cat–meow). Presenting these auditory cues
during SWS selectively strengthened individual memories (Ru-
doy et al., 2009). However, it is unknown whether the phase of
slow oscillationsmodulates these effects. Such a finding would be
consistent with the idea that slow-oscillation upstates present
windows of opportunity for memory consolidation.
In the present study, we used TMR methods to test the hy-
pothesis that memory reactivation occurs differentially as a func-
tion of slow-oscillation phase. Participants learned the locations
of 50 unique object images, each paired with a characteristic
sound, before taking an afternoon nap. During the nap, some of
the sounds were covertly presented, presumable triggering reac-
tivation of the associated item memories. Participants were then
retested on the item-location associations upon awakening. We
hypothesized that learning-related cues would preferentially
strengthen associatedmemories when their processing coincided
with the beginning of the slow-oscillation upstate.
Materials andMethods
Participants. A total of 22 participants (13 female) contributed data to
this study. Data were originally collected as part of two previous TMR
studies (Rudoy et al., 2009; Creery et al., 2015). Data from these two
studies used very similar stimuli, tasks, and learning procedures. Data
were combined and reanalyzed in the present study to examine specific
hypotheses related to phase angle. Individual item cues were coded dur-
ing the experiment for only a subset of participants described byCreery et
al. (2015), such that only 10 of the 20 original participants could be
included in the present study. The combined group of 12 participants
from the first experiment and 10 participants from the second experi-
ment were between 19 and 24 years old, were neurologically normal, and
did not have any known sleep disorders. They were asked to abstain from
caffeine on the day of the experiment.
Task. The learning task required participants to memorize the spatial
locations of 50 unique object images on a 1000 800 pixel grid (35.7
28.6 cm). At the start of the learning phase, participants were presented
with each object once in its correct location. The center of each object was
indicated by a red dot. Each object was presented at a screen location
randomly determined for each object and each participant. A grid back-
ground was provided as reference, but objects could appear anywhere on
the screen. Each object was paired with a characteristic sound, presented
at stimulus onset (eg, cat with meow and kettle with whistle). Objects
(5.3  5.3 cm) appeared for 3000 ms with a 1000 ms interstimulus
interval. The duration of each sound was 500 ms.
In the second phase of learning, each object appeared at the center of
the screen, accompanied by its corresponding sound. Participants were
asked tomove the object to the correct location using a computermouse.
The object was then displayed in its correct location, providing feedback.
Participants completed several rounds of testing with objects presented
in random order. After two rounds, objects were included in subsequent
rounds of testing only if the learning criterion had not been successfully
met. The learning criterion required participants to place the object 5.3
cm (150 pixels) from the correct location on two consecutive rounds.
The second phase concluded when all objects met the learning criterion
(mean number of repetitions per item: 3.25, range 2.14–4.56).
After learning was complete, participants were tested on each object
using the same procedure as described above but without feedback, pro-
viding a baseline, pre-napmeasurement ofmemory. For each item, error
was computed, in pixels, as the distance between the item’s actual loca-
tion and the location selected by the participant. The same test was also
administered at the end of the experimental session, providing a post-
nap measurement of memory. Our main dependent measure was com-
puted by subtracting pre-nap error from post-nap error for each object.
This subtraction yields a pre- to post-napmemory changemeasure, with
higher positive values indicating more forgetting, and negative values
indicating improvement in accuracy from pre- to post-nap.
Procedure. Participants arrived at the laboratory between 11:00 A.M.
and 3:00 P.M.After informed consentwas obtained, the session consisted
of six main phases, as follows: the learning task, the pre-nap test, a10
min break, EEG setup, the nap period, a second short break, and the
post-nap test. The protocol was altered for participants run by Creery et
al. (2015) in that the pre-nap test was administered after EEG setup
rather than immediately after the learning task.
When itwas time for the nap, participants reclined in a quiet, darkened
room. Background white noise was presented at37 dB(A) sound pres-
sure level, measured from where participants’ heads were located. After
EEG indications of SWSwere observed, sound cueswere presented for 25
of the 50 objects at the same intensity as the background noise. The 25
selected sound cues were intermixed with 25 instances of a baseline
sound not heard before (a guitar strum). One sound was played every
4.9 s, yielding a stimulation period slightly4 min. Each sound cue was
presented only once. The 25 sound cues presented during the nap were
selected such that pre-nap recall accuracy was matched for cued and
uncued objects for each participant. Items were ranked as a function of
pre-nap recall accuracy, and divided into two lists (odd and even items).
The list to be cued was then randomly selected by a computer algorithm.
We verified that there was no significant difference in pre-nap recall
accuracy between the cued and uncued items (uncued pre-nap error 
75.98 pixels, 4.83 SEM; cued pre-nap error  74.16 pixels, 3.73 SEM,
t(20) 0.68, p 0.50).
The nap period ended when participants woke naturally after 60–90
min had elapsed; participants still asleep after 90 min were awakened.
After a further 10mindelay, spatial recall was tested as in the pre-nap test.
Finally, participants were debriefed about the sound cues presented dur-
ing their naps, after first being asked whether they thought any sounds
had been played while they slept. As part of this debriefing, participants
completed a forced-choice task in which all 50 object images were dis-
played with their corresponding sounds. Participants were required to
guess whether each sound had been presented during their nap.
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EEG acquisition and analysis. EEGwas recorded from 21 tin electrodes
mounted in an elastic cap, along with two electrooculogram channels
and one chin electromyogram channel. EEG was acquired at a sampling
rate of 250 Hz, amplified with a bandpass of 0.1–100 Hz. EEG analyses
were performed using EEGLAB (Delorme andMakeig, 2004). EEG chan-
nels were re-referenced off-line to averaged mastoids. Data from noisy
electrodes were interpolated when necessary using the spherical interpo-
lation method in EEGLAB. Off-line sleep scoring was conducted using
standard criteria by a rater who was blind to when sounds were
presented.
For phase analyses, data were initially bandpass filtered from 0.5 to 30
Hz. EEG data epochs were then extracted from1000ms before to 1500
ms after sound cue onset. All EEG epochs were visually inspected for
possible artifacts; however, no artifacts were detected in any epoch, yield-
ing a total of 25 epochs per participant.
Phase angle and power for individual trials was computed using a
continuousMorletwavelet transformation of single-trial data from0.5 to
30Hz, using the newtimef function of EEGLAB.Wavelet transformations
were computed in 0.5Hz stepswith 0.5 cycles at the lowest frequency (0.5
Hz) and increasing by a scaling factor of 0.5, reaching 15 cycles at the
highest frequency (30 Hz). This approach was selected to optimize the
tradeoff between temporal resolution at lower frequencies and frequency
resolution at high frequencies (Delorme and Makeig, 2004). For each
trial, this computation yields a complex number at each time and fre-
quency point that represents both the amplitude and phase angle of the
signal.
First, we empirically evaluated our hypothesis that sound cues linked
with high versus low forgetting were associated with opposite phases of
spontaneous EEG oscillations in the delta band (0.5–4 Hz) at the end of
the prestimulus interval. This hypothesis was tested by computing a
phase bifurcation index (), which is ameasure of the difference in phase
angle between two conditions (Busch et al., 2009). As described by Busch
et al. (2009), is a powerful and sensitivemethod for testingwhether two
conditions show significantly different phase distributions from one an-
other. The value for provides an unbiased estimate of phase differences
between two conditions (i.e., high forgetting vs low forgetting) for an
unrestricted number of time and frequency samples. This analysis al-
lowed us to investigate whether memory-related phase effects were max-
imal within our predicted time (end of prestimulus interval) and
frequency range (0.5–4 Hz), as well as the specificity of any such effects.
The phase bifurcation index  requires comparing between two dis-
crete conditions. Thus, for each participant, the 25 cued trials were di-
vided bymedian split according to their pre- to post-nap spatial-memory
change scores, yielding 12 trials associated with relatively high forgetting
and 12 trials associated with relatively low forgetting. Trials with high
forgetting and low forgetting from all participants were pooled sepa-
rately, resulting in a total of 264 trials per condition. The median (i.e.,
13 th) trial was excluded from median-split analyses. Note that median
splits involve converting a continuous variable into a categorical one,
resulting in some loss of sensitivity and power. Nonetheless, this median
split approach ensured an equal number of trials in each condition,
which is important given the overall low number of trials available for
analysis (25 per participant), and provided a broad test of whether there
are systematic phase differences between presented cues as a function of
later memory.
As described by Busch et al. (2009),  is computed by comparing the
intertrial coherence (ITC) within each condition against the ITC across
conditions. ITC provides an index of phase synchronization or phase
locking across trials relative to time-locking events. The  computation
assumes that the distribution of phases across the whole set of trials
should be random, whereas—if there are differences in phases between
conditions—the phase distribution within conditions should exhibit
stronger phase concentrations. When two conditions are phase-locked,
but at opposite phase angles,  is positive. When only one condition
exhibits phase locking,  is negative. If the phase distribution for both
conditions is random(neither one exhibiting phase locking), or if the two
conditions are phase-locked at the same phase angle,  is close to zero.
The upper bound of  is 1, indicating perfect phase locking in both
conditions (ITC 1) but at exactly opposite phases (Busch et al., 2009).
Based on the phase information for each individual trial, we computed
ITCwithin each condition (high forgetting, low forgetting) and across all
trials. Using the formula provided by Busch et al. (2009), we then com-
puted  for each time and frequency sample, averaged across all 21 scalp
electrodes as follows:
t,f (ITCcondition1(t,f) ITCall(t,f)) (ITCcondition2(t,f) ITCall(t,f))
Because our hypotheses focus specifically on frequencies in the delta
band (4 Hz), for increased visibility we plot results for the restricted
frequency range from 0.5 to 10 Hz, including the time interval from
440 to 800 ms after stimulus onset.
We then statistically evaluated the significance of  at each time and
frequency point using a resampling test with 1000 iterations. For each
iteration, two sets of trials (i.e., “pseudo-high-forgetting” and “pseudo-
low-forgetting”) were drawn randomly from the overall pool of 528 trials
(excluding the median trial for each participant), and  was computed.
Next, for each time-frequency sample, a p value was computed as the
proportion of these 1000 pseudo- values that exceeded the observed .
Because we were exclusively interested in whetherwas significantly0
(and not in negative  values), we used a one-tailed test where p 0.05
was considered significant. To correct for multiple comparisons within
our time and frequency range of interest (prestimulus interval from
400 to 0 ms; 0.5–4 Hz), we used the false discovery rate (FDR) proce-
dure (pFDR 0.05; Benjamini andHochberg, 1995), with the number of
comparisons equal to the number of time and frequency samples within
this range of interest. We focused on the prestimulus interval to isolate
the effects of phase on subsequent memory processing, as poststimulus
phase differences between conditions may be at least partially driven by
physical differences among auditory stimuli that may also play a role in
memory processing.
As described above, the purpose of the  analysis was to examine
whether trials with high versus low forgetting were associated with op-
posite phase angles, and to quantify the frequency and time period over
which any such phase effects occurred. After establishing that trials with
high versus low forgetting were indeed associated with different phase
angles, we completed a second series of analyses, designed to quantify the
numerical phase angle values for optimal versus suboptimal memory
consolidation. If memory reactivations occurmost frequently during the
slow-oscillation upstate, we hypothesized that—for optimal memory
consolidation—sound cue onset should occur just before the onset of the
upstate (i.e., 270°–360°). This timing could conceivably allow the sound
cue to be fully presented and to undergo sufficient sensory processing,
such that subsequent memory-related processing would coincide with
the slow-oscillation upstate. Conversely, the suboptimal phase for sound
presentation should occur at the opposite phase angle (i.e., 90°–180°).
We tested this hypothesis by computing the phase angle for each trial
within the prestimulus time and frequency region in whichwas empir-
ically shown to be maximal (0.5–1 Hz,100 to 0 ms).
We quantified the relationship between phase and memory change in
two main ways. Our first analysis, requiring a median split approach,
examined the phase distribution of trials associated with high versus low
forgetting. Within each condition (high forgetting, low forgetting), the
complex numbers representing the amplitude and phase for each trial at
each time and frequency point were averaged across channels and across
the time and frequency dimensions within the range of interest. Phase
angle was then extracted for each trial, yielding 264 values for each con-
dition. The resulting phase distribution for items with high versus low
forgetting was plotted on a circular histogram, and pooled into six
equally spaced bins, allowing visualization of phase angles associated
with better and worse memory performance. A Kuiper test was used to
evaluate whether phases associated with high- and low-forgetting items
were significantly different within this restricted time and frequency
range.
In a second analysis, which can be considered the mirror image of the
previous analysis, we examined forgetting (change in spatial error from
pre- to post-nap) as a function of phase. This analysis allowed us to
represent change in spatial error as a continuous variable, rather than a
categorical one. Phase range was divided into four equal bins, each cor-
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responding to a quadrant of the circle map. We addressed whether ob-
jects whose corresponding sound cueswere presented during the optimal
median phase range (as revealed by the prior analysis) were associated
with significantly less pre- to post-nap forgetting compared with objects
whose sound cues were presented during the suboptimal median phase
range, and to objects that were uncued. The two contiguous angle bins
out of the original four that showed the highest ratio of trials with low
forgetting versus high forgetting were defined as “optimal.” The other
two bins were considered “suboptimal.” Planned t tests evaluated
whether the error change scores from pre- to post-nap differed for items
whose corresponding sound cues were presented during the optimal
phase versus suboptimal phase, and between suboptimal phase items and
uncued items. A one-way ANOVA linear contrast with phase bin (1–4)
as a between-groups factor was used to examine whether there was a
linear effect of phase on change in spatial error.
As an additional characterization of potential pre-stimulus phase dif-
ferences between conditions, we plotted event-related potentials (ERPs)
to sound cues associated with high versus low forgetting. ERPs were
baseline corrected to the prestimulus time interval (1000 to 0 ms). A
low-pass filter of 4 Hz was applied, allowing clearer visualization of po-
tential baseline phase differences in the slow delta band specifically. To
statistically quantify time-locked EEG differences between conditions
during the time interval before and immediately after stimulus onset,
mean amplitudes were computed from the original data (i.e., before
application of the 4 Hz filter) across a 500 ms window centered on stim-
ulus onset (250 to 250 ms). We then conducted a repeated-measures
ANOVA on mean ERP amplitudes from selected channels (F7, F3, T7,
C3, T5, P3, F8, F4, T4, C4, T6, P4), with condition (high forgetting, low
forgetting), hemisphere (left, right), anterior/posterior (anterior, mid-
dle, posterior), and laterality (lateral, medial) as within-subjects factors.
Greenhouse–Geisser corrected values are reported for factors with 2
levels.
Finally, tomore completely characterize the relationship between slow
oscillations and memory consolidation, we examined the relationship
between delta power and change in memory strength for each item from
pre- to post-nap. Power analyses paralleled those conducted for phase,
using individual items pooled across all participants. First, we plotted the
event-related spectrumof the difference between low forgetting and high
forgetting trials from 0.5 to 10 Hz and from 440 to 800 ms, averaged
across scalp channels. Effects were initially quantified using uncorrected
p values. The goal of this analysis was to examine whether there were any
significant or marginal power differences between low forgetting and
high forgetting trials, specifically in the prestimulus interval and in the
delta frequency band. Second, we computed the correlation between
slow-wave power (0.5–1 Hz,100 to 0 ms) and pre- to post-nap forget-
ting for each item, to examine whether there was a systematic relation-
ship between power and change in memory strength.
Results
Behavioral results
Pre- to post-nap change in spatial error
Our main dependent behavioral measure was the change in spa-
tial error from pre-nap to post-nap. To parallel the approach
used in our electrophysiological analyses, cued and uncued trials
were pooled across participants, yielding a total of 550 trials per
condition (cued, uncued). As shown in Figure 1, a significant
cueing effect was found, indicating that pooled cued items
showed less forgetting compared with pooled uncued items
(t(1098) 2.29, p 0.022; significant cueing effects were likewise
found in our prior studies using participant-level analyses (Ru-
doy et al., 2009; Creery et al., 2015).
Within the cued items, high- and low-forgetting categories
were determined based on a median split for each participant’s
change in recall error. High-forgetting items showed a mean de-
cline of 34.7 pixels (SEM  3.20), and low-forgetting items
showed a mean improvement of 31.1 pixels (SEM  3.85; SEM
based on pooled means, where the number of observations is
equal to the total number of trials across all participants).
Awareness of sleep cues
At debriefing, no participant reported hearing sounds during the
nap when questioned. In the forced-choice task, endorsement
rates were 40.4% (SEM  3.7%) for cued items and 38.9%
(SEM  3.9%) for uncued items. Discrimination between the
two conditions did not exceed chance (t(21) 0.62, p 0.54). In
addition, sleep staging demonstrated that participants were
asleep throughout the stimulation period, with 20 participants in
slow-wave sleep and two in Stage 2.
Phase bifurcation index ()
Consistent with our hypothesis, sound cues linked with high ver-
sus low forgetting were associated with significantly different
phase angles during the prestimulus interval within the delta fre-
quency band. Figure 2 shows  at each time and frequency sam-
pled from440 to 800ms and from 0.5 to 10Hz, averaged across
the 21 scalp electrodes. Overall,  showed the highest values
within lower frequencies and centered around stimulus onset,
from 400 to 400 ms. Regions of significance, both uncor-
rected and FDR-corrected, are indicated via contour lines on this
 plot. A statistically robust prestimulus effect surviving FDR
correction was found from340 to 0ms, and from 0.5 to 2Hz.
This result suggests that the phase of the slow oscillation at which
a sound cue is presented influencesmemory consolidation for the
associated object.
Following Busch et al. (2009), we confirmed that phases
showed a uniform distribution across all trials by recombining
high-forgetting and low-forgetting trials into a single pool and
computing a Rayleigh test on the combined trials. Phase was
computed over the time and frequency range where  was max-
imal, from 0.5 to 1 Hz and from 100 to 0 ms. The combined
phases did not show a significant deviation from uniformity (z
1.90, p 0.15). As an additional control, we also tested whether
phases in the baseline trials (i.e., the 25 guitar strums, presented
intermixed with the 25 critical sound cues) showed a uniform
distribution within the -maximal time and frequency window.
Again, we found no significant deviation from uniformity (z 
0.21, p  0.82). We thus conclude that it is safe to assume that
phases were indeed uniformly distributed in our data.
Relationship between phase angle and change in
memory performance
A circular histogram of phase angles in each condition (high
forgetting, low forgetting) averaged from 0.5 to 1 Hz and from
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Figure 1. Behavioral results showed significant cueing effect at the item level, with cued
items showing less forgetting frompre- topost-nap comparedwithuncued items. Positiveerror
scores indicatemore forgetting frompre- to post-nap. Error bars indicate SEM (based on pooled
means where the number of observations is equal to the total number of trials across all
participants).
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100 to 0 ms, where  is maximal, is shown in Figure 3A. The
plot shows that prestimulus slow-oscillation phases for items
with high forgetting versus low forgetting were not equally dis-
tributed, and that there was a tendency for the two conditions to
show opposite phase angles. The phase angle range with the high-
est proportion of items with low forgetting is centered 180°
(150°–210°), suggesting that this region corresponds to the opti-
mal phase angle for presenting stimuli during SWS. In contrast,
the phase angle range with the highest proportion of items with
high forgetting is centered 0° (330°–30°), indicating that this
region corresponds to a suboptimal phase angle. These results
provide evidence in support of our hypothesis that items with
high versus low forgetting are associated with opposite phases.
We evaluated this effect statistically using a Kuiper test. This
test indicated that phases associated with high-forgetting versus
low-forgetting items were significantly different within the time
and frequency range, where  was maximal (k  11,616, p 
0.02). To establish that this result would not be expected by
chance, we further evaluated the significance of this effect using a
resampling test with 1000 iterations. For each iteration, two
sets of trials (“pseudo-high-forgetting” and “pseudo-low-
forgetting”) were drawn randomly from the overall pool of
combined high-forgetting and low-forgetting trials, and the dif-
ference in phase distribution between these two categories was
evaluated. This resampling analysis indicated that a p value0.05
occurred5% of the time, at a rate of 4.2%. Thus, our observed
p value of 0.02 is statistically unexpected, providing further con-
firmation that items with high versus low forgetting are associ-
ated with significantly different phases.
Figure 3B displays the results of a related analysis, in which
change in spatial error from pre- to post-nap is plotted as a func-
tion of phase, divided into four equal bins. Note that in this
analysis, change in error was treated as a
continuous variable, rather than a cate-
gorical one as in the previous analysis. We
found that memory strength showed the
greatest improvement (i.e., a negative er-
ror change value) when the phase angle
fell between 180°–270° and showed the
largest decline from 270° to 360°, similar
to the general ranges implicated in our
previous analysis. Interestingly, there was
a graded, linear effect of change in spatial
error as a function of phase between these
two phase bins (linear contrast: t(546) 
2.39, p 0.017; Fig. 3B). One possible in-
terpretation of this linear effect is that the
representation of an auditory stimulus in
relevant neural circuitry may gradually
fade over time. Auditory stimuli pre-
sented immediately before the optimal
phase range may still be maintained well
enough to often elicit a reactivation event.
In contrast, for auditory stimuli presented
immediately after the optimal range, the
representation of the stimulus may have
largely degraded by the time the next up-
phase arrives, preventing reactivation
from occurring. Only sound cues pre-
sented during the optimal phase angle
quadrant (between 180° and 270°) were
associated with a significant gain in mem-
ory performance, as indicated by a nega-
tive change in error (t(122)2.00, p 0.048). For sound cues
presented during the other three phase angle quadrants, memory
performance either did not significantly change from pre- to
post-nap (p  0.39), or, for cues presented between 270° and
360°, showed a marginal decline (t(132) 1.93, p 0.056).
Finally, we compared change in error for items presented dur-
ing the optimal half of the phase range (90°–270°), items pre-
sented during the suboptimal half of the phase range (270°–90°),
and uncued items (Fig. 3C). There was no significant difference
in performance between items presented during the suboptimal
phase half and uncued items (t(840)  0.76, p  0.45), though
uncued items showed numerically worse performance. Sound
cues presented during the optimal phase half were associatedwith
significantly lower forgetting compared with sounds presented
during the suboptimal phase half (t(548) 2.14, p 0.033), and
compared with uncued sounds (t(806) 3.04, p 0.0024). These
results indicate that cues presented at an optimal phase led to
significantly greater improvements inmemory consolidation rel-
ative to cues presented at a suboptimal phase.
Event-related potentials
ERPs provide another way to investigate phase-locked EEG sig-
nals, in that two conditions systematically associated with differ-
ent phases of slow oscillations will produce different ERPs. We
thus computed ERPs for trials associated with high and low
forgetting. Consistent with our previous analyses, these ERPs re-
vealed consistent differences (Fig. 4). On average, sound cues
associated with high forgetting were presented during a time in-
terval coinciding with a positive ERP peak, whereas sound cues
associated with low forgetting were presented shortly after a neg-
ative trough. These observations were confirmed statistically.
ERP amplitudes were significantly more positive from 250 to
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that cued items with high versus low pre- to post-nap forgetting show phase locking at opposite phase angles. Positive values
were observed in the delta range (0.5– 4Hz) during the prestimulus interval (400 to 0ms) and continuing into the poststimulus
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Figure 3. Relationship between slow oscillation phase and associatedmemory performance for individual sound cues presented during sleep. A, Circular histogram of phases for each condition
(more forgetting, less forgetting) averaged from0.5 to 1Hz and from100 to 0ms, across all scalp channels. Phaseswere pooled into six bins. Each corner represents the center of each phase angle
bin (0°, 60°, 120°, 180°, 240°, and 300°). The distance of each corner from the origin represents the number of items within each phase bin that showed low (blue) and high (red) pre- to post-nap
forgetting, divided by median split on a per-subject basis and pooled across all subjects. Optimal phase is defined as the phase range showing the highest proportion of items with low forgetting
comparedwith itemswith high forgetting. Arrows indicate the approximate semicircle phase range associatedwith optimal (blue) and suboptimal (red)memory performance. The inset illustrates
the correspondence between phase angle and slow oscillation upstates and downstates. The vertical arrow indicates the approximate phase range that may be optimal for auditory cues
presentation. B, Change in spatial error from pre- to post-nap as a function of phase. Phases were pooled into four bins. This analysis suggests that the optimal phase for memory consolidation
occurs between 180° and 270°. Error bars represent SEM. C, Bar graph showing change in spatial error between cued items presented during the optimal half of the phase range (90°–270°), cued
itemspresentedduring the suboptimal half of thephase range (270°–90°), anduncued items. Itemspresentedduring theoptimal phasehalf of the circle showed significantly improvedperformance
frompre- topost-nap relative to itemspresentedduring the suboptimalphasehalf. Therewasno significantdifference inperformancebetweencued suboptimalphase itemsanduncued items. Error
bars represent SEM.
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250 ms for items with high forgetting compared with low forget-
ting (condition: F(1,21)  5.88, p  0.024). This effect was fairly
widespread, andmarginally larger over anterior electrode regions
(condition  anterior/posterior: F(2,42)  3.87, p  0.059). All
other distributional interactions did not reach statistical signifi-
cance (p values0.29).
Relationship between power and change in
memory performance
In contrast to phase results, no significant relationship was found
between slow oscillation power and pre- to post-nap forgetting.
The event-related spectrumof the difference effect between high-
forgetting and low-forgetting trials revealed no significant clus-
ters in the delta band during the prestimulus interval, even when
the uncorrected significance cluster was lowered to a more le-
nient threshold (p  0.1). Similarly, there was no significant
correlation between power from 0.5 to 1 Hz in the time interval
immediately preceding stimulus onset (100 to 0ms) andpre- to
post-nap change in error (r0.061, p 0.15). Slow oscillation
power was quite robust across all trials (mean 31.1 dB, range
23.8–38.7 dB; computed from 0.5 to 1 Hz across each epoch).
Discussion
The present results demonstrated that the phase of spontaneous
slow oscillations influenced memory-related processing of audi-
tory cues presented during sleep. Participants learned the spatial
locations of 50 different objects, each paired with a characteristic
sound, before taking an afternoon nap. A subset of the sounds
was covertly presented during sleep to produce TMR. Upon
awakening, participants showed significantly improved memory
for objects whose associated sounds had been cued during sleep.
This improvement varied across trials, and so we contrasted re-
sults for trials with improvement greater than the median versus
less than the median for each participant. Critically, the behav-
ioral benefit of TMRwas predicted by slow-oscillation phase. The
highest proportion of items associatedwith high forgetting versus
low forgetting over the retention interval showed opposite phases
in the slow-frequency band around the time of stimulation (Fig.
3A). These results suggest that TMR stimuli are more likely to be
processed and trigger memory reactivation when they occur at
the optimal phase of a slow oscillation.
These results support a model of “active system consolida-
tion” during slow-wave sleep (Diekelmann and Born, 2010;
Mo¨lle and Born, 2011; Born and Wilhelm, 2012). According to
this model, slow oscillations at 0.75 Hz play a key role in syn-
chronizing memory consolidation. Slow oscillations group neu-
ronal activity in the neocortex into depolarizing upstates and
hyperpolarizing downstates. Depolarizing upstates in turn drive
thalamocortical spindles and sharp wave-ripples in the hip-
pocampus, underlying the repeated reactivation of hippocampal
memory representations. Information from multiple brain re-
gions thus reaches neocortical networks when neurons are gen-
erally depolarized, facilitating the plasticity needed for forming
enduring memory traces in neocortical networks, ultimately
shifting the reliance of memory representations from hippocam-
pus to neocortex. Thus, this model predicts that memory consol-
idation takes place preferentially during phasic time intervals
corresponding to the neocortical upstate, consistent with the
present findings showing a phase effect on spatial memory asso-
ciated with learning-related cues.
The present observations support the idea that cues presented
during slow-wave sleep trigger reactivation of associated memo-
ries, which then increase in strength (Oudiette and Paller, 2013).
Evidence for this notion has also been obtained in animal studies.
For example, Bendor andWilson (2012) trained rats to associate
an auditory signal with a spatial location and then presented the
auditory cue covertly during sleepwhile recording fromneuronal
ensembles in the hippocampus. They found that hippocampal
place cells representing the trained spatial location fired prefer-
entially in response to the cue, indicating that external stimula-
tion can control the content of memory reactivation. Similar
results have been found in zebra finches, in which presenting a
bird’s own song during sleep triggers firing patterns in sensori-
motor regions similar to those observed during daytime singing
(Dave andMargoliash, 2000). However, direct evidence that sen-
sory cues drive specific neural networks responsible for memory
reactivation has not yet been shown in humans.
Our results support the idea that similar mechanisms are op-
erative in humans by demonstrating that the timing of the cue is
critical formemory consolidation effects of TMR. Based on stud-
ies of memory reactivation in rats, Bendor and Wilson (2012)
proposed that the content of hippocampal memory reactivations
can be biased by cortical activity occurring before a replay event.
Supporting this account, synchronized periods of increased
multiunit activity, or “frames,” occur in both the cortex and hip-
pocampus, with cortical frames starting50ms earlier than cor-
responding hippocampal frames (Ji and Wilson, 2007). This
observation implies an initial feedforward interaction from the
cortex to the hippocampus, whereby cortical networks actively
control hippocampal activity. Similarly, learning-related cues
may work by evoking a cortical response (Portas et al., 2000; Issa
andWang, 2008), which then biases hippocampal replay activity
and selectively strengthens associatedmemories. The finding that
cortical frames precede hippocampal frames by50 ms suggests
that spontaneous memory reactivations require fairly precise
timing between cortical and hippocampal activity. The present
study supports this idea, demonstrating that timing is also an
important factor for externally inducedmemory reactivations, as
elicited by auditory cues.
Our results provide evidence that task-related cues influence
which memories are replayed by the hippocampus preferentially
when they occur within a restricted time interval. Presumably,
the timing of the auditory cuemust allow sensory information to
be processed by the cortex during the cortical upstate and also
reach the hippocampus during the hippocampal upstate, when
sharp wave-ripple events are likely to occur. If the timing of these
events is misaligned, cortical signals will arrive at the hippocam-
pus while neurons are in the hyperpolarized downstate, and ulti-
mately fail to influence hippocampal replay.
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Figure 4. Grand average ERPs from the Fz location time locked to sound cues presented
during SWS, computed separately for objects that showed less forgetting (blue) versus more
forgetting (red) pre- to post-nap. Trials were divided on the basis of median split by subject. A
low-pass filter of 4 Hz was applied. On average, sound cues associated with more forgetting
were presented at the peak of the positive half-wave, whereas the items associated with less
forgettingwere presented during the positive going slope of the slowoscillation, shortly before
the next positive peak. Shaded regions around waveforms represent error bars (SEM).
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It is also important to note that slow oscillation phase, in
addition to modulating memory processing, may also affect pro-
cessing at an earlier, sensory level. For example, a recent fMRI
study demonstrated that phase of the slow oscillation during
auditory tone presentation influences the sensory response in
higher-order auditory association cortex (Schabus et al., 2012).
Specifically, tones presented during the positive-going slow oscil-
lation slope elicited greater activation in the superior temporal
gyrus relative to tones presented during the negative-going slope,
though no phase-related activation differences were observed in
primary auditory cortex. In this same study, tones presented to-
ward the upstate also elicited a larger ERP positivity from 200 to
600mspoststimulus. Another study showed that auditory stimuli
presented during the slow-oscillation upstate elicited an en-
hanced late ERP positivity as well as a larger spindle and beta
power response relative to stimuli presented during the down-
state (Cox et al., 2014). The spindle and beta effects occurred
quite late (700–1200 ms) and were proposed to reflect greater
reprocessing of the stimulus, which may have been unable to
proceed until the next upstate. Thus, the present results may be
driven by effects of phase on sensory processing as well as on later
memory processing. If the brain is less responsive to external
stimuli during certain phase intervals, auditory stimuli presented
during these times may fail to be adequately processed at a basic
sensory level and consequently fail to reach subsequent process-
ing stages.
Our results provide insight into the precise slow-oscillation
phase at which cue presentation is maximally effective for influ-
encing subsequent memory. We hypothesized that the optimal
phase for sound onset would occur shortly before the onset of the
slow-oscillation upstate (eg, 270°–360°). Somewhat at odds with
this hypothesis, our data suggest that the optimal phase angle
falls180°–270° (i.e., during the first half of the downstate, well
before the beginning of the upstate; Fig. 3A). Assuming a slow-
oscillation frequency of 0.75 Hz, this interval occurs 500 ms
before the onset of the slow oscillation upstate. Although this
result may initially appear somewhat surprising, upon further
consideration this lag may be accounted for by the time required
both for stimulus presentation as well as for early auditory pro-
cessing. Sounds in our study had a duration of 500 ms, and likely
did not become recognizable until at least several hundred milli-
seconds after stimulus onset. In addition, auditory stimuli re-
quire80 ms to reach auditory cortex (Kraus and Nicol, 2009),
and phase effects occur in higher-order auditory association cor-
tex following initial processing in primary auditory cortex (Scha-
bus et al., 2012). Together, these factors may account for why the
optimal phase for sound delivery (stimulus onset) was found to
occur so far in advance of the next slow-oscillation up-phase.
However, given that this is the first study to link a specific phase of
a slowoscillation at stimulus presentation time to later behavioral
outcomes, our estimate of optimal phase will require verification
by future studies. In addition to the approach we used here, it
could be possible to determine optimal phase for TMR by deliv-
ering stimuli at a specific slow-oscillation phase rather than the
usual method of stimulating at a random phase (Ngo et al., 2013;
Cox et al., 2014; Santostasi et al., 2015). In addition, it is impor-
tant to note that the optimal phase for stimulus presentation is
likely to vary depending upon features of the auditory stimuli,
such as complexity and duration.
As a final note, these results have implications for future TMR
studies, indicating that learning-related cues can be targeted to
influence cortical processing during optimal time windows for
memory consolidation. This advance in understanding could be
combined with other recent experimental advances to synergis-
tically increase potential memory benefits during sleep. For
example, it has already been demonstrated that deeper slow os-
cillations during sleep can be induced via direct current stimula-
tion (Marshall et al., 2006) or through acoustic pulses (Ngo et al.,
2013), which in turn enhances declarative memory. In addition,
computer algorithms have been developed that can effectively
predict slow oscillations in real time and present auditory stimuli
targeted at the slow-oscillation upstate (Cox et al., 2014; Santo-
stasi et al., 2015). Combining these technological innovations
may yield increased sleep-dependent benefits across a wide range
of domains, including spatial memory (Rasch et al., 2007; Rudoy
et al., 2009), foreign word learning (Schreiner and Rasch, 2015),
visuomotor skills (Antony et al., 2012; Scho¨nauer et al., 2014),
and reduction of implicit social biases (Hu et al., 2015). The
current era of research on sleep and memory consolidation thus
has the potential not merely to understand, but to actively ma-
nipulate and harness the capacities of the sleeping brain.
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