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Internal and external irreversibilities
A B S T R A C T
A multi-objective and multi-parametric optimization of a Pumped Thermal Electricity Storage system based
on Brayton cycles is presented by the calculation of different Pareto fronts and the associated Pareto optimal
sets for energetic and design analysis, respectively. A large range of internal and external irreversibilities and
the thermodynamic properties of the storage media are taken into account. The analysis shows that the heat
capacity of the working fluid and the heat capacity of the storage media should be the same in the contact
with the hot reservoirs and in the contact with the cold reservoir in the heat pump, but in the contact with
the cold reservoir for the heat engine the ratio should be 0.33, this offers information regarding the mass flow
increasing significantly the achievable values for the round-trip efficiency, power output and the heat engine
efficiency in the discharge process. Optimal values are given in terms of the degree of irreversibilities in the
system and a comparison is made with extreme cases of infinite and minimum sizes for the storage system.
Round-trip efficiencies in the so-called optimum scale/mass-flow-ratio design point exhibits noticeably larger
values compared to previously reported results including the so-called endoreversible limit, where no internal
irreversibilities are considered and where the improvement can achieve 49% over the endoreversible case in
the most ideal scenario. Explicit numerical values of the maximum round trip efficiency, power output, and
efficiency are given for a broad range of both internal and external irreversibilities.1. Introduction
Electric energy storage technology based on the joint use of a heat
pump and a heat engine cycles (pumped thermal electricity storage,
PTES) is nowadays a real alternative to most conventional technologies
as compressed air energy storage (CAES) or pumped hydro storage
(PHS) [1]. It does not require neither underground caves nor high-sized
reservoirs and then, it is not dependent on geographic or geological
conditions [2]. In PTES devices energy is stored in the form of heat
in a hot tank with manageable dimensions using a heat pump (HP)-
cycle which extracts heat from a lower temperature tank containing a
cryogenic liquid [3]. Later-on, the energy stored (in molted salts [4],
for example) is converted into electric energy in a discharge process
through a heat engine (HE) cycle working between the same thermal
energy storage (TES) media [5].
Compared with solid media storage [6], two clear additional ad-
vantages of the liquid storage are: (a) the pressure inside the tanks is
independent of the pressure of the cyclic working fluid (opposite to
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what happens in packed bed storage systems) and then, more compact
heat exchangers can be used; and (b) the temperature inside each
tank remains almost constant, avoiding the problems associated to
the propagation of the hot front in solid storage [7,8]. The drawback
is the need for two tanks for each reservoir with specific technical
requirements [9] (high volumetric specific energy, high heat rate with
the working fluid, high thermal stability, flexibility for implementation,
storage capacity for hours of operation, and long lifetime). For the
cryogenic fluids [10] and the storage salts [11], lower and upper limits
in the temperature should be taken into account [12] in order to ensure
stable liquid phases under the whole cyclic working fluid temperature
variations [13] .
PTES layouts [14], even those with de-coupled thermal stores [15]
and unbalanced mass flow rate [16], mostly uses a single-phase work-
ing fluid operating a Brayton-like [17] cycle or Rankine-like cycle [18]
with CO2 as working fluid [19]. Most of full theoretical studies are352-152X/© 2021 The Authors. Published by Elsevier Ltd. This is an open access a
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𝑎 Temperature ratio
𝑐𝑝 Specific heat capacity at constant pressure
(J/kg K)
𝑐𝑣 Specific heat capacity at constant volume
(J/kg K)






?̇? Mass flow (kg/s)
𝑝 Pressure (atm)
?̇? Heat flow (W)
𝑟 Pressure ratio
𝑇 Temperature (K)
𝑃𝑜𝑢𝑡 Power output (W)







𝜂 Efficiency of the heat engine
𝜈 COP of the heat pump
𝜉 Heat leak factor
𝜌 Pressure drop coefficient








𝐶𝑂𝑃 Coefficient of performance
𝐻𝐸 Heat engine
𝐻𝑃 Heat pump
𝑃𝑇𝐸𝑆 Pumped thermal electricity storage
𝑅𝑇𝐸 Round trip efficiency
𝑇𝐸𝑆 Thermal energy storage
based on finite-time thermodynamic frameworks [20] assuming Carnot-
like models [21], weakly-dissipative models [22], and/or Brayton-
like cycles [23]. All these thermodynamic models assume constant
temperatures for TES systems so that they are amenable to analyti-
cal expressions for the main involved energetic magnitudes (as max-
imum power, maximum round trip efficiency, maximum COP) and/or
trade-off figures of merit. Also comparison with performance opti-
mization [24] and optimized round-trip efficiencies [25] of cryogenic
electricity storage system and advanced exergy analysis have been
recently published [26].
Although theoretical parametric studies provide physical basis for
guiding pre-design of main energetic magnitudes, a full optimization of
the overall system for a selected salt and cryogenic medium remains a
complex task due to three main points [27]: (a) the large number of op-
erational and design parameters; (b) the trade-off objectives (e.g. round2
trip efficiency, power output, heat pump COP, heat engine efficiency);and (c) uncertainties in regards with both internal and external losses
and heat leaks models. Robust numerical optimization algorithms are
thus needed to identify promising and realistic designs and then, results
of these analyses could better estimate the performance of individual
subsystems and that of the entire device. Therefore a multi-objective
and multi-parametric optimization is required to fully explore the PTES
performance potentialities and limitations beyond pre-design thermo-
dynamics results [28]. These algorithms provide trade-off surfaces
(Pareto fronts) from which insights on how the optimal design (Pareto
optimal sets) should vary when multiple objective are considered.
The main contribution of this paper is to find an optimal relation
between the heat capacities of the working fluid and the thermal
reservoirs. This can be tuned through the mass flow in the contact with
the hot and cold reservoirs in both operation modes. Thus, an optimal
design point was obtained by means of a multi-parametric optimization
based on different trade-off figures of merit for a recently proposed
steady-state PTES theoretical model based on Brayton-like cycles with
non-constant temperature at the TES. The involved figures of merit are
the round trip efficiency of the whole device, the power output and the
efficiency of the discharge mode.
The paper is structured as follows. Section 2 summarizes a basic
description of the HE and HP cycles as well as their coupling for the
whole thermodynamic model. It is based on the previous study for the
same model reported in [29] by coupling a Brayton heat pump and a
Brayton heat engine. Section 3 firstly shows the technical aspects of the
multi-criteria optimization methodology. The optimization is developed
in three stages beginning with all the available parameters. Later on,
it is shown that five of them allow for determining an optimal design
point. In that configuration a final optimization is made. This is done
focusing on round-trip efficiency 𝛷, power output 𝑃𝑜𝑢𝑡, and efficiency
of the discharge process 𝜂, as those that exhibit convex behaviours.
Special emphasis is paid on the role played by the internal and external
irreversibilities as well as the size of the composed cycle. Explicit
maximum values of 𝛷, 𝑃𝑜𝑢𝑡 and 𝜂 are given. Finally, in Section 4 a
summary and the most relevant conclusions are outlined.
2. Thermodynamic model: background
The complete model for both the HE- and HP-operation was re-
ported in a previous study mainly devoted to a thermodynamic assess-
ment [29]. Here, only the main hypotheses and the role of the involved
parameters are summarized .
2.1. Background
The proposed overall arrangement consists in a combination of a
Brayton-like HP cycle followed by a Brayton-like HE cycle. In both
operation modes, the liquid media is stored in four tanks at different
constrained temperatures, in such a way that adequate integration
profiles for the charge/discharge processes holds by counter-flow heat
exchangers, whose temperatures are also affected by a small heat-leak
that is taken into account.
Heat pump performance. Along the anti-clockwise charge process
(see Fig. 1), the working fluid enters into the HP compressor at state 3
and after a non-isentropic compression (step 3 → 2) the working fluid
reaches its maximum pressure and maximum temperature. Then, heat
rejection by the working fluid, with a pressure drop 𝛥𝑃𝐻 = 𝑃2 − 𝑃1, is
used in the counter-flow heat exchanger to increase the temperature
of the molten salt from 𝑇𝐻2 to 𝑇𝐻1 as the working fluid is cooled
down along process 2 → 1. Next, the working fluid expands in a non-
isentropic process 1 → 4 getting its lowest temperature and pressure.
In the next step, the working fluid is slowly heated up by the heat
flow coming from the cold liquid material initially at temperature 𝑇𝐿2.
Then, the cold storage liquid diminishes its temperature to 𝑇𝐿1 while
the working fluid increases its temperature along step 4 → 3 with a
pressure drop 𝛥𝑃 = 𝑃 −𝑃 , recovering the initial state at temperature𝐿 4 3






















































Fig. 1. 𝑇 − 𝑆 setup of the charge HP cycle.
3 and pressure 𝑃3. The relevant temperatures at the corners of the HP
ycle are given by:
1 =
𝑇𝐻2𝜖𝐻 + 𝑇𝐿2𝑍1𝜖𝐿(1 − 𝜖𝐻 )
1 −𝑍1𝑍2(1 − 𝜖𝐻 )(1 − 𝜖𝐿)
, (1)
3 =
𝑇𝐿2𝜖𝐿 + 𝑇𝐻2𝑍2𝜖𝐻 (1 − 𝜖𝐿)
1 −𝑍1𝑍2(1 − 𝜖𝐻 )(1 − 𝜖𝐿)
, (2)
𝑇2 = 𝑇3𝑍1, (3)
𝑇4 = 𝑇1𝑍2, (4)
where
𝑍1 ≡
𝑎𝑐 − (1 − 𝜖𝑐 )
𝜖𝑐
, 𝑍2 ≡
𝑎𝑡(1 − 𝜖𝑡) + 𝜖𝑡
𝑎𝑡
, (5)
and the compression and expansion ratios, 𝑟𝑐 and 𝑟𝑡, are linked to





























here 𝑘 = 𝛾−1𝛾 and 𝛾 = 𝑐𝑝∕𝑐𝑉 is the adiabatic coefficient of the working
luid. In this way 𝑎𝑡 and 𝑎𝑐 are linked by the relation
























As usual and in order to account for internal losses at the com-
ressor and turbine, isentropic efficiencies for the compression 𝜖𝑐 and






𝑇1 − 𝑇4 , (12)3
𝑇1 − 𝑇4𝑠where 𝑇2𝑠 and 𝑇4𝑠 refer to ideal isentropic processes. The temperatures
of the liquid media are calculated as:
𝑇𝐻2 = 𝑇𝐻1 − 𝛤𝐻 (𝑇2 − 𝑇1), (13)







are the ratios of the working fluid heat
apacity per-unit-time (𝐶𝑤 ≡ ?̇?𝑤𝑐𝑝𝑤) and the corresponding thermal
eservoir (𝐶𝐻,𝐿 = ?̇?𝐻,𝐿 𝑐𝑝𝐻,𝐿). These equations play an important role
s they link the salt temperatures of the hot tanks (𝑇𝐻1 and 𝑇𝐻2) an of
he cryogenic liquid (𝑇𝐿1 and 𝑇𝐿2) with the temperatures of the working
luid in the extreme states of the HP cycle in terms of dimensionless
oefficients 𝛤𝐻 and 𝛤𝐿.
In regards with the unavoidable heat leak between the hot and cold
ides of the overall plant a full study is out of the scope of the present
aper. Here it will be assumed only an indirect effect of a heat leak
etween the molten salt sources 𝑇𝐻1 and 𝑇𝐻2 with the environment
t temperature 𝑇0, and a negligible heat leak due to the cold liquid
torage. In an average manner and according to empirical results [30],
his effect is assumed as a linear decrease of the temperatures 𝑇𝐻1 y 𝑇𝐻2
ith an effective proportionality factor 𝜉 so that the initial temperatures
𝐻1 y 𝑇𝐻2 decrease due to heat leak as:
𝑇𝐻1 = −𝜉(𝑇𝐻1 − 𝑇0), (15)
𝑇𝐻2 = −𝜉(𝑇𝐻2 − 𝑇0). (16)
he heat leak in the molten salt that affects its temperature will not
nter into the analysis of the efficiency. The input power on the working
luid by the compressor 𝑊𝑐 and the power output 𝑊𝑡 in the expander
turbine) are:















For the calculation of the heat rates ?̇?𝐻 and ?̇?𝐿, it is assumed a
balance between the heat rates of the working fluid 𝐶𝑤(𝑇2 − 𝑇1) and
𝐶𝑤(𝑇3 − 𝑇4) and the heat rate in the hot and cold sides of the counter-
flow heat exchangers 𝐶𝐻 (𝑇𝐻1 − 𝑇𝐻2) and 𝐶𝐿(𝑇𝐿2 − 𝑇𝐿1) through global
effectiveness 𝜖𝐻 and 𝜖𝐿:
?̇?𝐻 = 𝐶𝑤(𝑇2 − 𝑇1) = 𝐶𝐻 (𝑇𝐻1 − 𝑇𝐻2) = 𝐶𝐻,𝑚𝑖𝑛𝜖𝐻 (𝑇2 − 𝑇𝐻2), (19)
?̇?𝐿 = 𝐶𝑤(𝑇3 − 𝑇4) = 𝐶𝐿(𝑇𝐿2 − 𝑇𝐿1) = 𝐶𝐿,𝑚𝑖𝑛𝜖𝐿(𝑇𝐿2 − 𝑇4), (20)
here 𝐶𝐻,𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝐶𝐻 , 𝐶𝑤), 𝐶𝐿,𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝐶𝐿, 𝐶𝑤) are the minimal heat
apacities of the hot and cold TES media.
The COP 𝜈 of the heat pump cycle is thus calculated from 𝜈 ≡
̇ 𝐻∕(?̇?𝐻 − ?̇?𝐿).
Heat engine performance. Along the clockwise discharge process
see Fig. 2), the working fluid undergoes a non-isentropic compression
→ 1; then it is heated, with a pressure drop 𝛥𝑃𝐻 = 𝑃1 −𝑃2, across the
emperature gap 𝑇1 − 𝑇2 by the heat delivery in the counter-flow heat
xchanger of the hot storage molten salt, which in turn decreases its
emperature from 𝑇𝐻1 to 𝑇𝐻2. Afterwards, the hot working fluid at 𝑇2 is
xpanded in the non-isentropic turbine (2 → 3), and finally, it is cooled
o its initial temperature 𝑇4 experiencing a pressure drop 𝛥𝑃𝐿 = 𝑃3−𝑃4.
he heat delivered in this step by the working fluid allows the increase
f temperature of the cold liquid medium from 𝑇𝐿1 to 𝑇𝐿2 by means
f the (cold) counter-flow heat exchanger. After the end of HE cycle
nd in order to recuperate the initial conditions of the HP cycle, a heat
xchanger could be necessary for process 𝑇3𝐻𝐸 → 𝑇3𝐻𝑃 . This feature is
ut of the scope of this work because of the steady state performance
s only considered and transient behaviours are avoided.
In this case the extreme temperatures of the HE devices are:
2 =
𝑇𝐻1𝜖𝐻 + 𝑇𝐿1𝑌1𝜖𝐿(1 − 𝜖𝐻 ) , (21)
1 − 𝑌1𝑌2(1 − 𝜖𝐻 )(1 − 𝜖𝐿)






















Fig. 2. 𝑇 − 𝑆 setup of the discharge HE cycle.
4 =
𝑇𝐿1𝜖𝐿 + 𝑇𝐻1𝑌2𝜖𝐻 (1 − 𝜖𝐿)
1 − 𝑌1𝑌2(1 − 𝜖𝐻 )(1 − 𝜖𝐿)
, (22)
1 = 𝑇4𝑌1, (23)
3 = 𝑇2𝑌2, (24)
here
1 ≡
𝑎𝑐 − (1 − 𝜖𝑐 )
𝜖𝑐
, 𝑌2 ≡
































hich are linked by the same relation than in the HP cycle
𝑡 = 𝜌𝐻𝜌𝐿𝑎𝑐 . (28)
































The temperatures of the salt tanks (𝑇𝐻2, 𝑇𝐻1) and of the cryo-
genic liquid (𝑇𝐿2 and 𝑇𝐿1) in terms of the corresponding dimensionless
coefficients 𝛤𝐻 and 𝛤𝐿 are given as:
𝑇𝐻1 = 𝑇𝐻2 + 𝛤𝐻 (𝑇2 − 𝑇1), (33)
𝑇𝐿1 = 𝑇𝐿2 − 𝛤𝐿(𝑇3 − 𝑇4), (34)
with 𝛤𝐻 ≡
𝐶𝑊 and 𝛤𝐿 ≡
𝐶𝑊 .4
𝐶𝐻 𝐶𝐿In the HE mode the high temperature liquid store decreases its
temperature from 𝑇𝐻1 to 𝑇𝐻2 as the working fluid temperature in-
creases from 𝑇1 to 𝑇2 while absorbing heat through the heat exchanger.
Opposite to this, the low temperature store increases its temperature
from 𝑇𝐿1 to 𝑇𝐿2 as the working fluid temperature decreases from 𝑇3 to
𝑇4 while delivering heat through the heat exchanger. As for the HP-
cycle, these heat transfers can be written in terms of the effectiveness
as:
?̇?𝐻 = 𝐶𝑤(𝑇2 − 𝑇1) = 𝐶𝐻 (𝑇𝐻1 − 𝑇𝐻2) = 𝐶𝐻,𝑚𝑖𝑛𝜖𝐻 (𝑇𝐻1 − 𝑇1) (35)
?̇?𝐿 = 𝐶𝑤(𝑇3 − 𝑇4) = 𝐶𝐿(𝑇𝐿2 − 𝑇𝐿1) = 𝐶𝐿,𝑚𝑖𝑛𝜖𝐿(𝑇3 − 𝑇𝐿1) (36)
hich links the temperatures of the hot tanks (𝑇𝐻1 and 𝑇𝐻2) and the
ryogenic liquid (𝑇𝐿1 and 𝑇𝐿2) with the temperatures of the working
luid in the extreme states of the HE cycle
For the heat leak same assumptions as for the HP cycle are ac-
ounted for, i.e., a linear decrease of the temperatures 𝑇𝐻1 y 𝑇𝐻2 with
proportionality factor 𝜉 is considered:
𝑇𝐻1 = −𝜉(𝑇𝐻1 − 𝑇0), (37)
𝑇𝐻2 = −𝜉(𝑇𝐻2 − 𝑇0). (38)
From the above equations, the efficiency of the Brayton heat engine
n the discharge phase, is calculated as 𝜂 = ?̇?𝑜𝑢𝑡∕?̇?𝐻 = (?̇?𝐻 − ?̇?𝐿)∕?̇?𝐻 .
Overall performance. In Fig. 3 a sketch of the 𝑇 − 𝑆 diagram of
both HP and HE cycles is depicted. The overall performance of the
PTES system is defined in terms of the usual steady-state round trip








In specific cases the difference between 𝑇𝐻𝑃𝐻2 and 𝑇
𝐻𝐸
𝐻2 is significant
(see Fig. 3). In those cases heat should be extracted form the reservoir
before starting the subsequent charging stage. This allows to include
a secondary system, but this issue will not be addressed within the
present paper.
2.2. Performance parameters and constraints
The thermodynamic model incorporates internal irreversibilities
coming from non-isentropic expansion and compression processes in
the turbine (expander) and compressor, respectively, and from pres-
sure drops in the heater and in the cooler processes. The model also
incorporates heat leak to the environment coming from the hot molten
salt (not shown in Figs. 1 and 2) while heat leak from the liquid cold
storage is assumed to be negligible, which is a reasonable assumption
at least for short operation times.
The compression ratios, 𝑟𝐻𝐸𝑐 and 𝑟𝐻𝑃𝑐 , the adiabatic coefficient
(𝛾) of the working fluid and the dimensionless coefficients 𝛤𝐻𝐸𝐻 =
𝐶𝑤∕𝐶𝐻 , 𝛤𝐻𝐸𝐿 = 𝐶𝑤∕𝐶𝐿 for the discharging mode and 𝛤
𝐻𝑃
𝐻 = 𝐶𝑤∕𝐶𝐻 ,
𝛤𝐻𝑃𝐿 = 𝐶𝑤∕𝐶𝐿 for the charging cycle, are the fundamental variables in
the resulting cycle geometry. The remaining parameters are classified
according to irreversibilities:
(a) internal irreversibilities: accounted for the isentropic efficien-
cies, 𝜖𝑐 and 𝜖𝑡, and the pressure drop coefficients in the high and
low temperature sides (𝜌𝐻 , 𝜌𝐿).
(b) external irreversibilities: accounted for the heat leak parameter,
𝜉, and the parameters for the coupling of the working fluid to
the external liquid media, 𝜖𝐻 and 𝜖𝐿.
Additionally, a constraint in which 𝑄𝐻𝐸ℎ ≤ 𝑄
𝐻𝑃
ℎ is considered. It is
common in the literature to fix the relation between this two quantities,
but in this work this constraint is relaxed. This results in different
behaviours when optimizing the round-trip efficiency (in which case
the equality is preferred) and when optimizing 𝜂 (in which case the
equality is not preferred). The main constraint to link both engines is
𝐻𝐸 𝐻𝑃that the temperatures 𝑇𝐻1 = 𝑇𝐻2 , this after the effects of the heat-leak.











Fig. 3. The HP and HE layouts are depicted along with the setup of the whole
thermodynamic cycle for the PTES system in the 𝑇 − 𝑆 space.
Concerning with the TES liquid media temperatures, some restric-
ions should be taken into account to keep the liquid nature of the
alt and of the cryogenic medium. These features impose some cor-
esponding bounds in the values of 𝑇𝐻1, 𝑇𝐻2, 𝑇𝐿1, and 𝑇𝐿2 in such a
way that 𝑇𝐻2 ≥ 𝑇𝑚𝑖𝑛,𝑠𝑎𝑙𝑡, 𝑇𝐻1 ≤ 𝑇𝑚𝑎𝑥,𝑠𝑎𝑙𝑡 with 𝑇𝑚𝑖𝑛,𝑠𝑎𝑙𝑡 and 𝑇𝑚𝑎𝑥,𝑠𝑎𝑙𝑡 being,5
espectively, the melting and stability temperature of the salt and 𝑇𝐿1 ≥able 1
ome thermal properties of the solar salt and cryogenic liquid considered for the
nalysis. 𝑇𝑚𝑖𝑛 represents the melting point or approximate liquidus point for the TES
edium. 𝑇𝑚𝑎𝑥 the thermal stability temperature for the salt and the boiling temperature
or the cryogenic liquid. Heat capacity 𝑐𝑝 and density 𝜌. All these properties are assumed
s constant [11].
Liquid (reservoirs) 𝑇𝑚𝑖𝑛 (K) 𝑇𝑚𝑎𝑥 (K) 𝑐𝑝 (kJ/kg K) 𝜌 (kg/l)
Solar salt 511 858 1.55 1.71
Anhydrous methanol 175.3 337.5 2.55 0.787
𝑇𝑚𝑖𝑛,𝑐𝑟𝑦, 𝑇𝐿2 ≤ 𝑇𝑚𝑎𝑥,𝑐𝑟𝑦 with 𝑇𝑚𝑖𝑛,𝑐𝑟𝑦 and 𝑇𝑚𝑎𝑥,𝑐𝑟𝑦 being, respectively, the
melting and boiling temperature of the cryogenic liquid storage. In
the subsequent analysis the representative case of Ar as working fluid
(𝛾 = 1.667) with Solar Salt as storage medium and anhydrous methanol
as the cryogenic substance.
3. Multiobjective and multiparametric optimization
Two main problems are faced here. First, it is not possible to provide
a theoretical simultaneous optimization of all the relevant thermody-
namic functions. Instead of optimizing the several possible functions
separately, it is of interest to search for the so-called Pareto front, which
gives the best performance when looking to simultaneously optimize a
number of objective functions [31]. A second and more intricate issue,
as it was showed in a previous work [29], is the set of possible values
that the thermodynamic functions may have according to a variety
of physical considerations. It is pointed out that the properties of the
cryogenic and molten salts materials impose strong constraints regard-
ing the highest and lower temperature values of the working fluid in
the Brayton arrangement. Additionally, for some configurations of the
system parameters, certain regimes might not be achievable since the
physical acceptable regions in the thermodynamic space depend on the
specific combinations of parameters. Thus, a set of physical constraints
(no heat fluxes should reverse direction, positive input/output power
and physical ranges in the efficiency, COP and round trip efficiency) de-
termine the feasible coupling of both the HE and HP cycles. Information
on this will be obtained from the Pareto optimal set. The resulting value
of the eighteen parameters stemming from irreversibilities and design
geometry should be tackled by multiobjective and multiparametric
optimization.
3.1. Technical background
The basic idea of multiobjective optimization relies on the concept
of dominance. The goal of this framework is to determine the Pareto
optimal set (in the parameters space) and their corresponding Pareto
front (in the energetic space).
The usual concept of dominance is the following: a vector 𝑣 =
(𝑣1,… , 𝑣𝑛) dominates another one 𝑤 = (𝑤1,… , 𝑤𝑛) if and only if 𝑣𝑖 ≥
𝑤𝑖 ∀ 𝑖 ∈ {1,… , 𝑛} (for the maximum, ≤ for the minimum) and there
is at least one 𝑗 such that 𝑣𝑗 > 𝑤𝑗 . In other words, there are no other
vectors having a better values in all entries. The algorithm presented
here it is a modification of the one introduced in [32,33], and is as
follows:
1. The phase space is defined from the operation variables 𝑎𝐻𝐸𝑐
and 𝑎𝐻𝑃𝑐 (which define the operation regime). Also, the phase
space includes the rest of the parameters: internal irreversibili-
ties are accounted by {𝜖𝑐 , 𝜖𝑡, 𝜌𝐻 , 𝜌𝐿}, external irreversibilities are
modelled through {𝜖𝐻 , 𝜖𝐿, 𝜉}, and {𝛤𝐿, 𝛤𝐻} are related with the
mass flow (or size) of the device according to the mass flow (or
size) of the external heat reservoirs. Eighteen parameters in total
accounting for the HE and the HP (leaving open the possibility of
having separate devices) determine the range of possible values
𝐻𝐸 𝐻𝑃of 𝑎𝑐 and 𝑎𝑐 .




















Fig. 4. Optimization scheme. First, relevant parameters are determined. In a second
stage an optimum design point is found and finally, the Pareto front is obtained.
2. The region of physical relevance in the phase space is defined
(𝑃 > 0, 𝑃𝑖𝑛 > 0, 𝜂 > 0, 𝛷 ∈ [0, 1], 𝜈 > 1. Moreover, all heat fluxes
should have the correct sign).
3. From this region a random set of points in the phase space
is obtained and the thermodynamic functions are evaluated
(energetic space).
4. The set of non-dominated points in the energetic space is ob-
tained, resulting in a provisional Pareto front.
5. From the corresponding Pareto optimal set (phase space) a cover
(cubic region) is defined and extended in order to encompass a
larger region for searching new points in the Pareto front.
6. From the new region a new set of random points is proposed
and a new set of non-dominated points in the energetic space is
obtained. As the algorithm is iterated the output is closer to the
true Pareto and the extension on the cover becomes smaller.
In this study the vector is formed by the round-trip efficiency, power
output, and efficiency of the discharge mode, which are relevant func-
tion of the coupled system and are the only functions exhibiting convex
behaviours. Introducing trade-off functions do not produce additional
information in the optimization, since such compromises are already
accounted in the Pareto front. Also, objectives from the HP subsystem
such as 𝜈 and 𝑃𝑖𝑛 will not be included because, as reported in a previous
work [29], they exhibit monotonous behaviours. Only the efficiency
of the HE-cycle, 𝜂, exhibits a maximum and its optimization could be
of interest so these are the only functions that will be included in the
optimization vector.
The algorithm described above is iterated until a well-defined Pareto
front is obtained. This approach has 3 main stages (see the schematic
diagram in Fig. 4). In the first stage the 18 parameters and the two
𝑎𝑐 ’s are considered indistinctly as parameters/variables that enter into
the algorithm. The corresponding allowed range of values are given
in Table 2, both in an ideal non constrained configuration (second
column in Table 2) as in the bounded configuration with restricted
values for the parameters accounting for the internal irreversibilities
(third column in Table 2).
From this first stage it is possible to determine that several parame-
ters acquire the highest possible value that they are allowed to have and6
Table 2
Range of interest for the 20 parameters. Ideal configurations are allowed in what is
called the free configuration. Also, to check consistency, some parameters are bounded
by upper values which are typical values in the literature (the bounded configuration).
Tha range of possible values of each parameter is quite optimistic, but useful as a
reference landmark. The values of 𝑎𝑐 are determined by the physically acceptable region
determined by the other 18 parameters.
Parameter Free configuration Bounded config.
𝜖𝐻𝐸,𝐻𝑃𝑐,𝑡 [0.9, 1] [0.9, 0.95]
𝜌𝐻𝐸,𝐻𝑃𝐻,𝐿 [0.97, 1] [0.97, 0.99]
𝜖𝐻𝐸,𝐻𝑃𝐻,𝐿 [0.9, 1] [0.9, 0.95]
𝛤𝐻𝐸,𝐻𝑃𝐻,𝐿 [0, 1] [0, 1]
𝜉𝐻𝐸,𝐻𝑃 [0.01, 0.1] [0.01, 0.1]
𝑎𝐻𝐸,𝐻𝑃𝑐 [1, 4] [1, 4]
Table 3
Irreversibilities defined from the parameters 𝛼 and 𝛽.
Internal irrev. 𝛼 ∈ [0, 0.1] External irrev. 𝛽 ∈ [0, 0.1]
𝜖𝑐,𝑡 = 1 − 𝛼 [1, 0.9] 𝜖𝐻,𝐿 = 1 − 𝛽 [1, 0.9]
𝜌𝐻,𝐿 = 1 −
𝛼
5
[1, 0.98] 𝜉 = 0.01 + 𝛽
2
[0.01, 0.06]
are not restricted by the physical constraints at hand. For robustness,
this procedure is repeated to obtain 100 Pareto fronts in the free and
the constrained configurations.
From the 20 parameters, those that could offer relevant information







hey will be used in the second stage. The rest of the parameters tend
o the less irreversible configuration, as expected. Additionally, from
his first stage it is obtained that the coefficient 𝛤𝐻𝑃𝐻 → 1. Notice
hat 𝛤𝐻𝑃𝐻 → 0 (𝛤𝐻,𝐿 ≡
𝐶𝑤
𝐶𝐻,𝐿
) yields to constant temperature reservoirs
large reservoirs) leading to previously theoretical results, such as the
o-called endoreversible limit [20,21,25]. By having 𝛤𝐻𝑃𝐻 > 0 the heat
eservoirs will exhibit a variable temperature (finite size reservoirs). As
t will be shown later, such cases allow for greater values of 𝛷 compared
ith the case where the temperature of the thermal reservoirs are
onstant.
.2. Determining an optimum design point
In a second stage, the 5-dimensional phase space is analysed. For
isualization purposes first 𝛷 and 𝑃𝑜𝑢𝑡 are chosen as objective functions.
or completeness the Pareto fronts from 𝜂 and 𝑃𝑜𝑢𝑡 (i.e. the optimization
f the discharge mode) are shown in Appendix A.1 and the complete
areto front for 𝛷, 𝜂 and 𝑃𝑜𝑢𝑡 is worked out in Appendix A.2.
To have certainty that the results stemming from this stage are
onsistent with a wide range of irreversibilities, a degree of irreversibil-
ty will be analysed through the parameters 𝛼 and 𝛽, for internal and
xternal irreversibilities, respectively (see definitions in Table 3). In this
ay, when 𝛼 = 𝛽 = 0 there are no irreversibilities, and when 𝛼 > 0 and
𝛽 > 0 the minimum efficiency of the compressor, turbine/expansor and
exchangers will be of 90%, with maximum pressure drops of 6.8% for
a monoatomic gas and 4.93% for a diatomic gas and maximum heat
leaks of 6%. Although the values analysed here are quite optimistic, the
constant improvement in the components efficiencies are considered,
providing a long-lasting landmark.
In order to analyse the effect of increasing internal irreversibilities,
𝛽 is first fixed in 3 representative values, {0, 0.05, 0.1} (no external
irreversibilities, a intermediate case and a more irreversible case) and
in each case 𝛼 takes the values {0, 0.01, 0.02,… , 0.1}. The resulting
Pareto front in the 𝛷–𝑃𝑜𝑢𝑡 plane (𝑃𝑜𝑢𝑡 ≡ 𝑃𝑜𝑢𝑡∕𝐶𝑤) is shown in Fig. 5a.
Fig. 5b shows the corresponding outputs but in the 𝜂–𝑃𝑜𝑢𝑡 plane and
Fig. 5c shows the Pareto optimal set in the 𝑎𝐻𝐸–𝑎𝐻𝑃 space. A proper𝑐 𝑐
Journal of Energy Storage 44 (2021) 103242J. Gonzalez-Ayala et al.Fig. 5. Three cases of fixed external irreversibilities, 𝛽 = {0, 0.05, 0.1} with 𝛼 =
{0, 0.01, 0.02,… , 0.1} (i.e. an step of 0.01 is taken). Different colour spectra differentiate
each 𝛽 case. In addition, for each 𝛽 case the gradient is related with the normalized
value of 𝑎𝐻𝑃𝑐 to keep track of its influence on the Pareto front. In (a) the Pareto front
in the 𝛷 − 𝑃𝑜𝑢𝑡; in (b) the corresponding points in the 𝜂 − 𝑃𝑜𝑢𝑡 plane; and in (c) the
Pareto optimal set. The colour gradient allows for tracking the influence of 𝑎𝐻𝑃𝑐 in the
Pareto front. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
comparison of magnitudes for the involved pressure ratios is given in
Fig. 6, where the correspondence between 𝑎𝑐 and 𝑟𝑐 ≡ 𝑎
𝛾
𝛾−1
𝑐 (see Eqs. (6)
and (7)).
Fig. 5a shows that, as expected, increasing the irreversibilities
through 𝛽 and 𝛼 decreases both the maximum power output and round
trip efficiency. Notice that only 𝛼 = 0 allows for 𝛷 = 1. Also note as
the internal irreversibility factor 𝛼 increases, the Pareto fronts exhibit a
steeper negative slope. The optimization does not allow positive slopes,
as it can be seen for large values of 𝛼 (see last cases of 𝛽 in Fig. 5a).
In fact, at high enough 𝛼-values 𝑃𝑜𝑢𝑡 and 𝛷 collapse to a single point.
These features apply to results in Fig. 5b. Concerning with the Pareto7
Fig. 6. Correspondence between the variable 𝑎𝑐 and 𝑟𝑐 for 𝛾 = 5∕3 and 𝛾 = 7∕5.
optimal set in Fig. 5c, clear evidences about the compression ratios
are deduced: the gradient colour shows that large values of both 𝑎𝑃𝑐
are related with maximum power states, meanwhile smaller values are
related with maximum round-trip efficiency.
In Fig. 7 it is considered the case where 𝛼 is fixed and 𝛽 is allowed
to vary in the considered interval. It offers new and valuable insights.
In this case the relevance of internal irreversibilities is more evident.
For large 𝛼 the Pareto fronts are reduced to a single point in each case.
Also, for medium values of 𝛼, there are no 𝛽 values allowing 𝛷𝑚𝑎𝑥 = 1.
Significant drops in both 𝛷 and 𝜂 are clearly visible. Note in particular
the splitting of the Pareto front in well confined regions according to
the relevance of the internal irreversibilities (none/medium/large): for
each 𝛼 case the set of 𝛽 cases are disconnected. Thus, the dependence
of the internal irreversibilities on the Pareto front (see Fig. 7b) is
larger than that of the external ones. It is noteworthy that as the
internal irreversibilities (𝛼) increase (going from purple to blue to
orange colours), the maximum values of 𝑎𝐻𝑃𝑐 decrease (see Fig. 7c).
After analysing all the resulting regions it is possible to determine
an optimum configuration that requires the less mass flow difference
between the reservoirs and the HE or the HP, that is, the larger possible
value of each 𝛤 that can be found in all the Pareto front. This allows to






thus the ratio ?̇?𝑤∕?̇?𝐻,𝐿 depend on the mass flow differences, this
variable value of 𝛾 can be easily implemented with current technology.
Some representative outcomes from the optimization are given in Fig. 8




𝐿 . The dashed horizontal lines indicate the
largest 𝛤 that gives access to all the Pareto front, larger values of
𝑎𝐻𝐸𝑐 are linked to maximum 𝑃𝑜𝑢𝑡, meanwhile the leftmost 𝑎𝐻𝐸𝑐 ’s to
maximum 𝛷 (see Figs. 5 and 7). Above this dashed lines an election
of 𝛤 could benefit from diminishing the reservoir mass flow and size
but the system will not be able to perform in all regimes. Thus, relating
achievable operation regimes with mass flows ratios between system
and reservoirs. According to this criteria, the resulting configuration
leads to the 𝛤 ’s given in the first row of Table 4.
This whole procedure is repeated for the case where the optimiza-
tion is focused only on the discharge subsystem (HE) by maximiz-
ing 𝜂 and 𝑃𝑜𝑢𝑡 (see Appendix A.1) and also for the case including
the complete optimization through the three functions 𝛷, 𝜂 and 𝑃𝑜𝑢𝑡
(see Appendix A.2). The resulting ranges of 𝛤 ’s for those cases are
shown in the second and third rows of Table 4. By choosing the smallest
𝛤 ’s appearing in Table 4 it is guaranteed the access to the whole
spectrum of the Pareto front in all cases.
These values for the 𝛤𝐻,𝐿(≡
𝐶𝑤
𝐶𝐻,𝐿
) coefficients provide information
of the system mass flow ratio. Interestingly this analysis shows that
the best outcome is provided if all 𝛤 ’s are the unity except for 𝛤𝐻𝐸𝐻 ,
which should be around 1/3 of the rest of the 𝛤 ’s. This is a relevant
result (and not obvious a priori) stemming from the multiobjective and
multiparametric optimization.
Journal of Energy Storage 44 (2021) 103242J. Gonzalez-Ayala et al.Fig. 7. Three cases of fixed internal irreversibilities, 𝛼 = {0, 0.05, 0.1} with 𝛽 =
{0, 0.01, 0.02,… , 0.1}. In (a) the Pareto front, in (b) the corresponding points in the
𝛷−𝑃𝑜𝑢𝑡 plane and in (c) the Pareto optimal set. The colour gradient allows for tracking
the influence of 𝑎𝐻𝑃𝑐 in the Pareto front. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)
3.3. Multiobjective optimization in the design point
From the 5 parameters an optimal design has been provided through
the 𝛤 parameters with geometric and technological implications. A
last step is the optimization involving only 𝑎𝐻𝐸𝑐 and 𝑎𝐻𝑃𝑐 . Internal and
external irreversibilities will be analysed through the parameters 𝛼 and
𝛽 once again.
For this last optimization the influence of 𝛼 and 𝛽 is condensed
to the case 𝛼 = 𝛽 and range from 0 to 0.1 with increments of 0.01.
The resulting Pareto fronts are displayed in Fig. 9. For this last step,
emphasis has been made in achieving the true Pareto front; for this8
Fig. 8. Optimal set in a representative case with 𝛼 = 0.05 and 𝛽 = 0.09. This is the
typical behaviour exhibited after the optimization is made. It is of interest the largest 𝛤
accessible from all the interval of 𝑎𝐻𝐸𝑐 (dashed horizontal lines), which provides access
to all the optimum states. According to Figs. 5 and 7 the smallest 𝑎𝐻𝐸𝑐 produced the
maximum available 𝑃𝑜𝑢𝑡, meanwhile the largest values produced the maximum available
𝛷. The colour scale correspond to the case 𝛼 = 0.05 in Fig. 7. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version
of this article.)
Table 4
The largest values of the 𝛤𝐻,𝐿 ≡ 𝐶𝑊 ∕𝐶𝐻,𝐿 that give access to the whole Pareto front
using 𝛷 and 𝑃𝑜𝑢𝑡 as objective functions, optimizing 𝜂 and 𝑃𝑜𝑢𝑡 (see Appendix A.1) and
𝛷, 𝜂 and 𝑃𝑜𝑢𝑡 (see Appendix A.2).





















reason the convergence to it has been quantified through the Kullback–
Leibler divergence [34] between the probability distributions of 𝛷
in every iteration of the algorithm introduced in Section 3.1 (see
Appendix B).
Two relevant stripes can be seen by analysing the behaviour of 𝛷
in Fig. 9. The transition from 𝛼 = 𝛽 = 0.03 to 0.04 is crucial as the
round-trip efficiency is largely affected in this irreversibility zone with
upper values dropping from 𝛷𝑚𝑎𝑥 = 1 to 0.6 (see Fig. 9b) and from
𝛼 = 𝛽 = 0.04 there is no difference between optimizing the power
output and the round-trip efficiency. The representation of these Pareto
fronts in the 𝛷 − 𝑃𝑜𝑢𝑡 plane and in the 𝜙 − 𝜂 − 𝑃𝑜𝑢𝑡 space are given in
Fig. 9b–d.
To give an idea of the kind of configurations that could be ex-
pected coming from this optimization, three representative cycles for
the particular configuration 𝛼 = 𝛽 = 0.01 are shown in Fig. 10.
Journal of Energy Storage 44 (2021) 103242J. Gonzalez-Ayala et al.Fig. 9. Multiobjective optimization in the so-called optimal design configuration. The
functions of interest are 𝜂, 𝑃𝑜𝑢𝑡 and 𝛷. Internal and external irreversibilities vary as
𝛼 = {0, 0.01, 0.02,… , 0.1}. The colour gradient varies according to the normalized value
of 𝑎𝐻𝐸𝑐 , which allows for tracking its influence in the Pareto front. In this way, red
indicates low values of 𝑎𝐻𝐸𝑐 which corresponds to lower efficiency and better behaviour
in both power output and round-trip efficiency, while the magenta colour corresponds
to large 𝑎𝐻𝐸𝑐 ’s and large efficiencies. In (a) the Pareto optimal set in the 𝑎𝐻𝐸,𝐻𝑃𝑐 space.
In (b)–(c) the Pareto front in the 𝑃𝑜𝑢𝑡 − 𝛷 and the 𝜂 − 𝑃𝑜𝑢𝑡 planes, respectively. In (d)
the corresponding Pareto front in the 𝜂 − 𝑃𝑜𝑢𝑡 − 𝛷 space. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)
For this, the working fluid is considered as a monatomic ideal gas
and the storage reservoir is solar salt and the cryogenic substance is
anhydrous methanol. This choice of reservoirs limits the temperatures9
Table 5
Maximum achievable 𝛷 as the internal and external irreversibilities increase with
the parameters 𝛼 and 𝛽, respectively. Green colour denotes best performance which
degrades with a transition to yellow colours. Orange colours apply for the worst
scenario.
Table 6
Maximum achievable 𝜂 as the internal and external irreversibilities increase with the
parameters 𝛼 and 𝛽, respectively. Colour meanings as in previous table.
of the cryogenic reservoir to the range of
[
175 K, 337.5 K
]
and the solar
salt should be maintained in the range of
[
511 K, 858 K
]
(see Table 1). In
Fig. 10a the optimal set is represented in the 𝑟𝑐 space and from this set
three particular cases are depicted: in Fig. 10b that of 𝜂𝑚𝑎𝑥, in Fig. 10c
that of 𝛷𝑚𝑎𝑥 and in Fig. 10d that corresponding to 𝑃𝑜𝑢𝑡,𝑚𝑎𝑥. The three
𝑇−𝑆 planes have the same scale to compare the geometrical differences
among the three cases. The main differences between these results and
the theoretical ones, see Fig. 11 in [29] are the larger values of the
entropy and small values of temperature at the salt tanks in the case
of maximum round-trip efficiency. For maximum efficiency the area of
the HP is noticeably larger than that of the HE, meaning that 𝛷 is small,
which can be seen from Fig. 9d, the larger 𝜂 the lesser 𝛷.
4. Maximum values of 𝜱, 𝑷𝒐𝒖𝒕 and 𝜼
Tables 5, 6, and 7 show the maximum values that can be obtained
for the round-trip efficiency, the HE efficiency, and the power output,
respectively, as the irreversible parameters increase starting from the
totally reversible case in the so-called optimum configuration. As it can
be seen in Table 5 only the case of no internal irreversibilities allow for
𝛷 = 1. Notice that the influence of the external irreversibilities is more
relevant as it is seen by comparing the drops in each column and in
each raw, leading from 𝛷 = 1 down to 0.24 in the worst case. This is
also the case for the maximum efficiency (Table 6), where the effect
of internal irreversibilities is marginal, even for large irreversibilities.
Also for the maximum power output (Table 7) the influence of external
irreversibilities is larger than the internal irreversibilities.
In Table 4 the optimized values of the corresponding 𝛤𝐻𝐸,𝐻𝑃𝐻,𝐿 were
detailed. For completeness, the two extreme cases of 𝛤𝐻𝐸 → 1 and𝐻,𝐿
Journal of Energy Storage 44 (2021) 103242J. Gonzalez-Ayala et al.Fig. 10. (a) Pareto optimal set when optimizing 𝛷, 𝑃 and 𝜂. The colour scale correspond to the values of 𝑎𝐻𝐸𝑐 , as mentioned in Fig. 9: red indicates low values of 𝑎𝐻𝐸𝑐 which are
related to lower efficiency and better behaviour in both power output and round-trip efficiency, while the magenta colour corresponds to large 𝑎𝐻𝐸𝑐 ’s and large efficiencies. Three
representative layouts of the coupled PTES in the temperature–entropy space from the Pareto optimal set with 𝛼 = 𝛽 = 0.01. These three layouts correspond to: (b) 𝜂𝑚𝑎𝑥 = 0.58; (c)
𝛷𝑚𝑎𝑥 = 0.81; and (d) 𝑃𝑜𝑢𝑡,𝑚𝑎𝑥∕𝐶𝑤 = 159K. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)Table 7
Maximum achievable 𝑃𝑜𝑢𝑡 ≡ 𝑃𝑜𝑢𝑡∕𝐶𝑤 as the internal and external irreversibilities increase
with the parameters 𝛼 and 𝛽, respectively. Colour meanings as in previous table.
𝛤𝐻𝐸𝐻,𝐿 → 0 have been also analysed and the corresponding results are
collected in Appendix C for 𝑃𝑜𝑢𝑡,𝑚𝑎𝑥, 𝜂𝑚𝑎𝑥 and 𝛷𝑚𝑎𝑥. The case of 𝛤𝐻𝐸𝐻,𝐿 →
1 (or finite reservoirs with 𝐶𝐻,𝐿 → 𝐶𝑤) is presented in Table C.9. Most
noticeable is that the range of the parameter 𝛼 accounting for internal
irreversibilities is strongly reduced as the Pareto results delimit its value
up to 𝛼 = 0.7. As a consequence the performance values of 𝑃𝑜𝑢𝑡,𝑚𝑎𝑥,
𝜂𝑚𝑎𝑥 and 𝛷𝑚𝑎𝑥 strongly decrease getting lower values even for small
values of external irreversibilities. The results for 𝛤 → 0 (or reservoirs
with 𝐶𝐻,𝐿 → ∞) are presented in Table C.10. It is evident that also
this limit case is not successful, specially in the values presented by the
power output which diminishes its value as the internal and external
irreversibilities increase. Similar trends are displayed by the maximum
efficiency and maximum round trip efficiency. Thus, the present analy-
sis has shown the benefits of including the geometric-design parameters
into the optimization, with no obvious consequences.10Table 8
𝛷 at MP conditions. Green colour denotes performances around the endoreversible case,
which corresponds to the value 𝛷𝑀𝑃,𝑒𝑛𝑑𝑜 = 0.57, as the colour goes blue 𝛷 present larger
values, and as the colour tend to yellow, lower values.
5. 𝜱 at maximum power: endoreversible limit
In the literature it has been reported the case of theoretical models
with infinite heat reservoirs at constant temperature using Carnot-like
arrangements where only external irreversibilities are taken into ac-
count due to the coupling of the (reversible) inner cycle to the external
reservoirs. In this last case, the so-called endoreversible limit (i.e., no
internal irreversibilities) has been analysed. The reported round-trip
efficiency under maximum power conditions has a dependence only of







. It is noteworthy that the present model is able to reproduce the
results for the endoreversible case [20,21] under some assumptions:
• Internal irreversibilities are zero (𝜌 = 1, 𝜖𝑡,𝑐 = 1).
• The 𝑄ℎ pumped to the storage reservoir is completely transmitted
to the discharge mode. This fact constraints 𝑎𝐻𝑃 .𝑐
Journal of Energy Storage 44 (2021) 103242J. Gonzalez-Ayala et al.Fig. A.11. Optimization of the HE through 𝜂 and 𝑃𝑜𝑢𝑡 as the objective functions. Three
cases of fixed external irreversibilities, 𝛽 = {0, 0.05, 0.07} with internal irreversibilities:
𝛼 = {0, 0.01, 0.02,… , 0.1}. Different colour spectra differentiate each 𝛽 case. In addition,
for each 𝛽 case the gradient is related with the normalized value of 𝑎𝐻𝐸𝑐 to keep track
of its influence on the Pareto front. In (a) the Pareto front, in (b) the corresponding
points in the 𝛷 − .̄𝑃𝑜𝑢𝑡 plane and in (c) the Pareto optimal set. The colour gradient
allows for tracking the influence of 𝑎𝐻𝐸𝑐 in the Pareto front. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)
• All stored heat is used in the discharge and, then, there is no heat
leak.
• 𝜏 = 𝑇𝐻𝐸𝐿 ∕𝑇𝐻𝐸𝐻 = 𝑇𝐻𝑃𝐿 ∕𝑇𝐻𝑃𝐻 (compare with the case in Fig. 10).
For that case 𝑎𝐻𝐸𝑐 =
√
𝜏−1, 𝑎𝐻𝑃𝑐 = (2 −
√








which is the same than those previously reported. For the represen-
tative case of Solar Salt, with Anhydrous Methanol and by choosing
𝑇𝐿 = 250 K and 𝑇𝐻 = 850 K it is obtained 𝜏 = 0.29 and 𝛷𝑀𝑃 = 0.57. To
have an estimate of how distant is this result from the cases stemming11Fig. A.12. Optimization of the HE through 𝜂 and 𝑃𝑜𝑢𝑡 as the objective functions. Three
cases of fixed internal irreversibilities, 𝛼 = {0, 0.05, 0.07} with external irreversibilities:
𝛽 = {0, 0.01, 0.02,… , 0.1}. In (a) the Pareto front, in (b) the corresponding points in the
𝛷−𝑃𝑜𝑢𝑡 plane and in (c) the Pareto optimal set. The colour gradient allows for tracking
the influence of 𝑎𝐻𝐸𝑐 in the Pareto front. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)
from the present analysis Table 8 shows the values of 𝛷𝑀𝑃 in the
optimum design point (𝛤𝐻𝑃𝐻,𝐿 = 𝛤
𝐻𝐸
𝐻 = 1 and 𝛤
𝐻𝑃=0.35
𝐿 ) and considering
internal and external irreversibilities. Notice that despite the presence
of irreversibilities, there is a wide range of them that still produce
round-trip efficiencies larger than that of the endoreversible case. Also
notice in Table 8 that the heat leak is never zero, according to Table 2
the minimum heat leak is 𝜉 = 0.01.
6. Summary and conclusions
A multiparametric and multiobjective optimization of a combined
PTES system for energy storage in liquid media based on Brayton-like
Journal of Energy Storage 44 (2021) 103242J. Gonzalez-Ayala et al.
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Fig. A.13. Optimal set in a representative case with 𝛼 = 0.05 and 𝛽 = 0.09. This is the
typical behaviour exhibited after the optimization is made. It is of interest the largest
𝛤 accessible from all the interval of 𝑎𝐻𝐸𝑐 , which provides access to all the optimum
states. According to Figs. 5 and 7 the smallest 𝑎𝐻𝐸𝑐 produced the maximum available
𝑃𝑜𝑢𝑡, meanwhile the largest values produced the maximum available 𝛷.
cycles has been addressed by the calculations of different Pareto fronts.
The main objectives have been to analyse the role of the internal and
external irreversibilities as well as the mass flow ratios between the
working fluid and the reservoirs and to obtain the best performance
including the round-trip efficiency, power output, and efficiency as ob-
jective functions. The optimization has been developed in three stages:
(a) using all the available parameters; (b) determining an optimal
design point with five parameters; and (c) a final optimization through
the compression ratios. In each case, explicit results have been obtained
under maximum round trip efficiency and power output conditions,
under maximum power and maximum efficiency conditions and under
maximum round-trip efficiency, power and efficiency conditions.
From (a) it was obtained that the ratio between the heat capacities
of the working fluid in the HP and the cold reservoir should be the
same (𝐶𝐻𝑃𝑊 ∕𝐶𝐿 = 1, less size difference and similar mass flow). No
constraints on the irreversibilities were found.
From (b) The optimization revealed a preference for having the
same heat capacity in the working fluid and the hot reservoirs, 𝐶𝑊 ∕𝐶𝐻
= 1 as in the case of the cold reservoir, but 𝐶𝐻𝐸𝑊 ∕𝐶𝐿 = 0.35, constrain-
ing the size and the mass flow in the case of the HE. This constraint is
used to propose a design point.
From (c) it was shown that the performance in the optimum design
point can increase substantially the energetic performance of the PTES,
up to 49% for the round-trip efficiency over the endoreversible case
under maximum power conditions (see Table 8).
The size and the mass flow of the TES media is an important
parameter from economic and technical points of view. The present
multiparametric optimization shows a non-trivial outcome as to what
scale factor among the working fluid heat capacity and those of the
TES’s provides with the best benefit for the desired objective functions.
As can be seen from the obtained configurations the final tem-
peratures 𝑇𝐻𝑃𝐻2 and 𝑇
𝐻𝐸
𝐻2 are different, this in fact would require an
stabilization mechanism in the transition between charge and discharge
processes. To recover a heat rejection for a continuous operation, the12Fig. A.14. The best compromise among 𝛷, 𝜂 and 𝑃𝑜𝑢𝑡. Above: Three cases of
fixed external irreversibilities, 𝛽 = {0, 0.05, 0.07} with internal irreversibilities: 𝛼 =
{0, 0.01, 0.02,… , 0.1}. Below: Three cases of fixed internal irreversibilities, 𝛼 =
{0, 0.05, 0.07} with external irreversibilities: 𝛽 = {0, 0.01, 0.02,… , 0.1}. The colour
gradient allows for tracking the influence of 𝑎𝐻𝐸𝑐 in the Pareto front. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version
of this article.)
stabilization and the coupling with other subsystem are still pending
jobs for future research.
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Journal of Energy Storage 44 (2021) 103242J. Gonzalez-Ayala et al.Fig. A.15. Optimal set in a representative case with 𝛼 = 0.05 and 𝛽 = 0.09. This is the
typical behaviour exhibited after the optimization is made. It is of interest the largest
𝛤 accessible from all the interval of 𝑎𝐻𝐸𝑐 , which provides access to all the optimum
states. According to Figs. 5 and 7 the smallest 𝑎𝐻𝐸𝑐 produced the maximum available
𝑃𝑜𝑢𝑡, meanwhile the largest values produced the maximum available 𝛷.
Appendix A. Multiobjective optimization: selection of design
point
By realizing the optimization of three different cases of objective
functions: 𝛷 − 𝑃𝑜𝑢𝑡 (𝑃𝑜𝑢𝑡 ≡ 𝑃𝑜𝑢𝑡∕𝐶𝑤) for the overall PTES system
(addressed in Section 3.2), 𝜂 − 𝑃𝑜𝑢𝑡 for the discharge subsystem and
𝛷−𝜂−𝑃𝑜𝑢𝑡 for the combination of the charge and the discharge systems,
it is possible to define regions of interest from where to chose the best13values for 𝛤𝐻𝐸,𝐻𝑃𝐻,𝐿 . The proper choice of the 𝛤 ’s will have repercussions
in the scale of the HP-HE and thermal reservoirs (TES). As discussed in
the concluding remarks this is one of the key outcomes of the paper.
A.1. Pareto front using 𝜂 and 𝑃𝑜𝑢𝑡 as objective functions
In the same way that the Pareto front was obtained using the global
functions for the PTES, 𝛷 and 𝑃𝑜𝑢𝑡, now the result of optimizing only the
HE subsystem is presented, i.e., the objective functions to be considered
are 𝜂 and 𝑃𝑜𝑢𝑡. The analysis is parallel to that presented in Section 3.2.
The results can be seen in Fig. A.11 for fixed 𝛽 and increasing the
internal irreversibilities and in Fig. A.12 for three cases where 𝛼 is fixed
and the external irreversibilities are increased.
The resulting optimal set is mapped to the energetic space 𝛷, 𝜂
and 𝑃𝑜𝑢𝑡. In all cases they are monotonic functions of 𝑎𝐻𝐸𝑐 . Naturally,
if the HE subsystem is the one being optimized, it is expected that
this variable is the one determining the optimum states. Notice that
the three cases of fixed external irreversibilities (Fig. A.12) produce
similar Pareto fronts. On the other hand, those at constant internal
irreversibility are located in quite different regions, showing once again
that the sensibility regarding the internal irreversibilities is significant.
It is remarkable that as the internal irreversibilities increase, 𝑎𝐻𝑃𝑐 is
constraint to smaller values. In the case of the 𝛤 ’s there are valuable
information that can be obtained by considering all the combinations
of irreversibilities. As can be seen in Figs. 5 and 7, 𝛷, 𝜂 and 𝑃𝑜𝑢𝑡 are
monotonic functions of 𝑎𝐻𝐸𝑐 , thus, values of 𝛤 that allow the obtaining
of such maximum states are of interest. In Fig. A.13 some representative
outcomes from the optimization are depicted. In each case the value of
interest is the largest 𝛤 that is accessible at all 𝑎𝐻𝐸𝑐 ’s. The infimum of
all these values will determine the best 𝛤 , assuming that it is interest to
have the smallest possible reservoirs and allowing all possible operation
regimes at the same time.
A.2. Pareto front using 𝛷, 𝜂 and 𝑃𝑜𝑢𝑡 as objective functions
The same multiobjective and multiparametric procedure to opti-
mization by using the three objective functions that exhibit convex
behaviours 𝛷, 𝜂 and 𝑃𝑜𝑢𝑡. The results are displayed in Fig. A.14.
In Fig. A.15 some representative outcomes from the 𝛷 − 𝜂 − 𝑃𝑜𝑢𝑡
optimization are depicted.Fig. B.16. Two representative search steps in the optimization algorithm described in Section 3.1 once the optimum PTES configuration has been determined. In (a) the first step
of the random search in the physically acceptable region. These points in the phase space are mapped in the 𝜂 − 𝑃𝑜𝑢𝑡 and in the 𝛷− 𝑃𝑜𝑢𝑡 planes. In (b) the step 21 in the iteration
of the search algorithm.
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p
Fig. B.16. A representative case of the evolution of the 𝐷𝐾𝐿 for the case 𝛼 = 𝛽 = 0.07
and searching for 400 random points in each iteration. From the 20th iteration it can
be seen that 𝐷𝐾𝐿 has a stable decreasing behaviour. At iteration 66 the threshold is
achieved, producing a Pareto front of 15 822 points.
Table C.9
Maximum achievable values of 𝛷, 𝜂 and 𝑃𝑜𝑢𝑡 ≡ 𝑃𝑜𝑢𝑡∕𝐶𝑤 as the internal and external
irreversibilities increase with the parameters 𝛼 and 𝛽, respectively when all 𝛤 → 1.
Notice that the maximum value allowed for 𝛼 is 0.07. Green colour denotes best
performance which degrades going progressively to yellow colours and red colours
for the worst scenario.
Appendix B. Convergence to the true pareto front
Once the optimum geometric configuration for the PTES has been
found, a more exhaustive search for the Pareto front is in place. The
random search is refined and an objective convergence criteria is14Table C.10
Maximum achievable values of 𝛷, 𝜂 and 𝑃𝑜𝑢𝑡 as the internal and external irreversibilities
increase with the parameters 𝛼 and 𝛽, respectively when the TES temperatures are
constant (𝛤 → 0). Green colour denotes best performance which degrades going
rogressively to yellow colours and red colours for the worst scenario.
needed. Here these two problems are explained with more detail. Since
all functions have monotonic behaviours or present only one extreme
point no genetic algorithm are needed.
According to the algorithm introduced in Section 3.1 a first step
is a random search in the physically acceptable region, from these
points the non-dominated points are obtained. In Fig. B.16a this first
generation is displayed. A refinement in the algorithm is to enclose
the optimal set in two disconnected regions (the minimum rectangular
covers), whose areas are increased in order to not miss additional non
dominated points. In each step the extension of the covers decrease.
For illustrative purposes the output from the 21st iteration is depicted
in Fig. B.16b.
As stated above, a convergence criterion is required to acknowledge
that the obtained Pareto front is close enough to the real Pareto front.
For this purpose the distributions of the round-trip efficiency is used.
Since 𝛷 is restricted in the interval (0, 1) a probability distribution is
built using a partition of 300 equal sub-intervals (300 bins). In each
iteration the entropy of this distribution, 𝑃𝑖, with 𝑖 = 1,… , 300 is














calculated. The Kullback–Leibler divergence, 𝐷𝐾𝐿, or entropy diver-
gence gives a measure of the difference in information between two
distributions. When comparing the distribution of iteration 𝑗 with the
next one, 𝑗 +1, a measure of how much information is gained from the
last iteration, then, as the algorithm approaches to the true Pareto front











here 𝑄𝑖 and 𝑃𝑖 are the probabilities in the 𝑗 and the 𝑗 + 1 iterations,
espectively. In the present analysis it has been used a reliable threshold
alue of 5 × 10−5. In Fig. B.16 it is shown that this algorithm converge
uickly, after 35 iterations the threshold has been reached.
ppendix C. Comparison between the optimum scale factor of
ass flow and the extreme limits 𝜞 = {𝟎, 𝟏}
For completeness, in order to face the benefit from obtaining an
ptimum scale factor between the heats capacities of the working fluid
nd those of the thermal reservoirs, which lastly depend on the mass
low scale, here the outcome for two extreme cases are presented for
̄𝑜𝑢𝑡,𝑚𝑎𝑥, 𝜂𝑚𝑎𝑥 and 𝛷𝑚𝑎𝑥: 𝛤𝐻𝐸𝐻,𝐿 → 1 and 𝛤
𝐻𝐸
𝐻,𝐿 → 0. See Tables C.9 and
.10 and compare with Tables 5–7. This will work as a reference frame
n the extremal situations of system–reservoir mass flow ratios.
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