We evaluated the performance of predicting secondary structures without pseudoknots using our method and the other existing methods. The dataset was obtained from the RNA STRAND database [1] . We selected 141 pseudoknot-free RNA sequences whose length is between 140 nt and 500 nt and has at most 85 % identity to the other sequences. Since both of IPknot and CentroidFold employ the same posterior probability distribution, the McCaskill model [3] with Boltzmann likelihood parameters [2] , accuracy of these two methods is comparable. However, IPknot attempts to predict additional base pairs that are pseudoknotted to base pairs at lower levels of the decomposition. In particular, the iterative refinement algorithm might emphasize base-pairing probabilities for pseudoknotted base pairs. Such nature of IPknot makes the number of false positive base pairs increase.
S1 Prediction of pseudoknot-free structures with IPknot
We evaluated the performance of predicting secondary structures without pseudoknots using our method and the other existing methods. The dataset was obtained from the RNA STRAND database [1] . We selected 141 pseudoknot-free RNA sequences whose length is between 140 nt and 500 nt and has at most 85 % identity to the other sequences. Since both of IPknot and CentroidFold employ the same posterior probability distribution, the McCaskill model [3] with Boltzmann likelihood parameters [2] , accuracy of these two methods is comparable. However, IPknot attempts to predict additional base pairs that are pseudoknotted to base pairs at lower levels of the decomposition. In particular, the iterative refinement algorithm might emphasize base-pairing probabilities for pseudoknotted base pairs. Such nature of IPknot makes the number of false positive base pairs increase.
S2 Accuracy of common secondary structure prediction depends on the quality of alignments
To investigate the correlation between the quality of multiple alignments and the accuracy of common secondary structure prediction, we prepared various quality of multiple alignments produced by: ClustalW, ProbConsRNA, CentroidAlign and manual curation (reference). Figure S2 clearly reveals that the accuracy of common secondary structure prediction deeply depends on the quality of multiple alignments, that is, the higher alignment quality we can have, the more accurate prediction we can perform. Figure 7 in the main paper and Fig. S3 show that IPknot can make robust predictions compared with hxmatch. This results from the averaged base-pairing probabilities that on average produce the optimal structure when it is mapped to each individual sequence in the given alignment. 
S3
The number of iterations of the iterative refinement algorithm Figure S4 shows difference in prediction accuracy when changing the number of iterations of the iterative refinement algorithm for base-pairing probabilities. Although applying the algorithm once significantly improved the prediction accuracy, applying the algorithm twice might make no obvious difference.
S4 The number of decomposed levels of pseudoknots
This supplement provides experimental results on the RS-pkfree141 (pseudoknot-free) dataset and the RS-pk399 (pseudoknotted) dataset for the maximum decomposed levels m = 1, 2, 3. Note that CentroidFold is equivalent to IPknot with the maximum decomposed level m = 1. It can be observed that the selection of a conflicting level between predicted structures and correct structures causes the degradation of the accuracy compared with the best results. For example, for the pseudoknot-free dataset, IPknot with the maximum decomposed level m = 3 and the iterative refinement algorithm cut down the accuracy compared with CentroidFold because of increasing false positive base pairs. These results indicate that the appropriate number of decomposed levels should be selected, although correct structures might be unknown. This is a drawback of our method.
S5 Comparison with a variant of IPknot
We can consider a variant of IPknot that does not use the decomposition of pseudoknotted secondary structures. In such a case, the expected gain function (2) in the main paper is simply employed. The IP problem is formulated as follows: where θ = 1/(γ + 1). We call this variant the simplified IPknot. We can employ two kinds of basepairing probability matrices: one is calculated by the probability distribution with pseudoknots such as the D&P model; the other without pseudoknots such as the McCaskill model. The former performs an exact estimation in the sense of γ-centroid estimator, but spends enormous time and space. The latter runs fast, but may sacrifice the accuracy. Figure S6 shows comparisons between the original IPknot and simplified IPknot, indicating that the base-pairing probability produced by the iterative refinement algorithm is more accurate and efficient than the simplified IPknot. The iterative refinement algorithm is based on the decomposition of pseudoknotted secondary structures into a set of pseudoknot-free structures, and the mixture of the distribution of pseudoknot-free structures improves the accuracy. On the other hand, the IP problem (S1)-(S2) does not provide the decomposition unlike the original IPknot. Therefore, the iterative refinement algorithm cannot be directly applied to the simplified IPknot.
S6 Capability of representing arbitrary pseudoknots by the decomposition
We can construct a graph from any given pseudoknotted structure y ∈ S(x). Each vertex in the graph corresponds to a base pair such that y i j = 1. Two vertices are connected by an edge if and only if the corresponding base pairs y i j and y kl are pseudoknotted, that is, i < k < j < l or k < i < l < j. Thus, the decomposition of y into m pseudoknot-free substructures (y (1) , . . . , y (m) ) (i.e. m-partite structure) is equivalent to the m-coloring problem. It is obvious that the chromatic number m is at most the number of vertices in the graph, which is less than or equal to |x|/2 in this case. Several algorithms for finding the chromatic number of any graph have been studied. For a graph G = (V, E) with vertices V = {v 1 , . . . , v n }, the Welsh-Powell algorithm [4] can find a coloring that uses max 1≤i≤n min{d(v i ) + 1, i} colors by a greedy algorithm, where d(v i ) is the number of edges connected to the vertex v i , called the degree of the vertex v i . In other words, the chromatic number of the graph is at most one more than the graph's maximum degree. This means that the number of decompositions of y ∈ S(x) is at most one more than the maximum number of pseudoknotted base pairs for each base pair. Therefore, for any RNA secondary structure y, there exists m ≤ |x|/2 such that y can be decomposed into m pseudoknot-free substructures.
A Experimental results in detail
In Appendix, the detailed tables of experimental results performed in this work are shown. We evaluated the prediction accuracy through Matthews Correlation Coefficient (MCC) as well as PPV and sensitivity. MCC is a balanced accuracy measure between PPV and sensitivity, defined as:
where T P is the number of base pairs appearing in both the reference and predicted structures, FP is the number of base pairs that appear in the predicted structure but not in the reference, T N is the number of base pairs that appear in neither structure, and FN is the number of base pairs that appear in the reference but not in the predicted structure. Table S1 : IPknot without refinement on the RS-pk388 dataset. Table S7 : IPknot without refinement on the pk168 dataset. Table S8 : IPknot with refinement on the pk168 dataset. Table S9 : IPknot with the D&P model on the pk168 dataset. Table S11 : IPknot without refinement on the RS-pkfree141 dataset. Table S12 : IPknot with one refinement on the RS-pkfree141 dataset. γ (1) γ (2) PPV Sen MCC γ Table S14 : IPknot (m = 3) with refinement on the RS-pkfree141 dataset. Table S17 : IPknot with refinement on the Rfam-PK dataset (reference). Table S20 : IPknot with refinement on the Rfam-PK dataset (CentroidAlign). γ Table S22 : IPknot without refinement on the Rfam-PK dataset (ProbCons). Table S25 : IPknot without refinement on the Rfam-PK dataset (ClustalW). Table S28 : IPknot without refinement on the Rfam-PK dataset (single).
