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Resumen
Los Servicios de Informacio´n constituyen piezas fundamentales de la infraestruc-
tura de los sistemas Grid. Estos servicios tienen por objetivo realizar el descubri-
miento inicial y posterior monitorizacio´n de la disponibilidad y estado de los recursos
y servicios puestos a disposicio´n por los participantes de las llamadas Organizacio-
nes Virtuales. El servicio de informacio´n utilizado por sistemas Grid basados en el
middleware Globus Toolkit 4, se conoce como Sistema de Monitorizacio´n y Descu-
brimiento.
Por otra parte, GridWay es un metaplanificador, una herramienta de planifica-
cio´n y gestio´n de ejecucio´n de trabajos integrada a Globus Toolkit 4, que permite
compartir a gran escala y de manera fiable y eficiente recursos de co´mputo gestiona-
dos por diferentes sistemas Gestores de Recursos Locales. GridWay consulta, entre
otros, al Sistema de Monitorizacio´n y Descubrimiento de Globus Toolkit 4 para ob-
tener informacio´n de los recursos Grid y realizar la planificacio´n de ejecucio´n de
trabajos.
Por u´ltimo, las propuestas relacionadas con la incorporacio´n de multicast a Grid
lo implementaron en el nivel de capa de aplicacio´n o utilizando TCP y principalmente
a los servicios de transferencia de ficheros en grid computacionales y de datos o en
la comparticio´n de aplicaciones multimediales. Estas propuestas se basaron en el
protocolo IPv4, a pesar del soporte para la transmisio´n multicast IPv6 que comunica
los nodos de la red multicast troncal de Internet, M6BONE, y de la compatibilidad
de la mayor´ıa de los middleware Grid con el protocolo IPv6.
El objetivo del presente trabajo es presentar los resultados de la aplicacio´n de
multicast IPv6 al descubrimiento y monitorizacio´n de recursos y servicios en sis-
temas Grid basados en GT4. Se disen˜o´ un modelo de organizacio´n de servicios de
informacio´n que transmiten sus datos sobre multicast IPv6 de manera segura uti-
lizando certificados digitales. Este nuevo esquema de organizacio´n de servicios de
informacio´n permite que los servicios I´ndices de MDS4 se estructuren de manera
plana, descentralizada, redundante y tolerante a fallas. De esta forma GridWay pue-
i
de planificar la ejecucio´n de los trabajos accediendo a informacio´n ma´s actualizada
y que se encuentra disponible de forma redundante en servicios de informacio´n per-
tenecientes a un grupo multicast.
La integracio´n de multicast IPv6 que utiliza certificados digitales con los Servicios
de Informacio´n, permite que la informacio´n relativa a la disponibilidad y estado de
los recursos de un sistema Grid, se distribuya de manera redundante y segura y que
los tiempos de retardo sean menores que si se implementa el mismo modelo mediante
transmisio´n unicast.
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Cap´ıtulo 1
Introduccio´n
1.1. Introduccio´n Conceptual y Motivacio´n
La tecnolog´ıa Grid surge como un nuevo paradigma de computacio´n distribuida.
Propuesta por Ian Foster y Carl Kesselman a mediados de los 90 [18, 19], se basa fun-
damentalmente en el acceso remoto a recursos distribuidos, y su principal objetivo
es permitir gestionar recursos de diversos tipos, tales como datos, almacenamiento,
servicios, redes, sensores, clusters, etc., de tal forma que los usuarios se beneficien
de ellos a pesar de que se encuentren dispersos geogra´ficamente y pertenezcan a di-
ferentes organizaciones, logrando alcanzar de forma segura y econo´mica capacidades
computacionales que permitan la ejecucio´n eficiente de aplicaciones intensivas en
datos o computacio´n.
Existen numerosos proyectos cient´ıficos y empresariales que hacen uso de la
tecnolog´ıa Grid con excelentes resultados, por ejemplo Compute Against Cancer,
GriPhyN, EGEE-II, SETI@home, proyectos de Novartis o BBC, entre otros. La
relevancia de esta nueva tecnolog´ıa tambie´n se pone de manifiesto a trave´s del de-
sarrollo de proyectos a nivel iberoamericano tales como el proyecto Tecnolog´ıa Grid
como motor del desarrollo regional [9], perteneciente al Programa Iberoamericano
de Ciencia y Tecnolog´ıa para el Desarrollo, cuyos objetivos son variados desde el
tratamiento de ima´genes me´dicas, aplicaciones en el campo de la biolog´ıa molecular
hasta sistemas de prevencio´n y gestio´n de riesgos naturales, desarrollo de sistema de
soporte a la decisio´n cl´ınica, entre otros.
Se ha definido un esta´ndar o modelo de referencia para la tecnolog´ıa Grid
conocido como Open Grid Services Architecture (OGSA) [35]. En esta arquitec-
tura (Fig. 1.1), el cuello de botella reside en las capas de Recursos y Conectividad.
En particular la capa de Conectividad utiliza la pila de protocolos TCP/IP para
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Figura 1.1: Arquitectura Grid [23].
establecer la comunicacio´n en una red Grid. De esta manera, el desarrollo de la tec-
nolog´ıa Grid se ve afectada por la propia evolucio´n de Internet y el que, por ahora,
es uno de los cambios ma´s importantes que experimenta la Red: la sustitucio´n del
protocolo IPv4 por el IPv6.
El protocolo IPv6 [11] nace con el propo´sito de mejorar las prestaciones de IPv4
en cuanto a seguridad y rendimiento, dar soporte a los nuevos tipos de servicios
requeridos y superar el problema del agotamiento de direcciones disponibles. Este
cambio se encuentra en fase de implantacio´n y es un proceso prolongado durante el
cual ambas versiones del protocolo IP deben coexistir. Actualmente IPv6 ya esta´ fun-
cionando en muchos centros de investigacio´n, no so´lo en el plano experimental. La
red de investigacio´n de la Comunidad de Madrid, RediMadrid, ofrece soporte nativo
para el protocolo IPv6 y las siguientes instituciones ya se han decidido a emplearlo:
UAM, UPM, UC3M y CSIC.
El objetivo de este trabajo es desarrollar nuevas aplicaciones para la tecnolog´ıa
Grid que permitan aprovechar las caracter´ısticas en cuanto a comunicacio´n multicast
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que ofrece IPv6. Principalmente se propone estudiar la mejora en el descubrimiento
de los recursos y servicios disponibles en un sistema Grid al emplear las posibilidades
de multicasting de IPv6.
1.2. Estado del Arte
Hasta ahora todos los productos de software para la construccio´n de sistemas
Grid han sido desarrollados sobre IPv4 y, aunque su funcionamiento sobre la nue-
va versio´n del protocolo esta´ garantizado, son muchos los estudios que enfatizan
sobre la conveniencia del desarrollo de Grids sobre IPv6 o que por lo menos sean
independientes de la versio´n IP que utilizan [34].
La filosof´ıa que subyace en el concepto de Grid es la posibilidad de compartir
todos los recursos disponibles a nivel mundial siguiendo estructuras cliente-servidor
pero tambie´n la comunicacio´n directa peer-to-peer entre usuarios. Esta filosof´ıa se
enfrenta directamente con el problema del escaso nu´mero de direcciones potenciales
que ofrece IPv4 frente a IPv6. Otro de los obsta´culos que encuentra la tecnolog´ıa Grid
es la implantacio´n de NAT (Network Adress Translation), nacida con la finalidad de
ahorrar direcciones pu´blicas en IPv4 ya que dificulta la conectividad y acceso a los
recursos.
La implementacio´n de IPv6 aporta soluciones para superar estos obsta´culos des-
critos a la vez que ofrece nuevos beneficios:
Gran cantidad de direcciones, que hara´ virtualmente imposible que queden
agotadas.
Direcciones unicast, multicast y anycast.
Formato de cabecera ma´s flexible que en IPv4 para agilizar el encaminamiento.
Nueva etiqueta de flujo para identificar paquetes de un mismo flujo.
La fragmentacio´n se realiza en el nodo origen y el reensamblado en los nodos
finales, y no en los encaminadores como en IPv4.
Nuevas caracter´ısticas de seguridad, IPsec es nativo para IPv6, y por tanto, la
encriptacio´n y autenticacio´n se implementa a nivel de paquete.
Autoconfiguracio´n de los nodos finales, que permite a un equipo aprender
automa´ticamente una direccio´n IPv6 al conectarse a la red.
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Movilidad incluida en el esta´ndar, que permitira´ cambiar de red sin perder la
conectividad.
Globus Toolkit (GT4) [16] ha emergido como el esta´ndar de facto para la capa
intermedia (middleware) del Grid (Fig. 1.2), permite compartir recursos localizados
en diferentes dominios de administracio´n, con diferentes pol´ıticas de seguridad y
gestio´n de recursos. GT4 incluye, entre otros, servicios que permiten:
1. La gestio´n de recursos a trave´s del servicio de Gestio´n y Asignacio´n de Recursos
en Grid (Grid Resource Allocation and Management, GRAM )
2. La monitorizacio´n y descubrimiento de informacio´n mediante el Sistema de
Descubrimiento y Monitorizacio´n (Monitoring and Discovery System, MDS4 )
3. La gestio´n y movimiento de datos a trave´s del servicio de FTP en Grid
(GridFTP)
4. La implementacio´n de comunicaciones seguras mediante la Infraestructura de
Seguridad Grid (Grid Security Infrastructure, GIS)
La mayor´ıa de los sistemas Grid que se expanden sobre las comunidades acade´mi-
cas, de investigacio´n y empresariales esta´n basados en la herramienta Globus Toolkit
como nu´cleo de la capa intermedia, adema´s la u´ltima versio´n de Globus Toolkit ya
cuenta con soporte para IPv6.
Uno de los principales servicios Grid con posibilidades de mejora al utilizar IPv6,
es el Sistema de Monitorizacio´n o Descubrimiento.
Para comprender las mejoras que puede aportar IPv6 a este fin necesitamos
comprender algunos conceptos ba´sicos relacionados con la propagacio´n de paquetes
mediante el protocolo TCP/IP: unicast, anycast y multicast.
Unicast: es un esquema de direccionamiento donde existe una asociacio´n un´ıvo-
ca entre el emisor y el receptor por lo que el emisor debe enviar una copia de
los datos a cada uno de los receptores.
Anycast: es un esquema de direccionamiento por el cual los datos son dirigidos
al destino ma´s pro´ximo o mejor de los destinos. La direccio´n destino identifica
a un grupo de posibles receptores pero solo uno de ellos es finalmente elegi-
do como destinatario de la informacio´n basa´ndose en diferentes criterios de
encaminamiento.
4
Figura 1.2: Componentes de Globus Toolkit 4 [43].
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Multicast: es un esquema de direccionamiento donde la asociacio´n entre emi-
sores y receptores es uno a muchos. El emisor env´ıa una sola copia y es la red
quien dirige los datos a cada uno de los receptores.
El metaplanificador GridWay [25] como herramienta incluida en GT4, debe obte-
ner la informacio´n acerca de la infraestructura Grid subyacente para llevar a cabo la
planificacio´n de recursos. GridWay selecciona aquellos recursos ma´s adecuados para
la ejecucio´n de los trabajos luego de consultar diferentes Sistemas de Informacio´n,
entre ellos los servicios de MDS4, concretamente, los servicios I´ndices de MDS4.
El presente proyecto tiene como finalidad profundizar en el estudio de la combi-
nacio´n de la tecnolog´ıa Grid con multicast IPv6, comprobando que el descubrimiento
y monitorizacio´n de recursos y servicios disponibles en los sistemas Grid y a los que
accede el metaplanificador GridWay, mejora al utilizar las posibilidades de multi-
casting de IPv6.
1.3. Objetivos Cumplidos y Metodolog´ıa Empleada
1.3.1. Objetivo General
El objetivo de este trabajo consiste en el disen˜o, implementacio´n y evaluacio´n
experimental de un nuevo esquema de organizacio´n de servicios I´ndices de MDS4,
que aproveche las ventajas del multicast IPv6 transmitiendo informacio´n de manera
segura a cada uno de los servicios MDS4 pertenecientes a un grupo multicast dentro
una Organizacio´n Virtual (VO).
1.3.2. Objetivos Espec´ıficos
Identificar de que´ manera los Servicios de Informacio´n Grid son susceptibles
de ser mejorados mediante el uso de multicast IPv6
Disen˜ar y desarrollar la solucio´n de software que implemente dichas mejoras
Desplegar la solucio´n en los nodos de prueba
Obtener valores preliminares de referencia que permitan realizar optmizaciones
y ajustes para luego desplegar la solucio´n entre sites geogra´ficamente distantes
6
1.3.3. Metodolog´ıa
En general, se pretende disen˜ar y evaluar soluciones de software que implementen
multicast IPv6, midiendo tiempos de ejecucio´n sobre un escenario simulado lo ma´s
cercano a la situacio´n real.
Estudio del funcionamiento del Sistema de Monitorizacio´n y Descubrimiento
de GT4, del metaplanificador GridWay y de multicast IPv6.
Estudio de la implementacio´n de aplicaciones multicast IPv6 que soporten
firmas digitales.
Implementacio´n de un esquema de organizacio´n de servicios I´ndices para MDS4
que distribuya la informacio´n necesaria para GridWay sobre multicast IPv6.
La implementacio´n, a la vez, permite utilizar las credenciales X.509 proporcio-
nadas por la Infraestructura de Seguridad Grid de GT4 para validar integridad
y autenticidad de la informacio´n transmitida sobre multicast IPv6.
Comparacio´n cuantitativa mediante tiempos de ejecucio´n sobre los nodos de
prueba, tanto de la solucio´n que incluye seguridad como de la solucio´n que
incorpora seguridad a trave´s del soporte para certificados digitales.
1.4. Organizacio´n del Proyecto
El trabajo esta´ organizado de la siguiente forma:
Cap´ıtulo 2 Se describe el funcionamiento del Sistema de Monitorizacio´n y Des-
cubrimiento de Gt4; se describen los componentes de MDS4 involucrados en
el desarrollo de este proyecto.
Cap´ıtulo 3 Se describen el funcionamiento del Metaplanificador GridWay y su
interaccio´n con los Servicios de Informacio´n.
Cap´ıtulo 4 Se describen el estado del arte de multicast IPv6, el modelo de comuni-
cacio´n, aplicaciones, encaminamiento multicast, protocolos de encaminamiento
e implementacio´n de multicast IPv6.
Cap´ıtulo 5 Se describen los trabajos relacionados con la integracio´n de multicast
a sistemas Grid.
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Cap´ıtulo 6 Se describe el disen˜o general del modelo de organizacio´n de servicios
I´ndices MDS4 basado en multicast IPv6. Luego se describen los modelos se-
guros y no seguros y co´mo se transmite informacio´n a un conjunto de MDS4
pertenecientes a un grupo multicast a los que puede consultar GridWay.
Cap´ıtulo 7 Se describe de la implementacio´n de las soluciones disen˜adas propues-
tas en el Cap´ıutlo 6.
Cap´ıtulo 8 Se describen los experimentos y resultados obtenidos de las soluciones
disen˜adas propuestas en el Cap´ıutlo 6 .
Cap´ıtulo 9 Se presentan las conclusiones de este trabajo teniendo presente los
resultados obtenidos.
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Cap´ıtulo 2
Servicios de Informacio´n en
Globus Toolkit 4
2.1. Sistema de Monitorizacio´n y Descubrimiento
Los recursos que un sistema Grid pone a disposicio´n de la VO son naturalmen-
te cambiantes. Por una parte, nuevos recursos y servicios se incorporan al sistema
Grid (nuevos servidores de ficheros, nuevos gestores de re´plicas, nuevos gestores de
recursos locales, etc.), y por otra parte recursos y servicios existentes son quitados o
se convierten en inaccesibles. Asimismo el estado de cada recurso, representado por
los valores de sus propiedades, puede ser tanto esta´tico como dina´mico; ejemplo de
propiedades esta´ticas incluyen el tipo de sistema operativo, ancho de banda, velo-
cidad de CPU, etc., y ejemplos de propiedades cambiantes comprenden el consumo
de memoria, tiempo de CPU, uso de ancho de banda, nodos disponibles para recibir
trabajos en un clu´ster, etc. [39].
El Descubrimiento es el proceso de encontrar los recursos adecuados para rea-
lizar una tarea, por ejemplo, encontrar un host en el que ejecutar un job. Este
proceso puede involucrar encontrar que´ recursos son los ma´s adecuados (por
ejemplo, tener la arquitectura de CPU correcta) y elegir el miembro adecuado
en ese conjunto (por ejemplo, el nodo de un clu´ster que tenga la cola de env´ıo
ma´s corta).
La Monitorizacio´n es el proceso de observacio´n de los recursos o servicios (por
ejemplo computadores y planificadores) para realizar un seguimiento de su es-
tado o para resolver problemas. Por ejemplo, un usuario puede usar un sistema
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de monitorizacio´n para identificar recursos que esta´n agotando el espacio en
disco y en consecuencia tomar medidas correctivas.
El Sistema de Monitorizacio´n y Descubrimiento de GT4 (Monitoring and Dis-
covery System, MDS4 ) [42], basado en las especificaciones definidas en Web Service
Resource Framework (WSRF) y WS-Notification (WS-N) [17], es un conjunto de
servicios web que permite que todos los recursos y servicios de un sistema Grid
puedan ser descubiertos y monitorizados de una manera uniforme.
Por lo tanto, los servicios y recursos computacionales Grid pueden anunciar una
gran cantidad de datos para diferentes propo´sitos. MDS4 fue disen˜ado especialmente
para permitir que estos datos se encuentren disponibles para mu´ltiples personas en
mu´ltiples dominios administrativos o sites. No obstante, no debe confundirse con
un sistema de monitorizacio´n de sistemas distribuidos, como NetLogger, o con un
monitor de clu´ster, pues MDS4 puede comunicarse con estos sistemas y con archivos
de monitorizacio´n de maneras ma´s detalladas, para luego publicar un resumen de
esos datos utilizando interfaces esta´ndares.
MDS4, tambie´n conocido como WS MDS (Web Service MDS), se encuentra
integrado por los siguientes servicios (ver Fig. 2.1):
Servicio I´ndice (Index Service), servicio que recopila y publica informacio´n de
los recursos y servicios del sistema Grid.
Servicio Trigger (Trigger Service), servicio que recopila informacio´n de los
recursos y ejecuta acciones especificadas por el usuario (por ejemplo, enviar
un e-mail o generar una entrada en un fichero de logs) cuando se cumplen
ciertos criterios (por ejemplo, cuando se agota el espacio en disco, o el servidor
alcanza cierto l´ımite).
Aggregator Framework, framework de software sobre el que se construyen los
servicios anteriores.
Proveedores de Informacio´n, servicios que recolectan informacio´n mediante las
llamadas fuentes agregadoras (en el Aggregator Framework).
WebMDS, front-end que permite a los usuarios consultar los datos del servicio
I´ndice a trave´s de una interfaz web.
UsefulRP, componente de software extensible usado para generar dina´mica-
mente valores XML para uno o ma´s WSRF Resource Properties en cual-
quier servicio compatible con GT4 Java WSRF-Core, disponible a partir de
GT4.0.5+.
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Figura 2.1: Monitorizacio´n y Descubrimiento en GT4.
Archive Service, servicio, au´n en desarrollo, que mantiene datos sobre los re-
cursos y servicios de una forma persistente para que el usuario pueda consultar
informacio´n histo´rica.
En las siguientes secciones describiremos aquellos componentes de MDS4 que
puede ser beneficiados con el empleo de la tecnolog´ıa multicast IPv6.
2.2. Servicios I´ndices de MDS4
El servicio I´ndice de MDS4 recolecta informacio´n referida a los recursos Grid y
luego publica esos datos a trave´s de resource properties (un conjunto de informacio´n
ese recurso). Asimismo, almacena tanto la ubicacio´n de recurso como una versio´n de
copia de los datos del recurso que se mantiene por un per´ıodo de tiempo.
Un sistema Grid maneja mu´ltiples servicios I´ndices: cada contenedor GT4 tiene
un servicio I´ndice por defecto que registra los recursos creados dentro de e´l. Cualquier
servicio GRAM, RFT o CAS que se encuentra ejecuta´ndose en ese contenedor se
registra por a s´ı mismo al servicio I´ndice por defecto del contenedor. Adema´s los
sites y VOs mantienen uno o ma´s servicios I´ndices para registrar los contenedores,
recursos y servicios disponibles.
11
En general, se pueden configurar los servicios I´ndices de una manera libre, que
puede ser jera´rquica o no, dependiendo de las decisiones del administrador, y, aunque
es muy frecuente hallar estructuras jera´rquicas de servicios I´ndices en los sistemas
Grid, no existe un u´nico I´ndice global que provea informacio´n acerca de cada recurso
Grid.
2.3. Aggregator Framework
Aggregator Framework (Fig. 2.2) es un framework de software usado para cons-
truir servicios que recopilan y agregan datos. Tanto el servicio I´ndice como el servicio
Trigger se construyen sobre este framework, se conocen como servicios agregadores
(aggregator services) y tienen las siguientes caracter´ısticas en comu´n:
Recopilan informacio´n a trave´s de Fuentes Agregadoras (Aggregator Sources).
Un Aggretator Source es una clase de Java que implementa una interfaz para
recopilar datos en formato XML.
Usan un mecanismo de configuracio´n comu´n para mantener la informacio´n
acerca de que´ Aggregator Source usar y sus para´metros asociados (que espe-
cifican que´ datos obtener y desde do´nde hacerlo).
Implementan un modelo de consistencia de datos donde el administrador es
el que determina la frecuencia con que los datos publicados se renuevan, de
esta manera la sobrecarga a ra´ız de las actualizaciones se reduce a expensas
de tener datos ligeramente ma´s antiguos.
Asocian a cada registro un tiempo de vida, es decir que si un registro expira
sin haber sido actualizado, esa entrada y sus datos asociados son eliminados
del servidor. De esta forma, las entradas obsoletas son eliminadas automa´ti-
camente cuando sus registros dejan de ser renovados. Esta caracter´ıstica se
conoce como self-cleaning.
MDS4 incluye los siguientes tipos de Aggregator Sources:
Query Aggregator Source, que recopila perio´dicamente informacio´n de un re-
curso registrado utilizando mecanismos de consulta de tipo WS-Resource Pro-
perties.
Subscription Aggregator Source, que recopila informacio´n de un recurso regis-
trado a trave´s de mecanismos WS-Notification, los datos son enviados cuando
los valores de la propiedad del recurso se modifican.
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Figura 2.2: Flujo de Informacio´n en MDS4.
Execution Aggregator Source, recopila informacio´n a partir de la ejecucio´n de
un programa suministrado por el administrador y devuelve un documento en
formato XML.
Como puede observarse el servicio I´ndice recopila informacio´n en formato XML
a trave´s de estas fuentes agregadoras, sin embargo dichas fuentes, por defecto, no
utilizan credenciales de autenticacio´n sino que recuperan la informacio´n usando au-
tenticacio´n SSL ano´nima o ninguna autenticacio´n.
2.4. Proveedores de Informacio´n
Los datos que las fuentes agregadoras de MDS4 publican en un servicio agregador
se obtienen de un componente externo, llamado Proveedor de Informacio´n. En el caso
de fuentes agregadoras de Consulta o Suscripcio´n, el proveedor de informacio´n es un
servicio compatible con WSRF del que se obtienen los datos mediante mecanismos
WS-ResourceProperty o WS-Notification. En el caso de una fuente agregadora de
Ejecucio´n, el proveedor de informacio´n es un programa ejecutable que obtiene datos
usando mecanismos espec´ıficos de ese programa.
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Algunos proveedores de informacio´n que incluye MDS4 son los siguientes:
1. Hawkeye Information Provider y Ganglia Information Provider : proveedores
de informacio´n que recogen datos de los recursos de un pool de Condor y de
un clu´ster mediante Ganglia, respectivamente, generando informacio´n XML
mediante un mapeo basado en el esquema GLUE [22] y reporta´ndolo al servicio
WS GRAM, el que los publica como resource properties. Esta informacio´n
incluye:
nombre e id del host
informacio´n del procesador
taman˜o de memoria
nombre y versio´n del sistema operativo
datos del sistema de ficheros
carga del procesador
2. WS GRAM : el servicio, componente de GT4, para el env´ıo de trabajos. Este
servicio WSRF publica informacio´n relativa al planificador local, incluyendo:
informacio´n de cola
nu´mero de CPUs disponibles y libres
cantidad de trabajos
estad´ısticas sobre el consumo de memoria
3. RFT (Reliable File Transfer Service): el servicio, componente de GT4, para la
transferencia de archivos. Este servicio WSRF publica:
estado de los datos del servidor
estado de la transferencia de uno o varios ficheros
nu´mero de trasferencias activas
informacio´n acerca de los recursos donde se ejecuta el servicio
4. CAS (Community Authorization Service): estos servicios WSRF publican in-
formacio´n que identifica la VO a la que sirven.
5. Cualquier otro servicio WSRF que publica resource properties.
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Cap´ıtulo 3
Servicios de Informacio´n y
Metaplanificador GridWay
Los jobs son trabajos computacionales que pueden ejecutar operaciones de entra-
da/salida y mientras se ejecutan pueden afectar el estado del recurso computacional
y sus sistemas de ficheros asociados. Tales jobs pueden requerir el traslado coordi-
nado de datos hacia el recurso antes de su ejecucio´n y el traslado de los resultados
desde el recurso al finalizar su ejecucio´n. Algunos usuarios, particularmente en jobs
interactivos, utilizan los datos de salida mientras el job se ejecuta. En este contexto,
la monitorizacio´n consiste en consultar tanto la informacio´n de estado del recurso
as´ı como la informacio´n relacionada con los cambios en el estado del job. Los recursos
Grid normalmente son operados bajo el control de un planificador que implementa
pol´ıticas de asignacio´n y priorizacio´n mientras se optimiza la ejecucio´n de todos los
jobs para lograr eficiencia y rendimiento.
Concretamente, WS GRAM (Web Services Grid Resource Allocation and Mana-
gement) [10] es el componente de GT4 que comprende un conjunto de servicios web
compatibles con WSRF, cuyo objetivo es localizar, enviar, monitorizar y cancelar
jobs sobre los recursos de un sistema Grid. WS GRAM es un conjunto de servicios y
clientes que, mediante un protocolo comu´n, comunica un amplio rango de diferentes
planificadores o gestores de trabajos para clu´steres y en lotes. La implementacio´n
de WS GRAM incluye interfaces para planificadores o sistemas Gestores de Recur-
sos Locales (LRM ), como Sun Grid Engine (SGE), Condor, Portable Batch System
(PBS), Load Sharing Facility(LSF), etc. Adema´s los servicios WS GRAM esta´n pen-
sados para gestionar aquellos jobs con determinados requisitos, por ejemplos aquellos
donde es importante que las operaciones sean confiables, donde interviene la gestio´n
de credenciales o donde deba existir coordinacio´n de ficheros, etc.
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Figura 3.1: Componentes del Metaplanificador GridWay [12].
De esta forma surge el concepto de planificacio´n Grid que consiste en encontrar
una adecuada asignacio´n entre jobs y recursos computacionales, considerando dife-
rentes dominios administrativos y la heterogeneidad, dinamismo y control limitado
que existe sobre los recursos.
GridWay [25] es un metaplanificador que permite la ejecucio´n de trabajos, array
de trabajos o trabajos complejos en un Grid dina´mico y heteroge´neo de forma eficien-
te y fiable. Es un metaplanificador que se utiliza con GT4 para la gestio´n de ejecucio´n
de trabajos que permite compartir a gran escala recursos de co´mputo (clusters, servi-
dores, supercomputadores) gestionados por diferentes LRMs, ubicados dentro de una
misma organizacio´n o dispersos en varios dominios administrativos. Es una arqui-
tectura (Fig. 3.1) que, ba´sicamente, esta´ compuesta por mo´dulos basado en MADS
(Middleware Access Drivers) para conectarse con los diferentes servicios Grid: el
mo´dulo para la gestio´n de ejecucio´n que se comunica a trave´s de sus MADs con los
servicios de ejecucio´n Grid, el mo´dulo gestor de informacio´n que mediante su MAD
se comunica con los Servicios de Informacio´n Grid y el mo´dulo gestor de transferen-
cias que mediante su MAD se comunica con los servicios de datos de Grid. GridWay
adema´s separa el proceso de planificacio´n del administrador de asignacio´n utilizando
un mo´dulo un planificador externo.
En la arquitectura de planificacio´n de GridWay, el planificador es responsable de
la asignacio´n de los jobs a los recursos Grid, es decir, que es el que decide cua´ndo
y do´nde ejecutar un job, para lo que utiliza la informacio´n que proviene de la in-
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fraestructura Grid subyacente. Estas decisiones se hacen perio´dicamente en un bucle
infinito aunque la frecuencia de las intervenciones del planificador pueden ajustarse.
La Figura 3.2 describe el procedimiento que realiza el planificador para asignar
los jobs a los recursos Grid, recibiendo informacio´n de las siguientes fuentes:
1. Lista de jobs en el sistema: que incluye jobs pendientes y jobs en ejecucio´n.
Los jobs que no se pueden iniciar son filtrados de la lista, es decir, jobs con
dependencias insatisfechas, detenidos, etc.
2. Resultados de Match-making : los drivers gestores de informacio´n (Information
Manager MADs) consultan los Servicios de Informacio´n Grid para realizar un
seguimiento de la disponibilidad y el estado de los recursos Grid. El nu´cleo de
GridWay utiliza esta informacio´n para construir una lista de recursos adecua-
dos para cada job, es decir, recursos que cumplan los requisitos de esas tareas,
y para calcular su rango.
3. Comportamiento actual del recurso: el planificador analiza la forma en que un
recurso se esta´ comportando en el momento de tomar decisiones. En parti-
cular, evalu´a la migracio´n y las tasas de fallos, y la ejecucio´n de estad´ısticas
(transferencia, tiempos de ejecucio´n y tiempos de espera en cola).
4. Utilizacio´n pasada del recurso Grid : el planificador durante el proceso de eva-
luacio´n tambie´n tiene en cuenta el comportamiento que tuvieron los recursos
Grid en anteriores ejecuciones.
Finalmente, la informacio´n obtenida de las fuentes anteriores se combina con
determinadas pol´ıticas de planificacio´n que dan prioridad a los jobs y a los recursos.
Luego, el planificador env´ıa el job de ma´s alta prioridad al mejor recurso seleccionado
para e´l. El proceso continu´a hasta que todos los trabajos se hayan enviado, y los
que no se pudieron asignar esperan hasta el pro´ximo intervalo de planificacio´n.
Por lo tanto, se puede observar que si GridWay accede a servicios I´ndices de
MDS4 que concentren un gran volumen de informacio´n que se actualiza frecuen-
temente, el algoritmo de planificacio´n de ejecucio´n de jobs ofrecera´ resultados ma´s
precisos al utilizar esta informacio´n en el proceso de asignacio´n de jobs a los recursos.
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Figura 3.2: Planificacio´n de Jobs en GridWay [12].
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Cap´ıtulo 4
Multicast IPv6
4.1. Conceptos Ba´sicos
4.1.1. Unicast
En una comunicacio´n unicast existe una fuente y un destino; la relacio´n es uno-
a-uno. En este tipo de comunicacio´n las direcciones de la fuente y destino, en un
datagrama IP, son direcciones unicast asignadas a las interfaces de esos hosts. En
la Figura 4.1, un paquete unicast se env´ıa desde la fuente F1 y pasa a trave´s de los
encaminadores hasta alcanzar el destino D1.
Cuando un encaminador recibe un paquete, lo reenv´ıa so´lo a trave´s de una de sus
interfaces (aquella que pertenece al camino o´ptimo) como esta´ definido en la tabla de
encaminamiento. Los encaminadores pueden descartar el paquete si no encuentran
la direccio´n destino en su tabla de encaminamiento.
4.1.2. Multicast
En la comunicacio´n multicast existe una fuente y un grupo de destinos y la
relacio´n es uno-a-muchos. En este tipo de comunicacio´n, la direccio´n de la fuente
es una direccio´n unicast, pero la direccio´n de destino es una direccio´n de grupo, un
grupo de uno o ma´s destinos/receptores. La direccio´n de grupo define a los miembros
del grupo, que pueden estar localizados en cualquier sitio en internet o en una red
privada. La Figura 4.2 muestra este esquema de transmisio´n de datos.
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Figura 4.1: Comunicacio´n Unicast.
Un paquete multicast se env´ıa desde la fuente F1 hacia todas los receptores
que pertenecen al grupo G1. En la comunicacio´n multicast, cuando un encaminador
recibe un paquete, puede reenviarlo a trave´s de varias de sus interfaces.
4.1.3. Anycast
En IPv6 se define este nuevo tipo de comunicacio´n donde la relacio´n es similar
a multicast, uno-a-muchos, existe una fuente y un grupo de destinos. Sin embargo,
un paquete enviado a una direccio´n anycast se entrega a una de las interfaces iden-
tificadas por esa direccio´n (la ma´s cercana, de acuerdo a la medida de distancia del
protocolo de encaminamiento).
4.1.4. Multicast vs Unicast Mu´ltiple
La comunicacio´n multicast env´ıa un u´nico paquete desde una fuente, este paquete
es duplicado por los encaminadores. La direccio´n de destino en cada paquete es la
misma para todos los paquetes duplicados. Una so´la copia del paquete se env´ıa entre
encaminadores.
20
Figura 4.2: Comunicacio´n Multicast.
En la comunicacio´n unicast mu´ltiple, la fuente env´ıa varios copias del paquete,
cada uno con una direccio´n unicast de destino diferente. De esta forma pueden existir
mu´ltiples copias transmitie´ndose entre encaminadores.
La comunicacio´n multicast es ma´s eficiente que la simulada con unicast por dos
razones:
El multicast requiere menos ancho de banda que la transmisio´n unicast mu´lti-
ple donde algunos enlaces entre encaminadores pueden tener que transmitir
varias copias del paquete.
En una transmisio´n unicast mu´ltiple, la generacio´n de los paquetes en la fuente
puede presentar demoras y en grupos grandes esta demora entre el primero y
el u´ltimo paquete puede ser inaceptable. En multicast no hay demora, porque
la fuente crea y env´ıa solamente un paquete.
4.1.5. Aplicaciones de Multicast
La comunicacio´n multicast puede aplicarse en diversos situaciones:
Acceso a base de datos distribuidas.
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Distribucio´n de software y de informacio´n.
Servicios de tiempo.
Servicios de nombre, como DNS.
Replicacio´n de base de datos.
Video y audio streaming.
Servicios de descubrimiento.
Computacio´n distribuida.
Educacio´n a distancia.
En estas aplicaciones basadas en multicast, las transmisiones de datos entre la
fuente y el/los destino/s implican tanto la identificacio´n de las direcciones origen y
destino as´ı como un esquema de encaminamiento que optimice la entrega de los datos
desde la fuente hacia el destino. Por tanto, los conceptos claves en las comunicaciones
multicast incluyen una direccio´n IP de grupo multicast, un a´rbol de distribucio´n y
los receptores interesados en recibir informacio´n enviada a esa direccio´n de grupo.
4.2. Registro en el Grupo Multicast
En [40] se describen que´ pasos deben seguirse para establecer una comunicacio´n
multicast entre nodos de una red. El primero de ellos es la identificacio´n de los
receptores, conocido como proceso de registro, que permite a los receptores unirse a
grupos multicast existentes. El encaminador local usara´ este proceso para determinar
do´nde debera´ enviar los datos multicast.
IPv6 tiene su propio protocolo de registro de receptores llamado Multicast Liste-
ner Discovery (MLD). MLDv2 [44] es un subprotocolo de ICMPv6 [8], esto significa
que los tipos de mensajes de MLDv2 son un subconjunto de los mensajes ICMPv6.
Los encaminadores IPv6 utilizan MLDv2 para descubrir la presencia de oyentes mul-
ticast (los nodos que desean recibir paquetes multicast) en los enlaces conectados
directamente a e´l y para descubrir espec´ıficamente que´ direcciones multicast son de
intere´s para esos nodos vecinos. El encaminador multicast puede ser en s´ı mismo un
oyente de una o ma´s direcciones multicast; en este caso se desempen˜a tanto en el rol
de encaminador multicast para recoger informacio´n de oyentes multicast necesaria
para su protocolo de encaminamiento multicast como en el rol de oyente de direccio´n
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multicast para informarse a s´ı mismo y a otros encaminadores multicast vecinos de
su estado de oyente.
Por lo tanto, MLD es un protocolo asime´trico, es decir que especifica compor-
tamientos separados para oyentes de direcciones multicast (hosts o encaminadores)
y para encaminadores multicast. El propo´sito de MLD es permitir a cada encami-
nador multicast aprender, para cada uno de los enlaces conectados directamente a
e´l que´ direcciones multicast y que´ fuentes tienen oyentes interesados en ese enlace.
La informacio´n recogida por MLD es suministrada a cualquier protocolo de enca-
minamiento multicast usado por el encaminador, para asegurar que los paquetes
multicast sean entregados a todos los enlaces donde hay oyentes interesados en tales
paquetes.
4.3. Encaminamiento multicast
El encaminador que realiza el proceso de registro de receptores multicast, como
se explico´ anteriormente, se denomina Last Hop Router (LHR) ya que es contactado
por los receptores y se encuentra en el final de la trayectoria de comunicacio´n.
Contrariamente, el First Hop Router(FHR) es el encaminador ma´s cercano a la
fuente del tra´fico multicast.
Se requiere un mecanismo de control inteligente para que los datos puedan ser
eficientemente distribuidos desde el First Hop Router hacia todos los Last Hop Rou-
ters participantes. Esto se implementa a trave´s de un protocolo de encaminamiento.
Las funciones [41] que se requieren para llevar a cabo el proceso de encaminamiento
de multicast son las siguientes:
1. Establecer una convencio´n para identificar direcciones multicast: en IPv6 la
direccio´n consta de un prefijo de 8 bits con valor 1 ma´s un campo de indicadores
de 4 bits (indicando si la red esta´ permanentemente asignada o no), un campo
de a´mbito de 4 bits (a´mbito de aplicabilidad de la direccio´n, rango que abarca
desde una u´nica red a la red global) y el identificador de grupo de 112 bits.
2. Cada encaminador debe traducir una direccio´n multicast IPv6 a una lista
de redes que contengan miembros del grupo multicast. Esta informacio´n le
permite construir un a´rbol de distribucio´n de camino ma´s corto (shortest path
tree, SPT ) hacia todas las redes que contengan miembros del grupo.
3. El encaminador debe traducir una direccio´n IP multicast a una direccio´n de
red para poder entregar en la red destino el datagrama multicast IPv6. (Por
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ejemplo, en redes IEEE 802, una direccio´n de nivel MAC es de 48 bits. Si el
bit ma´s significativo es 1, entonces es una direccio´n multicast, un encaminador
conectado a una red IEEE 802 debe traducir una direccio´n multicast IPv6 de
128 bits a una direccio´n multicast de nivel MAC de IEEE 802 de 48 bits).
4. Las direcciones multicast pueden ser permanentes, pero usualmente se gene-
ran de forma dina´mica y los hosts pueden unirse o abandonar los grupos de
multicast dina´micamente. De esta manera, se necesita un mecanismo mediante
el cual un host individual informe al encaminador conectado a su misma red
de su inclusio´n o exclusio´n en un grupo multicast, tal como se describio´ en el
proceso de registro multicast en la Seccio´n 4.2.
5. Por u´ltimo, los encaminadores deben intercambiar dos tipos de informacio´n:
Que´ redes contienen miembros de un grupo multicast particular.
Informacio´n para calcular los caminos ma´s cortos a cada red que con-
tenga miembros del grupo, aplicando los protocolos de encaminamiento
multicast.
6. Se necesita un algoritmo de encaminamiento para calcular los caminos ma´s
cortos a todos los miembros del grupo.
7. Cada encaminador debe determinar la ruta de distribucio´n multicast basa´ndose
en las direcciones fuente y destino.
Si en el esquema de encaminamiento unicast, cada encaminador en el dominio
tiene una tabla que define el a´rbol de camino ma´s corto a los posibles destinos, por
el contrario, cuando un encaminador recibe un paquete multicast, este puede tener
que ser enviado a ma´s de un destino en ma´s de un red. Por tanto, el reenv´ıo de
un u´nico paquete a los miembros de un grupo requiere un a´rbol SPT. Si existen n
grupos, el encaminador precisa n SPT. Se desarrollaron dos enfoques para resolver
el problema: los a´rboles source-based y los a´rboles group-shared. De esta forma, en
el encaminamiento multicast, cada encaminador involucrado necesita construir un
SPT basa´ndose en algunos de estos enfoques:
A´rbol source-based : cada encaminador precisa tener un SPT para cada grupo.
Este SPT define el pro´ximo salto para cada red que tenga miembros registrados
para ese grupo. Si el nu´mero de grupos es m, cada encaminador precisa tener
m SPT, uno para cada grupo. Por tanto, a medida que aumenta la cantidad
de grupos tambie´n lo hace el taman˜o de la tabla de encaminamiento.
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Figura 4.3: Clasificacio´n de Protocolos Multicast.
A´rbol Group-shared : en lugar de que cada encaminador tenga m SPT, sola-
mente un encaminador designado, llamado Rendevouz Point (RP), se encarga
de la distribucio´n del tra´fico multicast. El RP tiene m SPT en su tabla de en-
caminamiento. El resto de los encaminadores en el dominio no tienen ninguno.
Si un encaminador recibe un paquete multicast, lo encapsula en un paquete
unicast y env´ıa al RP. El RP desencapsula el paquete multicast y consulta
su tabla de encaminamiento para dirigir el paquete. Es decir que, en este en-
foque, so´lo el RP, que tiene un SPT por cada grupo, esta´ involucrado en la
transmisio´n multicast.
4.3.1. Protocolos de Encaminamiento
Los protocolos de encaminamiento multicast, puede clasificarse [15] como se
muestra en la Figura 4.3.
DVMRP [45] (Distance Vector Multicast Routing Protocol) es el ma´s antiguo de
los protocolos para encaminamiento multicast. Un concepto clave introducido por
DVMRP fue el uso de distintos a´rboles de reenv´ıo para cada uno de los grupos
multicast; este principio fundamental se continu´a usando en los nuevos protocolos
de encaminamiento multicast. DVMRP es ana´logo al RIP [28], es decir, que es un
protocolo por vector de distancia que proporciona una muy limitada flexibilidad,
funcionalidad y escalabilidad.
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MOSPF [32] (Multicast Open Shortest Path First) es una extensio´n del protocolo
OSPF [33], y como tal, debe residir dentro de los l´ımites de un sistema auto´nomo y
requiere la utilizacio´n del protocolo OSPF para poder funcionar. En consecuencia,
so´lo tiene significado dentro de una corporacio´n, universidad u otra organizacio´n que
de´ soporte al encaminamiento multicast pero no puede soportar aplicaciones a gran
escala que requieran el uso de Internet.
El resto de los protocolos aportan sus propias soluciones tecnolo´gicas, utilizando
diversas te´cnicas para construir el esquema de a´rbol de distribucio´n multicast. Para
mayor detalle acerca de cada uno de ellos, las especificaciones se pueden consultar
PIM-DM [1], CBT [3, 2], PIM-SM [13, 38]. Debido a su importancia, en la pro´xima
Seccio´n se describe la familia de protocolos PIM.
4.4. Protocol Independent Multicast (PIM)
A finales de la de´cada del 90 se desarrollo´ una nueva especie de protocolos multi-
cast. Esta familia de protocolos es conocida en su conjunto como Protocol Indepen-
dent Multicast (PIM). Son protocolos de encaminamiento multicast que se caracte-
rizan porque no dependen de ningu´n protocolo de encaminamiento espec´ıfico sino
que aprovechan las tablas de encaminamiento existentes para reenviar datos multi-
cast sin tener en cuenta co´mo fueron construidas. Los protocolos PIM-DM (Protocol
Independent Multicast Dense-Mode) y a PIM-SM (Protocol Independent Multicast
Sparse-Mode) son los ma´s extendidos y se describen a continuacio´n, aunque existen
otras versiones de PIM ma´s recientes como PIM Bidirectional Mode (Bidir-PIM) [24]
o PIM Source Specific Mode (PIM-SSM) [6].
4.4.1. PIM Dense Mode (PIM-DM)
Es un protocolo recomendado cuando existe la posibilidad de que cada encami-
nador participe de la distribucio´n multicast (dense mode) y para entornos multicast
numerosos (dense), tales como las redes LAN. Es un protocolo que implementa el
enfoque de a´rbol source-based, asume que los sistemas auto´nomos esta´n usando un
protocolo unicast y cada encaminador tiene una tabla donde puede encontrar la
interfaz de salida que tiene el camino o´ptimo hacia el destino.
PIM-DM implementa un mecanismo push, es decir, empujar los datos multicast
hacia los receptores. Un encaminador que implemente este protocolo inunda con
flujos de tra´fico multicast a todas las interfaces. Si los encaminadores downstream
(los que se encuentran corriente abajo conectados a partir de este encaminador)
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no tienen conectados ningu´n receptor que requiera de este flujo de datos multicast
en particular, enviara´n un mensaje stop hacia el encaminador upstream (corriente
arriba, hacia el encaminador que envio´ el flujo de tra´fico multicast). Estos mensajes
se conocen como prune (poda) ya que el encaminador upstream podara´ su a´rbol de
reenv´ıo para eliminar esa rama en particular. Los encaminadores PIM-DM env´ıan
el tra´fico multicast hasta que un encaminador downstream rechaza el flujo.
4.4.2. PIM Sparse Mode (PIM-SM)
Este protocolo es recomendado cuando existe alguna posibilidad de que el enca-
minador participe en la distribucio´n multicast (sparse mode) y es apropiado para
entornos multicast dispersos como las redes WAN. Es un protocolo que implementa
el enfoque de a´rbol group-shared, es decir que tiene un RP como fuente del a´rbol;
pero puede intercambiar esta estrategia con la del a´rbol source-based, por ejemplo
en el caso que exista un a´rea numerosa de actividad lejos del RP, e´sta puede ser
administrada ma´s eficientemente con un estrategia de a´rbol source-based que con
una estrategia group-shared.
PIM-SM es la implementacio´n ma´s comu´n de PIM sin embargo, contrasta di-
rectamente con PIM-DM ya que utiliza un mecanismo de pull (solicitud) en lugar
de una te´cnica push (empuje). Esto significa que los encaminadores PIM-SM deben
solicitar espec´ıficamente un flujo multicast particular antes de que los datos sean
reenviados hacia ellos. PIM-SM se adapta a internet ya que reduce la sobrecarga y
ancho de banda para flujos de datos multicast.
Es un protocolo que existe exclusivamente entre encaminadores, es decir que los
hosts tanto fuentes como receptores no participan en este protocolo. Los encamina-
dores PIM-SM generan perio´dicamente un mensaje Hello para descubrir y mantener
sesiones de estado con los vecinos. Despue´s de que los vecinos son descubiertos, los
encaminadores PIM-SM pueden comunicar su intere´s en unirse a grupos multicast
espec´ıficos. Esto se lleva a cabo por medio del env´ıo de un mensaje PIM-SM join
expl´ıcito desde un encaminador downstream hacia un encaminador upstream. El
mensaje join especifica el grupo y la fuente a los que el encaminador quiere unirse.
Los encaminadores upstream pueden entonces reenviar informacio´n multicast a los
encaminadores downstream. Este comportamiento es completamente opuesto al de
PIM-DM, el cual env´ıa la informacio´n a todos los encaminadores hasta que e´stos le
indican que deje de hacerlo.
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4.5. Observaciones sobre el Encaminamiento Multicast
Es importante tener en cuenta las siguientes observaciones relacionadas con el
encaminamiento multicast IPv6:
Para establecer comunicaciones multicast de manera satisfactoria el primer
paso consiste en la identificacio´n de los receptores utilizando el protocolo de la
capa 3 del modelo TCP/IP para IPv6, MLDv2. Una vez que los receptores se
han unido a sus respectivos grupos, la red debe distribuir el tra´fico multicast
a los destinos finales correctos, proceso que es llevado a cabo mediante un
protocolo de encaminamiento multicast, siendo la familia de protocolos PIM
la ma´s extendida para permitir el encaminamiento multicast de los paquetes
de datos.
MRD6 [37] es un software que implementa un encaminador multicast para
Linux con soporte para los principales protocolos de encaminamiento multicast
como MLDV2 y PIM-SM. Es un solucio´n software muy reciente que es escalable
y cuenta con soporte para IPv6 nativo o virtual (a trave´s de tu´neles).
Los flujos de datos multicast no soportan protocolos fiables de capas superiores,
tales como TCP, debido a que la fuente de datos no conoce cua´ntos hosts
downstream esta´n recibiendo sus datos y por lo tanto es imposible mantener
conexiones TCP fiables con todos los usuarios finales, en su lugar, comu´nmente,
se utiliza UDP para distribuir el tra´fico multicast.
Multicast tiene soporte por parte de los encaminadores s´ı y so´lo s´ı e´stos son
expl´ıcitamente habilitados y configurados por sus administradores. Actualmen-
te algunos proveedores de servicios de Internet dan soporte para la transmisio´n
multicast IPv4 a trave´s de sus encaminadores, pero no todos ellos, pues las
redes IPv6 nativas au´n no esta´n tan extendidas a nivel mundial como las redes
IPv4.
4.6. Implementacio´n de Multicast IP
El esquema de transmisio´n multicast IP, segu´n la pila de protocolos TCP/IP
(Fig. 4.4), se implementa en la capa de transporte a trave´s del Protocolo de Da-
tagrama de Usuario (UDP). A continuacio´n se explican brevemente sus principales
caracter´ısticas.
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Figura 4.4: Pila de Protocolos TCP/IP.
UDP es un protocolo no orientado a conexio´n, es decir, que no garantiza la
entrega de los datos al destino transmitidos en lo que se conoce como datagrama
UDP. Se define un datagrama como un transmisio´n u´nica que puede ser entregada
cero o ma´s veces. Su secuencia con respecto a otros datagramas entre los extremos
finales de la comunicacio´n no esta garantizada, por lo tanto, pueden ser enviados
desordenadamente, no ser enviados o ser enviados varias veces. Cada datagrama se
env´ıa en un u´nico paquete IP pero esta´ sujeto a restricciones de taman˜o:
El protocolo IPv4 los limita a 65507 bytes.
Los encaminadores IPv4 esta´n autorizados a fragmentar cualquier paquete IP,
incluyendo segmentos TCP y datagramas UDP. Pero, al contrario de lo que
ocurre con los segmentos TCP, un datagrama UDP no puede ser reconstruido
una vez que ha sido fragmentado y por lo tanto se descarta.
IPv6 define los llamados jumbogramas en el nivel IP; esto permite datagramas
UDP de hasta 232 − 1 bytes [7].
Los beneficios que aporta UDP se resumen en los siguientes:
UDP, a diferencia de TCP, es un protocolo que al no estar orientado a conexio´n
no produce sobrecarga en la red, pues no existe comunicacio´n previa para rea-
lizar la conexio´n ni la desconexio´n. Para establecer la comunicacio´n, UDP so´lo
utiliza la informacio´n de direccionamiento que el propio datagrama incorpora
en su cabecera.
La arquitectura de los servidores UDP es mucho ma´s simple que la arquitectura
de los servidores TCP, ya que no existen sockets de aceptacio´n ni de cierre.
La arquitectura de los clientes UDP es tambie´n algo ma´s simple que la de los
clientes TCP, al no existir creacio´n ni finalizacio´n de conexio´n.
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Las limitaciones de UDP pueden resumirse como sigue:
No hay soporte para el reensamblado de datagramas fragmentados.
No hay soporte para secuenciamiento de paquetes.
No hay deteccio´n de paquetes perdidos y retransmisiones.
A pesar de estas limitaciones, el modelo de datagramas se ajusta perfectamente
para aplicaciones en las que:
Las transacciones son de tipo solicitud-respuesta.
La carga u´til es pequen˜a.
Los servidores son stateless, es decir, que el servidor trata cada solicitud como
una transaccio´n de forma u´nica, totalmente independiente de cualquier otra
solicitud anterior.
Las transacciones son idempotentes, es decir, que pueden ser repetidas sin
afectar el resultado total del co´mputo o proceso.
4.7. Beneficios y Limitaciones de Multicast
Los beneficios de multicast, comparando la transmisio´n multicast con respecto a
la transmisio´n unicast mu´ltiple de la misma informacio´n a los mismos destinatarios,
se resumen a continuacio´n:
Existe un considerable ahorro en ancho de banda de red y, por tanto, del uso
de la red en te´rminos econo´micos: si el costo de transmitir usando unicast
una determinada cantidad de datos a N destinatarios es de $1, el costo de
transmitir con multicast los mismos datos a los mismos destinatarios es de
$1/N . Tambie´n hay un ahorro en el tiempo de propagacio´n de los datos a los
destinatarios, ya que el total de transmisio´n se completa en 1/N del tiempo
en comparacio´n con la transmisio´n unicast. Con la ventaja secundaria de la
reduccio´n de la carga procesamiento en el servidor.
Otro beneficio de multicast es que todos los destinatarios reciben los datos al
mismo tiempo, si no se considera la pe´rdida de paquetes y la retransmisio´n.
Este beneficio puede ser aprovechado por aplicaciones time-sensitive tales como
la distribucio´n de cotizaciones bursa´tiles o, como se vera´ en los siguientes
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Cap´ıtulos, por aplicaciones que dan soporte a Servicios de Informacio´n en
entornos Grid.
En comparacio´n con unicast, multicast es eficiente en te´rminos econo´micos a
medida que aumenta la cantidad de destinatarios. Se puede decir que multicast
es una solucio´n que escala mucho mejor que unicast.
Cuando el nu´mero de destinos es muy grande, aplicaciones a gran escala, como
la transmisio´n de video a trave´s de Internet son te´cnica y econo´micamente
viables, ya que nunca podr´ıan ser factibles a trave´s de unicast.
Las limitaciones de multicast principalmente son las siguientes:
Al tratarse de un mecanismo UDP no ofrece garant´ıas en la entrega de los
datos.
Requiere la cooperacio´n/soporte de los encaminadores para poder funcionar.
La seguridad en las transmisiones multicast son muy complejas, excepto en
el caso que la red subyacente sea IPv6, donde la seguridad se implementa
nativamente en la capa de red.
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Cap´ıtulo 5
Trabajos Relacionados
En entornos Grid, adema´s de los Servicios de Informacio´n de GT4, existen cier-
tas aplicaciones que pueden beneficiarse de la transmisio´n multicast. Es el caso de
aplicaciones que requieren la distribucio´n de terabytes de datos que generan las me-
diciones de instrumentos cient´ıficos desde una ubicacio´n determinada hacia varios
recursos de almacenamiento o procesamiento ubicados en otros sitios para ser proce-
sados [27]. Otras aplicaciones donde se podr´ıa aplicar multicast son aquellas donde,
por ejemplo, simulaciones a gran escala generan cientos de terabytes de datos y re-
quieren el env´ıo de esa informacio´n desde el sitio donde se originan hacia otros sitios
remotos [5].
La implementacio´n de estas aplicaciones Grid, a su vez, tambie´n produce sobre-
carga en el tra´fico en la red. Por lo tanto, para disminuir la utilizacio´n del ancho
de banda de la red y debido al esquema de distribucio´n de datos de estas aplicacio-
nes, es que se han desarrollado diversos trabajos donde se propone la transmisio´n
multicast para optimizar el funcionamiento de dichas aplicaciones.
Por ejemplo, en [26] se estudia la utilizacio´n de multicast en el nivel de capa de
transporte sobre TCP, a trave´s del desarrollo del protocolo TCP-XM. Este protocolo
permite la transferencia multicast de datos de manera fiable hacia un grupo de
receptores por medio de una solucio´n que combina la transmisio´n TCP unicast y la
transmisio´n multicast simulta´neamente. Es una propuesta que so´lo fue probado de
manera experimental en Globus Toolkit 3 y aplicada a la transferencia de grandes
volu´menes de datos.
Por otra parte, existen trabajos que han aplicado la transmisio´n multicast en
el nivel de capa de aplicacio´n tales como [4, 46, 31]. Estos trabajos, al igual que
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el anterior, tienen como objetivo mejorar los servicios de gestio´n de datos como la
transferencia de datos.
Sin embargo, las propuestas para aplicar la transmisio´n multicast a los Servicios
de Informacio´n de los sistemas Grid son escasas. En particular, en [30] se estudio´ el
descubrimiento de recursos pero aplicado a sistemas Grid ad-hoc, los que se carac-
terizan por estar basados en una infraestructura de red que no esta´ fija, donde los
participantes de las VOs pueden unirse y abandonar las mismas sin previo aviso, y en
consecuencia, los recursos y servicios tambie´n. La solucio´n que propone este trabajo
es un mecanismo de descubrimiento de recursos h´ıbrido basado en el descubrimiento
de zona y donde se aplica la transmisio´n multicast nativa sobre IPv4.
33
Cap´ıtulo 6
Modelo de Organizacio´n de
Servicios I´ndices Basado en
Multicast IPv6
Se disen˜o´ un esquema de organizacio´n de servicios I´ndices de MDS4 comunicados
mediante multicast IPv6 (Fig. 6.1). Los elementos ba´sicos, comunes a los modelos
que se vera´n en las siguientes secciones:
Las fuentes emisoras de tra´fico multicast corresponden a los servicios I´ndices
de MDS4 ubicados en los nodos de mayor jerarqu´ıa en cada sitio de una VO.
Cada fuente emisora de tra´fico multicast recibe el nombre de nodo recolector
mcast.
El grupo multicast esta´ integrado por aquellos servicios I´ndices de MDS4 que
sera´n consultados por GridWay, cada uno de ellos se denomina servicio Index
Mcast, para reflejar su pertenencia al grupo multicast.
Cada receptor integrante del grupo multicast recibe el nombre de nodo receptor
mcast.
La solucio´n software que implementa transmisio´n multicast para enviar la in-
formacio´n registrada en los servicios I´ndices residentes en los nodos recolectores
mcast, recibe el nombre de agente recolector mcast.
La solucio´n software que recibe y procesa la informacio´n enviada al grupo
multicast se encuentra instalada en cada nodo receptor mcast y se denomina
agente receptor mcast.
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Figura 6.1: Servicios I´ndices MDS4 comunicados mediante multicast IPv6.
Por encima de la organizacio´n jera´rquica de servicios I´ndices MDS4 en cada
sitio de una VO, los servicios Index Mcast concentran informacio´n proveniente de
esos servicios I´ndices que enviaron sus datos mediante multicast IPv6 a trave´s de sus
respectivos agentes recolectores mcast. Los servicios I´ndices de mayor nivel jera´rquico
no requieren registrarse en los servicios Index Mcast.
El metaplanificador GridWay puede configurarse para consultar a uno o a varios
servicios Index Mcast. GridWay accede a los servicios Index Mcast en el momento
de realizar la planificacio´n Grid segu´n el proceso que se describio´ en el Cap´ıtulo 3.
La informacio´n acerca de los servicios GRAM registrados en los servicios I´ndi-
ces de cada nodo recolector mcast, se transmite mediante multicast IPv6 al grupo
multicast integrado por los servicios Index Mcast. El esquema resultante de servicios
I´ndices se caracteriza por constituir una estructura plana, redundante y tolerante a
fallas que puede ser consultado por GridWay.
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Segu´n lo expuesto en la Seccio´n 2.3, se disen˜o´ un proveedor de informacio´n que, a
trave´s de una fuente agregadora de ejecucio´n y mediante multicast IPv6, proporciona
esa informacio´n a los servicios Index Mcast.
En las siguientes secciones se describen detalladamente los disen˜os de modelos
de organizacio´n de servicios I´ndices de MDS4 basados en multicast IPv6 con y sin
soporte para la transmisio´n segura de los datos.
6.1. Modelo No Seguro de Organizacio´n de Servicios
I´ndices basado en Multicast IPv6
La Figura 6.2, muestra de que´ forma el proveedor de informacio´n utiliza multicast
IPv6 para enviar los datos referentes a los servicios GRAM obtenidos del servicio
I´ndice en cada nodo recolector mcast. En cada nodo receptor mcast, el proveedor de
informacio´n proporciona la informacio´n con que la fuente agregadora de ejecucio´n
alimentara´ al servicio Index Mcast. Las funciones de los agentes segu´n este modelo
son las siguientes:
Agente Recolector Mcast : A trave´s de un usuario va´lido de GT4 consulta los
servicios GRAM registrados en el servicio I´ndice del nodo donde el agente se
ejecuta. Luego, por cada servicio GRAM, genera un fichero que comprime y
transmite al grupo multicast.
Agente Receptor Mcast : Procesa cada datagrama entrante so´lo si la informa-
cio´n contenida no esta´ obsoleta con respecto a un tiempo de validez de la
informacio´n predeterminado.
6.2. Necesidades de Seguridad del Modelo Propuesto
GSI es un componente de GT4 que provee servicios de seguridad ba´sicos necesa-
rios para dar soporte a los sistema Grid. Foster, en [16], lo define como un conjunto
de componentes de GT4 basados en esta´ndares de seguridad que implementan la
seguridad utilizando credenciales y protocolos para la proteccio´n del mensaje, au-
tenticacio´n, delegacio´n y autorizacio´n. Como se muestra en la Figura 6.3, GSI da
soporte para (a) seguridad a nivel de mensajes compatible conWS-Security y creden-
ciales X.509 (lento), (b) soporte para nombres de usuario y contrasen˜as (inseguro,
pero compatible con WS-I Base Security Profile) y para (c) seguridad a nivel de
transporte con credenciales X.509 (ma´s ra´pido y, por tanto, el valor por defecto).
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Figura 6.2: Modelo No Seguro de Organizacio´n de servicios I´ndices basado en mul-
ticast IPv6.
En la configuracio´n de GT4 por defecto, cada usuario y recurso cuenta con un
certificado X.509. Los protocolos se implementan para permitir que dos entidades
validen las credenciales mutuamente, para utilizar esas credenciales en el estableci-
miento de un canal seguro con el propo´sito de proteger los mensajes, y para crear
y transportar credenciales delegadas que permiten a un componente remoto actuar
en nombre de usuario por un per´ıodo limitado de tiempo [21, 20].
Por defecto, GSI no establece comunicacio´n confidencial entre las partes, es decir,
no hay encriptacio´n de la informacio´n. Una vez que se produjo la autenticacio´n mutua
de las partes, GSI permite que la comunicacio´n puede efectuarse sin la sobrecarga
de la constante encriptacio´n y desencriptacio´n. No obstante, si provee por defecto
integridad de comunicacio´n.
Considerando lo anterior, y como veremos en la siguiente Seccio´n, el modelo
seguro de organizacio´n de servicios I´ndices, tampoco considera la encriptacio´n de
datos, pues no es un modelo que este´ centrado en mantener la privacidad de los
datos, sino so´lo en que dichos datos no se hayan modificados y que el origen que
env´ıa la informacio´n sea aute´ntico.
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Figura 6.3: Protocolos de Seguridad de GT4 [47].
Por otra parte, los autores de [14], consideran las implicaciones de seguridad en
las comunicaciones multicast IP, independientemente de la versio´n, basa´ndose en las
diferencias entre la transmisio´n unicast y multicast.
La comunicacio´n unicast consiste en una conversacio´n expl´ıcita entre dos par-
ticipantes. Por lo tanto, tiene sentido que la seguridad se base en estos parti-
cipantes. Asimismo, la confianza puede basarse en la confianza en cada parti-
cipante y en la confianza en los datos.
La comunicacio´n multicast, por el contrario, implica un taman˜o arbitrario,
potencialmente variable de un conjunto de participantes, cuyo nu´mero proba-
blemente no pueda determinarse. Debido a esto, la seguridad en la comuni-
caciones multicast no se basa en la confianza de sus participantes sino ma´s
bien en la confianza de sus datos. En particular, la comunicaciones multicast
son autenticadas mediante la autenticacio´n de paquetes de datos, por ejemplo,
utilizando la firma digital y privacidad que se obtiene mediante la encriptacio´n
de estos datos.
De esta manera, teniendo en cuenta las vulnerabilidades de la transmisio´n mul-
ticast y las herramientas de seguridad, que a su vez, proporciona GT4 mediante
GSI, es posible y necesario que el modelo propuesto incorpore seguridad tanto para
autenticar la fuente emisora como para proteger la integridad de los datos transmi-
tidos.
38
6.3. Modelo Seguro de Organizacio´n de Servicios I´ndi-
ces basado en Multicast IPv6
En este disen˜o de organizacio´n de servicios I´ndices los datos transmitidos al
grupo multicast se env´ıan luego de haber sido firmados digitalmente en cada nodo
recolector mcast. En el nodo receptor mcast los datos son verificados y autenticados
antes de alimentar a cada servicio Index Mcast.
La Figura 6.4, muestra de que´ forma el proveedor de informacio´n entrega me-
diante multicast IPv6 y de manera segura los datos referentes a los servicios GRAM
obtenidos del servicio I´ndice en cada nodo recolector mcast. En el nodo receptor
mcast el proveedor de informacio´n verifica la integridad y autenticidad antes de
proporcionar esa informacio´n a la fuente agregadora de ejecucio´n para alimentar al
servicio Index Mcast. Las funciones de los agentes segu´n este modelo son las siguien-
tes:
Agente Recolector Mcast : A trave´s de un usuario va´lido de GT4, el agente
consulta los servicios GRAM registrados en el servicio I´ndice del nodo donde
el agente se ejecuta. Luego, por cada servicio GRAM, genera un fichero que
firma digitalmente, empaqueta, comprime y transmite al grupo multicast.
Agente Receptor Mcast : Procesa cada datagrama entrante so´lo si verifica su in-
tegridad y autenticidad y si la informacio´n contenida en e´l no esta´ obsoleta con
respecto al tiempo de validez de informacio´n predeterminado. Finalmente pro-
cesa cada datagrama entrante so´lo si la informacio´n contenida no esta´ obsoleta
con respecto a un tiempo de validez de la informacio´n predeterminado.
Para proteger los datos este nuevo disen˜o de modelo de organizacio´n de servicios
I´ndices basado en multicast IPv6, utiliza parte de los componentes de GSI. Se aplica
criptograf´ıa de clave pu´blica [29] para autenticar las fuentes que env´ıan los datos
al grupo multicast de servicios Index Mcast. Los certificados digitales previenen los
ataques de tipo man-in-the-middle en el caso que un intruso puede suplantar a los
nodos recolectores mcast.
En nuestro modelo, la transmisio´n de informacio´n sobre multicast IPv6 es pro-
tegida mediante la verificacio´n de la integridad y autenticidad de esa informacio´n.
Como cada usuario en GT4 cuenta con un certificado X.509, se utiliza esa credencial
para realizar la validacio´n de la autenticidad de la fuente que env´ıa los datos al grupo
multicast y la verificacio´n de la integridad de dichos datos. Como se observa en la
Figura 6.4, el agente recolector mcast genera un resumen usando un algoritmo hash
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Figura 6.4: Modelo Seguro de Organizacio´n de servicios I´ndices basado en multicast
IPv6.
(SHA1) por cada fichero correspondiente a un servicio GRAM y lo firma usando la
biblioteca OpenSSL [36] mientras que el agente receptor mcast verifica la integridad
de los datos y autenticidad usando la clave pu´blica del nodo recolector mcast y, en
caso de ser va´lida, procesa los datos para alimentar al servicio Index Mcast.
6.4. Detalles de Funcionamiento del Modelo Seguro
6.4.1. Proceso de Firmas
Para firmar cada pieza de informacio´n, el agente recolector mcast primero calcula
el hash matema´tico de la informacio´n (una versio´n condensada de la informacio´n),
SHA1 en este caso, dicho algoritmo tambie´n es conocido por los receptores de la
informacio´n. Con la clave privada del usuario va´lido de GT4, el agente recolector
mcast encripta el hash y lo adjunta al mensaje, es decir, al fichero correspondiente
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a cada servicio GRAM. Luego comprime esos ficheros y los env´ıa a la direccio´n de
grupo multicast.
Una vez que el nodo receptor mcast recibe el datagrama, el correspondiente
agente verifica primero la autenticidad del emisor, o sea, la validez del certificado del
emisor utilizando los certificados almacenados en el directorio de CAs de confianza
de GT4. Si la identidad del usuario que envio´ los datos se autentico´ correctamente,
el agente verifica a continuacio´n la integridad del mensaje, para ello calculara´ el
hash del mensaje usando el mismo algoritmo que utilizo´ el agente recolector mcast
y luego desencriptara´ el hash encriptado que recibio´ junto con el mensaje. Si el
nuevo hash calculado y el hash desencriptado coinciden, entonces se comprueba que
el agente recolector mcast firmo´ el mensaje y que el mensaje no fue modificado.
De esta manera el agente receptor mcast recie´n procesara´ los datos para alimentar
al servicio Index Mcast, verificando previamente si los mismos no se encuentran
obsoletos con respecto al tiempo de validez de informacio´n predeterminado.
6.4.2. Distribucio´n de Certificados
Antes de enviar los datos correspondientes a los servicios GRAM registrados en
el MDS4 de ese nodo, cada nodo recolector mcast debe distribuir al grupo multicast
el certificado digital asociado a un usuario de GT4 va´lido. La distribucio´n se realiza
por defecto con una frecuencia de 5 minutos, pero el valor puede ser ajustado por el
administrador de cada nodo recolector mcast. De este modo se logra, principalmente,
disminuir la sobrecarga del tra´fico en la red debido a que los datagramas salientes
tienen un taman˜o menor que el que se obtendr´ıa si se incluyera el certificado en cada
uno de ellos.
En cada nodo receptor mcast, el agente espera recibir los datos junto con el certi-
ficado digital y si so´lo recibe los datos, entonces realiza una bu´squeda del certificado
correspondiente al usuario que envio´ los datos en un repositorio de certificados de
los nodos que enviaron informacio´n anteriormente. Si el certificado digital no existe,
el agente descarta el datagrama entrante, en otro caso, realizara´ la autenticacio´n y
verificacio´n de integridad de los datos recibidos. Este repositorio auxiliar de certifica-
dos digitales se depura con cierta regularidad, por defecto establecida en 15 minutos,
pero susceptible de ser modificada por el administrador de cada nodo receptor mcast.
6.4.3. Validez de los Datos y de Certificados
El modelo seguro permite estimar el tiempo de validez de los datos relativos al
mismo servicio GRAM que se encuentra registrado en el servicio Index Mcast. Cuan-
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do el nodo receptor mcast recibe el mismo servicio GRAM en un datagrama entrante
utilizando el tiempo de validez puede verificar si esos datos se encuentran obsoletos o
no. Adema´s, el tiempo de validez de los datos permite controlar si un servicio GRAM
no es recibido en un datagrama multicast por un intervalo de tiempo y eliminar los
datos relativos al servicio GRAM si se determina que esta´n obsoletos. Entonces, si
los datos recibidos han quedado obsoletos con respecto al tiempo de validez para el
mismo servicio GRAM, el agente receptor mcast no lo procesa. Por otra parte, los
datos obsoletos, en cada nodo receptor mcast, se eliminan automa´ticamente cuando
el nodo recolector mcast deja de enviar datos al grupo multicast.
La estrategia utilizada para estimar el tiempo de validez de los certificados digi-
tales mantenidos en cada nodo receptor mcast y usados en la validacio´n de los datos
entrantes, es similar al esquema anterior. Se establecio´ que cada nodo recolector
mcast env´ıe al grupo multicast el certificado digital con el que firmara´ posterior-
mente los datos referidos a cada servicio GRAM registrado en su MDS4, con una
frecuencia de 5 minutos. Cuando el nodo receptor mcast recibe un certificado en un
datagrama entrante, si no lo encuentra en el repositorio de certificados, lo agrega al
repositorio. Si el certificado ya existe en el repositorio, el certificado es actualizado
con el que se acaba de recibir. Si luego de cierto intervalo de tiempo, por defecto 15
minutos, el nodo receptor mcast no recibe un certificado proveniente del mismo nodo
recolector mcast, el certificado se considera obsoleto y se elimina del repositorio.
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Cap´ıtulo 7
Implementacio´n
Se desarrollaron dos implementaciones por cada modelo de organizacio´n de servi-
cios I´ndices, una correspondiente al agente recolector mcast y otra al agente receptor
mcast, tomando como modelo una arquitectura cliente/servidor.
Agente Recolector Mcast. Tanto para el modelo seguro como para el modelo no
seguro, el agente recolector mcast es una aplicacio´n desarrollada con el lenguaje
de programacio´n Java que implementa Socket Multicast. Esta aplicacio´n toma
el rol de servidor en cuanto a que, como fuente emisora de tra´fico multicast
IPv6 sirve o env´ıa al grupo multicast, de nodos receptores mcast, cada de-
terminado intervalo de tiempo, informacio´n que contiene el servicio I´ndice del
nodo donde se encuentra ejecuta´ndose. En el modelo seguro la aplicacio´n hace
uso de llamadas al sistema operativo para ejecutar comandos de la biblioteca
OpenSSL que permiten firmar digitalmente los ficheros que posteriormente se
transmiten al grupo multicast IPv6.
Agente Receptor Mcast. Tanto para el modelo seguro como para el modelo no
seguro, el agente receptor mcast es una aplicacio´n desarrollada con el lenguaje
de programacio´n Java que implementa Socket Multicast. Esta aplicacio´n toma
el rol de cliente en cuanto a que, como miembro del grupo multicast IPv6, es-
pera recibir informacio´n multicast proveniente de los nodos recolectores mcast
cada determinado intervalo de tiempo. En el modelo seguro la aplicacio´n hace
uso de llamadas al sistema operativo para ejecutar comandos de la biblioteca
OpenSSL que permiten verificar la integridad y autenticacio´n de la informa-
cio´n recibida en cada datagrama entrante. Posteriormente este agente procesa
esos datos para alimentar al servicio Index Mcast del nodo donde se ejecuta.
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Verificadores de Validez Se desarrollaron dos aplicaciones codificadas en Java,
ambas instaladas en cada nodo receptor mcast. El objetivo de estas aplicaciones
es mantener actualizada la informacio´n referida a los servicios GRAM en el
servicio Index Mcast, y a los certificados digitales de los nodos recolectores
mcast cuyos agentes ya han enviado informacio´n al grupo multicast. Estas
aplicaciones son configuradas por el administrador para controlar el tiempo
de validez de estos datos y ejecutarse con cierta frecuencia de forma tal que
la informacio´n sea depurada en caso de que los nodos recolectores dejen de
transmitir informacio´n.
44
Cap´ıtulo 8
Experimentos
8.1. Metodolog´ıa Experimental
Realizamos una serie de pruebas para verificar que la informacio´n referente a
los servicios GRAM registrados en varios servicios I´ndices, segu´n se describio´ en la
Cap´ıtulo 6, se transmite firmada digitalmente, sobre multicast IPv6 a un grupo de
nodos donde residen los servicios Index Mcast. Se midio´ el consumo de memoria,
tiempos de CPU y tiempo entre consultas para una cantidad variable de servicios
GRAM, tanto en el nodo recolector mcast como el nodo receptor mcast. Las medicio-
nes se tomaron con respecto al tratamiento de todos los servicios GRAM registrados
en el servicio I´ndice consultado en el nodo recolector mcast.
Este conjunto de pruebas permitio´ estimar el valor de referencia para el tiempo
de validez de la misma informacio´n contenida en cada datagrama procesado por el
agente receptor mcast para alimentar a un servicio Index Mcast.
8.1.1. Plataforma de Pruebas
Los experimentos se ejecutaron sobre dos nodos dedicados con soporte IPv6,
integrantes de la red CyTED-Grid y ubicados en el laboratorio del Dpto. de Ar-
quitectura de Computadores y Automa´tica. Uno de ellos se configuro´ con el agente
recolector mcast y en el otro con el agente receptor mcast.
En el nodo receptor mcast se configuro´ una fuente agregadora de ejecucio´n basada
en un proveedor de informacio´n que obtiene los datos generados por el agente para
alimentar al servicio Index Mcast. Los agentes se ejecutaron usando J2RE v1.6.
El nodo recolector mcast ten´ıa un procesador Intel P4/Xeon de 2GHz, 1GB de
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memoria RAM y Debian 4. El servicio I´ndice en este nodo fue poblado con entradas
de prueba consistentes en elementos XML con informacio´n de servicios GRAM. El
taman˜o de cada entrada fue de ≃3KB. El nodo receptor mcast ten´ıa un procesador
Intel(R) Pentium(R) 4 de 3GHz, 2GB de memoria RAM y Debian 4. Los nodos se
conectaron mediante una red Ethernet de 100Mbps.
Se ejecutaron las pruebas con el servicio I´ndice del nodo recolector mcast con-
teniendo entradas que se incrementaban en 10 unidades por prueba desde 10 hasta
120 entradas las que se procesaron y enviaron a trave´s de multicast IPv6. El ta-
man˜o de cada entrada, una vez procesada, oscilo´ entre 2KB y 4KB. Se realizaron
100 ejecuciones por vez del agente recolector mcast para consultar al servicio I´ndi-
ce, procesar y enviar 10, 20, . . . , 120 datagramas sin intervalo de espera entre un
datagrama y el siguiente (E=0). Luego se repitieron las 100 ejecuciones pero con un
intervalo de espera aleatorio entre 0 y 1 segundo (E=[0. . . 1]) entre el env´ıo de un
datagrama y el siguiente. De esta forma se intento´ simular el tra´fico real en cuanto
a datagramas entrantes que el nodo receptor mcast deber´ıa procesar si existiesen
varios nodos recolectores mcast enviando informacio´n al grupo.
Realizamos 50 ejecuciones del agente receptor mcast para procesar cada grupo
de datagramas entrantes cuando el agente recolector mcast enviaba 10, 20, . . . , 120
datagramas para E=0 y E=[0. . . 1].
Consideramos que los servicios I´ndices en el nivel de site de una VO podr´ıa con-
centrar una cantidad considerable de informacio´n correspondiente a servicios GRAM
y asumimos el valor de 120 como cantidad l´ımite de servicios GRAM registrados en
un conjunto de servicios I´ndices para la realizacio´n de las pruebas.
8.1.2. Configuracio´n del Nodo Receptor Mcast
En el nodo receptor mcast, cada socket tiene asignado un buffer para enviar pa-
quetes y uno para recibir los paquetes. Estos buffers tienen determinado un taman˜o
por defecto que depende de para´metros del sistema operativo. Para dar soporte a la
alta tasa de datagramas entrantes en el nodo receptor mcast, se aumento´ el taman˜o
del buffer del socket para recibir paquetes en este nodo. Se recomienda un valor de
600KB para permitir el proceso de 120 datagramas entrantes. En Linux, el comando
para realizar esta configuracio´n es sysctl. Los valores recomendados son:
sysctl -w net.core.rmem_default=600000
sysctl -w net.core.wmem_default=600000
sysctl -w net.core.rmem_max=600000
sysctl -w net.core.wmem_max=600000
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8.2. Resultados
En esta Seccio´n se intentara´ responder a los objetivos planteados anteriormente.
Como se menciono´ en el Seccio´n 8.1.1, los resultados de rendimiento se obtuvieron
sobre dos nodos. Este estudio representa una primera aproximacio´n de una organiza-
cio´n de servicios I´ndices ma´s compleja, comunicada por medio de multicast IPv6 que
interconecte nodos geogra´ficamente distantes. Se analizara´n los resultados obtenidos
y presentaremos algunas conclusiones preliminares que podr´ıan extrapolarse a una
infraestructura real.
8.2.1. Consumo de Recursos en los Nodos
Se midio´ el consumo de tiempo de procesador y el consumo de memoria en el
nodo recolector mcast cuando el agente consultaba al servicio I´ndice, generaba los
ficheros, los firmaba y enviaba al grupo multicast IPv6, y en el nodo receptor mcast
cuando el agente recib´ıa, validaba y procesaba cada uno de ellos. En los experimentos
comparamos el consumo de memoria y tiempo de CPU cuando el agente recolector
mcast transmit´ıa con intervalo de espera entre el env´ıo de un datagrama y otro y
cuando los enviaba sin intervalo de espera, tambie´n cuando aplicaba firmas digitales
a los datos o no antes de enviarlos al grupo multicast de servicios Index Mcast.
La Figura 8.1 muestra el tiempo de CPU utilizado por los agentes recolector y
receptor mcast mientras procesaban los datos segu´n se describio´ en la Seccio´n 6.3,
con y sin soporte para certificados digitales. En el nodo recolector mcast, el tiempo
de CPU corresponde al tiempo que consumio´ este agente para procesar cada consulta
al servicio I´ndice cuando e´ste ten´ıa 10, 20, . . . , 120 servicios GRAM registrados y
luego enviarlos dentro de datagramas, considerando para los env´ıos intervalos de
espera E=0 y E=[0. . . 1].
En el nodo receptor mcast, el tiempo de CPU se refiere al tiempo consumido
por dicho agente para procesar cada grupo de datagramas entrantes y proporcionar
informacio´n al servicio Index Mcast, cuando el agente recolector mcast envio´ los
datagramas a la direccio´n de grupo multicast con y sin intervalos de espera.
El tiempo de CPU presento´ la misma tendencia en ambos nodos recolectores
mcast, cuando los agentes se ejecutaron con y sin soporte para certificados digitales.
Es decir, que en el nodo recolector mcast se observo´ que el tiempo de CPU es
proporcional a la cantidad de servicios GRAM registrados en el servicio I´ndice. Esto
se debe a que el agente consulta al servicio I´ndice por todos los servicios GRAM
registrados en e´l, luego analiza dicha respuesta, creando un archivo XML por cada
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Figura 8.1: Tiempo de CPU en nodos recolector y receptor mcast.
uno de ellos, los que posteriormente se firman (modelo seguro), comprimen junto
con el resumen (modelo seguro) y env´ıan a la direccio´n de grupo multicast. Tambie´n
se observo´ que el tiempo de CPU es independiente del intervalo de espera entre el
env´ıo de un datagrama y otro.
En el nodo receptor mcast se observo´ que el tiempo de CPU necesario para pro-
cesar el grupo de datagramas entrantes es proporcional a la cantidad de datagramas
enviados, pues el agente receptor mcast ejecuta la autenticacio´n y verificacio´n de in-
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tegridad de los datos contenidos en cada datagrama entrante, en el caso del modelo
seguro y si el paso anterior fue correcto, el agente verifica la validez de la informa-
cio´n referente a cada servicio GRAM contenido en el datagrama entrante antes de
incluirlo como informacio´n va´lida en el servicio Index Mcast.
Se observo´ que el tiempo de CPU es mayor en el agente recolector mcast con
respecto al tiempo de CPU en el agente receptor mcast debido a que en el primero,
el agente debe realizar la consulta al servicio I´ndice, analizar la respuesta, crear un
fichero XML por cada bloque correspondiente a un servicio GRAM, firmarlo digi-
talmente (modelo seguro) empaquetar el fichero XML junto con el resumen firmado
(modelo seguro), comprimir y finalmente enviar los datos al grupo multicast.
Tambie´n pudimos observar en el nodo recolector mcast que el consumo de tiempo
de CPU aumento´ ma´s ra´pidamente y en mayor proporcio´n cuando el agente recolec-
tor procesaba y enviaba 10 datagramas con y sin firmas digitales que cuando hac´ıa lo
propio con 120 datagramas. Es decir, el tiempo de CPU se duplico´ al aplicar firmas
digitales a 10 datagramas, en cambio, aumento´ 83% cuando tuvo que procesar y
firmar digitalmente 120 servicios GRAM registrados.
En el nodo receptor mcast, sin embargo, observamos que a medida que aumenta-
ba la cantidad de servicios GRAM registrados en el servicio I´ndice, el incremento en
el tiempo de CPU entre la solucio´n sin seguridad y la solucio´n segura, fue menor que
la misma situacio´n en el nodo recolector. Los valores correspondientes a los tiempos
de CPU se incrementaron en 75% y 80% para 10 y 120 servicios GRAM recibidos
respectivamente.
Por u´ltimo, con respecto a tiempo de CPU se pudo observar que en la implemen-
tacio´n del modelo no seguro, el incremento en tiempo de CPU fue menos significativo
entre el env´ıo de 10 y 120 datagramas que en la implementacio´n del modelo seguro,
donde el aumento fue ma´s pronunciado.
Los experimentos anteriores nos permitieron obtener valores de referencia para
futuras optimizaciones en el consumo de tiempo de CPU en ambos tipos de nodos
mcast.
Con respecto al consumo de memoria, los resultados experimentales demostraron
que no es significativo en ninguno de los nodos. Se observo´ que el consumo de
memoria RAM fue ≃4MB por encima del consumo que requiere la propia ma´quina
virtual de Java. Este valor se mantuvo durante la ejecucio´n del ambos modelos y fue
independiente de la cantidad de servicios GRAM procesados.
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8.2.2. Tiempo de Validez de la Informacio´n y Certificados
El tiempo entre consultas en el nodo recolector mcast es el tiempo transcurrido
entre el instante en que el agente recolector mcast consulta al servicio I´ndice de
MDS4, procesa la respuesta, env´ıa los datos al grupo multicast y el instante en que
el agente termina de enviar todos esos datagramas.
El tiempo entre consultas en el nodo receptor mcast es el tiempo transcurrido
entre el instante en que el agente receptor mcast recibe cada datagrama, lo verifica
(modelo seguro) y procesa los datos en e´l contenidos y el instante en que los mismos
datos llegan en otro datagrama.
La Figura 8.2 muestra el tiempo entre consultas en el nodo recolector mcast, para
ambos modelos, cuando el servicio I´ndice de MDS4 ten´ıa 10, 20, . . . , 120 servicios
GRAM registrados para intervalos de espera entre env´ıos E=0 y E=[0. . . 1].
Se observo´ que el tiempo entre consultas fue proporcional a la cantidad de servi-
cios GRAM registrados en el servicio I´ndice. Este valor, se aumento´ au´n ma´s ra´pido
cuando el tiempo de espera entre env´ıos fue E=[0. . . 1] que cuando E=0.
En el nodo recolector mcast el tiempo entre consultas aumento´ ma´s ra´pidamente
y en mayor proporcio´n cuando el agente recolector procesaba y enviaba 10 datagra-
mas con y sin certificados digitales que cuando hac´ıa lo propio con 120 datagramas
tanto para E=0 como para E=[0. . . 1]. Es decir, el tiempo entre consultas se in-
cremento´ 97% para E=0 y 45% para E=[0. . . 1] al aplicar firmas digitales a 10
datagramas. Sin embargo, aumento´ 75% (E=0) y 22% (E=[0. . . 1]) cuando tuvo
que procesar cada datagrama de 120 servicios GRAM registrados.
Los tiempos entre consultas al servicio I´ndice del MDS4 crecieron cuando el
intervalo de espera entre el env´ıo de los datagramas se incremento´. En el modelo
no seguro, hemos observado que se duplico´ cuando el MDS4 ten´ıa registrados 10
servicios GRAM y aumento´ casi 5 veces ma´s cuando ten´ıa 120 servicios GRAM
registrados. En el modelo seguro, el tiempo entre consultas so´lo aumento´ el 50% en
el caso de 10 datagramas a enviar, sin embargo, aumento´ 3 veces ma´s para el caso
de 120 datagramas a enviar.
De estos resultados se puede concluir que si se aplicase un intervalo de espera
entre consultas al servicio I´ndice y no entre env´ıos de cada datagrama, se disminuir´ıa
la sobrecarga en el tra´fico de la red y en el propio servicio I´ndice del nodo recolector
mcast, adema´s de que se evita consultar el estado y la disponibilidad de los servicios
GRAM que pueden no haberse modificado en un lapso de 15 segundos o 30 segundos,
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Figura 8.2: Tiempo entre consultas del agente recolector mcast.
es decir el tiempo ma´ximo entre consultas para E=0 en ambos modelos, como se
observa en la Figura 8.2.
La Figura 8.3 muestra el tiempo entre consultas, para ambos modelos, que
tomo´ al agente receptor mcast procesar cada grupo de datagramas entrantes y pro-
porcionar informacio´n al servicio Index Mcast cuando el agente recolector mcast
envio´ los datagramas a la direccio´n de grupo multicast para intervalos de espera
entre env´ıos E=0 y E=[0. . . 1].
Se observo´ que el tiempo entre consultas por grupo de datagramas entrantes en
el nodo receptor mcast aumento´ a medida que el nodo recolector mcast incremen-
taba la cantidad de datagramas enviados. Este incremento fue mayor en el caso del
agente basado en el modelo seguro porque deb´ıa verificar la validez de la informa-
cio´n referente a cada servicio GRAM contenido en el datagrama entrante antes de
incluirlo como informacio´n va´lida en el servicio Index Mcast. Asimismo se vio´ que
el tiempo entre consultas es independiente del intervalo de espera con que el agente
recolector mcast env´ıa los datagramas, pues las operaciones que realiza el agente
receptor mcast no dependen de la frecuencia con la que reciba los datagramas, sino
de la cantidad de servicios GRAM que tenga registrado el servicio Index Mcast al
momento de procesar cada datagrama entrante.
Se observo´ en el nodo receptor mcast que el tiempo entre consultas aumento´ ma´s
ra´pidamente y en mayor proporcio´n cuando el agente receptor recib´ıa y procesaba 10
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Figura 8.3: Tiempo entre consultas del agente receptor mcast.
datagramas con y sin firmas digitales que cuando hac´ıa lo propio con 120 datagramas
para E=0 y E=[0. . . 1]. Es decir, el tiempo entre consultas se incremento´ alrededor
dos veces y media (147%) al aplicar firmas digitales a 10 datagramas, en cambio,
aumento´ un poco ma´s de la mitad (67%) cuando tuvo que procesar 120 servicios
GRAM registrados.
8.2.3. Determinacio´n de Tiempo de Validez de Informacio´n
El tiempo entre consultas en ambos nodos mcast nos permitio´ estimar el tiempo
aproximado de validez de los datos contenidos dentro de cada datagrama entrante
en el nodo receptor mcast de manera tal que cada servicio Index Mcast responda con
informacio´n actualizada a consultas realizadas por el Information Manager Driver
de GridWay. Pudimos estimar que un valor de referencia va´lido de ≃120 segundos
representa un tiempo mı´nimo aceptable para mantener los datos correspondientes
a servicios GRAM en cada servicio Index Mcast, si tenemos en cuenta el tiempo
entre consultas en ambos nodos mcast para procesar 120 servicios GRAM regis-
trados, la latencia de la red, las caracter´ısticas de la transmisio´n multicast en una
infraestructura de red real y la configuracio´n adecuada del nodo receptor mcast.
Para calcular dicho valor, se utilizo´ la Ecuacio´n 8.1.
(
tcRecolector + latencia + tcReceptor
)
<= tValidez <= tMaxValidez (8.1)
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Donde:
tcRecolector es el tiempo entre consultas que consume el agente recolector mcast
cuando consulta al servicio I´ndice conteniendo cierta cantidad de servicios GRAM
registrados y que luego env´ıa como datagramas al grupo multicast.
latencia representa el tiempo de latencia de la red, cuyo valor se considero´ ≃1000
milisegundos.
tcReceptor es el tiempo entre consultas que consume el agente receptor mcast desde
que recibe cierta informacio´n en un datagrama hasta que vuelve a recibir la misma
informacio´n en otro datagrama posterior.
tValidez corresponde al tiempo de validez de referencia de un mismo conjunto de
datos XML correspondiente a un servicio GRAM, es decir, el tiempo que deber´ıa
permanecer registrado ese servicio GRAM en el servicio Index Mcast antes de ser
eliminado por considerarse obsoleto.
tMaxValidez es el tiempo ma´ximo de validez de un mismo conjunto de datos XML
referido a un servicio GRAM, corresponde a un valor establecido por el administrador
del nodo donde se configure el servicio Index Mcast. Es necesario fijar este tiempo
ma´ximo de validez de la informacio´n para evitar que la informacio´n registrada en
el servicio Index Mcast sea considerada como informacio´n va´lida por un intervalo
de tiempo que puede ser excesivo. Por defecto se establecio´ como l´ımite ma´ximo 10
minutos.
Por u´ltimo, para calcular el tiempo de validez de la informacio´n se realizaron las
siguientes suposiciones:
El valor para tcRecolector utilizado correspondio´ al tiempo que consume el nodo
recolector mcast para transmitir 120 datagramas con E=[0. . . 1] (≃90 segun-
dos). Este tiempo es similar al que se obtendr´ıa si el agente recolector mcast
utilizara intervalos de espera entre consultas al servicio I´ndice de ≃60 segundos
y luego enviase los datagramas con E=0 (≃30 segundos, segu´n la Figura 8.2).
Entonces, para estimar el tiempo de validez de la informacio´n asumimos que
tcRecolector tiene un valor ≃90 segundos.
Dado que en un entorno real de transmisio´n de datos mediante multicast IPv6,
los nodos receptores mcast estara´n obligados a procesar una alta tasa de da-
tagramas entrantes, tomamos como base para el tiempo tcReceptor el tiempo
que le llevar´ıa procesar 120 datagramas diferentes antes de volver a recibir un
datagrama con la misma informacio´n, es decir ≃15 segundos, como se puede
ver en la Figura 8.3.
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Cap´ıtulo 9
Conclusiones y Futuros Trabajos
Un sistema Grid es extremadamente dependiente de la informacio´n respecto a
la disponibilidad y estado de los recursos heteroge´neos, geogra´ficamente distantes y
altamente dina´micos que lo integran. Por otra parte, GridWay utiliza los Servicios
de Informacio´n para planificar el flujo de ejecucio´n o´ptimo para los trabajos en
sistemas Grid. En este contexto hemos implementado un modelo de organizacio´n de
servicios I´ndices para MDS4 basado en te´cnicas multicast IPv6 y firmas digitales
para facilitar a GridWay informacio´n sobre una mayor cantidad de recursos, que se
encuentra accesible desde cualquiera de los MDS4 del grupo multicast.
Los resultados preliminares demuestran que la disposicio´n de servicios I´ndices
utilizando multicast IPv6 permite agruparlos de manera flexible, en cualquier nivel
jera´rquico posibilitando que la informacio´n mantenida y monitorizada por ellos se
organice en una estructura plana, redundante, tolerante a fallas, que no sobrecarga en
exceso el tra´fico en la red y es escalable. De esta manera se garantiza la disponibilidad
de informacio´n a la que puede acceder GridWay.
A pesar de la inherente limitacio´n del protocolo UDP en cuanto a que no ga-
rantiza la llegada de los datagramas al destino, nuestro modelo de organizacio´n de
servicios I´ndices se construyo´ de manera tal que la informacio´n contenida en cada
datagrama constituye una unidad va´lida de informacio´n para cada MDS4 del grupo
multicast.
A nuestro prototipo inicial, se agregaron componentes de seguridad para validar
el origen de la informacio´n enviada al grupo multicast. Hemos utilizado los compo-
nentes de GSI de GT4 para realizar tanto la autenticacio´n de la fuente emisora de
los datos como la verificacio´n la integridad de los mismos.
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A partir de los resultados obtenidos con los experimentos podemos concluir que es
posible mejorar la comunicacio´n entre los servicios de informacio´n en entornos Grid
utilizando para ello la transmisio´n multicast IPv6. En particular, el metaplanificador
GridWay obtiene beneficios directos ya que la informacio´n acerca de servicios GRAM
se puede transmitir desde servicios I´ndices en el nivel de site de una VO a un grupo
multicast de servicios I´ndices. De esta manera, GridWay puede acceder a servicios
I´ndices que presentan las siguientes caracter´ısticas:
Poseen una organizacio´n plana y redundante, que evita la existencia de cuellos
de botella, pues todos los servicios I´ndices del grupo cuentan con la misma
informacio´n y pueden ser consultados indistintamente.
Evitan la presencia de puntos centrales de falla ya que la informacio´n se en-
cuentra replicada en cada servicio I´ndice del grupo multicast.
Permiten que la informacio´n permanezca accesible en cualquier otro servicio
I´ndice del grupo multicast en caso que alguno de ellos falle y quede inaccesible.
Contienen informacio´n actualizada, pues la velocidad de propagacio´n de la
informacio´n es mayor cuando se utiliza transmisio´n multicast que en el caso
de distribuir la misma informacio´n a varios destinos unicast a la vez.
Finalmente podemos concluir que el tiempo de validez de la informacio´n, esti-
mado a partir de los tiempos entre consultas en los nodos mcast, es un valor que no
resulta excesivo para mantener la informacio´n en cada servicio I´ndice perteneciente
al grupo multicast, teniendo en cuenta que los datos se transmiten de manera segura.
Por todo lo dicho, creemos que GridWay, de esta manera, accedera´ a informacio´n de
mejor calidad y que se encuentra disponible en una organizacio´n de servicios I´ndices
para MDS4 basada en multicast IPV6 y que soporta firmas digitales.
9.1. Futuros Trabajos
Se proyecta implementar el modelo de organizacio´n de servicios I´ndices en sites
participantes de VOs intercontinentales y analizar su comportamiento en un entorno
Grid real.
Paralelamente y una vez que la Universidad haya concluido el proceso de implan-
tacio´n de IPv6 en su insfraestructura de red, se tiene pensado realizar los experi-
mentos utilizando el protocolo de encaminamiento multicast MRD6 como plataforma
base para las pruebas y conectarse a M6BONE a trave´s de IPv6 nativo.
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