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LINKED SECTIONS TO “ON THE OPTIMAL CONTROL OF
IMPULSIVE HYBRID SYSTEMS ON RIEMANNIAN MANIFOLDS”
FARZIN TARINGOO∗ AND PETER E. CAINES∗
This paper contains material referenced in the content of the paper “On the
Optimal Control of Impulsive Hybrid Systems On Riemannian Manifolds” submitted
to the SIAM Journal on Control and Optimization on the 20th September 2012 and
which is also to be found on math arxiv http://arxiv.org/abs/1209.4609. The contents
of this manuscript consists of :
1. Interior Optimal Switching States,
2. Time Varying Switching Manifolds and Discontinuity of the Hamiltonian,
3. Time Varying Impulsive Jumps,
4. Interior Optimal Switching States, Time Varying Switching Manifolds and
Impulsive Jumps,
5. Extension to Multiple Switchings Cases,
where Items 1 - 5 correspond to the referencing link on page 2 of SIAM Journal on
Control and Optimization, Submission 086781.
1. Interior Optimal Switching States. Here we specify a hypothesis for
MHOCP which expresses the HMP statement based on a differential form of the
hybrid value function.
A4 : For an MHOCP, the value function v(x, t), x ∈ M, t ∈ (t0, tf ), is assumed
to be differentiable at the optimal switching state xo(t−s ) in the switching manifold
S, where the optimal switching state is an interior point of the attainable switching
states on the switching manifold.
We note that A4 rules out MHOCPs derived from BHOCPs (see Lemma 3.2). The
following theorem gives the HMP statement for an accessible MHOCP satisfying A4 .
Theorem 1.1. Consider an impulsive MHOCP satisfying A1-A4. Then cor-
responding to the optimal control and optimal state trajectory uo, xo with a single
switching state at (xo(ts), ts), there exists a nontrivial adjoint trajectory λ
o(.) =
(xo(.), po(.)) ∈ T ∗M defined along the optimal state trajectory such that:
Hqi(x
o(t), po(t), uo(t)) ≤ Hqi(x
o(t), po(t), u1), ∀u1 ∈ U, t ∈ [t0, tf ], i = 0, 1,(1.1)
and the corresponding optimal adjoint variable λo(.) ∈ T ∗M satisfies:
λ˙o(t) =
−→
H qi(λ
o(t)), t ∈ [t0, tf ], i = 0, 1.(1.2)
At the optimal switching state xo(ts) and switching time ts, we have
po(t−s ) = T
∗ζ(po(ts)) + µdv(x
o(t−s ), ts),
po(t−s ) ∈ T
∗
xo(t−s )
M, po(ts) ∈ T
∗
xo(ts)
M,
xo(ts) = ζ(x
o(t−s )),(1.3)
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where µ ∈ R, T ∗ζ : T ∗M→ T ∗M, and
dv(xo(t−s ), ts) =
n∑
j=1
∂v(xo(t−s ), ts)
∂xj
dxj ∈ T ∗xo(ts)M.(1.4)
The continuity of the Hamiltonian at (xo(ts), ts) is given as follows
Hq0(x
o(t−s ), p
o(t−s ), u
o(t−s )) = Hq1(x
o(ts), p
o(ts), u
o(ts)).(1.5)
Proof. The proof closely parallels the proof of Theorem 4.5 with the role of dNx(t)
being replaced by dv(x, t) whose existence is guaranteed by A4 ; this is presented in
Appendix A.
2. Time Varying Switching Manifolds and Discontinuity of the Hamil-
tonian. In this section we extend the results obtained in the previous section to
impulsive autonomous hybrid systems with time varying switching manifolds. The
HMP proof parallels the proof of time invariant cases with a modification in the vari-
ation of the value function v(x, t) with respect to the switching time. Since S is time
varying, we decompose the metric of M×R as
gM×R = gM ⊕ gR,(2.1)
where gR is the Euclidean metric of R. Now the one form corresponding to the normal
vector N(x,t) at (x, t) ∈ S ⊂M×R is defined as
dN(x,t) := gM×R(N(x,t), .) ∈ T
∗
(x,t)(M×R) = T
∗
xM⊕ T
∗
t R.(2.2)
Based on the special form of gM×R, we can decompose dN(x,t) as
dN(x,t) = dNx ⊕ dNt, dNx ∈ T
∗
xM, dNt ∈ T
∗
t R ≃ R.(2.3)
Theorem 2.1. Consider an impulsive MHOCP satisfying hypotheses A1-A3
where the switching manifold is an n dimensional embedded time varying switching
submanifold S ⊂ M × R and where the switching state jump is given by a smooth
function ζ : M → M whenever (x(t−), t) ∈ S. Then corresponding to the optimal
control and optimal trajectory uo, xo with a single switching state at (xo(ts), ts), there
exists a nontrivial adjoint trajectory λo(.) = (xo(.), po(.)) ∈ T ∗M defined along the
optimal state trajectory such that:
Hqi(x
o(t), po(t), uo(t)) ≤ Hqi(x
o(t), po(t), u1), ∀u1 ∈ U, t ∈ [t0, tf ], i = 0, 1,
(2.4)
and the corresponding optimal adjoint variable λo(.) ∈ T ∗M, (locally given by λo(.) =
(xo(.), po(.))) satisfies:
λ˙o(t) =
−→
H qi(λ
o(t)), t ∈ [t0, tf ], i = 0, 1.(2.5)
At the optimal switching state xo(ts) and switching time ts, there exists dNx ∈ T
∗
xM
such that
po(t−s ) = T
∗ζ(po(ts)) + µdNxo(t−s ),
po(t−s ) ∈ T
∗
xo(t−s )
M, po(ts) ∈ T
∗
xo(ts)
M,
xo(ts) = ζ(x
o(t−s )),(2.6)
2
x(0) = xo0, p
o(tf ) = dh(x
o(tf )) ∈ T
∗
xo(tf )
M, dh =
n∑
i=1
∂h
∂xi
dxi ∈ T ∗xM,(2.7)
where µ ∈ R and T ∗ζ : T ∗M → T ∗M. The discontinuity of the Hamiltonian at
(xo(ts), ts) is given by
Hq0(x
o(t−s ), p
o(t−s ), u
o(t−s )) = Hq1(x
o(ts), p
o(ts), u
o(ts))− µ〈dNts ,
∂
∂t
〉,
(2.8)
where dNts is the differential form corresponding to the time component of the normal
vector at (x(t−s ), ts) on the switching manifold S.
Proof. The proof is given in Appendix B.
3. Time Varying Impulsive Jumps. In this section we investigate the HMP
equations in the case of time varying impulsive jumps. For a HOCP with two discrete
states, consider the state jump function as a smooth time varying map ζˆ :M×R→
M. Therefore T ζˆ : TM⊕ TR → TM and T ∗ζˆ : T ∗M → T ∗M⊕ TR. we denote
T ζˆ = Tζ ⊕Dtζ, where
Tζ : TM→ TM, Dtζ : TR→ TM,(3.1)
where Tζ and Dtζ are the pushforwards of ζˆ with respect to t ∈ R and x ∈ M
respectively. The following theorem gives the HMP for hybrid impulsive systems in
the case of time varying impulse jumps which is consistent with the results presented
in [?].
Theorem 3.1. Consider an impulsive MHOCP satisfying hypotheses A1-A3.
The switching manifold is assumed to be an n dimensional embedded time varying
submanifold S ⊂M×R and the switching state jump is given by a time varying smooth
function ζˆ :M×R→M which is enabled whenever (x(t−), t) ∈ S; then corresponding
to the optimal control and optimal trajectory uo, xo, with a single switching state at
(xo(ts), ts), there exists a nontrivial adjoint trajectory λ
o(.) = (xo(.), po(.)) ∈ T ∗M
defined along the optimal state trajectory such that:
Hqi(x
o(t), po(t), uo(t)) ≤ Hqi(x
o(t), po(t), u1), ∀u1 ∈ U, t ∈ [t0, tf ], i = 0, 1,
(3.2)
and the corresponding optimal adjoint trajectory λo(.) ∈ T ∗M, locally given by λo(.) =
(xo(.), po(.)), satisfies
λ˙o(t) =
−→
H qi(λ
o(t)), t ∈ [t0, tf ], i = 0, 1.(3.3)
At the optimal switching state xo(ts) and switching time ts, there exists dNx ∈ T
∗
xM
such that
po(t−s ) = T
∗ζ(po(ts)) + µdNxo(t−s ),
po(t−s ) ∈ T
∗
xo(t−s )
M, po(ts) ∈ T
∗
xo(ts)
M,
xo(ts) = ζ(x
o(t−s )),(3.4)
3
xo(t0) = x0, p
o(tf ) = dh(x
o(tf )) ∈ T
∗
xo(tf )
M, dh =
n∑
i=1
∂h
∂xi
dxi ∈ T ∗xM,(3.5)
where µ ∈ R,
T ∗ζˆ = T ∗ζ ⊕D∗t ζ : T
∗M→ T ∗M⊕ T ∗R,(3.6)
and
T ∗ζ : T ∗M→ T ∗M, D∗t ζ : T
∗M→ T ∗R.(3.7)
The discontinuity of the Hamiltonian at (xo(ts), ts) is given by
Hq0(x
o(t−s ), p
o(t−s ), u
o(t−s )) =
Hq1(x
o(ts), p
o(ts), u
o(ts))−D
∗
t ζ(p
o(ts))− µ〈dNts ,
∂
∂t
〉.(3.8)
Proof. The proof is given in Appendix C.
4. Interior Optimal Switching States, Time Varying Switching Mani-
folds and Impulsive Jumps. In this section we extend Theorem 2.1 to MHOCPs
satisfying A4 where the switching manifold S and the impulsive jump ζˆ are both
time varying. The results here are consistent with the results presented in [?].
In the case where the switching manifold is a time variant submanifold S ⊂M×R,
we have
dˆv(x, t) ∈ T ∗(x,t)(M×R) = T
∗
xM⊕ T
∗
t R,(4.1)
where locally
dˆv(xo(t−s ), ts) =
n∑
j=1
∂v(xo(t−s ), ts)
∂xj
dxj +D∗t v(x
o(t−s ), ts)dt ∈ T
∗
xo(t−s )
M⊕ T ∗tsR.
(4.2)
The following lemma is an extension of Lemma A.1 on time varying switching mani-
folds.
Lemma 4.1. For an MHOCP with a single switching from the discrete state
q0 to the discrete state q1 at the unique switching time ts on the optimal trajectory
(xo(.), uo(.)) and an embedded time varying switching manifold S ⊂M×R of dimen-
sion k ≤ dim(M); then at the optimal switching state and time (xo(t−s ), ts) ∈ S,
〈dˆv(xo(t−s ), ts), X〉 = 0, ∀X ∈ T(xo(t−s ),ts)S.(4.3)
Proof. The proof parallels the proof of Lemma A.1 concerning the extra variable
ts.
Theorem 4.2. Consider an impulsive MHOCP satisfying hypotheses A1-A4;
then corresponding to the optimal control and optimal trajectory uo, xo, there exists
a nontrivial adjoint trajectory λo(.) = (xo(.), po(.)) ∈ T ∗M defined along the optimal
state trajectory such that:
Hqi(x
o(t), po(t), uo(t)) ≤ Hqi(x
o(t), po(t), u1), ∀u1 ∈ U, t ∈ [t0, tf ], i = 0, 1,
(4.4)
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and the corresponding optimal adjoint variable λo(.) ∈ T ∗M, locally given as λo(.) =
(xo(.), po(.)), satisfies
λ˙o(t) =
−→
H qi(λ
o(t)), t ∈ [t0, tf ], i = 0, 1.(4.5)
At the optimal switching state xo(ts) and switching time ts, we have
po(t−s ) = T
∗ζ(po(ts)) + µdv(x
o(t−s ), ts),
po(t−s ) ∈ T
∗
xo(t−s )
M, po(ts) ∈ T
∗
xo(ts)
M,
xo(ts) = ζ(x
o(t−s )),(4.6)
xo(t0) = x0, p
o(tf ) = dh(x
o(tf )) ∈ T
∗
xo(tf )
M, dh =
n∑
i=1
∂h
∂xi
dxi ∈ T ∗xM,(4.7)
where µ ∈ R,
T ∗ζˆ = T ∗ζ ⊕D∗t ζ : T
∗M→ T ∗M⊕ T ∗R,(4.8)
and
T ∗ζ : T ∗M→ T ∗M, D∗t ζ : T
∗M→ T ∗R.(4.9)
The discontinuity of the Hamiltonian at (xo(t−s ), ts), is given as follows:
Hq0(x
o(t−s ), p
o(t−s ), u
o(t−s )) =
Hq1(x
o(ts), p
o(ts), u
o(ts))−D
∗
t ζ(p
o(ts))− µD
∗
t v(x
o(t−s ), ts).(4.10)
Proof. The proof parallels that of Theorem 2.1 and employs the results of Lemma
4.1.
5. Extension to Multiple Switchings Cases. In this section we obtain the
HMP theorem statement for multiple switching hybrid systems where switching man-
ifolds are time invariant. The standing assumption in this section is that xo(.) is an
optimal trajectory under the optimal control u0(.) for a given MHOCP; it is further
assumed that this is a sequence of autonomous transitions along xo(.) at the distinct
time instants t0, t1, ..., tL and Si is a time invariant switching manifold subcomponent
of M.
Lemma 5.1. Without loss of generality, assume that for all sufficiently small
0 ≤ ǫ the needle variation uπ(t, .) applied at t
1, tj−1 < t
1 < tj, the resulting perturbed
trajectories intersect only Si := nqi,qi+1 , i = 0, ..., L and assume further that switching
times are greater than the optimal switching times, i.e. ti ≤ ti(ǫ), i = j, ..., L. Then
the state variation at tf is given as
d
dǫ
Φ
(tf ,t
1),x
π |ǫ=0 =
( L−j∏
i=0
TΦ
(ti+j+1,ti+j)
fqi+j
◦ Tζi+j+1
)
◦ TΦ
(tj,t
1)
fqi
×
(
fqi(x
o(t1), u1)− fqi(x
o(t1), uo(t1))
)
+
L−j∑
i=0
( L−j∏
l=i
TΦ
(tl+j+1,tl+j)
fql+j
◦ Tζl+j+1
)
×
(dti+j(ǫ)
dǫ
|ǫ=0
(
fqi+j+1(x
o(ti+j), u
o(ti+j))− Tζi+jfqi+j (x
o(t−i+j), u
o(t−i+j))
))
∈ Tx(tf )M,(5.1)
5
where TζL+1 = I and for simplicity we use ζi instead of ζqi,qi+1 for i = 0, ..., L.
Proof. The proof is based on the results of Lemma 3.1 and an extension of (C.6)
and (C.7) to the case where ti+j(ǫ) is the (i + j)th switching time corresponding to
uπ(t, ǫ).
Employing the Lemma above, Lemma 4.4 can be generalized to multiple switching
hybrid systems as follows:
Lemma 5.2. For a HOCP corresponding to a given sequence of event transitions
i = 0, ..., L, we have
〈dh(xo(tf )), vπ(tf )〉 ≥ 0, ∀vπ(tf ) ∈ Ktf ,(5.2)
where
Ktf =
L⋃
r=1
Krtf ,(5.3)
and
Krtf =
⋃
tr−1≤t<tr
⋃
u1∈U
( L−r∏
i=0
TΦ
(ti+r+1,ti+r)
fqi+r
◦ Tζi+r+1
)
◦
{
TΦ
(tr,t)
fqr
(
fqr(x
o(t), u1)
−fqr(x
o(t), uo(t))
)}
+
⋃
tr−1≤t<tr
⋃
u1∈U
L−r∑
i=0
( L−r∏
l=i
TΦ
(tl+r+1,tl+r)
fql+r
◦ Tζl+j+1
)
(
dti+r(ǫ)
dǫ
|ǫ=0
×
(
fqi+r+1(x
o(ti+r), u
o(ti+r))− Tζi+rfqi+r (x
o(t−i+r), u
o(t−i+r))
)
,
(5.4)
Proof. The proof parallels the proof of Lemma 4.4 and employs the results of
Lemma 5.1.
The following theorem gives the HMP statement for the case of multiple switch-
ings impulsive hybrid systems.
Theorem 5.3. Consider a multiple switching impulsive MHOCP satisfying hy-
potheses A1-A3. Then corresponding to the optimal control and optimal state trajec-
tory uo, xo, there exists a nontrivial λo(.) ∈ T ∗M along the optimal state trajectory
such that:
Hqi(x
o(t), po(t), uo(t)) ≤ Hqi(x
o(t), po(t), u1), ∀u1 ∈ U, t ∈ [t0, tf ], i = 0, ..., L,
(5.5)
and the corresponding optimal adjoint trajectory λo(.) ∈ T ∗M, locally given by λo(.) =
(xo(.), po(.)), satisfies:
λ˙o(t) =
−→
H qi(λ
o(t)), t ∈ [t0, tf ], i = 0, ..., L.(5.6)
At the optimal switching state xo(ti) and switching time ti, there exists dN
i
x ∈ T
∗
xSi
such that
po(t−i ) = T
∗ζi(p
o(ti)) + µidN
i
xo(t−
i
)
,
po(t−i ) ∈ T
∗
xo(t−
i
)
M, po(ti) ∈ T
∗
xo(ti)
M,
xo(ti) = ζi(x
o(t−i )),(5.7)
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where µi ∈ R and T
∗ζi : T
∗M → T ∗M. The continuity of the Hamiltonian at the
switching instants (xo(t−i ), ti), i = 0, ..., L, is given by
Hqi(x
o(t−i ), p
o(t−i ), u
o(t−i )) = Hqi+1(x
o(ti), p
o(ti), u
o(ti)), i = 0, ..., L.(5.8)
Proof. The proof parallels the proof of Theorem 4.5 employing the results of
Lemma 5.2.
Appendix A. Proof of Theorem 1.1. The following results for the variation
of the hybrid value function is presented and then a complete proof of Theorem 1.1
is provided.
Since S is an embedded submanifold ofM, necessarily there exists an embedding
inclusion i from S to i(S) ⊂M. The push-forward of i is given as
T i : TxS → TxM.(A.1)
For any tangent vector X ∈ TxS, the image vector T i(X) ∈ TxM is a tangent vector
on M. There exists a local coordinate representation of X , i.e. X =
∑n
j=1X
j ∂
∂xj
,
such that X ∈ TxS if and only if X
j = 0, j > k, where k is the dimension of S, see
[?]. The following lemma gives a relation between
dv(xo(t−s ), ts) =
∑n
j=1
∂v(xo(ts),ts)
∂xj
dxj ∈ T ∗
xo(t−s )
M where v(xo(ts), ts) is smooth by
A4 and a tangent vector X ∈ Txo(t−s )M which is also a tangent vector in Txo(t−s )S
in the local coordinate system given above. The statement of the following lemma is
given for a general embedded submanifold S which is not necessarily n−1 dimensional.
Lemma A.1. Consider an MHOCP with a single switching from the discrete state
q0 to the discrete state q1 at the unique switching time ts on the optimal trajectory
(xo(.), uo(.)) and a k dimensional embedded switching manifold S ⊂ M satisfying
A1-A4; then at the optimal switching state xo(ts) ∈ S and switching time ts, we
have
〈dv(xo(t−s ), ts), X〉 = 0, ∀X ∈ T i(Txo(t−s )S).(A.2)
Proof. Since X ∈ T i(Txo(t−s )S) there existsXS ∈ Txo(t−s )S such that X = T i(XS).
By applying the same extension method employed in Lemma 4.4, we extend XS to a
vector field X
′
S ∈ X(S) such that X
′
S(x
o(t−s )) = XS .
Let us denote the induced Riemannian metric from M to S as gS . By the fun-
damental theorem of existence of geodesics and the Taylor expansion on Riemannian
manifolds we have
v((expxo(t−s )θXS), ts) = v(x
o(t−s ), ts) + θ(∇
′
X
′
S
v)(xo(t−s ), ts) + o(θ),
0 < θ < θ∗,(A.3)
where ∇
′
is the Levi-Civita connection of S with respect to the induced metric gS .
Since S is an embedded submanifold of M, the inclusion map is a full rank homeo-
morphism from S to i(S), therefore, for eachX ∈ T i(Txo(t−s )S), the correspondingXS
is unique. The vector space property of Txo(t−s )S implies −XS ∈ Txo(ts)S, hence, by
the optimality of xo(t−s ) on S and the accessibility of x˙(t) = fq0(x, u), an application
of (A.3) to v along −XS gives
∇
′
X
′
S
v = 0, ∀X
′
S ∈ Txo(t−s )S.(A.4)
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(A.4) and (4.4)(ii) together imply
∂v
∂xj
(xo(t−s ), ts) = 0, j = 1, ..., k,(A.5)
where k is the dimension of S. In the local coordinates of xo(ts) ∈M, (A.5) yields
〈dv(xo(t−s ), ts), X〉 = 〈
n∑
j=1
∂v(xo(t−s ), ts)
∂xj
dxj ,
n∑
j=1
Xj
∂
∂xj
〉,(A.6)
where (A.5) together with Xj = 0, j > k completes the proof.
The proof of Theorem 1.1 is then given as follows:
Proof. The proof parallels the proof of Theorem 4.5 where by Lemma A.1,
dNxo(t−s ) is replaced by dv(x
o(t−s ), ts).
Appendix B. Proof of Theorem 2.1.
Proof. The first step of the proof of Theorem 4.5 is unchanged. For the control
needle variation before the optimal switching time ts, i.e. step 2, in case (i): ts ≤ ts(ǫ),
we have
dΦ
(t−s (ǫ),t
1),x
π,fq0
dǫ
|ǫ=0 ⊕
dts(ǫ)
dǫ
|ǫ=0
∂
∂ts
=(
dts(ǫ)
dǫ
|ǫ=0)
×fq0(x
o(t−s ), u
o(t−s )) + TΦ
(t−s ,t
1)
fq0
[fq0(x
o(t1), u1)
−fq0(x
o(t1), uo(t1))] ⊕
dts(ǫ)
dǫ
|ǫ=0
∂
∂ts
∈ T(xo(ts),ts)S.(B.1)
And in case (ii), i.e. ts(ǫ) ≤ ts, we have
dΦ
(t−s (ǫ),t
1),x
π,fq0
dǫ
|ǫ=0 ⊕
dts(ǫ)
dǫ
|ǫ=0
∂
∂ts
=−
dts(ǫ)
dǫ
|ǫ=0
×fq0(x
o(t−s ), u
o(t−s )) + TΦ
(t−s ,t
1)
fq0
[fq0(x
o(t1), u1)
−fq0(x
o(t1), uo(t1))] ⊕
dts(ǫ)
dǫ
|ǫ=0
∂
∂ts
∈ T(xo(ts),ts)S.(B.2)
Therefore by (2.2) we have
〈dN(xo(t−s ),ts),
dΦ
(t−s (ǫ),t
1),x
π,fq0
dǫ
|ǫ=0 ⊕
dts(ǫ)
dǫ
|ǫ=0
∂
∂ts
〉 =
〈dNxo(t−s ),
dΦ
(t−s (ǫ),t
1),x
π,fq0
dǫ
|ǫ=0〉+
dts(ǫ)
dǫ
|ǫ=0〈dNts ,
∂
∂t
〉 = 0,
(B.3)
and finally in case (i) we have
dts(ǫ)
dǫ
|ǫ=0=−
(
〈dN
xo(t−s )
, fq0(x
o(ts), u
o(ts))〉 + 〈dNts ,
∂
∂t
〉
)−1
×
〈
dNxo(t−s ), TΦ
(t−s ,t
1)
fq0
[fq0(x
o(t1), u1)− fq0(x
o(t1), uo(t1))]
〉
,
(B.4)
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and in case (ii)
dts(ǫ)
dǫ
|ǫ=0=
(
〈dNxo(t−s ), fq0(x
o(ts), u
o(ts))〉+ 〈dNts ,
∂
∂t
〉
)−1
×
〈
dNxo(t−s ), TΦ
(t−s ,t
1)
fq0
[fq0(x
o(t1), u1)− fq0(x
o(t1), uo(t1))]
〉
,
(B.5)
where µ in (C.14) is given by
µ =
〈
dh(xo(tf )), TΦ
(tf ,ts)
fq1
[fq1(x
o(ts), u
o(ts))− Tζ
(
fq0(x
o(t−s ), u
o(t−s ))
)
]
〉
×
(
〈dNxo(t−s ), fq0(x
o(t−s ), u
o(t−s ))〉 + 〈dNts ,
∂
∂t
〉
)−1
.
(B.6)
Following the steps of the proof of Theorem 4.5 we have
po(t−s ) = T
∗ζ(po(ts)) + µdNxo(t−s ),
po(t−s ) ∈ T
∗
xo(t−s )
M, po(ts) ∈ T
∗
xo(ts)
M,
xo(ts) = ζ(x
o(t−s )),(B.7)
where
po(t) := T ∗Φ
(t−s ,t)
fq0
◦ T ∗ζ ◦ T ∗Φ
(tf ,ts)
fq1
dh(xo(tf ))
+µT ∗Φ
(t−s ,t)
fq0
dv(xo(t−s ), ts), t ∈ [t0, ts),(B.8)
and
po(t) := T ∗Φ
(tf ,t)
fq1
dh(xo(tf )), t ∈ [ts, tf ].(B.9)
Step 3 in the proof of Theorem 4.5 also holds for time varying switching cases.
To analyze the possible discontinuity of the Hamiltonian we employ the same method
as that used in step 4 of the proof of Theorem 4.5. Therefore
〈T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )), [fq1(x
o(ts), u
o(ts))− Tζ(fq0(x
o(t−s ), u
o(t−s )))]〉 =〈
T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )),
[
〈dNxo(t−s ), fq0(x
o(t−s ), u
o(t−s ))〉
+〈dNts ,
∂
∂t
〉
]−1
×
(
〈dNxo(t−s ), fq0(x
o(t−s ), u
o(t−s ))〉+ 〈dNts ,
∂
∂t
〉
)
×[fq1(x
o(ts), u
o(ts))− Tζ(fq0(x
o(t−s ), u
o(t−s )))]
〉
,
(B.10)
which implies
Hq1(x
o(ts), p
o(ts), u
o(ts)) = 〈T
∗Φ
(tf ,ts)
fq1
dh(xo(tf )), fq1 (x
o(ts), u
o(ts))〉 by C.1 in the main paper
= 〈T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )), T ζ
(
fq0(x
o(t−s ), u
o(t−s ))
)
〉
+
〈
T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )),
9
{(
〈dNxo(t−s ), fq0(x
o(ts), u
o(ts))〉 + 〈dNts ,
∂
∂t
〉
)−1
×[fq1(x
o(ts), u
o(ts))− Tζ
(
fq0(x
o(t−s ), u
o(t−s ))
)
]
}〉
×
(
〈dNxo(t−s ), fq0(x
o(ts), u
o(ts))〉 + 〈dNts ,
∂
∂t
〉
)
by B.10
= 〈T ∗ζ ◦ T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )), fq0(x
o(t−s ), u
o(t−s ))〉
+µ〈dNxo(t−s ), fq0(x
o(ts), u
o(ts))〉 + µ〈dNts ,
∂
∂t
〉 by B.6,
(B.11)
and finally we have
〈po(ts)), fq1(x
o(ts), u
o(ts))〉 = 〈p
o(t−s )), fq0(x
o(t−s ), u
o(t−s ))〉+ µ〈dNts ,
∂
∂t
〉,
(B.12)
or equivalently
Hq0(x
o(t−s ), p
o(t−s ), u
o(t−s )) = Hq1(x
o(ts), p
o(ts), u
o(ts))− µ〈dNts ,
∂
∂t
〉,
(B.13)
which completes the proof.
Appendix C. Proof of Theorem 3.1.
Proof. The proof closely parallels the proof of Theorem 2.1 where
po(t) := T ∗Φ
(t−s ,t)
fq0
◦ T ∗ζ ◦ T ∗Φ
(tf ,ts)
fq1
dh(xo(tf ))
+µT ∗Φ
(t−s ,t)
fq0
dNxo(t−s ), t ∈ [t0, ts),(C.1)
and
po(t) := T ∗Φ
(tf ,t)
fq1
dh(xo(tf )), t ∈ [ts, tf ],(C.2)
where
µ = 〈dh(xo(tf )), TΦ
(tf ,ts)
fq1
[fq1(x
o(ts), u
o(ts))− Tζ(fq0(x
o(t−s ), u
o(t−s )))
−Dtζ(x
o(ts), ts)]〉 ×
(
〈dNxo(t−s ), fq0(x
o(t−s ), u
o(t−s ))〉+ 〈dNts ,
∂
∂t
〉
)−1
.
(C.3)
It should be noted that Dtζ(x
o(ts), ts)(
∂
∂t
) ∈ TM and for simplicity we drop ∂
∂t
. To
prove the Hamiltonian discontinuity we have
〈
T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )),
{
fq1(x
o(ts), u
o(ts))
−Tζ(fq0(x
o(t−s ), u
o(t−s )))−Dtζ(x
o(ts), ts)
}〉
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=
〈
T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )),
(
〈dv(xo(t−s ), ts), fq0(x
o(t−s ), u
o(t−s ))〉
+〈dNts ,
∂
∂t
〉
)−1
×
(
〈dN
xo(t−s )
, fq0(x
o(t−s ), u
o(t−s ))〉 + 〈dNts ,
∂
∂t
〉
)
×[fq1(x
o(ts), u
o(ts))− Tζ(fq0(x
o(t−s ), u
o(t−s ))) −Dtζ(x
o(ts), ts)]
〉
,
(C.4)
which implies
Hq1(x
o(ts), p
o(ts), u
o(ts)) =
〈
T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )), fq1 (x
o(ts), u
o(ts))
〉
by C.1 in the main paper
=
〈
T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )), T ζ
(
fq0(x
o(t−s ), u
o(t−s ))
)〉
+〈T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )), Dtζ(x
o(ts), ts)〉
+
〈
T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )),
(
〈dNxo(t−s ), fq0(x
o(ts), u
o(ts))〉+ 〈dNts ,
∂
∂t
〉
)−1
×[fq1(x
o(ts), u
o(ts))− Tζ(fq0(x
o(t−s ), u
o(t−s )))]
〉
×
(
〈dNxo(t−s ), fq0(x
o(ts), u
o(ts))〉+ 〈dNts ,
∂
∂t
〉
)
by C.4
= 〈T ∗ζ ◦ T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )), fq0(x
o(t−s ), u
o(t−s ))〉
+µ〈dNxo(t−s ), fq0(x
o(t−s ), u
o(t−s ))〉
+D∗t ζ(T
∗Φ
(tf ,ts)
fq1
dh(xo(tf ))) + µ〈dNts ,
∂
∂t
〉 by C.3
= Hq0(x
o(t−s ), p
o(t−s ), u
o(t−s )) +D
∗
t ζ(T
∗Φ
(tf ,ts)
fq1
dh(xo(tf ))) + µ〈dNts ,
∂
∂t
〉,
(C.5)
where by the definition of pullbacks (see [?])
〈T ∗Φ
(tf ,ts)
fq1
dh(xo(tf )), Dtζ(x
o(ts), ts)〉 = D
∗
t ζ(T
∗Φ
(tf ,ts)
fq1
dh(xo(tf ))) ∈ R,(C.6)
and po(ts) = T
∗Φ
(tf ,ts)
fq1
dh(xo(tf )). The remaining of the proof is similar to that of
(B.12) and (B.13).
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