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1. Introduction
The surface energy and moisture fluxes constitute a key component of the earth system.
On one hand they connect the planet’s surface to the atmosphere, on the other hand
they link the earth’s energy and hydrological cycles via the fraction of energy expended
in evapotranspiration (Fig. 1). From the roughly 136W m−2 of solar radiation, which
are absorbed by the land surface, about 66W m−2 leave the surface in form of thermal
radiation (residual of longwave upward and downward radiation), while 32W m−2 are
directed towards the surface sensible heat flux and 38W m−2 towards the surface latent
heat flux (Wild et al., 2014). This latent heat flux corresponds to an evapotranspiration
rate of close to 490mma−1 which amounts to a total terrestrial evapotranspiration of
roughly 73 · 103 km3 a−1.
The total terrestrial evapotranspiration can be disaggregated with respect to different
landscapes. For example grasslands contribute about 21 · 103 km3 a−1 while covering
about 49 ·106 km2, forests contribute about 29 ·103 km3 a−1 and cover about 40 ·106 km2
(Oki and Kanae, 2006). Hence, evapotranspiration rates vary quite strongly between
different land cover types. For grasslands the average evapotranspiration rate is about
429mma−1 while for forests it is about 723mma−1. Accordingly, the way the avail-
able energy at the surface is distributed between sensible and latent heat flux varies
significantly between different land cover types.
Figure 1: Terrestrial energy and water cycles
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The surface fluxes have a non-linear dependency on the state of the surface and the
atmosphere and are highly sensitive to variations in land surface characteristics such as
land use, vegetation, topography, soil properties and hydrological characteristics, etc.
The spatial and temporal scales on which these characteristics vary range from a few
centimetres to kilometres and from minutes to millennia. Furthermore, many impor-
tant processes, such as vegetation dynamics, the development of spatial patterns in the
Subtropics and permafrost regions, the formation of wetlands and human-induced mod-
ifications of the surface take place on strongly diverging scales. Accordingly, the state
of the land surface and the surface fluxes vary on the same broad range of scales (Sell-
ers, 1991). This influence of heterogeneity on the vertical surface fluxes of energy and
moisture constitutes the overarching leitmotif of this thesis and gives rise to countless
scientific challenges, some of which can only be addressed via the use of numerical models.
The wide range of spatial scales, in combination with the non-linear nature of the re-
lation between surface fluxes, processes and the state of surface and atmosphere, pose
one of the fundamental difficulties in the representation of the surface fluxes in numer-
ical models. In case of sub-grid scale heterogeneity, i.e. when the heterogeneity is not
resolved by the horizontal structure of the grid, models require simplifying assumptions.
Here, the aggregation schemes used in most Earth System Models (ESMs) presume that
the surface fluxes within a model grid box have blended completely below the lowest
model level of the atmosphere. Therefore, even though the surface is treated as hetero-
geneous, the atmosphere interacts with a mixed flux and remains spatially homogeneous
(Fig. 2 b).
The following land surface schemes all represent surface heterogeneity explicitly, but
provide grid box averaged surface fluxes or state variables as lower boundary condition
for the respective atmospheric model: ORCHIDEE the land surface model of the Institut
Pierre-Simon Laplace (Krinner et al., 2005; Dufresne et al., 2013), the National Center
for Atmospheric Research’s Community Land Model (Oleson et al., 2010), the Met
Office’s JULES (Best et al., 2011) and its predecessor MOSES2 (Essery and Clark, 2003),
the Canadian land surface scheme CLASS, developed by the Canadian Climate Centre
(Verseghy, 2009; Salzen et al., 2013) and LM3 from the Geophysical Fluid Dynamics
Laboratory (Milly and Shmakin, 2002; Shevliakova et al., 2009).
Figure 2: Different aggregation techniques: a) reality - ideal representation b) simple flux aggregation
c) parameter aggregation
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In other models the suppositions are even more simplistic and it is assumed that the
heterogeneous surface within a grid box corresponds to an effective, homogeneous sur-
face and can be represented by a set of parameters, which are valid for the entire grid
box (Fig. 2 c). Here, the land component of the Max Planck Institute for Meteorol-
ogy’s Earth System Model (JSBACH) can be mentioned, but also earlier versions of
SECHIBA as an element of ORCHIDEE (Schulz et al., 1998), MOSES as the predeces-
sor of MOSES2 and JULES (Cox et al., 1999) and earlier versions of the Community
Land Model (Bonan et al., 2002).
The validity of this assumption depends on the horizontal length scales of the represented
surface heterogeneity. If these are small, i.e. heterogeneity consists of numerous, small
and well mixed clusters (homogeneous subareas), the atmosphere may already be hori-
zontally homogeneous close to the surface. However, with increasing length scales, the
height increases up to which the vertical fluxes and the state of the atmosphere remain
spatially heterogeneous. Many studies have investigated the relationship between the
height above which the surface fluxes have blended, i.e. broadly speaking the blending
height (Mahrt, 2000), and the horizontal length scale of surface heterogeneity. These
studies place the blending height at roughly 1/200 - 1/10 of the heterogeneity’s horizon-
tal length scale (Mason, 1988; Claussen, 1995; Raupach and Finnigan, 1995; Best et al.,
2004; Bou-Zeid et al., 2004). In many models the lowest atmospheric model level is lo-
cated below a height of 50m (Arola, 1999). Thus, for these models the atmosphere can
only be assumed to be spatially homogeneous for surface heterogeneities with a length
scale of less than roughly 5000m (500m - 10000m).
In the context of this thesis a number of simulations were performed with the Max Planck
Institute for Meteorology’s Earth System Model (MPI-ESM), at a standard vertical reso-
lution of 47 levels, of which the lowest is located on a height of approximately 30m and a
horizontal resolution of T63, i.e. a grid-spacing of roughly 200 km (Stevens et al., 2013).
Before being able to address the research questions of this work, it needed to be es-
tablished whether the assumption of spatial atmospheric homogeneity above a height of
≈ 30m possibly results in an inadequate description of spatial sub-grid scale heterogene-
ity. Consequently, a preliminary study was conducted that investigated blending heights
on the global scale. In this qualitative study the blending height within a given model
grid box is approximated by the characteristic length scales of the present sub-grid scale
heterogeneity, derived from the Global Land Cover Map 2009 (GLOBCOVER), and a
ratio of blending height and characteristic length scale of 1/100 (Section 6.1).
Based on these simple scale arguments, the study indicates that the blending height
with respect to one third of global land surface heterogeneity is possibly located above
a height of 30m and thus above the lowest model level of the MPI-ESM. Due to the
distribution of heterogeneous areas, about half of the heterogeneous grid boxes on the
land surface contain at least one surface type for which the assumption of spatial homo-
geneity on the lowest atmospheric level is invalid. From these results it may be inferred
that a substantial share of the land surface is not correctly represented by the simpli-
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fying assumptions on which the land surface-atmosphere coupling in most ESMs is based.
Motivated by these results and the overarching question regarding the relation between
the state of the heterogeneous land surface and the surface fluxes, this thesis aims to
answer the following research questions:
– How can spatial sub-grid scale (SSGS) heterogeneity of the atmosphere be ac-
counted for in the coupling of land surface and atmosphere within ESMs?
– What is the effect of an explicit representation of surface and atmospheric SSGS
heterogeneity on the simulated near surface processes with respect to different land
cover types?
– What is the impact of an explicit representation of surface and atmospheric SSGS
heterogeneity on climate on the global scale?
The issue of SSGS variability becomes especially relevant for heterogeneities exhibiting
characteristics that strongly contrast the surrounding surfaces. In these constellations,
a realistic coupling of land surface and atmosphere is crucial for accurately describing
the relevant processes. One prominent example for this is irrigation-based agriculture.
Here, on scales ranging between tens of metres and several kilometres, areas featuring
highly saturated soils and a dense vegetation cover are often located in arid or semiarid
regions and distinctly impact the energy and hydrological cycle (Fig. 3).
Figure 3: Irrigation in Saudi Arabia (scale of individual field ≈ 1 km; c©NASA Earth Observatory)
While covering only around 2 % of the global land surface, irrigation contributes about
2600 km3 a−1 (≈ 4 %) to the total terrestrial evapotranspiration (Gordon et al., 2005;
Siebert et al., 2005; Oki and Kanae, 2006). Irrigation constitutes one of the major, land-
use change related, anthropogenic influences on climate (Gordon et al., 2005; Lobell
et al., 2006b), and numerous regional studies demonstrated a pronounced impact of
irrigation on regional climate and regional circulations such as the Indian monsoon
(Douglas et al., 2006; Kueppers et al., 2007; Douglas et al., 2009; Lobell et al., 2009;
Saeed et al., 2009). Additionally, the importance of irrigation for the welfare of a large
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share of the world’s population makes it a very relevant scientific topic. Irrigation-based
agriculture provides about 40 % of the global crop yield and contributes about 70 % to
humanity’s fresh water demand (Wada et al., 2013). Hence, as a final research question,
this thesis addresses the following issue:
– How does irrigation-based agriculture in arid regions influence the regional and
possibly global climate? Furthermore, which effect does the surface-atmosphere
coupling have on the representation of irrigation and how large is the associated
uncertainty in simulations?
The dissertation answers the above questions in the order they are listed, which results
in the following document structure:
– In chapter 2, an improved approach for the land surface-atmosphere coupling is
proposed. This approach accounts for SSGS heterogeneity on the lowest atmo-
spheric model levels and resolves the vertical turbulent mixing process with respect
to the heterogeneity [the corresponding paper has been submitted to “Boundary-
Layer Meteorology” and is currently being updated according to the reviewers’
specification ].
– The 3rd chapter deals with the influence of SSGS heterogeneity on the simulated
near surface processes in different land cover types. Furthermore, the impact of
the surface-atmosphere coupling on the simulated global climate is investigated
[the corresponding paper has been submitted to “Journal of Hydrometeorology”
and is currently being reviewed ].
– Chapter 4 focuses on the impact of irrigation on climate, especially its remote,
even intercontinental effects [the corresponding paper is in preparation ].
– Chapter 5 investigates uncertainties associated with the simulated impact of ir-
rigation on climate. The respective sources of uncertainties are related to the
general model structure, namely the surface-atmosphere coupling, and to the rep-
resentation of certain irrigation characteristics such as the irrigation efficiency [the
corresponding paper is in preparation ].
Each of the chapters 2 - 5 is set up as an independent article, designed for publication
in a peer reviewed journal. Hence, there is a certain extent of repetition of the basic
concepts between the individual chapters. Furthermore, some important findings could
not be included in the respective papers as they deviate from the article’s immediate
scope. The frame of this thesis provides the opportunity to cover the research questions
more holistically and some findings can be presented that could not be included in the
respective articles:
– Chapter 6 includes results which are important for the research questions of this
thesis but could not be included in the above chapters:
* The preliminary study is presented in which blending heights were investigated on
the global scale.
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* With respect to chapter 3, the effect of differences in the albedo of different land
cover types is investigated. Additionally, the impact on the state of individual tiles
and related processes such as primary productivity is investigated. Contrary to
chapter 3, the focus is on simulations in which atmospheric feedbacks are accounted
for.
* The impact of explicitly representing areas uninhabitable for plants is presented,
e.g. deserts or degraded areas featuring infertile soils.
– Chapter 7 summarizes the main findings of this work with respect to the above
mentioned research questions and provides an outlook for future research.
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2. On the Representation of Heterogeneity in Land
Surface-Atmosphere Coupling
2.1. Introduction
Representing spatially heterogeneous processes taking place on scales below those re-
solved by present day numerical models is one of the key challenges in Earth System
Modelling. Here, one aspect is to accurately describe the interaction between the land
surface and the atmosphere.
Various land surface characteristics such as topography, land use, soil and vegetation
characteristics etc. vary on diverging spatial scales and time scales, ranging from a few
centimetres and minutes to hundreds of kilometres and years. Consequently, the state
of the surface varies on the same scales. Surface energy, mass and momentum fluxes
physically link the surface and the atmosphere and often have a highly non-linear depen-
dency upon this horizontally strongly heterogeneous state of the land surface (Sellers,
1991). Thus, considering the range of scales which need to be accounted for reveals the
difficulties that occur when attempting to represent the affected processes on the grid
scale of an Earth System Model (ESM).
In present ESMs different strategies are pursued to describe the contribution of sub-grid
variability and aggregate the sub-grid scale information of the land surface to match the
grid of the atmosphere. Due to the non-linear nature of processes involved, every strat-
egy results in a distinct representation of the land surface-atmosphere interaction. The
nomenclature in respect to these strategies and their various implementations is confus-
ing at best. Hence, a few definitions of terms that will be used in this work shall be given.
One general distinction between strategies can be made between those based on statis-
tical and those based on discrete representations of sub-grid scale heterogeneity (Giorgi
and Avissar, 1997). In methods belonging to the first group, sub-grid scale variability
is represented by a variable specific probability density function (PDF), and the ag-
gregation of the sub-grid scale parameter values is performed by integrating over the
parameter phase space defined by the respective PDF. In this work, the focus will be
placed on discrete representations of sub-grid scale heterogeneity and no further discus-
sion of the statistical approach will follow. A good overview about this approach can,
for example, be found in Avissar (1992).
The basic assumption of the discrete approaches is that a grid box can be sectioned into
discrete subdivisions, the so-called “tiles” or “patches”, which themselves exhibit homo-
geneous characteristics. These are usually represented simply by their cover fraction,
i.e. the fraction of the grid box area which they cover, ignoring the actual geographical
location. However, methods exist in which the tiles represent clearly defined areas with
a specific size and position within the grid box (Seth et al., 1994). The discrete schemes
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further divide into two major branches. In one branch sub-grid scale heterogeneity is
not explicitly accounted for but soil and vegetation parameters of the sub-grid scale
patches are aggregated to one effective value representing the entire grid box. Based
upon these effective values the surface fluxes are calculated. In this work this will be
referred to as the “parameter aggregation”. The most common approach to determine
the effective grid parameters is by averaging all sub-grid scale parameter values usually
weighted by their respective cover fractions. Another possibility, the so called “dominant
approach”, is to represent a grid box by the characteristics of the dominant tile i.e. the
one that covers the largest fraction of the grid box (Dickinson, 1986). However, in this
work the term parameter aggregation always refers to the aggregation based upon the
area-weighted average.
The second branch explicitly accounts for sub-grid scale heterogeneity and calculates
fluxes based upon the tile specific characteristics for all tiles in a grid box individually.
Here, two approaches can be distinguished which Koster and Suarez (1992) define as the
“mosaic” and the “mixture approach”. The two approaches differ in the assumptions
made about the extent to which the individual tiles interact. Note that here the use of
terms substantially varies between studies. For instance, Ament and Simmer (2006) use
a distinction, which is based upon the representation of the subdivisions either as a lo-
calized patch in the grid box or by their cover fraction to distinguish between the mosaic
and a tile approach. In contrast to the use of terms of Koster and Suarez (1992), Molod
and Salmun (2002) use the term mixture approach for a form of parameter aggregation.
The mosaic approach assumes that the different tiles or patches in one grid box are
horizontally well separated and below the lowest computational level of the atmospheric
model, the horizontal exchange between tiles is negligible in comparison to the vertical
fluxes. Consequently, the interaction of each surface tile and the overlying atmosphere is
completely independent of the other tiles present in the grid box. In the classical mosaic
approach the assumption of the independence of each tile is valid only for the surface
layer, and above all processes including the turbulent vertical fluxes are modelled based
upon the grid mean state (Avissar and Pielke, 1989; Giorgi, 1997). However, the mosaic
approach has been augmented to preserve the independence of tiles throughout the en-
tire turbulent atmospheric boundary layer at least for the vertical turbulent transport
(Molod et al., 2003).
In contrast to this, the mixture or tile approach assumes that surface heterogeneity
occurs in the form of numerous small clusters. The tiles within one grid box are very
well mixed and the horizontal turbulent fluxes are large compared to the vertical tur-
bulent fluxes. Therefore, the properties of air parcels that originate from different tiles
are perfectly mixed horizontally even below the lowest atmospheric model level and the
atmosphere interacts only with these mixed fluxes (Koster and Suarez, 1992). Conse-
quently, the state of the atmosphere is spatially homogeneous within a grid box. Both
mosaic and mixture approach are often referred to as flux aggregation techniques but in
the present study the term “simple flux aggregation” is reserved for the mixture or tile
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approach.
Many observational and modelling studies suggest that both of these underlying assump-
tions are erroneous under certain conditions. The signal related to a specific surface het-
erogeneity may be detectable up to a given height within the planetary boundary layer
that lies far above the surface layer. This indicates that the assumption of a complete
mixing of fluxes below the lowest atmospheric model level (in many models this is below
50m (Arola, 1999)) is not valid in the respective conditions. In different conditions
fluxes may not be in equilibrium with the local surface even low within the surface layer,
indicating that the horizontal turbulent transport processes have a noticeable impact
and are not negligible. This rebuts the assumption of the independence of tiles made
in the mosaic approach (Wieringa, 1976; Mason, 1988; Claussen, 1995; Raupach and
Finnigan, 1995; Avissar and Schmidt, 1998; Mahrt, 2000; Bou-Zeid et al., 2004; Patton
et al., 2005; Ma et al., 2008).
In the following, a technique is proposed which supersedes the need for potentially
invalid simplifications when coupling land surface and atmosphere. Therefore, when
implemented in a land surface model such as JSBACH (Raddatz et al., 2007; Brovkin
et al., 2009), this technique could improve the aggregation of sub-grid scale information
for the coupling to an atmospheric general circulation model (GCM) such as ECHAM6
(Stevens et al., 2013). This coupling scheme, which provides aVERtical Tile EXtension
(VERTEX), is capable of representing the turbulent mixing process more realistically as
it resolves the process with respect to the surface tiles and at the same time explicitly
accounts for the horizontal component of the process. Thus, within a model grid box
the turbulent transport is treated as a two-dimensional process (vertical and horizontal)
rather than a one-dimensional process (vertical only).
In Sect. 2.2 the VERTEX scheme will be introduced. Firstly (Sect. 2.2.1), we will
discuss how the horizontal component of the turbulent mixing process i.e. the mixing
between different tiles can be related to the blending height concept (see e.g. Mahrt
(2000)). In Sect. 2.2.2 and Sect. 2.2.3 a concept will be presented to integrate an ex-
plicit horizontal component into an atmospheric model’s (vertical) turbulent exchange
scheme. This includes closing the surface energy balance based on the assumption of a
horizontally varying state of the lowest atmospheric model levels within a model grid box.
In the subsequent section the VERTEX scheme will be employed in two example cases
in order to demonstrate its impact on the simulated structure of the atmosphere (Sects.
2.3.1 and 2.3.2). Additionally, we will compare results of simulations with the different
flux aggregation schemes, to gain further insights into the mechanisms and the magnitude
of potential impacts on the simulated mean state of a grid box (Sect. 2.3.3). Many stud-
ies exist, usually focused on the local scale, which have compared parameter aggregating
to flux aggregating techniques (e.g., Avissar and Pielke (1989); Polcher et al. (1996); Van
den Hurk and Beljaars (1996); Cooper et al. (1997); Molod and Salmun (2002); Essery
et al. (2003); Heinemann and Kerschgens (2005); Ament and Simmer (2006)). These
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studies agree that by employing an aggregation of fluxes the representation of processes
clearly improves compared to an aggregation of parameters. In addition to this many
of the studies find an improvement of the simulated climate. Thus, we also compare
the simulations performed with the different flux aggregation methods to simulations
which are carried out using a parameter aggregation scheme and use these comparisons
as a reference for the magnitude of potential impacts. Finally, the main findings are
summarized in Sect. 2.4.
2.2. The VERTEX scheme
2.2.1. Blending height and horizontal mixing
Studies investigating the vertical extent to which the impact of surface heterogeneity is
detectable often employ the concept of a blending height. The blending height can be
understood as a scaling depth which “describes the decrease of the influence of surface
heterogeneity with height” below a certain threshold (Mahrt, 2000). In reverse this
means that below the blending height the influence of individual surface features is
perceptible. Hence, the blending height can also be interpreted as the maximum distance
that a surface feature perceptibly exerts its influence in the vertical direction. The
blending height hblend,i can be expressed as a function of the friction velocity u∗,i, the
horizontal wind speed U at the blending height, the characteristic length scale Lhetero,i
of a given surface feature and the two non-dimensional coefficients C and p (Raupach
and Finnigan, 1995; Mahrt, 2000).
hblend,i = C · (u∗,i
U
)p · Lhetero,i (1)
Equation 1 gives the general form of expressing the blending height, applicable in near-
neutral or stable conditions, when shear driven turbulence predominate. In case of a
convective boundary layer, turbulence is predominantly buoyancy driven. Under un-
stable conditions, the dependency of the blending height on instability (given by u∗,i
U
)
may be too weak and a formulation which accounts for a more explicit dependence on
instability may be required. For a “thermal blending height” Wood and Mason (1991)
suggest an approximation which is based on U , Lhetero,i, the spatially averaged surface
sensible heat flux H0, the spatially averaged potential temperature θ0 and the coefficient
Ctherm.
hblend,i = Ctherm · H0
U · θ0 · Lhetero,i (2)
By assuming a fixed relation between height and the magnitude of the influence that a
heterogeneity exerts on the flow at a height hz, one can relate the ratio of a given height
and the blending height to the strength of the influence which surface heterogeneity
has at this height. By further assuming that the decrease of the influence of a surface
feature with height can be attributed to horizontal mixing, one can describe the degree
of mixing deg−mixz,i at a given height hz above a surface feature i of a given horizontal
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length scale Lhetero,i by the blending height hblend,i and the height hz according to:
deg−mixz,i = f(hz, hblend,i) , for 0 ≤ hz ≤ hblend,i (3)
Furthermore, in a grid box containing n tiles, Fmixz,i,j, the proportion of the flux
originating from a given surface feature j with cover fraction sfracj which has mixed
into the flux above a surface feature i at height z, is given by:
Fmixz,i,j = deg−mixz,i · deg−mixz,j · sfracj∑n
k=1 deg−mixz,k · sfrack
, for j 6= i (4a)
Fmixz,i,j = (1− deg−mixz,i · (1− deg−mixz,j · sfracj∑n
k=1 deg−mixz,k · sfrack
)) , for j = i (4b)
The relation between the terms used in Eq.4 is summarized in Figure 4.
Figure 4: Terms constituting Fmix in Eq.4 in case of two differing surfaces (blue and red)
So far the approach accounts only for the direct “aggregation” effects related to sur-
face heterogeneity and neglects “dynamical” effects which are associated with sub-grid
scale circulations (Molod et al., 2003). Due to spatial temperature and the consequent
density and pressure variability, barocline circulations develop, which reduce strong spa-
tial gradients. For low horizontal model resolutions, i.e. a typical GCM grid-spacing
> 100 km, these mesoscale circulations become increasingly important. There are indi-
cations that organized mesoscale circulations predominantly occur for length scales of
Lhetero > 10 km (Baidya Roy, 2003). However, there is observational evidence for at-
mospheric spatial heterogeneity also on these scales (Segal et al., 1989; Angevine, 2003;
Banta, 2003; Strunin et al., 2004). This suggests that, while mesoscale circulations have
a balancing effect, spatially heterogeneous atmospheric structures prevail even on scales
of Lhetero > 10 km.
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In general the concept of the tiling method does not allow to explicitly represent sub-
grid scale circulations, as it does not provide any information on the relative position of
the tiles within the grid box. Nonetheless, it is conceivable to parametrize unresolved
circulations by factoring them in in the formulation of horizontal mixing of vertical
fluxes, i.e. in the calculation of deg−mixz,i and Fmixz,i,j (Lynn et al., 1995a,b). For
example, by assuming that mesoscale circulations act to reduce strong spatial gradients,
deg−mixz,i or Fmixz,i,j could be increased for strong differences in surface temperature
between tile i and the the grid box mean temperature ∆tsurf,i,1−n or for temperature
differences between tile i and j ∆tsurf,i,j.
deg−mixz,i = f(∆tsurf,i,1−n, hz, hblend,i) , for 0 ≤ hz ≤ hblend,i (5a)
Fmixz,i,j = f(∆tsurf,i,j, deg−mixz,1−n, sfrac1−n) (5b)
Modelling the horizontal component of the turbulent mixing process requires quantifying
the strength of the horizontal component of the process between two given vertical model
levels l − 1 and l. To calculate Fmixl,i,j, the proportion of the flux from a given tile j
on level l − 1 that has mixed into the flux in tile i on level l the following equation can
be used:
Fmixl,i,j = (1− 1− deg−mixl,i1− deg−mixl−1,i ) ·
deg−mixl,j · sfracj∑n
k=1 deg−mixl,k · sfrack




+ (1− 1− deg−mixl,i1− deg−mixl−1,i ) ·
deg−mixl,j · sfracj∑n
k=1 deg−mixl,k · sfrack
, for j = i (6b)
In the formulation the levels l − 1 and l correspond to two given heights z − δz and z
above the surface. Here the fluxes have already mixed between the surface and level l−1,
and Fmixl,i,j accounts only for the additional horizontal mixing that occurs between the
levels l−1 and l. With the help of these mixing coefficients the turbulent mixing process
can be represented as a two-dimensional process, which will be described in detail below.
2.2.2. Vertical diffusion and horizontal mixing
The (vertical) turbulent mixing process of humidity, sensible heat and momentum is








Where K [m2 s−1] denotes the vertical eddy diffusion coefficient (“Austauschkoeffizient”
or eddy “diffusivity”) and x the transported quantity. The transport of momentum can
be modelled the same way as that of heat and moisture. However, we will limit the fol-
lowing explanation to the latter two and x represents either dry static energy or specific
humidity.
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For a horizontally homogeneous grid box, this can be written in a vertically discretized
way, using an implicit time-stepping. The rate of change of humidity or sensible heat












Where ∆zl pertains to the thickness of a layer encompassed by two full vertical model
levels on which the variables are calculated, whereas δzl pertains to a layer that is
bounded by two intermediate levels on which the fluxes are calculated (see e.g., Polcher
et al. (1998)). Following Richtmyer and Morton (1967), this set of equations can be
solved for the entire atmosphere at time step t + 1. At the top of the atmospheric
column (l = N) the fluxes are assumed to be zero which allows the top level dry static
energy (specific humidity) to be describe by a function of the dry static energy (specific
humidity) on the level below and the two coefficients Etx,l−1 and F tx,l−1:
xt+1l = Etx,l−1 · xt+1l−1 + F tx,l−1 (9)
Here, the Etx,l−1 and F tx,l−1 at the top of the atmosphere are determined by Eq. 8 (for
l = N) applying the zero flux condition.
When the Etx,l and F tx,l are known for the superjacent level, this process can be repeated
for each level in a descending order from l = N − 1 to the surface (l = 0). Here the
surface energy balance is solved which yields the dry static energy and humidity at the
surface at time step t+ 1. Having determined the surface dry static energy and humid-
ity, these can be used in a back-substitution to calculate the new values for the entire
atmospheric column using Eq. 9 (Schulz et al., 2001).
In the case of a horizontally heterogeneous grid box, Eq. 7 needs to be augmented
to allow for different tiles and a turbulent mixing process which consists of not only
a vertical component but also a quasi horizontal component i.e. the mixing of fluxes
between tiles. When considering a horizontally heterogeneous atmosphere, the rate of












In Eq. 10 ∂X
∗
ij
∂z∗ denotes the gradient of X
∗
ij between two heights z1 and z2 and between
two tiles i and j, K∗ij is the vertical eddy-diffusivity between z1 and z2 and between the
tiles i and j and Fmixz,i,j the degree of mixing between tile i and j (Fig. 5).
The discretization of Eq. 10 in the vertical and in time yields a representation of the




















In order to be able to solve the set of equations analogous to the case of a horizontally
homogeneous grid box, further simplifying assumptions are required (Fig. 5):
• For a given level l and tile i, the tile specific flux connecting level l to the level
above (l + 1) is determined exclusively by the vertical gradient of x within the
respective tile i,
• whereas the flux connecting level l to the subjacent level l−1 is a weighted average
of the tile individual fluxes as the fluxes from different tiles (1, .., j, .., n) have mixed
to a certain degree (given by Fmixl−1,i,j).
These simplifications allow Eq. 11 to be written using simple vertical gradients of x and
the vertical eddy-diffusivity K instead of K∗. Equation 12 gives a simplified discretiza-
tion of the vertical diffusion equation which takes into account horizontal mixing of the















The concept of solving the vertical diffusion scheme remains to describe the dry static
energy (specific humidity) on a given level as a function of the dry static energy (specific
humidity) on the subjacent level. However, when considering a given tile within a
horizontally heterogeneous grid box, the formulation has not only to include the same
tile on the level below but all the tiles within the grid box.
xt+1l+1,i = F tx,l,i +
n∑
j=1
xt+1l,j · Etx,l,i,j (13)
This formulation can be inserted into Eq. 12 and the resulting set of equations can
be subsequently solved from the first level above the blending height until the second
lowest atmospheric model level (see Sect. A). The system of representing the state on
a given atmospheric level by the state on the subjacent level also provides the basis for
the simplifying assumptions used in the scheme. For level l and tile i, it is possible
to describe the fluxes between level l and the superajacent level l + 1 simply by the
local gradient of x, i, because the upper boundary used to calculate the fluxes, i.e. xl+1,i
already includes the dependencies on the states of all the tiles on level l (Fig. 5). As
the formulation of the coefficients F tx,l,i and Etx,l,i,j for each level (level l) is based upon
the right hand side of Eq. 12 in respect of the level above (level l + 1), the scheme
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is conservative in terms of the transported variables i.e. specific humidity and dry
static energy (see Appendix A). Here, Eq.11 and Eq.12 (when substituting xt+1l+1,i with
Eq.13), yield only minor differences, except during the transition between a stable and
an unstable stratification. In these circumstances it is conceivable that xtl+1,i ≈ xtl,i and
xtl+1,j ≈ xtl,j, hence K ≈ 0, but xtl+1,i <> xtl,j and xtl+1,j <> xtl,i, hence K∗ > 0. However,
a preliminary investigation indicated that this results in differences in the exact time
step in which the transition occurs, but did not cause large or lasting differences between
the simulated states of the tiles.
Figure 5: Simplifying assumptions for the vertical turbulent transport: a) Terms used in Eq.11, b)
Terms used in Eq.12, substituting xt+1l+1,i and x
t+1
l+1,j with Eq.13
To describe the dry static energy and specific humidity on the lowest atmospheric level,
the surface fluxes have to be utilized. This constitutes the link between surface and
atmosphere.
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2.2.3. Surface fluxes and surface energy balance
In order to couple the atmosphere to the land surface, a relation between the energy and
moisture fluxes at the surface and the values of dry static energy and specific humidity
at the lowest atmospheric model level is required (Best et al., 2004). The same simpli-
fications which are applied higher up in the atmosphere are also applied to the surface
fluxes. Conceptually this means that a distinction is being made between considering
the fluxes just above the surface Qt+1,∗x,j and considering them just below the lowest at-
mospheric model level Qt+1x,i . At the surface tile specific fluxes are assumed to depend
exclusively on local surface-atmosphere gradients and can be calculated according to:
H t+1∗i = ccouple,i · (st+11,i − st+1surf,i) (14a)
LEt+1∗i = ccouple,i · L · βi · (qt+11,i − αi · qsat(cp · st+1surf,i)) (14b)
Here ccouple,i is the product of the surface drag coefficient and the horizontal wind speed,
L the latent heat of evapotranspiration, αi and βi parameters to control evapotranspi-
ration with respect to the availability of water.
At the lowest atmospheric level, fluxes have horizontally mixed to a certain degree and
the energy and moisture fluxes on the lowest atmospheric level Qt+1x,i can be described by
the tile specific fluxes just above the surface Qt+1,∗x,j and the mixing coefficients Fmix1,i,j





The rate of change of dry static energy (specific humidity) on the lowest atmospheric










1,j · Et1,i,j − xt+11,i
δzl
−Qt+1x,i ) (16)
Furthermore, the surface energy balance for each tile can be written as:
Cs,i · c−1p ·
∂Ssurf,i
∂t
= Rn,i +Gi + LE∗i +H∗i (17)
In Eq. 17 the rate of surface temperature change (given by the product of surface heat
capacity Cs,i, the conversion rate from temperature to dry static energy c−1p and the
dry static energy at the surface Ssurf,i) is balanced by the surface net radiation Rn,i,
the ground heat flux Gi and the tile specific latent (LE∗i ) and sensible (H∗i ) heat fluxes.
Together with the equations for the surface heat and moisture fluxes below the lowest
level of the atmosphere (Eq. 16; Eq. 50), 3 times the number of tiles equations are
obtained which can be solved for the 3 times the number of tiles unknowns st+11,i , qt+11,i
and st+1surf,i.
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2.3. Single column model studies
Single column experiments are especially well suited to investigate processes and mech-
anisms related to the land surface-atmosphere coupling. On one hand they incorporate
substantially less degrees of freedom than global scale GCMs and the absence of large
scale atmospheric effects makes results much easier to interpret. On the other hand
the entire vertical column including all relevant processes is simulated which allows the
investigation of feed-back effects between surface and atmosphere.
A single column model can be considered as a very primitive model of atmosphere and
surface. It reproduces the processes within a representative model grid box rather than
those given at a specific location in the real world. Therefore, the following investiga-
tions do not attempt to prove that a given coupling scheme gives better results with
respect to reality, but that the choice of coupling scheme may have a substantial impact
on the simulated state of a grid box. In single column simulations, the prescription of
an advective forcing is required in order to account for the atmospheric meridional heat
and moisture transport from equatorial to polar regions. Disregarding the advective
forcing leads to an excess in energy in equatorial regions and an energy deficit in high
latitudes which leads to extreme and unrealistic states simulated in the respective re-
gions. However, in extreme scenarios certain interdependencies e.g. surface temperature
and soil moisture may become more clear. Thus, it may even be more instructive to
investigate processes in the extreme scenarios given when an advective forcing is omitted.
Results are presented below using the one-dimensional version of ECHAM6 coupled to
a version of JSBACH, in which the VERTEX scheme described in Sect. 2.2 has been
included. In the operational setup, the atmospheric turbulent fluxes are modelled by
a modified version of the turbulent kinetic energy scheme described in Brinkop and
Roeckner (1995). The scheme uses the turbulent kinetic energy, the turbulent mixing
length (Blackadar, 1962) and a stability function that depends on the moist Richardson
number (Mellor and Yamada, 1982) to describe the turbulent viscosity and diffusivity.
In the scheme the dissipation rate is dependant on the dissipation length-scale, which
is assumed to be equal to the mixing length. For convectivly unstable situations the
bottom boundary condition is determined by the stability of the surface-layer and de-
pends on the the friction velocity, the convective velocity scale and the Monin-Obukhov
length-scale (Mailhot and Benoit, 1982). In the VERTEX scheme, the formulations are
kept essentially the same but calculations are performed for the individual tiles sepa-
rately within the lowest three layers of the atmosphere.
The standard model version uses a parameter aggregation scheme in which the aggrega-
tion is performed according to Kabat et al. (1997); Feddes et al. (1998), more specifically
the aggregation of the roughness length follows Mason (1988); Claussen (1991); Claussen
et al. (1994) and the aggregation of the albedo Otto et al. (2011). Based on the effective
parameters, the surface fluxes are calculated using a bulk-exchange formulation that
applies approximate analytical expressions similar to those proposed by Louis (1979) to
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determine the transfer coefficients. Evapotranspiration is given by (Schulz et al., 2001):
E = ccouple · β · (q1 − α · qsat(cp · ssurf )) (18)
For evaporation without limitations to the availability of water and snow sublimation
the coefficients are β = α = 1 and whenever the soil is not fully saturated, bare soil
evaporation is reduced according to Roeckner et al. (1996). For transpiration α = 1 and
β is calculated based on Sellers et al. (1986). In the VERTEX scheme the surface fluxes
are calculated accordingly but for individual tiles and not for the entire grid box. In
the soil a horizontal flow of water and heat is not represented in the model and the soil
moisture and temperature in a given tile is independent of the other tiles.
The VERTEX scheme has been implemented in such a way that the atmospheric pro-
cesses included in the model can be divided into grid resolved and tile resolved processes.
The airmass properties i.e. temperature and specific humidity of the lowest model lev-
els are resolved with respect to the surface tiles, but these tile specific characteristics
are being considered only in the process of turbulent mixing. To maintain the level of
complexity at a minimum, sub-grid scale heterogeneity of the wind field was not taken
into account in the computation of turbulent kinetic energy. All other processes such
as convection, radiative heating and precipitation are grid resolved processes, thus they
exclusively depend on grid mean values.
To account for mesoscale circulations a simple approach was followed and they were
factored in in the calculation of the blending height, rather than by a designated factor in
the calculation of deg−mixz,i and Fmixz,i,j. It was assumed that mesoscale circulations
occur exclusively due to differential surface heating during unstable conditions. In order
to increase Fmixz,i,j accordingly, the blending heights were calculated based on more
general formulation of the blending height (Eq. 1 with C = 1, p = 2) even though
buoyancy driven turbulence (Eq. 2) result in much larger blending heights under these
circumstances. It has to be acknowledged that, if the balancing effects of mesoscale
circulations are small, this simplification leads to an underestimation of the blending
height. deg−mixz,i was calculated as the ratio of height above ground hz and blending









In the present model setup the resolution of air properties has been limited to the lowest
two atmospheric model levels in order to limit computational expenses, even though the
calculated blending height may lay much above the third lowest level. Therefore, on the
lowest (around 30m) and second lowest model level (around 150m) the extent to which
fluxes have horizontally mixed linearly depends upon the blending height whereas on
the third lowest level (around 350m) fluxes are assumed to be completely mixed. In
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this study sub-grid heterogeneity is constituted by clusters of different land-cover types
which can be found within a given model grid box. To approximate the characteristic
length scales Lhetero,i of these clusters at a the model resolution (T 63) the Global Land
Cover Map 2009 (GLOBCOVER) was used (Arino et al., 2012). An exception to this
are the characteristic length scales in the first study, which were not derived from the
dataset but chosen arbitrarily. The horizontal wind speed U at the blending height and
the friction velocity u∗,i are calculated within the model.
2.3.1. Wet vs. dry tile
The first simulation is performed for an idealized grid box located at 23.3 ◦N , 75.0 ◦E,
which comprises a wet and a dry tile. Half of the grid box is assumed to be covered by ir-
rigated crops (wet tile) and the other half by rainfed crops (dry tile), both of which exist
in clusters with a characteristic length scale of 50000m. The vegetation characteristics
of both crops are identical and the two tiles only differ with respect to the treatment of
soil moisture. At the beginning of each time step the soil moisture content within the
wet tile is set to the value at which potential transpiration is reached i.e. 75 % of the
water holding capacity (0.53m). In contrast to this the dry tile is initialized with the soil
moisture content at the wilting point (0.21m), i.e the minimum soil moisture required
for plants not to wilt. The simulation was performed for the months of July and August
1992, using ERA-Interim reanalysis (ERA) data for initialisation (Dee et al., 2011). In
the following a period from the 16th to the 18th of July will be used to demonstrate
some characteristic aspects of the new coupling scheme. Before and during this period
no rainfall occurs and there is no drainage or evapotranspiration within the dry tile (as
the soil moisture is at the wilting point) so that the soil moisture values of both tiles are
identical to the initialisation values.
During the 3-day period the grid mean surface temperature ranges from about 295K
(294K in the wet and 296K in the dry tile) just before dawn at around 0600 local
time (LT) to about 310K (306K in the wet and 314K in the dry tile) at around 1300LT
(see Fig. 6a). The tile specific deviations from the grid mean surface temperature are
largest with almost 4K when the daily maximum temperature is reached. They decay
rapidly during the afternoon and slower during the night until they reach their lowest
value of about 1K two hours after sunrise. It can be seen that the deviations in surface
temperature do not start to increase again when surface temperature increases. In the
early morning roughly between 0500LT and 0800LT all available energy at the surface is
directed to a quite uniform (between the tiles) increase in surface temperature, indicated
by the fact that the surplus in net radiation and ground heat flux is not balanced by the
sensible or latent heat flux (see Fig. 6c).
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Figure 6: a) Grid box mean surface temperature (top) and tile specific deviations from the mean
(bottom), b) Grid box mean surface coupling coefficient (top) and tile specific coupling coefficients
relative to the mean (bottom), c) Surface energy fluxes; 23.3 ◦N , 75.0 ◦E
In ECHAM6 and JSBACH fluxes are defined in such a way that a flux towards the sur-
face is positive and a flux away from the surface is negative. Thus, with the exception
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of the ground heat flux, all downward fluxes are indicated by a positive algebraic sign.
The sub-grid scale temperature variability starts to increase only after 0800LT when
the air between surface and lowest atmospheric level becomes unstable which causes a
distinct increase in the surface upward latent and sensible heat fluxes. The strength of
the surface-atmosphere coupling in JSBACH depends on the product of the horizontal
wind speed and the surface drag coefficient which is dependent on the roughness length
and the stability between surface and lowest atmospheric level. As the horizontal wind
speed is calculated for the entire grid box and the roughness length is similar in both
tiles, the product of horizontal wind speed and surface drag coefficient can be used as
a proxy for differences in the stability of the surface layer between the tiles. In the fol-
lowing the coefficient indicating the coupling strength will be referred to as the coupling
coefficient.
The coupling coefficient follows a diurnal cycle which is similar for all three days (see
Fig. 6b). The coefficient varies between values very close to zero (10−5) during the stable
nocturnal periods and values close to 0.025 (0.032 in the dry tiles and 0.019 in the wet
tile) around 1300LT. The coefficient associated with the dry tile is much larger than the
one in the wet tile. The reason is that the dry tile exhibits higher surface temperatures,
which results in a less stable stratification of the lowest layers of the atmosphere. For the
largest part of the 3-day period it is more than two thirds larger and in the periods of
surface warming in the morning and cooling in the afternoon and evening, the coupling
coefficient in the dry tile may even be orders of magnitude larger than in the wet tile.
This means that the exchange of air properties between the surface and the atmosphere
is distinctly more pronounced within the dry tile. As both tiles have the same rough-
ness length this difference in surface-atmosphere coupling strength originates from the
stability differences between the tiles.
In the 3-day period the total net radiation exhibits periodically similar diurnal cycles
which show a minimum of −100W m−2 at around 1900LT and remain dominated by
the outgoing long wave radiation until sunrise at around 0600LT. During the day net
radiation is dominated by incoming solar radiation and reaches a maximum of about
500W m−2 around noon. Compared to the latent and sensible heat fluxes the surface
net radiation is very similar in both tiles and the differences, which are roughly around
10 %, are caused by the difference in outgoing long-wave radiation resulting from the
sub-grid scale variability of surface temperature.
However, the way this energy is balanced by the other terms of the surface energy bal-
ance, in particular by the latent and sensible heat fluxes, differs largely between the tiles.
Most prominent is the fact that, due to the water stress, evapotranspiration and thus the
latent heat flux remains zero in the dry tile throughout the entire 3-day period. During
the nocturnal periods between 1900LT and 0800LT of the following morning, the latent
heat flux is zero also in the wet tile. But in contrast to the flux in the dry tile, the latent
heat flux in the wet tile is the dominant upward surface energy flux during day time.
With approximately 400W m−2 at noon and early afternoon it is several times larger
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than the sensible heat flux. The upward sensible heat fluxes are very close to zero during
the night (-10−1W m−2) and start to increase when the air between surface and lowest
model level becomes unstable at 0800LT. They reach their peak of about 350W m−2
in the dry tile and 50W m−2 in the wet tile when surface temperatures are highest at
1300LT. For the greater part of the day (0900LT to 1700LT) the sum of upward sensi-
ble and latent heat fluxes and downward ground heat flux is larger in the wet tile than in
the dry tile. This is partly balanced by a larger downward net radiation but also because
less energy is expended in surface warming in this tile. This changes around 1700LT
when the ground heat flux and the net radiation in the tiles have converged and when
the sum of upward latent and sensible heat flux become larger in the dry tile. The reason
for this is the lower surface temperature in the wet tile which causes the air above it
to be already close to neutral stratification. In contrast, the surface temperature in the
dry tile is higher and the lowest part of the atmospheric column is still unstable which
facilitates the upward energy fluxes. The difference in the strength of the vertical turbu-
lent transport can be seen in the large differences in the coupling coefficient at that time.
Figure 7 shows the potential blending heights calculated for each tile using Eq. 1. Due
to the large horizontal extents of the crop clusters on the surface, the blending height
during the day reaches much higher than the lowest three atmospheric model levels.
Between 0800LT and 0900LT the blending height quickly increases to roughly about
1000m and reaches its maximum height around noon, with values between 1500m and
2500m in the wet tile and between 3000m and 4500m in the dry tile.
Figure 7: Potential blending height and heights of the lowest model levels; 23.3 ◦N , 75.0 ◦E
This means that in theory the vertical fluxes would not become horizontally homoge-
neous within the boundary layer for a large part of the day. Furthermore, between
roughly 0900LT and 1700LT the extent to which fluxes have horizontally mixed at the
lowest atmospheric level is below 3 % and at the second lowest level below 15 %. Hence,
when looking at the development of certain variables at the respective levels (Figs. 8 a
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and b), it should be kept in mind that the fluxes between surface and lowest and second
lowest atmospheric level within the tiles are largely independent of each other. In Sect.
2.2 the numeration of model levels starts with the lowest level in the atmosphere as level
1 and numbers increase until the top of the atmosphere. Consequently in the following
sections the lowest atmospheric level will be referred to as level lev1, the second lowest
and third lowest as levels lev2 and lev3.
For the horizontal length scales of the crop tiles the blending height can not be used to
predict the height above which in reality the state of the atmosphere becomes horizon-
tally homogeneous as the concepts on which it is based do not extend past the planetary
boundary layer into the free atmosphere. Consequently, for these length scales the
potential blending height merely represents the height at which the atmospheric state
would become horizontally homogeneous if it was located below the boundary layer top.
However, it is still conceivable to use the potential blending height as a scaling factor for
the horizontal mixing of the vertical fluxes within the planetary boundary layer. There
is evidence that even for length scales Lhetero,i << 50000m the atmosphere is not nec-
essarily horizontally homogeneous at heights of more than 1 km and that heterogeneity
extends to the top of the convective boundary layer when Lhetero,i becomes significantly
larger than the height of the convective boundary layer (Strunin et al., 2004). Here,
the Raupach’s length LRAU , as a function of the Deardorff velocity scale, the height of
the convective boundary layer and the wind speed, may be used as a horizontal length
scale of surface features whose influence is confined to the convective boundary layer
(Raupach and Finnigan, 1995). When assuming that the heterogeneity at the top of the
boundary layer depends linearly on the ratio of LRAU and Lhetero,i, deg−mixz,i can also







However, there is no conclusive evidence that this approach provides a more accurate de-
scription of the actual extent to which the vertical fluxes blend horizontally with height.
As deg−mixz,i is predominantly smaller for Eq. 20 than for Eq. 19, deg−mixz,i was cal-
culated based on the potential blending height with the aim of rather underestimating
the effect of heterogeneity than to overestimating it.
The grid mean temperature at lev1 (see top panel of Fig. 8 a) follows a diurnal cycle
similar to that of the surface temperature, although its amplitude is dampened by about
10K and the temperature peak is reached much later during the day (between 1700LT
and 1800LT).
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Figure 8: a) Grid box mean temperatures at lev2 and lev1 (top) and the respective tile specific
temperature deviations (bottom), b) Grid box mean specific humidity at lev2 and lev1 (top) and the
respective tile specific humidity deviations (bottom), c) Specific humidity difference between lev3 and
lev2; 23.3 ◦N , 75.0 ◦E
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However, the sub-grid scale temperature variability behaves very differently to that at
the surface (see bottom panel of Fig. 8 a). At lev1, with a maximum of around 0.3K,
tile specific temperature deviations from the grid mean have been reduced by more
than an order of magnitude in comparison to the temperature deviations at the surface.
Furthermore, the temperature deviations at lev1 do not exhibit a pronounced diurnal
cycle. They show a distinct increase between 0800LT and 1000LT followed by a sharp
decrease which continues until noon. For the rest of the day and the night they remain
quite constant at a value of about 0.05K. The period with the strongest increase in
the temperature deviations is between the hours of 0800LT and 0900LT. This is the
time when, especially in the dry tile, the air between surface and lev1 is already largely
unstable whereas the air between lev1 and lev2 is still stable stratified and the eddy
diffusivity between lev1 and lev2 is small.
The present model of the turbulent transport follows the K-theory, hence the fluxes
between two levels are dependent upon the eddy diffusivity and the gradient of the
respective variable (Eq. 7). In ECHAM6, the eddy diffusivity is parametrized in terms
of the turbulent kinetic energy and a stability related length scale. Thus, it can be used
as an indicator for the rate at which the properties of air are exchanged between the
two levels, as well as a stability proxy (Fig. 9).
Figure 9: Grid box mean eddy diffusivity between lev2 and lev3 and between lev1 and lev2 (top) and
the respective tile specific eddy diffusivity relative to the mean (bottom), (The eddy diffusivity between
lev1 and lev2 is indexed by the lower level lev1 and that between lev2 and lev3 is indexed by lev2);
23.3 ◦N , 75.0 ◦E
Between 0800LT and 0900LT with the air between surface and lowest level being un-
stable, heat from the surface is mixed upwards towards lev1. At the same time there
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is no strong coupling between lev1 and lev2 so that this heat is not transported further
upwards but warms the air in the lowest atmospheric layer. As the surface is warmer
in the dry tile and also the respective coupling coefficient is much larger (resulting in
a larger sensible heat flux) this process is much more pronounced in the dry tile which
causes a non-uniform warming in the tiles at lev1 and thus the distinct peak in temper-
ature deviations.
Between 0900LT and 1000LT the mixed layer expands beyond the lowest atmospheric
levels which can be seen in the pronounced increase in eddy diffusivity at that time. At
this point the coupling between lev1 and lev2 becomes stronger and more heat is mixed
upwards from lev1 to lev2. Therefore, the temperature increase at lev2 starts about an
hour after the warming at the level below. The diurnal cycle of grid mean temperature
at lev2 resembles that at lev1 but with a smaller amplitude and the entire cycle being
shifted by one hour. Consequently, an associated increase in tile specific temperature
deviations does not occur before 0900LT. However, the sub-grid scale temperature vari-
ability at lev2 reaches its daily maximum at the time when the maximum deviations are
also reached at the level below (1000LT), making the time period when large deviations
occur at lev2 much shorter than at lev1. The maximum deviations at lev2 (about 0.2K)
are only about one third smaller than the deviations at lev1, even though the extent to
which the fluxes have horizontally mixed is about 4.5 times larger at lev2 than at lev1.
After 1000LT the eddy diffusivity between lev2 and lev3 becomes much larger than that
between lev1 and lev2. At this point the exchange with the homogeneous air from above
the blending height predominates the exchange with the more heterogeneous air closer
to the surface. Consequently, a pronounced decrease in the sub-grid scale temperature
variability occurs between 1000LT and 1200LT. Around 1200LT a balance between
the upward mixing of heterogeneous air properties from the surface and the downward
mixing of homogeneous air properties from above the blending height is established, in
which temperature deviations of around 0.05K (0.02K) at lev1 (lev2) are sustained.
The deviations at lev2 further decrease in the late afternoon and evening and entirely
vanish after 2000LT when the blending height decreases below lev2 and fluxes at this
level become horizontally homogeneous again.
As stated above, for the largest part of the simulation the degree to which fluxes have
become horizontally homogeneous was below 5 % at lev1 and below 15 % at lev2. Thus,
it is remarkable that temperature deviations at lev1 and lev2 have been reduced by an
order of magnitude in comparison to the deviations at the surface. The reason for this
strong decline is a stability related mechanism which, in predominantly unstable situ-
ation, equilibrates the temperatures in the tiles. Assuming that the properties of air
become horizontally more homogeneous with height, the stability in a tile decreases rel-
ative to the other tiles when the air in this tile becomes warmer than in the others. This
causes an increase in vertical turbulent mixing relative to the colder tiles. Because the
air at the level above is colder this relative increase in turbulent transport results in a
relative increase in the mixing with colder air within the warmer tile, thus equilibrating
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temperatures. Thus, the reduction of tile specific deviations with height does not scale
linearly with the extent to which fluxes have become horizontally homogeneous. In the
simulation this effect can be seen in the differences in eddy diffusivity between tiles.
Between roughly 0800LT (0900LT at lev2) and 2100LT the eddy diffusivity between
two levels is on average more than 50 % larger in the dry tile than in the wet tile.
The top panel of Fig. 8b shows that the atmospheric specific humidity is not in an equi-
librium state. Due to the increasing temperatures and the abundance of moisture at the
surface within the wet tile, the grid mean specific humidity at the two lowest atmospheric
levels increases throughout the 3-days period by more than 1 g kg−1. Furthermore, the
development throughout a given day is very different to that of temperature. During
the nights (2000LT to 0800LT) the grid mean specific humidity is constant. With the
onset of evapotranspiration there is a distinct increase of specific humidity at lev1 be-
tween 0800LT and 1000LT. In this example case, the grid mean evapotranspiration
depends exclusively on the turbulent transport in the wet tile and thus on the coupling
coefficient in this tile. As shown in Fig. 6 the air within the wet tile remains sta-
ble for longer and therefore the coupling coefficient in the wet tile is distinctly smaller
than in the dry tile during the period between 0800LT and 0900LT. For this reason,
the strongest increase in mean specific humidity does not occur between 0800LT and
0900LT (when specific humidity increases by about 0.20 − 0.25 g kg−1) as is the case
for temperature but between 0900LT and 1000LT (here the specific humidity increases
by about 0.55 − 0.60 g kg−1). At lev2 the increase in specific humidity is much smaller
and delayed by one hour (0.25 g kg−1 - 0.30 g kg−1 between 0900LT and 1000LT and
0.22 g kg−1 - 0.25 g kg−1 between 1000LT and 1100LT). The shift in time follows the
same reasoning as the shift in the development of temperature at lev2 described above.
Following the sharp increase, between 1000LT and 1300LT the grid mean specific humid-
ity at lev1 (lev2) is reduced by between 0.50 g kg−1 - 0.35 g kg−1 (0.07 g kg−1 - 0.27 g kg−1),
which at lev1 is more than half of the initial increase. This decrease is caused by the
increase in mixed layer height as the moisture from the surface, which initially remained
in the lowest two levels of the atmosphere, is now mixed further upwards. At around
1300LT stability starts to increase again in the wet tile, which can be seen by the de-
crease in blending height (see Fig. 7). Consequently, the vertical turbulent transport is
again more confined to the lowest levels of the atmosphere resulting in a second period of
increase in specific humidity between 1300LT and 1600LT at the respective levels. This
is followed by a slight decrease until around 1900LT after which the specific humidity re-
mains constant again until the next onset of evapotranspiration in the following morning.
Between 0800LT and 1000LT the tile specific deviations in specific humidity are large
compared to the grid mean with a peak of about 0.6 g kg−1 at lev1 and about 0.25 g kg−1
at lev2 (see Fig. 8b). This means that the increase in atmospheric humidity occurs to
a large extent within the wet tile whereas the specific humidity in the dry tile increases
only slightly. Exemplary at 1000LT of the first day the specific humidity in the wet tile
at lev1 is about 5.3 g kg−1 whereas the specific humidity in the dry tile is about 4.1 g kg−1
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meaning that between 0800LT and 1000LT the specific humidity in the wet tile has in-
creased by about 1.4 g kg−1 whereas in the dry tile the increase is only 0.2 g kg−1. This
agrees with the small extent to which fluxes have horizontally mixed.
Consequently, when the mixed layer grows and the properties of the relatively humid
air, which is largely located above the wet tile, are being mixed with the properties of
the dryer more homogeneous air from above, the sub-grid scale humidity variability is
strongly reduced. Because the state of the individual tiles converges with increasing
height the vertical moisture gradient is smaller in the dry tile than in the wet tile.
Therefore, the upward moisture flux within this tile is very small when compared to the
wet tile and the moisture which is mixed into the air above the dry tile from the wet
tile largely remains within the lowest layers of the atmosphere. For certain periods the
moisture fluxes within the tiles even have opposing directions so that a process develops
which to some extent resembles a mesoscale circulation. In the dry tile between roughly
0900LT and 1100LT and noon and 1600LT the specific humidity at lev3 (here fluxes
have become horizontally homogeneous) is larger than at lev2 (see Fig. 8c). This means
that during these periods moisture is being mixed upwards above the blending height
within the wet tile and transported downwards within the dry tile, thus equilibrating the
differences in specific humidity between the tiles. Thus, for the longest part of any day
the sub-grid humidity variability is very small despite the fact that no evapotranspiration
occurs in the dry tile and fluxes have horizontally mixed by less than 3 % at lev1 and
less than 15 % at lev2.This is in accordance to studies which indicate that fluxes blend
higher in the atmosphere than scalars (Brunsell et al., 2011).
2.3.2. Temperature inversion
The second idealized study was performed for a grid box located at 64.4 ◦N , 114.4 ◦W ,
which comprises evergreen trees (about 57 %), deciduous trees (24 %) and c3 grass (19 %).
The respective average horizontal extents at the surface are about 2000m (evergreen
trees), 1700m (deciduous trees) and 3000m (c3 grass). The simulation was performed
for the months of January and February of 1992 and in the following a period from
the 1st to the 5th of January will be used to demonstrate characteristic aspects of the
new coupling scheme for the case of temperature inversion in the lowest layers of the
atmosphere. A spin-up phase is not taken into consideration as the study is strongly
idealized and some of the most interesting aspects related to the new coupling scheme
are most eminent before an equilibrium state is reached.
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Figure 10: a) Grid box mean temperature at lev1 and at the surface (top) and the respective tile
specific temperature deviations (bottom), b) Grid box mean eddy diffusivity between lev1 and lev2
(top) and the respective tile specific eddy diffusivity relative to the mean (bottom), c) Grid box mean
surface coupling coefficient (top) and the respective tile specific coupling coefficients relative to the
mean (bottom); 64.4 ◦N , 114.4 ◦W
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In this particular example the blending height is low and the fluxes originating from
the individual tiles blend between the lowest and the second lowest atmospheric level
(not shown here). Due to the absence of an advective forcing simulated temperatures
deviate very quickly from their initial values which were taken from ERA data. The
surface temperature drops by about 25K within the first 4 days of the simulation. As
the cooling is less pronounced in the atmosphere (about 17.5K at lev1) a temperature
inversion forms in the lowest layers of the atmosphere and the resulting atmospheric
column is very stable in the lowest levels throughout the first 4 days until it becomes
only weakly stable around noon of the fourth day (see Fig. 10a).
In the simulation the roughness length of the tree tiles (1.00m) is 20 times larger than
that of the grass tile (0.05m). Therefore, trees generate more shear driven turbulence in
given wind conditions and consequently the coupling between surface and atmosphere is
much stronger in the tree tiles than in the grass tile. The respective coupling coefficient
is initially about twice as large as that of the grass tile (Fig. 10c). Under these circum-
stances a stronger coupling means that more heat is being mixed downward from the
warmer atmosphere towards the colder surface. Therefore, the tree tiles exhibit higher
surface temperatures than the grass tile. In order to isolate the effect of differences in
roughness length from effects due to differences in albedo, the incoming radiation in
the simulation was calculated based on the grid box mean albedo, i.e. all tiles receive
the same incoming radiation. Because of the strong horizontal mixing of the fluxes, the
temperature deviations at lev1 are initially very small. However, they quickly become
large enough to have a noticeable effect on stability as indicated by the increasingly
different coupling and eddy diffusivity coefficients (Fig. 10b and c).
The temperatures at lev2 are identical in all tiles, as the blending height is below this
level (not shown here). At lev1 the temperature of the grass tile increases relative to
the temperature of the tree tile whereas the grass tile’s surface temperature decreases
relative to the surface temperature in the tree tiles. Thus, the stability between the
surface and lev1 increases in the grass tile (indicated by the relative decrease in cou-
pling coefficient in this tile from about 60 % to about 30 % of the grid mean) whereas
the stability between lev1 and lev2 decreases relative to the tree tiles (indicated by the
relative increase in eddy diffusivity to about twice that of the grid mean). In the grass
tile this causes a relative increase in the exchange between lev1 and lev2 and a relative
decoupling of the atmosphere from the surface. Thus, more heat from above is mixed
down towards lev1 above the grass tile and less cold air is being mixed upwards from the
surface. This results in very large deviations from the grid mean surface temperature
in the tiles (e.g. 2.3K in the grass tile at the beginning of the second day) but also in
increasingly large temperature deviations at the lowest atmospheric level (as much as
2.3K on noon of the 4th day).
At the beginning of the second day the surface-atmosphere temperature gradient in the
grass tile becomes so large that, despite the weaker surface-atmosphere coupling, the
sensible heat flux starts to approximate that of the tree tile (not shown here). Fur-
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thermore, in the tree tiles there is more outgoing longwave radiation due to the higher
surface temperatures in these tiles. The consequent difference in net radiation in combi-
nation with the harmonisation of sensible heat flux in the individual tiles causes a strong
decrease in sub-grid scale temperature variability at the surface while the deviations at
lev1 continue to increase.
Around noon of the fourth day surface temperatures start to increase again and the air
becomes less stable, which is indicated by the increases in the coupling coefficient and
eddy diffusivity. The large temperature deviations between the tiles in the atmosphere
can be sustained only when the coupling between surface and atmosphere is very weak
in the warm grass tile. Consequently, they quickly decline when surface temperatures
start to increase and the air between surface and lev1 becomes less stable. The decrease
in sub-grid scale temperature variability at the surface and increase at lev1 continue
until 1400LT on the fifth day. At this point the air between surface and lev1 is only
weakly stable and the air between lev1 and lev2 is close to instability indicated by the
sharp increase in the coupling coefficient and eddy diffusivity. At this moment the air
at lev1 becomes horizontally homogeneous again.
It is notable that during the simulation the tile specific temperature deviations at lev1
become larger than those at the surface. They surpass them around noon of the second
day and remain larger until noon of the fifth day. This is striking as the blending height
during the experiment was very low (below lev2) and the coupling scheme is setup in
such a way that the vertical fluxes become horizontally more homogeneous with height.
Furthermore, the local stratifications are such that relatively warmer air is located above
the relatively colder surface and vice versa. Intuitively one would expect that a conver-
gence of fluxes would necessarily result in a convergence of the states of the different
tiles. However, the process described above is to a certain degree self enhancing, al-
lowing the initially small deviations in the atmosphere to grow larger than those at the
surface. Within the warmer tile the temperature deviations in the atmosphere facilitate
a relative decrease in stability between the two lowest levels of the atmosphere and a rel-
ative decoupling from the surface. The consequent relative increase in exchange with the
warmer air from above the blending height and the decrease in mixing with the cold near
surface air in the warmer tile in turn promote the increase in temperature deviations at
lev1 and thus, an increase in stability differences. These again have a positive feedback
on the downward mixing of heat towards lev1 and a negative feedback on the downward
mixing of heat towards the surface in the grass tile. This process is only interrupted
when surface temperatures increase, due to an increase in incoming shortwave radiation
(not shown here) and a consequent reduction of stability between surface and lev1.
The air at lev2 interacts only with the grid box average flux to which the different tiles
contribute according to their share in grid box area. The grass tile has a comparatively
low share in grid box area (19 %). Thus the relative temperature increase at lev1 in
the grass tile and the temperature decrease at lev2, resulting from the vertical turbulent
mixing between the two levels, are disproportional. This disproportionality prevents the
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temperature at lev2 to rapidly approximate to the temperature of the grass tile at lev1,
which would limit the downward transport of heat. In this constellation the horizontal
convergence of fluxes with height does not result in a convergence of the states of the
different tiles with increasing height but actually facilitates their divergence. Further-
more it makes possible a constellation in which relatively colder air is located above a
relatively warmer surface and vice versa.
In this magnitude the process described above is not a generally observable feature of
the VERTEX scheme as it was only found under the specific circumstances described
at the beginning of this section. Furthermore, it is questionable whether atmospheric
spatial variability that exceeds the causative variability at the surface can be observed
in the real world. Therefore, the above example should merely be understood as an
emphasis on the strong non-linearity in the processes involved. Nonetheless, small scale
numerical studies indicate that local stratifications are plausible in which areas of warmer
air located at a certain height above a smoother and colder surfaces adjoin rougher and
warmer surfaces on top of which cooler air is located, resulting in distinct atmospheric
spatial heterogeneity (Mott et al., 2014). Generally, the underlying mechanism of local
decoupling is not well understood but could represent an important factor in e.g. snow
patch survival (Derbyshire, 1999; Mott et al., 2013).
2.3.3. Comparison of different coupling schemes
The above simulations were analysed with respect to the behaviour of the turbulent ver-
tical transport when the lowest atmospheric model levels are further partitioned into the
same tiles as the surface. However, the resolved transport process has not yet been com-
pared to the vertical turbulent transport under the assumption of the blending height
below the lowest model level. Thus, one open question which needs to be addressed is
whether the differences in the surface-atmosphere coupling also have a noticeable impact
on the simulated mean state of a grid box. As stated above the magnitude of the vertical
turbulent fluxes depends non-linearly on the state of the surface and the atmosphere.
Therefore, it is plausible that e.g. the warming of the surface in one tile in the grid box
is not balanced by the cooling in another but that the mean state of the grid box is
affected. If the effect is pronounced enough to affect other key processes, which are only
grid resolved, such as convection, precipitation or radiative heating, this could eventu-
ally lead to a distinct difference between simulations performed with different coupling
schemes.
In order to investigate this, simulations of 35 grid boxes using a parameter aggregation
scheme (PARAM), the simple flux aggregation scheme (SIMPLE) and the VERTEX
scheme (VERTEX) were performed for the duration of one year. The grid boxes which
cover different longitudes, latitudes and climate-zones were selected in such a way as to
include tiles with diverse characteristics, large cover fractions and horizontal extents.
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Figure 11: Differences in annual mean of 35 simulated grid boxes a) specific humidity b) temperature
c) cloud cover, thin lines correspond to the individual grid boxes and the thick line to the average of all
boxes
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In the framework of a single column simulation the differences between two simulations
can become unrealistically large because of the absence of horizontally compensating
processes. For example if in a grid box all soil moisture is evaporated (all incoming radi-
ation is expended in surface warming and the sensible heat flux) a drastic temperature
increase can not be compensated by horizontal heat or moisture advection. If this is
the case in only one of the simulations the difference to the other simulations can be
dramatic. Therefore, the subsequent results present idealized cases and the differences
in the state of individual grid boxes are potentially much larger than they would be in
a global simulation.
It can immediately be seen that the choice of the coupling scheme has a substantial
impact on the annual mean state of the simulated grid boxes (Fig. 11). Temperature
differences may exceed 20K, differences in specific humidity 10 g kg−1 and difference in
cloud cover may be larger than 50 % in certain grid boxes and levels. In comparison to
the parameter aggregation scheme, the two flux aggregation schemes exhibit a clear ten-
dency to produce a colder and dryer atmosphere with more clouds lower and less clouds
higher up in the atmosphere. Even though this is not true for all grid boxes, on aver-
age the temperature differences between SIMPLE (VERTEX) and PARAM are slightly
larger than −3K (−0.75K) between the surface and the 22nd model level (around
14 km). On average the differences in specific humidity become as large as −0.8 g kg−1
(−1.6 g kg−1) close to the surface and about −1.3 g kg−1 (−0.8 g kg−1) between level 8
and 15 (between 2.5 km and 7 km). One possible explanation why temperatures and spe-
cific humidity are predominantly much lower in SIMPLE than in PARAM is given below.
As shown above different tiles have different strength in coupling between the atmosphere
and the surface. As this is dependent on the amount of turbulence created, tiles with
a large roughness length have a stronger coupling between surface and atmosphere. In
JSBACH the tiles which represent PFTs with a large roughness length such as trees are
also the ones with a pronounced ability to transpire. The concurrence of large roughness
lengths and transpiration rates above the grid mean promotes the upward transport of
moisture from the surface. This effect is further intensified by the fact, that the albedo
of these tiles is predominantly below the grid mean which means that also more energy
from absorbed short wave radiation is available. Exemplary the canopy albedo in the
visible range of trees (0.04 - 0.05) is between 2 and 1.6 times smaller than that of grass,
pasture and crops (0.08). Thus, by resolving the surface fluxes with respect to the tiles,
there is an initial increase in grid mean upward latent and decrease in upward sensible
heat flux. The increase in upward moisture flux initially leads to a relatively moister
state of the atmosphere. Furthermore, because less energy in form of sensible heat is
transported upward from the surface, it also initially leads to a colder state of the at-
mosphere when comparing SIMPLE to PARAM.
This difference in the atmospheric state has a strong effect on the the formation of clouds
as it leads to an increase in cloud cover low in the atmosphere (on average by as much
as 5 % between the surface and the 20th model level (around 11.5 km)). The change
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in cloud cover strongly affects the radiation budget at the surface, e.g. net short wave
radiation at the surface is reduced on average by as much as 8.3W m−2. Furthermore,
the colder and moister atmosphere initially facilitates the occurrence of precipitation.
Precipitation is a process which is not resolved with respect to the tiles hence all tiles re-
ceive the same amount of precipitation relative to their cover fraction. At the same time
the proportionally larger share of the atmospheric water vapour which precipitates, orig-
inates from tiles with pronounced transpirational abilities and roughness lengths. This
eventually leads to an accumulation of soil moisture within the tiles with poor tran-
spirational abilities and possible water stress in tiles with pronounced transpirational
abilities. With the large share of water being located in the tiles that transpire at rates
below the grid mean, on average there is a strong decrease in the upward latent heat
flux (on average about 2.2W m−2). Consequently, the vertically integrated water vapour
is reduced on average by 7.8 kg m−2. Due to the reduction in incoming radiation, less
energy is available at the surface, therefore not only the latent heat flux decreases but
also the upward sensible heat flux (on average about 1.3W m−2). Thus, in the larger
share of the simulated grid boxes temperatures and specific humidity rates are lower
when the simple flux aggregation scheme was used for the simulation.
The differences between the two flux aggregation schemes are in the same order of
magnitude as those between SIMPLE and PARAM. There is a distinct tendency to-
wards higher temperatures throughout the entire vertical column and smaller specific
humidity values close to the surface and larger specific humidity values further up in
the atmosphere (between level 7 and 22 (between 2 km and 14 km))) in VERTEX. The
simulations performed with the VERTEX scheme gave an atmospheric state which is
on average between 2K and 3K warmer between the surface and the 27th model level
(around 21 km). Close to the surface the atmosphere is about 0.8 g kg−1 dryer and
moister higher up (around the 13th model level (around 5.5 km)).
The reason for this lies within the resolution of the vertical transport process in the
lowest layers of the atmosphere with respect to the tiles. As has been argued the atmo-
spheric column within the warmer tiles is predominantly less stable than in the colder
tiles which facilitates the vertical mixing. A stronger vertical exchange within the rela-
tively warmer and dryer tiles means that in VERTEX initially more sensible heat relative
to moisture is being transported upwards from the surface in comparison to SIMPLE. At
the same time more moisture remains in the lowest layers of the atmosphere, relatively
reducing the atmospheric moisture demand. The consequent shift from upward latent
to upward sensible heat heat fluxes from the surface, results in an initially warmer and
dryer atmosphere.
Due to the temperature increase in the atmosphere the saturation vapour pressure in-
creases. This feeds back on the formation of clouds, so that below the 28th model level
(around 22 km) the cloud cover at a given level is reduced on average by around 2.5 %.
Consequently, less moisture falls out in form of precipitation, i.e precipitation decreases
on average by −0.2mmd−1, leading to an overall increase in specific humidity higher up
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in the atmosphere and an increase in vertically integrated water vapour (1.23 kg m−2).
Furthermore, the reduction in cloud cover leads to a strong increase in net short wave
radiation (7.2W m−2).
The reduction in precipitation means that less water is available at the surface thus
annual evapotranspiration is strongly reduced (apparent in the decrease of annual mean
upward latent heat flux by about 2.0W m−2). This, together with the increase in avail-
able energy due to the increase in net radiation causes an increase in surface temperature.
The consequent increase in upward sensible heat flux (on average by 3.0W m−2) in turn
increases the temperatures within the atmosphere. This results in an overall warmer
atmosphere and surface and an atmospheric state which is dryer low in the atmosphere
and wetter above the 7th model level (around 2 km). Here, the impact on temperature
is more pronounced than the impact on specific humidity. The specific humidity in the
atmosphere is closely connected to the water available within the grid box which in a
large share of simulations became a limiting factor.
As can be seen in Fig. 11, the response to a certain coupling scheme, as described above,
is not represented by all the selected example grid boxes. Thus, the arguments given
here pertain rather to an idealized mean scenario than to a specific simulation. This is
because even in a single grid box the processes are much more complex than what has
been reasoned. The initial tendency, i.e. a relative increase in evapotranspiration related
to the flux aggregation schemes and a more pronounced vertical exchange in the rela-
tively warmer tiles when using the VERTEX scheme, could be found in almost all of the
simulated grid boxes. However, the individual grid boxes exhibited strongly diverging
responses to this initial tendency. For example, a warmer surface may lead to a decrease
in stability and a more frequent triggering of convection and a consequent increase in
(cumulus) cloud cover. Increased precipitation early in the year could lead to clearer
skies and an increase in incoming shortwave radiation resulting in a warmer atmosphere
despite an initially higher relative humidity. Water stress may impact the behaviour of
plants and thus the surface albedo which in turn affects the energy balance at the surface.
Despite these diverging responses in different grid boxes, the present study clearly shows
that the impact of the choice of coupling scheme may be substantial. Here, the differences
between SIMPLE and PARAM are predominantly larger than those between VERTEX
and SIMPLE. However, from the 35 simulated grid boxes between 20 % and 50 % (de-
pending on the variable and the model level which are being compared) exhibited larger
differences between VERTEX and SIMPLE. In around 30 % to 60 % of the investigated
grid boxes the differences between VERTEX and SIMPLE were only about 25 % smaller
than those between SIMPLE and PARAM. In approximately 40 % - 70 % of the grid
boxes the differences between VERTEX and SIMPLE were still half as large as those
between SIMPLE and PARAM. Furthermore, the initial tendency related to a certain
coupling scheme is systematic, thus, the simulations performed with a given coupling
scheme favour a development in a certain direction.
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2.4. Conclusions and Discussions
Modelling the link between atmosphere and the horizontally heterogeneous land surface
remains a key challenge for present day weather and climate models. The present study
investigated the influence of surface heterogeneity on the turbulent mixing process using
the newly developed VERTEX scheme. By taking into account horizontal heterogeneity
not only at the surface but also at the lowest levels within the atmosphere, the scheme
allows the resolution of the turbulent mixing process with respect to the surface tiles.
Here, it could be shown that the intensity of the vertical turbulent mixing process can
differ largely within a grid box. It has been argued that these differences are closely
connected to the differences in atmospheric stability between the different tiles, which
can only be taken into account by resolving the lowest layers of the atmosphere with
respect to the surface tiles.
Two example cases have been used to demonstrate how differences in atmospheric sta-
bility relate to the tile specific deviations of the atmospheric state and of the state of the
surface. It could be shown that the sub-grid variability in the state of the atmosphere
does not necessarily scale linearly with height. In comparably unstable circumstances
the differences in stability help to equilibrate the state of the individual tiles and the
sub-grid scale variability in temperature and humidity decreases strongly with increas-
ing height. Here, the a VERTEX scheme was capable of representing sub-grid moisture
circulation i.e. the upwards transport of moisture above the blending height in one tile
and the downward transport of moisture in another tile. In contrast to this, in compara-
bly stable circumstances the stability differences facilitate a divergence of the states. In
extreme circumstances this can even lead to a situation in which the differences between
the state of individual tiles become larger within the lowest layers of the atmosphere
than on the surface.
Furthermore, simulations performed using the VERTEX scheme were compared to sim-
ulations using a parameter aggregation scheme and a simple flux aggregation scheme,
which does not account for horizontal heterogeneity within the atmosphere. It could
be shown that, due to the non-linear nature of processes involved, the representation of
sub-grid scale variability also has a distinct impact on the grid box mean state. This
implies that the assumption of a blending height on the lowest atmospheric level on
which the simple flux aggregation is based may be the source of errors which in many
cases may be as large as the errors related to the aggregation of parameters. Thus em-
ploying a scheme which takes into account sub-grid variability within the atmosphere
could significantly improve model results on the global scale.
In many of the grid boxes considered in Sect. 2.3.3 the impact of representing sub-grid
scale variability in the atmosphere as well as at the surface is as large as the impact of an
explicit representation of surface heterogeneity. Here, the system’s response to a certain
coupling scheme was not represented by all the selected example grid boxes. However,
the system’s reaction was on average systematic, so that large differences can also be
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expected to be found in global simulations. Validating the true impact of a coupling
scheme on the global scale however, requires further simulations with global-scale GCMs.
Finally, in the present implementation of the VERTEX scheme, the sub-grid scale vari-
ability in the atmosphere was limited to the two lowest model levels. However, the
calculated blending heights indicate that the deviations between the states of different
tiles could still be large higher up in the atmosphere. As studies show, this can have
a strong impact on processes such as convection and cloud formation throughout the
entire planetary boundary layer (Rieck et al., 2014). Here the knowledge of sub-grid
scale variability in the atmosphere, which the VERTEX scheme provides, may not only
be important for its impact on the vertical turbulent transport but it could also help to
improve the representation of grid resolved processes. Furthermore, atmospheric sub-
grid scale heterogeneity of wind speed and direction was not taken into account in order
to maintain the level of complexity as low as possible. As the simulations showed to be
sensitive to sub-grid scale heterogeneity within the atmosphere with respect to temper-
ature and specific humidity, this may also be the case for sub-grid scale heterogeneity
with respect to wind, presenting an opportunity for future research.
38
3. Explicit Representation of Spatial Sub-grid Scale
Heterogeneity in an ESM
3.1. Introduction
In a simplistic representation, the link between surface and atmosphere comprises the
surface heat, radiation, mass and momentum fluxes. These fluxes have a non-linear de-
pendency on the state of the surface and the atmosphere. Land surface characteristics
such as topography, the properties of the soil and hydrological characteristics, land use,
vegetation, etc., vary on scales ranging from millimetres to hundreds of kilometres. Con-
sequently, the state of the land surface and many spatially heterogeneous processes vary
likewise (Sellers, 1991). This divergence of scales, together with the non-linear nature of
processes involved, poses one of the fundamental difficulties in accurately describing the
interaction of the land surface and the atmosphere, making a realistic representation a
key challenge in Earth System Modelling.
Present day Earth System Models (ESMs) employ different strategies to integrate the
spatial sub-grid scale (SSGS) information of the land surface in the model’s physical
parametrizations and to aggregate the information to match the grid of the atmosphere.
These strategies require simplifying assumptions which, due to the non-linear nature of
the processes involved, result in a distinct and possibly inaccurate representation of the
land surface-atmosphere interaction. One basic distinction between different aggregation
methods can be made between the parameter-aggregating and flux-aggregating methods.
Both methods assume that a grid box can be sectioned into discrete subdivisions the
so called “tiles” or “patches”, which themselves exhibit homogeneous characteristics. In
the parameter-aggregating methods SSGS heterogeneity is not explicitly accounted for,
instead soil and vegetation parameters of the tiles are aggregated to one effective value
representing the entire grid box. This is usually done by averaging all SSGS parameter
values weighted by the respective cover fraction. The fluxes connecting surface and at-
mosphere are calculated based on these effective grid parameters (Giorgi and Avissar,
1997). In this study this will be referred to as the “parameter aggregation”.
In the flux-aggregating methods SSGS heterogeneity is explicitly represented and fluxes
are calculated for each tile in a grid box individually based on the tile specific charac-
teristics. One of these methods is the “mixture approach” (Koster and Suarez, 1992).
This approach assumes that heterogeneity at the surface consists of numerous clusters,
i.e. homogeneous subareas, which cover only small areas and that these clusters are
evenly distributed across the grid box. Furthermore, the horizontal turbulent fluxes are
assumed to be large compared to the vertical turbulent fluxes. Consequently, the surface
fluxes that originate from individual tiles have completely blended horizontally below
the lowest atmospheric model level. The atmosphere interacts only with the mixed flux
and remains horizontally homogeneous. The term “simple flux aggregation” used in this
work refers to the mixture approach.
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Many mostly local studies have compared techniques which apply an aggregation of pa-
rameters to those which aggregate fluxes (Avissar and Pielke, 1989; Polcher et al., 1996;
Van den Hurk and Beljaars, 1996; Cooper et al., 1997; Molod and Salmun, 2002; Essery
et al., 2003; Heinemann and Kerschgens, 2005; Ament and Simmer, 2006). These stud-
ies found pronounced differences between simulations performed with the two coupling
techniques and they agree that by employing an aggregation of fluxes the representation
of processes clearly improves. Many of the studies additionally found an improvement
of the simulated climate.
It is evident that the assumption of atmospheric spatial homogeneity may be valid
only in specific circumstances. Numerous studies, both modelling and observational,
showed that indeed it becomes erroneous when the scale of surface heterogeneity in-
creases beyond the micro-scale (Mason, 1988; Claussen, 1995; Raupach and Finnigan,
1995; Avissar and Schmidt, 1998; Mahrt, 2000; Bou-Zeid et al., 2004; Patton et al., 2005;
Ma et al., 2008). In this case, the signal associated with a specific surface feature may
be detectable far above the surface layer, resulting in a spatially heterogeneous state of
the atmosphere at heights above the lowest model level of many ESMs, which is often
located below a height of 50m (Arola, 1999).
The present study investigates the importance of an explicit representation of SSGS
heterogeneity at the surface and in the lowest parts of the atmosphere, using sim-
ulations performed with the Max Planck Institute for Meteorology’s Earth System
Model (MPI-ESM). More specifically, with the land surface model JSBACH (Raddatz
et al., 2007; Brovkin et al., 2009; Ekici et al., 2014) coupled to the general circulation
model ECHAM6 (Stevens et al., 2013), which will in the following be referenced with
ECHAM/JSBACH. Section 3.2 gives a brief overview over the model and the different
coupling schemes used in the study. Furthermore, the simulations will be described in
more detail. In section 3.3 the investigation is focused on determining whether different
land cover types display systematic differences in the near surface processes with respect
to the different coupling schemes. Section 3.4 focuses on the impact of surface and at-
mospheric SSGS heterogeneity on the simulated global climate. The main results are
summarized and shortly discussed in section 7.
3.2. Methods
In the operational setup, ECHAM/JSBACH uses a parameter aggregation scheme to
couple land surface and atmosphere. Here, the determination of an effective grid box
mean albedo is described in Otto et al. (2011), the aggregation of the surface roughness
length of different tiles follows Mason (1988); Claussen (1991); Claussen et al. (1994)
and the aggregation of hydrological and soil parameters is done as a weighted (by the
respective cover fractions) average (Kabat et al., 1997; Feddes et al., 1998). Based on the
effective parameters, the surface fluxes are calculated using a bulk-exchange formulation
(Giorgetta et al., 2013). For the present study, ECHAM/JSBACH was altered to enable
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a surface-atmosphere coupling using a simple flux aggregation scheme and an improved
coupling method that represents the turbulent mixing process more realistically, i.e. the
VERTEX scheme (de Vrese et al., 2015). In both schemes the homogeneous subareas
in a grid box are represented by individual tiles which only interact via the vertical
turbulent fluxes. In the soil a horizontal transport of water and heat is not modelled
and the soil moisture and temperature of a given tile is independent of the other tiles.
The simple flux aggregation scheme implemented into ECHAM/JSBACH, follows the
general method for an implicit surface-atmosphere coupling proposed by Polcher et al.
(1998); Best et al. (2004). Similar to the simple flux aggregation scheme, the VERTEX
scheme explicitly represents surface SSGS heterogeneity by individual tiles. Additionally,
the scheme explicitly represents SSGS heterogeneity within the tree lowest layers of the
atmosphere, i.e. up to a height of roughly 350m. In the atmosphere, the vertical fluxes
within the individual tiles are modelled by a modified version of the turbulent kinetic
energy scheme described in Brinkop and Roeckner (1995). In the VERTEX scheme, the
fluxes within the individual tiles are not treated independently of each other but are
assumed to mix horizontally to a certain extent. Thus, the vertical flux from a given
tile can influence the states of all the tiles on the level above. The extent to which
the the vertical fluxes blend horizontally is determined based on the ratio of the height
of a model level and the blending height. The latter can be estimated as a function
of friction velocity, the horizontal windspeed and the characteristic length scale of the
respective surface heterogeneity (Mahrt, 2000). In this study the characteristic length
scales required for the computation of the blending height were derived from the Glob-
Cover dataset (Arino et al., 2012)(Fig. 36).
Due to the many degrees of freedom incorporated in global scale simulations following
the protocol of the Atmospheric Model Intercomparison Project (AMIP), i.e. the atmo-
spheric model coupled to a land surface model with prescribed sea-surface temperature
and sea-ice extent (Gates et al., 1999), these can be difficult to interpret. Single column
simulations on the other hand, facilitate the understanding of relevant processes but
the findings are often limited to the specific location the model was applied to. Offline
simulations, i.e. the land surface model forced by observations, have the disadvantage
that a feedback from the surface onto the atmosphere is being omitted. However, they
serve as a compromise between AMIP-style and single column simulations. In section
3.3 a slightly modified version of this type of experiment was conducted as a quasi-offline
study.
For a 5-year AMIP-style simulation, ECHAM/JSBACH was adapted in such a way that
all calculations pertaining to surface processes, including the calculation of the state and
the surface fluxes, were duplicated twice, effectively creating three different land surfaces
within JSBACH. Each surface developed an individual state as they were all coupled to
the same atmospheric conditions but via a different coupling scheme.
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In the following these will be referred to as:
– PARAMSRF coupled with parameter aggregation
– SIMPLESRF coupled with simple flux aggregation
– VERTEXSRF coupled with the VERTEX scheme.
Differences between the above surfaces will be referenced by ∆SRF indexed with two
letters indicating the two respective surfaces. For example ∆SRFS-P refers to the differ-
ences between SIMPLESRF and PARAMSRF.
The surface-atmosphere feedback is taken from PARAMSRF, whereas the potential feed-
back from the other land surfaces is calculated for each time step but does not effect the
state of the atmosphere in the subsequent time step.
The VERTEX scheme requires the knowledge of atmospheric SSGS variations of tem-
perature and specific humidity at the beginning of each time step. In order to preserve
the SSGS variability in the atmosphere, a refinement was applied to the state vari-
ables at the lowest atmospheric model levels. At the end of a 20-minute time step the
tile specific SSGS temperature and humidity deviations from the grid mean were stored
and added to the prescribed grid mean values at the beginning of the following time step.
The simulation was performed for the period of 1979 - 1984 and the multi-annual mean
of the years 1980 - 1984 will be analysed for the global scale with a focus on the relation
between soil moisture, surface temperature and the turbulent heat fluxes. Because the
surface-atmosphere feedback from VERTEXSRF and SIMPLESRF is not taken into ac-
count, the analysis in section 3.3 remains a qualitative evaluation which does not allow
any conclusions on the absolute magnitude of impacts and may not be applicable to a
fully coupled land surface-atmosphere system.
To estimate the impact of a given coupling scheme on the simulated global climate, 3 x 5
AMIP-style simulations were performed, which will be discussed in section 3.4. These
will be referred to as:
– PARAMENS; ensemble of five simulations using a parameter aggregation scheme
– SIMPLEENS; ensemble of five simulations performed with the simple flux aggrega-
tion scheme
– VERTEXENS; ensemble of five simulations employing the VERTEX scheme.
The latter two may also be referred to as the two FLUXENS as opposed to PARAMENS.
The comparison of two of the above ensembles will be referenced by ∆ENS indexed with
two letters indicating the two respective ensembles. For example ∆ENSS-P refers to the
differences between SIMPLEENS and PARAMENS.
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Each simulation was performed for the same 21-year-period (1979 - 1999; 1979 was
required for the model spin up and is omitted from the analysis) but initialized with
slightly different conditions. All the above simulations were performed at a standard
vertical resolution of 47 levels, of which the lowest is located on a height of approximately
30m and a horizontal resolution of T63, i.e. a grid-spacing of 140 x 210 km at mid-
latitudes.
3.3. Impact of spatial heterogeneity on the near surface processes
in individual tiles
The major conceptual difference between parameter and flux aggregation as realized in
JSBACH is the existence of SSGS variations in the state of the land surface and in the
surface fluxes. In the operational setup (parameter aggregation), technically SSGS het-
erogeneity exists in form of the different surface tiles. However, the majority of physical
surface and soil processes, including the calculation of surface fluxes, surface tempera-
ture and soil moisture content, are modelled based on grid mean values, thus de facto
heterogeneity is not being considered. With the introduction of the flux aggregation
not only the land surface-atmosphere coupling was changed, but SSGS variations are
considered in the majority of the surface and soil processes.
In JSBACH tiles represent different plant functional types (PFTs) (with the exception
of glaciers) which in turn each represent different species aggregated to groups based on
their functional properties. For the following considerations, one of the most important
properties of a PFT is its ability to transpire which is closely related to the photosyn-
thetic activity. In JSBACH this is reflected by a PFT’s stomatal conductivity and leaf
area. The impact of differences in albedo was found to be considerably smaller, and has
been omitted in the analysis by calculating the absorbed radiation at the surface based
on the grid box mean albedo.
3.3.1. Tile-based comparison of SIMPLESRF and PARAMSRF
Due to the PFT specific properties determining the stomatal conductivity and the leaf
area, some PFTs transpire at relatively high rates. In the present model setup these
are tropical and extra-tropical trees, c3 grass and c3 pasture (Fig. 12; a - d). When
comparing SIMPLESRF to PARAMSRF, an immediate effect within the respective tiles is
a predominant increase in transpiration. As the excess in transpiration is not balanced
by a decrease in evaporation, it leads to an increase in evapotranspiration and in the
latent heat flux. Because more energy is expended in evapotranspiration, less energy
is available for a warming of the surface which results in predominantly lower surfaces
temperatures, i.e. more evaporative cooling of the surface. Consequently, there is a
lower sensible heat flux and a decrease in Bowen ratio.
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Figure 12: 5-year mean difference between SIMPLESRF and PARAMSRF; tropical evergreen forest: a)
soil-moisture b) surface temperature c) latent heat flux d) sensible heat flux; c4 pasture: e) soil moisture
f) surface temperature g) latent heat flux h) sensible heat flux; raingreen shrubs: i) surface-atmosphere
temperature difference j) sensible heat flux
Precipitation is calculated based on PARAMSRF and is unaffected by SIMPLESRF, thus
the shift towards increased evapotranspiration in SIMPLESRF does not increase precipi-
tation and therefore generally leads to lower soil moisture values in these tiles. In turn,
tiles in which the respective PFTs transpire at relatively low rates such as shrubs, c4
grass and c4 pasture, show an opposite behaviour (Fig. 12; e - h). Here the shift to-
wards less transpiration leads to wetter soils, a shift from latent to sensible heat and
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consequently higher surface temperatures.
Another important aspect is a PFT’s vegetation roughness length. Under given wind
conditions it determines the generation of shear driven turbulence and accordingly has
a strong impact on the turbulent fluxes. This characteristic becomes especially relevant
for regions in which the vegetation comprises PFTs with distinctly differing heights such
as savannah. Here the vegetation consists of trees or shrubs and very low vegetation
such as grasses or pasture. In tiles with a surface roughness larger than the grid mean,
the consideration of heterogeneity leads to stronger land surface-atmosphere coupling,
as more turbulence is created near the surface under given wind conditions. In turn, in
the tiles with low vegetation, less turbulence is generated, resulting in a weaker surface-
atmosphere coupling. This effect can be seen for example at the southern border of
the Sahel-zone and northern Australia. Here raingreen shrubs constitutes vegetation
with a comparable large roughness length and the land-surface atmosphere coupling is
relatively strong. Therefore, in the respective regions there is a the distinct increase in
sensible heat flux despite the occurrence of a cooling of the surface, which reduces the
surface-atmosphere temperature gradient (Fig. 12; i - j).
3.3.2. Tile-based comparison of VERTEXSRF and SIMPLESRF
When comparing the VERTEX and the simple flux scheme the most relevant concep-
tual change is the reduction in horizontal mixing of the surface fluxes in the VERTEX
scheme. This results in SSGS variability in the state of the lowest layers of the atmo-
sphere and consequently in differences in atmospheric stability between the tiles.
In comparison to the mean state, the tile specific state of the atmosphere above PFTs
with pronounced transpirational abilities is moister for VERTEXSRF as less dry air from
other tiles is being mixed into the local atmosphere. Furthermore, the air in these tiles
is relatively cold, causing a stability increase in the lowest atmospheric layers (Fig. 13;
a - d). Therefore the vertical turbulent transport in the atmosphere is weaker in these
tiles and the moisture which is being mixed upwards from the surface is more confined
to the lowest atmospheric layers. This primarily leads to a reduced surface-atmosphere
moisture gradient, which in turn reduces the upward moisture flux in these tiles. Due
to the corresponding decrease in the latent heat flux, more energy is available at the
surface, which should result in an increase in surface temperature and in the sensible
heat flux.
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Figure 13: 5-year mean difference between VERTEXSRF and SIMPLESRF; tropical evergreen forest: a)
temperature on the lowest atmospheric model level b) surface temperature c) latent heat flux d) sensible
heat flux; c4 pasture: e) temperature on the lowest atmospheric model level f) surface temperature g)
latent heat flux h) sensible heat flux
However, as less sensible heat is mixed into the atmosphere above these tiles, the air is
cooler for VERTEXSRF than the atmospheric forcing without SSGS refinement. This
leads to an increase in the surface-atmosphere temperature gradient and in the sensible
heat flux in combination with lower temperatures both in the atmosphere and at the sur-
face. Because these two effects oppose each other, the signal is less distinct. The overall
effect is that, despite the reduction in evapotranspiration and the increase in the sensible
heat flux, the surface temperature is lower for VERTEXSRF than for SIMPLESRF. The
reduction in evapotranspiration also causes a relative increase in soil moisture within
these tiles. For PFTs which transpire at relatively low rates, the reduced horizontal
mixing in the VERTEX scheme leads to a dryer and warmer atmospheric state (Fig. 13;
e - h). This in turn increases the atmospheric moisture demand and evapotranspiration,
indicated by an increase in the latent heat flux and the reduction in soil moisture. The
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resulting energy deficit should lead to a decrease in surface temperature and a decrease
in the sensible heat flux. But as less cold air is being mixed into the atmosphere above
these tiles, the decrease in the sensible heat flux is realized in combination with higher
temperatures in the atmosphere and at the surface.
3.3.3. Effect on the grid box mean state
In certain tiles ∆SRFV-S is in the same order of magnitude as ∆SRFS-P. For exam-
ple, with respect to global mean surface temperature for tiles representing evergreen
(deciduous) tropical trees, ∆SRFV-S amounts to 75% (80%) of ∆SRFS-P. For shrubs,
evergreen and deciduous extra-tropical trees these figures still range between 30% and
50%. However, the differences in soil moisture and in the surface heat fluxes are mostly
an order of magnitude smaller in case of ∆SRFV-S than for ∆SRFS-P. This discrepancy
is also present in the comparison of the grid box mean values.
Due to the non-linear dependency of the surface fluxes on the state of the surface, es-
pecially on the plant available water, the effect of reduced transpiration in certain tiles
clearly dominates the effect of the increased transpiration in other tiles when compar-
ing the surfaces coupled with the flux aggregation schemes to that coupled with the
parameter aggregation scheme. Hence, on the grid scale, the effect of introducing the
simple flux aggregation is a distinct reduction in transpiration in a large part of the land
surface which causes a decrease in evapotranspiration and an increase in soil moisture
(Fig. 14; a - b). Furthermore, a shift from surface latent to sensible heat flux occurs
and a corresponding increase in the surface temperature. This agrees well with a con-
ceptual study performed by Koster and Suarez (1992) who found that when aggregating
SSGS parameters to effective grid values (as in PARAMSRF), these are dominated by the
tiles that are less effected by water stress. This results in increased evapotranspiration
and lower surface temperatures in comparison to using a simple flux aggregation (as in
SIMPLESRF).
Due to atmospheric SSGS variability in VERTEXSRF, the local temperature and mois-
ture gradients and the local stability in the atmosphere differ to those in SIMPLESRF.
As will be explained in more detail later, accounting for stability differences in the atmo-
sphere leads to a weaker vertical turbulent moisture transport relative to the turbulent
transport of sensible heat. Therefore, in the larger part of the land surface, the grid
box mean sensible heat flux increases in VERTEXSRF compared to SIMPLESRF. The
excess heat which is being mixed from the surface to the atmosphere, is neglected in
the quasi-offline simulation, therefore the increase in sensible heat flux does not lead to
higher atmospheric temperatures and as a result also not to higher surface temperatures.
Thus, in most areas the land surface exhibits an increase in the sensible heat flux and
a decrease in latent heat flux in combination with reduced surface temperatures, as can
be seen for example at the east coast of North and South America (Fig. 14; c - d).
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Figure 14: 5-year mean difference between SIMPLESRF and PARAMSRF; grid box average: a) surface
temperature b) latent heat flux; VERTEXSRF and SIMPLESRF; grid box average: c) surface tempera-
ture d) latent heat flux; SIMPLESRF and PARAMSRF; grid box average: e) temperature on the lowest
atmospheric level f) specific humidity on the lowest atmospheric level; VERTEXSRF and SIMPLESRF
relative to SIMPLESRF and PARAMSRF; grid box average: g) temperature on the lowest atmospheric
level h) specific humidity on the lowest atmospheric level; Plots g - h are masked as to not include grid
boxes in which the absolute value of neither the differences between SIMPLESRF and the PARAMSRF
nor between VERTEXSRF and the SIMPLESRF are larger than 0.005K time step-1 and 0.003 gKg-1 time
step-1
Another important effect exists, which can be seen e.g. in the western parts of North
America and the east coast of Africa. Here, the latent heat flux does not decrease and in
parts even slightly increases. In the respective regions, the relative reduction in transpi-
ration of tiles with pronounced transpirational abilities, is compensated by the relative
increase in transpiration of PFTs with poor transpirational abilities. This leads to a
more even distribution of soil moisture, reducing the effect of water stress. However,
the consequent reduction in the grid mean sensible heat flux in VERTEXSRF does not
cause a cooling of the atmosphere as the mean atmospheric state is set by PARAMSRF.
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Therefore a surface warming in these parts can be seen despite the decrease in the sen-
sitive and a potential increase in the latent heat flux.
For the grid mean values ∆SRFV-S is predominantly an order of magnitude smaller
∆SRFS-P (Fig. 14; a - d). This implies that, given an identical mean state in the
atmosphere, the surface is comparably insensitive to the representation of SSGS het-
erogeneity in the atmosphere. This is in good agreement with studies which indicate
that atmospheric SSGS heterogeneity only has a minor impact on the magnitude of the
surface fluxes (Mahrt and Sun, 1995; Ament and Simmer, 2006; Schomburg et al., 2012).
This may only be valid if the surface-atmosphere feedbacks are omitted. In the given
experimental setup, potential feedbacks are indicated by the differences in atmospheric
temperature and specific humidity calculated at the end of each time step (Fig. 14; e
- h). For the grid box mean atmospheric state at the end of each time step, ∆SRFV-S
is comparable to ∆SRFS-P. With respect to global mean temperature on the lowest
atmospheric model level ∆SRFV-S amounts to roughly two thirds of ∆SRFS-P. For spe-
cific humidity ∆SRFV-S is even larger (by about 10%) than ∆SRFS-P. In some grid
boxes the 5-year mean temperature [specific humidity] differences at the end of each
20-minute time step may be as large as 0.05K [0.025 g kg-1]. Hence, by omitting the
surface-atmosphere feedback a constant heating/cooling [humidifying/drying] at a rate
of 0.15Kh-1 [0.075 g kg-1 h-1] is introduced. At the end of each time step, SIMPLESRF
gives a consistently warmer and dryer atmospheric state, which corresponds well to
the decrease in the latent and increase in the sensible heat flux. In comparison to
SIMPLESRF, VERTEXSRF gives almost exclusively warmer but also wetter atmospheric
conditions, which is striking as the latent heat fluxes in VERTEXSRF are in general
smaller than those in SIMPLESRF.
In the VERTEX scheme the vertical turbulent mixing process in the lowest layers of the
atmosphere is refined with respect to the tiles and depends on the local stability. Fur-
thermore, the scheme is based on the assumption of a horizontal convergence of fluxes
with height, which primarily leads to a convergence of the states of the individual tiles.
With more homogeneous air located above two tiles, the air between two levels is less
stable in the warmer tile. This circumstance promotes the vertical mixing in the warmer
tile relative to the colder tile. In the warmer tile the air contains more sensible heat
and less moisture relative to the colder tile, thus a stronger vertical turbulent transport
within the warmer tile promotes the upward mixing of sensible heat relative to moisture.
Therefore, in the VERTEX scheme less moisture is being mixed upward from the surface
but a larger share of it remains in the lowest layers of the atmosphere rather than being
mixed further upwards. This moisture is primarily located within the tiles that tran-
spire at a rate above the grid mean. Due to the SSGS refinement of specific humidity in
VERTEXSRF, the local surface atmosphere humidity gradient in these tiles is smaller,
resulting in smaller latent heat fluxes. Thus, on grid box average, the latent heat fluxes
are smaller but they result in more humid atmospheric conditions in the lowest layers
of the atmosphere in VERTEXSRF. At the same time, more sensible heat is transported
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upward from the surface in VERTEXSRF, so that more heat is being lost at the end
of each time step. This is the reason why VERTEXSRF exhibits predominantly lower
surface temperatures than SIMPLESRF despite the shift from latent to sensible heat flux
(Fig. 14; e - h).
The magnitude of the differences in the atmospheric state at the end of each time step
indicates that, by taking into account the surface-atmosphere feedback, the state of the
entire atmospheric column may be distinctly different when accounting for SSGS het-
erogeneity in the atmosphere. This is also suggested by single column studies performed
with the VERTEX scheme (de Vrese et al., 2015) and by other modelling studies (Seth
et al., 1994; Arola, 1999; Giorgi et al., 2003; Molod et al., 2004; Salmun et al., 2007;
Dimri, 2009; Manrique-Suñén et al., 2013). To further explore this possibility, in the
next section a model setup is used in which the surface-atmosphere feedback is accounted
for.
3.4. Impact of spatial heterogeneity on the simulated global climate
3.4.1. Impact on 20-year mean state
With the atmospheric feedback taken into account, the differences in the 20-year annual
means of surface and 2m temperature, as well as surface heat fluxes, precipitation and
vertically integrated water vapor are comparable in magnitude between all three ensem-
bles (Table 1, 2). This is contrary to expectations based on the quasi-offline experiment,
which suggest that ∆ENSV-S should be an order of magnitude smaller than ∆ENSS-P
and ∆ENSV-P. In the following it will be shown in more detail that ∆ENSV-S is consis-
tently less pronounced, but generally by a factor ranging between 1.5 - 3 and not by an
order of magnitude.











surface temp.: 0.125 (0.4) [K] 44.8 (6.4) 31.8 (4.3) 25.8 (0.7)
temp. 2m: 0.125 (0.4) [K] 40.6 (2.8) 27.4 (1.6) 22.1 (0.4)
srf. net rad. shrt: 1.0 (2.0) [Wm-2] 18.7 (1.0) 13.6 (1.0) 9.1 (0.5)
srf. net rad. long: 1.0 (2.0) [Wm-2] 28.2 (6.0) 21.1 (4.3) 6.1 (0.1)
sens. heat flux: 1.0 (2.0) [Wm-2] 30.3 (10.4) 29.1 (11.7) 18.8 (5.3)
latent heat flux: 1.0 (2.0) [Wm-2] 35.7 (17.3) 34.1 (16.8) 20.4 (6.6)
precipitation: 0.05 (0.2) [mmd-1] 35.4 (1.8) 31.0 (3.3) 28.9 (1.3)
vrt. int. w. vap.: 0.1 (0.25) [kgm-2] 41.8 (12.2) 35.1 (8.5) 30.3 (4.4)
soil moisture: 0.01 (0.025) [m] 27.2 (10.2) 28.0 (9.4) 10.1 (2.0)
Table 1: Share of land surface [%] exhibiting differences larger than: x (y)
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Share of land surface [%] exhibiting











surface temp. - - -
temp. 2m - - -
surf. net rad. short 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)
surf. net rad. long 1.6 (0.0) 0.9 (0.0) 0.0 (0.0)
sens. heat flux 23.9 (10.9) 24.6 (11.6) 15.8 (6.0)
latent heat flux 23.2 (8.4) 22.5 (9.5) 19.0 (9.6)
precipitation 20.9 (5.9) 17.2 (6.3) 17.6 (7.0)
vrt. int. w. vap. 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)
soil moisture 26.2 (15.4) 27.1 (14.9) 5.4 (3.2)
Table 2: Share of land surface [%] exhibiting relative differences >5% (10%) (relative to PARAMENS)
There is a good agreement between the results obtained with ECHAM/JSBACH and
similar modelling studies, which gives some confidence that these findings have a more
general validity. For example, the seasonally averaged differences (averaging period 20
years) in surface temperature of individual ensemble members range between roughly
± 2.5K, which agrees with the findings of Essery et al. (2003) who compared a flux ag-
gregation to a parameter aggregation version of the Met Office Surface Exchange Scheme
in combination with the Met Office GCM. They found that differences in surface tem-
perature (averaging period 10 years) are mostly smaller than ± 3K.
The differences in the 20-year annual mean surface temperature between the ensembles
are much smaller and rarely exceed 1K (Fig. 15). ∆ENSS-P indicates the largest dif-
ferences in surface temperature. Here, about 45% [6%] of the land surface display
differences in surface temperature of more than 0.125K [0.4K]. The area in which
∆ENSV-S is larger than 0.125K [0.4K] constitutes 26% [1%] of the land surface. For
∆ENSS-P the respective values are 32% [4%]. Consequently, the area exhibiting differ-
ences above 0.125K [0.4K] is about 44% [89%] smaller in case of ∆ENSV-S and 29%
[33%] smaller for ∆ENSV-P than for ∆ENSS-P.For soil moisture ∆ENSS-P is larger than
0.01m [0.025m], in 27% [10%] of the land surface and for ∆ENSV-P, this area has a
similar size. Contrary to this, soil moisture appears to be much more insensitive to
resolving atmospheric SSGS heterogeneity. The area in which ∆ENSV-S is larger than
0.01m [0.025m] is around 63% [80%] smaller than the respective area in ∆ENSS-P. This
discrepancy is even more pronounced for the relative soil moisture differences. Using the
PARAMENS as reference, ∆ENSS-P and ∆ENSV-P are larger than 10% in over a quarter
of the land surface, whereas for ∆ENSV-S the relative differences exceed 10% in only
about 5% of the land surface.
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Figure 15: (a,c,e) 20-year mean difference in surface temperature between a) SIMPLEENS and
PARAMENS c) VERTEXENS and PARAMENS e) VERTEXENS and SIMPLEENS; (b,d,f) p-value of
statistic significance of 20-year mean difference in surface temperature between b) SIMPLEENS and
PARAMENS d) VERTEXENS and PARAMENS f) VERTEXENS and SIMPLEENS
For the surface latent and sensible heat fluxes, ∆ENSS-P and ∆ENSV-P exceed 1Wm-2
[2Wm-2] in about one third [10% - 17%] of the land surface. This corresponds to
roughly a quarter [10%] of the land surface in which ∆ENSS-P and ∆ENSV-P (relative
to PARAMENS) exceed 10% [25%]. Contrary to soil moisture, the surface heat fluxes
are also sensitive to the explicit representation of atmospheric SSGS heterogeneity. The
share of land surface in which ∆ENSV-S is larger than 1Wm-2 [2Wm-2] is around 40%
[>50%] smaller than the respective area for ∆ENSS-P and ∆ENSV-P. However, the area
with relative differences in the latent heat flux of 25% or more is about 13% larger in
case of ∆ENSV-S than the respective area for ∆ENSS-P and about 2% larger than the
respective area for ∆ENSV-P.
Comparable results can also be found for precipitation. In any comparison of two en-
sembles, about one third [up to 3%] of the land surface present precipitation differences
above 0.05mmd-1 [0.2mmd-1] which corresponds to a relative difference of 10% [25%]
in less than one fifth [7%] of the land surface. Here, the largest share of the land sur-
face showing differences in terms of absolute values, can be found for ∆ENSS-P for the
0.05mmd-1 threshold and between ∆ENSV-P for the the 0.2mmd-1 threshold. However,
the largest share of the land surface with relative differences larger than 25% can be
found in case of ∆ENSV-S.
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This indicates that for many variables the two FLUXENS are the most similar of the
three ensembles, whereas PARAMENS and SIMPLEENS are the most dissimilar. In the
following, the area weighted absolute difference between two ensembles (AWADENS1-ENS2)
is being used as a measure for the similarity of two ensembles. The AWADENS1-ENS2 of a
given area AREA is defined as the sum of the absolute difference (|xGBjENS1−xGBjENS2|) over
all the grid boxes (GBj) within the area, weighted by the size of the grid box relative to




|xGBjENS1 − xGBjENS2| · AGBj/AAREA (21)
Here, a low AWAD indicates small differences between two ensembles i.e. a high degree of
similarity. A global comparison of the different AWADs confirms that the two FLUXENS
are generally more similar than one of the FLUXENS and the PARAMENS (Table 3).
For most of the variables the AWADGlobalVERTEX-SIMPLE ranges between 60% and 80% of
the AWADGlobalVERTEX-PARAM and the AWADGlobalSIMPLE-PARAM. For soil moisture this number is
even as low as 45%.











surface temp. [K] 0.15 (0.09) 0.11 (0.08) 0.09 (-0.01)
temp. 2m [K] 0.13 (0.07) 0.10 (0.07) 0.08 (-0.00)
surf. net rad. short [Wm-2] 0.57 (0.24) 0.51 (0.25) 0.42 (0.01)
surf. net rad. long [Wm-2] 0.75 (-0.54) 0.64 (-0.47) 0.39 (0.07)
sens. heat flux [Wm-2] 0.83 (0.39) 0.89 (0.31) 0.65 (-0.08)
latent heat flux [Wm-2] 1.02 (-0.68) 1.07 (-0.52) 0.67 (0.15)
precipitation [mmd-1] 0.05 (-0.02) 0.05 (-0.01) 0.04 (0.01)
vrt. int. w. vap. [kgm-2] 0.11 (-0.07) 0.09 (-0.05) 0.08 (0.02)
soil moisture [m] 0.009 (0.006) 0.009 (0.006) 0.004 (0.000)
Table 3: AWAD and global land surface mean differences
Consequently, ∆ENSS-P and ∆ENSV-P share many similarities in their general spatial
distribution, which is in good agreement with the findings of the quasi-offline experi-
ment. Here, ∆ENSS-P and ∆ENSV-P are considered to show the same general behaviour
in areas in which they are in the same direction, i.e. are both negative or both posi-
tive. For example, the FLUXENS agree very well on the areas in which they give higher
surface temperatures than the PARAMENS e.g. the east coast of the U.S., south Amer-
ica, central Africa and in Eurasia within a broad band along 55◦ north (Fig. 15 a,c).
Depending on the variable, around 85% to 95% of the AWADGlobalSIMPLE-PARAM and the
AWADGlobalVERTEX-PARAM agree on the algebraic sign.
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However, even in the areas in which ∆ENSS-P and ∆ENSV-P agree on the direction (AS),
there are systematic differences between the two and for many variables ∆ENSS-P is sub-
stantially larger than ∆ENSV-P. For surface temperature, the AWADASVERTEX-SIMPLE of
areas in which ∆ENSV-P > ∆ENSS-P is only about one third of the AWADASVERTEX-SIMPLE
of areas in which ∆ENSV-P < ∆ENSS-P. For surface net radiation and vertically inte-
grated water vapour the respective values range between 50% and 67%,. On a global
average this results in the differences between the VERTEXENS and SIMPLEENS mostly
opposing the differences between SIMPLEENS and PARAMENS, i.e. between 65% and
85% of the AWADGlobalVERTEX-SIMPLE oppose the AWADGlobalSIMPLE-PARAM (Fig. 15 a,c,e). This
confirms that, even though the general behaviour of the flux aggregation schemes is the
same, VERTEXENS is much more similar to PARAMENS than SIMPLEENS.
The explicit representation of heterogeneity has a distinct impact on the global mean
state of the surface. In condensed and simplified form, between 50◦ -north and 50◦ -
south, an explicit representation of SSGS heterogeneity at the surface (∆ENSS-P) re-
sults in generally higher temperatures and higher soil moisture values, less precipitation,
larger sensible heat fluxes, reduced evapotranspiration and thus lower latent heat fluxes
and a smaller amount of vertically integrated water vapour (Table 3). Also the explicit
representation of atmospheric SSGS heterogeneity has a noteable impact on the sur-
face mean state (∆ENSV-S). VERTEXENS exhibits predominantly lower temperatures,
smaller sensible heat fluxes, higher precipitation and evapotranspiration rates and larger
latent heat fluxes in comparison to SIMPLEENS. As was already indicated by the quasi-
offline experiment (Fig. 14 a,c), ∆ENSV-S is less one-directional than ∆ENSS-P and has
regionally strongly differing characteristics. Hence, averaged over the entire land sur-
face, ∆ENSV-S is much smaller than ∆ENSS-P. For precipitation ∆ENSV-S (land surface
mean) is around 50% smaller than ∆ENSS-P, for the surface net short wave radiation
this value is as high as 95%.
Figure 16: 20-year mean bias in 2m temperature
(PARAMENS)
To evaluate whether the alterations to the
standard model improve the simulated cli-
mate, the ensembles were compared to
WATCH Forcing Data (WFD) (Weedon
et al., 2011). Compared to the inher-
ent bias, the differences resulting from a
change in land surface-atmosphere cou-
pling are almost an order of magnitude
smaller. For the standard operational
model setup (PARAMENS) the bias in 2m
temperature is on the scale of several K
(Fig. 16), whereas the difference in 2m
temperature between any of the ensembles
rarely exceed 1K. Furthermore, whether any of the flux aggregation schemes improves
model results depends upon the region and variable in question. For example both flux
aggregation schemes improve the cold bias in central and southern Africa but at the
54
same increase the warm bias in large parts of northern Eurasia and eastern America.
Globally, the mean of the absolute value of the 2m temperature bias [precipitation bias]
changes from 2.379K [0.745mmd-1] in the PARAMENS to 2.412K [0.739mmd-1] in the
SIMPLEENS and 2.402K [0.736mmd-1] in the VERTEXENS. Consequently, both of
the flux aggregation schemes slightly improve simulated precipitation (VERTEXENS by
1.2% and SIMPLEENS by 0.8%), but increase the 2m temperature bias (VERTEXENS
by 1.0% and SIMPLEENS by 1.4%). Thus, there is a trade-off between precipitation
and temperature bias when comparing the parameter aggregation to the flux aggregation
schemes. In a comparison of the two flux aggregation schemes, the VERTEX scheme
consistently gives results closer to WFD.
3.4.2. Robustness of impacts
A two sample, two sided Student’s t-test is used to determine the statistical significance
of the 20-year mean differences between two ensembles. Here, the ensembles are treated
as one series of 100 independent annual means (Table 4; Fig. 15). The impact of a given
coupling scheme I on the simulated climate is approximated by the percentage of land
surface area significantly affected by the differences between the coupling scheme and a
reference scheme II (PLASAI-II). The t-test shows that at a significance level of 0.05 the
PLASA ranges from 9.5% to 48.0%, depending on the variables and schemes considered.
Soil moisture exhibits the largest impact with the PLASA ranging between 23% and
48%, whereas the vertically integrated water vapour presents the smallest impact with
a PLASA between 9.5% - 19.8%.











surface temp. [%] 38.6 27.3 17.9
temp. 2m [%] 36.6 24.6 16.6
surf. net rad. short [%] 28.0 20.0 12.4
surf. net rad. long [%] 42.5 34.3 16.9
sens. heat flux [%] 30.6 30.3 21.6
latent heat flux [%] 35.8 35.9 21.5
precipitation [%] 21.6 18.3 16.4
vrt. int. w. vap. [%] 19.8 15.6 9.5
soil moisture [%] 47.5 48.0 23.6
Table 4: Share of land surface grid boxes exhibiting significant differences (p <0.05)
The largest impact on simulated climate can be found due to the explicit representa-
tion of surface heterogeneity and the values of the PLASASIMPLE-PARAM mostly range
between 30% - 40%. For the PLASAVERTEX-PARAM the values predominantly lie be-
tween 15% - 35% and the PLASAVERTEX-SIMPLE is generally in a range between 15%
- 20%. Consequently, the PLASAVERTEX-SIMPLE ranges between 40% - 75% of the
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PLASASIMPLE-PARAM. For most of the variables, also the PLASAVERTEX-PARAM is up to
one third smaller than PLASASIMPLE-PARAM. Thus, the t-test supports the results of the
previous sections, i.e. that also with respect to statistical significance the impact of rep-
resenting atmospheric SSGS heterogeneity primarily ranges between one and two thirds
of the impact of an explicit representation of surface SSGS heterogeneity. Furthermore,
it confirms that the VERTEX scheme gives results more similar to the parameter aggre-
gation scheme than the simple flux aggregation scheme.
In the following, correlations between the quasi-offline and the AMIP-style experiment
will be investigated in order to estimate whether the differences between two ensembles
can be related to the mechanisms discussed in section 3.3. Here, the Pearson correla-
tion coefficient (r) is used to test for a linear correlation. Weak (|r| ranging between
0.30 - 0.52), yet statistically significant (p«0.01) positive correlations can be found be-
tween ∆ENSS-P and ∆SRFS-P for surface temperature, soil moisture and the surface
heat fluxes. This indicates that the impact of an explicit representation of surface het-
erogeneity on the 20-year mean state of the surface and the surface fluxes, which were
discussed in this section, can be partly related to the mechanisms discussed in section 3.3.
For ∆ENSV-S and ∆SRFV-S no such correlations can be found. This is not surprising
as in the quasi-offline experiment VERTEXSRF and SIMPLESRF do not exhibit large
differences in the grid mean state. It was hypothesised that this is due to the fact that
the surface-atmosphere feedback is omitted in the quasi-offline experiment. To further
investigate this possibility, ∆ENSV-S is being tested for a correlation with ∆SRFV-S in
respect to the state of the lowest atmospheric model level , which was calculated at
the end of each time step in the quasi-offline experiments. For the sensible heat flux
and surface temperature ∆ENSV-S shows a weak, yet statistically significant (p«0.01)
anti-correlation with the differences in atmospheric temperature and specific humidity
for ∆SRFV-S. For latent heat flux, soil moisture and precipitation a positive correlation
was found. Here, the correlations with respect to the surface state variables are weaker
(|r| ranging between 0.16 - 0.20) and the correlations with respect to the surface fluxes
and precipitation are stronger (|r| ranging between 0.30 - 0.43).
In the quasi-offline experiment atmospheric temperature and specific humidity are gen-
erally higher in VERTEXSRF, thus the following prevailing mechanism can be hypoth-
esised. The surface-atmosphere feedback in the VERTEX scheme causes a moister at-
mosphere in the lowest levels which initially reduces the atmospheric moisture demand.
Due to the representation of SSGS variability, this is particularly prominent in tiles
which transpire at a rate above the grid mean. This leads to an increase in soil mois-
ture and a more even soil moisture distribution amongst the tiles within a grid box.
Therefore, evapotranspiration is less limited by water stress and the latent heat flux,
averaged over the 20-year period, increases. As more energy is expended in the latent
heat flux, less energy is available at the surface and the sensible heat flux and surface
temperatures decrease. Furthermore, in the VERTEX scheme the turbulent transport
is more intense for sensible heat than for specific humidity and more moisture remains
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lower in the atmosphere. This has a positive feedback on precipitation and therefore on
soil moisture and the availability of water at the surface which in turn has a positive
feedback on evapotranspiration.
3.5. Conclusions and Discussion
The representation of the link between the horizontally heterogeneous land surface and
the atmosphere remains one of the key challenges in Earth System Modelling. It has
been argued that a realistic representation requires the consideration of SSGS variabil-
ity at the surface but also within the atmosphere. To investigate the importance of
SSGS heterogeneity, two surface-atmosphere coupling schemes were implemented into
the MPI-ESM, in which currently a parameter aggregation scheme is being used. 1) A
simple flux aggregation scheme, based on the assumption that even at the lowest model
level the state of the atmosphere is horizontally homogeneous; 2) The VERTEX scheme,
in which the turbulent fluxes in the lowest atmospheric model layers are resolved with
respect to the surface tiles. In a first step, the sensitivity of the near surface processes
to the representation of SSGS heterogeneity was investigated. To preclude large scale
atmospheric effects, a modified version of the offline experiment, a quasi-offline experi-
ment, was used in which the atmospheric state is prescribed. In a second step, ensembles
of global AMIP-style simulations were used to determine whether the choice of coupling
scheme also has a robust impact on simulated climate.
With the quasi-offline experiments it could be shown that the near surface processes are
systematically affected by the differences between two coupling schemes. When surface
heterogeneity is explicitly represented (simple flux aggregation scheme vs. parameter
aggregation scheme), tiles representing plants with a high stomatal conductance and a
large leaf area exhibit an increase in transpiration and a decrease in sensible heat flux,
surface temperature and soil moisture. Plants with a lower stomatal conductance and
leaf area show the opposite effect. By additionally accounting for SSGS heterogeneity in
the atmosphere (VERTEX scheme vs. simple flux aggregation scheme), evapotranspira-
tion in tiles with pronounced transpirational abilities is reduced due to a decreased local
surface-atmosphere moisture gradient. Despite the decrease in latent heat flux and the
consequent increase in sensible heat flux, this does not necessarily result in a warming
of the surface as also the atmosphere in these tiles is relatively cooler. Tiles with less
pronounced transpirational abilities display the opposite reaction.
The importance of the surface-atmosphere coupling was confirmed by the analysis of
global AMIP-style simulations. Depending on the variable and schemes considered, be-
tween 10% and 48% of the land surface are significantly affected by the differences in
the aggregation technique. Here, the largest impact on simulated climate is related to
the explicit representation of SSGS heterogeneity at the surface. Simulations with a
simple flux aggregation scheme generally result in higher soil moisture values, surface
temperatures and sensible heat fluxes, whereas precipitation and evapotranspiration are
reduced, in comparison to simulations with a parameter aggregation scheme. But also
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the explicit representation of SSGS heterogeneity in the atmosphere has a distinct im-
pact on the state of the surface and the surface fluxes. Depending on the variables and
measures considered, the impact is roughly half as large as the impact of explicitly ac-
counting for SSGS heterogeneity at the surface. The VERTEX scheme leads to slightly
lower surface temperatures and sensible heat fluxes and an increase in evapotranspira-
tion and precipitation. In comparison to WFD both flux aggregation schemes simulate
precipitation better than the parameter aggregation scheme but the bias in simulated
2m temperature increases. Here, the VERTEX scheme leads to simulated precipitation
and 2m temperature consistently more similar to WFD than those simulated with the
simple flux aggregation scheme.
Finally, studies suggest that atmospheric SSGS variability may substantially affect pro-
cesses such as convection and cloud formation and precipitation (Koster, 2004; Rieck
et al., 2014; Guillod et al., 2015). In the present study, the simulated SSGS variability
on the lowest atmospheric level was often still larger than 50% of the respective surface
values (Fig. 17). On the second lowest level the standard deviation of temperature or
specific humidity may still be larger than 10% of the deviation at the surface.
Figure 17: Standard deviation of tile specific temperature relative to standard deviation of tile specific
surface temperature for a) lowest atmospheric level and b) second lowest atmospheric level
Additionally, results suggest that large deviations in the atmosphere are limited to the
hours between 0900LT and noon which is a timespan substantially shorter than that on
which large SSGS variability can be found at the surface. During this morning period
SSGS variability in the atmosphere is much larger than what the 20-year mean values
suggest, especially relative to the respective variability at the surface. This information
on atmospheric SSGS variability could potentially be used to improve the representation
of many atmospheric processes. Furthermore, the present study considered heterogeneity
only for the vertical turbulent transport and on the lowest two atmospheric model levels
in order to limit the level of complexity. Also, the representation of heterogeneity was
limited to temperature and specific humidity whereas wind speeds were assumed to be
horizontally homogeneous on and above the lowest atmospheric model level. Hence, it
is plausible that atmospheric SSGS variability plays an even more important role than
has been argued in this study.
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4. Iranian Irrigation and Ethiopian Rain:
Transcontinental Effects of Irrigation
4.1. Introduction
Irrigation plays an important role for the welfare of a large share of the world’s popula-
tion. It is an essential element of food security, as about 40 % of the global crop yield is
provided by irrigation-based agriculture (Siebert et al., 2005). In South Asia the most
densely populated and heavily irrigated region in the world, agriculture employs between
50 - 60 % of the labor force and contributes about 15 - 20 % of the gross domestic product.
With an increasing world population, irrigation-based agriculture will most likely also
remain a key economic sector with respect to food security and employment in the future
(WorldBank, 2008; Godfray et al., 2010; Dev, 2015). Furthermore, irrigation has a sub-
stantial impact on global water resources, as currently about 70 % of humanity’s demand
for fresh water originate from irrigation (Wada et al., 2013). This number is expected to
increase rather than decrease in the foreseeable future (De Fraiture and Wichelns, 2010).
Irrigation-based agriculture is not only affected by changing climate conditions and de-
clining fresh water resources, but in turn has a substantial effect on them. It strongly
influences the hydrological cycle and the land surface energy budget by the redistribution
of water. Currently, irrigation induced evapotranspiration is estimated to be as high as
2600 km3 a−1 which corresponds to about 4 % of the total terrestrial evapotranspiration
(Gordon et al., 2005; Oki and Kanae, 2006). The influence of irrigation on regional
climate has been the focus of numerous investigations. Especially with respect to South
Asia, a profound impact on regional circulations such as the Indian monsoon, precip-
itation and surface temperatures has been established in model-based regional studies
(e.g. Adegoke et al. (2003); Douglas et al. (2006); Kueppers et al. (2007); Douglas et al.
(2009); Lee et al. (2009); Lobell et al. (2009); Saeed et al. (2009); Niyogi et al. (2010);
Lucas-Picher et al. (2011); Harding et al. (2013); Saeed et al. (2013); Tuinenburg et al.
(2014)). For example, these could show that irrigation affects the wind patterns related
to the Indian summer monsoon by reducing the land sea thermal contrast via an evapo-
rative cooling of the land surface. Additionally, they provided evidence that the surface
cooling related to irrigation masks increasing surface temperatures due to the changing
climate in the respective regions.
The sheer amount of water introduced into the atmosphere suggests that irrigation also
has a distinct influence on global climate. However, only few studies exist which inves-
tigate the impact of irrigation on this scale (e.g. Boucher et al. (2004); Lobell et al.
(2006b); Sacks et al. (2009); Puma and Cook (2010); Cook et al. (2011)). These stud-
ies identified the general mechanisms by which irrigation affects the state of the land
surface and the atmosphere and provided rough estimates of the magnitude of the im-
pact that irrigation has on global climate. The evapotranspiration of irrigation water
increases the latent heat flux and reduces the sensible heat flux which is accompanied
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by an evaporative cooling of the surface. The additional water vapor in the atmosphere
leads to an increased absorption of solar radiation and an intensification of the green
house effect. This water vapor eventually condenses and releases heat, causing an ad-
ditional warming of the atmosphere (Boucher et al., 2004). Furthermore, changes in
water vapor profile affect convection, cloud formation and precipitation which may ul-
timately lead to a decrease in atmospheric water vapor. The same holds for a change
in the temperature profile, which may affect the saturation mixing ratio of water vapor,
convection, cloud formation, precipitation, etc. These indirect effects may have an im-
pact at least comparable in magnitude to the evaporative cooling of the surface (Sacks
et al., 2009). However, the global scale studies do not illustrate in depth if and how
irrigation in certain regions translates to an impact on the state of the surface and the
atmosphere in regions in a substantial distance from the irrigated areas. The present
study aims to bridge the gap between the detailed understanding of processes on the re-
gional scale, provided by the regional studies, and the related impacts on the global scale.
Several simulations using the Max Planck Institute for Meteorology’s Earth System
Model (MPI-ESM) were performed to investigate possible effects due to irrigation on a
transcontinental scale. Model-based studies necessarily involve uncertainties related to
the model’s structure on one hand and due to simplifications required for the represen-
tation of irrigation on the other. To account for these uncertainties, several irrigation
simulations were performed with variations in the model’s structure, namely the land
surface-atmosphere coupling (de Vrese et al., 2015), and the assumed irrigation efficiency.
In section 4.2 the MPI-ESM is briefly introduced and the irrigation scheme as well as
the simulations performed are described. By comparing simulations with and without
irrigation, the impact of irrigation on remote regions is estimated in section 4.3. Section
4.4 briefly summarizes the main findings.
4.2. Methods
The simulations for this study were performed using the MPI-ESM’s land surface model
JSBACH (Raddatz et al., 2007; Brovkin et al., 2009; Ekici et al., 2014) coupled to the
atmospheric general circulation model ECHAM6 (Stevens et al., 2013). In the following
these will be referred to as ECHAM/JSBACH. In the simulations sea surface tempera-
ture and sea-ice extent are prescribed, following the protocol of the Atmospheric Model
Intercomparison Project ( AMIP ) (Gates et al., 1999). The model was run using a
vertical resolution of 47 model levels, of which the lowest is located on a height of about
30m. The horizontal resolution of the simulations was T63, which corresponds to a grid-
spacing of ≈ 200 km in tropical latitudes. With respect to hydrology, no vertical levels
are distinguished below ground, and the soil is represented by a simple bucket. Spatial
sub-grid scale heterogeneity on the land surface is modelled by tiles which, depending
on the surface-atmosphere coupling scheme, are either implicitly or explicitly used in
the representation of physical processes.
In ECHAM6 the advective transport is modelled using the flux-form semi-Lagrangian
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scheme, proposed by Lin and Rood (1996), as the extension of an Eulerian multidi-
mensional flux-form scheme. In the operational setup, JSBACH and ECHAM6, i.e.
land surface and atmosphere, are coupled with a parameter aggregation scheme. In this
scheme, surface sub-grid scale heterogeneity is treated only implicitly, as in the calcu-
lations of most physical processes, the surface in each grid box is represented by a set
of effective parameters which are valid for the entire grid box. The determination of
an effective grid box mean albedo is described in Otto et al. (2011), the aggregation of
the surface roughness length of different tiles follows Mason (1988); Claussen (1991);
Claussen et al. (1994) and the aggregation of vegetation, soil and hydrological param-
eters is done by an averaging which accounts for the respective cover fractions (Kabat
et al., 1997; Feddes et al., 1998). Based on the effective parameters, the surface fluxes
are calculated using a bulk-exchange formulation that applies approximate analytical ex-
pressions similar to those proposed by Louis (1979) to determine the transfer coefficients.
For this study two additional schemes for the land surface-atmosphere coupling were
implemented into ECHAM/JSBACH, namely a simple flux aggregation scheme and the
newly developed VERTEX scheme. In the simple flux aggregation scheme, surface het-
erogeneity is explicitly represented and physical processes are modelled based on the
tile specific parameters. However, this is only true for processes at the surface, as it
is assumed that the surface fluxes stemming from the individual tiles have mixed hor-
izontally below the lowest atmospheric model level, so that the atmosphere remains
horizontally homogeneous. The simple flux aggregation scheme in JSBACH, follows the
general method for an implicit surface-atmosphere coupling proposed by Polcher et al.
(1998); Best et al. (2004).
The VERTEX scheme is also based on an aggregation of the surface fluxes, but explic-
itly accounts for spatial heterogeneity within the lowest layers of the atmosphere and
resolves the vertical turbulent mixing process with respect to the surface tiles (de Vrese
et al., 2015). In the atmosphere, the vertical fluxes are modelled by a modified version
of the turbulent kinetic energy scheme described in Brinkop and Roeckner (1995). The
turbulent viscosity and diffusivity are described by a function of the turbulent kinetic
energy, the turbulent mixing length (Blackadar, 1962) and a stability function that de-
pends on the moist Richardson number (Mellor and Yamada, 1982).
In the VERTEX scheme, this is done for the individual tiles separately within the low-
est three layers of the atmosphere. Here, the fluxes within the individual tiles are not
treated independently of each other but are assumed to mix horizontally to a certain
extent. Thus, the vertical flux from a given tile influences the states of all the tiles on
the level above. The extent to which the vertical fluxes blend horizontally is determined
based on the ratio of the height of a model level and the blending height. The latter can
be estimated as a function of friction velocity, the horizontal windspeed and the charac-
teristic length scale of the respective surface heterogeneity (Mahrt, 2000). In this study
the characteristic length scales required for the computation of the blending height were
derived from the Global Land Cover Map 2009 (GLOBCOVER) (Arino et al., 2012).
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For areas in which the dataset classified agricultural areas as rainfed even though these
are equipped for irrigation, the characteristic length scales were determined based on
the areas of rainfed crops, assuming that the areas are equipped for irrigation but not
irrigated during the passing of the satellite (see Fig. 36).
In the flux aggregation schemes the homogeneous subareas within one grid box interact
only via the vertical turbulent fluxes. Below the surface a horizontal flow of water and
heat is not represented in the model and the soil moisture and temperature in a given
tile is independent of the other tiles. As the surface fluxes have a highly non-linear de-
pendency on the state of the surface and the atmosphere, each of the coupling schemes
leads to a distinct representation of the link between land surface and atmosphere.
JSBACH was equipped with an irrigation scheme in which irrigation is simulated by
maintaining the soil moisture in the tile representing irrigated crops close to the level
at which potential transpiration is reached, i.e. 75 % of the field capacity. The cover
fraction of the irrigated crop tile, which constitutes roughly 2 % of the land surface, was
derived from the fifth version of the global map of irrigation areas (Siebert et al., 2005;
Siebert et al., 2013) (Fig. 18 a). In the present setup of JSBACH, each tile consists of
a vegetated and a non-vegetated fraction, whose extents vary, depending on the current
state of vegetation (note that the permanent bare soil fraction, i.e. the area that is
uninhabitable to vegetation has already been integrated to a dedicated tile).
While the amount of water required for irrigation was calculated only for the vegetated
fraction, it was applied to the entire tile. Hence, unless the tile is fully vegetated the soil
moisture due to irrigation was below 75 % of the field capacity. The soil moisture in the
irrigated tile was increased at the beginning of each 20-minute time step. The amount
of water added during irrigation irrigtcrop_irrig in time step t and the soil moisture in
the irrigated crop tile wt,startcrop_irrig at the beginning of each time step are calculated using
the water holding capacity of the soil wmax, a coefficient representing the fraction of soil
moisture required for transpiration to occur at the potential rate cpot_trans (0.75), the
soil moisture in the irrigated tile at the end of the previous time step wt−1,endcrop_irrig and the
vegetation ratio at the beginning of the time step vegt,startcrop_irrig.
irrigtcrop_irrig = (wmax · cpot_trans − wt−1,endcrop_irrig) · vegt,startcrop_irrig (22a)
wt,startcrop_irrig = w
t−1,end
crop_irrig + irrigtcrop_irrig (22b)
, for wt−1,endcrop_irrig < wmax · cpot_trans
Based on this simple irrigation scheme, an ensemble of three 21-year AMIP-style simu-
lations was performed for the years 1979 -1999 (Table 5). From these, the first year was
required for the spin-up of the model and is not considered in the analysis. The simu-
lations differ exclusively in the way that the land surface is coupled to the atmosphere,
i.e. via a parameter aggregation scheme (PI1), a simple flux aggregation scheme (SI1) or
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the VERTEX scheme (VI1).
Furthermore, two additional simulations (VImin, VImax) with the VERTEX scheme were
performed, in which the irrigation efficiency was modified, by varying the non-vegetated
fraction of the grid box which receives water during irrigation. To be able to modify the
irrigation efficiency, the irrigated crop tile was split into an irrigated vegetated tile, which
on annual average constitutes roughly 1 % of the land surface, and a potentially irrigated
non-vegetated tile, which constitutes the remaining 1 %. The respective cover fractions
were not calculated but prescribed based on the cover fraction and the vegetation ratio
of the irrigated crop tile in the initial simulation with the VERTEX scheme (VI1). To
ensure that the simulations were based on an identical area vegetated by crops, the
cover fraction of the (fully vegetated) irrigated crop tile cfveg_crop_irrig,X (X ∈ {VImin,
VImax}) was determined based on the cover fraction cfcrop_irrig,VI and the vegetation
ratio vegcrop_irrig,VI of the crop tile in simulation VI:
cfveg_crop_irrig,X = cfcrop_irrig,VI · vegcrop_irrig,VI (23a)
vegveg_crop_irrig,X = 1.0 (23b)
The cover fractions were determined based on 20-year monthly mean values and the
cover fraction for a give time step was calculated by linearly interpolating between the
monthly mean values.
For a scenario assuming perfect irrigation efficiency water was applied only in the fully
vegetated irrigated crop tile and no water was applied to the soil in the potentially irri-
gated non-vegetated tile (VImin).
For the second scenario, a very poor irrigation efficiency was assumed (VImax). The aim
of this scenario was to not only simulate transpiration from the irrigated crops, but to
account for evaporation from bare soil areas and from parts of the irrigation infrastruc-
ture such as reservoirs and channels. The latter of which can not be simulated directly
with ECHAM/JSBACH. Accordingly, irrigation was applied in the fully vegetated crop
tile and also in an irrigated bare soil tile. The cover fraction of the irrigated bare soil
tile cfbare_irrigImax was calculated based on the fraction of the vegetated crop tile and the
assumed irrigation efficiency of a given region effirrig,region, taken from Döll and Siebert
(2002):
cfbare_irrigImax = cfcrop_irrig,VI · (1/effirrig,region − 1) (24a)
, for cfcrop_irrig,VI · (1/effirrig,region − 1) < cfbare,VI + cfcrop_irrig,VI · (1− vegcrop_irrig,VI )
, cfbare_irrigImax = cfbare,VI + cfcrop_irrig,VI · (1− vegcrop_irrig,VI ) otherwise. (24b)
Additionally, for this scenario the target soil moisture in irrigated regions was set to
the field capacity to best represent inundated surfaces in rice growing regions, which
constitute about 43% of the global irrigation water demand (Bouman et al., 2007). The
amount of water donated to the non-vegetated fraction is calculated analogous to Eq.
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22 but omitting the scaling with the vegetation ration and using wmax as target soil
moisture.
irrigtbare_irrig = wmax − wt−1,endbare_irrig (25)
To determine the impact of simulated irrigation on the state of the surface and atmo-
sphere and the surface energy and moisture fluxes, the above irrigation simulations were
compared to three reference simulations PR,SR,VR. These are identical to PI,SI,VI,
but without a representation of irrigation in the respective areas. Finally, an idealized
irrigation simulation (VIideal) was performed to investigate the distance between the ir-
rigated regions and areas in which impacts due to irrigation are still perceivable. Here,
irrigation was modelled analogous to VImax, but with irrigation limited to a region in
Eurasia between 0◦N - 45◦N and 30◦E - 95◦E from which also the Arabian Peninsula
was excluded. An overview over all simulations is provided in table 5.
4.3. Impact of irrigation on remote regions
Depending on the simulation and variable investigated, irrigation has a robust impact on
5 % to 20 % of the land surface (Fig. 18). A robust impact is assumed when the differ-
ences between irrigation and control simulation are statistically significant (p < 0.05) and
larger than ECHAM/JSBACH’s internal model variability. The internal variability was
derived from the ensemble spread of 3×5 simulations performed with ECHAM/JSBACH
(de Vrese and Hagemann, 2015). Around 70 % of all irrigated areas are located in South,
Southeast and East Asia (SA-REGION, i.e. 40◦E - 130◦E; 0◦ - 45◦N) and most robust
impacts on climate can also be found in this region.
Figure 18: a) Cover fraction of the irrigated crop tile (PI, SI, VI); 20-year mean difference in surface
temperature b) PI - PR c) SI - SR d) VI - VR e) VImin - VR f) VImax - VR; grid box mean; black




































































































































































































































































































































































































































































































































































Nonetheless, results indicate that many robust irrigation induced impacts on climate
occur far away from the irrigated areas and are most likely the result of changes in large
scale circulations. For example, VI exhibits a pronounced increase in surface tempera-
ture in northern Canada and Alaska, which has also been found by Sacks et al. (2009).
They argued that the warming is possibly related to the deepening of a low-pressure sys-
tem centred off the coast of Alaska during winter, i.e. the Aleutian Low, which causes
the inland transport of more warm, moist air from the Gulf of Alaska. In the present
study, the relation between irrigation and a strengthening of this low-pressure system
is only speculative, especially because the simulated irrigation in North America in VI
is not very pronounced. In general, it is extremely difficult to link any change in large
scale circulations to irrigation.
However, VI also exhibits robust remote, even transcontinental impacts on climate,
which can be attributed to irrigation directly. Several mechanisms can be distinguished
by which irrigation affects regions in a substantial distance from the irrigated areas.
The most straightforward of these is the advection of moisture from irrigated regions.
Here, the term advection is used in the strict sense of the word but also as a synonym
for a sequence of consecutive advection, precipitation and re-evaporation of moisture.
Studies indicate that a large fraction (over 75 %) of the evapotranspiration in regions in
India, Pakistan, Bangladesh, Iran, Iraq, Turkey etc. in which irrigated areas constitute a
substantial fraction of the land surface, leads to precipitation in other continental areas
(Dirmeyer et al., 2009; van der Ent et al., 2010). At the same time, the precipitation in
many regions in East Asia, North East and Central Africa has its origins in continen-
tal evapotranspiration. Consequently, it is highly plausible that also evapotranspiration
from irrigated areas affects remote regions by the advection of water vapor (Fig. 19).
As mentioned in section 4.1, regional studies have shown the impact of irrigation on the
South Asian monsoon. Owing to the size of the monsoon system, any effects due to
alteration of the monsoon will not be confined locally. Therefore, the impact on regional
circulations such as the Asian monsoon constitutes another important mechanism by
which irrigation may affect the climate in remote regions.
4.3.1. Advection of water vapor
During the onset of boreal spring (February-March) the evaporative moisture flux re-
sulting from irrigation in regions in the Middle East (these will for simplicity be called
the western regions) is still small and in most of these areas the amount of water applied
at the surface is below 2mmmo−1 (grid box average). In regions further east such as
India, Pakistan and Bangladesh (eastern regions), the evaporative flux is already very
pronounced and the amount of water applied is well above 2mmmo−1. Accordingly, in
the respective regions the specific humidity in the low atmosphere (up to a height of
4500m) is up to 1 g kg−1 larger in VI than in VR. Additionally, the low atmospheric
winds (up to 4500m) on the Eurasian continent are in easterly directions, so that a
large share of the moisture in the atmosphere which evaporated in the western regions,
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is transported eastwards towards South Asia. At the same time, the winds in the Ara-
bian Sea are in southwesterly direction. Consequently, a large share of the atmospheric
water vapor, originating from irrigation in the eastern regions and also from the mois-
ture transported eastwards from the western regions, is advected across the Arabian
Sea towards the east coast of Africa. Here, the specific humidity in the low atmosphere
increases by up to 0.75 g kg−1 (Fig. 19 a).
During April the winds in the Arabian Sea turn so that the moisture advection from the
eastern regions towards Africa ceases (Fig. 19 b). However, irrigation in the western
regions increases distinctly and water vapor stemming from evapotranspiration in these
regions is transported southwards by winds that originate in the northwest and turn
south and eventually west at the eastern coast of Africa. This transport leads to an
increase in specific humidity of more than 1.0 g kg−1 in regions as far west as Nigeria. In
May this clockwise wind pattern expands eastwards, so that increasingly moisture from
irrigated areas in the Middle East is transported southward into Africa. Here, the winds
carrying water vapor are diverted westwards by southeasterly dryer winds (Fig. 19 c).
Figure 19: 20-year mean monthly difference VI - VR in specific humidity in the low atmosphere
(1000 − 600hpa); a) MAR b) APR c) MAY d) JUN e) JUL f) AUG; red streamlines indicate wind
direction and speed from the irrigation run, green contours indicate areas in which grid box mean
irrigation > 2.1mmmo−1
During summer (June - August) the wind field changes and the northerly winds carry-
ing water vapor from irrigated regions are diverted eastwards across the Arabian Sea
(Fig. 19 d,e,f). Accordingly, there is still a pronounced humidity transport into the
Arabian Peninsula but the subsequent water vapor transport westwards from the east
coast of Africa ceases. Thus, the increase in specific humidity in Africa in VI is less
pronounced during this season and is possibly related to local moisture recycling rather
than moisture advection (van der Ent et al., 2010). During autumn and winter, there is
a substantial reduction in irrigation, as compared to spring and summer. Consequently,
there is only a minor advective water vapor transport into the Arabian Peninsula or
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Africa during these seasons (not shown).
Siebert et al. (2015) estimated that the extent of irrigated areas has almost tripled during
the second half of the twentieth century. Consequently, there should be a noticeable
increase in precipitation in Eastern Africa for this period, induced by the related moisture
transport. In fact, observations (Climate Research Unit data (CRU) Harris et al. (2013),
Global Precipitation Climatology Centre data (GPCC) Schneider et al. (2013)) show
increasing rainfalls in Eastern Africa between 1951 and 2000, while in the largest part
of Africa precipitation exhibits a negative trend (Fig. 20 a,c). Some studies suggest
that the increase in precipitation in Eastern Africa is caused by changes in the sea
surface temperature in the Indian Ocean and changes in the eastern hemisphere Walker
circulation (Indeje and Semazzi, 2000; Behera et al., 2005; Shongwe et al., 2011; Williams
and Funk, 2011; Lyon and DeWitt, 2012; Yang et al., 2014). These changes result in
a strong increase in precipitation predominantly between October - December. Here,
observations indicate an increase in precipitation also during March - May for some
regions in Eastern Africa (Fig. 20 b,d). This is the time when the moisture transport
from irrigated areas in Eurasia towards Eastern Africa is most active. Hence, it is very
plausible that one of the multiple causes for the increase in precipitation in Eastern
Africa during the second half of the twentieth century is the expansion of irrigated areas
in Eurasia. Furthermore, the reference run shows a strong negative precipitation bias
(in comparison to WATCH Forcing Data (WFD), Weedon et al. (2011)) in Eastern and
parts of Central Africa especially during spring (Fig. 20 e,f). This bias is not related
to the sea surface temperatures in the Indian Ocean as these are prescribed based on
observations (Gates et al., 1999). At the Horn of Africa and regions west of it, this
precipitation bias is strongly reduced by the simulated irrigation, which supports the
existence of a remote impact of irrigation in Eurasia on precipitation in Africa (Fig. 20
g,h).
Figure 20: 50-year precipitation trend (1951 -2000): annual mean a) GPCC data c) CRU data, March
- May mean b) GPCC data d) CRU data; VR Precipitation bias (compared to WFD): e) annual mean,
f) MAM mean; 20-year mean precipitation difference VI - VR: g) annual mean, h) MAM mean
There is not only a south-westwards advection of water vapor towards Africa, but also a
strong eastward moisture transport, which leads to an increase in specific humidity over
large regions in China, where no or only very little irrigation takes place (Fig. 19). With
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winds turning north-eastwards over the Arabian Sea during spring, more moisture is
being advected towards China rather than Africa. Consequently, the increase in specific
humidity in the respective regions becomes exceedingly pronounced, i.e. substantially
more than 1.0 g kg−1. This mechanism is most clearly visible during June and July, when
also the evaporative fluxes due to irrigation and the irrigation donations are largest.
With the onset of the summer monsoon, precipitation increases and less irrigation is
simulated in VI. Therefore, during July, August and September the differences in specific
humidity between the VI and VR decrease. Also during autumn and winter there is only
a minor advective moisture transport towards China (not shown).
Figure 21: 20-year mean difference PI - PR (a,d,g,j), SI - SR (b,e,h,k),VI - VR (c,f,i,l): specific humidity
(a,b,c) and cloud cover in the low atmosphere (1000 − 600hpa)(d,e,f), precipitation (g,h,i) and surface
temperature (j,k,l); red streamlines indicate wind direction and speed from the irrigation run, green
contours indicate areas in which grid box mean irrigation > 25mma−1
Due to irrigation in VI, also the annual mean specific humidity in the low atmosphere
increases by up to 0.5 g kg−1 in regions with a large extent of irrigated areas (Fig. 21
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c). As shown above, this moisture is transported to remote regions, where it leads to
an increase in annual mean precipitation by up to 0.6mmd−1 and thereby to increased
evapotranspiration and an evaporative cooling of the surface (Fig. 21i). Additionally,
the increase in atmospheric specific humidity affects the formation of clouds low in the
atmosphere, i.e. annual mean aggregate cloud cover in the low atmosphere increases in
parts by more than 7.5 %, which reduces incoming solar radiation at the surface (Fig.
21 f). In combination, these two effects induce a cooling of the surface by up to 0.6K
(Fig. 21 l).
Thus, irrigation affects areas in a substantial distance downwind of the irrigated areas.
Results indicate that westerly winds transport moisture from irrigated areas in South
Asia and adjacent regions across China and, in combination with local irrigation, induce
a robust cooling of the surface in regions as far as the eastern coast of China. Moisture
from irrigated areas in the Middle East is advected across the Arabian Peninsula into
Africa. Additionally, water vapor is transported across the Arabian Sea from South
Asia towards eastern Africa. The moisture advected from regions in the north and
in the northeast, robustly increases cloud cover, precipitation, evapotranspiration (not
shown) in Eastern and Central Africa and, by evaporative cooling and a reduction of
net solar radiation, robustly reduces surface temperatures in areas in Somalia, Ethiopia,
South Sudan, the Central African Republic and the Democratic Republic of the Congo.
These effects can in some areas be substantial. For example in some regions in Eastern
and Central Africa, up to 20 % of the annual precipitation can be attributed to irrigation
in the Middle East as well as in irrigated areas across the Arabian Sea (Fig. 22).
Figure 22: 20-year mean difference in specific humidity in the low atmosphere (1000 − 600hpa); a)
VImin - VR b) VI - VR c) VImax - VR; red streamlines indicate wind direction and speed from the
irrigation run, green contours indicate areas in which grid box mean irrigation > 25mma−1; 20-year
mean difference in precipitation relative to reference run d) VImin - VR e) VI - VR f) VImax - VR; areas
in which differences are not robust have been masked
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4.3.2. Effects on regional circulations
Irrigation in VI also has a direct effect on regional atmospheric circulations and asso-
ciated precipitation patterns such as the South and East Asian monsoon. A cooling of
irrigated areas in South and Southeast Asia induces a weakening of the summer monsoon
by altering the land sea thermal contrast that drives the monsoon winds (Douglas et al.,
2009; Lucas-Picher et al., 2011). Accordingly, the south-westerly winds during May and
June which are associated with the East Asian summer monsoon are weaker in VI than
in VR (Fig. 23).
Figure 23: 20-year mean MAY difference between irrigation run and reference run (VI - VR); a)
precipitation, b) surface temperature; red streamlines indicate differences in wind direction and speed
in the low atmosphere (1000 − 600hpa), green contours indicate areas in which grid box mean irrigation
> 2.1mmmo−1
In heavily irrigated regions, a reduction of precipitation due to a weakening of the mon-
soon is masked by an increase in evapotranspiration and the enhanced local recycling of
moisture in VI. However, in regions with less irrigation such as Myanmar, a weakening
of the monsoon leads to a reduction in precipitation and consequently in the available
water at the surface. This induces a decrease in evapotranspiration and higher sur-
face temperatures. This effect can be seen in, e.g., Myanmar and parts of Southwest
China, where in May and June precipitation is reduced by up to 2.5mmd−1 and surface
temperature increases by up to 1.5K (Fig. 23). Due to the impact on the monsoon,
irrigation in VI does not only lead to a transcontinental increase in precipitation but
can also cause a decrease in precipitation, evapotranspiration and thus a robust increase
in surface temperature in remote regions. By simulating a decrease in precipitation and
evapotranspiration and an increase in surface temperatures in East India, Bangladesh,
Nepal and Myanmar, VI is in good agreement with modelling studies that use higher
resolved regional models (Saeed et al., 2009; Tuinenburg et al., 2014).
4.3.3. Influence of surface-atmosphere coupling and irrigation efficiency
If these effects are present at all in PI (Fig. 21 a,d,g,j) and SI (Fig. 21 b,e,h,k), they
are much less pronounced than in VI. For example, neither PI nor SI indicate an in-
creased moisture transport across the Arabian Peninsula and there is no robust cooling
of the land surface in eastern Africa. At the same time, it is impossible to directly link
the slight increase in precipitation and cooling of the surface in eastern Africa to any
irrigation in South Asia. A seasonal analysis (not shown) indicates that during spring
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there is no increase in moisture advection across the Arabian Sea in east - west direction.
During the time when the Arabian Sea is dominated by easterlies (autumn and winter),
actually drier air is being advected towards Africa for a substantial share of the time.
In Southeast Asia the remote effects of irrigation are equally small.
For PI strong differences in specific humidity within the low atmosphere are limited to
the heavily irrigated regions in India. Effects on cloud cover, precipitation and surface
temperature possibly extent eastwards until Southwest China but are still confined to
a much smaller area than for VI. In case of SI effects due to irrigation are also more
locally confined than for VI. For example, there is a strong increase in cloud cover and
precipitation at the east-coast of China, however this can most likely be attributed to
local irrigation in combination with irrigation in the Indochinese Peninsula rather than
irrigation in regions in South Asia.
The absence of transcontinental effects in PI and SI is not primarily related to differ-
ences in the wind fields between PI, SI and VI, as these are only minor. Contrary, the
variations in the irrigation induced increase in atmospheric water vapor are substantial
and can be related to differences in the coupling schemes used for VI, PI and SI, which
result in differences in the simulated local moisture recycling (Fig. 24). Contrary to the
parameter and simple flux aggregation scheme, the VERTEX scheme is not based on
the restrictive assumption of atmospheric homogeneity, as sub-grid scale heterogeneity
in the lowest layers is explicitly represented. Furthermore, simulated precipitation and
near surface temperature, in regions in which irrigated areas constitute a large share of
the land surface, are consistently closer to WFD when using the VERTEX scheme (not
shown). This indicates that in PI and SI important processes are not well represented
which leads to an underestimation of the effects of irrigation.
Generally, the way irrigation affects remote regions in case of VImin and VImax is similar
to VI (Fig. 18, 22). In both simulations there is an increase in the eastwards moisture
advection across China, an increase in the transport of moisture across the Arabian
Peninsula into Eastern Africa and in the moisture advection from South Asia across
the Arabian Sea during spring. However, whether this leads to robust impacts on the
simulated climate in the respective regions depends largely on the amount of additional
moisture advected, thus on the amount of water introduced into the atmosphere as a
result of irrigation (Fig. 24).
For example, with respect to VImin, the robust temperature decrease in eastern China is
less pronounced than for VI, and there is almost no robust cooling of the surface or an
increase in precipitation in Eastern Africa. On the contrary, VImax constitutes a much
more extensive surface cooling in China, and the area in Eastern Africa exhibiting a
robust cooling of the surface almost entirely covers Ethiopia, Kenya, Uganda, South Su-
dan, the Central African Republic and the Democratic Republic of the Congo. Also the
irrigation induced increase in precipitation is substantial and the area that exhibits rela-
tive increases in precipitation of more than 20 % almost entirely covers eastern Ethiopia
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and Kenya (Fig. 22).
Figure 24: 20-year mean difference in the atmospheric column between irrigation runs PI, SI, VI, VImin,
VImax and reference runs PR, SR, VR specific humidity in South and Southeast Asia (SA-REGION)
Due to the low irrigation efficiency assumed for VImax, also local irrigation may have a
pronounced impact on the atmospheric water vapor, making it very difficult to attribute
the increase in the atmospheric humidity to local sources or to moisture which is ad-
vected into the region. However, an investigation of the surface water balance in the
respective regions revealed that the strong increase in atmospheric water vapor can not
be explained exclusively by local irrigation (not shown).
Furthermore, an idealized simulation was performed, in which irrigation was limited
to an area in Eurasia between 30◦E - 95◦E, from which also the Arabian Peninsula
was excluded. Otherwise the simulation was performed analogous to VImax. Even with
the irrigation limited to this area, there is still a pronounced increase in the advective
moisture transport into Africa and towards the east coast of China (Fig. 25 a). In Africa
the area in which precipitation is robustly affected by irrigation in Eurasia stretches far
into the Democratic Republic of the Congo and Tanzania (Fig. 25 b).
Figure 25: 20-year mean difference VIideal - VR: a) specific humidity in the low atmosphere (1000 −
600hpa); red streamlines indicate wind direction and speed from the irrigation run, green contours
indicate areas in which grid box mean irrigation > 25mma−1; b) precipitation, relative to reference
run; areas in which differences are not robust have been masked
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With robust increases in precipitation around the African Great Lakes, this places the
closest irrigated areas in Iran and Iraq in a distance of at least 4000 km. From regions at
China’s east coast, where robust relative increases of precipitation are above 15 %, the
distance to the nearest irrigated area in Mongolia is well above 2500 km. This confirms
that local irrigation in the respective regions has only a minor effect and the largest
impact stems from irrigation several thousand kilometres away.
Additionally, both, VImin and VImax, indicate an impact of irrigation on the Asian mon-
soon in the region around Myanmar, i.e. a reduction in precipitation and a consequent
increase in surface temperature. However, this impact is much less pronounced than
in VI. It can be speculated that this is because in VImin the extent of surface cooling
is much smaller than in VI, so that the decrease in land-sea thermal contrast is much
weaker. Hence, the impact on the monsoon winds is much less pronounced for VImin than
for in VI (not shown). Contrary, in VImax the surface cooling in South and Southeast
Asia is very pronounced and the impact on the monsoon winds is evident (not shown).
However, because the increase in atmospheric water vapor in Southeast Asia is also much
stronger, the weakening of the monsoon and the consequent reduction in precipitation
is masked by an increase in precipitation related to irrigation.
4.4. Conclusion and Discussions
The simulations performed with ECHAM/JSBACH provide evidence that irrigation has
a direct impact on climate that extends over a distance of several thousand kilometres.
Simulations using the newly developed VERTEX scheme indicate that, by the advec-
tion of moisture, irrigation in South Asia influences precipitation, evapotranspiration
and surface temperatures in eastwards regions as distant as the eastern coast of China.
By the same mechanism, irrigated areas in the Midlle East and South Asia affect pre-
cipitation and surface temperatures in East and Central Africa.
In these regions, the transcontinental effects due to irrigation can be substantial. For ex-
ample, in certain areas in Eastern and Central Africa simulated precipitation increases
by over 20 % as a result of irrigation on the Eurasian continent. Here, observations
corroborate that the rapid expansion of irrigated areas during the second half of the
twentieth century was accompanied by an increase in rainfall over Eastern Africa, even
though other causes may well have constituted to this increase.
The strength of the simulated impact of irrigation on remote regions depends on the
characteristics assumed for the irrigated areas, namely the irrigation efficiency. This has
important implications with respect to real world irrigation. Thus, it may be inferred
that precipitation in eastern Africa is likely to increase in the future if there is an expan-
sion of irrigated areas in the Middle East or in South Asia. Likewise it is to decrease if
irrigation in the respective regions decreases as a result of water scarcity. This is espe-
cially relevant for regions in Eastern Africa in which droughts have caused humanitarian
catastrophes that affect millions of people (Maxwell and Fitzpatrick, 2012).
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Additionally, the results support regional studies which found a strong influence of irri-
gation on the Asian monsoon. Irrigation leads to an evaporative cooling of the surface
in irrigated areas in South and Southeast Asia. Consequently, the land-ocean temper-
ature gradient, driving the monsoon winds, is reduced. In strongly irrigated regions a
weakening of the monsoon and the consequent reduction of precipitation and evapotran-
spiration is masked by the increase in evapotranspiration from irrigated areas. However,
in regions with no or only little irrigated areas, a weakening of the monsoon results in
less precipitation and less evapotranspiration. The consequent reduction of evapora-
tive cooling leads to a local increase in annual mean temperature of up to 0.5K and
an increase of up to 1.5K during the (summer) monsoon season. Thus, it could be
demonstrated that, besides the transcontinental effect related to the advection of water
vapor, irrigation can also induce a decrease in precipitation and an increase in surface
temperature in remote regions, by affecting regional circulations.
These findings are limited to the simulations using the VERTEX scheme which, from the
three coupling schemes used, is based on the most physical assumptions and gives the
best results in comparison to WFD. This indicates that previous global studies which
used a parameter or a simple flux aggregation scheme for the land surface-atmosphere
coupling may have underestimated the large scale effects of irrigation.
To confirm the findings of this study and to provide further insight into the processes
responsible for large scale effects, additional investigations are conceivable. On one
hand these should aim at the most realistic representation of irrigation characteristics,
as in this work a rather simplistic representation and plausible minimum and maximum
scenarios were investigated. On the other hand, the advective moisture transport should
be studied in more detail. With respect to irrigation, moisture tracking schemes have
already been used in regional studies and investigations with comparable schemes could
also be conducted for the global scale (Harding et al., 2013; Tuinenburg et al., 2014).
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5. Uncertainties in Modelling Irrigation
5.1. Introduction
Currently, irrigated areas comprise 18 % of the global cultivated areas. They provide
about 40 % of the total crop yield (Siebert et al., 2005), while constituting about 70 %
of humanity’s demand for fresh water (Wada et al., 2013). The role of irrigation-based
agriculture in global food production is prognosed to become increasingly challenging, as
it is assumed that already between the years 2000 and 2025 a possible 40 % increase in
food demand has to be met with a 10−20 % reduction of the agricultural use of freshwa-
ter resources (Lotze-Campen et al., 2008). At the same time the estimates for additional
agricultural water requirements range as high as 5000 km3 a−1 with an expected increase
in area required for crop and cattle of about 50−70 % (De Fraiture and Wichelns, 2010).
But irrigation does not only have an importance with respect to satisfying global food
demands, but also because of its impact on climate. Irrigation strongly affects the hydro-
logical cycle and the land surface energy budget by the redistribution of water. Currently,
the amount of water delivered via irrigation is estimated to be more than 2500 km3 a−1
which is equal to about 2 % of precipitation over land (Shiklomanov, 2000). Numerous
studies using a variety of models have shown that irrigation significantly affects regional
climate and possibly even climate on the global scale. These studies investigate a wide
range of scales, varying from the direct impact on climate in irrigated regions (Douglas
et al., 2006; Kueppers et al., 2007; Douglas et al., 2009; Lobell et al., 2009; Saeed et al.,
2009; Tuinenburg et al., 2014), to the global impact (Boucher et al., 2004; Sacks et al.,
2009). They cover a broad scope including the impact of irrigation in comparison to
other anthropogenic influences such as deforestation (Gordon et al., 2005; Lobell et al.,
2006b), irrigation water demand, also with respect to its impact on freshwater resources
(Döll and Siebert, 2002; Tiwari et al., 2009; Liu and Yang, 2010; Wada et al., 2012,
2013; Yoshikawa et al., 2013) or the impact with respect to changing climate conditions
e.g. (Lobell et al., 2006a; Puma and Cook, 2010; Cook et al., 2011). A summary of
recent studies can be found in Hagemann et al. (2014).
All model based studies necessarily involve simplifying assumptions with respect to the
representation of irrigation, and are therefore subject to uncertainties. One prominent
example for this is the way the irrigation water is introduced into the model. One possi-
ble approach is to represent irrigation by adding water to the soil whenever the value of
an indicator variable passes a certain threshold. For example, Sacks et al. (2009) added
water at a predetermined rate whenever the leaf area index (LAI) in the respective re-
gions was larger than 80 % of the maximum LAI in order to simulate irrigation during the
growing season. In this approach, the irrigation flux depends exclusively on vegetation
characteristics and is independent of the actual saturation of the soil. Consequently, the
highest water demand is computed for the height of the growing season which, on a global
average, is between June and November. For example in India, the two main cropping
seasons, the Kharif (July – October) and the Rabi cropping season (October-March)
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mainly fall in this period. This is also the summer monsoon season (May - September)
in India and Southeast Asia and the soil in the affected regions exhibits a high moisture
content due to pronounced precipitation. Thus, a large share of the water added as
simulated irrigation has little effect on the plant available water, but mainly results in
an increase in runoff and drainage. Contrary to this, when introducing irrigation water
at a rate that depends on the saturation of the soil, the largest irrigation demand is
calculated for spring, i.e. March - May, which is also in agreement with irrigation water
requirements determined in studies using water demand models (Döll and Siebert, 2002).
Nonetheless, there are few studies which aim at the effects related to differences in the
representation of irrigation within models as a key factor of uncertainties. In these
studies the focus is mainly on irrigation characteristics such as the extend of irrigated
areas or timing and mode of delivery, e.g. Sacks et al. (2009); Yoshikawa et al. (2013).
With respect to these characteristics, global data coverage is patchy and in most mod-
els the representation of irrigation characteristics is very simplistic. The present study
aims to improve the state of knowledge in this respect by performing complementary
investigations using the atmospheric and land surface component of the Max Planck
Institute for Meteorology’s Earth System Model (ECHAM/JSBACH). The goal is to
estimate variations of the impact of irrigation on simulated climate due to variations of
the modelled irrigation efficiency and timing of delivery. These can be used as a proxy
for uncertainties related to the lack of accuracy with respect to a realistic representation
of irrigation in a model.
The impact of irrigation on simulated climate may also differ severely between models
even when identical assumptions are made for the irrigation characteristics (Tuinenburg
et al., 2014). These differences are related to variations in the more general model physics
and the model’s structure, such as resolution of the model and its parametrizations. To
provide a rough estimate for uncertainties related to differences in the model’s structure
and its parametrizations, the simulated impact of irrigation is compared between simu-
lations using different schemes for the land surface-atmosphere coupling. This aspect of
the model’s structure was chosen because it strongly affects the treatment of irrigated
areas as a sub-grid scale heterogeneity and the way moisture is transported from the
surface to the atmosphere. Both of which are important factors for the simulated im-
pact of irrigation on climate, hence the surface-atmosphere coupling is expected to be
the source of large uncertainties in the simulation of irrigation.
For the study several simulations were performed using ECHAM/JSBACH. The changes
made in the model to simulate irrigation are described in section 5.2. Furthermore, the
section specifies the characteristics of the individual irrigation simulations. In section
5.3 the differences between simulations are analysed to estimate the variations of the
possible impact of irrigation on the state of the land surface and the atmosphere as an
approximation of the uncertainties involved in modelling irrigation. In section 5.4 the
main findings are shortly summarized and discussed.
78
5.2. Methods
All simulations with ECHAM/JSBACH were performed with prescribed sea-surface tem-
perature and sea-ice extent according to the protocol of the Atmospheric Model Inter-
comparison Project (AMIP) (Gates et al., 1999). The model was run with a resolution
47 of vertical model levels, of which the lowest is located at a height of roughly 30m and
a horizontal resolution of T63 which corresponds to a grid-spacing of roughly 200 km.
In the version of ECHAM/JSBACH that was used in this experiment three possibilities
exist to couple land surface and atmosphere, i.e. a parameter aggregation scheme, a
simple flux aggregation scheme and the VERTEX scheme.
In the parameter aggregation scheme, the state of the land surface (and the soil) as well
as the surface fluxes are modelled based on effective parameters which represent an en-
tire grid box. Here, the determination of an effective grid box mean albedo is described
in Otto et al. (2011), the aggregation of the surface roughness length of different tiles
follows Mason (1988); Claussen (1991); Claussen et al. (1994) and the aggregation of
soil and hydrological parameters is done according to Kabat et al. (1997); Feddes et al.
(1998). The surface fluxes, that link the land surface and the atmosphere, are calcu-
lated based on the effective parameters, using a bulk-exchange formulation. Here, the
bulk transfer coefficients are obtained with approximate analytical expressions similar
to those proposed by Louis (1979).
The second option is a simple flux aggregation scheme in which spatial sub-grid scale
heterogeneity is explicitly represented by individual tiles. In this approach the state of
the surface and the surface fluxes are modelled for each of the tiles separately. How-
ever, it is assumed that the vertical fluxes have blended horizontally below the lowest
model level of the atmosphere which interacts only with these aggregated fluxes, i.e.
spatial heterogeneity does not exist within the atmosphere. The simple flux aggregation
scheme implemented into ECHAM/JSBACH’s land surface model JSBACH (Raddatz
et al., 2007; Brovkin et al., 2009), follows the general method for an implicit surface-
atmosphere coupling proposed by Polcher et al. (1998); Best et al. (2004).
The third possibility is a coupling via the VERTEX scheme (de Vrese et al., 2015),
which also accounts for spatial heterogeneity within the lowest layers of the atmo-
sphere and further resolves the turbulent mixing process. As in the standard version of
ECHAM/JSBACH, the atmospheric vertical fluxes are modelled by a modified version of
the turbulent kinetic energy scheme described in Brinkop and Roeckner (1995), however
in the VERTEX scheme the process is resolved with respect to individual tiles. Here,
turbulent viscosity and diffusivity are described by a function of the turbulent kinetic
energy, the turbulent mixing length (Blackadar, 1962) and a stability function that de-
pends on the moist Richardson number (Mellor and Yamada, 1982). In the VERTEX
scheme, the fluxes within the individual tiles are not treated independent of each other
but are assumed to mix horizontally to a certain extent. Thus, the vertical flux from a
given tile may influence the states of all the tiles on the level above. In the VERTEX
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scheme the horizontal mixing of the vertical fluxes is modelled based on the concept of
the blending height. To determine the blending height, the scheme requires the charac-
teristic horizontal length scales of surface heterogeneity. These were derived from the
Global Land Cover Map 2009 (GLOBCOVER) (Arino et al., 2012). Here, the problem
existed that the dataset often classified areas as non-irrigated in which the respective
fields are equipped for irrigation but that were possibly not irrigated during the passing
of the satellite. In these cases the characteristic length scales were determined based on
the areas of rainfed crops (see Fig. 36).
In the simple flux aggregation scheme and in the VERTEX scheme the tiles within a
grid box interact only via the vertical turbulent fluxes. Below the surface a horizontal
transport of water and heat is not modelled and the soil moisture and temperature of a
given tile is independent of the other tiles.
For the study, JSBACH was equipped with an irrigation scheme very similar to the
one used in a previous study with ECHAM/JSBACH (Tuinenburg et al., 2014). For the
irrigation scheme, dedicated tiles to represent irrigated crops and the permanent bare soil
fraction of a grid box were implemented in JSBACH. The cover fraction of the irrigated
tile, which constitutes roughly 2 % of the land surface, was derived from the potentially
irrigated areas taken from the fifth version of the global map of irrigation areas (Siebert
et al., 2005; Siebert et al., 2013) (Fig. 26 h). In the scheme, irrigation is modelled by an
increase in soil moisture directly, which best resembles irrigation via a flooding of the
surface and disregards other reservoirs such as the canopy layer. The amount of water
used for irrigation is calculated to maintain the soil moisture within the vegetated part
of the irrigated crop tile close to the level at which potential transpiration is reached.
The water added by irrigation irrigtcrop_irrig in time step t and the soil moisture in the
irrigated crop tile wt,startcrop_irrig at the beginning of each time step are calculated based on
the saturation of the soil column as:
irrigtcrop_irrig = (wmax · cpot_trans − wt−1,endcrop_irrig) · vegt,startcrop_irrig (26a)
wt,startcrop_irrig = w
t−1,end
crop_irrig + irrigtcrop_irrig (26b)
, for wt−1,endcrop_irrig < wmax · cpot_trans
Here wmax is the water holding capacity of the soil, cpot_trans is a coefficient representing
the fraction of soil moisture required for transpiration to occur at the potential rate,
wt−1,endcrop_irrig is the soil moisture in the irrigated tile at the end of the previous time step
and vegt,startcrop_irrig is the vegetation ratio at the beginning of the time step. For specific
simulations additional alterations were made to JSBACH and to the irrigation scheme
which will be explained in the following.
Based on the irrigation scheme and the three coupling schemes described above, a three
member ensemble was simulated, i.e. PI1 (parameter aggregation), SI1 (simple flux
aggregation), VI1(VERTEX scheme). Each simulation encompasses the same 21-year
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period (1979-1999) from which the first year was required for the model spin-up and has
been omitted from the analysis (Table 6).
Moreover, an ensemble of four simulations (VI2 - VI5) using the VERTEX scheme was
conducted in which certain irrigation characteristics were varied, namely the fraction of
water donated to the non-vegetated fraction of the grid box as a proxy for the irrigation
efficiency, the target soil moisture in the irrigated fractions and the timing of delivery.
The aim was to estimate the sensitivity to a variation of these characteristics rather
than providing the most realistic representation of irrigation. Hence, the assumptions
on which VI2 - VI5 are based present plausible yet extreme scenarios.
In JSBACH each tile consists of a vegetated fraction as well as a dynamical bare soil
fraction and irrigation is applied in the entire tile, i.e. vegetated and dynamical non-
vegetated fraction alike. Note that the permanent bare soil fraction, i.e. the area that
is uninhabitable to vegetation, has already been integrated to a dedicated tile. Thus,
in the model setup used for PI1,SI1,VI1, it is impossible to determine the distribution
of water between the vegetated and the bare soil fraction of a tile. In order to regulate
the amount of water that is being donated to the non-vegetated part of the grid box,
the irrigated crop tile was split into two tiles, one representing the vegetated fraction
and the other representing the dynamical bare soil share of the irrigated crop tile. In
VI2 - VI5 the cover fractions of these tiles and the respective vegetation ratios were not
calculated by the model, but were specified based on the properties of the irrigated
crop tile simulated in VI1. This was done to ensure that in all simulations the actual
area covered by irrigated crops is the same and any difference between the simulations
can be attributed to a change in the representation of irrigation characteristics rather
than to differences in vegetated area in the irrigated crop tile. The cover fractions for
the irrigated crop tile cfcrop_irrig,X (X ∈ {VI2, VI3, VI4, VI5}) and the dynamical bare
soil tile cfbare_dyn,X were calculated based on the cover fraction cfcrop_irrig,VI1 and the
vegetation ratio vegcrop_irrig,VI1 of the crop tile in simulation VI1:
cfcrop_irrig,X = cfcrop_irrig,VI1 · vegcrop_irrig,VI1 (27a)
cfbare_dyn,X = cfcrop_irrig,VI1 · (1− vegcrop_irrig,VI1) (27b)
vegcrop_irrig,X = 1.0 (27c)
Here, the cover fractions were calculated from the 20-year monthly means and the values
prescribed at the beginning of each time step were determined through linearly interpo-
lation between the monthly values.
For VI2 a very high irrigation efficiency is assumed. Accordingly, irrigation is only ap-
plied in the fully vegetated irrigated crop tile and no water was donated to the bare soil
tile, i.e. cfbare_irrig,VI2 = 0.0.
VI3 is identical to VI2, with the exception of the timing of delivery. For VI3 irrigation
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is only applied biweekly (every 14 days), instead of irrigating at every time step. The
water was applied at the same time step in all irrigated areas, as studies showed the
actual time of the day, at which the soil is irrigated only has a minor effect (Sacks et al.,
2009).
In contrast, for simulations VI4 and VI5 a very low irrigation efficiency is assumed. The
simulations were designed to not only account for transpiration from the cropped areas
themselves, but to factor in unintended evaporation that occurs during the irrigation
process. This evaporation originates in the irrigation of bare soil areas and from parts
of the irrigation infrastructure such as reservoirs and channels, the latter of which can
not directly be simulated with ECHAM/JSBACH. In VI4 the irrigated non-vegetated
share of the grid box was modelled based on the hypothesis that irrigation is planned to
achieve maximum yield, i.e. that the entire area equipped for irrigation will be covered
by vegetation at a given point during the growing season. Furthermore, irrigation is
required not only when crops are fully grown but already when just shoots are present
or even when seeds are planted. Therefore, the irrigated area is assumed to be equal to
the area equipped for irrigation and the irrigated bare soil fraction is equal to the share
of the potentially irrigated areas not covered by vegetation, i.e. the dynamical bare soil
fraction of the irrigated crop tile in VI1.
cfbare_irrig,VI4 = cfbare_dyn,VI4 = cfcrop_irrig,VI1 · (1− vegcrop_irrig,VI1) (28)
In simulation VI5 it was assumed that the amount of water used for irrigation is propor-
tional to the growth of the crops, i.e. most water is required during the height of the
cropping season and only very little during the planting stage. Therefore, for VI5 the
regional irrigation efficiency effirrig,region was used as a very rough approximation for
the relation of the cover fractions of the irrigated non-vegetated tile and the irrigated
vegetated crop tile (Döll and Siebert, 2002). Here, the irrigated non-vegetated fraction
of the grid box can actually become larger than the dynamical bare soil fraction of the
irrigated crop tile in VI1 and is calculated as follows:
cfbare_irrig,VI5 = cfcrop_irrig,VI1 · (1/effirrig,region − 1) (29a)
, for cfcrop_irrig,VI1 · (1/effirrig,region − 1) < cfbare,VI1 + cfbare_dyn,VI5
, cfbare_irrig,VI5 = cfbare,VI1 + cfbare_dyn,VI5 otherwise. (29b)
In many studies the irrigation target soil moisture is equal to the level at which po-
tential transpiration occurs. In JSBACH this is at cpot_trans = 0.75. For soils with
wmax > 0.4m this target level does not induce bare soil evaporation in the irrigated
non-vegetated tile, when using a simple bucket scheme to represent the soil. This is
because bare soil evaporation only occurs if water is present in the upper 0.1m of the
soil reservoir, i.e. when wactual > wmax − 0.1m (Roeckner et al., 1996). In order to
estimate the maximum impact on evapotranspiration that an irrigation of the bare soil
tile has, the target soil moisture level in VI4 and VI5 was set to wi,startirrig = wmax.
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The plausibility of this assumption depends largely on the represented irrigation tech-
nique which can be fundamentally different with respect to the soil moisture level main-
tained. For certain types such as drip or sprinkler irrigation, maintaining the soil at
saturation level is quite an unrealistic supposition. However, for other techniques such
as basin irrigation, a permanently saturated soil is far more plausible. About 80 % of
the irrigated area in Asia can be attributed to the cultivation of rice (Seckler et al.,
1998). One method to cultivate rice is in form of lowland rice also known as the paddy
field, in which rice is planted in an area that is inundated for a large part of the growing
season. Around 75% of the world’s rice production is provided by irrigated low land
rice fields which maintain saturated soils for at least 80 % of the crops duration. Hence,
when considering that rice farming alone constitutes up to 43% of the global irrigation
water demand, a target soil moisture of wmax is a justified supposition (Bouman et al.,
2007).Thus the amount of water donated to the non-vegetated fraction is calculated
analogous to Eq. 26 but omitting the scaling with the vegetation ration and using wmax
as target soil moisture.
irrigtbare_irrig = wmax − wt−1,endbare_irrig (30)
Furthermore, three reference simulations PR,SR,VR were performed which are identical
to PI1,SI1,VI1 but without irrigation being accounted for. To investigate the impact of
irrigation on the simulated state of the surface and the atmosphere, the results of a
given irrigation simulation are being compared to the respective reference simulation.
In the following, the impact corresponding to a specific irrigation simulation, given by
the difference between the irrigation simulation and the respective reference simulation,
is referenced by Δ and an index referring to the simulation. For example, ΔVI3 denotes
the impact of simulated irrigation on a given variable, when using the VERTEX scheme
for the surface-atmosphere coupling, assuming a high irrigation efficiency and a biweekly
donation of water, i.e. ∆V I3 = VI3 − VR. The differences between the simulations are
briefly summarized in table 6.
Boucher et al. (2004) describe two main mechanisms by which irrigation affects climate:
– Evapotranspiration of irrigation water increases the latent heat flux and reduces
the sensible heat flux which is accompanied by an evaporative cooling of the sur-
face.
– Additional water vapour in the atmosphere leads to an increased absorption of
solar radiation and an additional green house effect. This water vapour eventually
condenses and releases heat, causing an additional warming of the atmosphere.
Accordingly, the expected impacts of irrigation on the state of the atmosphere are an
overall increase in water vapour and a pronounced decrease in temperature close to the
surface. With increasing height, the effects due to the additional water vapour in the
atmosphere compensate the cooling effects caused by the evaporative cooling at the

























































































































































































































































































































































































































































































































































































higher up in the atmosphere.
There are many other less direct effects. A change in water vapour profile may affect
convection, cloud formation and precipitation which could ultimately lead to a decrease
in atmospheric water vapour. The same holds for a change in the temperature profile
which may affect the saturation mixing ratio of water vapour, convection, cloud for-
mation, precipitation, etc. Sacks et al. (2009) concluded that indirect effects such as a
change in cloud cover have an impact at least comparable in magnitude to the evapora-
tive cooling of the surface.
Moreover, there are some important regional processes such as the South and East Asian
monsoon which can directly be affected by irrigation (Douglas et al., 2009; Lee et al.,
2009; Saeed et al., 2009; Niyogi et al., 2010; Saeed et al., 2013; Tuinenburg et al., 2014).
To maintain the level of complexity in our analysis as low as possible, we will mainly
focus on the two above effects and compare the surface values of irrigation water, surface
temperature and heat fluxes and the profiles of atmospheric temperature and specific
humidity between irrigation and reference simulations.
5.3. Results
5.3.1. Influence of surface-atmosphere coupling
The way the land surface is coupled to the atmosphere strongly affects the simulated
irrigation. The global gross irrigation water requirement ranges between 393 km3a−1
(PI1) and 1202 km3a−1 (SI1), so that the water requirements simulated with the flux
aggregation schemes are roughly three times larger than in the simulation using the
parameter aggregation scheme (Table 7, Fig. 26).
The amount of water donated via irrigation in SI1 (1202 km3a−1) and VI1 (1164 km3a−1)
is in much better agreement with other studies (e.g. Yoshikawa et al. (2013) and ref-
erences therein). The gross irrigation requirement constitutes only a very rough ap-
proximation of the amount of water that has an impact on the simulated climate. A
significant fraction of the water used for irrigation results in an increase in surface runoff
and drainage and, in the present model setup, does not have an effect on the simulated
climate. In order to evaluate the amount of climate relevant irrigation water, the differ-
ences in evapotranspiration between the irrigation run and the reference run are com-
pared. These can be used as a proxy for the net irrigation requirement as the difference
between potential evapotranspiration and evapotranspiration that would occur without
irrigation (Döll and Siebert, 2002). For ΔPI1 and ΔVI1 the additional evapotranspiration
in the irrigation run becomes even larger than the initial amount of water applied at the
surface. This is because irrigation induces an increase in precipitation, that increases
soil moisture, which in turn also increases evapotranspiration in the non-irrigated share
of the grid box.
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Figure 26: 20-year mean annual gross irrigation water donation a) PI1 b) SI1 c) VI1 d) VI2 e) VI3 f)
VI4 g) VI5; h) Cover fraction of the irrigated crop tile (PI1, SI1, VI1), regions where the surface fraction
covered by irrigated areas < 0.1 % have been masked
The integrated net vertical moisture flux, i.e. evapotranspiration minus precipitation,
can be used as a measure that accounts for irrigation induced changes in precipitation
(Table 7). When comparing differences between the irrigation simulations and the refer-
ence simulations with respect to the integrated net vertical moisture flux in irrigated grid
boxes, the differences between ΔPI1, ΔSI1 and ΔVI1 are even more pronounced than the
differences in (gross) global annual irrigation water requirement. For ΔPI1 the difference
in (upward) net vertical moisture flux can actually become negative, meaning that the
increase in precipitation due to irrigation is larger than the increase in evapotranspira-
tion. For the simulations with the flux aggregation schemes the differences in the net
moisture flux are much closer to the amount of water donated via irrigation. Here, the
increase in the net moisture flux in ΔVI1 is substantially larger than in ΔSI1 despite a
smaller amount of water used in irrigation. Thus, the ratio between difference in net flux




































































































































































































































































































































































































































































































which indicates that the way water is introduced into the atmosphere differs substan-
tially between the two coupling schemes.
Consequently, the coupling scheme strongly influences the magnitude of the impact of
irrigation on the simulated climate, in particular in South and Southeast Asia, i.e. 40◦E
- 130◦E; 0◦ - 45◦N (SA-REGION), which comprise about 70 % of the world’s irrigated
areas and constitute about 73 % of the agricultural water demand (Tatalovic, 2009) (Fig.
27; Table 8).
Figure 27: 20-year mean differences in surface temperature between irrigation run and reference run a)
ΔPI1 b)ΔSI1 c)ΔVI1 d)ΔVI2 e)ΔVI3 f)ΔVI4 g)ΔVI5; grid box mean; black outlines give areas in which
differences are robust; blue rectangle denotes the SA-REGION; h) 20-year mean bias in 2m temperature
in the standard operational model setup (ensemble of 5 simulations with parameter aggregation scheme,
no irrigation)
ΔPI1, ΔSI1 and ΔVI1 exhibit a reduction in the global (land) surface temperatures of
between −0.04K (ΔVI1) and −0.08K (ΔPI1), which is in agreement to other global



































































































































































































































































































































































































































































































































































































































coupling schemes produce comparable results. However, in the SA-REGION, ΔPI1, ΔSI1
and ΔVI1 are much more different. Here, ΔVI1 shows a surface cooling of −0.28K, which
is about one fifth larger than for ΔSI1 and almost six times more pronounced than for
ΔPI1. For the sensible and latent heat fluxes the ratios between ΔPI1, ΔSI1 and ΔVI1 are
in the same order of magnitude. On the land surface ΔVI1 exhibits an average increase
in evapotranspiration of 0.03mmd−1 which is three times larger than the increase in
precipitation (0.01mmd−1), so that due to irrigation, the vertically integrated water
vapour (IWV) increases by 0.11 kg m−2. In the SA-REGION there is an increase in
evapotranspiration of 0.12mmd−1, an increase in precipitation of 0.04mmd−1 and the
IWV increases by 0.38 kg m−2. Also on a global average, including the ocean surface
(not shown), the IWV increases by 0.06 kg m−2. In this respect, ΔVI1 behaves very dif-
ferent to ΔSI1 and ΔPI1. For the IWV in the SA-REGION ΔSI1 is about 4 times smaller
than ΔVI1. Averaged over the entire land surface, the increase in IWV is about 20 times
smaller than in ΔVI1 and when taking into account the ocean surface, both ΔSI1 and
ΔPI1 indicate a drying of the atmosphere due to irrigation. Additionally ΔPI1 shows a
decrease in IWV over land and in the SA-REGION.
In the following, the ratio of the ensemble mean impact, given by the mean of ΔPI1, ΔSI1
and ΔVI1, and the respective ensemble spread (REMSIPSV1,R), is used to evaluate the
extent to which the land surface-atmosphere coupling determines the impact of irrigation
on a given variable:
REMSensemble =
n−1 ·∑nj=1(Ij −Rj)
max {I1 −R1, .., In −Rn} −min {I1 −R1, .., In −Rn} (31)
Here, Ij pertains to a given irrigation simulation and Rj to the respective reference
simulation. It should be noted that the REMS does not constitute a comprehensive
quantitative statistical measure as the sampling, i.e. the design of the individual sim-
ulations, was arbitrary, thus the sample does not represent the entire population (of
possible simulations). Nonetheless, the REMS can be used as a qualitative indicator
for possible uncertainties. A large (>1) REMS signifies that the ensemble mean im-
pact is larger than the spread across the impacts and the coupling scheme only has a
minor effect on the simulated impact of irrigation. Accordingly, a small ratio indicates
that uncertainties with respect to the coupling scheme are large. A REMS substantially
smaller than 0.5 indicates that not only the magnitude of a possible impact is uncertain
but also its direction, i.e. whether it pertains to an increase or a decrease.
For the entire land surface, the REMSIPSV1,R of the investigated variables ranges between
0.28 and 1.85 with an average of 1.07. This indicates that, even though there is a certain
amount of variation between ΔPI1, ΔSI1 and ΔVI1, the impact of simulated irrigation on
the investigated variables is on average larger than the uncertainty due to differences in
the surface-atmosphere coupling (Table 9). However, for some of the variables this is
not the case, most prominently evapotranspiration and IWV. For IWV the respective



































































































































































































































































































































times larger than their mean. This low value of REMSIPSV1,R well reflects that between
ΔPI1, ΔSI1 and ΔVI1 there is no agreement on whether the atmosphere becomes on aver-
age drier or moister due to irrigation. For the SA-REGION, the REMSIPSV1,R of none of
the investigated variables is larger than 1 (on average 0.69) and the impact of simulated
irrigation on any of the variables is smaller than the uncertainty due to differences in
the coupling scheme.
Consequently, also the fraction of the land surface which is robustly affected by irrigation
differs largely between ΔVI1, ΔSI1 and ΔPI1 (Table 10). A given impact ΔX (X ∈ {
PI1, SI1, VI1}) is considered to be robust if, in a student’s t test (with p < 0.05),
ΔX is statistically significant and also larger than the internal model variability. The
internal model variability was taken as the maximum intra-ensemble spread derived
from three five-member ensembles simulated with ECHAM/JSBACH (de Vrese and
Hagemann, 2015). Depending on the variable considered, ΔVI1 constitutes a robust
impact in between 4.9 % and 13.2 % of the land surface (on average 10.5 %) and in
the SA-REGION, ΔVI1 is robust in between 13.7 % and 36.0 % of the land surface (on
average 26.5 %). Here, the fraction of the land surface robustly impacted by irrigation
is on global average [SA-REGION] about 19 % [38 %] smaller in ΔSI1 and about 66 %
[81 %] smaller in ΔPI1 than in ΔVI1.
As reasoned in section 5.2, changes in atmospheric water vapour constitute a key factor
for the impact of irrigation on simulated climate. Therefore, the large differences in
IWV between ΔVI1, ΔSI1 and ΔPI1 indicate that also the impact on the state of the
atmospheric column differs largely between the three coupling schemes (Fig. 28). For
ΔPI1 the increase in precipitation is larger than the increase in evapotranspiration and
the atmosphere is actually drier in the irrigation run, especially in regions featuring a
large share of irrigated areas. Consequently, for ΔPI1 the specific humidity is lower in
the irrigation run throughout the entire atmospheric column. Furthermore, the verti-
cal column is consistently colder. Here, the strongest cooling does not appear close to
the surface, where the evaporative cooling effect is the strongest, but higher up in the
atmosphere. This indicates that the evaporative surface cooling and the corresponding
decrease in sensible heat flux are not exclusively responsible for the cooling of the atmo-
sphere.
In ΔPI1 the decrease in atmospheric temperature due to the reduction of sensible heat
flux is not balanced by a condensational heat release. With lower temperatures in the
atmosphere, the relative humidity close to the surface increases by up to 0.75 % (not
shown), while the saturation specific humidity in the atmosphere is lower in the irriga-
tion scenario. This leads to increased precipitation and an increase in low and medium
(cumulus) cloud cover, by up to 0.9 % on the lower atmospheric levels (not shown).
Therefore, more incoming solar radiation is reflected by clouds which consequently leads
to a reduction of energy available at the surface. With less energy available at the sur-
face, the increase in evapotranspiration due to irrigation is smaller than the increase





















































































































































































































































































































































































































































































































































higher up in the atmosphere. This results in a reduction of condensational heating and
in cloud cover higher up in the atmosphere, which in turn reduces the amount of radi-
ation absorbed and thus temperatures, by as much −0.06K. Besides an absence of an
increase in low cloud cover, comparable results can be found for the entire land surface,
even though they are much less pronounced. This suggests that, especially in strongly
irrigated regions, the two main mechanisms discussed in section 5.2 are not the dominant
ones in PI1.
In contrast ΔVI1 and ΔSI1 exhibit results that are consistent with these mechanisms, i.e.
a strong increase in atmospheric water vapour, a strong evaporative cooling at the sur-
face, and a less pronounced cooling or possibly a warming higher up in the atmosphere.
However, for ΔVI1 the respective effects are much more pronounced. In the SA-REGION
ΔVI1 shows an increase in specific humidity in the atmosphere due to irrigation of up
to 0.19 g kg−1 close to the surface and still about 0.02 g kg−1 at around 6000m. With
respect to specific humidity ΔSI1 has a maximum of 0.1 g kg−1 close to the surface and
actually shows a decrease at 6000m. Thus, even close to the surface, where ΔVI1 and
ΔSI1 both indicate an increase in specific humidity due to irrigation, this increase is
almost twice as pronounced in ΔVI1. Averaged over the entire land surface, the increase
in specific humidity is much smaller, with up to 0.055 g kg−1 in ΔVI1. Here, the ratio
between ΔVI1 and ΔSI1 is even larger, and close to the surface ΔVI1 is more than three
times larger than ΔSI1.
ΔVI1 and ΔSI1 also differ with respect to the temperature profile. In the SA-REGION,
the evaporative cooling effect close to the surface in ΔVI1 (−0.22K) is more than two
thirds larger than in ΔSI1. Above 6000m, ΔVI1 shows temperatures which are by up to
0.06K warmer in the irrigation run. Here, the latent heat release due to condensation
in combination with the increase in radiation absorbed by clouds dominates any cooling
effects related to a decrease in the surface sensible heat flux. This behaviour can not
be found in ΔSI1. Even though the temperature decrease becomes less pronounced
with increasing height, the irrigation run consistently exhibits lower temperatures in the
atmosphere. Thus, while ΔVI1 and ΔSI1 exhibit similar tendencies, these are roughly
twice as pronounced in ΔVI1.
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Figure 28: 20-year mean differences between irrigation runs PI1, SI1, VI1 and reference runs PR, SR,
VR a) temperature b) specific humidity and 20-year mean differences between irrigation runs VI2-VI5
and reference run VR c) temperature d) specific humidity; dashed lines refer to the SA-REGION, solid
lines to the entire land surface
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The coupling schemes used for SI1 and VI1 treat the vertical mixing process differently,
even though both are based on an aggregation of the surface fluxes. When resolving
the turbulent mixing process with respect to sub-grid scale heterogeneity (VI1), the air-
properties within the individual tiles are being vertically mixed at rates that depend
on the local stability. Due to the convergence of the tile individual states with height,
the atmospheric column within the warmer tiles is predominantly less stable than in the
colder tiles which facilitates the vertical mixing. A stronger vertical exchange within the
relatively warmer and drier tiles means that initially more sensible heat relative to mois-
ture is being transported upwards away from the surface, while relatively more moisture
remains in the near surface layers. This results in a higher relative humidity within the
lower parts of the atmosphere, more cloud cover due to convection and consequently
more precipitation in VI1 than in S1,0.
The increase in precipitation is about a third larger for ΔVI1 than for ΔSI1. As pre-
cipitation is not resolved with respect to the tiles, it also increases the plant available
water in the non-irrigated tiles of the grid box. ΔVI1 shows an average increase in the
grid box mean soil moisture of 0.02m, which is roughly twice as large as the moisture
increase due to irrigation for ΔSI1. As this strongly affects vegetation, the increase in
the vegetated fraction, especially in the SA-REGION, is about one third larger for ΔVI1
(on global average 1.0% and in the SA-REGION 4.0%) than for ΔSI1 (on global av-
erage 0.7% and in the SA-REGION 2.6%). Due to the increased availability of water
in the non-irrigated tiles of the grid box and the increase in the vegetated fraction,
there is a strong increase in the grid box mean evapotranspiration for ΔVI1, which is
about one third larger than the increase in evapotranspiration for ΔSI1. Thus, the lo-
cal recycling of moisture is more pronounced when using the VERTEX coupling scheme.
Additionally, there are some minor differences in wind patterns (not shown), which
result in differences in the spatial distribution of precipitation. The fraction of precipi-
tation which occurs over ocean surfaces is larger for ΔSI1 than for ΔVI1. This fraction
of precipitation has no positive feedback on evapotranspiration so that the increase of
atmospheric water vapour for ΔSI1 is substantially smaller than for ΔVI1.
To estimate whether representing irrigation in ECHAM/JSBACH results in improved
simulations, these are compared to WATCH Forcing Data (WFD) (Weedon et al.,
2011) (e.g. Fig. 27 h). In regions featuring large shares of irrigated areas such as
the SA-REGION, the impact of representing irrigation on the inherent model bias
strongly depends on the coupling scheme used for the simulation (Table 7). When us-
ing a parameter aggregation scheme, both temperature and precipitation bias increase,
i.e. for 2m temperature by 0.003K (< 1 %) and for precipitation by 0.032mmd−1
(≈ 3 %). When using a simple flux aggregation scheme the temperature bias decreases
by −0.081K (≈ 3 %) but the precipitation bias increases by 0.034mmd−1 (≈ 4 %). For
the SA-REGION the best results in comparison to WFD are achieved with the VERTEX
coupling scheme. The temperature bias decreases by −0.165K (≈ 7 %) which is about
twice the decrease with respect to the simple flux scheme. For the VERTEX scheme the
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precipitation bias in the SA-REGION increases by only 0.006mmd−1 (≈ 1 %) which is
less than one fifth of the bias increase when using one of the other coupling schemes.
Averaged over the entire land surface, the simulations with the parameter aggregation
scheme and the VERTEX scheme both show an improvement for simulated precipitation
and temperature, whereas the simulation with the simple flux aggregation scheme shows
a clear improvement for temperature but an increase in the precipitation bias. However,
here changes in the biases are much smaller than the changes in the SA-REGION.
5.3.2. Influence of irrigation characteristics
The assumed irrigation characteristics, especially the irrigation efficiency, greatly affect
the simulated water requirements. The gross irrigation is roughly between five and seven
times larger in the simulations assuming a low irrigation efficiency, i.e. 6232 km3a−1 in
VI4 and 6823 km3a−1 in VI5, than in the two simulations with a high irrigation efficiency
(1020 km3a−1 in VI2 and 983 km3a−1 in VI3) and in VI1 and SI1 (Table 7, Fig. 26).
The gross irrigation for VI4 and VI5 is exceedingly large, which can be explained by
an unrealistic increase in runoff and drainage. In reality, embankments prohibit runoff
from inundated rice fields or the runoff is channelled to downstream fields. In the model
these constructive constrains are not accounted for. Furthermore, a possible gross water
requirement can be calculated based on the upper estimates of the specific water intake
of irrigated areas (17000m3 ha−1 a−1 for Asia, South and Central America and Africa;
10000m3 ha−1 a−1 for other regions (Shiklomanov, 2000)) and the potentially irrigated
areas (260 · 106ha in Asia, South and Central America and Africa; 60 · 106 ha in other
regions (Siebert et al., 2013)). With about 5000 km3a−1, the resulting rough estimate of
the potential gross irrigation water requirement is much closer to the scenarios based on
a low irrigation efficiency than to any other simulation. A similar value of 5900 km3a−1
for the potential gross water requirements was found by Lobell et al. (2009).
The differences in the integrated net vertical moisture flux of the high efficiency scenar-
ios are, with 652 km3a−1 in ΔVI2 and 560 km3a−1 ΔVI3, between 3 and 4.5 times smaller
than in ΔVI4 (2010 km3a−1) and in ΔVI5 (2453 km3a−1), so that the impact on the sim-
ulated climate due to irrigation can be expected to be exceedingly different between the
simulations with a low irrigation efficiency and those assuming a high efficiency. The
estimates of the irrigation induced increase in water vapour flow of the low efficiency
simulations are in good agreement with other estimates, e.g. 2600 km3a−1 by Gordon
et al. (2005).
In ΔVI2 the difference in integrated net vertical moisture flux is about 15.0 % smaller
than in ΔVI3, indicating that also the timing of irrigation may have an important impact
on climate. However, in relative to the differences between simulations with a high and a
low irrigation efficiency, the effects related to the timing of irrigation can be expected to
be an order of magnitude smaller. The same is true for a comparison of ΔVI4 and ΔVI5,
with the difference in integrated net vertical moisture flux being about 20.0 % smaller
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in ΔVI4. There are also substantial differences in the seasonality of irrigation and the
relative amount of water applied during spring and summer is more than a third larger
in ΔVI5. Therefore, also the impacts on climate due to irrigation are much larger in
ΔVI5 than in ΔVI4 during these seasons (not shown). In turn ΔVI4 exhibits much larger
relative irrigation amounts and consequently larger impacts during autumn and winter.
Yet, a detailed seasonal comparison would go beyond the scope of this work. Thus, it
should be acknowledged that also the differences between ΔVI2 and ΔVI3 and between
ΔVI4 and ΔVI5 are not negligible but in order to give a rough estimate of possible uncer-
tainties involved in modelling irrigation, it is sufficient to focus on the differences related
to the irrigation efficiency.
As could be expected from the experimental setup, the impact of irrigation on the state
of the surface is much more pronounced in the simulations with a low irrigation effi-
ciency (See Fig. 27; Table 8). For most variables, ΔVI4 and ΔVI5 are about three to
four times larger than ΔVI2 and ΔVI3. On global average, the decrease in (land) surface
temperature ranges between roughly −0.07K (ΔVI2 and ΔVI3) and −0.21K (ΔVI4 and
ΔVI5). Here, the cooling in the two low irrigation efficiency scenarios is also substantially
larger than in ΔPI1, ΔSI1 and ΔVI1. However, it is well within the bounds estimated
for extreme irrigation scenarios, e.g. Lobell et al. (2006b) estimated an possible cooling
of the land surface by −1.31K due an irrigation of all cropland. In the SA-REGION
the respective values range between −0.16K (ΔVI3) and −0.69K (ΔVI5). For the IWV
the differences between the simulations with high and low efficiency are even more pro-
nounced. Here, ΔVI2 and ΔVI3, with an increase of about 0.03 kg m−2, are about eight
times smaller than ΔVI4. In the SA-REGION ΔVI3 is still about six times smaller than
ΔVI4. Here, ΔVI3 is also less than half as large as ΔVI2, which confirms that differences
due to the timing of delivery are non-negligible, even though they are much smaller than
the differences related to the irrigation efficiency.
For the land surface, the uncertainty with respect to the representation of irrigation
characteristics is even larger than the uncertainty due to differences in coupling scheme.
With the exception of soil moisture, the REMSIV1-5,R of none of the variables is larger
than 1 and the REMSIV1-5,R predominantly ranges between 0.6 and 0.85 (on average
0.76) (Table 9). In the SA-REGION the values of REMSIV1-5,R are slightly higher (av-
erage 0.84), still the uncertainties, i.e. the ensemble spread, are much larger than the
ensemble mean impact of simulated irrigation.
It is noteworthy that the variable with the highest REMSIV1-5,R is soil moisture (1.14
for the land surface and 1.63 for the SA-REGION). The prescribed irrigated area and
the target soil moisture vary strongly between ΔVI2, ΔVI3, ΔVI4 and ΔVI5 which would
be expected to result in large uncertainties with respect to soil moisture, i.e. a low
REMSIV1-5,R. Nonetheless, in the SA-REGION the spread in soil moisture, resulting
from differences in irrigation efficiency, is actually smaller than the ensemble spread
related to differences in the coupling schemes. This indicates that the soil moisture
differences in the non-irrigated tiles that result from differences in the atmospheric feed-
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back, most importantly precipitation (see Sec. 5.3.1), introduce a larger inter-simulation
soil moisture variability than the differences in the simulated irrigation practice (timing
of irrigation, target soil moisture and irrigated non-vegetated fraction).
The fraction of the land surface robustly affected by irrigation, differs largely between
ΔVI2, ΔVI3, ΔVI4 and ΔVI5 (Table 10). Depending on the variable considered, for ΔVI4
irrigation robustly impacts between 8.0 % and 23.6 % (on average 16.9 %) and for ΔVI5
between 7.3 % and 20.0 % (on average 16.1 %). In the SA-REGION, ΔVI4 is robust in
between 18.4 % and 57.5 % (on average 42.5 %) and for ΔVI5 between 26.2 % and 62.9 %
(on average 47.8 %). Here, the fraction of the land surface robustly impacted by irriga-
tion is on global average [SA-REGION] about 65 % [74 %] smaller for ΔVI2 and about
51 % [70 %] smaller for ΔVI3 than for ΔVI4 [ΔVI5].
Not only the state of the surface but also the state of the atmosphere is strongly influ-
enced by the representation of irrigation characteristics (Fig. 28). In the SA-REGION,
effects due to irrigation in all the scenarios are similar to the effects in VI1, i.e. an increase
in atmospheric water vapour, a cooling in the lower atmosphere, and a less pronounced
cooling or possibly a warming higher up. However, ΔVI2, ΔVI3, ΔVI4 and ΔVI5 exhibit
exceedingly different magnitudes. The largest differences can be found between the sim-
ulations with a high and those with a low irrigation efficiency, but there are also distinct
differences due to the timing of irrigation, i.e. between ΔVI2 and ΔVI3. For example,
in the SA-REGION ΔVI3 with respect to specific humidity is about 50 % larger than
ΔVI2. Also there are distinct differences between ΔVI4 and ΔVI5, but these are related
to the seasonality of the impacts (Fig. 29). For example, when comparing differences
in atmospheric winter temperature in the SA-REGION, ΔVI4 is about 2.5 times larger
than ΔVI5. With respect to specific humidity during Autumn in the SA-REGION, ΔVI4
is also about 50 % larger than ΔVI5.
For the annual means, the largest impact on the atmospheric specific humidity can be
found for ΔVI5, with an increase of over 0.4 g kg−1 close to the surface. This increase
is not only about five times larger than in ΔVI2, but also more than twice as large as
in ΔVI1. For temperatures in the lower atmosphere, the largest impact can also be
seen in ΔVI5. Close to the surface ΔVI5 gives a cooling of more than 0.5K which is
about 4.5 times larger than in ΔVI3 and more than twice as large as in ΔVI1. Higher
up in the atmosphere, ΔVI4 gives a warming due to irrigation of about 0.1K, whereas
ΔVI3 indicates a much smaller temperature increase and in ΔVI2 temperatures are colder
throughout the entire vertical column.
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Figure 29: 20-year seasonal mean differences between irrigation runs VI4 and VI5 and reference run
VR a) winter and summer temperature b) autumn and summer specific humidity; dashed lines refer to
the SA-REGION, solid lines to the entire land surface
The simulated temperature improves in all irrigation experiments using the VERTEX
scheme (Table 7). The bias reduction (land surface average) for a low irrigation efficiency
is (−0.126K in ΔVI4 and −0.081K in ΔVI5) between two and three times larger than
for a high irrigation efficiency (−0.044K in ΔVI2 and −0.033K in ΔVI3). Here, a
bias reduction of −0.126K corresponds to a relative bias reduction of about 5 %. The
simulations also exhibit an improvement of the simulated precipitation on the land
surface, which is largest in ΔVI2 and ΔVI4 (−0.02mmd−1 ≈ 3 %). For the SA-REGION
the largest improvement of simulated temperatures, can be found for ΔVI4 (−0.276K ≈
13 %). However, the respective precipitation bias in the SA-REGION slightly increases
(0.009mmd−1 ≈ 1 %). As the relative increase in precipitation bias in the SA-REGION
is much smaller than the decrease in the precipitation bias, the simulations that use the
VERTEX coupling scheme and that assume a low irrigation efficiency, especially ΔVI4,
give the best results in comparison to WFD.
5.4. Conclusion and Discussions
Irrigation plays an exceedingly important role with respect to food security, fresh water
resources and climate. Hence, an accurate representation of irrigation in models is key
for addressing issues related to the above topics. There are two main sources of uncer-
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tainty when investigating the effects of irrigation with global climate models. One source
is the model’s structure and its parametrizations, which are not directly related to the
representation of irrigation but which may severely affect the impact of irrigation on
the simulated climate. The second source of uncertainty is the unreliability of data with
respect to real world irrigation in combination with the need for simplifying assumptions
in a model.
To address these uncertainties, the land surface model JSBACH was equipped with a
scheme which represents irrigation by maintaining the soil moisture in irrigated areas at
a certain threshold, i.e. for most simulations the level at which potential transpiration
occurs. In order to estimate possible uncertainties with regard to the model’s structure,
an experiment was conducted in which different schemes were used for the land surface-
atmosphere coupling (parameter aggregation, a simple flux aggregation and an improved
flux aggregation scheme, the VERTEX scheme), while the irrigation characteristics were
kept identical. A second experiment was conducted to estimate possible uncertainties
related to the representation of irrigation characteristics. Here, the irrigation efficiency
and the timing of delivery were modified. The irrigation efficiency was altered via the
target soil moisture and the extent of the non-vegetated part of the grid box which is
being irrigated. In the respective simulations, the coupling scheme and the actual share
of the surface covered by irrigated crops, were kept the same.
With the first experiment it was shown that the magnitude of a possible impact of ir-
rigation on climate depends strongly on the coupling scheme used. For example, in the
simulation using the parameter aggregation scheme, only about 5 % of land surface in
South and Southeast Asia (SA-REGION; 40◦E - 130◦E; 0◦ - 45◦N) exhibit a robust im-
pact due to irrigation, whereas this area constitutes about a quarter of the land surface
for the VERTEX scheme.
Also, the effect on the mean state of the land surface differs substantially for the dif-
ferent coupling schemes. The average irrigation induced (land) surface cooling in the
SA-REGION ranges between −0.05K and −0.28K and the increase in evapotranspira-
tion between 0.01mmd−1 and 0.12mmd−1, while the impact on IWV ranges between
a decrease of −0.09 kg m−2 and an increase of 0.38 kg m−2. For many variables, the
spread between the impacts simulated with the different coupling schemes, are larger
than the ensemble mean impact. This indicates substantial uncertainties with respect
to the model’s coupling scheme. In some cases, this uncertainty is so large, that the
simulations do not only disagree with respect to the magnitude of possible impacts, but
also with respect to the direction of the impact. For example, in the SA-REGION both
irrigation simulations with a flux aggregation scheme indicate a moister atmosphere than
the respective reference simulations. In contrast, the atmosphere is drier in the irriga-
tion simulation for the parameter aggregation scheme. In general, there is also a large
disagreement between the simulations using the two flux aggregation schemes. Here,
irrigation leads to a cooling of the surface and the lower atmosphere, a less pronounced
cooling or even a warming higher up and a moister atmospheric column. However, these
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effects are roughly twice as strong when using the VERTEX scheme. From the three
coupling schemes, the VERTEX scheme is based on the most physical assumptions.
Furthermore, for the SA-REGION, which features the largest share of irrigated areas,
the VERTEX scheme clearly gives the best results in comparison to WFD. At the same
time, the simulation with the VERTEX scheme exhibits the largest impacts of irriga-
tion on the simulated climate. This indicates that in previous modelling studies which
utilized a parameter or a simple flux aggregation scheme, these impacts may have been
severely underestimated.
The second experiment shows that uncertainties related to the modelled irrigation char-
acteristics, especially the irrigation efficiency, can even be larger than those related to
the model’s structure. In general the impact of irrigation on the state of the land surface
is more than three times larger when assuming a low irrigation efficiency, than when a
high efficiency is assumed. For example, the simulated (land) surface cooling in the
SA-REGION ranges between −0.16K and −0.69K. For some variables, such as the
IWV, the impact is almost an order of magnitude larger, ranging between 0.09 kg m−2
in the high efficiency simulations and 0.64 kg m−2 in the low efficiency simulations.
For most of the investigated variables, the ratio between the mean impact and the spread
between the simulated impacts, ranges between roughly 0.6 and 0.8. This indicates that
uncertainties, introduced by the irrigation efficiency, are possibly much larger than the
actual (mean) impact. For example, with respect to the atmospheric near surface tem-
perature in the SA-REGION, the impacts of irrigation with a low and a high efficiency
vary by roughly 0.4K, whereas the largest difference between any irrigation simulation
and the respective reference simulation in the first experiment was below 0.25K. Fur-
thermore, the share of the land surface robustly affected by irrigation ranges between
13 % (high irrigation efficiency) and 48 % (low irrigation efficiency).
An accurate representation of irrigation is especially relevant, as results indicate that a
distinct share of the model temperature and precipitation bias could be related to the ab-
sence of irrigation within most Earth System Models. For example, ECHAM/JSBACH
temperature bias (compared to WFD) in the SA-REGION was reduced by up to 0.28K
≈ 13 % in the irrigation simulations. This highlights the need for more detailed infor-
mation on real world irrigation with respect to irritated areas, irrigation infrastructure
and techniques as well as water availability on one hand, but also more sophisticated
irrigation schemes that use region-, time-, technique- and crop-specific parametrisations.
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6. Complementary studies
6.1. Blending height study - in addition to chapter 1
To assess the validity of the assumption of spatial homogeneity on the lowest atmo-
spheric model level (in the Max Planck Institute for Meteorology’s Earth System Model
(MPI-ESM) located at roughly 30m), blending heights were investigated globally in a
preliminary study. In this qualitative study the blending height within a given model
grid box is approximated by the characteristic length scales of the present sub-grid scale
heterogeneity and the ratio of blending height and length scale provided in Sec. 1, i.e.
roughly 1/100. The investigation focuses on surface heterogeneity related to variations
in land cover, disregarding other aspects such as soil and hydrological characteristics.
To approximate the characteristic length scale of a given land cover type within a grid
box, the horizontal extents of all clusters (homogeneous subareas) of the respective land
cover type within the grid box need to be determined. These are derived from the
Global Land Cover Map 2009 (GLOBCOVER) (Arino et al., 2012). The study aimed in
particular at the land component of the Max Planck Institute for Meteorology’s Earth
System Model (JSBACH), with a standard resolution of T63, i.e. a grid-spacing of
roughly 200 km. The resolution of 300 × 300m of GLOBCOVER allows to resolve a
T63 model grid box by approximately 390000 pixels (Fig. 30). From the 22 land cover
classes employed in the dataset, 10 are selected and matched to the plant functional
types (PFTs) that represent spatial sub-grid scale (SSGS) heterogeneity in the JSBACH
setup used in this thesis. The procedure encompasses several simplifications as the
GLOBCOVER classes have to be aggregated to more comprehensive groups which then
need to be disaggregated to match the tiles in JSBACH (Table 11).
LCCS Class Group PFT - JSBACH
220 Glacier Glaciers
40, 70, 170 Evergreen trees Tropical evergreen trees,
Extra-tropical evergreen trees
50, 60 Deciduous trees Tropical deciduous trees,
Extra-tropical deciduous trees
130 Shrubs Raingreen shrubs, Deciduous shrubs
140 Grass / Pasture c3 grass, c4 grass, c3 pasture,
c4 pasture
14 Rainfed crops Rainfed crops
11 Irrigated crops Irrigated crops
20, 30, 90, 100, 110,




Table 11: Conversion of LCCS classes to JSBACH PFTs
For each pixel within a grid box the distance in N−S, E−W , NW−SE, NE−SW−
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direction to the nearest point, constituting a different land cover class, is determined.
These distances provide a rough estimate for the dimensions (in the given directions) of
the pixel’s superordinate cluster.
The horizontal extent, determining the blending height, is variable as it is established
by the prevailing wind direction. Thus, simplifying assumptions are required to be able
to assign one single value as a cluster’s representative horizontal extent. One possibility
is to simply average the cluster’s diameters over the four principal directions applying a
weighting based on the wind direction distribution. However in this study the maximum
distance from the four directions is used to compensate for certain inherent tendencies
to underestimate the horizontal extent of a surface cluster:
• The method is applied to grid boxes, thus a cluster’s extend is not fully taken into
account if it extends beyond the borders of a grid box.
• The investigation is limited to the four principal directions, so any larger distance
in a different direction, e.g. NNW−SSE, is not being considered.
• In GLOBCOVER a land cover classification is used in which urban areas, water
bodies and bare soil areas are explicitly accounted for which is not the case in
JSBACH. Thus the map’s level of heterogeneity is higher, as certain cover types
introducing heterogeneity are integrated in other surface cover types in JSBACH.
Despite these simplifying assumptions, the method gives a valuable first estimate of the
horizontal extents of surface clusters.
Figure 30: a) T63 grid box at a resolution of 300×300m showing parts of northern Germany b)
corresponding horizontal extent of individual homogeneous subareas
For each cover type within a given grid box a characteristic length scale can be calcu-
lated from the horizontal extent of the individual homogeneous subareas (see Fig. 36)).
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Figure 31 shows the cumulative occurrence frequency of sub-grid scale heterogeneity
in relation to the characteristic length scale. Areas in which surface heterogeneity is
resolved by the model’s grid, i.e. which are horizontally homogeneous on the grid box
scale, have been excluded from the investigation (about 15 % of the land surface). The
figure shows that a large share (about 25 %) of surface heterogeneity has a characteristic
length scale that is below the resolution of GLOBCOVER. There are two reasons for
this. Firstly, some classes in GLOBCOVER are actually heterogeneous at the resolution
of the dataset. For example, classes 30 and 40 consist of a mixture of cropland and
natural vegetation and classes 100 and 110 are a mixture of herbaceous species and trees
or shrubs. Secondly, the GLOBCOVER data and the data used to initialize the land
cover in JSBACH do not match perfectly. Thus, there are areas in which the JSBACH
initial data exhibits a given PFT with a given cover fraction whereas the corresponding
land cover class in GLOBCOVER is not present. Consequently, there is no information
on the characteristic length scale available. In both cases the characteristic length scale
for the affected land cover type was set to 0m.
Figure 31: Occurrence frequency of surface heterogeneity with a given horizontal length scale. Lines
correspond to cumulative density functions of the characteristic length scale of surface heterogeneity.
Thin coloured lines refer to individual tiles, the thick grey line to the sum of all tiles. Grey columns and
the respective black dashed outlines give the share (not cumulative) of land surface grid boxes (weighted
by the grid box area) which contain at least one tile with the characteristic length scale encompassed
within the respective bin.
The different land cover types exhibit strongly diverging characteristic length scales.
For example, deciduous shrubs occur almost exclusively in clusters with a characteristic
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length scale smaller than 3000m. Hence, when assuming a value of 1/100 for the ratio of
blending height to the horizontal characteristic length scale, deciduous shrubs are quite
well represented by presuming the blending height to be around 30m. Contrary to this
more than 95 % of tropical evergreen trees may be misrepresented by this supposition
as they appear in clusters which predominantly have a characteristic length scale larger
than 3000m. When looking at surface heterogeneity independent of the cover type,
more than one third has a characteristic length scale larger than 3000m and the corre-
sponding fluxes most likely do not blend at the height of the lowest model level of the
MPI-ESM. 95 % of the surface heterogeneities have a characteristic length scale smaller
than 35000m, thus it can be assumed that the respective surface fluxes blend below
a height of about 350m, which roughly corresponds to the third lowest model level of
the MPI-ESM. For 5 % of surface heterogeneity the characteristic length scale ranges
between 30000m and 175000m indicating that in the air above some of the respective
clusters, fluxes within the grid box may at times not be in equilibrium with an effective
surface at any height within the planetary boundary layer.
The distribution of surface heterogeneity leads to a substantial number of heterogeneous
grid boxes containing at least one tile with a characteristic length scale for which the
assumption of the blending height on the lowest atmospheric level is at least problem-
atic. In figure 31 shaded columns denote the occurrence frequency (not accumulated)
of heterogeneous land surface grid boxes which contain at least one tile with a charac-
teristic length scale in the respective range. Almost half of the grid boxes (weighted by
their size) contain a tile with a characteristic length scale of between 3000m and 5000m
and a corresponding blending height between 30m and 50m. Around one third of the
grid boxes contain at least one tile with a characteristic length scale between 5000m
- 10000m. Here, assuming the blending height on the lowest model level is not only
unreasonable in case of the MPI-ESM, but for most Earth System Models (ESMs). In
almost one fifth of the heterogeneous grid boxes heterogeneity has a maximum charac-
teristic length scale of 10000m - 30000m. In these grid boxes, the blending height is
located not only above the lowest but also above the second lowest model level. Even
for a very small ratio of vertical to horizontal extent i.e., 1/200, more than a quarter
of the heterogeneous grid boxes contain at least one tile above which the fluxes have
blended horizontally only in heights of more than 50m and with that above the lowest
atmospheric model level.
The results of this preliminary study are supported by the blending heights calculated
with the VERTEX scheme (see section 3). In the design of the VERTEX scheme,
horizontal heterogeneity was only considered on the lowest two atmospheric levels in
order to limit computational expenses. However, a potential blending height, which
could technically be at any height within the atmosphere, was calculated based on
equation 19. Here, the average blending height in over 40 % of the land surface was
above the lowest model level and in about 5 % it was even higher than 350m (Fig. 32).
This roughly equals the height of the third lowest model level below which in this study
fluxes were assumed to have become horizontally homogeneous. Accordingly, in at least
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60 % of the heterogeneous land surface grid boxes, the blending height would be above
the lowest model level and in almost 40 % of the grid boxes it would be located between
the second and third lowest model level. Large blending heights can especially be found
for clusters of tropical evergreen forest. Here, for about half of the respective surface
clusters the blending height is above the third lowest model level and in more than 15 %
of these clusters the average blending height is above 1000m which suggests that here
fluxes would often not become horizontally homogeneous within the boundary layer.
The average ratio of the blending height, to the horizontal characteristic length scale
was found to be in the order of 1/60 - 1/70, which is well within the bounds suggested by
other studies, i.e. a ratio between 1/200 - 1/10 (Mason, 1988; Claussen, 1995; Raupach
and Finnigan, 1995; Best et al., 2004; Bou-Zeid et al., 2004).
Figure 32: Cumulative density functions of the 20 year mean blending height. Thin coloured lines
refer to individual tiles, the thick grey line to the sum of all tiles. Grey columns and the respective
black dashed outlines give the share (not cumulative) of land surface grid boxes (weighted by the grid
box area) which contain at least one tile with the average blending height encompassed within the
respective bin.
As described in the introduction to section 2, approaches for the coupling of land sur-
face and atmosphere exist, which preserve the independence of tiles throughout the
entire turbulent atmospheric boundary layer, at least for the vertical turbulent trans-
port (Molod et al., 2003). These assume that the individual tiles in the atmosphere
interact only through the processes which are not resolved with respect to the tiles, such
as convection, cloud formation etc. The present study indicates that this supposition of
independence of the tiles is at least as problematic as assuming complete atmospheric
spatial homogeneity. Considering that the boundary layer top is often located in heights
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substantially above 1000m, it has to be concluded that only heterogeneity that has a
horizontal length scale larger than 100000m leads to a distinct signal at the respective
heights. The results of this study indicate that for at least 90 % of surface heterogeneity
this is not the case and the respective blending heights are located much below a height
of 1000m. Furthermore, the assumption of the complete independence of tiles is even
more restrictive, because even below the blending height the tiles, i.e. the respective
fluxes, affect each other. Thus, the results of the present study confirm the necessity
for an approach such as the VERTEX scheme which is able to accurately describe the
surface-atmosphere coupling not only for the very small or the very large scales but
across the range of scales on which SSGS heterogeneity occurs in reality.
6.2. SSGS albedo variability - in addition to to chapter 3
As stated in section 3 there are two main characteristics which influence the near sur-
face processes in the individual tiles which are the PFT’s ability to transpire and its
albedo. The effects due to differences in the transpirational abilities have been discussed
in the respective section but the effects due to SSGS variability of the albedo have been
omitted as these were considerably smaller. Yet to provide a holistic description of the
impact of spatial heterogeneity, these shall be discussed in the following. To separate
the effects of considering tile specific transpiration rates (TRANS) and considering a
tile specific albedo (ALBEDO), a simulation in which the amount of radiation absorbed
at the surface was calculated based on the grid box mean albedo was compared to a
simulation which uses the tile specific albedo. In both simulations tile specific tran-
spiration rates are accounted for. Because ALBEDO is much smaller than TRANS it
is sufficient to discuss the impact on the near surface processes using only one exam-
ple and the following analysis is limited to a comparison of PARAMSRF and SIMPLESRF.
There are strong differences in canopy albedo between different PFTs, by which three
groups of PFT’s may be distinguished. Generally tiles representing trees or shrubs
have a much smaller albedo than tiles representing grass, pasture or crops . Here, the
albedo may differ by more than a factor of two e.g. the albedo of the canopy in the
visible range of grass, pasture or crops (0.08 ) is about 2.67 times larger than that of
tropical evergreen trees (0.03 ). Furthermore the albedo formulation in JSBACH for
snow covered land areas is differentiated for forested or non-forested areas, resulting in
a much smaller albedo in the tiles representing forests (Roesch et al., 2001; Roesch and
Roeckner, 2006). Consequently, the annual mean albedo of tiles representing trees is
roughly only half as large as the albedo in the other tiles. With a larger absorption of
radiation in the forest tiles, more energy is available at the surface. Therefore, these
tiles exhibit higher surface temperatures and increased upward sensible fluxes. Also the
latent heat flux predominantly increases, but only in areas that are not limited by the
availability of water (Fig. 33 a,b).
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Figure 33: 5-year-mean difference between simulations performed with and without considering a tile
specific albedo in the calculation of the radiation budget a) albedo in the visible range tile 1 b) surface
temperature tile 1 c) albedo in the visible range tile 5 d) surface temperature tile 5 e) albedo in the
visible range tile 10 f) surface temperature tile 10
The canopy albedo of tiles representing shrubs is smaller than the albedo of tiles rep-
resenting grass, pasture or crops and larger than that of trees. At the same time the
annual mean leaf area index (LAI) is predominantly below the grid mean. As the albedo
in the vegetated, snow free share of the grid box is a function of LAI and the canopy
albedo, the effect of using a tile specific albedo in these tiles differs between regions. In
grid boxes in which shrubs and and trees constitute the largest share of the grid box,
the albedo of the shrub tiles predominantly lies above the grid mean. Thus, less energy
is available at the surface, resulting in reduced surface temperatures and heat fluxes. In
areas in which the largest part of the grid box is covered by shrubs and grass, pasture
or crops, the amount of radiation absorbed by the shrub tiles is larger if the relative
reduction in LAI is compensated by the decrease in canopy albedo. If this is the case
the surface temperature and upward heat fluxes increase. Areas, in which the reduc-
tion in LAI is not compensated by the decrease in canopy albedo, show lower surface
temperatures and a decrease in the heat fluxes in the shrub tiles (Fig. 33 c,d). Tiles
representing grass, pasture or crops predominantly exhibit a larger albedo, thus smaller
surface temperatures and heat fluxes. An exception are areas in which the increase in
LAI in these tiles compensates for the increase in canopy albedo. Here surface temper-
atures and heat fluxes increase (Fig. 33 e,f).
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In comparison to TRANS, ALBEDO has a weaker impact on the state of the surface
and the surface heat fluxes. On a global average the impact of ALBEDO on surface
temperature in the tiles predominantly ranges between 25 % - 50 % and the impact
on soil moisture between 10 % and 30 % of the impact which the TRANS has. The
corresponding numbers for the sensible heat flux are 30 % - 60 % and for the latent heat
flux 10 % - 40 %. An exception is the tile representing tropical evergreen trees, in which
ALBEDO’s impact on a global average is larger than TRANS’s. When comparing the
impact of the different effects on basis of grid box mean values, the ALBEDO plays a
subordinate role. Depending on the variable, it’s impact is predominantly below 20 % -
30 % of TRANS’s impact.
6.3. Impact of explicitly representing SSGS heterogeneity on
individual tiles in coupled simulations - in addition to to
chapter 3
In section 3, the AMIP-style simulations have been compared exclusively on the basis of
grid box mean values. When considering the state of the surface and the fluxes within
individual surface tiles instead, the differences between the ensembles using a parameter
aggregation scheme (PARAMENS) and the ensembles with one of the flux aggregation
schemes (FLUXENS), are much more pronounced. Additionally to the difference in the
grid box mean values, inter-tile variability due to the explicit representation of surface
heterogeneity in the flux aggregation schemes has an effect.
The inter-tile variability in the FLUXENS can be substantially larger than the difference
in grid box mean values between two ensembles. For example, the standard deviation of
surface temperature as an approximation of the sub-grid scale temperature variability,
may in some regions be as large as 1K, which is of the same order of magnitude as the
differences between two ensembles when considering the grid box mean values. Here, on
global (land surface) average, the surface temperature in tiles representing trees is be-
tween −0.16. K and −0.2K, lower in one of the FLUXENS than in PARAMENS, whereas
tiles representing grass, pasture and crops exhibit surface temperatures that are on av-
erage between 0.11. K and 0.21K larger. The standard deviation of the surface energy
fluxes may be as large as 15W/m2 which is substantially larger than the differences in
the grid box mean values. Some tiles such as trees and shrubs exhibit a sensible heat
flux that is on (land surface) average more than 10W/m2 larger in one of the FLUXENS
than in PARAMENS.
Hence, when considering the tile specific values, the impact of an explicit representation
of SSGS heterogeneity on the state of the land surface and the surface fluxes is distinctly
larger than for the grid box mean values. For surface temperature ∆ENSS-P (difference
between SIMPLEENS and PARAMENS) is larger than 0.4K in about 13 % of the land
surface as opposed to 6 % when comparing the gird box mean surface temperature. In
case of the surface sensible heat fluxes about 50 % [18%] of the land surface exhibit
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differences larger than 1W/m2 [2W/m2], as opposed to 30 % [10%] for a comparison
of the grid box mean values. For the latent heat flux these numbers are 44 % [27%]
as opposed to 36 % [17%]. When comparing fluxes on basis of tiles close to 4 % of the
land surface exhibit differences of more than 10W/m2, whereas differences of this mag-
nitude could not be observed for ∆ENSS-P on basis of the grid box mean values. In both
FLUXENS intra-tile variability is accounted for and there is no pronounced change in
∆ENSV-S (difference between VERTEXENS and SIMPLEENS) when looking at tile spe-
cific values instead of the grid box means. This confirms the findings of the quasi-offline
experiment in section 3, i.e. given an identical mean state in the atmosphere, the surface
is comparably insensitive to the representation of SSGS heterogeneity in the atmosphere.
Many processes on the land surface, such as primary production, are modelled based on
sub-grid scale parameters. Therefore, they may be more affected by inter-tile variability
than by a change in a grid box’s mean state. In certain tiles the global aggregate of the
20-year-mean net primary production (NPP) differs significantly between the FLUXENS
and PARAMENS. For example the NPP of raingreen shrubs [deciduous shrubs] increases
by 1.077GT (C) a−1 [0.012GT (C) a−1] for SIMPLEENS compared to PARAMENS (see
table 12). This corresponds to a relative increase of more than 36 % [41 %]. Contrary
to this, the global NPP aggregated to grid box mean values shows only small differ-
ences between the FLUXENS and PARAMENS. For ∆ENSS-P the NPP increases by
0.402GT (C) a−1 which corresponds to a relative increase of about 0.5 % (relative to
PARAMENS).






tropical evergreen trees -0.424 (-1.8) -0.322 (-1.4) 0.102 (0.4)
extra-tropical evergreen trees 0.010 (0.2) 0.019 (0.5) 0.009 (0.2)
tropical deciduous tree -0.119 (-1.3) -0.095 (-1.1) 0.024 (0.3)
extra-tropical deciduous trees -0.213 (-3.3) -0.190 (-2.9) 0.024 (0.4)
raingreen shrubs 1.077 (35.5) 1.094 (35.9) 0.017 (0.6)
deciduous shrubs 0.012 (40.8) 0.013 (43.7) 0.001 (3.0)
c3 grass -0.132 (-4.1) -0.123 (-3.9) 0.009 (0.3)
c4 grass 0.105 (5.9) 0.127 (7.1) 0.021 (1.2)
c3 pasture -0.972 (-11.5) -0.969 (-11.5) 0.003 (0.0)
c4 pasture 0.986 (10.0) 1.038 (10.5) 0.052 (0.5)
rainfed crops 0.066 (0.6) 0.097 (1.0) 0.031 (0.3)
irrigated crops 0.006 (0.6) 0.012 (1.0) 0.005 (0.5)
sum of tiles 0.402 (0.5) 0.700 (0.9) 0.298 (0.4)
Table 12: Differences in net primary production absolute and relative to PARAM
Because both FLUXENS consider SSGS variability, the differences in NPP between the
two ensembles are much less pronounced. In some tiles the absolute differences in NPP
between the VERTEXENS and SIMPLEENS are comparable to those between one of
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the FLUXENS and PARAMENS. For example, for the NPP of tropical deciduous for-
est ∆ENSV-S is about 0.009GT (C) a−1, whereas ∆ENSS-P is equal to 0.010GT (C) a−1.
However, in relative terms ∆ENSV-S is seldom larger than 1 %. The VERTEXENS shows
consistently higher NPP rates than the SIMPLEENS. Thus, when aggregating the tile
specific NPP rates, the impact of the VERTEX scheme is on the same order of mag-
nitude as the impact of an explicit representation of surface heterogeneity (∆ENSV-S
≈ 0.3GT (C) a−1, ∆ENSS-P ≈ 0.4GT (C) a−1).
6.4. Explicit representation of (permanently) non-vegetated areas
As stated in the beginning of section 4, the permanent bare soil fraction within a given
grid box has been integrated to a designated tile. This fraction pertains to areas that
are inhospitable to plants such as bare rock or deserts. How an explicit representation
of these areas affects the simulated state of the surface and the surface fluxes will be
discussed in the following.
The idea behind the tiling approach is to represent the homogeneous fractions of a grid
box by individual tiles. However, for JSBACH this is not completely true, as here the
tiles themselves represent inhomogeneous areas. In the standard version of JSBACH,
the non-vegetated share of a grid box is not explicitly represented, even if it pertains to
areas which in reality are clearly separated from the vegetated part. Rather than using
an individual tile to represent these areas, each tile in a grid box consists of a vegetated
and a non-vegetated fraction. For investigations with respect to irrigation, this means
that currently it is impossible to limit the application of irrigation to the vegetated part
of the tile i.e. a distinct share of the water used for irrigation would be deployed in bare
areas. To be able to perform realistic simulations in which irrigation is accounted for,
the bare fraction of the grid box needed to be integrated to a designated tile.
The non-vegetated part of the grid box can be divided into a static and a dynamic
bare soil part. The former represents the part of the grid box which (if dynamical
vegetation scheme is disabled) invariably remains unavailable for plant growth and can
be understood as areas such as deserts which are inhospitable to vegetation (barestatic).
Using the grid box maximum vegetation fraction (vegmax) this share is given by:
barestatic = 1− vegmax (32)
The latter, i.e. the dynamical bare soil fraction baredyn, is the share of the grid box that
is potentially hospitable to vegetation but currently photosynthetically inactive. This
fraction of the grid box represents areas that exhibit seasonal or interannual variations
in vegetation cover e.g. the areas occupied by deciduous plants which in summer may
be fully vegetated but in winter exhibit a large non-vegetated fraction. In JSBACH it
is calculated as a function of vegmax, LAI and a factor K to account for the clumping
of vegetation:
baredyn = vegmax · e−LAIK (33)
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For the irrigation experiments, it is crucial to distinguish between the two bare soil
fractions because circumstances exist in which irrigating baredyn is a rational action,
i.e. during the period after sowing or when only shoots are present. Contrary to this,
barestatic represents areas in which plant growth is impossible and therefore, intentional
irrigation irrational.
To better understand how transferring this heterogeneity from the sub-tile scale to the
sub-grid scale, i.e. representing the inhospitable share of the grid box barestatic by a new
tile, may impact evapotranspiration, a brief summary of the approach used to model
evaporation and transpiration in JSBACH is given in the following (note that the fol-
lowing explanation is valid only when the soil is represented by a simple bucket).
In the vegetated fraction of the grid box transpiration is determined based on the relative
soil moisture ws
wcap
and a stomatal resistance as a function of the LAI (Sellers et al.,
1986). Here, the entire soil moisture located in the root zone ws is accessible to plants
for transpiration. In the non-vegetated part of a grid box, the bare soil evaporation
Ebs is calculated as a function of the saturation specific humidity at the given surface
temperature and pressure qsat, the specific humidity of air directly above the surface
qv, the horizontal wind speed vh, the transfer coefficient for heat and moisture Ch, the
density of air ρ and the relative share of soil water available for evaporation h (Roeckner
et al., 1996):
Ebs = ρ · Ch· | vh | ·(qv − h · qsat) (34)
Here, h is defined as:
h =




for ws > wcap−wtop, and h = 0 otherwise. wtop = 0.1m for wcap > 0.1m, and wtop = wcap
otherwise.
Thereby, the total soil water ws is allocated to an upper (wtop) and a lower reservoir
(wcap − wtop) to prevent the evaporation of moisture from deep within the soil. Due to
these restrictions, bare soil evaporation occurs only when the entire soil column (bucket)
is almost completely saturated (Hagemann and Stacke, 2014). Consequently, by intro-
ducing a bare soil tile, the respective soil moisture is only available for evapotranspiration
when the entire soil column is close to saturation. Contrary to this, when the bare soil
fraction is represented as a sub-tile scale feature, the respective soil moisture is accessible
to plants, and transpiration at an aggregate rate (vegetated and non-vegetated fraction)
can occur as long as there is water present within the root zone.
How this alteration in the representation of the bare soil fraction impacts the simulated
climate will be shown in the following. In a first step it will be investigated how soil
moisture, surface temperature and the surface heat fluxes differ between the vegetated
and the (invariantly) non-vegetated part of the grid box. And in a second step differences
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in the 20-year means between simulations with an explicit and an implicit representation
of the bare-soil fraction will be compared.
In the vegetated part (more correctly the fraction hospitable to vegetation as baredyn
is still included) of a large share of the land surface, a balance between precipitation,
evapotranspiration, run-off and drainage is reached in which soil moisture is limited to
the lower part of the root zone (ws < wcap − wtop). In the non-vegetated part of the
respective grid boxes no evapotranspiration occurs before water is present in the upper
soil moisture reservoir (ws > wcap − wtop) and to this point an increase in soil moisture
with precipitation is only inhibited by drainage and surface run-off. Hence the soil
moisture values in the non-vegetated part can become more than twice as large as in the
vegetated parts. This corresponds to differences in soil moisture on the order of several
decimetres (Fig. 34 a). On a global average the soil moisture in the non-vegetated part
of the grid box is about 0.18m larger than in the vegetated part.
Figure 34: 20-year mean difference between bare soil tile and vegetated part of the grid box a) soil-
moisture b) surface temperature c) latent heat flux d) sensible heat flux; plots are masked in regions in
which the cover fraction of the bare soil tile < 0.01
Limiting the availability of water has strong impacts on evapotranspiration and the la-
tent heat flux. On global average the latent heat flux in the tile representing bare soil
is about one third smaller than in the vegetated parts of the grid box. In many regions
the latent heat flux is reduced to one fifth of the respective value in the vegetated parts
which corresponds to differences of up to 50Wm−2 (Fig. 34 c). In the largest part of
the land surface this reduction in latent heat flux is balanced by an increase in sensible
heat flux and higher surface temperatures in the bare soil tile (Fig. 34 b,d). On a global
average the sensible heat flux is about one third larger in the bare soil tile and surface
temperatures increase by more than 0.6K. However there are areas such as Northern
Africa and Australia in which both latent and sensible heat flux decrease. This effect
is related to the roughness length of the bare soil tile. As this is below the roughness
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length of any of the vegetated tiles the amount of shear driven turbulence in given wind
conditions is smaller, hence the surface-atmosphere coupling weaker in the bare soil tile.
This means that, even with larger surface-atmosphere temperature gradients (not shown
here), the sensible heat flux is smaller in the non-vegetated part of the grid box. On
a global average the latent heat flux in the non-vegetated part decreases by more than
12Wm−2 and the sensible heat flux increases by less than 8Wm−2. But even account-
ing for this roughness length related effect, the dominant response to the introduction
of a designated tile to represent the permanently non-vegetated grid box fraction is a
pronounced increase in soil moisture, surface temperature and sensible heat flux and a
distinct reduction in evapotranspiration and latent heat flux in the respective fraction.
As can be seen in Eq. 34 and 35 there is a non-linear dependency of evaporation on soil
moisture and the existence of a bare soil tile can also be expected to have an impact on
the grid box mean state. To determine the magnitude of this impact, a simulation with
an explicit representation of the permanent bare soil fraction (EBSF) is compared to the






Share of land surface ex-
hibiting robust impact
surface temp. 0.16 ( 0.06) [K] 05.2 [%]
temp. 2m 0.14 ( 0.04) [K] 06.0 [%]
surf. net rad. short 0.80 ( 0.15) [W/m2] 05.7 [%]
surf. net rad. long 0.89 (-0.56) [W/m2] 10.2 [%]
sens. heat flux 1.28 ( 0.82) [W/m2] 14.0 [%]
latent heat flux 1.50 (-1.21) [W/m2] 17.1 [%]
precipitation 0.05 (-0.02) [mmd−1] 03.2 [%]
vrt. int. w. vap. 0.19 (-0.11) [kg m−2] 08.3 [%]
soil moisture 0.063 (0.018) [m] 24.5 [%]
Table 13: Global area weighted absolute difference, i.e. AWAD (global land surface mean differences)
and share of land surface exhibiting statistically significant (pval < 0.05) differences above the internal
model variability i.e. robust impact; between EBSF and VERTEXENS
As the fraction of soil moisture which is located in the lower reservoir within the bare
soil tile, is inaccessible to evapotranspiration, the grid box mean soil moisture in a large
share of the land surface increases by as much as 0.24m in EBSF (Fig. 35 a). The
consequent decrease in evapotranspiration in the non-vegetated part of the grid box can
mostly not be compensated by an increase in evapotranspiration in the vegetated tiles.
Hence the predominant effect with respect to the grid box mean evapotranspiration is
a distinct decrease corresponding to up to 12Wm−2 in the majority of the land surface
(Fig. 35 c). The resulting excess in energy at the surface is largely balanced by an
increase in sensible heat flux of up to 11Wm−2 and an increase in surface temperature
of up to 1K (Fig. 35 b,d). On global average, soil moisture increases by 0.018m, surface
115
temperature increases by 0.06K, the latent heat flux decreases by 1.21Wm−2 and the
sensible heat flux increases by 0.82Wm−2 (Table 13).
Figure 35: 20-year mean difference between EBSF and VERTEXENS a) soil-moisture b) surface tem-
perature c) latent heat flux d) sensible heat flux
The differences due to the treatment of the bare soil fraction presented in this section
are on the same order of magnitude as the differences with respect to different coupling
schemes presented in section 3. However, this does not mean that the treatment of
the bare soil fraction has a larger impact on the simulated climate than the choice of
coupling scheme. A certain share of the differences between individual simulations is
related to the internal model variability (IMV). In order to determine whether differ-
ences are process related, the IMV was derived from the ensemble simulations described
in sections 3, as the ensemble spread of the VERTEXENS. In the following it is assumed
that wherever differences between EBSF and VERTEXENS exceed the ensemble spread
these are process related. This measure was combined with the measure of statistical
significance of a given 20-year mean difference between EBSF and VERTEXENS that was
obtained from a two sample, two sided Student’s t-test (p < 0.05). It was assumed that
whenever differences are statistically significant and larger then IMV these constitute a
robust impact on the simulated climate.
Between 3 % (for precipitation) and 25 % (for soil moisture) of the land surface are ro-
bustly impacted by an explicit representation of the non-vegetated fraction of a grid box
(Table 13). As for most variables a robust impact was found in between 5 % and 15 %
of the land surface, it can be inferred that the introduction of a bare soil tile has a ro-
bust impact on about 10 % of the land surface. Here, it mainly acts via limiting the soil
moisture available for transpiration, which leads to a pronounced increase in surface tem-




This dissertation was motivated by the desire to facilitate the understanding of the
complex interrelation between the spatially heterogeneous land surface and the surface
energy and moisture fluxes. Here, most Earth System Models (ESMs) use tiles, i.e. ho-
mogeneous sub-areas within a model’s grid box, to explicitly represent spatial sub-grid
scale (SSGS) heterogeneity at the surface, but assume the entire vertical column of the
atmosphere to be horizontally homogeneous. Studies and observational data indicate
that, at the operational resolutions of present day ESMs, this assumption is only valid
for heterogeneity with a horizontal length scale of up to ≈ 3000− 5000m. In contrast,
the influence of heterogeneity on larger scales is detectable in heights that are far above
the lowest model level.
A preliminary study showed that a substantial share of the land surface heterogeneities
occurs on horizontal length scales above the micro scale, which may lead to signifi-
cant errors when calculating the surface fluxes based on the assumption of a spatially
homogeneous atmospheric state on the lowest model level. This raised the need for
the development of a land surface-atmosphere coupling scheme, capable of representing
SSGS heterogeneity, also within the lowest layers of the atmosphere. Accordingly, a
coupling scheme was proposed that provides a VERtical Tile EXtension (VERTEX).
The scheme was implemented into the Max Planck Institute for Meteorology’s Earth
System Model (MPI-ESM) and applied in a series of investigations, which targeted dif-
ferent aspects of the influence of sub-grid scale heterogeneity on the surface energy and
moisture fluxes as well as on the state of the land surface and the atmosphere.
With single column simulations it was demonstrated how surface and atmospheric SSGS
heterogeneity relate to atmospheric turbulent transport processes, which are resolved
with respect to the surface tiles in the VERTEX scheme. Here, it was shown that the
strength of the vertical turbulent transport can vary distinctly between different tiles
within the same model grid box. In tiles, in which the surface is relatively warm, the at-
mospheric column is predominantly less stable, facilitating the vertical turbulent mixing
within the respective tiles. Accordingly, when atmospheric SSGS heterogeneity is ac-
counted for, the vertical turbulent transport is weaker in tiles featuring a cooler surface.
As the atmosphere in the warmer tiles is mostly dryer, the vertical turbulent transport
is more pronounced for dry static energy than for moisture. Consequently, an explicit
representation of heterogeneity on the lowest atmospheric model levels does not only
have an impact on the state of individual tiles, but also on the grid box mean state.
In a next step, the MPI-ESM was applied on the global scale, at first in a series of
simulations, in which the surface-atmosphere feedback was omitted in order to prevent
large scale atmospheric effects. With these simulations the near surface processes in
individual tiles could be studied with respect to different coupling schemes. Addition-
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ally, important characteristics were identified which determine the partitioning of the
available energy at the surface into latent and sensible heat flux in the MPI-ESM. Sub-
sequently, the surface-atmosphere feedback was taken into account and a series of 3× 5
simulations was performed with prescribed a sea-surface temperature and sea-ice extent.
These showed that the explicit representation of SSGS heterogeneity distinctly influences
the simulated global climate.
Finally, the thesis focused on the influence of certain types of heterogeneity, which feature
distinct characteristics, namely irrigated and non-vegetated areas. The representation
of these areas by a designated tile, severely affects the global hydrological and energy
cycles. While the explicit representation of bare soil areas leads to a decrease in simu-
lated terrestrial evapotranspiration of about 3 % and an increase in surface temperature
of about 0.1K, the introduction of irrigation in the MPI-ESM leads to an increase in
evapotranspiration that is possibly as large as 6 % and a decrease in land surface tem-
perature of up to 0.2K.
Using the MPI-ESM with the model setups described above, the research questions guid-
ing this thesis could be answered, namely:
How can spatial heterogeneity of the atmosphere be accounted for in the
coupling of land surface and atmosphere within ESMs?
An approach for the surface-atmosphere coupling that considers atmospheric SSGS het-
erogeneity can be based on the blending height concept. The blending height provides
a scale for the decrease of the influence of surface heterogeneity with increasing height
above ground (Mahrt, 2000).
By assuming a fixed relation between height and the magnitude of the influence that
heterogeneity exerts on the flow, the strength of the influence of surface heterogeneity
can be related to the ratio of the height of a model level and the blending height. By
further assuming that the decrease of the influence of a surface feature can be attributed
to the horizontal mixing of the vertical fluxes, the ratio of the height of the respective
model level and the blending height can be used to describe the degree of mixing of the
fluxes.
The blending height is largely determined by the surface roughness length, atmospheric
stability, and the prevailing wind conditions, all of which constitute variables that are
already being used in ESMs. Furthermore, the determination of the blending height
requires the characteristic horizontal length scales of surface heterogeneity. As these can
be derived from existing datasets such as the Global Land Cover Map 2009, the coupling
scheme presented in this thesis can readily be implemented in any ESM.
What is the effect of an explicit representation of surface and atmospheric
SSGS heterogeneity on the simulated near surface processes with respect to
different land cover types?
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It could be shown that near surface processes are systematically affected by the ex-
plicit representation of SSGS heterogeneity. Here, the two characteristics that largely
determine a tile’s response to differences in the coupling schemes are the tile’s ability
to transpire, determined by stomatal conductance and leaf area, and the albedo. In
certain grid boxes, in which surface types with distinctly differing vegetation heights are
present, also the roughness length plays an important role.
When surface heterogeneity is explicitly represented, tiles with pronounced transpira-
tional abilities generally exhibit an increase in transpiration as well as a decrease in the
sensible heat flux and in the surface temperature, unless soil moisture becomes a limiting
factor. Plants with lower stomatal conductance and leaf area show the opposite effect.
By additionally accounting for SSGS heterogeneity in the atmosphere, evapotranspira-
tion in tiles with pronounced transpirational abilities is reduced due to a smaller local
surface-atmosphere moisture gradient. Despite the decrease in latent heat flux and the
consequent increase in sensible heat flux, this does not necessarily result in a warming
of the surface. The atmosphere in these tiles is relatively colder and the increase in
sensible heat flux is realized at lower temperatures also at the surface. Tiles with less
pronounced transpirational abilities display the opposite reaction.
Differences in albedo have a distinctly smaller influence on the near surface processes
but still result in noticeable differences in the surface fluxes and the state of the surface,
as they determine the amount of radiation absorbed by the individual tiles. Tiles with
a smaller albedo, i.e. trees and shrubs, absorb more energy and consequently show an
increase in sensible heat flux, surface temperate and, unless the availability of soil water
was limited, an increase in latent heat flux. Tiles with a higher albedo such as grass or
crops show the opposite effect.
In combination, these two effects lead to pronounced differences in the states of different
tiles and in the respective surface fluxes. For surface temperature, the 20-year mean
inter-tile variability within a grid box is as large as 1.5K and with respect to the sur-
face energy fluxes the variability is often larger than 10W m−2. This also has a strong
impact on processes that are resolved with respect to the tiles such as net primary pro-
duction (NPP), which in certain tiles increased by more than a third due to the explicit
representation of SSGS heterogeneity.
What is the impact of an explicit representation of surface and atmospheric
SSGS heterogeneity on climate on the global scale?
Due to the non-linear dependency of the surface fluxes on the state of the surface and
the atmosphere, the representation of SSGS heterogeneity has a strong influence on
the grid box mean state. Most importantly, the sub-grid distribution of soil moisture
strongly affects the simulated climate. Often there is a decrease in evapotranspiration
in tiles with pronounced transpirational abilities due to soil moisture limitations, which
is not balanced by an increase in transpiration in tiles with less pronounced transpi-
rational abilities. Hence, accounting for SSGS heterogeneity at the surface results in
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higher simulated surface temperatures and sensible heat fluxes as well as a reduction in
evapotranspiration and precipitation.
But also the explicit representation of SSGS heterogeneity in the atmosphere has a
distinct impact on the state of the surface and the surface fluxes. Depending on the
variable and measure considered, the impact is roughly half as large as the impact of
explicitly accounting for SSGS heterogeneity at the surface. The explicit representation
of atmospheric SSGS heterogeneity influences the vertical and spatial (between the tiles)
distribution of moisture in the atmosphere. This influences local surface-atmosphere hu-
midity gradients, precipitation and by that, evapotranspiration and the distribution of
soil moisture. The respective simulations exhibit slightly lower surface temperatures and
sensible heat fluxes and an increase in evapotranspiration and precipitation. However,
the signal is much less pronounced, because impacts due to atmospheric heterogeneity
are less one-directional and differ strongly between regions.
Representing SSGS heterogeneity explicitly has a robust impact on between 10% - 48%
of the land surface. Between 25% - 45% of the land surface exhibit surface temperature
differences of more than 0.125K and around 25% [10% ] exhibit relative differences
in the surface fluxes larger than 10% [25% ](20-year grid box means). In compari-
son to WATCH Forcing Data (WFD) the representation of sub-grid scale heterogeneity
improves the simulation of precipitation, but the bias in simulated 2m temperature
increases. In simulations that account also for sub-grid scale heterogeneity in the atmo-
sphere, precipitation and 2m temperature are consistently more similar to WFD than
in simulations that only account for heterogeneity at the surface.
How does irrigation-based agriculture in arid regions influence the regional
and possibly global climate? Furthermore, which effect does the surface-
atmosphere coupling have on the representation of irrigation and how large
is the associated uncertainty in simulations?
Irrigation-based agriculture is assumed to contribute up to 2600 km3a−1 to the terrestrial
water vapor flow (Gordon et al., 2005) and pronounced local effects, in terms of surface
temperature and evapotranspiration, are associated with it (Saeed, 2011; Tuinenburg
et al., 2014). Simulations with the MPI-ESM show an irrigation induced local surface
cooling of up to 3.5K in heavily irrigated areas in India (20-year grid box mean) and a
local increase in evapotranspiration of up to 1.5mmd−1 which corresponds to an overall
increase in net integrated vertical moisture flux in irrigated areas of up to 2500 km3a−1.
At the same time, the present studies revealed substantial remote effects by which ir-
rigation influences the climate over a distance of several thousand kilometres. While
irrigated areas cover only about 2 % of the world’s terrestrial surface, they robustly af-
fect the state of the surface and the energy and moisture fluxes in up to 20 % of the land
surface. Two main mechanisms, namely the advection of water vapor and a weakening
of the monsoon in South, Southeast and East Asia, were identified as key determinants
of the remote effects related to irrigation. For the first time, it could be shown that
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irrigation-based agriculture in the Middle East and South Asia directly affects precip-
itation and surface temperatures in Eastern and Central Africa and leads to a strong
increase in atmospheric water vapor and cloud cover in regions as distant as the east
coast of China. By an evaporative cooling of the surface, irrigation also leads to a re-
duction of the land sea thermal contrast that drives the monsoon winds in South and
Southeast Asia. The weakening of the monsoon leads to a decrease in precipitation and
a consequent increase in surface temperatures in large parts of Southeast Asia.
Here, the manner in which SSGS heterogeneity is represented is an important factor in
determining the magnitude of possible impacts of irrigation. The increase in atmospheric
water vapor, due to irrigation is several times larger in simulations in which atmospheric
heterogeneity is accounted for (VERTEX scheme) than in simulations which only con-
sider surface heterogeneity (simple flux aggregation scheme). Simulations in which het-
erogeneity is only implicitly represented (parameter aggregation scheme) actually show
a drying of the atmosphere due to irrigation. Therefore, the remote effects of irrigation
can be identified clearly only in the simulations with the VERTEX scheme.
These simulations also give the best results for near surface temperature and precipi-
tation in regions with a pronounced irrigation-based agriculture (compared to WFD).
This gives some confidence that by a more realistic representation of the turbulent mix-
ing process also the representation of irrigation becomes more realistic. In this respect,
the present study revealed substantial uncertainties related to the model’s structure
and indicate that earlier modelling studies using a parameter aggregation or simple
flux aggregation scheme may have underestimated the impact of irrigation on climate.
Additionally, large uncertainties were found in connection to the assumed irrigation
characteristics. The impact on climate is several times larger in simulations with a low
irrigation efficiency than in simulations assuming a high irrigation efficiency.
Additionally, areas that are permanently uninhabitable to vegetation, such as deserts,
were investigated, as these often constitute SSGS heterogeneity whose characteristics
strongly contrasts the surrounding land cover. It could be shown that the climate in
non-vegetated areas can differ distinctly from the surrounding vegetated areas. In the
MPI-ESM, bare soil evaporation occurs only when the surface is almost completely sat-
urated, whereas the roots of plants can access water from a considerable depth. At the
same time, the share of precipitation that results in run-off and drainage increases dis-
tinctly with increasing saturation of the soil. Thus, when representing the permanently
non-vegetated fraction of the grid box by a designated tile, there is a significant decrease
in evapotranspiration, a corresponding decrease in latent heat flux, an increase in the
sensible heat flux and the surface temperatures in these areas. The non-vegetated frac-
tion of the grid box exhibits surface temperatures that are by up to 4K higher than in
the vegetated parts of the grid box. The respective increase in sensible and decrease in
latent heat flux can be as large as 40W m−2. When integrating the areas uninhabitable
to plants into a designated tile a large share of the soil moisture becomes unavailable to
plants and the decrease in evapotranspiration in the non-vegetated part in the grid box
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can not be balanced by an increase in the vegetated tiles. Consequently, also the grid
box mean temperatures and sensible heat fluxes predominantly increase by up to 1K
and 8W m−2 respectively, and the grid box mean latent heat flux generally decreases by
up to 8W m−2.
7.2. Outlook and conclusion
While answering the above questions, the results of this thesis originated possible sub-
jects of future research, particularly with respect to the impact of irrigation on climate.
Considering the uncertainties involved in modelling irrigation in combination with the
pronounced impact especially on the regional scale (e.g. Saeed (2011)), the present work
highlights the need to investigate possible impacts based on a more realistic representa-
tion of the irrigation process. On one hand this requires more detailed information on real
world irrigation with respect to irritated areas, irrigation infrastructure and techniques
as well as on water availability. On the other hand there is a need for more sophisticated
irrigation schemes that use region-, time-, technique- and crop-specific parametrisations
and take into account the availability of fresh water. In the present studies, an unlimited
supply of fresh water was assumed. However, in reality irrigation is often limited by the
availability of this resource, which will in the future likely become more problematic in
many regions of the world (Hagemann et al., 2013). Hence, a sustainable irrigation prac-
tice needs to be investigated, i.e. which level of irrigation can be provided when relying
exclusively on renewable fresh water resources, and which impact on climate does this
sustainable irrigation have? Also, the advective moisture transport should be studied in
more detail. So far investigations of irrigation that use moisture tracking schemes have
been limited to the regional scale (e.g. Harding et al. (2013); Tuinenburg et al. (2014)),
but could also be conducted on a global scale. Furthermore, the example of irrigation
showed that surface-types may have pronounced impacts on a large share of the land
surface and atmosphere, even though they only cover a small fraction of the planet’s
surface. Hence, studies are conceivable which target the large scale impacts on climate
of other surface types with unique characteristics such as wetlands or urban areas.
With respect to model development, this work provides a fully functional scheme to cou-
ple land surface and atmosphere, that can be used in any numerical weather or climate
model. The coupling scheme proposed in this thesis is amongst the first to explicitly rep-
resent atmospheric SSGS heterogeneity on the scales of ESMs and the only one which ac-
counts for an interaction of the homogeneous sub-areas within the atmosphere. However,
certain constraints limit its operational applicability. The scheme is currently computa-
tionally very expensive as it requires solving a matrix for a number of atmospheric levels
and for a number of variables. Here, the computational demand increases drastically
with an increasing number of tiles that are being modelled. For a model setup using 14
tiles, simulations (land surface and atmospheric model) with the VERTEX scheme take
almost 40 % longer than simulations with the simple flux aggregation scheme, whereas
for a setup with 4 tiles the computational costs are almost identical. This is partly
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because no optimisation of the algorithms with respect to high performance machines
has been undertaken and there is a large potential for accelerating the computations,
e.g. by parallelizing the matrix algorithms. Nonetheless, some structural changes in the
approach may also be beneficial for simulations that require the representation of a large
number of tiles. For example, a pre-aggregation of tiles according to their associated
blending heights may be a useful step. Here, only the tiles above which the fluxes have
not blended could be explicitly represented in the calculations on a given level, whereas
the other tiles could be combined in a fraction representing the horizontally blended flux.
Furthermore, certain limitations in the way the scheme was implemented for the studies
of this thesis prohibit to account for the entirety of effects related to atmospheric hetero-
geneity. On one hand, atmospheric heterogeneity was only considered for temperature
and specific humidity, whereas heterogeneity of the wind field was neglected above the
lowest model level. When resolving wind-speeds with respect to tiles, differences in sur-
face roughness may cause pronounced SSGS variability in the wind field even higher in
the atmosphere. This variability affects the turbulent kinetic energy, hence the vertical
turbulent transport which feeds back on atmospheric SSGS variability in the state vari-
ables of temperature and specific humidity.
Additionally, atmospheric heterogeneity was only used to model the vertical turbulent
transport in the atmosphere. Here, studies suggest that atmospheric SSGS variability
may substantially affect other processes such as convection, cloud formation and pre-
cipitation (Rieck et al., 2014; Guillod et al., 2015). In many regions, the simulations
performed with the MPI-ESM exhibited pronounced sub-grid scale variability on the
lowest atmospheric levels, especially relative to the respective variability at the sur-
face. This information on atmospheric SSGS variability could be used to improve the
representation of many atmospheric processes, e.g. triggering cumulus convection in
ECHAM6 requires some assumption about the sub-grid scale variability of virtual tem-
perature which could be provided by the scheme. Finally, within the soil there is no
lateral interaction of the tiles. It is possible to make simplifying assumptions by which
sub-surface lateral flows of energy and water can be accounted for (e.g. Hagemann and
Stacke (2014)), but with the information on the horizontal length scales of surface het-
erogeneity, these fluxes could also be modelled explicitly.
To conclude, the present work demonstrates the importance of representing SSGS het-
erogeneity also in the atmosphere, especially in case of land cover types with strongly
contrasting characteristics. Here, it could be shown that irrigation-based agriculture in
arid and semi arid regions does not only have a strong impact on the local climate, but
also has remote effects that reach over distances of thousands of kilometres. But much
more than that, the thesis provides a framework for representing all planetary bound-
ary layer and possibly even sub-surface processes more realistically by basing the model
formulations of e.g. convection, cloud formation or sub-surface lateral flows on sub-grid
scale parameters or accounting for SSGS heterogeneity in the respective parametrisa-
tions.
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Appendix 1.1 Vertical Diffusion



















This can be rearranged to:
xt+1l,i · (1 +
∆t
∆zl
· (Kl+ 12 ,i ·
1− Etx,l,i,i
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The equation can be simplified to:
n∑
j=1
ai,j · xt+1l,j = bi,with (38a)
ai,j = (1 +
∆t
∆zl
· (Kl+ 12 ,i ·
1− Etx,l,i,i
δzl
+Kl− 12 ,i · Fmixl−1,i,i ·
1
δzl−1




· (Kl− 12 ,j ·
Fmixl−1,i,j
δzl−1
−Kl+ 12 ,i ·
Etx,l,i,j
δzl
) , for j 6= i (38c)
bi = xtl,i +
∆t
∆zl










Using matrix notation these equations can be written as:




a1,1 · · · a1,j · · · a1,n
... ... . . . ...
ai,1 · · · ai,j · · · ai,n
... ... . . . ...




















A−1n,n · ~Bn = ~X t+1n ,with (40a)
A−1n,n =

aI1,1 · · · aI1,j · · · aI1,n
... ... . . . ...
aIi,1 · · · aIi,j · · · aIi,n
... ... . . . ...























aIi,j · bj = xt+1l,i (41)
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Analogous to Eq.12 one can express the dry static energy and humidity within tile i on
level l as a function of all the tile values on level l − 1:
xt+1l,i = F tx,l−1,i +
n∑
j=1
Etx,l−1,i,j · xt+1l−1,j,with (43a)










aIi,j · (xtl,j +
∆t
∆zl




Above the level of the blending height the fluxes are horizontally homogeneous and the
vertical diffusion can be calculated by the method for the homogeneous case, described
above. At the blending height the share which the flux from a given tile has on the flux
between the level of the blending height and the inferior level, is equal to the share the
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This allows the coefficients Etblend−1,i,j and F tblend−1,i to be determined in the following
manner:







F tblend−1,i = (xtblend +
∆t
∆zl
· F tblend ·
Kblend+ 12
δzl
) · C−1 (45b)




· (1− Etblend) +
n∑
k=1
sfrack ·Kblend− 12 ,k) (45c)
Using the E’s and F ’s at the blending height (blend− 1, i, j) in Eq.13, the entire atmo-
spheric column below the blending height can be determined with the method described
above.
Appendix 1.2 Surface fluxes and energy balance
Equation 16 can be rearranged so that:
Qt+1x,i = bi +
n∑
j=1
xt+11,j · ai,j,with (46a)
ai,j = −(1 + ∆t∆zl ·K1+ 12 ,i ·
1− Et1,i,i
δzl




·K1+ 12 ,i ·
Et1,i,j
δzl
, for j 6= i (46c)
bi = xt1,i +
∆t
∆zl




Based upon this formulation we can equate the surface fluxes just below the lowest
level in the atmosphere, the atmospheric values for sensible heat and moisture and the




Fmix1,i,j ·Qt+1,∗x,j = bi +
n∑
j=1






st+11,j · ai,j =
n∑
j=1




qt+11,j · ai,j =
n∑
j=1
Fmix1,i,j · cdragj · (qt+11,j − qt+1surf,j) , for moisture (48b)
qt+1surf can be described by the saturation specific humidity at surface temperature and
the moisture availability coefficients αj and βj, hence it can be described as a function




qt+11,j · ai,j =
n∑
j=1
Fmix1,i,j · cdragj · βj · (qt+11,j − αj · qsat(cp · st+11,j )) (49)












Fmix1,i,j · CQj =
n∑
j=1




st+1surf,j · Fmix1,i,j · CSQSj,with (50b)
CASj = cdragj (50c)
CSSj =− cdragj (50d)
CQj =− cdragj · βj · αj · (qsat(T tsurf )−
dqsat
dt
· T tsurf ) (50e)
CAQj = cdragj · βj (50f)
CSQSj =− cdragj · βj · αj · dqsat
dt
· c−1p (50g)
These coefficients can be used to reformulate the surface energy balance of Eq. 17:
csi · c−1p · (st+11,i − st1,i)
∆t = Rn − 4σ · (c
−1
p · stsurf,i)3 · c−1p · st+1surf,i + 4σ · (c−1p · stsurf,i)4
+ CASi · st+11,i + CSSi · st+1surf,i
+ L · CQi + L · CAQi · qt+11,i + L · CSQSi · st+1surf,i
+G (51)
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The surface energy balance equation can be rearranged to:
− csi · c
−1
p · (st1,i)
∆t −Rn − 4σ · (c
−1
p · stsurf,i)4 −+L · CQi −G
= st+11,i · CASi
+ qt+11,i · L · CAQi




Figure 36: Characteristic horizontal length scales: a) tropical evergreen trees, b) tropical deciduous
trees, c) extra-tropical evergreen trees, d) extra-tropical deciduous trees, e) raingreen shrubs, f) decid-
uous shrubs, g) c3 grass/pasture*, h) c4 grass/pasture*, i) crops+, j) permanent bare soil;




C. Abstract, Zusammenfassung and List of Publications
Abstract in English Land surface characteristics, such as land cover, soil properties
and hydrological characteristics, as well as important processes on the land surface often
vary on scales that are not resolved by the horizontal structure of present day Earth
System Models (ESMs). The surface energy and moisture fluxes depend non-linearly
on these spatially heterogeneous characteristics and processes. The present Phd thesis
investigates this interrelation between spatial sub-grid scale (SSGS) heterogeneity at the
surface as well as within the lowest layers of the atmosphere and the surface energy and
moisture fluxes. The work completed in the course of this dissertation divides into model
development, namely the implementation of the newly developed VERTEX scheme in
the Max Planck Institute for Meteorology’s Earth System Model (MPI-ESM), and into
a series of investigations in which the VERTEX scheme is used for the coupling of the
land surface and the atmosphere.
The VERTEX scheme is the first coupling scheme designed for the application in ESMs
that explicitly represents atmospheric SSGS heterogeneity and allows for an interaction
of homogeneous sub-areas in the atmosphere. In the scheme, atmospheric SSGS het-
erogeneity is modelled based on the blending height concept. This theory provides a
framework for relating atmospheric SSGS heterogeneity to the causative SSGS hetero-
geneity at the surface and the reference height above ground.
In a first study, the MPI-ESM’s single column mode is used to demonstrate how an
explicit representation of SSGS heterogeneity affects near surface processes and how
surface and atmospheric SSGS heterogeneity relate to the vertical turbulent transport
of moisture and dry static energy. Furthermore, it can be shown that the explicit rep-
resentation of different surface types not only has an impact on the individual states of
the respective surface types, but that an impact is evident in the grid box mean state.
As findings are limited to the specific location the single column model is applied to,
the results can only provide a limited insight into certain processes and allow for qual-
itative conclusions. For more general conclusions, the MPI-ESM’s atmospheric model
ECHAM6 coupled to the land surface component JSBACH (ECHAM/JSBACH) is used
in simulations on the global scale. Here, large scale atmospheric effects often make it
difficult to investigate impacts that occur on the sub-grid scale. Therefore, the impact of
different representations of SSGS heterogeneity on the near surface processes is studied
using a model configuration that prevents atmospheric feedbacks. This study also allows
to identify the characteristics which have the strongest influence on the partitioning of
the available energy at the surface into latent and sensible heat flux. Subsequently, en-
sembles of simulations are produced in which the land surface model is coupled to the
atmospheric model without further restrictions but with prescribed sea-surface temper-
ature and sea-ice extent. With the surface-atmosphere feedback accounted for, these
ensemble simulations allow to estimate the impact of an explicit representation of SSGS
heterogeneity on the simulated state of surface and atmosphere as well as on the surface
fluxes.
Finally, the thesis is focused on the influence of irrigation on simulated global climate.
Irrigation as a SSGS feature exhibits some unique characteristics with respect to the
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distribution of terrestrial water and has been shown to have a pronounced impact on
regional climate. An additional reason for studying impacts with respect to irrigation
is its importance not only for the hydrological cycle, but also with respect to human
development via its importance for food and water security. The results obtained in this
part of the thesis show that investigations of the effects of irrigation involve substantial
uncertainties. These arise from the way ESMs represent SSGS heterogeneity and from
simplifications with respect to the assumed irrigation characteristics. Nonetheless, the
study provides evidence that irrigation does not only have an impact on regional cli-
mate, but also has an impact on remote regions which extends over a distance of several
thousand kilometres.
Deutsche Zusammenfassung Die Eigenschaften der Landoberfläche variieren auf stark
unterschiedlichen Skalen, von denen viele durch die horizontale Auflösung heutiger, glob-
aler Klimamodelle nicht erfaßt werden. Die oberflächennahen Wasser- und Energieflüsse
stehen dabei in einem nicht-linearen Zusammenhang zu den heterogenen Eigenschaften
der Landoberfläche. Im folgenden wird die im Modell nicht aufgelöste, flächige Het-
erogenität mit “SSGS”, kurz für “spatial sub-grid scale”, abgekürzt. Die vorliegende
Arbeit beschäftigt sich mit diesem nicht-linearen Zusammenhang zwischen Oberflächen-
flüssen und dem heterogenen Zustand der Landoberfläche und der Atmosphäre. Dabei
läßt sie sich klar in zwei Teile gliedern. Zum einen wurde für das Erdsystem-Modell des
Max Planck Instituts für Meteorologie (MPI-ESM) ein Kopplungsschema entwickelt mit
welchem sich die SSGS-Heterogenität der untersten Atmosphärenschichten des Modelles,
berücksichtigen läßt, das sogenannte VERTEX-Schema. Zum anderen wurde eine Reihe
von Experimenten durchgeführt mit denen der Einfluß von SSGS-Heterogenität, auf die
Oberflächenflüsse untersucht wurde.
Das VERTEX-Schema ist eines der ersten Schemata, mit dem sich die SSGS-Heterogenität
der Atmosphäre berücksichtigen läßt und das erste, in welchem die verschiedenen homo-
genen Teilbereiche inneralb der Atmosphäre interagieren. Das Schema basiert auf dem
Konzept der “blending height” und ermöglicht es, die Heterogenität in der Atmosphäre
durch die verursachende Heterogenität der Landoberfläche zu beschreiben.
In einer ersten Studie mit dem ein-dimensionalen Säulenmodell des MPI-ESM wurde
gezeigt, wie sich eine explizite Darstellung von SSGS-Heterogenität auf oberflächennahe
Prozesse und den turbulenten Transport von Feuchte und Wärme in den untersten At-
mosphärenschichten des Modells auswirkt. Des weiteren konnte gezeigt werden, daß
sich die explizite Darstellung von SSGS-Heterogenität nicht nur auf die homogenen Teil-
bereiche einer Gitterbox des Modells auswirkt, sondern auch den mittleren Zustand der
gesamten Gitterbox beeinflussen kann.
Um Rückschlüsse ziehen zu können, welche nicht auf einzelne Gitterboxen beschränkt
sind, wurden globale Studien mit dem Atmosphären-Modell ECHAM6 und dem Landoberfächen-
Modell JSBACH des MPI-ESM (ECHAM/JSBACH) durchgeführt. Dabei wurde zunächst
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ein Experiment durchgeführt, in dem die Rückkopplung von Land und Atmosphäre ver-
hindert wurde, um die oberflächennahen Prozesse studieren zu können, ohne daß die
Ergebnisse durch Änderungen großskaliger Zirkulationsmuster beeinträchtigt werden.
Darauffolgend wurde eine Reihe von Simulationen durchgeführt, die eine Rückkopplung
zulassen, um den Einfluß von SSGS-Heterogenität auf das globale Klima untersuchen
zu können. Mit dieser Studie konnte gezeigt werden das sich nicht nur die SSGS-
Heterogenität der Landoberfläche, sondern auch die der Atmosphäre deutlich auf das
simulierte Klima auswirkt.
Abschließend wurde das ECHAM/JSBACH genutzt um zu untersuchen wie sich beson-
dere Formen der Landbedeckung, deren Eigenschaften in einem starken Kontrast zur um-
liegenden Landbedeckung stehen, auf das lokale, regionale und globale Klima auswirken.
Dabei konnte unter anderem gezeigt werden das Bewässerungslandwirtschaft in ariden
Regionen einen überregionalen bis transkontinentalen Einfluß auf das Klima hat. So
z.B. führt Bewässerung in Indien und angrenzenden Regionen zu verstärkter Bewölkung
an der Ostküste Chinas und Bewässerung in Indien und im mittleren Osten verstärkt
den simulierten Niederschlag in Ost- und Zentralafrika.
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