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1. INTRODUCTION 
In this chapter, we present (i) the basic terminology and essential notations, (ii) 
the definitions and simple characteristics of hypercubes, median graphs, Cartesian 
product of graphs, Kronecker product of graphs and Strong product of graphs, and 
(iii) an outline of the organization of the subsequent chapters of this dissertation. 
1.1 Basic Terminology 
This section introduces the important set- and graph-theoretical notation and 
terminology. For any undefined terms, we refer to [8]. 
Let S and T be sets. We write s G 5 to indicate that s is an element of S. The 
cardinality of S is denoted by |5| and the empty set is written il), S C T indicates 
that 5 is a subset of T while S C T indicates proper inclusion. The union and 
intersection of S and T are denoted by S'UT and 5(1^ respectively. S \T consists 
of those elements of S which are not in T, and is called the set difference. The 
Cartesian product (or simply product) of S and T is denoted by S" x T and is defined 
as the set of all ordered pairs (s,<) such that s Ç. S and t E T. We also use the 
following logical connectives: negation ( ), implication ( ==^ ) and equivalence 
( )• 
A graph G = (V, E) consists of a set V of vertices and a set E of edges. Earh 
edge consists of a pair of vertices called its end points or end vertices. All graphs 
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we consider are assumed to be finite, undirected and simple, i.e., without loops and 
multiple edges. For a graph G, we also use V(G) and E(G) to denote its vertex set 
and edge set respectively. 
I£ e = {u, v} is an edge of G, then we say that e is incident on u and u, and that 
u, V are adjacent to each other, or « and v are neighbors. For a vertex v of G, we use 
degQ(v) to denote the degree of v, i.e., the number of neighbors of « in G. When 
the identity of the graph G is clear from the context, we will use deg(y) instead of 
degGiv). By A(G), we will denote the maximum degree of a vertex of G. A vertex 
V is isolated if deg{v) = 0 and is a terminal vertex if deg(u) = 1. We say that a graph 
G is regular if each vertex of G is of the same degree. 
A path is a sequence of vertices P = vi,.,, ,vn, n > 1, such that {v^, } 6 
E{G), 1 < I < n. The length of P is its number of edges. P is a simple path if it 
contains no repeated vertices, a closed path if = vn, and a cycle if it is closed and 
all vertices except and vn are distinct. We say that G is connected if there is a 
path between any two distinct vertices of G. If u,t; 6 V(G), then by a (u,i;)-path 
we mean a simple (but not necessarily shortest) path between u and u in G, G is 
said to contain a Hamiltonian path (resp. Hamiltonian cycle) if there is a simple path 
(resp. cycle) in G which includes all vertices of G. 
A graph is a tree if it is connected and acyclic. If any two (distinct) vertices of 
a graph G are adjacent, then G is said to be a complete graph. The complete graph 
on n vertices is denoted by Kn- We say that the one-vertex graph K-^ is the trivial 
graph and a graph on two or more vertices is a non-trivial graph. 
If the vertex set F of a graph G can be partitioned into two sets and V2 such 
that every edge in G has one endpoint in V\ and the other in then G is bipartite, 
and Vj and constitute a bipartition of V. G is a complete bipartite graph if each 
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vertex in Vj is adjacent to every vertex in The complete bipartite graph whose 
bipartition contains m and n vertices respectively is denoted by Km,n' 
A graph which is a simple path (resp. cycle) of length n is denoted by Pn (resp. 
C n ) .  W e  a s s u m e  t h a t  V ( P n )  =  { 1 ,  -  +  w h e r e  { t , t  +  1 }  6  E ( P n ) ,  1  < i  < n .  
S i m i l a r l y ,  w e  l e t  V ( C n )  =  { ! > • * • » " } >  w h e r e  { 1 ,  n }  a n d  { * ,  t  + 1 }  6  E ( C n ) ,  1  < i  < n .  
Let G be a connected graph. For «,t; € the distance between « and v 
is denoted by dQ(u, w) (or simply, d(u, v) if the referenced graph is clear from the 
context) and is defined to be the length of a shortest (simple) path between u and 
V in G. Further, the diameter of G is defined to be the maximum distance between 
any two vertices of G. 
Two graphs G and H are seiid to be isomorphic, written Cr = Jï", if there is a 
bijection between V(G) and V(H) which preserves adjacency. It is easy to see that 
the binary relation "is isomorphic to" is an equivalence relation on graphs. A graph 
property is said to be an invariant if it is shared by all graphs isomorphic to each 
other. For example, the number of vertices is (trivially) a graph invariant. 
For a graph G, a graph H is said to be a subgraph of G if V{H) Ç V"(Ct) and 
E(H) Ç E(G). For a vertex subset W of G, the induced subgraph < W > has W 
as its vertex set, where two vertices are adjacent if and only if they are adjacent in 
G .  A  s u b g r a p h  H  o f  G  i s  s a i d  t o  b e  a n  i s o m e t r i c  s u b g r a p h  o f  G  i f  f o r  « , u  G  V { H ) ,  
djj(u,v) = dQ(u,v). Clearly, an isometric subgraph must be vertex induced, and 
it is easy to see that the converse is false. A connected graph ff is said to be 
isometrically embeddable in a graph G if there is an injective (one-to-one) mapping 
/  :  V { H )  — »  V ( G )  s u c h  t h a t  f o r  a l l  u , w  G  V ( H ) ,  d j j { u , v )  =  d Q ( f ( u ) , f ( v ) ) .  
Let TF be a vertex subset of a graph G such that W has a certain graphical 
property P. Then W is said to be maximal w.r.i. P if the following holds: if a vertex 
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subset W' of G has the property P and W Ç W\ then W = W'. Further, W is said 
to be maximum w.r.t P if it is maximal and \W\ is as large as possible. 
A vertex v of a graph G is said to be an articulation vertex if removal of v 
(and the edges incident on it) from G results in a graph whose number of connected 
components is larger than that of G. G is said to be biconnected if it has no ar­
ticulation vertex. A biconnected component of G is a subgraph of G which is itself 
biconnected and is maximal w.r.t. this property. The biconnected components of G 
are necessarily induced subgraphs; moreover, their edge sets partition the edge set 
of G. 
For graphs G  and H ,  a surjective (onto) mapping ^ : V(G) —» V { H )  is said to 
define an elementary contraction of G if there exist adjacent vertices u and w of G 
such that the following conditions are satisfied: 
1. for distinct ®,y G V(G), ^(z) = <j>(y) if and only if {a:,y} = {«,«}, 
2. for x , y  E  (V(G) \ {u,u}), {a;,y} e E ( G )  if and only if {<^(a:), ^(y)} G E ( H ) ,  
and 
3. for w  6 (V(G) \ {«,«}), {u,u>} G E { G )  or G E ( G )  if and only if 
We say here that if is an elementary contraction of G, or that H is obtained 
from G by identifying the adjacent vertices u and u, or that H is obtained from G by 
"collapsing" the edge {«,«}. Intuitively, H is obtained from G by deleting the edge 
{«,«}, identifying the vertices u and v, and discarding any multiple edges created 
through this identification process. In Figure 1.1, the graph if is an elementary 
contraction of the graph G obtained by identifying the adjacent vertices 2 and 5 of 
G. 
5 
G 
g,5 
H 
Figure 1.1: An example of an elementary contraction 
If fT is a graph obtainable from G by a sequence of elementary contractions, then 
we say that G is contractable to H. Further, a graph G^ is said to be a subcontraction 
(or a minor) of G if a subgraph of G is contractable to G' [8, page 82]. 
For a graph G = (y,E), let W QV. We say that PV is an independent set of 
G if u, u 6 implies {u, v} ^ E. An independent set of G which is maximal w.r.t. 
the independence property is called a maximal independent set of G. A minimum 
cardinality maximal independent set (mcmis) of G is, as its name implies, a maximal 
independent set of smallest cardinality. W is said to be a dominating set of G if every 
vertex of G is either in W, or is adjacent to some vertex in W. It is easy to see that 
W is a maximal independent set of G if and only if is an independent set as well 
as a dominating set of G. Further, W is said to be a clique if the corresponding 
induced subgraph < PT > is a complete subgraph of G and it is maximal w.r.t. this 
property, i.e., it is not properly contained in any other complete subgraph of G. 
Finally, in this section, we define an r x r Latin square M which is a square 
matrix over the set {0, • • •, i— 1} such that every row and every column of M contains 
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every element of {0, • • •, r — 1} exactly once, where r > 1. For instance, the following 
cyclic matrix is an example of a Latin square. 
/ 
0 1 2 ••• r 
1 2 3 •• 0 
^ r 0 1 • • • r — 1 ^ 
1.2 Hypercubes, Median Graphs and Products of Graphs 
In this section, we present the definitions of hypercubes, median graphs and 
products of graphs, whose investigation will form the main topic of this dissertation. 
Also, we state some of their simple characteristics. 
Let {0,1}^ be the set of all binary strings of length n. For G {0,1}", let 
djj{x,y) denote the Hamming distance between x and y, i.e., the number of bit 
positions in which x and y differ. 
Definition 1.2.1 An n-cube, or a hypercube of dimension n, is denoted by Qn o,nd 
is defined as the graph whose set of vertices is {0,1}*^, and where two vertices are 
adjacent if and only if their Hamming distance is exactly one. I 
The three-cube, i.e., Qg, with vertices labeled by appropriate binary strings 
appears in Figure 1.2. The n-cube has been an object of study in Graph Theory, 
Coding Theory and related areas for a very long time [22,23,24]. Its regular structure 
has lent itself to several interesting characterizations in the literature [6,23,46,50] and 
has allowed simple characterizations of other types of graphs as transformations of 
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0 0 
\ 0 
Figure 1.2: The hypercube of dimension three 
hypercubes [3]. For a survey, see [31]. Recently, there is renewed interest in the 
structure of a hypercube because of its successful utilization as the underlying archi­
tecture of massively parallel computers [33]. We state some of the simple properties 
of the n-cube in the following lemma. 
Lemma 1.2.1 
1. The n-cube is a regular bipartite graph of diameter n. 
2. It has 2" vertices and n • 2"~^ edges. 
S. The distance between any two vertices of the n-cube is precisely the Hamming 
distance between the respective binary strings. 
4^ The n-cube contains a k-cube for all k <n. 
5. [23] If the distance between two vertices u and v of the n-cube is d, then there 
are exactly d\ distinct shortest paths between u and v. I 
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For three vertices u = «^«2 * * * ^ ~ ^ 1 ^ 2  ' " ^ n  and w = wiw2 • • • t«n of Qn, 
the majority vertex Maj(u, u, w) = mim2 • • • mn is defined as follows: = 0 (resp. 
1) if at least two of the values of and are equal to 0 (resp. 1). A vertex 
subset X of V(Qn) is said to be majority closed if for u, u, u; € X, Maj{u, v, w) € X. 
It is easily shown that for any triple of vertices of Qn, the majority vertex coincides 
with the median vertex (defined below). 
Let G be a graph. For a triple of vertices u, v, tv of G, & vertex z of G is said to 
be a median of u, v, w if the following holds: 
d(u, v) = d{u, x) + d{x, w), 
d(v, w) = d(v, x) -f d(x, w), 
d { w ,  u )  =  d { w ,  x )  +  d { x ,  u); 
in other words, z is a median of tx, v and wifx lies simultaneously on suitably chosen 
shortest paths joining u and v, v and w, and w and u, respectively. 
Definition 1.2.2 G is a median graph if G is connected and every triple of vertices 
of G admits a unique median. I 
All trees, n-cubes, and planar grids are examples of median graphs. If G is a 
median graph, then a connected, induced subgraph of G is said to be a median 
s u b g r a p h  o f  G  i f  f o r  a n y  t r i p l e  o f  v e r t i c e s  u ,  w ,  w  o f  H ,  t h e  m e d i a n  o f  u ,  v , w  i n  G  
belongs to V{H). Median graphs have a rich literature; [3,5,6,7,48,50,52,53] is a 
sample of papers on this subject. Some of their simple properties appear in the next 
lemma. 
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Lemma 1.2.2 
1. A median graph is a bipartite graph. 
2. G is a median graph if and only if every biconnected component of G is a 
median graph in its own right. 
3. [S] If G is a median graph, then a subgraph H of G is a median subgraph if and 
only if H is a median graph in its own right and H is isometric in G. 
4. A median graph does not contain 2^,3 *** subgraph. I 
We next define the three graph products. 
Definition 1.2.3 For graphs Gi = (Vi,Ei) and G2 = (^2'-®2)» Cartesian 
product, Kronecker product and Strong product of G\ and G2 ore respectively denoted 
by G-\pG2t G\ X G2 o,nd Gj H G2, o.nd are defined as follows: 
F(GiDG2 ) = ViGi X G2 ) = ViGi B G2 ) = Vj X ^2 
E{GiOG2 ) = {{(®l,«2) ,(!/l,y2) } I xj = j/j and {12,1/2} ^ ^2 = 3/2 
a n d  { x i . î / i }  e  E j }  
E{Gi X G2 ) = {{(®l,a;2) ,(^1,^2) ) I {®l>yi} G Ei and {z2,%/2} G ^2} 
E{Gi H G2 ) = EiGiDG2 )\JE{Gi x G2 )• • 
Note that E{GiOG2 )n-2?(Gi x G2 ) = 0. Further, 
|V(GiDG2 )l = |y(Gi X G2 )l = \V(.GI B Gs )l = • IV2I 
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© ® © 
P2 
The graphs C5 and P2 
|B(GiOG2)| = |Vi|-|E2l + |V2MBil 
|B(GixG2) |=2- |Si | - | f ;2 l""d  
iB(Gi 8 02)1 = I^'(GiOG2 )| + |E(Gi X G; )|. 
Observe that we use ' x ' to denote the product of two sets as well as the Kronecker 
product of two graphs; we use the context to resolve any ambiguity. The graphs Cg, 
i.e., cycle of length five, and i.e., path of length two, appear in Figure 1.3 while the 
graphs C5 x P2 and C5 B P2 appear in Figures 1.4,1.5 and 1.6, respectively. 
Graph products have found applications in a variety of areas of mathematics 
and computer science; [35,43,45,47,55,62] is a sample of papers dealing with some of 
them. The three products share the following important properties. 
Lemma 1.2.3 Each of the graph products x and B is commutative and asso­
ciative up to isomorphism. 
Proof Sketch: For each of the three graph products, the following canonical iso­
morphisms respectively establish commutativity and associativity: 
1. (xi,x2) {x2,xi) 
(^5 
Figure 1.3: 
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[2bJ 
[3c) (4cj 
[3a] 
Figure 1.4: The graph 
[2^ 
,5â 
[3c [4ci 
[3b 
[3a] 
Figure 1.5: The graph Cg x 
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[2a] 
2bJ 
3c) {4c 
C4b] [3b] 
[3ii 
Figure 1.6: The graph Cg B P2 
2- (®1,(®2'®3)) ^ ((®1>®2)»®3)- • 
It is interesting to note that (i) the n-cube Qn is simply the D-product of n 
copies of K2 and (ii) the class of median graphs is closed under the D-product. 
Further, for any graph G, GDiifi = G = G S Ki, i.e., the one-vertex graph Ki acts 
as the two-sided identity for D-product as well as El -product. On the other hand, 
GxKi^ Giî and only if E{G) = 0. The following lemma gives a convenient way of 
obtaining the adjacency matrix of each of the three graph products in terms of the 
adjacency matrices of the factor graphs. 
Lemma 1.2.4 [68,69] Let Gi and G2 be graphs with adjacency matrices A\ and A2 
respectively. Then, the adjacency matrices of G\^G2, G\ x G2 and G\ B G2 are 
respectively given by (g) J2 + /^ ® A2, Ai ® A2 and Ai®l2 + Ii®A2 + Ai® A2, 
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where ® denotes the Kronecker product of matrices, and I j  is an identity matrix of 
the same order as Aj, j = 1,2. I 
The next lemma gives necessary and sufficient conditions for the connectedness 
of the n-product and x-product. 
Lemma 1.2.5 
1. [65] The graph G\^G2 w connected if and only if both Gj and G2 ire con­
nected. 
2. [68] For nontrivial graphs Gj and G2, the graph Gj x Gg is connected if and 
only if both G% and Gg are connected and either G\ or Gg is non-bipartite. I 
The following is a refinement of the second statement of the foregoing lemma. 
Corollary 1.2.6 [68] Let Gj and Gg be nontrivial, connected graphs. IfGi and Gg 
are both bipartite, then Gj x Gg has exactly two connected components, otherwise 
Gi X Gg is connected. I 
It is easy to see that the graph G\ B Gg is connected if and only if both G\ and 
Gg are connected. The next lemma gives a precise formula for the degree of a vertex 
in each of the three graph products; the proof is straightforward. 
Lemma 1.2.7 Let G\ and Gg be graphs. For xj E V{G\) and zg G ^'(Gg), 
'^^^GjaGg^®! ' ®2) = ^ ^9Gi in ) + d^9G2(^2)' 
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«'fifGi B G2(®1'®2) 062(^1*^2) +''®^'GIXG2(®1'®2)-• 
The following corollary is based on Lemma 1.2.7. 
Corollary 1.2.8 
1. Gi and G2 ore regular graphs if and only if G-[pG2 w ® regular graph if and 
only if Gi S G2 i^ a regular graph. 
2. If Gi and G2 are regular graphs, then so is Gj x G2. 
S. Let G\ and G2 be graphs, each of which contains at least one edge. Then, if 
Gi X G2 w a regular graph, so are Gj and G2. I 
It is straightforward to argue that if Gj and G2 are nontrivial connected graphs, 
then there are at least two vertex-disjoint paths between any two distinct vertices of 
GinG2, and hence we have the following theorem. 
Theorem 1.2.9 [ 4 S j  T h e  C a r t e s i a n  p r o d u c t  ( a n d  h e n c e  S t r o n g  p r o d u c t )  o f  t w o  n o n -
trivial, connected graphs has no articulation vertex. I 
On the other hand, conditions for the existence of articulation vertices in Kro-
necker product graphs are somewhat involved; see [43]. 
15 
1.3 What Follows 
We consider hypercubes, median graphs and the three graph products •, x and 
a from certain algorithmic and combinatorial points of view. The remainder of this 
dissertation is organized as follows: 
• In Chapter 2, our most important result is a scheme, which for n = 2^—l,fc>l, 
constructs a partition of the vertex set of the n-cube Qn into n +1 sets, each of 
which is of size exactly and is a TninimiiTTi cardinality maximal independent 
set (mcmis) of Qn. We accomplish this by an interesting application of a Latin 
square. For the case when n is not of the foregoing form, let r be the largest 
integer such that r < n and r = 2^ — 1; we construct a partition of y(Qn) into 
r +1 maximal independent sets of size each. As a corollary, we obtain an 
upper bound on the cardinality of an mcmis of Qn for all n. Our upper and 
lower bounds are within a factor of two, and for n of the form n = 2^—1, the two 
bounds coincide, and hence yield the optimal value. We further observe that 
these bounds are correct also for the domination number (i.e., the cardinality 
of a smallest dominating set) of Qn. 
• In Chapter 3, we present two algorithms, each of which recognizes median 
graphs in time 0(n^ log n). These are based on two different characterizations 
of median graphs given respectively by Bandelt [3] and Mulder [48]. We fur­
ther comment on the possibility of extending these results to the problem of 
recognizing isometric subgraphs of hypercubes and quasimedian graphs. 
• In Chapter 4, we present two 0(n^ log n) algorithms, each of which obtains an 
isometric embedding of a given median graph in a hypercube of least possible 
dimension. These have structures similar to those of the respective recognition 
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schemes mentioned above. We further observe that if G is a graph known to 
be an isometric subgraph of a hypercube, then one of our algorithms will act 
(without any modification) on G to produce a similar embedding of G under 
the same time bound. 
In Chapter 5, we state and prove characterizations for the following; (i) pla-
narity of the B -product, (ii) outerplanarity of the D-product and (iii) outer-
planarity of the x-product. For these, we employ known characterizations for 
the planarity and outerplanarity of general graphs, which have been given in 
terms of graph subcontraction [8,30,32,67]. 
In Chapter 6, we discuss (i) bounds on the following topological invariants of 
the three graph products: chromatic numbers, independence numbers, dom­
ination numbers and clique numbers, and (ii) conditions for the existence of 
a Hamiltonian path/cycle in each of. the three products. Our main contribu­
tion consists of an improved lower bound on the independence number of the 
•-product and certain sufficient conditions for the existence of a Hamiltonian 
cycle in the x-product. 
Finally, in Chapter 7, we summarize the results, discuss some related issues 
and state several open problems relating to hypercubes, median graphs and 
the three graph products. 
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2. MINIMUM CARDINALITY MAXIMAL INDEPENDENT SETS 
OF A HYPERCUBE 
The main resiUt of this chapter is a scheme, which for n = 2^ — 1, fc > 1, leads 
to a partition of the vertex set of the n-cube Qn into n + 1 sets, each of which is a 
minimum cardinality maximal independent set (mcmis) of Qn of size exactly 
We accomplish this by a suitable application of a Latin square. The existence of such 
a partition is a known result [12,56]. Our contribution is in devising an interesting 
scheme for constructing such a partition. We also present an example to show that 
our method does not construct all possible partitions of V(Qn) into mcmis's. For 
the case when n is not of the form n = 2^ — 1, let r be the largest integer such that 
r  <  n  and  r  i s  o f  t he  fo rm r  =  2^  — 1 ;  we  show tha t  the re  i s  a  pa r t i t ion  o f  V{Qn)  
into r + 1 sets, each of which is a maximal independent set of Qn of size pqrj* As 
a by-product, we obtain an upper bound on the minimum cardinality of a maximal 
independent set of Qn for all n; our upper and lower bounds are within a factor of 
two, and for n of the form n = 2^ — 1, they coincide and hence yield the optimal 
value. We further observe that these bounds are correct also for the domination 
number (i.e., cardinality of a smallest dominating set) of Qn. 
In Section 2.1 below, we state some definitions and present two lemmas which 
will be useful in the sequel. The first lemma yields the theoretical lower bound on the 
cardinality of an mcmis of Qn—we later show that the lower bound is achievable in 
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certain cases. Section 2.2 contains the main result and an example of a partition of 
the vertex set of Qy which cannot be obtained by our scheme. Finally, in Section 2.3, 
we derive an upper bound on the cardinality of an mcmis of Qn-
2.1 Preliminaries 
Recall from Chapter 1 that if x and y are equal-length binary strings, then 
y) denotes the Hamming distance between x and y. Further, we have defined 
the n-dimensional hypercube Qn to be the graph whose vertex set is the set of all 
binary strings of length n, and where two vertices are adjacent if and only if their 
Hamming distance is exactly one. 
For two binary strings u and w, let u w denote their concatenation, and for two 
sets of strings U and W, \&iU •W denote their concatenation defined as 
U  • W  =  { u - w \ u Ç . U  a n d  w  e  W ) .  
For X Ç .V{Qn)y  let x  represent the vertex of V(Qn) that is diametrically opposite 
to x; in other words, if x G V(Qn)t then x is the unique vertex in V{Qn) such that 
dff{x,x) = n. Thus, if x = an-lOn-2 * " " °1°0' then x = a„_2 • •-âïôô, 
where U = 1 and 1 = 0. A set 6" Ç V(Qn) is said to be closed under bitwise 
complementation if x 6 5 => x G 5. 
Lemma 2.1.1 A maximal independent set of Qn is of cardinality at least 
Proof: Note that a maximal independent set 5 of a graph G  =  { V , E )  is also a 
dominating set of G, i.e., every vertex of G is either in S or adjacent to some member 
of 5. In a hypercube Qn, every vertex is adjacent to exactly n other vertices, and 
19 
hence it dominates a total of n+1 vertices including itself. Thus, in order to dominate 
all 2" vertices of Qn, we need to select at least vertices. I 
Lemma 2.1.2 Lei n = 2^ — 1, k > 1. Lei S be a vertex subset of Qn thai 
|5| = Then S is an mcmis of Qn if ond only if for any two distinct vertices x 
and y of S, djj(x,y) > 3. 
Proof: Let n, k and S* be as in the statement of the lemma. First suppose that S 
is a vertex subset of Qn such that djj{x, y)>3 for any two distinct vertices x and 
y of 5. Clearly 5 is an independent set of Qw Moreover, no two distinct vertices of 
S have any common neighbor. Consequently, every vertex in V{Qn) \ S is adjacent 
to at most one vertex of S, and hence the vertices of 5 together dominate a total of 
|5| X (n + 1) = 2" vertices of Qn, i.e., all of them. It then follows that every vertex 
in V(Qri) \ 5 is adjacent to some vertex in S, and hence by Lemma 2.1.1, 5 is an 
mcmis of Qn-
Conversely, let 5 be an mcmis of Qn- If for any two distinct vertices x and y of 
5, dff(x,y) < 3, (i.e., djj{x,y) = 2) then the total number of vertices dominated by 
S will be strictly less than 2"; consequently, S would not be a maximal independent 
set of Qn. • 
2.2 Main Result 
In this section, we state and prove our main result. 
Theorem 2.2.1 Let n = 2^ — 1, k > 1. Then there is a partition ofV{Qn) 
n+1 sets S^\ • • •, 5^"^ of cardinality each such that for all i, Sn^ is an mcmis 
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o f Q n -
Proof; (by induction on k) For & = 1, we have n = 1, and V{Qi) = {0,1}. Consider 
the partition of V{Q\) into {0} and {!}, each of which is an mcmis of Qi and is 
of appropriate cardinality. Similarly, for & = 2, we have n = 3 and the partition 
of ^(Qg) = {0,1}3 into {000,111}, {001,110}, {010,101} and {011,100} has the 
required properties. 
For some A: > 2, let n = 2^ — 1. Assume that 5"^^ • • •, 5^"^ are n + 1 sets 
constituting a partition of V(Qn) = {0,1}" such that for all i, ^ is an mcmis of 
Qn and \Sn^\ = In other words, every n-bit binary string is in exactly one 
and any two distinct n-bit binary strings in have a Hamming distance of 
at least three. Note that for i ^ j, if a: € 5^ ^ and y 6 \ then x ^ y and hence 
dfr(®,y) > 1. 
Let m = 2&^^ — 1 = 2n +1. In what follows, we construct Sm\• • •, Let 
Î — - 1 = 2""^ - 1. For i £ {0, • • •,n}, let 
and define Cj and as follows: 
Q = {«'iO • ^tO' «'tl • ^tl' • • • ' ' ^ 7) 
= {«'iO • «'il • ^il ' • • • ' ^ il • hÙ 
where b^j is the parity of Wjj, i.e., bj^j is 0 if the number of I's in w^j is even 
and 1 otherwise. Thus, every string in (resp. D^) is of even (resp. odd) parity. 
Consequently, if x € Q (resp. D^), and y € Cj (resp. Dj), where z ^ y, then 
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d j f f ( x , y )  >  Z  i f  i  =  j ,  and d j j { x , y )  > 2 otherwise. It is clear that every element 
of Ci and Uj is a binary string of length exactly n + 1. Note further that the sets 
Cg, • • •, Cn, Dg, • • •, Dn axe mutually disjoint, because so are • • •, 
Let T = be an (n + 1) X (n + 1) Latin square, i.e., a square matrix, every 
row and every column of which contains each element of {0, • • •, n} exactly once. For 
p E {0, • • •, m}, we define 5^^ as follows: 
0 < t < n. 
(p) The following four claims establish that for each p € {0, • • •, m}, 5^' is an menais of 
Qm of size and the sets S^\ • • •, constitute a partition of V{Qm)' 
Let t € {0, • • • ,n}. It is clear that the sets CQ • 5n ••• •>Cn* (re­
spectively, the sets Dq • , Dn • are mutually disjoint and that 
they are of cardinality x 2"~^ each; consequently, their union, which is 
(respectively, 5^"^^"'"*^), is of cardinality (n + 1) x 2"~^ X 2"~^ which 
is equal to (Recall that n = 2^ — 1 and m = 2n + 1.) 
2. Every element of ia a binary airing of length exactly m. 
The length of every element of every Cj •  Sn (respectively, Dj •  ) is 
2n + 1 = m; consequently, the length of every element of Sfn^ is exactly m. 
3. F«rp^q,S&nsi^'> = IS. 
This follows from the choice of the matrix T and the facts that (a) the sets 
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Cg, • • •, Cn, DQ, , Dn are mutually disjoint, and (b) the sets • • •, 5^"^ 
are mutually disjoint. 
4. FOT diaiinci x,y € , djj{x,y) > 3. 
For z 6 {0, • * •, n}, let y be distinct elements of . Then for some a, 6, c, d € 
{0, • • •, n}, we have 
œ G Ca • and y  e C c *  
where b = fgg and d = Thus ® = arj • ®2 and y = y\ • y2? where xj € 
Co, 12 G y\ 6 Cc and y2 6 5"^^ Since x and y are distinct, it 
cannot happen that x\ = yj and X2 = y2' If = yj and X2 ^ y2> then 
we must have that a = c, whence b = d\ consequently, X2 and y2 are distinct 
elements of S^\ which means that dff{x2,y2) ^ 3 (by induction hypothesis) 
and hence dff(x^ y) >3. By a similar argument, if arj ^ yj and X2 = yg, then 
<i£f(a;i,yi) > 3 and hence djj(x,y) > 3. Finally, suppose that ^ yj and 
®2 9^ y2' Then there are two possibilities: a = c or a c. If a = c, then b = d 
and hence yj are distinct elements of Ca, and 12> 1/2 distinct elements 
of it then immediately follows that djj{x,y) >3. If a ^ c, then we 
must have that 6 ^ (f; consequently, by an earlier observation, djj(xi, yj ) > 2 
and dff(x2,y2) ^ 1 and hence djj{x,y) > 3. The argument for Sm is 
similar. I 
Corollary 2.2.2 Lei n = 2^ — 1, fc > 2. For i G {0,defined in the 
proof of Theorem 2.2.1 is closed under bitwise complementation. Consequently, (a) 
half of the elements of start with a 0 while the remaining half start with a 1 and 
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(b) half of the elements of are of even parity while the remaining half are of odd 
parity. 
Proof; (by induction on k) Note that the statement holds for k = 2. For some 
n = 2^ — 1, where fc > 2, assume that each of the sets • • • ,5^"^ is closed 
under bitwise complementation, (i.e., x E implies x € S^^). Observe that every 
element of is of length exactly n, which is an odd number. Consequently, x in 
Sn^ has even (resp. odd) parity if and only if x in 5^^ has odd (resp. even) parity. 
It then follows from their definitions that the sets Cg, • * •, Cn, DQ, • • • > Dn are each 
closed under bitwise complementation. Finally, observe that if two sets X and Y are 
c l o s e d  u n d e r  t h e  s t a t e d  o p e r a t i o n ,  t h e n  s o  a r e  X \ J Y  a n d  X  m Y .  t  
The next two corollaries are immediate. 
Corollary 2.2.3 For k>2, the sets C q, •  •  • , Cn,Dq, • • • , D n  a s  d e f i n e d  i n  t h e  p r o o f  
of Theorem 2.2.1 constitute a partition of {0,1}'^"'"^. I 
Corollary 2.2.4 Let k > 2, n = 2^ — 1 and m = 2^"^^ — 1, as in the proof of 
Theorem 2.2.1. Let p 6 {0,Then for each and each w E {0,1}", w 
appears as the prefix (resp. suffix) of exactly elements of In 
particular, the set of n-hit prefixes (resp. suffixes) of the elements of each is 
equal to {0,1}". I 
To conclude this section, we present a partition of the vertex set of Qj into 
mcmis's which cannot be obtained by our scheme. For convenience, we use decimal 
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(rather than binary) notation for the vertices of Q7, i.e., V(Q'j) = {0, • • •, 127}. The 
eight sets which constitute one such partition are the following; 
{0,11,21,30,38,45,51,56,71,76,82,89,97,106,116,127} 
{1,10,20,31,39,44,50,57,70,77,83,88,96,107,117,126} 
{2,9,23,28,36,47,49,58,69,78,80,91,99,104,118,125} 
{3,8,22,29,37,46,48,59,68,79,81,90,98,105,119,124} 
{4,15,17,26,34,41,55,60,67,72,86,93,101,110,112,123} 
{5,14,16,27,35,40,54,61,66,73,87,92,100, 111, 113,122} 
{6,13,19,24,32,43,53,62,65,74,84,95,103,108,114,121} 
{7,12,18,25,33,42,52,63,64,75,85,94,102,109,115,120}. 
It is straightforward to see that the above sets constitute a partition of V ( Q j )  
into mcmis's. That this partition cannot be obtained by our method follows &om 
the observations that (i) there is a unique partition of y(Qg) into mcmis's, i.e., 
{{0,7}, {1,6}, {2,5}, {3,4}} and (ii) no 4 x 4 Latin square coupled with this partition 
of y(Qg) can yield a partition of y(Qy) in which the vertex 0 appears along with 
the vertex 11 in the same set as in the partition above. It is interesting to note that 
the above partition of V(Qj) satisfies Corollaries 2.2.2, 2.2.3 and 2.2.4. 
2.3 An Upper Bound 
In this section, we discuss the case when n is not of the form n = 2^ — 1 and 
obtain an upper bound on the cardinality of an mcmis of Qn for all n. 
Theorem 2.3.1 Let n be a positive integer such that n ^ 2* — 1 for any i. Let k 
be the largest integer such that n > 2^ — 1 and let r = 2^ — 1. Then there is a 
partition of V(Qn) into r + 1 sets, each of which is a maximal independent set of 
Qn of cardinality = 2"~*^. 
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Proof; Let n, k and r be as in the statement of the theorem. Obtain a partition 
of V{Qr) as in the proof of Theorem 2.2.1. In what follows, we 
construct a desired partition of V(Qn)-
Let {Ag, Aj} be the partition of {0,such that jIq (resp. A], ) is the set of 
binary strings of even (resp. odd) parity and length n — r. Clearly, |j4oI = |^il = 
2»—r—1 now define •, 0 < i < r, as follows; 
=  A o  •  U ^ l  •  
0 < i < ( r - l ) / 2 .  
For p,q e {0, • • • ,r}, the following are easy consequences and can be argued as in 
the proof of Theorem 2.2.1. 
1. is of cardinality exactly 
2. Every element of is a binary siring of length exactly n. 
3. For p# g, 5"^^ fj = 0-
4. For distinct x,y in S^\ djj{x,y) > 2. 
5. For every x Ç {0,1}", there is some y 6 such that either x = y or 
%(®>î/) = 1-
It then follows that each is a maximal independent set of Qn of cardinality 
and the sets • • • ,  constitute a partit ion of V(Qn)- I  
The following corollary is an analogue of Corollary 2.2.3. 
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Corollary 2.3.2 Let n,k and r be as in the proof of Theorem S.S.I. For i € 
{0,defined in the proof of Theorem 2.S.1 is such that (a) half of the 
elements ofS^^ start with a 0 while the remaining half start with a 1 and (b) half of 
the elements of 5^ ^ are of even parity while the remaining half are of odd parity. I 
We have thus shown that if n is not of the form n = 2^ — 1, then there is a 
maximal independent set of Qn of cardinality where r is the largest integer 
such that r < n and r is of the form r = 2^ — 1 (i.e., k = \log2{n + 1)J). Using 
Lemma 2.1.1, Theorem 2.2.1 and Theorem 2.3.1, we have bounded the cardinality of 
an mcmis of Qn> denoted here by A(Qn)> as follows: 
Note that our upper and lower bounds are within a factor of two, and that for n of 
the form n = 2^ — 1, the two bounds coincide, and hence yield the optimal value. 
The exact determination of A(Qn) in the general case would be very interesting. 
Finally, observe that (i) a maximal independent set of a graph is also its dom­
inating set and (ii) the lower bound on the cardinality of an mcmis of Qn given by 
Lemma 2.1.1 is also a lower bound on the domination number (i.e., the cardinality of 
a smallest dominating set) of Qn. Consequently, the above bounds on the minimum 
cardinality of a maximal independent set of Qn are correct also for the domination 
number of Qn. 
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3. EFFICIENT ALGORITHMS FOR RECOGNIZING MEDIAN 
GRAPHS 
In this chapter, we have addressed the following question: "How efficiently can 
one determine whether a given graph G is a median graph or not?" In their paper 
"Dynamic Search in Graphs," Chung, Graham and Saks [14, Theorem 3] have pre­
sented an algorithm for this purpose, which runs in time 0(n^), where n = |F(G)|. 
Their algorithm is based on the decomposition algorithm of Graham and Winkler [28] 
and can be summarized briefly as follows. 
First compute the distance matrix of G and use Graham-Winkler decomposition 
algorithm [28] to determine whether (and if so, how) G can be isometrically embedded 
i n t o  a  h y p e r c u b e .  I f  s u c h  a n  e m b e d d i n g  e x i s t s ,  t h e n  c h e c k  w h e t h e r  t h e  i m a g e  o f  V ( G )  
(under that embedding) is majority closed. (See Chapter 1, page 8, for the definition 
of majority closure.) If G passes all these tests, then G is proclaimed to be a median 
graph; see [14] for details. The time complexity of O(n^) is contributed by the test 
for determining whether the image of V(G) is majority closed or not. 
In what follows, we present two algorithms, each of which identifies median 
graphs in time 0{n^ log n). (Throughout this chapter, n will denote the number of 
vertices of a candidate graph G.) These are based on two different characterizations 
of median graphs given respectively by Bandelt [3] and Mulder [48]. 
Both algorithms are interesting in their own right. Some of their salient features 
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are the following. 
# The first algorithm is based on the idea of retraction as used by Bandelt in [3] 
while the second is based on a completely different idea of convex-expansions 
(or more appropriately, convex-contractions) as used by Mulder in [48]. 
• The first algorithm starts with a subgraph isomorphic to Kg (i.e., an edge) of 
the input graph G and attempts to build a sequence of larger subgraphs of G 
such that the sequence eventually ends with (?; on the other hand, the second 
algorithm starts with (the input graph) G and attempts to build a sequence of 
smaller graphs (by appropriate contraction) such that a graph isomorphic to 
%2 is eventually obtained. Thus the two processes work their ways in opposite 
directions, but they are not "reverses" of each other in any obvious way. 
In Section 3.1 below, we present the backgroimd material necessary for under­
standing the statements of the two characterizations while in Sections 3.2 and 3.3, we 
present and analyze the respective recognition algorithms. Finally, in Section 3.4, we 
summarize the results, comment on the relative characteristics of the two schemes, 
discuss the scope for possible improvements, and state some related issues. 
3.1 Preliminaries 
Let G be a connected graph. For a vertex v of G, let 
^g(^) = I G •S(G)}; 
in other words, NQ{V) is the set of neighbors of v in G. For a triple of vertices U,v 
and w of G, let MQ(U,V,W) denote the set of medians of u, v and w in G. (Note 
that if G is a median graph, then MQ{U,V,W) must be a singleton set.) 
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We extend the definitions of Nq and Mq to nonempty vertex subsets S,Si,S2,S^ 
of V(G) as follows: 
N c i S )  = U 
uGS 
M g i S i ,  8 2 , 8 2 , ) =  U MQ{VI,V2,V2). 
v,G5f,l<t<3 
H some S'j above is a singleton set, say = {u}, then we will use v in place of 
in the foregoing definitions. Also, if ZT is a subgraph of G, then we will occasionally 
use Nq(H) to denote Nq(V(H)). We will further omit the subscript G in these as 
well as in other definitions whenever the reference is clear from the context. 
Given two connected graphs G  and H ,  a mapping f  :  V { G )  — »  V ( H )  is said 
to be edge-preserving if {1, y} € E(G) implies that {/(ar),/(y)} G An edge-
preserving mapping / : V{G) —* V(H) is said to be a retraction if there exists an 
e d g e - p r e s e r v i n g  m a p p i n g  g  :  V { H )  V { G )  s u c h  t h a t  f  o  g  i s  a n  i d e n t i t y  o n  V { H ) :  
we say that H is & retract of G. A common usage of the concept of retraction is when 
JÏ is a subgraph of G. In that case, / : V{G) —» V{H) is a retraction just when / is 
e d g e - p r e s e r v i n g  a n d  a n  i d e n t i t y  o n  V { H ) .  I f  a  s u b g r a p h  f f  o f  a  c o n n e c t e d  g r a p h  G  
is a retract of G, then it is easy to see that is an isometric (hence vertex-induced) 
subgraph of G; in other words, retraction implies isometry. The converse of the 
foregoing statement is false. To see this, consider the graph Qg — x (i.e., the graph 
obtained from the three-cube by deleting exactly one vertex), which is an isometric 
subgraph of Q3. It is straightforward to see that the former is not a retract of the 
latter. 
The following characterization of median graphs is given by Bandelt, and is 
based on the concept of retraction. 
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Theorem 3.1.1 [S] A graph is a median graph if and only if it ia a retract of a 
hypercube. I 
We will next prepare ground for the statement of another characterization of 
median graphs which has been given by Mulder [48]. 
Let G = (y, E) be a connected graph, and W Ç V. W is said to be a convex 
subset of V (and the corresponding induced subgraph < W" > a convex subgraph of 
G) if for «,v e PT, all shortest («,t;)-paths in G lie entirely in < W >. Clearly, a 
convex subgraph of a median graph must itself be a median graph. Further, W is 
s£ud to be 2-convex if for u,u 6 W with dQ{u,v) = 2, every common neighbor of 
u and V is in W. Note that by Lemma 1.2.2(4), any two non-adjacent vertices in a 
median graph may have at most two common neighbors. For subsets 5, T of V, let 
[5, r] denote the set of edges of G with one end vertex in S and the other in T. 
Let W , W ' Q V  be such that W\JW^ = V,WÇ\W' ^ 0, and [W\W\ W'\W] = 
0. The expansion of G with respect to W and is the graph G^ constructed as 
follows: 
• replace each vertex v € Wf) by two vertices uv,uy, which are joined by an 
edge; 
• join uv to the neighbors of t; in \ and to those in W' \ W; 
• if w. It; e M^fl W' and {«, tu} € E, then join uy to uw and u(, to . 
If W and W' are convex subsets of G, then G' will be called a convex expansion of 
G. An interesting and relevant feature of convex expansion is given in the following 
theorem of Mulder; see [48] for a proof. 
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Theorem 3.1.2 [48] Let be obtained from G by convex expansion. Then, G is a 
median graph if and only if G^ is a median graph. I 
Based on the foregoing theorem, Mulder obtained the following characterization 
of median graphs. 
Theorem 3.1.3 [48] A graph is a median graph if and only if it can be obtained 
from a one-vertex graph by a sequence of convex expansions. I 
As stated earlier, we have made the characterizations given by Theorems 3.1.1 
and 3.1.3 as bases for our algorithms for recognizing median graphs. We conclude 
this section by stating a useful lemma due to R. L. Graham. 
Lemma 3.1.4 [26] There exists a fixed, small c such that for any subgraph G = 
{V,E) of a hypercube, \E\<c - \V\ log (V|. I 
Note that by Theorem 3.1.1 and the remarks preceding it, every median graph 
is a subgraph of a hypercube, and hence the foregoing lemma applies to it. 
3.2 Recognition Scheme based on Bandelt's Characterization 
The central idea of Bandelt's proof of Theorem 3.1.1 is the following neat propo­
sition which is itself a characterization of median graphs. 
3.2.1 Bandelt's proposition 
If G is a nontrivial, connected graph, then G is a median graph if and only if 
there exists a sequence of subgraphs /fj, • • •, Jîr of G such that 
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1 -  H I ^ K 2 ,  
2. every is a median graph in its own right, 
S. is a proper retract (hence a proper isometric subgraph) of H1 < i <r, 
and 
I  H r ^ G . M  
We will first review the essential construction in Bandelt's proof of his charac­
terization. Let G be a median graph, and H a proper median subgraph of G. It 
is straightforward to see that a vertex of G not in H can be adjacent to at most 
two vertices of H. Let x € J\rgi(ff)fl(V^(G) \ V(H)). If z is adjacent to exactly one 
vertex of H, then the subgraph H + x aî G (namely, the subgraph of G induced by 
V(if)U{®}) must be a median subgraph of G. Alternatively, suppose that x has 
exactly two neighbors a and b in H. Then, by Lemma 1.2.2(3) and (4), there exists a 
unique vertex u of H which is a common neighbor of a and b. The following subsets 
of V(G) are relevant in that case: 
A = { v Ç V { H ) \ d ( a , v ) < d { u , v ) }  
B  =  { v e  V { H )  I  d { h , v )  <  d { u , v ) }  
Y = An%(l7) 
Z  =  B f \ N g ( V )  
X  =  M g ( x , Y , Z ) .  
The next lemma states some useful properties of the foregoing sets and the 
corresponding induced subgraphs of G; see [3] for a proof. 
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Lemma 3.2.1 [S] 
1. AÇ\B = 0. 
2 .  V { H ) Ç \ X  =  ^ .  
S .  < Y  >  =  < U  >  ^  <  Z  >  =  <  X  > .  
4 .  h '  =  <  V { H ) \ J X  >  i s  a  m e d i a n  s u b g r a p h  o f  G ;  a c t u a l l y ,  i s  t h e  l e a s t  
median subgraph of G containing H together with the vertex x. I 
The recognition algorithm RECOG-B based on Bandelt's characterization ap­
pears in Figure 3.1. It is an iterative procedure whose input is the candidate graph 
G. We assume that G (i) is non-trivial, connected and bipartite, (ii) satisfies the 
bound on |f7(G)| as stated in Lemma 3.1.4, and (iii) has been split into its bicon-
nected components. Note that these checks may be performed in time linear in the 
size of G. Our algorithm will tict on the biconnected components of G. If at any time 
ACCEPT (resp. REJECT) is encountered, we terminate the algorithm and report 
success (resp. failure). 
We will next discuss how the sets Y, U and Z can be obtained in linear time. 
3.2.2 Constructing the sets y, U and Z 
Suppose that H is & proper subgraph of G such that H is & median graph in its 
own right, and satisfies the conditions stated in step 8 of the algorithm RECOG-B, 
viz., there are three distinct vertices a, u and h in H such that u is the (unique) 
c o m m o n  n e i g h b o r  o f  a  a n d  b  i n  H .  L e t  >  - ^ p  c o n s t i t u t e  a  p a r t i t i o n  o f  V ( H )  
such that for v  E d f f ( a , v )  =  i ,  0  <  i  <  p \  see [25, pp. 48-49] for an algorithm 
34 
procedure RECOG-B(G); 
begin 
1. let H  =  K 2 h e &  subgraph of G; 
2. START; if |y(G)| = |V(JÏ)| and |E(G)| = |E(^)|, then ACCEPT; 
if |y(G)| = |V(fl-)| and |E(G)| ^ \EiH)\, then REJECT; 
3. \etxeNGiH)f]iViG)\ViH)y, 
4. if %(z)ny(^)| > 2, then REJECT; 
5. if jiVg(x)n V'(JEr)| = 1, then let H := H + x, and go to START; 
6. at this point, |iV^(a;)nV(ff)| = 2; let N Q { x ) f ] V ( H )  =  {a,&}; 
7. if \NQia)r\NQib)\ ^ 2, then REJECT; 
8. let Nff{à)r\Nji(b) = {«}; 
note that at this point, a and b have exactly two common neighbors in 
G: « G V(H) and ar ^ V(^); 
9. construct the sets Y, U and Z as defined earlier; let 
^  =  { ! / ! > • • •  > y m } >  =  { « ! > • • •  > « m }  o . n d  Z  =  { z ^ , - - -  , z m } ,  
where = o, = u and = z, and where z^ defines an 
isomorphism among the induced subgraphs < Y  > ,  <  U  >  and <  Z  > ;  
10. for i,j e {!,•••, m), verify that (i) and zj have exactly two common 
neighbors in G, one of which is Uj (in U Ç V(H)) and denote the 
other by x^ (not in V{H)), where xi = x, and (ii) if i ^ j, then x^ ^ Xj 
if the foregoing statement is false, then REJECT; 
11. let X = 
verify that «,• <-» x^ defines an isomorphism between <U > and < X >] 
if this is not the case, then REJECT; 
12. let H  : =  <  y(fr)(J% >; accordingly, adjust V { H ) , E ( H )  and N f f ( v )  
for every t; 6 ViH), and go to START 
end. (* RECOG-B *) 
Figure 3.1: The recognition algorithm RECOG-B 
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for obtaining such a partition in time 0{\E{H)\). Let [/g,• • •,Z7g, and BQ, ,Br 
be similar partitions of V(H) with respect to the vertices u and b respectively. Note 
that the following inequalities hold: 
• Ç > 1 andp , r  > 2  
• |P - ?l> |g - r| < 1 and |p - r| < 2, and 
• max{p^q,r} < min{p,q,r} + 2. 
Let s = min{p, ç, r} — 1. For i = 0, • • •, a, let 
£'i=£^in'4i+inj»i+i 
Let a' be the largest integer such that for all z, 1 < t < s', each of [/J and 
is nonempty. We claim that < s = min{p,q,r} — 1. It suffices to show that at 
least one of -^s+V^s+l ^s+l We know that any vertex of H is at 
a distance at most p from a. Consequently, -Ap+i is empty. Similarly, Ugj^i and 
are empty. Now, if p = min{p,q,r], then Up must be empty because so is 
-^p+l- Similarly, if q (reap, r) = mm{p,ç,r}, then Aq and Bq (resp. U^) must be 
empty. We conclude that at least one of A^_j_jand is empty. 
Note that even though the set A (resp. B) is not explicitly constructed by our 
algorithm, the set (resp, constitute a partition of A (resp, B) into "orbits" 
around a (resp. b) in the graph H. Similarly, {U-^} is a partition of U around u. The 
iterative procedure ITER-B shown in Figure 3.2 constructs the desired sets K, U 
and Z in time 0(|£7(ir)|). 
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procedure ITER-B; 
begin 
1. j := 0; 
2. for t := 0 to s' do 
3. for each v € U'- do begin 
4. C := 
5 .  D  : =  N f f ( v ) O B ^ ;  
(Note: C and D must be either empty or singleton [3]) 
6. if C and D are both nonempty, then begin 
7. j : = j  +  l ;  
8. uj v; 
9. yj := the single member of C; 
10. Zj := the single member of D 
e n d  ( *  i f  * )  
end (* for *) 
end. 
Figure 3.2: The iterative procedure ITER-B 
Let m be the value of j at the end of the the procedure ITER-B. Then 
Y = 
^ = {"1, " ,«m}, 
where j/^- Uj 2j defines an isomorphism among the induced subgraphs < Y" >, 
< U > and < Z > o{ H] see [3] for details. This concludes the discussion on the 
construction of the sets V, U and Z. 
In the next two theorems, we respectively present the correctness proof and 
analysis of the algorithm RECOG-B. 
Theorem 3.2.2 The recognition algorithm RECOG-B terminates and correctly de­
termines whether a given graph is a median graph or not. 
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Proof: We first establish that the algorithm will terminate. Observe that in every 
iteration, if the input graph G is not rejected, then the subgraph H of G will grow 
in size by at least one vertex and one or more edges. Since G is finite, this procedure 
will come to an end after a finite number of steps. 
For correctness, it sufSces to show that at all times, iT is an isometric subgraph 
of G and every triple of vertices of H admits a unique median which is in H. We 
do this by induction on the number of iterations of the algorithm. Step 1 of the 
algorithm shows that the induction basis is (trivially) true. 
Assume that at some point during execution of the algorithm, is a proper 
isometric subgraph of G, every triple of vertices of H admits a unique median which 
i s  i n  H ,  a n d  c o n t r o l  h a s  r e a c h e d  s t e p  3  o f  t h e  a l g o r i t h m .  L e t  x  €  N Q ( H ) f ) ( V ( G )  \  
V(ff)) as in step 3. Clearly, such a vertex exists because if is a proper subgraph of (a 
connected graph) G. If x is adjacent to more than two vertices of H, then a median 
of any three such vertices of H will be x, contradicting the induction hypothesis that 
every triple of vertices of H admits a unique median which is in Zf; thus step 4 is 
correct. If ® is adjacent to exactly one vertex of H, then it is straightforward to see 
that If+x 18 an isometric subgraph of G, and every triple of vertices of If+x admits 
a unique median which is in ff + ® ; thus in such a case, step 5 correctly assigns If + x 
to H, and transfers control to step 2. 
In what follows, assume that x  has exactly two neighbors a  and b i n  H  a a  stated 
in step 6. At this point, note that since is an isometric subgraph of G (by induction 
hypothesis), a and b must have a common neighbor, say u, in H. Note also that x 
and u are (distinct) common neighbors of a and b in G. If the number of common 
neighbors of a and 6 in G (which properly includes H) is different from (hence greater 
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than) two, then G would contain ii^^2,3' such a case, G is correctly rejected in step 
7—see Lemma 1.2.2(4). Thus, assuming that G is not rejected in step 7, a and b 
have exactly two common neighbors in G: u € V(H) and x € V(G)\V(H), as noted 
in step 8. Let Y,U and Z be subsets of V{H) as defined earlier. Recall that by 
Lemma 3.2.1, the induced subgraphs <Y >, <U > and < Z > otH are isomorphic 
to each other. To see the correctness of step 10, first observe that for t € {1, • • •, m}, 
if \MQ{x,yi,zO\ ^ 1, then G cannot be a median graph. Alternatively, if ®, yj and 
have a unique median vertex, then (i) it cannot be in V{H) (see Lemma 3.2.1(2)) 
and (ii) it must be a common neighbor of and z^. When such a median vertex 
exists in G, it is referred to by in the algorithm. Next consider step 11. Suppose 
that Uj* *-* XI does not define an isomorphism between < U > and < X >. Assume 
w.l.o.g. that are adjacent, and Xj,a:j are not adjacent; then the triple 
and xj would have no median in G, in which case G is correctly rejected in step 11. 
If control reaches step 12, then it follows from Bandelt's proof of Theorem 3.1.1 
that the induced subgraph < V'(ff)U.^ > (= say) is an isometric subgraph of 
G and every triple of vertices of admits a unique median which is in H^; see [3] 
for details. Thus the correctness proof is complete. I 
Theorem 3.2.3 The recognition algorithm RECOG-B runs in time 0{n^ logn). 
Proof: Since we assume that an input graph G  =  { V , E )  satisfies Lemma 3.1.4, we 
have \E\<c - jV] log |V|, where c is a small, fixed constant. In every iteration of the 
algorithm, if G is not rejected, then H grows by at least one vertex and one or more 
edges. Thus the number of iterations is bounded by |y|. Next, the amount of work 
per iteration is governed by steps 9 through 12. We have earlier shown that the sets 
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Y, U and Z in step 9 may be obtEiined in time 0{\E{H)\). Also, (i) verification of the 
conditions in step 10, (ii) testing for the isomorphism in step 11, and (iii) adjusting 
H in step 12 may each be done in time linear in the size of H. The theorem follows. 
• 
3.3 Recognition Scheme based on Mulder's Characterization 
In this section, we present the recognition algorithm which is based on the idea 
of convex-expansions used by Mulder [48]. In the following subsection, we present 
the theoretical machinery necessary for the development of the algorithm. 
3.3.1 Theoretical background 
The following lemma is a slight generalization of an observation of Bandelt and 
Mulder. It was suggested to us (together with a proof) by Bandelt [4], and will be 
useful in the sequel. 
Lemma 3.3.1 Let G = (F, E) be a connected, bipartite graph in which every triple 
of vertices admits a (not necessarily unique) median, and let W Q V. Then W is a 
convex subset of V if and only ifWis 2-convex and <W > is an isometric subgraph 
o f G .  
Proof; [4] Let G and W be as in the statement of the lemma. The "only if part of 
the lemma is obvious. For the "if part, suppose that W is 2-convex and < > is 
an isometric (hence connected) subgraph of G. We show that VK is a convex subset of 
V. We do this by induction on d{u, v), where u,v G W. For d{u, v) = 1, 2, the claim 
is immediate. Let d{u, v) > 3, and pick a shortest path P = u — w t; between 
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u and u in G. If P is not included in W, then we may assume that w ^ W. Let t 
be a neighbor of tx on a shortest path between u and v in (the isometric subgraph) 
< W >. Let a; be a median of v, w and t in G. It is clear that a: is a common 
neighbor of w and <, and x ^ u. Note that <i(/, t>) < <f(u, w), i G W, and a; is on a 
s h o r t e s t  p a t h  b e t w e e n  t  a n d  v .  B y  t h e  i n d u c t i o n  h y p o t h e s i s ,  x  €  W .  N o w ,  u , x  G  W ,  
and ttf is a common neighbor of u and x in G, By 2-convexity of W, we have lu 6 W, 
a contradiction. I 
Let G  =  ( y ,  E )  be a connected, bipartite graph. Fix an edge {a, 6} of G  and 
define the following sets; 
Wa = {u) G y 1 d(a, w) < d{b, u>)} 
PTj = {u; G V I d(b, w) < d(a, u»)} 
F = [Wa,Wj,] 
Ua =  {u E  Wa I  «  is the end vertex of an edge in F} 
U b  =  { u  £  W j f  I  u  i s  t h e  e n d  v e r t e x  o f  a n  e d g e  i n  F } .  
(*) 
Note that {Wa, Wj,} is a partition of V, and that < Wa > and < TVjg, > are connected 
subgraphs of G. The following theorem of Mulder states some important properties 
that these subgraphs have when G is a median graph. It will be very useful in the 
development of our algorithm. 
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Theorem 3.3.2 [48] Lei G = (V, E) be a median graph. For an edge {a, 6} of G, 
define ike seis Wa, Wf,, F, Ua and l/j as in (*). Then 
1. Ua and t/j are convex subaeis of V, and hence so are Wa and Wj, 
2. F is a matching which defines an isomorphism heiween <Ua> and < Uf, > 
S. If G^ is ihe graph obtained from G by coniraciing ihe edges in F, then C?' is 
a median graph, and G is ihe convex expansion of (?' with respect to Wa and 
Let be a partition of Wa such that if i € then d { a , x )  =  t, 
0 < t < r. Define a similar partition of Wj. We call a vertex x of Wa (resp. Wj) a 
square vertex if x EUa (resp. I7j) and a circle vertex otherwise. Note that a and b 
themselves are square vertices. For j > i, if x & V^, y € Vj and d(x, y) = j — i, then 
we say that a: is a predecessor of y; furthermore, if J — i = 1, then we say that z is an 
immediate predecessor of y. The following lemma states some important properties 
of the square and circle vertices that will be used by the algorithm. It is given in 
terms of Ua and Wa but an analogous statement holds for Ufj and Wj. 
Lemma 3.3.3 Lei G = (V^E) be a connected, bipartite graph. For an edge {a, 6} 
of G, define the sets Wa, W5, F, Ua and U^ as in (*). If Ua is a convex subset of 
Wa, then in Wa, every predecessor of a square vertex is a square vertex and a circle 
vertex has at most one immediate predecessor which is a square vertex. 
Proof: Suppose that Ua is a convex subset of Wa- Let t«,x be square vertices and y 
a circle vertex. If t/ is a predecessor of ly, then y must lie on a shortest (a, ti;)-path; 
since a,w Ç. Ua, convexity of Ua implies that y E Ua- Next assume that w ^ x and 
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w, X are immediate predecessors of y. Since G is a bipartite graph, w and x cannot 
be adjacent; thus y lies on a shortest (w, z)-path contradicting the hypothesis of the 
lemma. I 
The next theorem together with Theorem 3.3.2 and Lemma 3.3.3 provides the 
theoretical basis for the convex-expansions recognition algorithm. 
Theorem 3.3.4 Let G = (F, E) he a connected, bipartite graph. For an edge {a, 6} 
of G, define the jets Wa, F, Ua and Ui as in (*). Assume that 
1 .  < U a >  a n d  < U j f >  a r e  c o n n e c t e d ,  
2. F is a matching which defines an isomorphism between < Ua > and < t/j >, 
and 
S. in Wa (resp. every predecessor of a square vertex is a square vertex, and 
a circle vertex has at most one immediate predecessor which is a square vertex. 
Let G' be the graph obtained from G by contracting the edges in F. Then, if G^ is a 
median graph, so is G. 
Proof; Let G and G' be as in the hypothesis of the lemma, and suppose that G' is a 
median graph. Recall that {Wa, Wj} is a partition of V(G). Let Va = Wa \ Ua and 
Vj = \Uff, whence Wa = Va[JUa and Wf, = VjU^b' Let U be the vertex subset 
of G' corresponding to the contraction of the edges in the matching F. Clearly, <U > 
is isomorphic to each of < Ua > and < Z7j >. We may write V(G') = 
where Va, U and Vj are mutually disjoint. Observe that there is a natural bijection 
between the vertex subset Vâ U ^  (resp. (J U) of G' and the vertex subset Wa 
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(resp. of G such that the corresponding induced subgraphs are isomorphic to 
each other under that bijection. We maintain the distinction between square vertices 
and circle vertices in the graph G' as we did in G; in other words, a vertex x in G^ is a 
square vertex if ® 6 and a circle vertex otherwise. Note that the relative positions 
of square vertices and circle vertices in G^ are similar to those in G, i.e., the natural 
isomorphism between < Wa > (resp. < Wfj >) and < VaU^ > (resp. < Vj^ijU >) 
"preserves the square and circle vertices." It is clear that G is an expansion of G^ 
with respect to (J and and what remains to show is that it is a convex 
expemsion, i.e., Va\JU and Vff\JU are convex subsets of V(C?'). Since by hypothesis, 
G' is a median graph, it would follow from Theorem 3.1.2 that G is a median graph. 
To show that Va\jU and are convex, it suffices to show that Ï7 is a convex 
subset of V(G'), and for this, using Lemma 3.3.1, it suffices to prove that U is 
2-convex and < Ï7 > is an isometric subgraph of G'. 
Let c be the vertex of G' corresponding to the contraction of the edge {a, 6} of 
G .  L e t  { V q ,  •  •  • ,  V r }  b e  t h e  p a r t i t i o n  o f  V ( G ' )  s u c h  t h a t  i f  x  G  t h e n  d { c , x )  =  % ,  
0 < t < r. This partition may be obtained easily from the earlier partitions of Wa 
and Wff with respect to the vertices a and 6 in the graph G. The definitions of 
predecessor and immediate predecessor remain as before. We first show that U is 
2-convex. Let u,v be square vertices with d{u,v) = 2, where u £ V^, v ë Vj and 
j > i. Note that either j = i or j = i + 2. If j = i, then any common neighbor w 
of u and v will be either in or in and hence w itself must be a square 
vertex, for otherwise statement 3 (of the hypothesis) will be violated. If j = t + 2, 
then any common neighbor to of u and v will be in in which case w will be 
an immediate predecessor of v, and hence a square vertex. We conclude that U  is 
2-convex with respect to V{G'). 
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We next establish that < [T > is an isometric subgraph of G^. Let u and v be 
square vertices, i.e., u^v €U. We claim that there is a shortest path between u and 
V in which contains only square vertices. The cases D(U, v) = 1, 2 are easy. In 
what follows, suppose that d(u, v) > 3. If < C/ > is not isometric in G^, then there 
exist two square vertices such that every shortest path between them contains at 
least one circle vertex. Among all such vertex pairs, let u, v be as close to each other 
as possible. As before, w.l.o.g. we assume that u € Vi, v £ Vj and j > i. Then 
every vertex (other than u and v) on every shortest (u, w)-path in G' will be a circle 
vertex. We will derive a contradiction. 
Let X be a neighbor of u on a shortest (u, t;)-path. By assumption, œ is a circle 
vertex, and hence cannot be a predecessor of u. Thus x € in other words, 
u is an immediate predecessor of x .  Let z  be the median of c , v , x .  Since every 
shortest (c, u)-path contains only square vertices, z itself must be a square vertex. 
Also, since c is (trivially) a predecessor of x, so must be z. Furthermore, since every 
vertex (other than u) on every shortest (x,t;)-path is a circle vertex (and since z 
must be on some such path), we must have that z = v, i.e., v is the median of c, v, x. 
This however means that « (= w) is a predecessor of x which together with j > i 
implies that v is an immediate predecessor of x. This contradicts condition 3 of the 
hypothesis of the theorem. I 
3.3.2 The convex-expansions algorithm 
The recognition algorithm RECOG-M based on Mulder's characterization of 
median graphs appears in Figure 3.3. This is a recursive procedure whose input 
is the candidate graph G. As stated in Section 3.1, we assume that G (i) is non-
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trivial, connected and bipartite, and (ii) satisfies the bound on as stated in 
Lemma 3.1.4. If at any time, "REJECT" is encountered, we terminate the algorithm 
and report failure; in the event of normal termination, we report success. 
In the next two theorems, we respectively establish the correctness and bound 
on the time-complexity of the algorithm RECOG-M. 
Theorem 3.3.5 The recognition algorithm RECOG-M terminates and correctly de­
termines whether a given graph is a median graph or not. 
Proof; Termination is obvious. For correctness, first recall Lemma 1.2.2(2), viz., G 
is a median graph if and only if every biconnected component of (? is a median graph 
in its own right. Also note that JiTg is trivially a median graph. Now, let G^ be a 
bicoimected component of G, where G^ ^ if2« It suffices to show that G^ is a median 
graph if and only if all four statements in step 5 of the algorithm are satisfied and 
G' (i.e., the graph obtained from G^ by appropriate contraction) is a median graph. 
This follows from Theorem 3.3.2, Lemma 3.3.3 and Theorem 3.3.4. I 
Theorem 3.3.6 The recognition algorithm RECOG-M runs in time 0{n^ logn). 
Proof; Let G  =  { V , E )  be an input graph. As stated earlier, we assume that G  
(i) is nontrivial, connected and bipartite, and (ii) satisfies the condition stated in 
Lemma 3.1.4, i.e., |J5| < c • |V| log |V|, where c is a small, fixed constant. Clearly, 
these checks may be performed in time linear in the size of G. 
Following step 1 of the algorithm, let Gj, • • •, Gr be the biconnected components 
of G. It is clear that obtaining these components takes linear time. Obviously, 
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procedure RECOG-M(G); 
begin 
1. let Gi, • • •, Gr be the bicormected components of G; 
2. for i := 1 to r do 
3. if G,- ^ K2 then begin 
4. fix an edge {a, 6} of G^ and obtain the sets 
Wa, Ua, Ui and F; 
5. verify that 
(i) < U a >  and < > are connected; 
(ii) F is a, matching which defines an isomorphism between 
<Ua> and < l/j >; 
(iii) every immediate predecessor of a square vertex is a 
square vertex; and 
(iv) a circle vertex has at most one immediate predecessor 
which is a square vertex; 
if any one of the foregoing statements is false, then REJECT; 
6. let G' be the graph obtained from G^ by contracting the edges 
which are in F; 
7. RECOG-M(G') (* recursive call *) 
end (* if *) 
end. (* RECOG-M *) 
Figure 3.3: The recognition algorithm RECOG-M 
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r < \V\. Thus it suffices to show that each iteration of the "for" loop in step 2 takes 
linear time. 
Let H =  {X ,  D)  be a biconnected component of G.  Clearly, the check whether 
H = K2 or not may be performed in 0(1) time. Suppose that H ^ %2' Let 
{a ,  6}  G  D.  Le t  {A Q ,  •  •  • ,  Ap)  be  a  pa r t i t i on  o f  X such  t ha t  fo r  v  6  .4^ ,  d(a ,  v )  =  »,  
0 < * < p. Note that such a partition may be obtained in time 0(|D|); for example, 
see [25, pages 48-49]. Let {BQ, • • •, Bq} be a similar partition of X with respect to b. 
Note that AQ = {a}, BQ = {&}, p,q>l and |p — g| < 1. Let r be the largest integer 
such that ArO^r+l 5^ ^md let s be the largest integer such that ^ 0-
Note that r < p and s < q. Let Cj = 0 < * < r, and Dj = BjC\Aj^i, 
0 < j < s. It is clear that Wa = ^ — Uj=:0that {Cq, • • •, Cr} 
and {DQ, • • • ,Ds} are respectively partitions of Wa and PFj such that the following 
dis tance  cons t ra in ts  hold :  v  G C,*  i f  and  only  i f  < / (a ,  u )  =  t ,  0  <  t  <  r ,  and  v  G Dj 
if and only if d(b,v) = j, 0 < j < s. Observe that Wa, W^ and their partitions (as 
defined above) may be obtained in time 0(|i)|). 
The iterative procedure ITER-M in Figure 3.4 constructs the sets Ua, and 
the matching F in time 0(|jD|); also, it marks the various vertices of JET as square 
and circle vertices. We have assumed that r < 5. (Note that if r = 0, then the "for" 
loop in step 3 is not executed at all.) 
We maintain a representation of H based on the partitions of Wa and Wj^, and 
the marking of the various vertices. Based on this representation, we may now verify 
conditions (i) and (ii) of step 5 of the algorithm in time 0(|D|). Also, since conditions 
(iii) and (iv) are local, they too are verifiable in time 0(|D|). The claim follows. I 
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procedure ITER-M; 
begin 
1. first mark a and b as square vertices and then mark every other 
vertex of Wa and Wj, as a circle vertex; 
2. := {(%}; := {&}; F := {{o,6}}; 
3. for i := 1 tor do 
4. for V e C,* do 
5. if V has a neighbor, say to, in P,- then begin 
6. := 
7. Ui,:=Ui,U{wh 
8. i^:=-FU{ {«>«'}}; 
9. Mark v (resp. to) as a square vertex in Wa (resp. M^) 
(* This overrides the earlier marking of v and w *) 
end (* if *) 
end. 
Figure 3.4: The iterative procedure ITER-M 
3.4 Concluding Remarks 
In this chapter, we have presented two algorithms, each of which recognizes 
median graphs in time 0{n^ log n). Both schemes are completely different and are 
interesting in their own right. However, the algorithm RECOG-M (Figure 3.3) based 
on Mulder's characterization of median graphs [48] is conceptually simpler than the 
algorithm RECOG-B (Figure 3.1) which is based on Bandelt's characterization [3]. 
In the next chapter, we present two algorithms, each of which obtains an isometric 
embedding of a given median graph in a hypercube of least possible dimension under 
the same time bound, viz., 0(n^ logn). Both algorithms have structures similar to 
those of the respective recognition algorithms of this chapter. 
Median graphs have received renewed attention recently. For example, Chung, 
Graham and Saks [14] have obtained several new characterizations of median graphs, 
one of which is the following: G is a median graph if and only ifwindex(G) = 2, where 
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windex is a graph invariant related to some dynamic search problems in graphs. The 
graphs of finite windex are natural generalizations of median graphs, and Chung, 
Graham and Saks have proved in a subsequent paper [15] that they are precisely 
the retracts of the Cartesian products of complete graphs (cf. Theorem 3.1.1). These 
graphs were earlier studied by Mulder [51] who called them quasimedian graphs. 
It is interesting to note that median graphs are exactly the bipartite quasimedian 
graphs [70]. Issues like this lend greater importance to the design of efficient recog­
nition algorithms. 
We have attempted to improve the performances of the algorithms presented in 
this chapter, and we will outline our ideas here. We first consider the possible im­
provement of the algorithm RECOG-B (Figure 3.1). Let G be a connected, bipartite 
graph, and H a proper, isometric subgraph of G such that H is a. median graph in its 
own right. Let x 6 V{G)\V(H). If |iV^Q(x)n V'(fr)| > 3, then G cannot be a median 
graph for reasons stated in Section 3.2. Thus, assuming that the previous statement 
is not true, the number of neighbors of x in Jï" may be (i) none, (ii) one, or (iii) two. 
This defines a natural partition ofV{G)\V{H) into (at most) three subsets, say 1^, 
Vi and V2, where if r E V^, then |JV^(v)n V'(if)| = t. If G is a median graph, then 
there are some interesting properties of such a partition; for example, (i) no vertex 
in is adjacent to any vertex in (ii) < Vj > consists of K-^s and K2^s, and 
(iii) a vertex in has at most two neighbors in V^. However, we could not exploit 
these observations to further improve the asymptotic complexity of the algorithm 
RECOG-B. This remains an interesting open problem. 
One possible approach for improving the performance of the recognition algo­
rithm RECOG-M (Figure 3.3) is that instead of choosing an arbitrary edge of the 
input graph (step 4, Figure 3.3), we might look for an edge for which the correspond­
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ing matching F is as large as possible. Such a strategy will speed up the recognition 
procedure in many cases, since (i) we always split the graph into its biconnected 
components (step 1, Figure 3.3), and (ii) if a biconnected component is simply K21 
then we do not execute the main body of the algorithm. However, we could not 
implement this observation to further lower the asymptotic bound. 
Recall &om Theorem 3.1.1 and the discussion preceding it that the class of iso­
metric subgraphs of hyper cubes properly includes the class of median graphs. A nat­
ural question to ask is whether it is possible to construct a similar efficient recognition 
algorithm for graphs isometrically embeddable in hypercubes. We should mention 
here that Wilkeit [71] has obtained an O(n^) algorithm that recognizes graphs that 
are isometrically embeddable in Cartesian products of complete graphs. Her algo­
rithm can be easily specialized for identifying isometric subgraphs of hypercubes. 
In what follows, we will briefly discuss the problems we encountered in our at­
tempts to adapt our convex-expansions recognition algorithm (Figure 3.3) to resolve 
the foregoing question. Let G be a connected bipartite graph. Fix an edge {a, b} of 
G and obtain the sets Wa, Wj, F, Ua and Î7j as in (*) on page 40. If Wa and Wj 
were guaranteed to be convex subsets of V{G)—see page 30 for the definition of con­
vex sets of a graph—then we could construct an algorithm for recognizing isometric 
subgraphs of hypercubes by using the following two observations: (i) F is a matching 
under which < Ua > and < I7j > are isomorphic, and (ii) the graph G' obtained 
from G by contracting the edges belonging to F is isometrically embeddable in a 
hypercube if and only if G is. Thus, in order to construct an efficient recognition 
algorithm, we must have an efficient (say, linear time) way of testing the convexity 
of Wa and Wj. Now, Lemma 3.3.1 does not apply here, since isometric subgraphs 
of a hypercube need not have a median for every triple of vertices. Furthermore, 
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convexity of Wa and does not imply the convexity of Ua and (in the case 
of median graphs, Ua and C/j are convex, which implies the convexity of Wa and 
Wj—recall Theorem 3.3.2). Therefore, our scheme for testing convexity in median 
graphs does not carry over to a similar test here. Thus an important open problem 
is to construct an efficient convexity test: doing it via distance matrix of the graph 
will not lead to any improvement. 
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4. ISOMETRIC EMBEDDING OF MEDIAN GRAPHS IN THE 
HYPERCUBE 
In this chapter, we present two 0{n^ log n) algorithms, each of which obtains 
an isometric embedding of a given median graph G in a hypercube of least possible 
dimension, where n = |y(G)|. That such an embedding exists is a known result; for 
example, see [3,50]. (We will further argue this point in Section 4.1 below.) Our 
contribution is in providing efficient algorithms and achieving the minimality in the 
dimension. The structures of our embedding algorithms are quite similar to those of 
the respective recognition algorithms of the previous chapter. 
In Figure 4.1, we have shown inclusion relationships among the following classes 
of graphs: (i) Bipartite Graphs (B), (ii) Subgraphs of Hypercubes (5), (iii) Isometric 
Subgraphs of Hypercubes (1), and (iv) Median Graphs (M). By the earlier remark 
that every median graph is an isometric subgraph of a hypercube and the fact that 
a hypercube is a bipartite graph, it follows that M Ç X Ç S Ç B. Further, we have 
shown a graph in each of the four regions of the Venn diagram to highlight the point 
that each inclusion is proper. 
It is remarkable to note that the problem of deciding membership in class S is 
NP-complete [1,42]. In other words, whether or not a given graph is a subgraph (not 
necessarily isometric) of a hypercube is NP-complete. Quite recently, it has further 
been shown that the problem of determining for a given tree T and a positive integer 
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Figure 4.1: Inclusion relationships among certain classes of graphs 
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t, whether or not T is a subgraph of is NP-complete [66]. Note that every tree 
is (a median graph and is) necessarily a subgraph of a sufficiently large hypercube. 
(We will subsequently argue that if T is a tree on r + 1 vertices, then the smallest 
hypercube in which T has an isometric embedding is Qr-) 
We will make use of a more general theory of isometric embedding of graphs 
developed by Graham and Winkler [28]. In Section 4.1, we present the essential defi­
nitions and constructions of that theory while in Sections 4.2 and 4.3, we present and 
analyze the respective embedding algorithms. Finally, in Section 4.4, we comment 
on the relationships between the recognition schemes of the previous chapter and the 
corresponding embedding schemes of the present chapter, and discuss some related 
issues. 
4.1 Theoretical Background 
Let G = (F, E) be a nontrivial, connected graph. Define a binary relation 0 on 
the edge set E of G as follows: if e = {x,y} and e' = {x^,y') are in E, then e' if 
and only if 
d(x ,  x ' )  +  d{y ,  y ' )  ^  d{x ,  y ' )  +  d{x ' ,  y ) .  
This relation is easily seen to be reflexive and symmetric, but in general, it is not 
transitive. To see this, consider the edge set of the graph Cg. Let 6 be the transitive 
closure of 6. Then Ô is an equivalence relation. Let • • •, be the corresponding 
equivalence classes, which we refer to as (9-classes (or simply ^-classes whenever 6 is 
transitive). Note that r < |f7|. The following is a key lemma in this theory. 
Lemma 4.1.1 [28] For x,y EV, let P he the set of edges on a shortest path between 
X and y, and let Q be the set of edges on any other path between x and y. Then for 
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any i, l<i<r, |Pn^ ,-| < IQOEi l  I 
It follows from Lemma 4.1.1 that for any t G {1, • • •, r}, removing the edges of 
El from G will result in a disconnected graph. The reason is that if {x, y} 6 then 
every path between x and y will contain at least one edge of and thus the removal 
of the edges belonging to E^ from G will disrupt all paths between x and y. For each 
J5,-, we construct a graph G,* from G as follows. First remove from G all the edges 
belonging to E^. Let {Cj, • * •, denote the set of connected components of the 
resulting graph. Define G^ = where ,Cmî\ with Cj and Cf^ 
adjacent if and only if some edge in E^ joins a vertex in Cj to a vertex in Cjj. in the 
original graph G. For every Gf, define a mapping a,- : V —» Vi by setting = Cj 
if and only if t; € Cj. Next, define an embedding a of G into the Cartesian product of 
Gj, • • •, Gr given by u h-» (aj(u), • • •, ar{v)). This embedding is called the canonical 
embedding of G. Graham and Winkler prove the following important property of a 
canonical embedding. 
Theorem 4.1.2 {28} The canonical embedding is an isometric embedding. I 
The graphs Gj, • • •, Gr are called the canonical factors of G and r is called the 
isometric dimension of G, denoted by dimj(G). 
In the remainder of this section, we state some useful characterizations of graphs 
isometrically embeddable in hypercubes. Djokovic was the first to obtain such a 
characterization, which we state in the following theorem. 
Theorem 4.1.3 117] A graph G is isometrically embeddable in Qr for some r if 
and only if G is bipartite and for every edge {a, 6} of G, the vertex subsets Wa and 
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Wff  o f  G  are  convex .  I 
See page 30 for the definition of convex sets of a graph and page 40 for the def­
inition of the sets Wa and Another characterization of the isometric subgraphs 
of hypercubes has been given by Graham and Winkler which we state in the next 
theorem. 
Theorem 4.1.4 [28j A graph G m isomeirically embeddable in Qr for some r if 
and only if G is bipartite and the relation 6 defined on E(G) is transitive. I 
As noted by Djokovic [17] and Graham [27], the smallest r satisfying the fore­
going theorem is equal to dimj(G), i.e., the number of ^-classes of E (note that 
if 6 is transitive, then 6 = 6). By Theorems 3.3.2 and 4.1,3, it follows that every 
median graph is isometrically embeddable in a hypercube and hence the relation 6 is 
transitive for (the edge set of) a median graph. (Recall that an isometric subgraph 
of a hypercube need not be a median graph.) 
4.2 Embedding Scheme based on Bandelt's Characterization 
The isometric embedding algorithm that we present in this section is based 
on Bandelt's characterization [3] of median graphs (Theorem 3.1.1, page 29) The 
following lemma will be useful in the development and analysis of the algorithm. 
Lemma 4.2.1 If G is a connected graph and Gi,"- ,Gr are the biconnected com­
ponen t s  o f  G ,  then  d im j (G)  =  d imj{Gi ) .  
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Proof: Let G and Gj, • • •, Gr be as in the statement of the lemma. Let e = {u, v} 6 
E(G,*) and / = {x,y} € E{Gj), i ^ j. It suffices to show that e(->0)/, i.e., e 
and / are not related by 0. It is clear that there is an articulation vertex to in G 
such that every path between a vertex of and a vertex of Gj goes via w. It then 
follows that d{u,x) = d(u,u;)+d(u>,x), d(u,y) = d{u,w)+d{w,y) etc. Consequently, 
d(u, x) + d(y, y) = d(u, y) + d(y, x) and hence e (-<5) /. I 
The isometric embedding algorithm called EMBED-B, which is based on Ban-
delt's characterization of median graphs, appears in Figure 4.2. As we stated earlier, 
it is quite similar to the recognition algorithm RECOG-B (Figure 3.1, page 34), 
which we have presented in the previous chapter. It is an iterative procedure in 
which the input graph G is assumed to be a nontrivial, median graph. The algo­
rithm constructs a required isometric embedding by assigning a label L{v) (which is 
a binary string) to every vertex t; of G. 
Theorem 4.2.2 The embedding algorithm EMBED-B terminates and correctly em­
beds a given median graph G in a hypercube Qr with r as small as possible. 
Proof; Termination follows by an argument as in the proof of Theorem 3.2.2 in the 
previous chapter. For correctness, let G be an input (nontrivial, median) graph. 
We claim that the labels assigned to the vertices of G by the algorithm defines an 
isometric embedding of G in Qr with r as small as possible. We prove our claim 
by induction on the number of iterations of the algorithm. Step 1 of the algorithm 
shows that the induction basis is trivially true. 
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procedure EMBED-B(G, L); 
begin 
1. let H = K2 be a subgraph of G', label the two vertices, say a and b 
of H, by (the binary strings) 0 and 1, i.e., L{a) = 0 and L{b) = 1; 
2. START: i f  |r(G)| = \V{H) \ ,  t hen  STOP; 
3. let X € V'(G) \ V ( H )  be such that x is adjacent to some vertex of I f ;  
(Note that x  may be adjacent to at most two vertices of JT)  
4. i f  X is adjacent to exactly one vertex of I f ,  say u, then in the subgraph 
JI + x, label X by OL(u) and label every other vertex v by lL(v), where 
L ( w )  d e n o t e s  t h e  l a b e l  o f  w  i n  t h e  g r a p h  I f ;  
let ff := If + X and go to START; 
5. at this point x is adjacent to exactly two vertices of H, say a and 6; 
let u be the (unique) common neighbor of a and b in H] 
6. let Y, U, Z and X be the vertex subsets of G as defined during the 
construction of the recognition algorithm RECOG-B; observe that 
Y,U,ZC V{H), X Ç V{G) \ V{H), and we may write 
y  — i v i r "  iVm} ,  
Z  =  { z i ,  -  , zm} ,  X  — 
where yj = a, = «, = 6 and xi = x such that 
*-* Uj* 4-4 Xj defines an isomorphism among the induced 
subgraphs <Y>,<U>,<Z> and < X >, and that y^, it,*, and x^ 
are (in that order) the four vertices of an induced four-cycle in G; note 
that the labels assigned to y^, and z^ (in the subgraph H) must be such 
that L(ui) will differ from £(y,') (resp. L(z^)) in exactly one bit position, 
say j (resp. fc); in the induced subgraph H' =< V{H)[jX > of G, let i(a:,) 
be such that it differs from L(y^) in the A-th bit and from Z(z^) in the 
j-th bit; the labels assigned to all other vertices remain unchanged; 
7. let H := H']  accordingly, adjust V(ff), E(H)  and Nf f ( v )  
for every vertex v of H, and go to START 
end. (* EMBED-B *) 
Figure 4.2: The isometric embedding algorithm EMBED-B 
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Assume that at some point during execution of the algorithm, H is a. proper 
median subgraph of G and control has reached step 3 of the algorithm. Thus the 
vertices of H have been labeled by uniform binary strings of length, say r. Let x 6 
V(G)\V(H) as in step 3. First suppose that x is adjacent to exactly one vertex u of 
H as  s t a t ed  i n  s t ep  4 .  No te  t ha t  i n  t he  (med ian )  subgraph  H+x of  G,  t he  edge  {« ,  x}  
constitutes a biconnected component by itself; in other words, v is an articulation 
vertex in H + x. By Lemma 4.2.1, it follows that dimj{H + = dimj(H) + 1. 
Since the labeling of the vertices of H corresponds to an isometric embedding of H 
in a hypercube of smallest possible dimension (by induction hypothesis) and since 
our scheme is such that the length of a label increases by exactly one in step 4, we 
conclude that the labeling of the vertices o{ H + x in step 4 corresponds to a valid 
isometric embedding of jET+a; in a hypercube of least possible dimension as required. 
Next suppose that the condition in step 4 is false and control has reached step 5 
of the algorithm. Let a, b and u be vertices of fT as stated in step 5. The fact that the 
vertex subsets Y, U, Z and X appear in G with properties stated in step 6 follows 
from Lemma 3.2.1, and from the discussion on the correctness and analysis of the 
recognition algorithm RECOG-B in the previous chapter. It is straightforward to see 
tha t  t he  l abe l s  a s s igned  t o  t he  ve r t i ce s  o f  ( t he  med ian  subgraph)  H'  =< V(H)  >  
in step 6 correspond to a valid isometric embedding of if' in a hypercube. Since the 
length of a label does not increase in this step, we conclude that the minimality of 
the dimension of the hypercube is (trivially) maintained. I 
By an analysis as in Theorem 3.2.3, we have the following result. 
Theorem 4.2.3 The embedding algorithm EMBED-B runs in time 0(n^ log n). I 
60 
4.3 Embedding Scheme based on Mulder's Characterization 
The isometric embedding algorithm that we present in this section is based on 
Mulder's characterization [48] of median graphs (Theorem 3.1.3, page 31). In the 
remainder of this section, G and G' are arbitrary but fixed graphs with characteristics 
stated below. 
Let G = (y, E) be a nontrivial median graph. Fix an edge {a, 6} of G and define 
the sets Wa, Wf,, F, Ua and Uj, as in (*) on page 40 in the previous chapter. By 
Theorem 3.3.2, we may write F = {{aj,{om,&m}}» where = {«% | 1 < 
i < m} and I/j = {fcj | 1 < t < m} for some m > 1. Let G' be the graph obtained 
from G by contracting the edges of F. Let Va = Wa \ Ua and Vj = Wj \ whence 
Wa = Va\JUa and Wj, = VjUUj,. Let 17 = {cj | 1 < t < m} be the vertex subset 
of G' corresponding to the contracted edges of F, i.e., Cj corresponds to the edge 
e F. Observe that Oj defines an isomorphism among < Ua >, 
< U } f >  and < U  > .  Thus we may write V{G' )  = where Va, U and Vj 
are mutually disjoint. We will use %%, (resp. < Va >,< Vj >) as vertex subsets 
(resp. induced subgraphs) of both G and G', and use the context to resolve any 
ambiguity. As stated in Theorem 3.3.2, G is the convex expansion of G' with respect 
to the vertex subsets Va U ^  and Vj (J U. 
The next two lemmas are useful in the development and analysis of the embed­
ding algorithm. 
Lemma 4.3.1 Let e£ F, e' £ E{G). Then, eSe! <=> e '  E F.  
Proof: Let e = G F, e' e •E(G) . First suppose that e' E F and let 
e' = {a j ,b j } .  By Theorem 3.3.2, F is a matching which defines an isomorphism 
be tween  t he  ( convex)  subgraphs  <  Ua > and  <  >  of  G .  The re fo re ,  d(a^ ,a j )  =  
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d{b i ,b j )  = ci(o,-,6j)-l = d{a j ,b i ) - l .  Thusd(a,-,aj)+<i(6,-,6j) ^ d(a i , b j )+d{a j ,b i ) ,  
whence e 9 e'. 
Conversely, suppose that e' = {a:,y} ^ F. W.lo.g. assume that G Wa- Since 
Wa i s  convex  ( r eca l l  Theo rem 3 .3 .2 )  and  G i s  b ipa r t i t e ,  i t  f o l l ows  t ha t  d(a^ , x )  =  
d(b^,x) — 1 and d(a^,y) = d{bi,y) - 1. Consequently, d(a,',x) + d(&,',y) = d(ai,y) + 
d{b^,x), whence e(-i^)e'. I 
Lemma 4.3.2 d imj (G)  =  d imj{G ' )  + 1. 
Proof: By the previous lemma, F constitutes one ^-class of E{G)  and hence con­
tributes one dimension to the (minimum dimensional) hypercube in which (the me­
dian graph) G has a canonical embedding. Thus, it suffices to show that the number 
of ^-classes of E{G') is equal to the number of ^-classes of E{G) minus one. 
Define a mapping / : V{G)  —» V'(G') as follows: /(oj) = c,- = /(5j) for E Ua, 
e Uff, and f(x) = X {or X G ValjVff. Consider edges 6^,62 in E(G) \ F and let 
= {%;, Vi), i = 1, 2. It is clear that x^, are either both in Wa or both in Wj. Let 
/(ar,-) = x'^, f{yi) = yj. Then ej- = € E{G'), i = 1, 2. It is straightforward 
to see that ej in G if and only if Cj 6 in G'. It then follows that the number 
o f -^classes of E(G') is exactly one fewer than the number of -^classes of E{G). I 
The isometric embedding algorithm called EMBED-M, which is based on Mul­
der's characterization of median graphs, appears in Figure 4.3. It is a recursive pro­
cedure which has a structure similar to that of the recognition algorithm RECOG-M 
(Figure 3.3) in the previous chapter. G is the input (nontrivial, median) graph. The 
procedure outputs a set L of labels for the vertex set V{G), where each label is an 
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r-bit binary string corresponding to a canonical embedding of G in Qr for some r > 
1. As stated earlier, we use Va and to denote the vertex subsets of G as well as 
G'. This point is particularly evident in steps 7 and 8 of the algorithm. 
Theorem 4.3.3 The embedding algorithm EMBED-M terminâtes and correctly em­
beds a given median graph G in Qr, where r is as small as possible. 
Proof; Termination is obvious. For correctness, let G be an input (nontrivial, me­
dian) graph. We claim that the set L of labels assigned to the vertices of G by the 
algorithm defines an isometric embedding of G in Qr where r is as small as possible. 
We prove our claim by induction on the number i of recursive calls to the algorithm. 
For * = 0, the claim is trivially true. 
It suffices to show that if (the median graph) G' obtained from G (as in the 
algorithm) satisfies the claim, then so does G. Observe that if u, u € IVa (resp. Wj) 
Ç V(G), and are the corresponding vertices in VaU^^ (resp. C V{G') 
under the natural bisection between Wa and Va\JU (resp. Wj and VjU(7), then 
<ig;(u,t;) = dQi{vL\v'). Also, if u G Wa,v € and u',v' are the corresponding 
vertices in Va\jU and respectively in G', then dQ{u,v) = dQf{u',v') + 1. 
It is straightforward to see from our construction (statements 7 through 11) that 
if G' has an isometric embedding in Qr, then the set L of labels assigned to the 
vertices of G by the algorithm defines an isometric embedding of G in Qr^\- That 
the embedding thus produced is in the smallest possible hypercube follows from the 
induction hypothesis and Lemma 4.3.2. I 
By an analysis similar to that of the recognition algorithm RECOG-M (Theo­
rem 3.3.6) in the previous chapter, we obtain the following result. 
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procedure EMBED-M(G, £); 
begin 
1. i fG  =  K2  ihen  label the two vertices, say x and y, of G by 
(the binary strings) 0 and 1 respectively, i.e., L(x )  = 0 and L(y )  =  1 
else begin 
2. fix an edge {a, b) of G and obtain the sets Wa> F, Ua and U^; 
suppose that F = {{«i, 61}, • • •, {am, 5m}}, where 
Ua = {ai,"*,am} and Uj, = {6i,-- ' ,&m}; 
3. let Va := Wa \ Ua and Vj ;= PVj \ U^\ 
4. let G^ be the graph obtained from G by contracting the edges in F; 
5. let U := {cj, • • •, cm} be the vertex subset of G\ where Cj 
corresponds to the contracted edge {aj,ij}, 1 < * < m; 
6. EMBED-M(G', L') (* recursive call *) 
7. for V e Va do L(y) := OL'(t;); 
8. for V G Vf, do L{v) := 1L'{V)\ 
9. for i := 1 to m do begin 
10. i(aj);=Oi'(c^); 
11. i(6,) := ll'(c,) 
end (* for *) 
end; (* else *) 
end. (* EMBED-M *) 
Figure 4.3: The isometric embedding algorithm EMBED-M 
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Theorem 4.3.4 The embedding algorithm EMBED-M runs in time 0(n^ log n). I 
4.4 Concluding Remarks 
In this chapter, we have presented two algorithms EMBED-B and EMBED-M, 
each of which obtains an isometric embedding of a given median graph G in a hyper-
cube of least possible dimension in time 0(n^ log n), where n = |V(G)|. These have 
structures similar respectively to those of the algorithms RECOG-B and RECOG-M 
(presented in the previous chapter), each of which recognizes median graphs under 
the same time bound, i.e., O(n^logn). It is fairly straightforward to see that the 
recognition algorithm RECOG-B (resp. RECOG-M) and the isometric embedding 
algorithm EMBED-B (resp. EMBED-M) may be combined in that order to yield 
a single 0(n^ log n) algorithm which will jSrst tackle the recognition problem, and 
then produce an appropriate isometric embedding if the given graph is found to be a 
median graph. Alternatively, it is also possible to carry out the embedding procedure 
in conjunction with (i.e., as a part of) the recognition procedure so that if the given 
graph is found to be a median graph, then at the termination of the algorithm, its 
vertices will be suitably labeled by uniform binary strings corresponding to an appro­
priate isometric embedding. The resulting algorithm will have the same asymptotic 
complexity, viz., 0(n^ logn). However, it will be somewhat complicated. 
Because of the structural similarity between the recognition schemes and the 
embedding schemes, it is easy to see that any improvement in the recognition pro­
cedure (presented in the previous chapter) will lead to a similar improvement in the 
corresponding embedding procedure of this chapter. 
In regard to the isometric embedding procedure, it is remarkable to note that 
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the size of the hypercube (in which the isometric embedding is prescribed) may be 
exponential in the size of the given median graph. To see this, consider a tree T 
(which is known to be a median graph) on r +1 vertices. It is straightforward to see 
that the smallest hypercube in which T has an isometric embedding is Qr, whose 
size (|V(Çr)| = 2^ and |J5(Çr)| = r * 2*""^) is clearly exponential in the size of 
T. However, our embedding algorithm produces just the appropriate labeling of the 
vertices of the given median graph, and does not explicitly construct the hypercube. 
It is worthwhile to point out here that if G is a graph known to be isometri-
cally embeddable in a hypercube and G' is derived from G as in Section 4.3, then 
Lemmas 4.3.1 and 4.3.2 will still hold, and our embedding algorithm EMBED-M 
will work to produce an isometric embedding of G in the smallest possible hypercube 
under the same time bound. 
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5. CHARACTERIZATIONS FOR THE PLANARITY AND 
OUTERPLANARITY OF PRODUCT GRAPHS 
In this chapter, we discuss necessary and sufiBicient conditions for the planarity 
and outerplanarity of each of the three product graphs in terms of the factor graphs. 
We observe that (i) characterizations for the planarities of the O-product and x-
product already appear in the literature and (ii) for any two graphs G-^ and and G2, 
each containing at least one edge, the graph Gj B G2 is always non-outerplanar. 
For the sake of completeness, we will present complete statements of these results 
later in appropriate places. Our contribution consists of characterizations for the 
following: (i) planarity of the B -product, (ii) outerplanarity of the O-product and 
(iii) outerplanarity of the x-product. Thus, together with our results, we now have 
a complete characterization for the planarity and outerplanarity of each of the three 
products. 
In Section 5.1, we state characterizations for the planarity and outerplanarity of 
general graphs, which have been given in terms of graph subcontraction and are useful 
in the sequel. Section 6.2 contains (i) statements of the known results concerning 
planarities of the O-product and x-product, and (ii) statement and proof of our 
characterization for the planarity of the B -product. Section 5.3 deals with the 
outerplanarity of each of the O-product and x-product. Finally, in Section 5.4, we 
summarize the results of this chapter and discuss some related issues. 
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Figure 5.1: The graphs and JiTg g 
5.1 Preliminaries 
We will first state characterizations of planar and outerplanar graphs in terms 
of graph subcontraction, which will be useful in the sequel. Recall from Chapter 1 
(page 4) that if G is a graph, then the graph obtained from G by identifying any 
two adjacent vertices of G is said to be an elementary contraction of G. Further, a 
graph H is said to be a sub contraction (or, a minor) of G if fT is obtainable from a 
subgraph of G by a sequence of elementary contractions. Obviously, planar as well 
as outerplanar graphs are closed under the operation of subcontraction. 
Theorem 5.1.1 [30,32,67] A graph is planar if and only if neither KQ nor ATg g is 
a subcontraction of G. I 
The graphs and jiTg g—which are forbidden for planar graphs—appear in 
Figure 5.1. The next theorem is an analogue of Theorem 5.1.1 for outerplanar 
graphs [8, page 89]. 
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^2,3 
Figure 5.2: The graphs K/^ and ^1^2 g 
Theorem 5.1.2 A graph is outerplanar if and only if neither nor g is a 
subcontraction of G. I 
The graphs and if2,3—which are forbidden for outerplanar graphs—appear 
in Figure 5.2. The following theorem shows that while dealing with the planarity 
(reap, outerplanarity) of the D-product and B -product graphs, it sufiSces to consider 
only those factor graphs which are themselves planar (resp. outerplanar). 
Theorem 5.1.3 Let G\ and Gg connected graphs. If one of G\ and Gg w non-
p lanar  ( r e sp .  non -ou te rp lanar ) ,  t hen  so  i s  each  o /  0G2  and  G i  B  Gg .  
Proof Sketch: Each of G-[pG2 and G\ a G2 contains G\ as well as G2 as a sub­
graph. The claim then follows from Theorems 5.1.1 and 5.1.2. I 
We will later show that for nontrivial, connected graphs Gj and G2, if one of 
G\ and G2 is nonplanar (resp. non-outerplanar), then so is G^ x G2. 
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Figure 5.3: The graph K^ + x 
5.2 Planarity 
We observe that characterizations for the planarity of each of the D-product 
and X-product already appear in the literature. The following theorem of Behzad 
and Mahmoodian gives necessary and sufficient conditions for the planarity of the 
•-product of graphs. 
Theorem 5.2.1 [9] 
1. If Gi and G2 are nontrivial, connected graphs, each different from K2, then 
G\UG2 w planar if and only if both G\ and G2 are paths or one is a path and 
the other is a cycle. 
2. If G is a nontrivial, connected graph, then GUK2 w planar if and only if G is 
outerplanar. I 
By a 1-contraction of a graph G we mean the removal from G of each vertex of 
degree one. Let K^ + x denote the graph shown in Figure 5.3 and let — e denote 
the graph obtained from by deleting exactly one edge. The next theorem, given 
by Farzan and Waller, characterizes the planar x-product graphs. 
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Theorem 5.2.2 [20] 
1. Let 0% and G2 be connected graphs with more than four vertices each. Then, 
Gi X G2 w planar if and only if one of the following holds: 
(a )  one  o f  t he  graphs  w  a  pa th  and  the  o ther  w  1 -con t rac tah le  t o  a  pa th  o r  a  
cycle; 
(b )  one  o f  t he  graphs  i s  a  cyc l e  and  the  o ther  i s  1 -con t rac tab le  t o  a  pa th .  
2. Each of the graphs K4, x G and (K4, — e) x G is planar if and only if G = K2. 
S. (Kg + x) X G w planar if and only if G is a path. 
4.  X G is planar if and only if G is a path or a cycle. 
5. C4 X G w planar if and only if G is a tree. 
6. G is planar if and only if G is a path or 1-contractable to a path. I 
It follows from the above characterization that if G is a nonplanar graph, then 
so is G X K2. Consequently, if Gj and G2 are nontrivial, connected graphs, one 
of which is nonplanar, then Gj x Gg is nonplanar (cf. Theorem 5.1.3). In the next 
section, we will derive an analogous result for non-outerplanar x-product graphs. 
In the remainder of this section, we present a characterization for the planarity of 
the B -product of graphs. 
5.2.1 Planarity of the Strong product 
The following three lemmas provide the basis for our characterization. 
Lemma 5.2.3 If G is a tree, then G B Kg " & planar graph. 
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Proof; (by induction on | V((t)|) Let G = (V, E) be a tree. If | V| = 1, then GfSK2 = 
K2 which is trivially planar. For |F| = 2, we have G = K21 in which case G B K2 = 
which is known to be planar. 
Let IV| = n > 2. We will denote a vertex of G B K2 by ( x ,  i ) ,  where x  E  V  
and I € {1,2}. Let 1; be a terminal vertex (i.e., a vertex of degree one) of G, and 
assume that u is the neighbor of v in G. Let G — v denote the tree obtained from G 
by deleting the vertex v from G. Note that 
V(G a  K2)  =  V i (G  - v )B  1), M),  and 
E(G a K2) = E{(G — u) H K2)  U where 
E' = {{(u, 1), (t>, 1)}, l(u, l),(t.,2)), {(»,2),(., 1)}, {(B,2),(t.,2)}, {(<., !),(»,2)}}. 
Observe further that the subgraph of G B K2 induced by the vertex subset {(«, 1), 
(u,2), (v, 1), (u,2)} is simply By induction hypothesis, (G — u) H 1^2 is a planar 
graph. So consider a planar embedding of (G — u) H K2, and choose a face in that 
embedding which contains the edge {(u, 1), (u, 2)}. Introduce the vertices (v, 1), (v, 2) 
and the edges of in that face so that the planarity is maintained. Since is 
known to be a planar graph, it is clear that the foregoing statement is valid and we 
have a planar embedding of G B 1^2' ' 
Recall that we use Cn (resp. Pn) to denote a cycle (resp. path) of length n, 
where V(Cn) = {1,• • •,n} and V(Pn) = {1,- + 1} with adjacencies defined in 
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Figure 5.4: A planar embedding of the graph P2 H P2 
the natural way (see Chapter 1). 
Lemma 5.2.4 For n > 3, Cn B K2 is a nonplanar graph. 
Proof: (by induction on n) For n = 3, we have Cn B K2 — KQ, which is known to 
be a nonplanar graph. So let n > 3. Assuming that 1 and 2 are the two (adjacent) 
vertices of K2, we may denote the vertex set of Cn B K2 by {{i,j) | 1 < » < 
n, 1 < j < 2}, where adjacencies are defined as in the definition of the El -product. 
Consider the graph H obtained from Cn B K2 by contracting the edges {(1,1), (2,1)} 
and {(1,2), (2,2)}. It is easy to see that H = B K2' By induction hypothesis 
ajid Theorem 5.1.1, the lemma follows. I 
Lemma 5.2.5 For n > 1, Pn B -^2 *' ® planar graph if and only ifn<2. 
Proof; It suffices to show that P2 B is a planar graph while P3 B P2 is a non­
planar graph. A planar embedding of B P2 appears in Figure 5.4. 
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Figure 5.5: The graph P3 E) 
The graph ^3 B P2 appears in Figure 5.5. As stated earlier, we may assume 
that V(Pn) = {1, • • •, n + 1} where vertex t is adjacent to t + 1, 1 < i < n. Thus 
V(P^ B P2) = 11 < t < 4, 1 < i < 3} with adjacency as in the definition of 
the Strong product. Now contract the following edges of P3 E) {(3,1), (4,2)}, 
{(1,2), (2,1)} and {(1,2), (2,3)}. It is straightforward to see that the resulting graph 
is such that the subgraph induced on {(2,1),(3,1),(2,2),(3,2), (3,3)} is K^. By 
Theorem 5.1.1, P3 a P2 must be nonplanar. I 
We will now state and prove a characterization for the planarity of the Strong 
product of graphs. Recall from Theorem 5.1.3 that there is no loss of generality in 
assuming that the factor graphs are themselves planar. 
Theorem 5.2.6 Let Gj and G2 be nonirivial, connected (planar) graphs. Then, 
G\ ta G2 is planar if and only if one of the following holds: 
1. one graph is a tree and the other is TTg; 
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2. both graphs are P^' 
Proof: The "if part of the theorem follows from Lemmas 5.2.3 and 5.2.5. For the 
"only if part, assmne that none of the conditions 1 and 2 (in the statement of the 
theorem) is satisfied; we will show that B G2 is nonplanar. First suppose that 
one of the graphs is K2' Then the other cannot be a tree, and hence must contain 
a cycle. By Lemma 5.2.4, GiB G2 is nonplanar. Next suppose that none of the 
graphs is %2' Then one graph will contain as a subgraph while the other will 
contain one of the following as a subgraph: C3, P3, 3. (Recall that both G\ and 
G2 are nontrivial and connected.) By Lemmas 5.2.4 and 5.2.5, P2 B Cg and P2 B P3 
are nonplanar graphs. Further, by Theorem 5.2.1, •P2'^-^l,3 hence P2 H 3 is 
a nonplanar graph. It then follows that if none of the conditions 1 and 2 is satisfied, 
then G\ B G2 is a nonplanar graph. I 
5.3 Outerplanarity 
We first observe that K2 B K2 = K/^, which is a non-outerplanar graph. It then 
follows that for all graphs Gi and G2 containing at least one edge each, the graph 
Gj B G2 is non-outerplanar. We, therefore, concentrate only on the outerplanarities 
of the O-product and x-product. 
5.3.1 Outerplanarity of the Cartesian product 
The following two lemmas provide a basis for our characterization of the outer­
planarity of O-product. 
Lemma 6.3.1 For n > 3, CnOif2 " ® non-outerplanar graph. 
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Proof: (by induction on n) Let V{Cn) = {1, - ,n} with adjacency defined in the 
natural way. Further, let 1 and 2 be the two (adjacent) vertices of ^2' 
For the basis, let n = 3 and consider the graph It is straightforweurd 
to see that contraction of the edges {(1,1), (2,1)}, {(2,1), (3,1)} and {(3,1), (1,1)} 
results in a graph which is simply K^. By Theorem 5.1.2, CgOfTg must be non-
outerplanar. For the induction, consider the graph where n > 4. It is 
easy to see that contraction of the edges {1,1), (2,1)} and {(1,2), (2,2)} results in a 
graph which is (isomorphic to) The lemma follows from the induction 
hypothesis and Theorem 5.1.2. I 
We will now state and prove a characterization for the outerplanarity of the •-
product of two graphs. Observe that by Theorem 5.1.3, there is no loss of generality 
in assuming that the factor graphs are themselves outerplanar. 
Theorem 5.3.2 The Cartesian product of two nontrivial, connected (outerplanar) 
graphs is outerplanar if and only if one graph is a path and the other is K2-
Proof; It is straightforward to see that the O-product of a path and K2 is an 
outerplanar graph. For the converse, let Gj and G2 be nontrivial, connected graphs, 
and assume that condition of the lemma is not satisfied; we will show that G\^G2 
is non-outerplanar. If one graph is K2t then the other cannot be a path, and hence 
must contain either a cycle Cn, n > 3, or g as a subgraph. By Lemma 5.3.1, 
Cn^K2 is a non-outerplanar graph. The graph Ki ':^UK2 appears in Figure 5.6, 
firom which it is clear that ^2,3 is a sub contraction of By Theorem 5.1.2, 
^1,3 ^ ^^2 be a non-outerplanar graph. Alternatively, if none of Gj and G2 
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Figure 5.6: The graph K\ 2y^2 
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Figure 5.7: The graph 
is K2t then each must contain as a subgraph. The graph appears in 
Figure 5.7, from which it is clear that is a subcontraction of The 
theorem follows. I 
5.3.2 Outer planarity of the Kronecker product 
In this subsection, we discuss necessary and sufficient conditions for the outer-
planarity of the x-product. For this, we first introduce the concept of an almost 
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bipartite graph. 
Let G = (V, E) be a connected graph. Recall from Chapter 1 that if i, y G V, 
then by an (x,y)-path we mean a simple (but not necessarily shortest) path between 
the vertices x and y in G. Let Cm be a cycle of G. As usual, we assume that the 
vertex set of Cm is {1, m}, where {1, m} and {t, t + 1} G £7, 1 < t < m — 1. We 
will use Cm also to denote its vertex set. We say that Cm is a minimal cycle of G 
if no proper vertex subset of Cm induces a smaller cycle in G. Further, we define 
a minimal odd cycle (resp. minimal even cycle) as a minimal cycle which is of odd 
(resp. even) length. It is interesting to note that if a graph contains an odd cycle, 
then it necessarily contains a minimal odd cycle while the same is not true of an even 
cycle. To see this, consider the graph which contains an even cycle, viz., C4, but 
no minimal even cycle. We say that G is an almost bipartite graph (or an a-b graph) 
if it contains a unique minimal odd cycle. Figure 5.8 shows an example of an a-b 
graph. Note that if G is just an odd cycle, then it is trivially an a-b graph. In the 
following lemma, we state and prove a useful property of such a graph. 
Lemma 5.3.3 Lei G be an almost bipartite (a-b) graph with C2]c^i oa its unique 
minimal odd cycle, and let W Ç V(G). Then, <W > is a bipartite graph in its own 
right if and only if C2k-\-\ % 
Proof: Let G, ^2)^+1 ^nd W be as in the statement of the lemma. Obviously, if 
^2fc+l — < W > cannot be bipartite. Conversely, if < > is non-
bipartite, then it contains an odd cycle and hence a minimal odd cycle. Since G has 
a unique minimal odd cycle, 0*2^+1 Ç W. • 
Let G and C2Jt+i be as in Lemma 5.3.3. For i € ^^t 
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Figure 5.8: An almost bipartite graph 
A" = {® € y (G) I z ^ % and for ail j G C^2Jb-M' * o.ppears on every (x,j) - path }. 
Note that the set may be empty for some t, and that if A,- is nonempty, then the 
induced subgraph < ylj > is bipartite in its own right. 
Next, let u be a vertex of G such that (i) v ^ for any t, (ii) v 0 
and (iii) for some distinct t,y 6 ^2/fc+l' there are {v,i)- and (t;,j)-paths, none 
of which contains any other vertex of C'2;t+1* claim that G ^(^2&+l)' 
Assume otherwise. Let u; be a vertex which is common to a (u,*)-path and a {v,j)-
path such that there exist a (u?, t)-path and a (w, j)-path which are vertex-disjoint 
(except for w, of course). By Lemma 5.3.3, every cycle of G which does not include 
all vertices of C'2Jt+i is even. Consequently, every cycle consisting of (i) a {w,i)-
path, (ii) an (t,j)-path along C'2&+1) (iii) a (j, w)-path must be even, since (by 
our assumption) it does not include all of However, this condition cannot 
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always be satisfied as there are two paths between the vertices t and j along the 
cycle one of which is of even length while the other is of odd length. This 
contradiction shows that {t, € E{G) as claimed. Based on the foregoing argument, 
for every edge c = {», j} of C2jb4-1» define the set 
Be = {x e V(G) \ C2fi^i | for every m € C2ib+1 \ there is an {x,m)-path 
in which i appears but j does not, and an (x, m) — path 
in which j appears but i does not }. 
Note again that Be may be empty for some e and that if Be is nonempty, then 
the induced subgraph < Be > is bipartite in its own right. It is clear that the sets 
>lj's and Be's are all mutually disjoint. It is further easy to see that a vertex of G 
is in exactly one of the following sets: (i) C2ifc+1' 00 some i, and (iii) Be for 
some e. Therefore, there is a natural partition of V{G) into the foregoing sets. We 
now state and prove an interesting lemma which will be useful in the sequel. 
Lemma 5.3.4 If G ia an almost bipartite (a-b) graph, then G is a subcontraction 
ofGx %2' 
Proof: Let G be an a-b graph with ^2)^+1 ^ its unique minimal odd cycle. We will 
outline the construction of (a graph isomorphic to) a subgraph of G x K2i and then 
contract certain edges of it to obtain the graph G. 
For i E C2it+1' ® G let Aj and Be be the vertex subsets of G 
as defined in the discussion preceding the statement of this lemma. Obviously, the 
corresponding induced subgraphs < > and < Be > are bipartite, and hence the 
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graph G x K2 will contain two disjoint copies of each of < Ai > and < Be > (see 
also [61]). 
Let u and v be the two (adjacent) vertices of K2 so that the vertex set of G x K2 
is simply V(G) x {u, u}. Note that corresponding to the (unique, minimal) odd cycle 
^2jb+l the graph G x K2 contains the even cycle C^k^2^ and that {t, is an 
edge of C2]g^i if and only if {(», «), (;, u)} and {(1, v), (j, u)} are (antipodal) edges 
^Ak+2-
We now outline the construction of a subgraph of G x K2 of which G will be 
a subcontraction. First include the even cycle whose vertices are labeled 
(i, u) or (j, v) as stated above. Next, for a nonempty vertex subset of G (where 
i  é  C2k^ i ) ,  l e t  «1 ,  •  •  • ,  vm be  the  ve r t i ce s  o f  A j  such  t ha t  { t ,  up}  G  E(G) ,  I  <p<m.  
"Prepare and attach" one copy oi < > to C^fc+2 follows: if i is odd (resp. 
even), then introduce an edge between the vertex (t, u) (resp. (i, u)) of and 
each of of < A^ >. (Note that in the graph G x K2, there is a copy 
of < A{ > attached to the "diametrically opposite" vertex of C^fi^2^ but we do 
not include that in our subgraph.) Similarly, for a nonempty vertex subset Be of 
G, where e = {t,i} € ^(C^gk-n)' and tDj, • • •, wn be the vertices of 
Be such that {i,Vp),{j,wq) E E{G), 1 < p < m,\ < q < n. Prepare a copy of 
< Be > and attach it to C^j^^2 ^ follows: (i) if t = 1 and j = 2, then introduce 
an edge between the vertex (l,u) of C^/e^2 each of the vertices «!,••• ,um of 
< Be >, and an edge between the vertex (2, v) and each of toj, • • •, wn, (ii) if t = 1 
and j = 2fc + 1, then do a similar attachment of < Be > to the (adjacent) vertices 
{2k + l,u) and (l,u) of C/^^j^2i ("0 if h3 7^ 1, then assume that j = t + 1 
and for odd (resp. even) t, do an analogous attachment of a copy oî < Be > to the 
adjacent vertices (z,ti) and (j,u) (resp. (i,v) and {j,u)) of the even cycle C^k+2' 
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(Note again that in the graph G x K2, there is an identical copy of < Be > attached 
to the antipodal edge of C'4jt+2' we do not include that in our subgraph.) We 
perform the foregoing operations for all nonempty vertex subsets and Be of G. 
It is clear that the graph H thus obtained is (isomorphic to) a subgraph of G x K2-
Finally, we contract the following 2k + 1 edges of (the cycle C4jfc+2 
{(l,v),(2,«)}, {(2,u),(3,t;)} ,•••, {(2fc+ !,«),(!,«)}, whence the vertices (l,u) and 
(l,v) get identified. It is straightforward to see that the graph thus obtained is 
isomorphic to G. We have thus accomplished the proof of the theorem. I 
Example: We have illustrated the construction in the proof of Lemma 5.3.4 in 
Figure 5.9, which contains (i) an a-h graph G, whose unique minimal odd cycle is Cg 
(with vertices 1, • • •, 5), (ii) graphs Aj, B^2 3} > -^4 -^{1 5) which are subgraphs 
of G, and (iii) the graph H obtained from G as outUned in the proof of Lemma 5.3.4. 
I 
Lemma 5.3.5 If a connected graph G contains at least two distinct, minimal odd 
cycles, then G x K2 m a non-outerplanar graph. 
Proof Sketch: It suffices to show that if G is a connected graph in which the number 
of distinct, minimal odd cycles is exactly two, then G x K2 is a non-outerplanar 
graph. We need to consider the following three cases: the two minimal odd cycles (i) 
are vertex-disjoint, (ii) share exactly one vertex and (iii) share one or more edges. 
It is easy to see that in each case, 3 is a subcontraction of G x K2. i 
Example: Let and be graphs, shown in Figure 5.10, which respectively 
satisfy the three conditions mentioned in the proof of Lemma 5.3.5. Let u and v be the 
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Figure 5.9: Graphs illustrating the construction in the proof of Lemma 5.3.4 
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H' H" 
Figure 5.10: Graphs H', H'' and H'" 
i4v 3u 
5u 8u 
6v 
2v 
6u 
2u 
5v 8v 
3v 
Figure 5.11: The graph H' x K2 
two (adjacent) vertices of 1^2, and observe the graphs H^'x.K2 and H'^'xK2 
which appear in Figures 5.11, 5.12 and 5.13 respectively. It is straightforward to see 
that each of these graphs has a subgraph contractable to 71^2 3 and hence is non-
outerplanar. I 
In the following theorem, we show that while dealing with the outerplanarity of 
the x-product of graphs, it suflSces to consider only those factor graphs which are 
themselves outerplanar (cf. Theorem 5.1.3 and the remarks following the statement 
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Figure 5.12: The graph H" X K2 
V J 
Figure 5.13: The graph x K2 
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of Theorem 5.2.2). 
Theorem 5.3.6 If Gi and Gg are nontrivial, connected graphs, one of which is 
non-outerplanar, then the graph x (?2 is non-ouierplanar. 
Proof: It suffices to show that if G is a non-outerplanar graph, then so is Gx ATg. So 
assume that G is a connected, non-outerplanar graph. If G is bipartite, then G x K2 
contains exactly two disjoint copies of G, in which case we are done. On the other 
hand, if G is non-bipartite, then there are two cases: (i) G is an a-b graph, i.e., it 
contains exactly one minimal odd cycle, and (ii) G contains two or more minimal odd 
cycles. In the former case, the claim follows from Lemma 5.3.4 and Theorem 5.1.2 
while in the latter case, the claim follows from Lemma 5.3.5. I 
The following is one of the key lemmas of this subsection. 
Lemma 5.3.7 If G is a connected, outerplanar a-b graph, then G x K2 is an outer-
planar graph. 
Proof: First observe that if G is itself an odd cycle, say C2fn+ly then G x K2 is 
simply C^fn+2 ^ cycle twice as large) which is trivially outerplanar. So consider 
a connected, outerplanar a-b graph G which contains exactly one minimal odd cycle, 
say C2k^i, as a proper subgraph. Recall that every subgraph of G which does not 
include all vertices of must be a bipartite graph in its own right. 
Our construction will be somewhat similar to that in the proof of Lemma 5.3.4. 
Note that every vertex of G is a member of one of the following sets: (i) C2ifc+1' (^0 
A^, where i E C'2ifc+1' 0") where e G (Definitions of the sets 
and Be appear just before the statement of Lemma 5.3.4.) Let u and v be the two 
(adjacent) vertices of K2 so that the vertex set ofGxK2 is simply V{G) x 
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In what follows, we outline an outerplanar embedding of G x K2 based on an 
outerplanar embedding of G. First embed the even cycle ^n outerplanar 
graph corresponding to the cycle C'2jfc4-1 Next, for a vertex t of if the 
set is nonempty, then prepare two copies of (the induced subgraph) < ^^ >, and 
"attach and embed" the first copy to ^"4^+2 through the vertex (», u) and the second 
copy through the "diametrically opposite" vertex (t, v) in exactly the same manner 
as < > is connected to the vertex * in G (see also the proof of Lemma 5.3.4). 
Similarly, for an edge e = {i,j} of C2Jfc+i, if the set Be is nonempty, then prepare 
two copies of < Be >t and attach and embed the first copy to through the 
edge {(:, u), (j, w)} and the second copy through (the antipodal edge) {(t, v ) ,  ( j ,  « ) }— 
again in exactly the same manner as < Be > is connected to e = {*, j} in G (see the 
proof of Lemma 5.3.4). We perform the foregoing operations for all nonempty sets 
and Be­
lt is easy to see that we have accounted for all vertices and edges of G x iiCg. 
Further, our embedding of G x K2 closely "mimics" an outerplanar embedding of 
G. In other words, the relative positions of a copy of < > or < Be > in G x K2 
w.r.t. its neighbors are exactly similar to those in the graph G. It then follows that 
we have accomplished an outerplanar embedding of G x K2. i 
We will state and prove two more lemmas before presenting our characterization 
of outerplanar x-product graphs. 
Lemma 5.3.8 For all m,n > 1, the graph Pm x Pn is outerplanar if and only if 
e i t her  m  <3  or  n  <3 .  
Proof; For the "only if part, it suffices to show that P4 x P4 is a non-outerplanar 
graph. This graph (which has two connected components) appears in Figure 5.14, 
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Figure 5.14: The graph P4 x P4 
from which it is clear that if2,3 & subcontraction of P4 x P4. By Theorem 5.1.2, 
the "only if follows. 
For the "if part, note that Pm x P3 is (disconnected and is) made up of two 
identical grid-like components, each of length m and width three. It is easy to see 
that each component is outerplanar. For example, an outerplanax embedding of the 
graph PQ X P3 appears in Figure 5.15.1 
Lemma 5.3.9 For n > 3, the graph Cn x P2 is non-outerplanar. 
Proof Sketch: For odd n > 3, it is easy to see that the graph Cn x P2 is just a 
sequence of n C^'s connected in a cycle. To illustrate our point, we have shown the 
graphs C3 X P2 and C5 x P2 in Figure 5.16. For even n > 4, the graph Cn x P2 is 
made up of two identical connected components, each of which consists of a sequence 
of ^ C^'s connected in a cycle. For example, the graphs C^ x P2 and CQ X P2 appear 
in Figure 5.17. It is easy to see that for all n > 3, Cn x P2 is a non-outerplanar graph. 
(A formal proof will proceed by induction on n and will make use of Theorem 5.1.2.) I 
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Figure 5.15: An outerplanar embedding of the graph Pg x P3 
We will now state and prove a characterization for the outerplanarity of the 
x-product of graphs. Recall that by Theorem 5.3.6, there is no loss of generality in 
assuming that the factor graphs are themselves outerplanar. 
Theorem 5.3.10 Let Gi and G2 be nontrivial, connected (outerplanar) graphs. 
1. If G\ and G2 are paths of lengths m and n respectively, then G\ x Gg w 
outerplanar if and only if either m < 3 or n < 3. 
2. If Gi and G2 arc both bipartite and G\ is not a path, then Gi x G2 » outer­
planar if and only if G2 = 1^2' 
S. If G\ is non-bipartite, then Gj X G2 w outerplanar if and only if Gi is an a-b 
graph (i.e., contains exactly one minimal odd cycle) and G2 — •^2-
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Cg X P2 ^5 X ^2 
Figure 5.16: The graphs C3 x P2 and C5 x P2 
Figure 5.17: The graphs C4 X P2 and CQ X P2 
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Figure 5.18: The graph JTi 3 x P2 
Proof: (1) follows from Lemma 5.3.8 while (3) follows from Lemmas 5.3.5, 5.3.7 
and 5.3.9. For (2), let Gi and G2 be (nontrivial, connected and) bipartite graphs, 
where is different from a path. First observe that if C?2 = K2, then G\ X G2 
consists of simply two disjoint copies of Gj, and hence outerplanarity of Gj x G2 
follows from that of G\. For the converse, assume that G2 ^ %2' Then P2 must 
be a subgraph of G2, and since Gi is not a path, it must contain either -^1^3 or an 
even cycle as a subgraph. The graph %% 3 x P2 appears in Figure 5.18, which shows 
that 3 X P2 is non-outerplanar as it contains ^^2,3* Further, by Lemma 5.3.9, 
C2n X ^2 non-outerplanar. It follows that G\ x G2 is non-outerplanar and (2) is 
established. I 
An interesting observation which is related to the outerplanarity of x-product 
graphs is the following. For some n > 1, consider the odd cycle C2n^i- Intro­
duce exactly n — 1 chords in it so that the resulting graph G satisfies the following 
conditions: 
1. G is outerplanar and 
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2. exactly one minimal cycle of G is C3 while all other minimal cycles are C4. 
Then, G x K2 is an outerplanar graph; moreover, if any additional chord is introduced, 
then the x-product of the resulting graph G' and K2 is non-outerplanar. The reason 
for this is that G^ will have at least two distinct (minimal) Cg's. 
5.4 Concluding Remarks 
In this chapter, we have discussed necessary and sufficient conditions for the 
planarity and outerplanarity of each of the three graph products. Characterizations 
for the planarities of the O-product and x-product already appear in the literature 
and we have just stated them. We have further observed that if C?j and G2 are 
graphs which contain at least one edge each, then B G2 is a non-outerplanar 
graph. 
We have stated and proved characterizations for the following: planarity of the 
C3 -product, outerplanarity of the O-product, and outerplanarity of the x-product. 
For these, we have made use of known characterizations of planarity and outer­
planarity of general graphs in terms of graph subcontraction. 
While dealing with the outerplanarity of the x-product, we have defined a 
minimal cycle of a graph, and have introduced an interesting class of graphs called 
almost bipartite (a-b) graphs (see page 77), which are connected graphs containing a 
unique minimal odd cycle. We have shown (Lemma 5.3.4) that if G is an a-b graph, 
then it is a subcontraction of the graph G x K2' (In the case of a bipartite graph, the 
analogous statement is trivially true.) We conjecture that every connected graph G 
is a subcontraction of the graph G x jPTg. If this is indeed the case, then Lemma 5.3.4 
and Theorem 5.3.6 would follow immediately. To support this conjecture, we quickly 
show that for n > 3, Kn is a subcontraction of Kn X JiTg. Let 1, • • •, n be the vertices 
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of Kn, and let ti ,u be the vertices of K2' Consider the graph Kn x K2 whose 
vertex set is {1,x {u,u} and contract the following n edges of this graph: 
{(1, u),(2, w)}, {(2,u), (3,u)}, • •. , {(n - 1,u), (n,u)}, and {(n,u), (1,u)}. It is easy 
to see that the resulting graph is isomorphic to Kn, and hence Kn is a subcontraction 
of Kn X K2' It can further be shown that if G consists of exactly two cliques, then 
too G is a subcontraction of G x K2. 
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6. TOPOLOGICAL INVARIANTS OF PRODUCT GRAPHS 
For a graph G, let 
x (G)  =  chromat i c  number  o f  G ,  i . e . ,  t he  l eas t  number  o f  co lor s  r equ i red  t o  co lor  
the vertices of G so that adjacent vertices receive different colors; 
a(G) = independence number ofG, i.e., the cardinality of a largest independent 
set of G; 
/3(G) = domination number of G, i.e., the cardinality of a smallest dominating 
set of G; 
7(G) = clique number ofG, i.e., the cardinality of a largest clique ofG. 
It is easy to see that each of the foregoing parameters is a graph invariant, and 
that 7(G) < x(,G) and P{G) < a{G). In this chapter, we discuss bounds on these 
invariants for each of the three graph products in terms of the invariants of the factor 
graphs. In addition, we discuss certain conditions for the existence of a Hamiltonian 
path/cycle in the product graphs. 
A major portion of this chapter consists of a survey of important known results. 
Our important contributions are the following; an improved lower bound on the 
independence number of the O-product which we present in Section 6.2, and certain 
conditions which ensure the existence of a Hamiltonian cycle in the x-product which 
we present in Section 6.5. The first four sections deal with the bounds on the above 
four invariants in that order while the fifth section is concerned with the Hamiltonian 
94 
property. Finally, in Section 6.6, we summarize the results of this chapter, make some 
relevant observations and discuss certain related issues. 
6.1 Chromatic Numbers 
Throughout this section, by a coloring of a graph G we will mean a coloring of 
the vertices of G so that adjacent vertices receive different colors. 
For the O-product of graphs, Vizing obtained the following theorem, which gives 
an exact value of xiG^pG^ in terms of x(G'l) and x(^'2) 
Theorem 6.1.1 [65] x(^'l°G2) = moa;{x(Gi), ^ (Gg)}. I 
For the other two products, only certain bounds are known. The following 
theorem gives an upper bound for x(G% x Gg); the proof is fairly straightforward. 
Theorem 6.1.2 x(Gi x Gg) 5 min{x(Gl),x(G2)}. 
Proof; Let xC^j) = r. Then there is a partition of V(Gi) into r color classes 
• •, Wr such that each Wi is an independent set of G\. Note that in the graph 
Gi X Gg, the sets W\ x V(G2), • • •, Wr x ^(Gg) constitute a partition of V(Gj x Gg) 
into r independent sets. Thus x(Gi x Gg) < r = x(Gi). Similarly, x(Gi x Gg) < 
x(G2). The theorem follows. I 
Hedetniemi [34] conjectured that equality holds in the foregoing theorem. Whe­
ther this is, in general, valid or not remains a major open problem. However, for 
several special cases, the conjecture has been found to be true, which means that the 
bound itself is sharp. We state some interesting results in the next four theorems. 
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Theorem 6.1.3 Lei Gi and Gg be connected graphs with = xCG'g) = "• 
1. [S4J Jfn = 2,Z, then x(Gi x Gg) = n. 
2. [19] If n = 4, then xi^i x Gg) = n. • 
Theorem 6.1.4 [29] For any graph G, %(G x Kn) = n}. I 
Theorem 6.1.5 [ IS]  Le t  G i  be  an  (n  +  l ) - chromat i c  g raph  i n  wh ich  every  ve r t ex  i s  
con ta ined  i n  an  n -c l ique .  Then ,  f o r  every  (n+l ) - chromai i c  graph  Gg ,  ^ (G^  xGg)  =  
n +1. B 
Theorem 6.1.6 [18] LetG\ and Gg he two connected {n + l)-chromatic graphs each 
containing an n~cligue. Then %(Gi x Gg.) = n + 1. I 
The following theorem of Vesztergombi deals with the chromatic number of the 
Strong product. 
Theorem 6.1.7 [6S] If Gj and Gg are graphs, each having at least one edge, then 
max{x(Gi),x(G2)} + 2  < x(Gi B Gg) < x{G\)  '  x(G2)-  •  
That the upper bound above is correct follows by a simple argument. Note 
further that if Gj and Gg are nontrivial, connected bipartite graphs, then the lower 
bound and the upper bound given by the foregoing theorem coincide, and hence yield 
the optimal value, viz., 4. Also, the upper bound is achieved if x(^l) = 7(^1 ) 
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x{G2)  = 7(02) [63] (see also Corollary 6.4.4, page 108). In particular, the upper 
bound is achieved if and G2 are complete graphs: this is because the Strong 
product of complete graphs is a complete graph. However, in general, there is a gap 
between the lower bound and the upper bound. 
Vesztergombi proved the lower bound in Theorem 6.1.7 by showing that if G 
is a graph containing at least one edge, then x{G B K^) > %((?) + 2. We will next 
present a theorem which is a generalization of Vesztergombi's result; our proof is 
similar to his. 
Theorem 6.1.8 For a nonirivial, connected graph G and n > 2, xi.G B Kn) > 
X(C?) + n. 
Proof; Let G and n be as in the statement of the theorem, and let x(G) = k. It 
suffices to show that if (the vertices of) G B Kn can be colored with A: + n — 1 colors, 
then (the vertices of) G can be colored with & — 1 colors. So assume that 1,2, • • •, A + 
n — 1 are the colors corresponding to a valid coloring of G B Kn- For a vertex u of 
a graph, we will use c(u) to denote the color assigned to u in a proper coloring of 
that graph. Let uj, • • •, vn be the n vertices of Kn- Note that for all u G V{G), the 
vertices (u, «!),•••, (u, vn) of G H Kn are mutually adjacent. Consequently, (under 
the  a s sumpt ion  t ha t  x (G  B  Kn)  =  k+n  — 1 )  we have  mm{c(u ,  1 ;%) ,  •  •  •  , c (« , t ; n )}  <  k  
for all u G V'(G). We now prescribe a coloring (of the vertices) of the graph G: for 
u e V(G), let 
c(«) = 
min{c(u, vj), • • •, c(u, vn)}» if ihis minimum is smaller than k 
k — 1, otherwise. 
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Let X and y be adjacent vertices of G. We will show that c(x) (i.e., the 
color assigned to z as above) is different from c(y). Observe that the vertices 
(®, «!),•••> t'n), (y, «1 )>•••> (y> vn) are mutually adjacent in the graph G S Kn-
Therefore, the sets {c(®,t;i),• • • ,c(®,wn)} and {c(y,«i),• • • ,c(y,t;n)} are disjoint, 
and hence min{c{x, wj), • • •,c(x,wn)} ^ mm{c(y,uj),• • •,c(y,un)}- From this, it is 
easy to see that c(x)  ^c(y). We have thus accomplished the proof of the theorem. I 
The following corollary follows from the above theorem. 
Corollary 6.1.9 If G and H are nontrivial, connected graphs and 'ï(H) = n, then 
x iG l sH)>x iG)  +  n .U  
In the next corollary, we obtain a sequence of inequalities based on the results 
of Theorems 6.1.1, 6.1.2 and 6.1.7. 
Corollary 6.1.10 If Gj and G2 are graphs, each having at least one edge, then 
XIGI X G2) < MM{X(GI),X(G2)} ^  MOZ{X(GI),X(G2)} = X(G'L°G^2) < 
max{x(Gi) ,  x(G2)}  +  2 < xi^l  ® ^ 2)  ^  x(<?l)  * x(G2)-  •  
It is interesting to note that the graph x G2 may, in general, be much denser 
than the graph G-[pG2 (in the sense of the number of edges), but ^(G^ x G2) is 
always smaller than or equal to x(G'iQG2). 
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6.2 Independence Numbers 
6.2.1 Bounds on CIG2) 
Vizing obtained the following theorem which gives boimds on a(GiDG2). 
Theorem 6.2.1 [65] Let = «(G,-) for graphs = (1^-,£?,•), » = 1,2. Then, 
«1 «2 + - «1» %l - «2} ^ a(GiDG2) < mm{ai • |T^|,a!2 ' l^lD- • 
It is interesting to note that graphs exist for which the foregoing lower bound 
and upper bound coincide and hence yield the optimal value. This is particularly 
so if both G\ and G2 are complete graphs. However, in general, there is a gap 
between the two bounds. We next present a scheme which leads to an improvement 
on Vizing's lower bound. 
6.2.1.1 An improved lower bound on a(GinG2) We present a greedy 
algorithm which constructs a maximal independent set of G%aG2. In the process, we 
obtain an improvement on Vizing's lower bound on a(GinG2). We further remark 
that our scheme does not necessarily produce a maximum independent set of G^ []G2. 
Recall that if W is a vertex subset of a graph G, then < W >  denotes the sub­
graph of G induced by W. Figure 6.1 shows a recursive procedure which constructs 
a maximal independent set of Gj •G2 while Figure 6.2 is an iterative version of the 
same procedure. Note that these procedures are nondeterministic in that the sets 
Wi and W2 in step 1 of the inner loop may be any largest independent sets of Gj 
and G2 respectively. Also note that our scheme is such that we obtain a maximal in­
dependent set of the graph G1OG2 without actually constructing G\OG2. In other 
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words, we derive a maximal independent set of G\UG2 from the factor graphs G\ 
and 02' 
It is straightforward to see that for any graphs G-^ and G21 each of the algorithms 
R-INDEP and I-INDEP will terminate. For the remainder of the discussion on the 
foregoing algorithm, let G\ and G2 denote arbitrary but fixed graphs, and let S 
denote a subset of V{G\UG2) obtained at the termination of the algorithm. In the 
discussion below, we will refer mainly to the iterative version (Figure 6.2) of the 
algorithm. Lemma 6.2.2 shows that 5 is a maximal independent set of G-\pG2 while 
Lemma 6.2.3 shows that |5| is greater than or equal to Vizing's lower bound. 
Lemma 6.2.2 S is a maximal independent set of GiOG2-
Proof: It suffices to show that 5 is an independent set as well as a dominating set 
of G-]pG2- We first show that it is an independent set. Let («1,0:2) (yi'!/2) 
distinct elements of 5. Clearly, either ^ y\ or «2 ^ 1/2* ®1 ^ ^1 ®2 7^ % 
then (®i,®2) (!/l>y2) ™^®^ be independent vertices of G\OG2- Suppose that 
XI ^ pi and «2 = Then (ai,»2) ™"st have been added to 5 during 
the same iteration of the algorithm. This means that and are independent in 
Gj, and hence so must be (arj,®2) (yii!/2) ™ ('I^^2- The case when xi = yj 
and X2 y2 is similar. Thus 5 is an independent set of G-[PG2-
We next show that S is a dominating set of G-\pG2- Let X\ be the projection 
of the first co-ordinates of 5, i.e., Xi = {xj € V"(Gi) | (®i,a:2) ^ ^ for some 
X2 e V{G2)}- Define X2 similarly. Let (xi,X2) € V{G\UG2) \ S. It suffices to 
prove that (a:i,®2) adjacent to some vertex in 5. Note that either = V{Gi) 
or X2 = V{G2). Assume w.l.o.g. that JCj = V{Gi), which means that 6 Xj. If 
^ then must be adjacent (in the graph G2) to some vertex in X2, which 
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procedure R-INDEP(Gi, G2, S)', 
Comment: Gi and G2 are graphs. 5 is a set assumed to be initialized to 0 by the 
calling program. At the termination of this procedure, S will be a maximal 
independent set of GiOG2-
begin 
if both Gi and G2 are nonempty graphs then begin 
(* Assume that V'(Gi) = and = Fg. *) 
1. Let Wi and TVg be largest independent sets of Gj and Gg respectively; 
2. S:=S[jWixW2', 
3. R-INDEP(< \ Wj >, < V2 \ W2 >, S); (* recursive call *) 
end (* if *) 
end. (* R-INDEP *) 
Figure 6.1: The recursive procedure R-INDEP 
procedure I-INDEP(Gi, Gg, 5); 
Comment: Gj and Gg are graphs. 5 is a set assumed to be initialized to 0 by the 
calling program. At the termination of this procedure, 5 will be a maximal 
independent set of GjOGg. 
begin 
while both Gj and Gg are nonempty graphs do begin 
(* Assume that V(G\) = V\ and ^(Gg) = *) 
1. Let Wj and W2 be largest independent sets of G^ and Gg respectively; 
2. S := SUWi X W2; 
3. Gi :=< Vi \ Wi >; 
4. G2 :=< V2\W2> 
end (* while *) 
end. (* I-INDEP *) 
Figure 6.2: The iterative procedure I-INDEP 
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means that (z^, X2) is adjacent to some vertex in 5, and the claim follows. So assmne 
that ®2 G %2' Suppose that elements of S of the form («1,1/2) (resp* (l/l>®2)) ^^re 
added to S in the tth (resp. jth) iteration of the algorithm. Since (®i, ®2) ^ we 
must have that t / j. Assume that t < j. Then, for some (®i,y2) € S, X2 must be 
adjacent to y2 in the graph G2. Consequently, (®i,®2) adjacent to («1,1/2) € S 
in the graph GiOG2' The lemma follows. I 
Lemma 6.2.3 a(Gi) • 0(^2) + mm{|V(Gi)| — a(Gi), |V(G2)| — a(G2)} < |5|. 
Proof: It is clear that the number of elements added to 5 during the first iteration 
is exactly a(Gi) • a(G2)- Thus it su£Bces to show that the number of elements added 
to S during the subsequent iterations is at least mm{|V^(Gi)| — a(Gi), |V(G2)| — 
Define Xi and X2 as in the proof of the preceding lemma, and assume that 
X\ = V{G\). Then every vertex of Gj appearing after the deletion of û:(Gi) vertices 
in the first iteration must appear as the first co-ordinate of some element of S. Thus 
the number of elements added to S in the second and subsequent iterations must be 
at least |V(Gi)| — a(Gi). The lemma follows. I 
Recall that there is a nondeterministic choice in the selection of the sets Wi and 
W2 in step 1 of the inner loop of the algorithm. Therefore, it is conceivable that |5| is 
sensitive to this choice. Let «*(^1,^2) denote the cardinality of a largest maximal 
independent set of G-^OG2 over all executions of our algorithm. Lemma 6.2.4 below 
shows that graphs exist for which our lower bound is strictly greater than that of 
Vizing. It also shows that our lower bound is not optimal. 
102 
Lemma 6.2.4 There exist graphs Gi and G2 such that 
a(Gi).a(G2)+mm{|V(Gi)|-o(Gi),|r(G2)|-«(G2)} < «"(Gi.Gg) < «(GiOGg). 
Proof: Let Gj = G2 = C5, i.e., a cycle of length five. It is clear that «(C5) = 2. 
Thus a(C5) • a(C5) + mm{|r(C5)| - «(Cg), - «(Cg)} = 7. A simple trace 
of our algorithm shows that «*((75, C5) = 9. Further, assuming that {1,2,3,4,5} 
is the vertex set of C5 with adjacency defined in the natural way, it is easy to see 
that the following set, which is of cardinality ten, is an independent set of CgOCg: 
{(1,1), (2,2), (3,3), (4,4), (5,5), (1,3), (2,4), (3,6), (4,1), (5,2)}. By Theorem 6.2.1, 
this is in fact a maximum independent set, and hence «(CgOCg) = 10. The lemma 
follows. I 
6.2.2 Bounds on a(Gi x G2) 
In the following theorem, we offer bounds on «(Gj x G2). 
Theorem 6.2.5 Let a, = a(Gj-) and 7j = 'y(G^) for graphs i = 1,2. 
Then, max{ai • |1^|,a2 ' 1^1} < «(<?! x G2) < iVjl • |T^| - 71 • 72 + "^a®{7l»72}-
Proof; Let Gj, G2, «2, 7i and 72 be as in the statement of the theorem. 
W.l.o.g. let {l,"*,ai} and {1,•••,02} be largest independent sets of G\ and G2 
respectively. Note that each of {1, • • •, aj } XT2 snd x {1, • • •, «2} is an independent 
set of G\ X G2. This settles the lower bound. 
For the upper bound, assume w.l.o.g. that {1, • ' ' » 7l} and {1, • • •, 72} are largest 
cliques of G\ and G2 respectively. Observe that in the vertex subset {1, • * " >7l} X 
{1, • * ,72} of the graph Gj X G2, there are at most moz{72,72} vertices which are 
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mutually independent. Thus a maximum independent set of x Gg may be of 
cardinality at most | • (Vgl — 7i • 72 + "^a®{7l»72}- ' 
Note that if both G\ and Gg are complete graphs, then the lower and upper 
bounds of the foregoing theorem coincide, and hence yield the optimal value. 
6.2.3 Bounds on a(Gi ta Gg) 
Theorem 6.2.6 ForgTaphaGi ondGg, «(G^) «((Gg) < a(Gi B Gg) < «(G^OGg). 
Proof Sketch: For the lower bound, note that if S\ and Sg are maximum indepen­
dent sets of Gj and Gg respectively, then S\ x Sg is a maximal independent set of 
G\ E) Gg. The upper bound follows trivially. I 
By a theorem of Shannon [62], it follows that if G\ and Gg are even cycles of 
the same length, i.e., G^ = Gg = Cg», then the foregoing lower bound is achieved. 
On the other hand, if they are odd cycles of the same length, then the lower bound 
is not achieved [45,58,62]. In particular, «(Gg) = 2 while {(1,1), (2,3), (3,5), (4,2), 
(5,4)} is a maximum independent set of C5 B Gg, and hence «(Gg E) Cg) = 5. In 
the following corollary, we obtain a sequence of inequalities involving the bounds, 
presented in this section, on the independence numbers of the D-product and x-
product. 
Corollary 6.2.7 Let = «(G^) and 7^ = 7(G,-) for graphs G^ = i = 1,2. 
Then, • ag + mm{|Vi| — |V^| — org} < a*(Gi,G2) < «(G^DGg) < mm{ai • 
|T^I,«2 • l^ll} ^ max{ai • \V2la2 • |Vi|} < «(Gj x Gg) < iVj] • |V^| - 71 • 72 + 
maar{7i,72). I 
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Note again that the graph G\ x G2 may, in general, be much denser than the 
graph Gi OGg (in the sense of the number of edges), but a(Gi x G2) is always greater 
than or equal to a(GiDG2). 
6.3 Domination Numbers 
Vizing obtained the following upper bound on ^(GiOG2)-
Theorem 6.3.1 [65] Let = )9(G,) for graphs Gj = i = 1,2. Then, 
fiiGiOGz) < miniPi • |Vi|}. I 
Vizing conjectured that PiGi)-P(G2) < l^(.GiOG2)- Whether this is, in general, 
valid or not remains a major open problem. However, for some special cases, the 
conjecture has been found to be true. We state some interesting results in the 
following theorem of Jacobson and Kinch. 
Theorem 6.3.2 [86,87] . 
1 .  ^ ( P „ a i f 2 ) = r ? l  +  l .  
i. fi(P„aP2) = n-\P^\. 
S. For all n, P{Pn^Pz) = » + 1 »/n G {1, • • • ,6,9}, and n otherwise. 
4 .  For all graphs G and any tree T, P{G) • ^ {T) < /3(GDT). 
5. For almost all trees Tj and T2, P{Ti) • P{T2) < I 
Recall that A((?) denotes the maximum degree of a vertex of G, The next 
theorem gives a lower bound on l3(GiOG2)-
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Theorem 6.3.3 [S7] For graphs Gj = and G2 = (V2f^2)> 
The following theorem shows that if Gj and G2 are graphs without isolated 
vertices, then Vizing's upper bound on ^(GiOG2) (cf. Theorem 6.3.1) is correct also 
for 0(01 X Gg). 
Theorem 6.3.4 Lei = P{Gi) for graphs G{ = i = 1,2. If none of G\ 
and G2 contains any isolated vertex, then 0{Gi x Gg) < min{0i • |V^|,y82 ' 1^1 !}• 
Proof: Let S" Ç V2 be a dominating set of G2. We claim that Vj x 5 is a dominating 
set of Gj X Gg. Let (x, y) G Vj x \ Fj x 5. Since 5 is a dominating set of Gg and 
X is not an isolated vertex, there exist x' 6 Vj and y' ^ S such that {x,®'} € E\ and 
{y>y'} G £?2* Consequently, {x',y'), which is a member of V\ x 5, dominates (®,y). 
Since S was an arbitrary dominating set of G2, we have P{G\ x Gg) < 02 ' 1^11* 
symmetry, 0{G\ x G2) < • |T^ |. The theorem follows. I 
In the following corollary, we present a sequence of inequalities between 0{G\ X 
G 2 )  a n d  a { G \  X G 2 ) .  I t  m a k e s  u s e  o f  ( i )  T h e o r e m  6 . 3 . 4 ,  ( i i )  t h e  f a c t  t h a t  0 { G )  <  a ( G )  
for every graph G and (iii) the lower bound on a(Gi x Gg) stated in Theorem 6.2.5. 
Corollary 6.3.5 Let Gi = (Vi,Ei) and G2 = ((^,^2) graphs, none of which 
contains any isolated vertex, and let — a(G{), = PiGj), i = 1,2. Then 
/3(Gi X G2) < min{0i • %|,/)2 ' 1^11} < min{ai • iFgl.ofg ' 1^1} 
< max{ai • 1^21» «2 ' 1^11) ^ «(^1 x ^2)' • 
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Note that it trivially follows that B G2) < min{^(GiOG2),^(Gi x G^). 
The following theorem gives another interesting upper bound on P{G\ B G2). 
Theorem 6.3.6 /9(Gi B G2) < Wl) ' PiG2)-
Proof: Let S\ and S2 be dominating sets of G\ and G2 respectively. It suffices 
to show that 5^ x is a dominating set of G\ B Gg. Let (xj, «2) be a vertex of 
G\ B G2 which is not in S\ x S2\ we will show that , «2) adjacent to some vertex 
of X $2' First suppose that xj € S\ and X2 0 S'2. Since 5*2 is a dominating set 
of G2, there is some t/2 G S2 such that {x2,î/2} ^ -^(^2)* T^^iis shows that ix\,X2) 
is adjacent to {xi,y2} which is in S\ x 82- The case when xj ^ S\ and X2 6 52 is 
similar. Next suppose that x^ ^ S\ and X2 ^ 52- Then there are and % such 
that Î/,- e 5,- and {x,•,£/,} € E(Gi), i = 1,2. Consequently, (xi,X2) is adjacent to 
(yi,y2) which is in Si x The lemma follows. I 
In the following corollary, we obtain a sequence of inequalities based on Theo­
rems 6.3.1, 6.3.4 and the remark preceding Theorem 6.3.6 above. 
Corollary 6.3.7 Let = /?(Gj) for graphs G^ = t = 1,2, and assume that 
none of and G2 contains any isolated vertex. Then 
/3(Gi B G2) < mm{^(GiDG2),^(Gi x G2)} < max{^(GinG2),/9(Gi x G2)} < 
mm{^l • 1^21,^2' 1^11}' 
6.4 Clique Numbers 
In this section, we derive exact values for the clique numbers of all three products 
in terms of the clique numbers of the factor graphs. Unless otherwise stated, by a 
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clique we mean a maximal clique. For any clique Q of a graph, we will use Q also to 
denote its vertex set. 
Theorem 6.4.1 7(GID(J2) = maz{'y(Gi),'y(G2)}. 
Proof: Since each of G\ and G2 is a subgraph of G\^G2, it is clear that 
max{7(Gi),7(G2)} < 7(Gi'^G'2). We will establish the reverse inequality. For 
this, it suffices to show that if G\^G2 contains a triangle, then the three vertices of 
the triangle are constant either in the first co-ordinate or in the second co-ordinate. 
So consider a triangle in G\UG2 and assume w.l.o.g. that two vertices of the triangle 
are (w,®2) ^nd (u,y2)' Let (t;i,V2) be the third vertex of the triangle. If wj ^ u, 
then V2 = ®2 ^2 " But that is impossible, since X2 ^ !/2- I 
Theorem 6.4.2 7(^1 x G2) = mm{7(Cri),7(02)}. 
Proof: Let Qj = {1, • • •, m} and Q2 = {1, • • •, n} be largest cliques of Gj and G2 
respectively. Assume that m <n, and observe that the set Q = {(*, ») | 1 < t < m} 
is a (not necessarily maximal) clique of the graph x G2- This implies that 
m = "i»n{7(Gi),7(G2)} < 7(61 X G2). For the reverse inequality, consider a 
largest clique, say Q, of the graph Gj x G2. Note that if («1,0:2) (yi»!/2) 
distinct elements of Q, then xj and yj (resp. X2 and î/2) must be adjacent, hence 
distinct vertices in the graph Gj (resp. G2). Let Qj = {xj G y(Gi) | («1,2:2) ^ Q 
for some X2 G V'(G2)} and define the set Q2 analogously. Clearly, Q-^ and Q2 must 
be (not necessarily maximal) cliques in the graphs Gj and G2 respectively. Hence 
7(GI X G2) = \Q\ = IQil = IQ2I - fMm{7(Gi),7(G2)}. The theorem follows. I 
108 
Theorem 6.4.3 Let G\ and G2 he nontrivial, connected graphs. If Qi and Q2 are 
cliques of G-^ and G2, then Qi X Q2 w a clique of G\ B G2- Conversely, if Q is 
a clique of Gi SI G2, then there exist cliques Q\ and Q2 of Gi and G2 awcA that 
Q = Ql X Q2. 
Proof; Let Gj and G2 be as in the statement of the theorem. It is straightforward 
to see that if Qi and Q2 are cliques of Gj and G2, then Qi x Q2 is a clique of 
Gj a G2 For the converse, consider a clique Q of G^ B G2 and let Qi = {« € 
V(Gi) I (u, w) G Q for some v in V(G2)} and Q2 = {v Ç. V(G2) | («, v) £ Q for some 
u in ^(G^)}. Note that Qi and Q2 must be cliques of Gj and G2 respectively, 
and that Q Q x Q2 Further, if Q were properly contained in Qj x Q2, then 
maximality of Q would be violated. I 
The next corollary follows immediately from Theorem 6.4.3. 
Corollary 6.4.4 Let G% and G2 he nontrivial, connected graphs. 
1. y(Gi B G2) = 7(Gi) • 7(G2). 
S. The order of every clique 0/ Gj H G2 w o composite number, and hence 4 < 
f{Gi a G2). • 
In the following corollary, we obtain a sequence of inequalities based on the 
results of Theorems 6.4.1, 6.4.2 and Corollary 6.4.4. 
Corollary 6.4.6 j^Gi x G2) = mm{7(Gi),7(G2)} < max{7(Gi),7(G2)} = 
7(GIDG2) < 7(^ 1) • 7(^ 2) = 7(<^ 1 ® ^ 2). • 
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Observe again that the graph G\ X G2 may be much denser than the graph 
GIDG2, but the clique number of Gj x G2 is always less than or equal to the clique 
number of G\UG2-
6.5 Hamiltonian Paths/Cycles 
The following theorem of Vizing (see also [9]) gives conditions that are sufficient 
for the existence of a Hamiltonian path/cycle in the D-product, and also states that 
these conditions are not necessary. 
Theorem 6.5.1 [65] Let G^ o,ni G2 he graphs, each of which has a Hamiltonian 
path. Then, G1OG2 has a Hamiltonian path. If, in addition, at least one graph has 
a Hamiltonian cycle or an even number of vertices, then G-\pG2 has a Hamiltonian 
cycle. The converses of the foregoing statements are false. I 
For the D-product of a connected graph and a cycle, Rosenfeld and Bamette 
(see also [2]) obtained the following result. 
Theorem 6.5.2 [59] For a connected graph G, the graph GOCn has a Hamiltonian 
cycle if and only if A(G) < n. • 
The next theorem gives sufficient conditions for the existence of a Hamiltonian 
cycle in the x-product. It also shows that these conditions are not necessary. 
Theorem 6.5.3 Lei Gj and G2 be nontrivial, connected graphs. If |V(Gi)| and 
|V(G2)| are relatively prime and each o/Gj and G2 contains a Hamiltonian cycle, 
then Gj x G2 contains a Hamiltonian cycle. The converse is false. 
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Proof: It suffices to show that if m and n are relatively prime integers and m, n > 3, 
then the graph Cm X Cn contains a Hamiltonian cycle. So assume that m and n are 
integers satisfying these conditions. For k = m,n, let V^Cfg) = {0, • • •, A — 1}, where 
{0,fc - 1}, {i,i + 1} 6 EiCk), 0<i<k-2. Thus y(Cm x Cn) = {(*,;) | 0 < 
t < m — 1, 0 < J < n — 1} with Wjacency as in the definition of the x-product. 
Note that at least one of m and n must be odd, and hence the graph Cm x Cn is 
necessarily connected (see Lemma 1.2.5 and Corollary 1.2.6). 
We construct a sequence of m • n elements, indexed from 0 through m • n — 1, 
where each element is a vertex of Cm x Cn as follows: the fcth element is a pair 
(i,j) where i = k mod m and j = k mod n. Since m and n are relatively prime, it 
is straightforward to see that every vertex of the graph Cm x Cn appears exactly 
once in this sequence. We claim that the sequence thus constructed constitutes a 
Hamiltonian cycle of Cm x Cn- It is obvious that the (first and last elements of 
this sequence, i.e.,) vertices (0,0) and (m — 1, n — 1) are adjacent. Now consider two 
consecutive vertices (t,j) and (p,ç) of this sequence. It is clear that either t = m — 1 
and p = 0 or p = t + 1- Similarly, either j = q — 1 and ç = 0 or ç = j + 1. In 
each case, it is easy to see that {t,p} € E{Cm) and {j,q} G E{Cn)- Consequently, 
{(:,;),(p.g)} E E{Cm X Cn) as required. 
To see that the converse is false, note that for all n > 1, C2n-f-l x K2 = 
In other words, the existence of a Hamiltonian cycle in the x-product of two graphs 
does not necessarily imply that each factor graph contains a Hamiltonian cycle. I 
To illustrate the construction in the proof of Theorem 6.5.3, we have shown the 
graphs C4, C5 and a Hamiltonian cycle in the graph C4 x C5 in Figure 6.3. 
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A Hamiltonian cycle in the graph C4 x C5 
Figure 6.3: An illustration of the construction in the proof of Theorem 6.5.3 
112 
For the B -product, note that since G1PG2 as well as G\ x G2 is a subgraph 
of a G2 on the same set of vertices, the conditions which ensure the existence 
of a Hamiltonian path/cycle in the D-product or x-product are correct also for the 
B -product. However, as stated in the following theorem, a slightly weaker condition 
ensures the existence of a Hamiltonian cycle in G-^ B G2-
Theorem 6.5.4 [10] If Gi and Gg have Hamiltonian paths, then G\ B Gg has a 
Hamiîtonian cycle. I 
As noted by Vizing [65], the graph contains a Hamiltonian cycle. 
Therefore, the graph JiTi g B C3 contains a Hamiltonian cycle, and hence the condi­
tions of Theorem 6.5.4 are not necessary for the existence of a Hamiltonian cycle in 
the B -product of graphs. 
We conclude this section by stating an interesting result w.r.t. Hamiltonian 
cycles in B -products. 
Theorem 6.5.5 [10] For any connected graph G with at least two vertices, there 
exists an integer k such that G B • • • S G (k factors) has a Hamiltonian cycle. I 
6.6 Concluding Remarks 
In this chapter, we have discussed (i) bounds on the chromatic numbers, in­
dependence numbers, domination numbers and clique numbers of the three graph 
products in terms of the invariants of the factor graphs, and (ii) certain conditions 
which are sufficient (but not necessary) for the existence of Hamiltonian paths/cycles 
in the three products. 
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Recall that for graphs Gi = (Yi^Ei) and G2 = 1-^(^1 *^^2)1 — 1^11 " 
|£?2l + 1^1 • l-^ll while \E(Gi x Gg)! = ^'\^l\* \^2\- This implies that if Gi and G2 
are connected, dense graphs (in the sense of the number of edges), then the graph 
Gi X G2 may be much denser than the graph Gj•G2- However, it is interesting 
to note (Corollaries 6.1.10, 6.2.7 and 6.4.5) that (i) x(Gi x G2) < x(GiOG2), (ii) 
a(Gi X G2) > o(GiDG2), and (iii) 7(Gi x G2) < 7(GiOG2). It is further our 
experience that the problem of obtaining bounds on the invariants of the x-product 
are, in general, involved compared to the analogous problems for the other products. 
For the clique numbers, we have obtained exact values for all three products. 
Among the remaining (numerical) invariants, exact value is known for only the chro­
matic number of the O-product. For the Hamiltonian paths/cycles, only certain 
suiHcient (but not necessary) conditions are known. Therefore, several open prob­
lems remain which merit investigation. We have stated some of them in the next 
chapter. 
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7. DISCUSSION AND OPEN PROBLEMS 
In this chapter, we summarize the results of this dissertation, discuss some re­
lated issues and state several open problems which have direct relevance to the topics 
of the preceding chapters. 
In Chapter 2, we have presented certain schemes for partitioning the vertex set 
of the n-cube Qn into certain equal-size maximal independent sets. This includes 
an interesting application of a Latin square. As a by-product, we have obtained the 
following bounds on the minimum cardinality of a maximal independent set of Q», 
denoted by A(Qn): 
It is clear that our upper and lower bounds are within a factor of two, and that for n 
of the form n = 2^ — 1, the two bounds coincide, and hence yield the optimal value. 
We have further noted that the foregoing bounds are correct also for the domination 
number of Qn- An immediate question that arises is the following. 
Question 1 Determine the exact value of A{Qn) for all n. I 
In fact, there are several numerical invariants of the n-cube for which determi­
nation of the exact values remains an open problem. In [31], Harary, Hayes and Wu 
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have catalogued the best known bounds on many such invariants of Qn, and have 
posed the problems of improving those bounds. 
In Chapter 3, we have presented two algorithms—RECOG-B (Figure 3.1, page 34) 
and RECOG-M (Figure 3.3, page 46)—each of which recognizes median graphs in 
time 0(n^ log n). (As usual, n denotes the number of vertices of the candidate graph.) 
Our results have led to an improvement over the previously best-known bound of 
O(n^) of an algorithm of Chung, Graham and Saks [14]. Both of our algorithms are 
interesting in their own right. The first is based on the concept of retraction used 
by Bandelt [3] in his characterization of median graphs while the second is based on 
the concept of convex-expansion used by Mulder [48] for the same purpose. We have 
observed that the latter scheme is conceptually simpler. 
It is easy to see that the theoretical lower bound on the time complexity of rec­
ognizing median graphs is 0(n log n). This follows from the facts that (i) a nontrivial 
graph property cannot be decided in sublinear time by a sequential algorithm and 
(ii) a necessary condition for a graph to be a median graph is that its number of 
edges be bounded by a constant multiple of n log n, since every median graph is a 
subgraph of a hypercube (cf. Lemma 3.1.4, page 31). It is, therefore, clear that there 
is still a gap between the lower bound and our upper bound of 0(n^ log n). So a 
natural question that arises is how to bridge (or, at least narrow) the gap between 
the two bounds. As in any computational problem, one might obtain an asymptoti­
cally better recognition scheme, or establish a better lower bound. We state this as 
a research problem below. 
Question 2 Improve the upper bound of 0{n^ log n) for recognizing median graphs, 
or establish a lower bound better than 0(n log n). I 
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As we stated earlier, Mulder's characterization of median graphs (Theorem 3.1.3, 
page 31) has been given in terms of convex expansions. Suppose that we drop the 
condition of convexity and define a class Q of gr&phs obtainable from the one-vertex 
graph by a sequence of (not necessarily convex) expansions. (See page 30 for the 
definition of an expansion of a graph.) It is easy to see that (i) every member of Ç is 
a bipartite graph and (ii) the class of median graphs is properly contained in Ç. An 
interesting problem related to this class of graphs is the following. 
Question 3 Obtain a simple characterization for G and/or (i) examine the relation­
ship between graphs in G and the subgraphs of hypercubes, and (ii) determine whether 
the membership problem for G is efficiently decidable or not. I 
At the end of Chapter 3, we have noted that the problem of recognizing the 
isometric subgraphs of hypercubes has a certain similarity to the analogous problem 
for median graphs. Further, the best-known upper bound for the foregoing problem 
is O(n^) of an algorithm of Wilkeit [71]. We have also stated the problems we 
encountered in adapting our convex-expansions algorithm RECOG-M (Figure 3.3) 
for recognizing isometric subgraphs of hypercubes. We state this problem as follows. 
Question 4 Construct an algorithm for recognizing isometric subgraphs of hyper­
cu b e s  i n  l e s s  t h a n  c u b i c  t i m e ,  o r  i m p r o v e  t h e  t h e o r e t i c a l  l o w e r  b o u n d  o f  0 { n  l o g  n ) ,  
I 
We have further stated at the end of Chapter 3 that the so-called quasimedian 
graphs defined by Mulder [51] are natural generalization of median graphs and that 
they are precisely the retracts of the 0-product of complete graphs [15]. In fact, 
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Mulder characterizes these graphs in terms of what he calls quasimedian expansion 
[51]. A problem whose solution appears promising to us is to extend the construction 
of our recognition algorithms for median graphs to obtain similar efficient scheme(s) 
for recognizing quasimedian graphs. In fact, Chung, Graham and Saks [15] have 
obtained several other characterizations of these graphs, and it may be possible to 
adapt their proofs for constructing alternative schemes for the same problem. We 
state this problem as follows. 
Question 5 Construct an efficient algorithm, say 0(n^ log n), for recognizing quasi-
median graphs. I 
In Chapter 4, we have presented two 0(n^ log n) algorithms—EMBED-B (Fig­
ure 4.2, page 58) and EMBED-M (Figure 4.3, page 63)—each of which obtains an 
isometric embedding of a given median graph in a hypercube of least possible dimen­
sion. The structures of the two algorithms are quite similar to those of the respective 
recognition algorithms of Chapter 3. We have also observed that any improvement 
in our recognition scheme will lead to a similar improvement in the corresponding 
isometric embedding scheme. We have further noted that if a graph G is known to 
be an isometric subgraph of a hypercube, then the algorithm EMBED-M will act on 
G to produce a similar isometric embedding of G in a hypercube of least possible di­
mension. This is in sharp contrast to the non-applicability of any of our recognition 
schemes (for median graphs) for identifying isometric subgraphs of hypercubes. 
In Chapter 5, we have discussed necessary and sufficient conditions for the pla-
narity and outerplanarity of each of the three product graphs in terms of the factor 
graphs. We have observed that (i) characterizations for the planarities of the •-
product and x-product already appear in the literature and (ii) for any two graphs 
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G\ and G2, each containing at least one edge, the graph G\ B G2 is non-outerplanar. 
Our contribution consists of characterizations for the following: (i) planarity of the 
B -product, (ii) outerplanarity of the O-product and (iii) outerplanarity of the x-
product. We have made use of known characterizations for the planarity and outer­
planarity of general graphs which have been given in terms of graph contractions. 
Note that together with our results (of Chapter 5), we now have a complete charac­
terization for the planarity and outerplanarity of each of the three graph products. 
While dealing with the outerplanarity of the x-product of graphs, we have 
defined a minimal cycle of a graph and have introduced an interesting class of graphs 
called almost bipartite (0-6) graphs (see page 77). We have shown that if G is an 
a-h graph, then G is a subcontraction of G x K2- (If G is a bipartite graph, then 
G X K2 consists of two disjoint copies of G, and hence, in that case, G is trivially a 
subcontraction of G x K2-) We have further stated at the end of Chapter 5 that if 
G contains at most two cliques, then too G is a subcontraction of G x Ag. Whether 
or not this is true of all graphs appears to be a very interesting problem. We state 
it as follows. 
Question 6 Prove or disprove: every connected graph G is a subcontraction of the 
graph G x ATg. I 
Note that in the case of an affirmative answer to the foregoing question, it will 
follow that if G\ and Gg are nontrivial, connected graphs, then each of G\ and G2 
is a sub contraction of Gj x G2 
In Chapter 6, we have discussed (i) bounds on the chromatic numbers, indepen­
dence numbers, domination numbers and clique numbers, and (ii) conditions for the 
existence of Hamiltonian paths/cycles, in the three graph products. (For a graph G, 
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we use x(G), a(G), PiG) and 7(G) to denote respectively the chromatic number, 
independence number, domination number and clique number of G.) For the clique 
numbers, we have obtained exact values for all three products (see Theorems 6.4.1, 
6.4.2 and 6.4.3). For the other invariants, exact value is known for only the chromatic 
number of the O-product (see Theorem 6.1.1 due to Vizing). 
In Corollary 6.1.10, we have presented a sequence of inequalities involving bounds 
on xiGiOG2), x(Gi x G2) and x(Gi B G2). A natural question that arises is the 
following. 
Question 7 Improve the bounds on %((%! x G2) and x(Gi B Gg). In particular, 
obtain a nontriviai lower bound on x{Gi x G2). I 
In Theorem 6.2.6, we have stated bounds on the independence number of the B -
product, i.e., a(Gi B G2), while in Corollary 6.2.7, we have presented a sequence of 
inequalities involving bounds on (%((?% 0(^2) and a(Gi x ^2). For the independence 
numbers of the three products, we ask the following question. 
Question 8 Obtain a tight upper bound on a(Gi B G2) and improve the bounds on 
a{G\ CIG2) and a{G\ x G2)- In particular, obtain a tight upper bound on oi{G\ X G2) 
in terms of a(Gi) and 0(^2). i 
Theorems 6.3.1, 6.3.4 and 6.3.6 respectively state upper bounds on /3(GiOG2) 
(due to Vizing), ^(Gi x G2) and ^{Gi B G2) while Corollary 6.3.7 states a sequence 
of inequalities involving bounds on these invariants. An immediate question that 
arises is the following. 
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Question 9 Obtain nontrivial lower bounds on ^ (GiOG2), /î(Gix(?2) ® ^2)-
I 
It is a longstanding conjecture of Vizing [65] that ^(Gi) ' ^ {G2) < P(.GiOG2)-
We pose the problem of determining the validity of this conjecture along with two 
other conjectures as follows. 
Question 10 For graph» Gj and G2, let = P{Gi), i = 1,2, 
Prove or disprove: 
1.  
2. ^iGinG2) < KGi X G2) and 
S .  P i - p 2 < P i G i x G 2 ) . M  
As we mentioned earlier, we have established exact values for the clique numbers 
of all three products (Theorems 6.4.1, 6.4.2 and 6.4.3) in terms of the clique numbers 
of the factor graphs. 
Theorems 6.5.1, 6.5.3 and 6.5.4 respectively state conditions that are sufficient 
(but not necessary) for the existence of Hamiltonian cycles in the three products. 
We, therefore, ask the following question. 
Question 11 Obtain necessary and sufficient conditions for the existence of Hamil­
tonian paths/cycles in each of the three product graphs. I 
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Theorem 6.5.5 states that for every comiected graph G, there exists an integer k 
such that G B B G (t factors) has a Hamiltonian cycle. It would be interesting to 
determine whether or not analogous statements are true for the other two products. 
We state this problem as follows. 
Question 12 Prove or disprove: for every connected graph G with at least two ver­
tices, there exists an integer k such that the graph GO • • • OG (resp. G x • • • X G) (k 
factors) has a Hamiltonian cycle. I 
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