Tunable interactions between paramagnetic colloidal particles driven in
  a modulated ratchet potential by Straube, Arthur V. & Tierno, Pietro
Tunable interactions between paramagnetic colloidal particles driven
in a modulated ratchet potential‡
Arthur V. Straubea and Pietro Tierno∗b,c
We study experimentally and theoretically the interactions between paramagnetic particles dispersed in water and driven above
the surface of a stripe patterned magnetic garnet film. An external rotating magnetic field modulates the stray field of the garnet
film and generates a translating potential landscape which induces directed particle motion. By varying the ellipticity of the
rotating field, we tune the inter-particle interactions from net attractive to net repulsive. For attractive interactions, we show that
pairs of particles can approach each other and form stable doublets which afterwards travel along the modulated landscape at a
constant mean speed. We measure the strength of the attractive force between the moving particles and propose an analytically
tractable model that explains the observations and is in quantitative agreement with experiment.
1 Introduction
The transport of particles due to a ratchet mechanism1 is a
general phenomenon arising in many branches of physics,
and biology.2–4 Ratchet effects are found in Abrikosov vor-
tices,5 and Josephson vortices in superconductors,6 electrons
in semiconductor heterostructures,7 cold atoms,8 ferrofluids9
and granular materials10 to name a few examples. In biologi-
cal systems, ratchet effects are also found in molecular motors
such as myosin11–13 or actin.14–16
Single particles, molecules or proteins, when placed in an
asymmetric potential will undergo a net transport under non-
equilibrium fluctuations. However, when considering an en-
semble of interacting species, the system transport properties
are often dictated by a delicate balance between the particle
interactions and the rectification process above the asymmet-
ric potential. Unlike molecular machines, or quasi-particles
in quantum systems, colloidal particles are characterized by
experimentally accessible time and length scales, and these
features promote their use as a model system to investigate
the emergence of novel ratchet effects.17–21 In addition, in
colloidal systems forces and potentials between the individual
particles can be directly measured via particle tracking tech-
niques.22,23
When colloidal particles can be polarized, like paramag-
netic colloids, external fields can be used to induce dipolar
interactions, and assemble these particles into compact struc-
tures such us doublets,24 chains25 or clusters.26 Magnetic
substrates with features on the colloidal length scale, have
a Department of Physics, Humboldt University of Berlin - Newtonstr. 15, D-
12489 Berlin, Germany. E-mail: straube@physik.hu-berlin.de
c Departament de Estructura i Constituents de la Mate`ria, Universitat
de Barcelona - Av. Diagonal 647, 08028, Barcelona, Spain. E-mail:
ptierno@ub.edu
d Institute of Nanoscience and Nanotechnology, IN2UB, Barcelona, Spain
‡ To the memory of Dmitry V. Lyubimov, who shared his exceptional exper-
tise in the methods of averaging and multiple scales
been recently used to induce directed ratchet transport of para-
magnetic colloidal particles.27,28 However, most of the recent
works concerned the transport of magneticcolloidal particles
focused mainly on the dynamic properties of individual parti-
cles or collective ensembles, but not on measuring the inter-
action forces between the transported particles. On the other
hand, theoretical works that studied interacting pairs of parti-
cles exhibiting a ratchet-like transport showed the richness of
the physical system.29–31
In addition, the use of magnetic fields gives the freedom to
induce attractive or repulsive interactions via dipolar forces.
Thus, the competition between dipolar forces, which align
the particles, and the substrate field which transports them,
could give rise to novel colloidal structures and dynamics
phases.32–35
In this article, we present a detailed study of the interac-
tions between pairs of paramagnetic particles driven in a pe-
riodic potential via a deterministic ratchet effect. The latter is
realized by externally modulating the magnetic stray field gen-
erated at the surface of a ferrite garnet film (FGF). The mod-
ulation corresponding to the rotation of the field breaks the
symmetry and induces a net particle transport above the FGF.
The elliptic polarization of the rotating field is used to tune the
inter-particle interactions from net attractive to net repulsive
effects. The experimental situations considered are schemati-
cally depicted in Fig. 1(a1,a2). When the ellipticity of the field
is such that repulsive interactions dominate (a1), the param-
agnetic colloidal particles either stay disperse, or couple into
oscillating pairs which move above the film. In the opposite
situation, when the field ellipticity forces the particles to at-
tract each other (a2), moving particles approach till forming
stable doublets. Afterwards, such doublets propel above the
FGF at a constant mean speed. We apply a theoretical model
that accounts for magnetic dipolar interactions between the
particles driven across the stripes. By integrating out the fast
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Fig. 1 (a1,a2) Schematic illustrations of a pair of paramagnetic particles transported above the ferrite garnet film (FGF). The particles display
either repulsive (a1) or attractive (a2) interactions induced by a rotating magnetic field with elliptic polarization. The field is characterized by
a frequency f , amplitude H0 and ellipticity parameter β < βc (a1) or β > βc (a2); for particles having no relative displacement along the
stripes, βc =−1/3. (b1,b2) Series of optical microscope images at consequent instant showing a pair of particles (highlighted in blue) driven
above the FGF and subjected to a magnetic field with f = 10Hz, H0 = 730A/m and β =−0.6 (b1), β = 0.6 (b2).
oscillatory motion caused by the temporal modulation, we put
forward an analytically tractable model describing the dynam-
ics at slow time scales. The theoretical predictions drawn from
this model explain the pair interactions and are in good quan-
titative agreement with experiment.
2 Experimental system
In the experiments, we use a monodisperse suspension of
paramagnetic colloidal particles (Dynabeads M-270, Dynal)
with radius a = 1.4µm and magnetic volume susceptibility
χ ∼ 1.36 The particles were originally dispersed in purified
water at a concentration of ∼ 2× 109 beads/ml. We dilute
the stock solution with high deionized water (MilliQ system,
18.2MΩ cm) up to a concentration of ∼ 3× 109 beads/ml
and deposit a drop of it on top of the ferromagnetic domains
of an uniaxial ferrite garnet film (FGF). The FGF film was
grown by dipping liquid phase epithaxy on a gadolinium gal-
lium garnet (GGG) substrate.37 The FGF was characterized
by a series of parallel stripe domains with opposite magneti-
zation and spatial periodicity λ = 2.6µm, which is twice the
domain width, Fig. 1(a). Between opposite magnetized do-
mains there are Bloch walls (BWs), i.e. are narrow transition
regions (∼ 20nm) where the magnetization rotates, and thus
the stray field of the film is maximal.
After deposition of the droplet, it takes the particles few
minutes to sediment above the film and get pinned above
the BWs. To prevent particle adhesion to the magnetic sub-
strate due to the strong attraction of the BWs, the FGF was
coated with a 1µm thick layer of a photoresist AZ-1512 (Mi-
crochem, Newton, MA) following a protocol detailed in a pre-
vious work.38 The polymer film also reduced the strong at-
traction of the BWs, since the stray field of the FGF decreases
exponentially with the elevation.39
2
Fig. 2 Mean speed 〈x˙〉 of a single particle normalized by vm = λ f
as a function of frequency f for the case of circular polarization,
β = 0. The deterministic (dashed line) and stochastic (solid line)
theoretical predictions, as in Eqs. (5) and (6), respectively, are fitted
against the experimental data (filled squares). The dotted line
corresponds to the high frequency (h. f.) theory, Eq. 8 in the text.
Green circles indicate the cuts at frequencies f = 10, 15 and 20 Hz
further analyzed in Fig. 3.
The external rotating magnetic field elliptically polarized
in the (x,z) plane was provided by using two custom-made
Helmholtz coils perpendicular to each other. The currents in
the coils were supplied by two independent bipolar amplifiers
(Kepco BOP 20-10M, KEPCO) controlled with a wave gen-
erator (TGA1244, TTi). The coils were assembled on the
stage of an upright optical microscope (Eclipse Ni, Nikon)
which was equipped with a 100× 1.3 NA oil immersion objec-
tive. The particle dynamics was recorded with a CCD camera
(Balser Scout scA640-74fc) which enabled to grab videoclips
in B/W up to 75 frames per seconds. A total field of view of
145×109µm2 was obtained by adding to the microscope op-
tics a TV adapter with a lens having a magnification 0.45×.
We measured the positions of the colloidal particles using a
commercial frame-grabbing software Streampix (Norpix) and
analyzed the videos with particle tracking routines.40
3 Individual particle dynamics
Before considering the interactions between particles, we dis-
cuss here the transport mechanism of an individual one above
the FGF.
A paramagnetic particle of radius a and volume V =
(4/3)pia3, subjected to an external field H acquires a dipole
moment m = VχH, with χ being the effective volume sus-
ceptibility of particle. The energy of interaction of the in-
duced dipole with the magnetic field B is Us = −m ·B. As-
suming low fields and using the linear relation B = µsH,
where µs the permeability of the solvent, the energy becomes
Us =−VχµsH2.
The total field above the FGF is given by a superposition
H = Hsub +Hext of the stray field of the substrate, Hsub, and
the external field, Hext. The external field with elliptic polar-
ization has the form:
Hext = (H0x cos(2pi f t),0,−H0z sin(2pi f t)), (1)
where f is the frequency. The amplitude of modulation H0
and the ellipticity parameter β ∈ [−1,1] are defined as:43
H0 =
√
H20x+H
2
0z
2
, β =
H20x−H20z
H20x+H
2
0z
, (2)
such that β = 0 corresponds to the case of circular polariza-
tion. In all the experiments, we keep H0 fixed, and change the
driving frequency and the ellipticity of the applied field.
The general expression for Hsub can be obtained using the
conformal mapping technique.41,42 At a moderate modulation,
H0  Ms, and at a particle elevation z ' λ , as in our experi-
mental conditions, the expression for the stray field becomes
independent of the form of modulation and can be simplified
to:42
Hsub =
4Ms
pi
e−2piz/λ
(
cos
2pix
λ
,0,−sin 2pix
λ
)
, (3)
where Ms denotes the film saturation magnetization.
The overdamped dynamics of a single particle in the global
field H above the FGF can be described as the motion in the
potentialUs =−VχµsH2 taken at a fixed elevation (see Eq. 16
in Appendix A), within the framework of the Langevin equa-
tion,
ζ x˙=−∂Us(x, t)
∂x
+
√
2kBTζ ξ (t) , (4)
where ζ is the viscous friction coefficient, kBT is the thermal
energy, and the stochastic force modeled via the Gaussian
white noise with zero mean, 〈ξ (t)〉 = 0, and the autocorre-
lation 〈ξ (t)ξ (t ′)〉 = δ (t − t ′). This model admits a simple
interpretation, in particular we quantify transport by analyzing
the averaged speed of the particle.
3.1 Transport in a circularly polarized field, β = 0
In the case of circular polarization, β = 0, the potential can
be approximated as a traveling harmonic wave,42 Us(x, t) ∝
cos(2pi(x/λ −vmt)). This expression describes a spatially pe-
riodic landscape with the period λ and minima at the posi-
tions xmin(t) = nλ + vmt (n= 0,1,2, . . . ), which continuously
3
Fig. 3 The normalized mean speed, 〈x˙〉/vm, as a function of the
ellipticity parameter, β , at three different frequencies, as shown by
green circles in Fig. 2. The experimental data (filled markers) are
plotted against the predictions of numerical simulations (open
markers), Eq. 4, and of the h.f. theory (dotted lines), Eq. 8.
translate with time with a constant speed vm = λ f along the x
axis. Further, we proceed to rescaled variables by measuring
the length, time, magnetic field, and energy in the units of λ ,
ζλ 2/U0, Ms, U0, respectively. We choose the energy unit to
be the characteristic energy of the interaction of an induced
dipole with the field generated by the FGF, U0 =VχµsM2s .
In these units, the averaged speed of the particle can be cal-
culated as:42
〈x˙〉β=0
vm
=
{
1, if f˜ < f˜c(0) ,
1−
√
1− f˜ 2c (0)/ f˜ 2 , if f˜ > f˜c(0) ,
(5)
without thermal fluctuations and,
〈x˙〉β=0
vm
= 1− sinh(piD)
piD |IiD(Dc)|2 (6)
with thermal fluctuations. Here, we have introduced three pa-
rameters,
h0 =
H0
Ms
, f˜ =
fζλ 2
U0
, σ =
kBT
U0
, (7)
which are, in order, the dimensionless amplitude, frequency,
and strength of thermal fluctuations. Then, f˜c(0) = 16h0e−2piz
is the critical frequency at β = 0, D = f˜/(2piσ), Dc =
f˜c(0)/(2piσ), and Iiν(x) is the modified Bessel function of the
first kind of an imaginary order.
From Eqs. 5 and 6 it follows that, increasing the driving
frequency, the system is characterized by two dynamic states
separated by the critical value f˜c. This behaviour is also il-
lustrated in Fig. 2, where we report measurements of the av-
erage speed of a single particle as a function of the driving
frequency. The paramagnetic particle is driven above a garnet
film by a circularly polarized (β = 0) magnetic field with the
amplitude H0 = 730A/m. At low frequencies, the particle is
trapped in the minima of the translating potential, and moves
with the maximal speed, vm. Beyond a critical frequency of
fc ≈ 7.6Hz, the particle starts to lose its synchronization with
the moving landscape entering into a “sliding” regime, where
it decreases its average speed. Fig. 2 also shows that thermal
fluctuations smooth the transition from the phase-locked dy-
namics to the sliding motion near the critical point. By fixing
the particle elevation above the film to z= 0.923 (in the units
of λ ), we estimated the dimensionless amplitude h0 ≈ 0.1457
and noise strength of σ ≈ 2×10−5.
3.2 Transport in an elliptically polarized field, β 6= 0
The transition between the locked and sliding phases illus-
trated in Fig. 2 occurs also for different values of β , i.e. when
the modulation has elliptic polarization. In particular, the crit-
ical frequency f˜c depends on β , and we find that it shifts to
lower frequencies, f˜c(β )< f˜c(0). To gain insight into the slid-
ing dynamics of a single particle at β 6= 0, we perform the time
averaging of Eq. 4 taken in the deterministic limit, σ = 0. The
latter is justified by the fact that, as shown in Fig. 2, thermal
fluctuations play a negligible role away from the critical fre-
quency. As a result, the mean speed of a single particle is
given by:
v0(β )
vm
=
〈x˙〉hf
vm
=
1
2
(
16h0
f˜
)2
e−4piz
√
1−β 2 ( f˜  f˜c) (8)
valid for any β at high frequencies. A complete derivation of
Eq. 8 is given in Appendix A. The accuracy of this prediction
can be estimated from Fig. 2. Although the h. f. analysis is
formally valid in the high frequency limit, f˜/ f˜c  1, we see
that it works well already at f˜/ f˜c(0) ≈ 2 (15 Hz) and is still
reasonable even at the lower frequency of 10 Hz.
In Fig. 3 we show the impact of the ellipticity of the field, β ,
on the average speed 〈x˙〉 of a single particle and at three differ-
ent driving frequencies. For circularly polarized field (β = 0),
〈x˙〉 is maximum for all frequencies, and it decreases as β 6= 0,
in a symmetric way with respect to the positive and negative
values of β according to the root law 〈x˙〉/vm ∝
√
1−β 2. The
experimental results are in good agreement with the predic-
tions from Brownian dynamics simulation using Eq. 4 and the
h. f. theory, Eq. 8, as described in Appendix A. Fig. 3 also
shows that the h. f. approximation well represent the depen-
dence of 〈x˙〉 on β .
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Fig. 4 (a) Positions x1 and x2 versus time t of two approaching
paramagnetic colloidal particles subjected to an external field with
the frequency f = 15Hz, amplitude H0 = 730A/m, and ellipticity
β = 0.6. We distinguish three regimes: one characterized by a slow
approach of the particles (I), a second characterized by dipolar
attraction and leading to the doublet formation (II), and finally the
last where particle motion occur in form of a doublet (III). Inset
shows the separation distance d = |x2− x1| versus time, t. (b)
Separation distance d versus time t in regime II plotted at different
β . Scattered points are experimental data, solid red lines are fits
following the theoretical model, see Eq. 12 in the text.
4 Interacting particles
Increasing the number of particles, forces the latter to interact
via magnetic dipolar interactions, see Appendix B for details.
Experimentally, we observed a different behaviour depending
whatever the particles were moving in the phase locked or in
the sliding regime. In the first regime, the particles formed a
series of chains equally spaced along the direction of motion
(x), and all of them were moving at same average speed, vm.
In this situation, even for large ellipticity, the particles always
keep the difference in their x coordinates constant, and it was
not possible to induce attraction or repulsion, breaking the ro-
bust dynamic pattern. In contrast, in the sliding regime, each
particle was unable to follow the fast dynamics of the translat-
ing potential and it lost the phase-locking with the field at dif-
ferent times. Since this process did not occur synchronously
for all the particles, the moving colloids showed a certain de-
gree of randomization in their speeds. As a consequence, be-
tween each pair of particles the average distance along x was
not always fixed, but it could increase or decrease depending
on the relative speed. Thus, in the sliding regime, we found
that it was possible to tune the particle interaction by changing
β .
4.1 Two particles moving one behind another
To study the effects caused by the dipole-dipole interactions,
we first analyze the one-dimensional situation in which a pair
of particles has no relative displacement along the stripes
(y1 = y2), moving one behind the other in the sliding regime.
Fig. 4 shows the time evolution of the positions x1 and x2
of a pair of colloidal particles initially placed at a relative dis-
tance of d = 8.2µm, and driven above an FGF by an ellipti-
cally polarized magnetic field with amplitude H0 = 730A/m,
frequency f = 15Hz and ellipticity β = 0.6. As we show be-
low in this section, this value of β corresponds to attracting
dipolar interactions. The displacements shown in Fig. 4, illus-
trate the three regimes of motion. In the first one (regime I),
the separation distance is too large to cause an evident effect
of attraction, and the particles slowly approach each other due
to a small difference in their speeds in the sliding regime. The
relative dynamics is governed by the interplay between ther-
mal fluctuations and the driving potential. Note that the sepa-
ration distance d = d(t) displays pronounced oscillations. As
explicitly shown in Appendix A, these oscillations are caused
by the external modulation and occur with the external fre-
quency f . When the particles come close enough, to about
d ' 5.2µm in our case, their relative motion speeds up and
their distance d rapidly decreases to a minimal distance dic-
tated by steric interactions (regime II). After that the parti-
cles have formed a stable doublet (regime III) and propel as
a whole. Note, however, that d(t) does not remain equal to
exactly the hard-core distance of 2a.
To address the one-dimensional problem theoretically, we
will apply the h.f. theory developed in Appendix C. The in-
teraction of the two particles with the slowly evolving coor-
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Fig. 5 Log-log plot of the force Fdd between a pair of particles
normalized by (1+3β ) and plotted as a function of the separation
distance d. Scattered data correspond to the lines fitting the
experimental points in Fig. 4(b), solid red line is a fit according to
Eq. 11, showing the dipolar nature of the interaction. Inset shows
the force versus distance without the normalization for different
values of β .
dinates R1 = (X1,Y1) and R2 = (X2,Y2) is described by the
effective potential given by Eq. 33 or Eq. 34. Taking into ac-
count that Y1 = Y2 (or ϑ = 0, where ϑ is the angle between
the axis x and the straight line going through the centers of
particles) and introducing the distance between the particles
as d := |X12|= |X1−X2|, we have R= d, X212/R2 = 1. Hence,
the effective interaction potential that describes the slow dy-
namics of particles simplifies to
Udd(d) =−αh
2
0(1+3β )
2d3
. (9)
Whether the particles attract or repel depends on the sign of
the factor 1+ 3β . Setting it to zero, we find that the critical
value is
βc(ϑ = 0) =−13 . (10)
For β < βc the particles repel each other, while for β > βc
attraction takes place.
The separation distance satisfies the dimensionless equation
d˙ = −2∂dUdd = −3αh20(1+3β )/d4. Rewriting this equation
back in the original variables, as before re-scaling, we obtain
ζ d˙ =−k(1+3β )
d4
=: Fdd(d) , (11)
where the constant k = 3µs(χVH0)2/(4pi). Thus, at a given
field amplitude, H0, the strength of interactions between a pair
of particles scales with the ellipticity of the field, β , the sus-
ceptibility χ and size a of particles as Fdd ∝ (1+3β )χ2a6.
Assuming that at time t = 0 the particles are initially sepa-
rated by a distance d = d0, we integrate Eq. 11 to find a power
law for the separation distance as a function of time:
d(t) =
(
d50 −
5k(1+3β )
ζ
t
)1/5
, (12)
From Eq. 12 follows that for β < βc(0) =−1/3 (β > βc(0)),
the separation distance increases (decreases) with time. Dur-
ing attraction, the particles approach till reaching a minimal
distance dm which for hard spheres is given by, dm = 2a. From
Eq. 12 it is possible also to estimate the time takes the particles
to come into contact, as τc = ζ (d50 −d5m)/[5k(1+3β )].
In order to directly derive the strength of the dipolar in-
teractions from the experimental data, we estimated the de-
pendence of the force Fdd on the separation distance d. The
inset of Fig. 5 shows the dependencies Fdd(d) for different
β . The values of the force were computed using the Stokes
law, Fdd = ζvd, where the speeds vd were recovered from the
solid red curves in Fig. 4(b) that fit the experimental data. The
friction coefficient was drawn from the relation ζ = 6piηa,
where η = 10−3 Pa · s is the dynamic viscosity of water. Fol-
lowing Eq. 11, we expect the ratio Fdd/(1+ 3β ) = k/d4 to
be independent of the field ellipticity, β . This prediction is
validated in Fig. 5, by plotting the force Fdd normalized by
1+ 3β as a function of the distance d. We note that all the
dependencies for the different values of β showed in the in-
set, collapse into the same curve. Furthermore, from the re-
gression we obtain a value of the constant k ≈ 5.91pN µm4,
which is in good agreement with the theoretical prediction
k = 3µs(χVH0)2/(4pi) ≈ 5.93pN µm4, evaluated based on
the experimental parameters, taking into account the uncer-
tainty related to the exact value of χ .36 The magnetic perme-
ability of the solvent was estimated as the permeability of free
space.
We note that Eqs. 11 and 12 present purely deterministic
predictions for the dipolar force and the separation distance.
Similarly to the situation of a single particle, as e.g., in Fig. 2,
thermal fluctuations are expected to slightly slow down the
deterministic dynamics in regime II, as in Eq. 12. As con-
firmed by Brownian dynamics simulations, results not shown
here, the thermal noise indeed effectively weakens the attrac-
tive forces shortly before the particles come into contact, thus
slightly increasing the time of approach of the particles in
regime II. This tendency can be also seen from Fig. 5, where
the experimental data start to undershoot the deterministic pre-
dictions at small d, close to the smallest particle distance.
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Fig. 6 (a) Schematic showing a pair of interacting particles driven above the FGF and having arbitrary positions in the plane (x,y). (b) Phase
diagram in the plane (ϑ ,β ), showing the regions of attraction and repulsion. Here, ϑ denotes the polar angle introduced as shown in panel (a).
Scattered data are experimental points, solid line is according to Eq. 15.
4.2 Particles with arbitrary positions
We now consider the general situation in which a pair of par-
ticles have arbitrary positions in the (x,y) plane, and using the
h. f. theory. First, we mention the motion of the center of mass
of the two particles. The equation of motion for the center of
mass, Q = (R1 +R2)/2, can be deduced from Eq. 32 in Ap-
pendix C. The center of mass moves strictly across the stripes
with the constant speed of a single particle, and there is no dis-
placement along the stripes, Q˙= (Q˙,0) = v0eˆx, irrespective of
the positions of the particles in the plane (x,y).
Then, we analyze the relative motion of particles. In-
stead of the Cartesian coordinates R12 = (X1 − X2,Y1 −
Y2), it is convenient to proceed to the polar coordinates
(R,ϑ) introduced such that R12 = R(cosϑ ,sinϑ), where R=√
(X1−X2)2+(Y1−Y2)2 is the distance between the parti-
cles, see Fig. 6(a). After the transformation, the equations of
motion R˙ = −2∂RUdd(R,ϑ) and R2ϑ˙ = −2∂ϑUdd(R,ϑ) with
Udd(R,ϑ) given by Eq. 34, result in:
R˙ =
3αh20
R4
[
2−3(1+β )cos2ϑ] , (13)
ϑ˙ = −3αh
2
0(1+β )
R5
sin2ϑ . (14)
By setting R˙= 0 in Eq. 13 we consider the marginal case that
separates the situations of repulsion, R˙> 0, and attraction, R˙<
0. This condition gives us the critical value of the ellipticity
parameter,
βc(ϑ) =−1+ 23cos2ϑ , (15)
generalized for arbitrary values of ϑ . Again, the condition
β < βc corresponds to repulsion, while the opposite case
β > βc is responsible for attraction. In the partial case of the
particles moving along the x direction, ϑ = 0, Eq. 15 predicts
βc(0) = −1/3, in agreement with the earlier considered case,
see Eq. 10. The opposite partial case of particles traveling
across the stripes side by side, ϑ = pi/2, is always repulsive,
which is seen from Eq. 13, since R˙> 0. A repulsion-attraction
diagram, which demonstrates agreement between the theory
and experiment, is shown in Fig. 6(b).
We note that this analysis implies that the angle ϑ is con-
stant and refers not only to a given position but also to a given
instant of time. However, the polar angle ϑ generally evolves
in time. As follows from Eq. 14, it admits two fixed points,
ϑ (1)0 = 0,pi and ϑ
(2)
0 = ±pi/2. The first one, when the parti-
cles move one behind another across the stripes, is stable. The
second one, when the particles travel across the stripes side
by side and attract or repel along the stripes, is unstable. The
evolution of the angle is determined by the sign of sin2ϑ and
we conclude that independent of the ellipticity β , the particles
evolve towards the stable state with ϑ = 0,pi . In other words,
the particles tend to reorient such that the straight line through
the centers of particles aligns along the x axis.
5 Conclusions
In this article, we studied both experimentally and theoreti-
cally the dynamics of interacting paramagnetic colloidal par-
ticle magnetically driven above a stripe patterned garnet film.
We show that attractive dipolar interactions between propa-
gating particles become important for distances lower than
7
d0 ∼ 6µm for the used field strength of H0 = 730A/m, al-
though this distance can be tuned by changing the amplitude
of the applied field H0. When particles approach closer than
d0, they form stable doublets which move at a constant mean
speed along the modulated landscape.
The suggested theoretical model, which describes the slow
dynamics of interacting particles averaged over the fast os-
cillatory time scale, is analytically tractable. It captures the
experimental results quantitatively well. In particular, we gain
an insight into the details underlying the interaction, by out-
lining an effective interaction potential. These findings can
be used to extend the model towards more complicated situa-
tions, involving a large number of particles or binary mixtures
driven above a garnet film. On the other hand, the application
of a similar approach is potentially promising for studying the
transport of interacting particles in other systems using mag-
netic structure substrates.44–48
The possibility to tune the sign of the inter-particle inter-
actions and their relative strength in transport at small scales
has potential applications in microfluidics and lab-on-a-chip
systems. In particular, it can be used to pick up and capture a
microscopic cargo between attractive particles, transport and
finally release it at a prescribed location by switching the at-
tractive interaction to become repulsive.
Furthermore, the use of attractive interactions between the
moving particles can be used to generate longer chains trav-
eling along the modulated landscapes, as shown for smaller
particles.34 These chains can serve as a model to study fluc-
tuations in driven Brownian worms,49 or novel ratchet effects
arising from condensed particle trains.50–52
Appendix
A Slow dynamics of a single particle
At high frequencies, different times scales naturally present in
the system become well separated and admit the possibility to
reduce the complexity by effectively decoupling the fast and
slow motions.53 The “fast” dynamics is associated with the
external driving with the characteristic time scale τf = 1/ f .
The “slow” motion, such as, propulsion of a single particle
across the stripes in our system, is the “net” or mean (time-
averaged) response of the system at time scales t τf.
We now consider the overdamped motion of a single parti-
cle in the field H above the substrate, which is described by
the dimensionless potential
Us(x, t) =−8h0pi e
−2piz [u1 cos(2pix)+u2 sin(2pix)] (16)
with u1(β , t) =
√
1+β cos(2pi f˜ t) and u2(β , t) =√
1−β sin(2pi f˜ t). To obtain the description for the
slow motion of the particle, we have to perform a time
averaging of Eq. 4 without thermal noise
x˙(t) = −∂xUs(x, t) = Fs(x, t) , (17)
Fs(x, t) = −16h0e−2piz [u1 sin(2pix)−u2 cos(2pix)] . (18)
The problem is considered deterministic, σ = 0, because, as
explained in the main text, thermal fluctuations are negligible
for high-frequencies, f˜  f˜c. Following the method of aver-
aging,54–56 we present the solution as a superposition:
x(t) = X(t)+δx(t), δx(t) = x˜e2pii f˜ t + x˜∗e−2pii f˜ t , (19)
where X(t) and δx(t) describe the slow (time-averaged over
the period 1/ f˜ of modulation) coordinate and its fast (time-
periodic) counterpart oscillating with the frequency f˜ , respec-
tively. The quickly evolving contribution δx(t), which has
to be considered small compared to X(t), is then represented
via the complex amplitude x˜ and its complex conjugated pair
x˜∗, as in Eq. 19. The complex amplitudes do not explicitly
depend on the fast time f˜ t. We note that it is convenient to
use exponential representation of the functions cos(2pi f˜ t) and
sin(2pi f˜ t). The spatially dependent functions cos(2pix) and
sin(2pix) are expanded using the smallness of δx, according
to g(x) = g(X+δx)≈ g(X)+∂xg(X)δx.
Substituting the ansatz 19 into Eq. 17, using the described
representations, and retaining the leading terms, we find for
the complex amplitude:
x˜(X) =
4h0
pi f˜
e−2piz
[
i
√
1+β sin(2piX)−
√
1−β cos(2piX)
]
.
(20)
To obtain the equation for X , we perform the time-
averaging of Eq. 17. We evaluate the time-averaged
contributions, sin(2pix)cos(2pi f˜ t) = pi(x˜∗ + x˜)cos(2piX) =
−(8h0/ f˜ )e−2piz
√
1−β cos2(2piX) and cos(2pix)sin(2pi f˜ t) =
ipi(x˜∗ − x˜)sin(2piX) = −(8h0/ f˜ )e−2piz
√
1+β sin2(2piX).
Here, the overlines denote the time averaging over the period
of modulation, F = f˜
∫ 1/ f˜
0 F dt, and the combinations
x˜∗ + x˜ = 2Re(x˜) and i(x˜∗ − x˜) = 2Im(x˜) are evaluated via
the real and imaginary parts of Eq. 20. As a result, the time
averaged equation takes a simple form
v0(β ) := X˙ = 〈x˙〉hf =
1
2
(16h0)2
f˜
e−4piz
√
1−β 2 , (21)
which, being written relative to the maximal speed, vm = f˜ ,
gives Eq. 8.
Because the equation for the slow dynamics of a single par-
ticle is independent of X and t, it means that the particle moves
on the average with a constant speed. Therefore, expression
21 is interpreted as the mean speed in the sliding regime, valid
at high frequencies and at all β . As follows from Eq. 21, the
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time averaged motion of a single particle is equivalent to the
motion in the mean potential
Us(X) =−v0X . (22)
It should be noted that time averaging directly the potential
in favor of the equations of motion, can lead to misleading
results. For instance, performing the averaging of Eq. 16 does
not lead to Eq. 22 but results in identically vanishing Us(X),
which incorrectly predicts no motion.
B Magnetic dipolar interactions
In a suspension of magnetic dipoles, each dipole interacts with
the fields produced by all other dipoles. Induced dipole l with
the magnetic moment ml =VχHl interacts with the field Bl′ =
µsHl′ generated by particle l′, leading to the dipolar energy
Udd = −ml ·Bl′ = −ml′ ·Bl . Thus, for a system of dipoles
with the coordinates rl the total energy can be written as:
U =∑
l
Us(rl , t)+
1
2∑l ∑l′ 6=l
Udd(rll′ , t) . (23)
Here, the first contribution stands for the interaction of each
single dipole with the nonuniform magnetic field above the
FGF and the second term describes the dipolar interactions
with the pairwise potential
Udd(rll′ , t) =−
µsV 2χ2
4pi
[
3
Hl · rll′Hl′ · rll′
r5ll′
− Hl ·Hl′
r3ll′
]
,
(24)
where Hl = H(rl , t), rll′ = rl − rl′ , and rll′ = |rll′ |. By mea-
suring the lengths in the scale of λ and energy in the units of
U0 =VχµsM2s as before and accounting for Eq. 24, the dimen-
sionless expression for the total energy, Eq. 23, becomes
U =−∑
l
H2l −
1
2
α∑
l
∑
l′ 6=l
[
3
Hl · rll′Hl′ · rll′
r5ll′
− Hl ·Hl′
r3ll′
]
.
(25)
The dimensionless parameter
α =
χ
4pi
V
λ 3
=
χ
3
( a
λ
)3
(26)
determines the strength of dipole-dipole interactions relative
to the energy of interaction with the FGF, U0. For our experi-
mental system, α ≈ 0.027, if χ = 0.53.
C Slow dynamics of two interacting particles
The interaction potential between the driven particles tak-
ing into account the dipolar interactions is quite complicated,
since it consists of different contributions resulting from the
temporal modulation, the field of substrate and their inter-
play, described by terms of order O(h20), O(h0e
−2piz), and
O(e−4piz), respectively. At our experimental conditions (h0
1, z ' 1), the mean drift of particles is due to the interplay of
temporal modulation and the field of substrate. In contrast to
the latter, the leading contribution to the dipole-dipole interac-
tion potential is to a high accuracy governed by the terms of
order O(h20), as caused purely by the temporal modulation.
Evaluating the leading part of the dipole-dipole interac-
tion potential for a pair of particles with the coordinates rl =
(xl ,yl) and l, l′ ∈ {1,2}, l′ 6= l (the elevation z is fixed), yields:
Udd(r12) = αh20
[
s1
r3
− s2(r12 · eˆx)
2
r5
]
(27)
with the time-dependent functions s1(β , t) = 1+β cos(4pi f˜ t)
and s2(β , t) = (3/2)(1 + β )(1 + cos(4pi f˜ t)). Here, eˆx =
(1,0,0) is the unit vector along the x axis, r12 = r1− r2, and
r = |r12| is the distance between the particles.
The deterministic dynamics of the pair of particles, includ-
ing the motion in the FGF potential, Eq. 16, and the dipole-
dipole interactions as in Eq. 27, obeys the equations:
r˙l = Fseˆx+
αh20
r5
[(
3s1−5s2
x2ll′
r2
)
rll′ +2s2xll′ eˆx
]
, (28)
where Fs(xl , t) is the force exerted on dipole l by the field of
substrate, see Eq. 18. In the case of no dipole-dipole inter-
action, α = 0, the dynamics of particles reduces to the inde-
pendent but identical one-dimensional translation across the
stripes, as described by Eqs. 17 and 18, which admit no rel-
ative motion. The relative motion comes into play when the
particles start to interact, α > 0.
To describe the slow dynamics of interacting particles, we
perform the time-averaging of Eqn. 28. We note that in addi-
tion to fast evolving functions in Fs oscillating with frequency
f˜ , the dipole-dipole interactions also excite oscillations with
the double frequency, 2 f˜ , entering via the functions s1 and s2.
This time dependence suggests the corresponding ansatz:
rl(t) = Rl(t)+δrl(t), δrl = δr
(1)
l +δr
(2)
l , (29)
δr(1)l = r˜
(1)
l e
2pii f˜ t + c.c., δr(2)l = r˜
(2)
l e
4pii f˜ t + c.c. , (30)
where Rl = (Xl ,Yl) = f˜
∫ 1/ f˜
0 rl(t)dt denotes the solution aver-
aged over the fast oscillatory timescales, the superscripts “(1)”
and “(2)” are used to mark the solutions oscillating with the
single ( f˜ ) and double (2 f˜ ) frequency, respectively. The r˜( j)l
stand for the complex amplitudes and c.c. means the com-
plex conjugate. Note that the leading part of solution for
r(1)l = (x˜(Xl),0) is determined by the earlier considered case
α = 0 with x˜(Xl) given by x˜(Xl) in Eq. 20.
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Before we proceed to the derivation of the complex am-
plitudes r(2)l , we expand all spatially dependent functions in
Eqn. 28 as g(r12) ≈ g(R12) + ∂r12g(R12) · δr12. Retaining
the leading contributions, for the evolution of the solution
evolving with the double frequency we obtain the equations:
∂tδr
(2)
l = αh
2
0/R
5[(3s˜1 − 5s˜2X2ll′/R2)Rll′ + 2s˜2Xll′ eˆx]. Here,
s˜1 = β cos(4pi f˜ t) and s˜2 = (3/2)(1+ β )cos(4pi f˜ t) are the
quickly evolving parts of functions s1 and s2 oscillating with
the double frequency, 2 f˜ . Using the exponential representa-
tion of the function cos(4pi f˜ t) and taking into account the ex-
plicit temporal dependence in δr(2), see Eq. 30, we solve the
above equations for the complex amplitudes to arrive at:
r˜(2)l =−
3iαh20
16pi f˜ R5
[
p(β ,Rll′)−5(1+β )
X2ll′
R2
Rll′
]
, (31)
with p = (2(1+2β )Xll′ ,2βYll′). From Eq. 31 for y˜
(2)
l we see
that oscillations along the stripes of the FGF occur only if the
particles have different y coordinates, Y12 6= 0. For a pair of
particles moving across the stripes one behind another no os-
cillations transverse to the propagation direction takes place.
The relative contribution of the quickly oscillating solutions
scales as: |r˜(2)l |/|r˜(1)l | ' αh0e2piz/R4. For our system, the enu-
merator can be of order 1. This means that when particles
are widely separated, R 1, the fast dynamics corresponds to
oscillations (around the time-averaged solution) with the fre-
quency f˜ . As long as particles come closer, the relative am-
plitude of oscillations with the double frequency increases and
at separations about few diameters, the fast dynamics presents
the superposition of oscillations with both frequencies, f˜ and
2 f˜ , around the slowly evolving state.
We are now ready to figure out the leading contributions
into the time-averaged equations. Taking into account the so-
lutions that determine the fast dynamics, we average over time
Eqs. 28 and arrive at the equations:
R˙l = v0eˆx+
αh20
R5
[(
3S1−5S2
X2ll′
R2
)
Rll′ +2S2Xll′ eˆx
]
, (32)
where v0 is given by Eq. 21 and S1 = s1 = 1, S2 = s2 =
(3/2)(1+β ) are the time averaged counterparts of the func-
tions s1 and s2.
The time-averaged effect of dipole-dipole interaction of a
pair of particles is described by the effective potential:
Udd(R12) =
αh20
R3
[
1− 3(1+β )
2
X212
R2
]
, (33)
where R12 = R1 −R2 = (X1 − X2,Y1 −Y2) and R = |R12|.
Alternatively, if we introduce the polar angle ϑ such that
R12 = R(cosϑ ,sinϑ), then:
Udd(R,ϑ) =
αh20
R3
[
1− 3
2
(1+β )cos2ϑ
]
. (34)
Finally, we note that the same effective potential, Eq. 33,
would follow from Eq. 27, if we naively replaced functions
s1, s2 and all the coordinates by their time-averaged counter-
parts. This result, however, is not obvious a priori, before the
order of magnitude of the oscillating contributions is evalu-
ated. We have also made a more careful analysis of other time
averaged contributions such as e.g., the effects of the double
frequency harmonics on the single particle motion and of the
substrate field on the dipole-dipole interaction potential. The
analysis shows that all these contributions present only small
corrections to the leading one, as obtained in this section.
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