This work deals with the problem of locating the ω-limit set of a bounded solution of a given autonomous vector field f on a Riemannian manifold. Assuming to know that the ω-limit set Ω is contained in an embedded submanifold S and using an auxiliary function that we call height function W for f and S, we show how to obtain a better estimate of the location of Ω under mild assumptions. Several consequences and an application to a type of polynomial vector fields are presented.
Introduction
Locating the ω-limit set of a bounded solution of a general high-dimensional system is a difficult task. The purpose of this contribution is to provide novel sufficient conditions that allow to locate the ω-limit set in a quite general set-up.
In order to better present our results, we outline the main ideas here, skipping all the technical assumptions like the regularity of the functions involved. The answer to the previous question is positive if the following sufficient condition is satisfied:
Call {E i } i∈I the connected components of E := {x ∈ S:Ẇ (x) | S = 0}, then if {W (E i )} i∈I ⊂ R has finitely many accumulation points we have Ω(x(0)) ⊂ E i for a unique i. In particular notice that since each E i is connected, W (E i ) is connected too and from the condition that {W (E i )} i∈I ⊂ R has finitely many accumulation points it follows in particular that {W (E i )} is a singleton in R for each i.
Notice that we do not assume S invariant, neither we assume that W is Lyapunov, in the sense that W can be very well unbounded above and below on O or even on S. Moreover,Ẇ (x) on O might be indefinite in terms of sign. In particular, no results are known to the authors in which it is proved that Ω(x(0)) ⊂ E i for a unique i even when the E i s are unstable for the global dynamics on M. We call a function W with these properties a height function for the pair (S, f ).
If there exists a global Lyapunov function V : M → R such that S = {x ∈ M:V (x) = 0}, and if S is invariant, then our main result can be viewed as a strengthening of LaSalle's invariance principle (see Remark 9) .
In general it turns out that the possibility to conclude that Ω(x(0)) ⊂ E i for a unique i depends very much on the location of {E i } i∈I with respect to the level sets of W , as we are going to see.
Before describing the content of this paper, we briefly comment on some results that are similar in spirit to our work. Uniform persistence of a flow has been introduced in [3] and since then it has been widely investigated and applied in several contexts. Uniform persistence is defined as follows:
given a continuous flow φ on a locally compact metric space (with metric d) and let E be a closed subset of this space, φ is said to be uniformly persistent with respect to E if there is > 0 such that for all
. This characteristic of the flow can be used to obtain a better estimate of the location of the ω-limit set.
There are basically two techniques to establish persistence. One is based on the celebrated ButlerMcGehee lemma which says that if a trajectory, not on the stable manifold of a given isolated hyperbolic equilibrium P , has that equilibrium in its ω-limit set, then its ω-limit set also contains points on the stable and unstable manifolds of the equilibrium different from P . This approach was first introduced by [7] and has been widely extended through the work of several researchers (see for instance [8] and references cited therein). Notice that in order to apply this result one needs to check the hyperbolic nature of the equilibrium set.
Recently, this first technique has been used to derive global convergence results for a particular class of nonlinear systems [9] .
Our result instead completely bypasses this step. The other main technique is based on the use of the so-called Lyapunov-like persistence functions (see [6] and references cited therein) and is more in line with our philosophy here. Let us also state that our result is similar to idea of describing a Morse decomposition for the flow, but we will comment on this after we have proved our main result.
The outline of the paper is as follows: In Section 2, the problem set-up is established and preliminary results are derived. In Section 3, the main results are proved together with some of their consequences. Also some applications to a class of vector fields are presented in Section 4. Conclusions and a summary are provided in Section 5.
Set-up and preliminary results
First we recall some important definitions from point-set topology.
Recall that in a topological space M a point p belonging to a subset S ⊂ M is called an isolated point for S if there exists a neighborhood of p, U p ⊂ M such that U p ∩ S = p (namely U p does not contain other points of S beside p). A subset S ⊂ M which is made up only of isolated points is called a discrete subset.
Also, given a subset S of a topological space M, a point p ∈ M is called an accumulation point for S if every open neighborhood U p containing p contains a point of S, other than p itself.
For more information about concepts related to point-set topology, we refer the reader to [12] , while for concepts related to differentiable manifolds we suggest [11] . (1) is given. (The Riemannian metric is used to endow M with the structure of a metric space, with metric d.) (ii) We consider a Cauchy problem for (1) with initial value x(0) is such that the corresponding solution x(t, x(0)) is bounded; for instance this is always the case if M is compact.
(iii) We assume that the ω-limit set Ω(x(0)), which is a compact and connected set (see Lemma 3) is contained in a closed embedded submanifold S ⊂ M. Equivalently, we assume that S is attracting for the solution of (1) 
Notice that we do not assume S to be invariant with respect to (1) and we do not make any assumption on the sign ofẆ (x) outside S, so that the functionẆ (x) is generally indefinite in O . Moreover, W might be possibly unbounded above and below on S.
Definition 1.
We call a function W as described at the point (iv) above a height function for the pair (S, f ).
Remark 2.
In some applications and when S is invariant with respect to (1), E will be exactly the set of equilibrium of the vector field (1) restricted to S, E = {x ∈ S: f (x) = 0}, but our results hold without the latter assumption.
The following lemma about invariant sets, despite being well known is important and it is the base of our investigation (see e.g. Since we will need to view manifolds as metric spaces, we use the Riemannian metric g on M to generate a corresponding distance function d. In the simplest case in which M = R n one can choose as d the norm associated to the Euclidean scalar product.
Main results
All the Main Assumptions above are assumed to hold also in this section. Our goal is to find sufficient conditions that force Ω(x(0)) to be contained in one of the connected components of E. Without loss of generality, we assumeẆ (x) 0 on S, since the caseẆ (x) 0 on S can be treated exactly in the same way.
The following lemma describes some basic properties of the ω-limit set in relation to E. )) is compact and E is closed, the distance between Ω(x(0)) and E is strictly positive. Moreover, since the restriction ofẆ (x) on S, i.e.Ẇ |S is continuous and zero only on E by assumption, this implies that there exists a δ > 0 such thatẆ
is invariant, all trajectories starting there will remain confined in Ω(x(0)). Therefore we reach a contradiction, because
, where x(t, x(0)) is the solution of (1) We introduce the following definition in order to state our main result: Definition 5. Let {E i } i∈I be the connected components of E. Given a function W as in the Main Assumptions, we say that the components {E i } i∈I are contained in W if each E i lies in a level set of W , and the subset {W (E i )} i∈I ⊂ R has at most a finite number of accumulation points in R.
Observe that Definition 5 does not exclude the case in which two or more connected components of E lie in the same level set of W .
The first main result is the following:
Theorem 6. Assume the Main Assumptions of the previous section hold. If the components {E
Proof. We analyze first the case in which Ω(x(0)) is contained in a given level set of W . Consider the level set L of W where Ω(x(0)) is contained. The invariant set Ω(x(0)) cannot be disjoint from the components of E sitting inside L, because of Lemma 4. Call {E L,k } k∈K the collection of connected components of E sitting inside L and having nonempty intersection with Ω(x(0)), where K is possibly an infinite set. We claim that necessarily Ω( )) is invariant and contained in a level set of W . Contradiction. Therefore, the only possibility is that Ω( We will now distinguish three cases in the proof, even though the basic idea is the same.
First case: the set Ω E contains only one component, call it E 1 (see also Fig. 1 0)) is not contained in a level set of W in the case under analysis, we can choose P such that W (P 1 ) = W (E 1 ). Therefore, it is not restrictive to assume that W (P ) < W (E 1 ) (if the opposite inequality is satisfied, simply switch the roles of P and E 1 in what follows).
Since W (P ) < W (E 1 ) and W andẆ are continuous, we can choose and neighborhoods U P and U 1 such that b 1 > b P and such that on the compact set B(
holds for some δ > 0.
In other words, for sufficiently small, the set {x:
by Lemma 3, due to the fact that B( ) is closed, compact and contains Ω(x(0)).
Moreover, there must exist a t 2 > t 1 such that x(t 2 , x(0)) ∈ U P ( ), since P belongs to the ω-limit set. However, this is impossible because in order to reach U P ( ) we must have
This leads to a contradiction with the assumption that Ω(x(0)) is not contained in a level set of W or with the fact that Ω(x(0)) is not contained in E 1 . If the former is true then Ω(x(0)) must be contained in a level set of W , from which the thesis follows by the first part of the proof. If the latter is true, the thesis follows immediately.
Second case: the set W is finite, and there are possibly infinitely many components of E in Ω(x(0) ). Then W is contained in the compact interval W (Ω(x(0) )) = I . Let us call {w 1 , . . . , w k } the distinct elements of W, for some k 1 and assume without loss of generality that they are ordered in such a way that
Choose as before > 0 and a compact neighborhood B(
. By the fact thatẆ > 0 on S \ E, and thatẆ and W are continuous functions, it is possible to choose and the pairwise disjoint open neighborhoods Since Ω(x(0)) is the ω-limit set, there must exist a time t 1 such that the solution of (1) x(t 1 , x(0)) ∈ U i , and moreover, for any t t 1 , x(t, x(0)) ∈ B( ). On the other hand there must exist a t 2 > t 1 such that the solution x(t 2 , x(0)) ∈ U i+1 , which means in particular that W (x(t 2 , x(0))) < b i , but this is impossible since on the set C we haveẆ (x) δ > 0. So we reach a contradiction and Ω(x(0)) must lie in a level set of W , and we conclude as in the first case. 
and A(x) are the ω and α-limit sets of x respectively) and such that
then E l 0 = E l i . This means that "cycles" are not allowed or that {E i : i = 1, . . . ,n} gives an acyclic decomposition for the flow. In our result the components {E i } i∈I are not necessarily finite and isolated, they are not assumed to contain the α-limit sets for all initial data in the phase space, but they are still invariant and they give rise to an acyclic decomposition for the flow. This is simply due to the monotonic nature of the flow with respect to the height function W and to the location of the components {E i } i∈I with respect to the level sets of W . For recent extensions of the concept of Morse decomposition and its applications see for instance [13] .
Two special cases of Theorem 6 appear frequently in the applications and are worthwhile to mention. The first one deals with the case in which the set E is known to be a discrete set. In this case we have
Corollary 8. Assume the Main Assumptions hold. Then if the set E is a discrete set {P i } i∈I ⊂ M such that W (E) has at most a finite number of accumulation points, then Ω(x(0)) = P i for a unique i ∈ I.
Proof. It is an immediate consequence of Theorem 6. Indeed under the current hypotheses, E satisfies automatically the requirement for being contained in W and Theorem 6 gives the desired result. 2
Remark 9 (Strengthening LaSalle's invariance principle).
Assume that a positive semidefinite Lyapunov function V : M → R is given such thatV (x) = 0 on a submanifold S andV (x) < 0 on M \ S. If 
S is invariant under (1), then LaSalle's invariance principle claims that the Ω(x(0)) ⊂ S.
Under this circumstances, even if another function W : O → R is given such thatẆ (x) 0 on S and W is bounded from above on S, it is not possible to conclude in general that a solution of (1) starting outside S will converge to a connected component of the set E = {x ∈ S:Ẇ (x) = 0}.
However, Theorem 6 shows that this is the case if the connected components of E are contained in level sets of W according to Definition 5, even ifẆ (x) is indefinite in the tubular neighborhood. If the connected components of E are not contained in level sets of W , then the result might fail. The first example known to the authors of this phenomenon is due to Zvi Artstein, see [10, page 67] . The role of Theorem 6 as a strengthening of LaSalle's invariance principle has been analyzed in [1] . For other extensions of LaSalle's invariance principle see for instance [14] and [15] .
Notice however that for Theorem 6 to hold it is not necessary that S is invariant, neither that W is positive semidefinite on S.
Another important special case is when the submanifold S is invariant for (1) and the vector field (1) becomes a gradient flow when restricted to S. Let us recall that on a Riemannian manifold (M, g), the gradient of h ∈ C 1 (M, R) is defined as the unique vector field ∇ g h on M such that g(∇ g h, ·) = dh, where dh is the differential of h. The same construction applied to S works when S is an embedded submanifold of M.
Before stating the case of a gradient flow, we proceed with the following observation: Proof. This is an immediate consequence of Sard's lemma [16] . Indeed by continuity h(E i ) is a connected subset of R and by Sard's lemma it has to have zero Lebesgue measure, so it is a point and therefore it lies on a level set of h. 2 Remark 11. The condition about the regularity of h in Lemma 10 is in general the best possible. Indeed, it is possible to construct interesting counterexamples where h is a function of class C n−1 on a manifold of dimension n and a connected component of the locus where the gradient of h vanishes is not contained in a level set of h. The first counterexample, for a function h of class C 1 , h : R 2 → R was given in [17] .
In the following corollary we apply Lemma 4 to the submanifold S. Now since h ∈ C ∞ (S, R), there exists a smooth functionh extending h to a tubular neighborhood O of S in M [11] . Moreover, since f S is tangent to S, the functionh can be chosen in such a way that the following equality is true:
where L denotes Lie derivative. Proof. The only difference with respect to the hypotheses of Theorem 6 is the fact that we do not have to check if the set {W (E i )} i∈I has a finite number of accumulation points or not. Indeed, the set {W (E i )} i∈I cannot have an accumulation point at all in this case. This is due to the fact that since M is algebraic andẆ is algebraic, the set E is a possibly singular real algebraic variety, and as such it can have only a finite number of components [18] . Therefore the assumption that {W (E i )} i∈I has at most a finite number of accumulation points is automatically satisfied. A similar corollary of Proposition 15 can be obtained for gradient vector fields. We leave the details to the reader.
There is another situation which is not covered by Definition 5 and Theorem 6 where it is possible to obtain a weaker result. First we introduce the following definition: Definition 17. Let {E i } i∈I be the connected components of E. Given a function W as above, we say that W strictly separates the components {E i } i∈I if for any pair of distinct indices i and j in I the distance on the real line between the closed subsets W (E i ) and W (E j ) is greater or equal to a positive constant c. for a unique˜j. Proceeding inductively, at each step we can locate the ω-limit set more and more precisely.
Applications
We show how the main results presented so far can be used to locate the ω-limit set of a highdimensional system of nonlinear first order ODEs. In our specific examples the vector field is defined on R n 2 and it is a polynomial vector field of degree 3. In [4] the following polynomial vector fielḋ
was introduced, where A is an n × n real matrix, A T is the transpose, ν is a positive constant and N is a constant n × n real matrix. The vector field (5) has properties similar to the celebrated Brockett's double-bracket equation (see [2] ), since among other things, it enables to diagonalize and compute the eigenvalues of nonsymmetric matrices. It has been extensively studied and generalized in the framework of Lie algebras in [5] .
Let us apply the main theorem to this example, considering the case in which N is diagonal with distinct entries and assuming that A(0) is nonsymmetric matrix with simple real spectrum (this last condition can be substantially weakened [5] 
is monotonically decreasing along the flow of (5) 
Then it is easy to see [5] is monotonically decreasing along (5) with initial condition A(0) = A 0 as long as [A(t) T , A(t)] = 0. In particular, since A 0 has real spectrum, and the flow is isospectral, we can take as S the submanifold of symmetric matrices, since a normal matrix A (namely a matrix for which [A T , A] = 0) with real spectrum is necessarily symmetric. So we have that Ω(A 0 ) ⊂ S. Notice that in this case S is actually an invariant submanifold for (5 at most n! points, given by the possible permutations of the eigenvalues of A 0 , therefore the condition of Theorem 6 are certainly met. This enables us to conclude that the asymptotic limit of the solution A(t) converges to the diagonal form even when the real spectrum is degenerate. 2
Conclusions
The results in this paper provide novel sufficient conditions that force Ω(x(0)) to lie in a connected component of the set E whereẆ vanishes. In particular, we showed that if each connected component of E is contained in a level set of W , then x(t, x(0)) approaches a single connected component E i , i.e. Ω(x(0)) ⊂ E i , provided a finiteness condition concerning accumulation points is satisfied.
The given results are in particular useful when the set E consists of isolated points or when the flow on S is a gradient flow. In these cases, it can be concluded that Ω(x(0)) lies in a connected component of the set E. It is important to notice that, if for example S is an invariant set and if a Lyapunov function V is known such thatV (x) 0 on M andV (x) = 0 if and only if x ∈ S, then LaSalle's invariance principle would not allow to conclude anything stronger than that any ω-limit set of a bounded solution lies in S, since S itself is the largest invariant set. The results in this paper, however, allow to give a sharper statement on the location of the ω-limit set, assuming that a positive semidefinite function W on S (or in a neighborhood O of Ω(x(0))) is known.
In general, we cannot expect that the present results generalize directly to the case in which each connected component E i is not necessarily contained in a single level set of W (see the counterexample of Zvi Artstein cited in Remark 9), but we think it would be an interesting problem to try to find new sufficient conditions that work also in this case. We also hope that the results presented here will find useful applications in the realm of inertial manifolds and dissipative evolutionary PDEs.
