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A STUDY OF FACIAL EXPRESSION RECOGNITION TECHNOLOGIES 
 
ON DEAF ADULTS AND THEIR CHILDREN  
IRENE ROGAN SHAFFER 
ABSTRACT 
 Facial and head movements have important linguistic roles in American Sign 
Language (ASL) and other sign languages and can often significantly alter the meaning 
or interpretation of what is being communicated. Technologies that enable accurate 
recognition of ASL linguistic markers could be a step toward greater independence and 
empowerment for the Deaf community. This study involved gathering over 2,000 
photographs of five hearing subjects, five Deaf subjects, and five Child of Deaf Adults 
(CODA) subjects. Each subject produced the six universal emotional facial expressions: 
sad, happy, surprise, anger, fear, and disgust. In addition, each Deaf and CODA subject 
produced six different ASL linguistic facial expressions. A representative set of 750 
photos was submitted to six different emotional facial expression recognition services, 
and the results were processed and compared across different facial expressions and 
subject groups (hearing, Deaf, CODA). 
 Key observations from these results are presented. First, poor face detection rates 
are observed for Deaf subjects as compared to hearing and CODA subjects. Second, 
emotional facial expression recognition appears to be more accurate for Deaf and CODA 
subjects than for hearing subjects. Third, ASL linguistic markers, which are distinct from 
emotional expressions, are often misinterpreted as negative emotions by existing 
technologies. Possible implications of this misinterpretation are discussed, such as the 
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problems that could arise for the Deaf community with increasing surveillance and use of 
automated facial analysis tools. 
 Finally, an inclusive approach is suggested for incorporating ASL linguistic 
markers into existing facial expression recognition tools. Several considerations are given 
for constructing an unbiased database of the various ASL linguistic markers, including 
the types of subjects that should be photographed and the importance of including native 
ASL signers in the photo selection and classification process. 
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GLOSSARY 
ASL: The term American Sign Language (ASL) refers to the predominant sign 
language of Deaf communities in the United States and most of Canada. 
deaf: The word deaf, written with a lowercase d, refers to the audiological status 
of deafness [11]. 
Deaf: The word Deaf, written with an uppercase D, refers to membership in the 
Deaf community and use of a signed language [11]. 
CODA: The term Child of Deaf Adults (CODA) indicates a cultural identity 
defined in part by shared experiences of growing up in a Deaf family [11]. CODAs 
acquire signed and spoken languages from birth and are also referred to as hearing native 
signers. 
Emotional Facial Expressions: We used the same six emotional facial 
expressions as were used in [21]: happy, sad, anger, surprise, disgust, and fear. These 
facial expressions have been shown to be universal expressions of emotion [9]. 
ASL Linguistic Facial Expressions: Also referred to as “linguistic markers”. In 
this study, we used the same six ASL linguistic facial expressions as were used in [21]:  
• MM, meaning effortlessly [21] [11], regularly [2], or normal and proper [18] 
• CS, meaning recently [11] [18] 
• TH, meaning carelessly or inattentively [11] [18] 
• INTENSE, meaning much greater than expected [2] 
• PUFF, meaning a great deal or a large amount [11] 
• PS, meaning smoothly [11], very thin, quickly, or easily [2] 
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These linguistic facial expressions are grammatical markers that clearly coincide 
with the associated sign [11]. For example, as shown below, the TH expression would 
indicate “write carelessly”, while the same sign made with the MM expression made 
along with the sign for “write” would indicate “write at a regular pace” [3]. 
 
TH + “write” 
(write carelessly) 
MM + “write” 
(write at a regular pace) 
Example of TH and MM nonmanual adverbs used with the ASL sign “write”. Reproduced from [3]. 
 
Other ASL linguistic facial expressions include various question types, such as: 
• yes-no, e.g., “Did you do that?” [3] 
• wh-, meaning who/what/where, e.g., “Why did you do that?” [3] 
• rhetorical, e.g., “Why did I do it? I don’t know.” [3] 
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CHAPTER ONE: INTRODUCTION 
Background 
The global deaf population, estimated to be 70 million, ranges from hard-of-
hearing to profoundly deaf, with over 300 sign languages used for communication [29]. 
The Deaf community is diverse in membership, including members with various levels of 
hearing loss, as well as normally hearing children of Deaf parents [26]. Within the United 
States, approximately 500,000 people use American Sign Language, commonly known as 
ASL, as a primary means of communication [19], making it the sixth most commonly 
used language in the United States [26]. Over many decades, research has established that 
ASL is a distinct natural language with a complex grammatical structure that is fully 
expressive of any thought or emotion [26]. 
In addition to manual signs, facial and head movements have important linguistic 
roles in ASL and other sign languages, specifically in signaling different types of 
questions, such as yes-no (e.g., “Did you do that?”), wh- (who/what/where, e.g., “Why 
did you do that?”), and rhetorical (e.g., “Why did I do it? I don’t know”) [3]. In fact, it 
has been shown that there are at least 20 adverbs or adjectives expressed by nonmanual 
movements, such as movements of the eyes, face, head, and torso [3]. Facial expressions 
used while signing can significantly alter the meaning or interpretation of a sentence [8]. 
[11] cites some examples of linguistic facial expressions in ASL, such as raised eyebrows 
and a slight head tilt to indicate a conditional clause, or furrowed brows to indicate a wh- 
question. Adverbs can be expressed with distinct mouth configurations while signing a 
particular ASL verb [11]. 
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Research has shown significant differences between the brains of native ASL 
signers and non-signers in the processing of linguistic facial expressions, as compared to 
the universal emotional facial expressions [8] [7]. Processing linguistic facial expressions 
requires specific attention to local facial features, such as the mouth or eyebrows, rather 
than the whole face [21]. Emotional facial expressions are typically observed by global 
facial features, rather than local ones [21]. Native ASL signers have higher proficiency 
than non-signers at identifying local facial features and their brains have been observed to 
process these facial expressions differently [21], perhaps due to extended experience with 
ASL linguistic expressions and with lipreading [20]. As further evidence of the 
importance of the face to ASL, signers have been shown to focus their gaze on the face of 
the person they are communicating with, picking up manual ASL gestures through their 
peripheral vision [20]. 
Deaf people depend on hearing interpreters for interactions with the world, which 
gives the interpreter a significant amount of power over the Deaf person and therefore 
places great importance on the accuracy and unbiasedness of the interpreter [4]. A widely 
accessible technology for accurate interpreting would empower Deaf people to 
communicate freely and independently, whether getting “information from a doctor, 
access to a public lecture, or the opportunity to ask a question in a classroom or state an 
opinion at a board meeting” [4]. Because facial expressions are such an important part of 
ASL, as described previously, any automatic ASL interpreter must be able to accurately 
identify ASL facial expressions. Facial expressions change the behavior of an observer 
interacting with the person, and if ASL linguistic facial expressions are misidentified as 
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expressions of emotion, this could produce an unwanted response and lead to severe 
miscommunication [10]. Currently, facial expression recognition technology is limited to 
identifying emotional expressions, and there is no broadly available tool for identifying 
ASL linguistic expressions.  
Hearing observers, as well as facial expression recognition algorithms that are 
trained on hearing people, will not only fail to identify unfamiliar facial expressions, but 
will likely misinterpret ASL grammatical facial expressions as emotions. Linguistic facial 
markers are significantly different in form and execution from the universally recognized 
emotional facial expressions: sad, happy, surprise, anger, fear, and disgust [8], and 
hearing subjects have been shown to have greater difficulty identifying linguistic facial 
expressions as compared to emotional facial expressions [8]. Some hearing observers 
interpret ASL linguistic expressions as conveying affective or socially relevant 
information, while others treat the expressions as unfamiliar facial gestures, even though 
these expressions are different from emotional facial expressions [21]. In fact, facial 
expressions of Deaf signers can often be misinterpreted by hearing speakers as expressing 
inappropriate emotion [3]. For example, furrowed brows indicate anger to a hearing 
speaker, although in many cases this is simply part of a linguistic marker, such as a wh- 
question [3]. Other differences in facial movement that are almost undetectable by 
hearing observers are significant and carry much lexical, grammatical, and affective 
information in ASL [3]. A technology for interpreting ASL facial expressions will need 
to be able to identify these subtle facial movements with a comparable level of accuracy 
to native signers. 
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Related Work 
While there is no published work that directly analyzes the performance of facial 
recognition technology for ASL facial expressions, there have been several studies that 
relate to facial expression recognition more generally. In addition, there has been work 
related to analyzing and synthesizing ASL facial expressions. 
[6] is a comparison of selected off-the-shelf solutions for emotion recognition 
based on facial expressions. This study was done using FaceReader by Nodus and Xpress 
Engine by QuantumLab, using both videos and photos from publicly available datasets. It 
found an 88% recognition rate for Xpress Engine and a 78% recognition rate for 
FaceReader. It also found that joy and surprise were the most accurately recognized 
emotions by both tools. Results were presented as confusion matrices, which is the model 
followed in this paper. 
[27] outlines a method and proposes an experiment for detecting emotion in e-
learning systems using convolutional neural network (CNN) facial expression 
recognition. This paper utilizes the Facial Action Coding System (FACS), first proposed 
by Friesen and Ekman, by using groups of the 44 Action Units (AU) to describe each 
facial expression [10]. The primary methods used to extract facial features are principal 
component analysis (PCA) and linear discriminant analysis (LDA).  
[15] addresses bias in emotion recognition algorithms. Specifically, it identifies 
the problem that learned emotion models are not trained on a diverse representation of 
people. For example, using the Microsoft Emotion API, a deep learning neural network, 
it shows that a minority class, such as children, has a lower recognition rate as compared 
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to the majority. It also demonstrates an improvement in recognition by adding a 
specialized classifier for the minority class. 
[16] explains the importance of sign language animation in making information 
and services more accessible to Deaf populations due to the distinct differences between 
sign language and spoken/written English, as well as the limited English educational 
experience of many Deaf signers. Animations that only incorporate manual gestures are 
not sufficient to communicate in an understandable or natural way. Several sign language 
animation tools incorporate facial expressions, but this is still a very new field with a 
small research community. Often, facial expression animation is only a minor part of 
these projects. A limitation for machine learning approaches to facial expression 
synthesis is the limited set of annotated examples in the literature that can be used for 
training. Evaluation of synthesized facial expressions is also challenging because of the 
complex manner in which facial expressions are embedded into the meaning of sign 
language communication. 
[14] analyzes the non-manual aspects of ASL, including movements of the head, 
torso, and face to express aspects of ASL syntax. It points out several difficulties in 
classifying these movements. One major problem is that ASL signs are naturally 
performed with the hands near or on the face, which can block the view of an observer or 
camera. Another issue is that head tilts can be used in ASL to indicate different types of 
questions. Also, mouthing of words while signing can alter facial expressions that may be 
providing grammatical information.  
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Basic Concepts and Terms 
This section will define the concepts and terms that will be used throughout the 
remainder of the paper. 
deaf: The word deaf, written with a lowercase d, refers to the audiological status 
of deafness [11]. 
Deaf: The word Deaf, written with an uppercase D, refers to membership in the 
Deaf community and use of a signed language [11]. 
CODA: The term Child of Deaf Adults (CODA) indicates a cultural identity 
defined in part by shared experiences of growing up in a Deaf family [11]. CODAs 
acquire signed and spoken languages from birth and are also referred to as hearing native 
signers [11]. 
Emotional Facial Expressions: We used the same six emotional facial 
expressions as were used in [21]: happy, sad, anger, surprise, disgust, and fear. These 
facial expressions have been shown to be universal expressions of emotion [9]. 
ASL Linguistic Facial Expressions: We used the same six linguistic facial 
expressions as were used in [21]:  
• MM, meaning effortlessly [21] [11], regularly [2], or normal and proper [18] 
• CS, meaning recently [11] [18] 
• TH, meaning carelessly or inattentively [11] [18] 
• INTENSE, meaning much greater than expected [2] 
• PUFF, meaning a great deal or a large amount [11] 
• PS, meaning smoothly [11], very thin, quickly, or easily [2] 
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These linguistic facial expressions are grammatical markers that clearly coincide 
with the associated sign [11]. For example, as shown in Figure 1, the TH expression 
would indicate “write carelessly”, while the same sign made with the MM expression 
made along with the sign for “write” would indicate “write at a regular pace” [3]. 
 
TH + “write” 
(write carelessly) 
MM + “write” 
(write at a regular pace) 
Figure 1: Example of TH and MM nonmanual adverbs used with the ASL sign “write”. Reproduced from [3].  
 
An example of each emotional facial expression and ASL linguistic marker is 
reproduced from [21] in Figure 2. A similar illustration using the photos captured in this 
study is in Figure 3. 
 
 
 
 
 
 
 
  
8 
(A) 
 
MM 
(effortlessly, 
regularly, or 
normal and 
proper) 
CS 
(recently) 
TH 
(carelessly or 
inattentively) 
INTENSE 
(much greater 
than expected) 
PUFF 
(a great deal or 
a large amount) 
PS 
(smoothly, very 
thin, quickly, or 
easily) 
(B) 
 
Happy Sad Anger Surprise Disgust Fear 
      
Figure 2: Example of (A) ASL linguistic markers and (B) emotional facial expressions. Reproduced from [21]. 
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CHAPTER TWO: METHOD 
Planning 
Planning for this research project started in August 2017. It began with a review 
of the literature and basic proposal of the topics to study. The experiment described in 
this chapter was carried out over the course of several months, from December 2017 
through April 2018.  
The research was carried out under the Boston University Institutional Review 
Board (IRB) protocol #4817X. Consent was obtained from each subject prior to 
participation in the study. The information sheet distributed to participants can be found 
in the Appendix. 
Procedure 
A total of fifteen subjects were chosen to participate in the research study: 
• five Deaf ASL signers (two male, three female, mean age 67.4±14.3 years) 
• five hearing native ASL Signers (CODAs) (five female, mean age 37.8±13.8 
years) 
• five hearing non-signers (three male, two female, mean age 38.8±18.8 years) 
Four of the five Deaf subjects were born to Deaf parents and are native ASL 
signers. One Deaf subject was born to hearing parents. All five CODA subjects were born 
to two Deaf parents and learned ASL natively. 
Photo sessions were held in the homes of the participants. Photos were taken by 
the researcher using a Canon EOS Rebel T6s camera. Since the locations of the photos 
varied, the lighting conditions were also varied for the different participants. For each 
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facial expression, the participant was given a paper sign with the name of the expression 
to hold while being photographed, which allowed for accurate identification of each of 
the photographs. One Deaf subject was unable to hold the paper signs, and a photo of the 
paper sign itself was taken before proceeding with each expression. Approximately 10-15 
photos were taken of each facial expression for each participant. All participants were 
asked to produce the emotional facial expressions, but only the Deaf and CODA 
participants were asked to produce the ASL linguistic facial expressions. 
(A) 
 
MM 
(effortlessly, 
regularly, or 
normal and 
proper) 
CS 
(recently) 
TH 
(carelessly or 
inattentively) 
INTENSE 
(much greater 
than expected) 
PUFF 
(a great deal or 
a large amount) 
PS 
(smoothly, very 
thin, quickly, or 
easily) 
(B) 
 
Happy Sad Anger Surprise Disgust Fear 
 
Figure 3: Photos of (A) ASL linguistic markers and (B) emotional facial expressions captured from CODA and 
Deaf subjects. 
After obtaining all of the photographs, a set of five photos was chosen for each 
facial expression from each participant. This was a manual process which consisted of the 
researcher, a native ASL signer, selecting the photos that appeared to best represent the 
emotion or linguistic marker being captured. See Figure 3 for an illustration of each 
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emotion and ASL linguistic marker as captured from CODA and Deaf subjects, and see 
Figure 4 for an illustration of each emotion as captured from hearing subjects.  
 
Happy Sad Anger Surprise Disgust Fear 
 
Figure 4: Photos of emotional facial expressions captured from hearing subjects. 
 
Each photo was manually cropped to include only the face and head of the 
subject. This resulted in a total of 30 photos used for each hearing participant (five for 
each of the six emotions), and 60 photos used for each Deaf and CODA participant (five 
for each of the six emotions and five for each of the six ASL linguistic expressions), for a 
grand total of 750 photos that were selected for further analysis out of the 2,201 raw 
photographs that were collected. 
Limitations 
One limitation observed during analysis of the photographs was the fact that Deaf 
participants frequently tilted their heads in association with some of the ASL linguistic 
expressions, particularly MM. Many of the emotion recognition algorithms seemed to 
have problems detecting faces in these images. As an illustration of this, see the data in 
Table 29. This problem was not observed with the hearing participants. 
One possible source of bias in this study could be the relative ages of the Deaf 
subjects as compared to the hearing and CODA subjects. As described in the previous 
section, the Deaf subjects have a significantly higher mean age (67 years). If the facial 
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expression recognition algorithms have been trained disproportionately against certain 
age groups, this bias in our sample population could affect the results. 
Another limitation of the approach used in this study is that linguistic markers are 
difficult to capture in static images [14]. Also, it is a challenge for ASL signers to 
accurately generate the linguistic markers on demand, outside the context of a 
conversation [14]. A better approach would be to take videos and then manually choose 
the frames which are identified as the peak of the ASL linguistic expressions. This 
approach would have been too time-intensive for the scope of this project. 
Technology 
The chosen photos were used as inputs to six different commercially-available 
facial expression recognition products that claim to be able to recognize emotions. In 
alphabetical order, the products used were: 
• Affectiva [22] [1] 
• EmoVu Cloud API [12] 
• Face++ Cognitive Services [13] 
• Kairos [17] 
• Microsoft Azure Cognitive Services Face API [23] 
• Sightcorp F.A.C.E. API [25] 
In the remainder of this section, each of these products is described in more detail. 
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Affectiva 
Affectiva offers several emotion recognition products which are advertised as 
tools for developers as well as solutions for market research and advertising [1]. The 
company spun out of MIT Media Lab in 2009 [1]. 
The facial expression recognition technology used by Affectiva builds on 
EMFACS mappings developed by Friesen and Ekman, where each “facial expression can 
have either a positive or negative effect on the likelihood of an emotion” [1]. Using 
“sophisticated computer vision and machine learning techniques” [1], the Affectiva SDK 
produces metrics for the likelihood of each emotion, as well as 20 detailed facial 
expression metrics such as “brow raise”, “brow furrow”, “nose wrinkle”, “lip pucker”, 
and “chin raise”. 
EmoVu Cloud API 
EmoVu, rather than relying on decomposed action units, employs a “holistic 
facial expression recognition methodology” that can “learn prototypic expressions 
directly from the face” [12]. Eyeris, the makers of EmoVu, claim that their algorithms, 
which are based on convolutional neural network (CNN) and deep learning technologies, 
provide “the most accurate facial expression recognition software available” [12]. 
The emotion recognition provided by EmoVu provides measurements for the 
typical universal expressions: joy, anger, sadness, surprise, disgust, and fear. It also 
computes metrics for attention, engagement, expressiveness, and positive/negative mood 
indicators [12]. 
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Face++ Cognitive Services 
Face++ is a company that offers “deep learning-based image analysis recognition 
technologies” for integration into developers’ applications [13]. Their advertised features 
include face detection, face landmarks, emotion recognition, beauty score, gaze 
estimation, and gesture recognition, among others, and they claim to deliver “leading 
efficiency, accuracy, [and] reliability” and to “lead the market of facial recognition 
technologies” [13]. 
As for facial expression recognition, Face++ offers confidence scores for the 
same universal emotions (anger, disgust, fear, happiness, sadness, and surprise), and 
suggests that its technology can be applied to tasks such as “precise advertising, customer 
satisfaction analysis, and online education” [13]. 
Kairos 
Kairos is “an artificial intelligence company specializing in face recognition”, 
using computer vision and machine learning technologies [17]. Its products can recognize 
and measure humans in both videos and photos, and offered features include face 
detection, face identification, emotion detection, age detection, gender detection, and 
ethnicity detection, among others [17]. 
For emotion detection, Kairos identifies faces in the provided video or photo and 
provides detected values for each of the six universal emotions, as well as other 
information such as age, gender, and other metadata [17]. 
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Microsoft Azure Cognitive Services Face API 
Microsoft offers Azure Cognitive Services as a tool to provide “intelligent 
algorithms to see, hear, speak, understand, and interpret your user needs through natural 
methods of communication” [23]. The APIs provided through this platform include 
Computer Vision, Emotion, Translator Speech, Speaker Recognition, Spell Check, 
Linguistic Analysis, and Custom Decision Service, among others [23]. 
The Emotion API, which is part of the Face API, takes an input image and returns 
the confidence level for each of the universal emotions (this API includes “contempt” as 
a seventh universal emotion), as well as the bounding box for the face in the image [23]. 
Sightcorp F.A.C.E. API 
Sightcorp is a spin-off of the University of Amsterdam that specializes in face 
analysis software based on computer vision and deep learning [25]. The F.A.C.E. API is 
a web service that detects faces in an image and provides a variety of data, including age, 
gender, mood, facial expressions, ethnicity, and clothing colors [25]. 
Like most of the other APIs, the F.A.C.E. API returns likelihood values for the six 
common universal facial expressions: happiness, surprise, sadness, disgust, anger, and 
fear [25].
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CHAPTER THREE: RESULTS 
Method of Analysis 
 After choosing all of the cropped photos for analysis, the images were fed into 
each of the emotion recognition APIs described in Chapter 2. First, an account was 
created for each of the APIs to obtain developer credentials to allow access. Second, 
using a simple script, each of the 750 photos were provided as input to the six different 
APIs and the raw results were output to local CSV files for further processing. This 
process took several hours, after accounting for the wait time required to avoid rate 
limiting on the free tier of the developer APIs.  
 Next, the CSV files were imported into Microsoft Excel. The raw emotion 
detection results were converted into a “most likely” emotion by choosing the emotion 
that had the highest probability out of the six universal emotions (anger, disgust, fear, 
happy, sad, surprise). For the remainder of this study, the “most likely” emotion is treated 
as the “detected” emotion for each image.  
 The primary method of analyzing the results was to create a confusion matrix for 
each set of results. A confusion matrix is a standard way of describing the performance 
and accuracy of a detection algorithm where all of the inputs have known labels. It 
provides two characteristic measurements: “recall” and “precision”. As an example, 
recall for the anger emotion is the number of photos correctly detected as anger divided 
by the total number of photos labeled as anger. Precision for the anger emotion is the 
number of photos correctly detected as anger divided by the total number of photos 
detected as anger. 
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 The remainder of this chapter includes all of the various confusion matrices 
generated from the data, as well as commentary on these results. Chapter 4 will include 
further discussion and possible interpretations of the results presented in this chapter. 
Detailed Results 
 This section will list the results broken down by API. The following section will 
summarize overall results and trends across all of the APIs. 
Face Detection 
Table 1 contains a summary of the number of photos in which each API detected 
a face. Note that this does not include the facial expression recognition step; this data 
only indicates whether a human face was identified in the image. 
Subject Type Affectiva Azure EmoVu Face++ Kairos Sightcorp 
CODA (out of 300) 193 (64%) 295 (98%) 261 (87%) 299 (99%) 260 (87%) 292 (97%) 
Deaf (out of 300) 139 (46%) 296 (99%) 161 (54%) 273 (91%) 198 (66%) 281 (94%) 
Hearing (out of 150) 120 (80%) 150 (100%) 150 (100%) 150 (100%) 149 (99%) 150 (100%) 
Total (out of 750) 452 (60%) 741 (99%) 572 (76%) 722 (96%) 607 (81%) 723 (96%) 
Table 1: Number of photos in which faces were detected. 
Affectiva was significantly better at finding faces of hearing subjects (80%) vs. 
CODA subjects (64%) and Deaf subjects (46%).  
Azure detected nearly all of the faces (>98%) for all three types of subjects. 
EmoVu was highly successful at finding faces of hearing subjects (100%), 
slightly worse at finding faces of CODA subjects (87%), and much worse at finding faces 
of Deaf subjects (54%). 
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Face++’s detection rate for faces of CODA and hearing subjects was very good 
(>99%). The detection rate for Deaf subjects was good, but slightly lower (91%). 
Kairos detected >99% of hearing subjects, was slightly worse at detecting CODA 
subjects (87%), and was much worse at detecting faces of Deaf subjects (66%).  
Sightcorp was very successful at detecting faces of hearing subjects (100%) and 
CODA subjects (97%). Deaf subjects also had a high, though slightly lower, face 
detection rate (94%). 
Emotion Recognition 
This section contains the confusion matrices for emotion recognition obtained 
from each of the six services, broken down by the three subject types: CODA, Deaf, and 
hearing. 
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Affectiva Results: 
Confusion Matrix 
Affectiva / CODA 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels anger 6 5 2 0 4 2 19 31.6% 
disgust 5 5 0 5 1 0 16 31.3% 
fear 0 8 6 0 0 4 18 33.3% 
happy 0 2 0 17 0 2 21 81.0% 
sad 5 6 0 0 4 0 15 26.7% 
surprise 0 2 0 12 0 2 16 12.5% 
 Total 16 28 8 34 9 10 105 
 
Precision 37.5% 17.9% 75.0% 50.0% 44.4% 20.0% 
 
38.1% 
Table 2: Confusion matrix for Affectiva emotion detection results on CODA subjects. 
Confusion Matrix 
Affectiva / Deaf 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels anger 8 0 0 0 5 0 13 61.5% 
disgust 5 7 0 0 0 0 12 58.3% 
fear 1 8 2 0 0 1 12 16.7% 
happy 0 0 0 10 0 3 13 76.9% 
sad 2 8 0 0 9 0 19 47.4% 
surprise 0 7 0 2 0 6 15 40.0% 
 Total 16 30 2 12 14 10 84 
 
Precision 50.0% 23.3% 100.0% 83.3% 64.3% 60.0% 
 
50.0% 
Table 3: Confusion matrix for Affectiva emotion detection results on Deaf subjects. 
Confusion Matrix 
Affectiva / Hearing 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels anger 4 9 0 1 0 5 19 21.1% 
disgust 3 3 2 3 0 4 15 20.0% 
fear 3 2 10 3 3 3 24 41.7% 
happy 0 0 0 21 0 0 21 100.0% 
sad 2 4 8 2 3 1 20 15.0% 
surprise 0 0 1 14 0 6 21 28.6% 
 Total 12 18 21 44 6 19 120 
 
Precision 33.3% 16.7% 47.6% 47.7% 50.0% 31.6% 
 
39.2% 
Table 4: Confusion matrix for Affectiva emotion detection results on hearing subjects. 
Overall, Affectiva recognized emotions most successfully for Deaf subjects 
(50%), but was less successful for hearing subjects (39.2%) and CODA subjects (38.1%). 
Affectiva tended to be best at recognizing “happy” emotions in all three subject types, 
especially in Deaf subjects. 
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Azure Results: 
Confusion Matrix 
Azure / CODA 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels anger 11 0 0 4 9 1 25 44.0% 
disgust 4 11 0 5 5 0 25 44.0% 
fear 0 0 0 5 13 7 25 0.0% 
happy 0 0 0 25 0 0 25 100.0% 
sad 3 0 0 7 15 0 25 60.0% 
surprise 0 0 0 21 0 4 25 16.0% 
 Total 18 11 0 67 42 12 150  
Precision 61.1% 100.0% N/A 37.3% 35.7% 33.3%  44.0% 
Table 5: Confusion matrix for Azure emotion detection results on CODA subjects. 
Confusion Matrix 
Azure / Deaf 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels anger 6 0 0 3 16 0 25 24.0% 
disgust 9 6 0 5 5 0 25 24.0% 
fear 6 0 0 3 6 10 25 0.0% 
happy 0 0 0 25 0 0 25 100.0% 
sad 0 0 0 3 22 0 25 88.0% 
surprise 0 0 0 14 0 11 25 44.0% 
 Total 21 6 0 53 49 21 150  
Precision 28.6% 100.0% N/A 47.2% 44.9% 52.4%  46.7% 
Table 6: Confusion matrix for Azure emotion detection results on Deaf subjects. 
Confusion Matrix 
Azure / Hearing 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels anger 0 1 0 20 1 3 25 0.0% 
disgust 2 0 0 21 2 0 25 0.0% 
fear 0 0 0 8 3 14 25 0.0% 
happy 0 0 0 25 0 0 25 100.0% 
sad 0 0 0 17 3 5 25 12.0% 
surprise 0 0 0 20 0 5 25 20.0% 
 Total 2 1 0 111 9 27 150  
Precision 0.0% 0.0% N/A 22.5% 33.3% 18.5%  22.0% 
Table 7: Confusion matrix for Azure emotion detection results on hearing subjects. 
Overall, Azure was significantly better at recognizing emotions for CODA 
subjects (44%) and Deaf subjects (47%) than it was for hearing subjects (22%). The 
“fear” emotion was never recognized correctly in any subject type. In addition, “anger” 
and “disgust” were never recognized correctly for hearing subjects. 
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EmoVu Results: 
Confusion Matrix 
EmoVu / CODA 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels anger 18 0 4 0 3 0 25 72.0% 
disgust 11 7 5 1 1 0 25 28.0% 
fear 7 0 11 0 5 2 25 44.0% 
happy 0 1 0 23 0 0 24 95.8% 
sad 8 0 2 0 10 0 20 50.0% 
surprise 0 1 3 14 0 5 23 21.7% 
 Total 44 9 25 38 19 7 142  
Precision 40.9% 77.8% 44.0% 60.5% 52.6% 71.4%  52.1% 
Table 8: Confusion matrix for EmoVu emotion detection results on CODA subjects. 
Confusion Matrix 
EmoVu / Deaf 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels anger 16 0 0 0 0 0 16 100.0% 
disgust 4 13 0 1 0 0 18 72.2% 
fear 0 3 7 0 2 0 12 58.3% 
happy 0 3 0 13 0 0 16 81.3% 
sad 7 4 0 2 4 0 17 23.5% 
surprise 1 1 8 3 0 0 13 0.0% 
 Total 28 24 15 19 6 0 92  
Precision 57.1% 54.2% 46.7% 68.4% 66.7% N/A  57.6% 
Table 9: Confusion matrix for EmoVu emotion detection results on Deaf subjects. 
Confusion Matrix 
EmoVu / Hearing 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels anger 13 2 4 1 1 4 25 52.0% 
disgust 11 5 0 8 0 1 25 20.0% 
fear 7 1 10 2 0 5 25 40.0% 
happy 1 1 1 20 2 0 25 80.0% 
sad 11 0 0 7 2 5 25 8.0% 
surprise 2 1 7 14 0 1 25 4.0% 
 Total 45 10 22 52 5 16 150  
Precision 28.9% 50.0% 45.5% 38.5% 40.0% 6.3%  34.0% 
Table 10: Confusion matrix for EmoVu emotion detection results on hearing subjects. 
Overall, EmoVu was best at recognizing emotions for CODA subjects (52%) and 
Deaf subjects (58%). In fact, these were the highest rates for CODA and Deaf subjects of 
any of the services tested. EmoVu was best at detecting the “happy” emotion in CODA 
and Deaf subjects. It never detected the “surprise” emotion correctly for any of the Deaf 
subjects.  
  
22 
Face++ Results: 
Confusion Matrix 
Face++ / CODA 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels anger 7 7 0 5 4 2 25 28.0% 
disgust 0 14 0 7 4 0 25 56.0% 
fear 3 1 5 1 6 9 25 20.0% 
happy 0 0 0 25 0 0 25 100.0% 
sad 5 1 4 5 9 0 24 37.5% 
surprise 0 0 0 19 0 6 25 24.0% 
 Total 15 23 9 62 23 17 149  
Precision 46.7% 60.9% 55.6% 40.3% 39.1% 35.3%  44.3% 
Table 11: Confusion matrix for Face++ emotion detection results on CODA subjects. 
Confusion Matrix 
Face++ / Deaf 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels 
anger 7 6 0 0 7 0 20 35.0% 
disgust 3 15 2 4 1 0 25 60.0% 
fear 0 7 12 2 2 2 25 48.0% 
happy 0 0 5 20 0 0 25 80.0% 
sad 0 4 0 3 13 0 20 65.0% 
surprise 0 0 1 16 1 5 23 21.7% 
 Total 10 32 20 45 24 7 138  
Precision 70.0% 46.9% 60.0% 44.4% 54.2% 71.4%  52.2% 
Table 12: Confusion matrix for Face++ emotion detection results on Deaf subjects. 
Confusion Matrix 
Face++ / Hearing 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels 
anger 0 1 0 16 0 8 25 0.0% 
disgust 0 4 0 14 4 3 25 16.0% 
fear 0 1 0 9 1 14 25 0.0% 
happy 0 0 0 25 0 0 25 100.0% 
sad 0 0 0 20 0 5 25 0.0% 
surprise 0 0 1 15 0 9 25 36.0% 
 Total 0 6 1 99 5 39 150  
Precision N/A 66.7% 0.0% 25.3% 0.0% 23.1%  25.3% 
Table 13: Confusion matrix for Face++ emotion detection results on hearing subjects. 
Face++ correctly recognized emotions of Deaf subjects at the highest rate (52%), 
followed by CODA subjects (44%). Emotions of hearing subjects were recognized 
correctly only 25% of the time, less than half the rate of Deaf subjects. The “anger”, 
“fear”, and “sad” emotions were never recognized correctly for hearing subjects, 
although the rates were better for CODA and Deaf subjects.  
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Kairos Results: 
Confusion Matrix 
Kairos / CODA 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels 
anger 7 1 6 0 0 0 14 50.0% 
disgust 3 2 3 0 2 0 10 20.0% 
fear 0 3 9 0 0 2 14 64.3% 
happy 0 0 5 12 0 0 17 70.6% 
sad 1 0 5 1 0 0 7 0.0% 
surprise 0 1 3 9 1 1 15 6.7% 
 Total 11 7 31 22 3 3 77  
Precision 63.6% 28.6% 29.0% 54.5% 0.0% 33.3%  40.3% 
Table 14: Confusion matrix for Kairos emotion detection results on CODA subjects. 
Confusion Matrix 
Kairos / Deaf 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels 
anger 3 2 6 0 2 1 14 21.4% 
disgust 1 6 7 0 0 0 14 42.9% 
fear 1 3 8 0 1 0 13 61.5% 
happy 0 1 11 0 0 0 12 0.0% 
sad 0 4 3 0 7 0 14 50.0% 
surprise 1 3 10 0 0 0 14 0.0% 
 Total 6 19 45 0 10 1 81  
Precision 50.0% 31.6% 17.8% N/A 70.0% 0.0%  29.6% 
Table 15: Confusion matrix for Kairos emotion detection results on Deaf subjects. 
Confusion Matrix 
Kairos / Hearing 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels 
anger 7 1 1 0 1 0 10 70.0% 
disgust 6 3 1 0 0 0 10 30.0% 
fear 5 0 9 0 0 0 14 64.3% 
happy 0 0 3 16 0 0 19 84.2% 
sad 5 0 1 0 1 0 7 14.3% 
surprise 0 0 10 5 0 4 19 21.1% 
 Total 23 4 25 21 2 4 79  
Precision 30.4% 75.0% 36.0% 76.2% 50.0% 100.0%  50.6% 
Table 16: Confusion matrix for Kairos emotion detection results on hearing subjects. 
Kairos had a much higher emotion recognition rate for hearing subjects (51%) vs. 
CODA subjects (40%) and Deaf subjects (30%). It was the only service whose success 
rate was highest for hearing subjects. Kairos was very good at identifying “happy” in 
hearing subjects, but never recognized “happy” in Deaf subjects. 
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Sightcorp Results: 
Confusion Matrix 
Sightcorp / CODA 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels 
anger 8 0 7 0 10 0 25 32.0% 
disgust 8 6 3 4 2 2 25 24.0% 
fear 3 0 4 0 13 5 25 16.0% 
happy 0 0 0 25 0 0 25 100.0% 
sad 11 1 7 2 4 0 25 16.0% 
surprise 1 0 0 21 0 3 25 12.0% 
 Total 31 7 21 52 29 10 150  
Precision 25.8% 85.7% 19.0% 48.1% 13.8% 30.0%  33.3% 
Table 17: Confusion matrix for Sightcorp emotion detection results on CODA subjects. 
Confusion Matrix 
Sightcorp / Deaf 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels 
anger 12 5 2 1 4 0 24 50.0% 
disgust 6 11 1 6 0 0 24 45.8% 
fear 16 2 3 4 0 0 25 12.0% 
happy 5 2 1 12 3 0 23 52.2% 
sad 9 4 1 4 6 0 24 25.0% 
surprise 12 0 9 3 1 0 25 0.0% 
 Total 60 24 17 30 14 0 145  
Precision 20.0% 45.8% 17.6% 40.0% 42.9% N/A  30.3% 
Table 18: Confusion matrix for Sightcorp emotion detection results on Deaf subjects. 
Confusion Matrix 
Sightcorp / Hearing 
Detected  
anger disgust fear happy sad surprise Total Recall 
Labels 
anger 8 6 5 1 3 2 25 32.0% 
disgust 8 6 0 6 4 1 25 24.0% 
fear 13 3 1 3 0 5 25 4.0% 
happy 0 1 0 24 0 0 25 96.0% 
sad 8 8 0 1 7 1 25 28.0% 
surprise 4 1 0 16 2 2 25 8.0% 
 Total 41 25 6 51 16 11 150  
Precision 19.5% 24.0% 16.7% 47.1% 43.8% 18.2%  32.0% 
Table 19: Confusion matrix for Sightcorp emotion detection results on hearing subjects. 
Sightcorp had similar emotion recognition rates for all three subject types (30-
33%). Its overall success rate (32%) was the lowest of all six services tested. Sightcorp 
never recognized “surprise” in Deaf subjects. 
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ASL Linguistic Marker Recognition 
This section contains the results for each of the six services when performing 
emotion detection on the ASL linguistic marker images of CODA and Deaf subjects. 
Affectiva Results: 
ASL Linguistic 
Markers 
Affectiva 
Detected  
anger disgust fear happy sad surprise Total 
  CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf  
Labels CS 11 5 1 0 0 0 0 0 4 5 0 0 26 
INTENSE 5 0 0 2 2 0 0 7 6 0 2 0 24 
MM 5 1 1 1 0 0 0 0 9 0 0 0 17 
PS 11 5 1 4 0 0 0 0 4 7 0 0 32 
PUFF 3 8 0 4 0 0 0 0 6 1 2 1 25 
TH 10 0 0 4 0 0 0 0 5 0 0 0 19 
 Total 45 19 3 15 2 0 0 7 34 13 4 1 143 
Table 20: Results matrix for Affectiva emotion detection for ASL linguistic markers. 
Observations from Affectiva results: 
• CS: Affectiva tended to recognize the CS expression as “anger” and “sad” in 
both Deaf and CODA subjects. 
• INTENSE: INTENSE was recognized primarily as “happy” in Deaf subjects, 
but in CODA subjects was more often categorized as “sad” or “anger”. 
• MM: Only two of the 25 Deaf MM samples were actually detected as faces 
by Affectiva. For CODA subjects, MM was most often recognized as “sad”. 
• PS: Recognized as a mixture of “anger”, “disgust”, and “sad” in both Deaf 
and CODA subjects. 
• PUFF: Most often recognized as “anger” in Deaf subjects, and as “sad” in 
CODA subjects. 
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• TH: Only four of the 25 Deaf TH samples were detected as a face; these were 
all recognized as “disgust”. For CODA subjects, TH was recognized as 
“anger” or “sad”. 
Azure Results: 
ASL Linguistic 
Markers 
Azure 
Detected  
anger disgust fear happy sad surprise Total 
  CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf  
Labels CS 4 3 0 0 0 0 19 17 1 5 0 0 49 
INTENSE 4 0 0 5 1 0 7 14 9 6 4 0 50 
MM 3 5 0 0 0 0 9 13 9 7 0 0 46 
PS 10 0 2 0 0 0 12 6 0 15 1 0 46 
PUFF 3 0 0 0 0 0 2 5 16 20 4 0 50 
TH 0 1 7 6 0 0 9 13 4 5 5 0 50 
 Total 24 9 9 11 1 0 58 68 39 58 14 0 291 
Table 21: Results matrix for Azure emotion detection for ASL linguistic markers. 
Observations from Azure results: 
• CS: Azure mostly recognized the CS expression as “happy” in both Deaf and 
CODA subjects. It was also frequently categorized as “contempt” for CODA 
subjects. 
• INTENSE: Usually identified as “happy” or “sad” for both Deaf and CODA 
subjects. 
• MM: Also identified as a mixture of “happy” and “sad” for both Deaf and 
CODAs. 
• PS: Mostly recognized as “sad” in Deaf subjects, and sometimes as “happy”. 
Usually identified as either “happy” or “anger” in CODAs. 
• PUFF: Largely identified as “sad” in both Deaf and CODA subjects. 
• TH: Most often identified as “happy” or “disgust” in both Deaf and CODAs. 
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EmoVu Results: 
ASL Linguistic 
Markers 
EmoVu 
Detected  
anger disgust fear happy sad surprise Total 
  CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf  
Labels 
CS 5 9 8 3 5 0 0 1 1 1 0 0 33 
INTENSE 5 1 3 6 10 0 1 5 4 0 0 0 35 
MM 1 2 0 0 0 0 1 2 13 0 0 0 19 
PS 13 15 7 1 4 0 0 0 1 1 0 0 42 
PUFF 11 9 0 1 2 0 0 1 5 0 0 0 29 
TH 0 5 12 0 6 0 0 6 1 0 0 0 30 
 Total 35 41 30 11 27 0 2 15 25 2 0 0 188 
Table 22: Results matrix for EmoVu emotion detection for ASL linguistic markers. 
Observations from EmoVu results: 
• CS: EmoVu mostly recognized CS as “anger” in Deaf subjects, and “disgust” 
in CODA subjects. For some CODAs, it was also identified as “fear” or 
“anger”. 
• INTENSE: Mostly seen as “disgust” and “happy” in Deaf subjects, but 
primarily as “fear” in CODAs. 
• MM: Only four of the 25 Deaf MM samples were detected as faces by 
EmoVu. Very strongly recognized as “sad” in CODA subjects. 
• PS: Mostly recognized as “anger” in both Deaf and CODA subjects. 
• PUFF: Also mostly recognized as “anger” in both Deaf and CODAs. 
• TH: Seen as “happy” and “anger” in Deaf subjects, but as “disgust” and 
“fear” in CODAs. 
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Face++ Results: 
ASL Linguistic 
Markers 
Face++ 
Detected  
anger disgust fear happy sad surprise Total 
  CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf  
Labels 
CS 1 5 13 3 1 0 4 11 6 6 0 0 50 
INTENSE 4 0 2 7 10 2 3 6 6 10 0 0 50 
MM 0 1 7 0 0 4 9 12 9 8 0 0 50 
PS 9 2 13 11 0 0 3 2 0 5 0 0 45 
PUFF 9 0 2 0 1 2 0 3 8 15 5 0 45 
TH 1 4 18 8 3 2 2 4 0 1 1 1 45 
 Total 24 12 55 29 15 10 21 38 29 45 6 1 285 
Table 23: Results matrix for Face++ emotion detection for ASL linguistic markers. 
Observations from Face++ results: 
• CS: Face++ mostly recognized CS as “happy” or “sad” in Deaf subjects, but 
as “disgust” or “sad” in CODAs. 
• INTENSE: Primarily identified as “sad” or “disgust” in Deaf subjects, but as 
“fear” or “sad” in CODAs. 
• MM: Most often recognized as “happy” or “sad” for both Deaf and CODA 
subjects. 
• PS: Primarily identified as “disgust” for both Deaf and CODA subjects. 
• PUFF: Largely “sad” in Deaf subjects, but a mixture of “anger” and “sad” in 
CODAs. 
• TH: Most often identified as “disgust” in both Deaf and CODAs. 
  
  
29 
Kairos Results:  
ASL Linguistic 
Markers 
Kairos 
Detected  
anger disgust fear happy sad surprise Total 
  CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf  
Labels 
CS 0 0 7 1 2 2 0 1 1 1 0 0 15 
INTENSE 0 1 3 1 9 3 0 0 0 1 1 0 19 
MM 1 0 2 0 2 1 0 0 9 0 0 0 15 
PS 5 0 4 3 4 8 0 0 2 0 0 0 26 
PUFF 3 0 3 0 5 3 0 0 1 3 3 0 21 
TH 5 0 0 1 1 0 0 0 1 1 0 0 9 
 Total 14 1 19 6 23 17 0 1 14 6 4 0 105 
Table 24: Results matrix for Kairos emotion detection for ASL linguistic markers. 
Kairos detected between one and six faces out of 25 for each of the linguistic 
markers except for PS, where it detected 11 of 25. Because of this, the data for Deaf 
subjects here will not be discussed. 
Observations from Kairos results for CODA subjects: 
• CS: Primarily recognized as “disgust”. 
• INTENSE: Mostly recognized as “fear”. 
• MM: Mostly identified as “sad”. 
• PS: Nearly evenly split between “anger”, “disgust”, and “fear”. 
• PUFF: Most often identified as “fear”. 
• TH: Primarily recognized as “anger”. 
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Sightcorp Results: 
ASL Linguistic 
Markers 
Sightcorp 
Detected  
anger disgust fear happy sad surprise Total 
  CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf  
Labels 
CS 6 4 1 13 1 1 3 4 13 0 0 0 46 
INTENSE 7 6 0 1 14 2 0 3 2 9 0 0 44 
MM 9 4 5 4 3 5 2 5 3 4 0 0 44 
PS 8 16 3 2 2 2 2 3 5 2 5 0 50 
PUFF 12 6 4 6 3 2 0 6 4 2 0 2 47 
TH 8 6 2 3 7 5 2 7 6 1 0 0 47 
 Total 50 42 15 29 30 17 9 28 33 18 5 2 278 
Table 25: Results matrix for Sightcorp emotion detection for ASL linguistic markers. 
Observations from Sightcorp results: 
• CS: Mostly identified as “disgust” for Deaf subjects, but as “sad” for CODAs. 
• INTENSE: Mostly recognized as “sad” for Deaf subjects, but as “fear” for 
CODAs. 
• MM: Identified primarily as “anger” for CODAs, but there is no clear pattern 
for Deaf subjects. 
• PS: Most often identified as “anger” for both Deaf and CODA subjects. 
• PUFF: Like MM, identified primarily as “anger” for CODAs, but there is no 
clear pattern for Deaf subjects. 
• TH: Mostly recognized as “anger” or “fear” for both CODAs, and as “happy” 
or “anger” for Deaf subjects. 
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Results Comparison with Published Samples 
As a simple verification of the procedure, the 12 photos from [21] in Figure 2, six 
emotions and six ASL linguistic markers of Deaf subjects, were submitted to each of the 
six emotion recognition services. Note that these still images were captured from digital 
videos by a certified FACS coder (in the case of the emotion images) and by a native 
ASL signer (in the case of the ASL linguistic marker images), as described in [21]. 
 Affectiva Azure EmoVu Face++ Kairos Sightcorp 
Emotions 3 (50%) 6 (100%) 6 (100%) 6 (100%) 4 (67%) 6 (100%) 
ASL Linguistic 
Markers 
1 (17%) 6 (100%) 6 (100%) 6 (100%) 5 (83%) 6 (100%) 
Table 26: Number of photos from Figure 2 in which faces were detected. 
The results in Table 26 show a similar trend to the face detection results obtained 
in this chapter, which are shown in Table 1. Specifically, two of the services (Affectiva 
and Kairos) consistently struggled to detect faces in the images of Deaf subjects, and 
three of the services (Azure, Face++, and Sightcorp) had consistently better face 
detection rates for the images of Deaf subjects. EmoVu detected faces more consistently 
on this 12-photo sample than in the larger 300-photo dataset of Deaf subjects used in this 
chapter. 
 Detected  
anger disgust fear happy sad surprise Total 
Labels CS 2 1 0 2 0 0 5 
INTENSE 1 1 1 2 0 0 5 
MM 1 3 0 0 2 0 6 
PS 4 1 0 0 0 0 5 
PUFF 2 1 1 0 1 0 5 
TH 1 2 0 0 1 0 4 
 Total 11 9 2 4 4 0 30 
Table 27: Results matrix for ASL linguistic markers from Figure 2 across all six services. 
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From the results in Table 27, we can see that the services have a strong tendency 
to detect “anger” and “disgust” emotions in the six ASL linguistic marker photos from 
Figure 2. This is generally consistent with the results obtained using the 300-photo 
dataset of ASL linguistic markers for CODA and Deaf subjects described in this chapter. 
Based on these results, we hypothesize that the trend of recognizing ASL linguistic 
markers as negative emotions is not limited just to the dataset used in this study. 
Overall Results 
 This section summarizes the results and trends for face detection, emotion 
recognition, and ASL linguistic marker recognition across all six services tested and 
across all three subject types: hearing, CODA, and Deaf. 
Face Detection 
The overall face detection rates, averaged across all six services, are shown in 
Table 28. They are clearly highest for hearing subjects (97%), slightly lower for CODA 
subjects (89%), and lowest for Deaf subjects (75%). This ordering is true nearly across 
the board for all of the services (see Table 1 for detailed results broken down by service), 
except for the Azure service, which had face detection rates above 98% for all three 
subject types. 
Subject Type Percentage of photos 
with face detected 
CODA (out of 300) 89% 
Deaf (out of 300) 75% 
Hearing (out of 150) 97% 
Total (out of 750) 85% 
Table 28: Percentage of photos in which faces were detected across all six services. 
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  Affectiva Azure EmoVu Face++ Kairos Sightcorp Overall % 
Emotions 
(out of 75) 
Anger 51 75 66 70 70 74 90.2% 
Disgust 43 75 68 75 68 74 89.6% 
Fear 54 75 62 75 68 75 90.9% 
Happy 55 75 65 75 68 73 91.3% 
Sad 54 75 62 69 64 74 88.4% 
Surprise 52 75 61 73 68 75 89.8% 
ASL 
Linguistic 
Markers 
(out of 50) 
CS 26 49 33 50 32 46 78.7% 
INTENSE 24 50 35 50 34 44 79.0% 
MM 17 46 19 50 21 44 65.7% 
PS 32 46 42 45 46 50 87.0% 
PUFF 25 50 29 45 37 47 77.7% 
TH 19 50 30 45 31 47 74.0% 
Table 29: Number of photos for each emotion and ASL linguistic marker in which faces were 
detected. 
The photos with the ASL linguistic marker expressions were much less likely to 
have a face detected in the image. MM was the worst, with only a 66% face detection rate 
in these photos. All six of the linguistic markers had lower overall face detection rates 
(66% to 87%) than any of the six emotion expressions (ranged from 88% to 91%).  
Emotion Recognition 
 Affectiva Azure EmoVu Face++ Kairos Sightcorp Average 
CODA 38.1% 44.0% 52.1% 44.3% 40.3% 33.3% 42.0% 
Deaf 50.0% 46.7% 57.6% 52.2% 29.6% 30.3% 44.4% 
Hearing 39.2% 22.0% 34.0% 25.3% 50.6% 32.0% 33.9% 
Overall 41.7% 37.6% 46.4% 40.3% 40.1% 31.9% 39.7% 
Table 30: Overall successful emotion recognition rates for each of the six services. 
Deaf subjects consistently had the highest emotion detection rates across the 
majority of the services tested. CODA subjects had a comparable detection rate overall, 
though slightly lower. Hearing subjects had an emotion detection rate that was typically 
more than 10% worse than the Deaf subjects, with two clear outliers (Kairos and 
Sightcorp). 
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Precision (P) and Recall (R) Values by Service 
Affectiva Azure EmoVu Face++ Kairos Sightcorp 
P R P R P R P R P R P R 
CODA 
anger 38% 32% 61% 44% 41% 72% 47% 28% 64% 50% 26% 32% 
disgust 18% 31% 100% 44% 78% 28% 61% 56% 29% 20% 86% 24% 
fear 75% 33% n/a 0% 44% 44% 56% 20% 29% 64% 19% 16% 
happy 50% 81% 37% 100% 61% 96% 40% 100% 55% 71% 48% 100% 
sad 44% 27% 36% 60% 53% 50% 39% 38% 0% 0% 14% 16% 
surprise 20% 13% 33% 16% 71% 22% 35% 24% 33% 7% 30% 12% 
Deaf 
anger 50% 62% 29% 24% 57% 100% 70% 35% 50% 21% 20% 50% 
disgust 23% 58% 100% 24% 54% 72% 47% 60% 32% 43% 46% 46% 
fear 100% 17% n/a 0% 47% 58% 60% 48% 18% 62% 18% 12% 
happy 83% 77% 47% 100% 68% 81% 44% 80% n/a 0% 40% 52% 
sad 64% 47% 45% 88% 67% 24% 54% 65% 70% 50% 43% 25% 
surprise 60% 40% 52% 44% n/a 0% 71% 22% 0% 0% n/a 0% 
Hearing 
anger 33% 21% 0% 0% 29% 52% n/a 0% 30% 70% 20% 32% 
disgust 17% 20% 0% 0% 50% 20% 67% 16% 75% 30% 24% 24% 
fear 48% 42% n/a 0% 46% 40% 0% 0% 36% 64% 17% 4% 
happy 48% 100% 23% 100% 39% 80% 25% 100% 76% 84% 47% 96% 
sad 50% 15% 33% 12% 40% 8% 0% 0% 50% 14% 44% 28% 
surprise 32% 29% 19% 20% 6% 4% 23% 36% 100% 21% 18% 8% 
Total 
anger 41% 35% 42% 23% 40% 71% 56% 20% 43% 45% 21% 38% 
disgust 20% 35% 94% 23% 58% 37% 54% 44% 37% 32% 41% 31% 
fear 58% 33% n/a 0% 45% 45% 57% 23% 26% 63% 18% 11% 
happy 53% 87% 33% 100% 51% 86% 34% 93% 65% 58% 46% 84% 
sad 55% 30% 40% 53% 53% 26% 42% 32% 53% 29% 29% 23% 
surprise 36% 27% 33% 27% 26% 10% 32% 27% 63% 10% 24% 7% 
Table 31: Summary of all confusion matrices of emotion detection results. 
One clear trend is that “happy” is well-recognized across all subject types by 
nearly all of the services tested. All of the other emotions had widely varying detection 
rates across both services and subject types. The most significant split seems to be 
between the hearing subjects and the Deaf/CODA subjects. In particular, images of 
“anger”, “disgust”, and “sad” tended to have much higher detection accuracy for Deaf 
and CODA subjects than for hearing subjects. 
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ASL Linguistic Marker Recognition 
 
Affectiva Azure EmoVu Face++ Kairos Sightcorp 
CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf CODA Deaf 
CS 
anger 69% 50% 17% 12% 26% 64% 4% 20% 0% 0% 25% 18% 
disgust 6% 0% 0% 0% 42% 21% 52% 12% 70% 20% 4% 59% 
fear 0% 0% 0% 0% 26% 0% 4% 0% 20% 40% 4% 5% 
happy 0% 0% 79% 68% 0% 7% 16% 44% 0% 20% 13% 18% 
sad 25% 50% 4% 20% 5% 7% 24% 24% 10% 20% 54% 0% 
surprise 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
INTENSE 
anger 33% 0% 16% 0% 22% 8% 16% 0% 0% 17% 30% 29% 
disgust 0% 22% 0% 20% 13% 50% 8% 28% 23% 17% 0% 5% 
fear 13% 0% 4% 0% 43% 0% 40% 8% 69% 50% 61% 10% 
happy 0% 78% 28% 56% 4% 42% 12% 24% 0% 0% 0% 14% 
sad 40% 0% 36% 24% 17% 0% 24% 40% 0% 17% 9% 43% 
surprise 13% 0% 16% 0% 0% 0% 0% 0% 8% 0% 0% 0% 
MM 
anger 33% 50% 14% 20% 7% 50% 0% 4% 7% 0% 41% 18% 
disgust 7% 50% 0% 0% 0% 0% 28% 0% 14% 0% 23% 18% 
fear 0% 0% 0% 0% 0% 0% 0% 16% 14% 100% 14% 23% 
happy 0% 0% 43% 52% 7% 50% 36% 48% 0% 0% 9% 23% 
sad 60% 0% 43% 28% 87% 0% 36% 32% 64% 0% 14% 18% 
surprise 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
PS 
anger 69% 31% 40% 0% 52% 88% 36% 10% 33% 0% 32% 64% 
disgust 6% 25% 8% 0% 28% 6% 52% 55% 27% 27% 12% 8% 
fear 0% 0% 0% 0% 16% 0% 0% 0% 27% 73% 8% 8% 
happy 0% 0% 48% 29% 0% 0% 12% 10% 0% 0% 8% 12% 
sad 25% 44% 0% 71% 4% 6% 0% 25% 13% 0% 20% 8% 
surprise 0% 0% 4% 0% 0% 0% 0% 0% 0% 0% 20% 0% 
PUFF 
anger 27% 57% 12% 0% 61% 82% 36% 0% 20% 0% 52% 25% 
disgust 0% 29% 0% 0% 0% 9% 8% 0% 20% 0% 17% 25% 
fear 0% 0% 0% 0% 11% 0% 4% 10% 33% 50% 13% 8% 
happy 0% 0% 8% 20% 0% 9% 0% 15% 0% 0% 0% 25% 
sad 55% 7% 64% 80% 28% 0% 32% 75% 7% 50% 17% 8% 
surprise 18% 7% 16% 0% 0% 0% 20% 0% 20% 0% 0% 8% 
TH 
anger 67% 0% 0% 4% 0% 45% 4% 20% 71% 0% 32% 27% 
disgust 0% 100% 28% 24% 63% 0% 72% 40% 0% 50% 8% 14% 
fear 0% 0% 0% 0% 32% 0% 12% 10% 14% 0% 28% 23% 
happy 0% 0% 36% 52% 0% 55% 8% 20% 0% 0% 8% 32% 
sad 33% 0% 16% 20% 5% 0% 0% 5% 14% 50% 24% 5% 
surprise 0% 0% 20% 0% 0% 0% 4% 5% 0% 0% 0% 0% 
Table 32: Details of ASL linguistic marker recognition for each emotion detection service. 
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 CODA Deaf  CODA Deaf  CODA Deaf 
CS 
anger 23% 26% 
MM 
anger 17% 16% 
PUFF 
anger 35% 23% 
disgust 25% 20% disgust 13% 6% disgust 8% 11% 
fear 8% 3% fear 4% 13% fear 9% 7% 
happy 22% 34% happy 19% 41% happy 2% 15% 
sad 22% 18% sad 46% 24% sad 34% 41% 
surprise 0% 0% surprise 0% 0% surprise 12% 3% 
INTENSE 
anger 20% 8% 
PS 
anger 43% 35% 
TH 
anger 21% 19% 
disgust 6% 22% disgust 23% 19% disgust 34% 26% 
fear 37% 7% fear 8% 9% fear 15% 8% 
happy 9% 36% happy 13% 10% happy 11% 36% 
sad 22% 27% sad 9% 27% sad 15% 10% 
surprise 6% 0% surprise 5% 0% surprise 5% 1% 
Table 33: Summary of ASL linguistic marker recognition across all emotion detection services. 
Table 32 shows the detailed results by service of the ASL linguistic marker 
recognition as emotions, and Table 33 is the same data summarized across all services. 
There are very clear trends for how several of the ASL linguistic markers are recognized 
by the emotion recognition APIs: 
CS: For both CODAs and Deaf subjects, CS tends to be identified as “happy”, 
“anger”, “disgust”, or “sad”, all at comparable rates. 
INTENSE: Identification of INTENSE significantly varies between CODAs and 
Deaf subjects. It is most often identified as “happy” for Deaf subjects, and “fear” for 
CODA subjects. 
MM: This expression is typically identified as “happy”, “sad”, or “anger” for 
both CODAs and Deaf subjects. 
PS: For both CODAs and Deaf subjects, the PS expression is usually identified as 
“anger” or “disgust”. 
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PUFF: This expression is mostly recognized as “anger” or “sad” for both CODAs 
and Deaf subjects. 
TH: The TH linguistic marker is frequently identified as “happy” for Deaf 
subjects, and also as “disgust” or “anger” for both Deaf and CODA subjects. 
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CHAPTER FOUR: DISCUSSION 
Interpretation of Results 
 As the results in the previous chapter show, the emotions of Deaf subjects were 
more readily recognized by the existing algorithms than the emotions of hearing subjects. 
This could be due to the stronger facial expressions made by Deaf subjects in general, 
since this is a primary component of ASL communication. 
 A clear conclusion from these results is that current emotion recognition services 
are consistently misinterpreting ASL linguistic markers as negative emotions. For 
example, a Deaf person making the PUFF expression will often be incorrectly identified 
as being angry or sad, when in fact PUFF does not indicate either of these emotions. In 
fact, most linguistic markers that were tested showed a stronger tendency to be 
recognized as “anger” as compared to any other type of emotion. 
 ASL linguistic markers are not only used by Deaf signers, but also by CODAs. In 
fact, previous research has shown that CODAs produce ASL linguistic markers even 
when conversing with non-signers, synchronized with the clause in which the linguistic 
marker would have been appropriate if using ASL [24]. These markers were present even 
if they conflicted with the conventional facial expressions used by non-signers. CODA 
participants “did not completely inhibit the production of furrowed brows with English 
wh-questions, even when this facial gesture could communicate pragmatically 
inappropriate and misleading information, [and] non-signers frequently misinterpret their 
facial expressions as conveying negative affect” [24]. This correlates strongly with the 
results in this study that emotion recognition APIs interpret these ASL linguistic markers 
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most frequently as “anger”. 
Growing surveillance of public and private spaces and availability of face 
detection technology will make computerized emotion recognition more common. The 
danger is that for Deaf people or for CODAs, these systems will detect emotions such as 
anger when those emotions are not actually present, which could lead to bad outcomes in 
scenarios like law enforcement or other interactions. [28] cites numerous cases of Deaf 
individuals being mistreated by law enforcement due to inability to communicate or 
misinterpretation of the behavior of the Deaf individual. For example, a Deaf person in 
handcuffs is completely unable to communicate other than by movement of the face or 
head, and these movements will not be understood or could be interpreted as threatening 
by hearing officers [28]. 
Avoiding Bias 
 One question for future work is how to create a comprehensive database of ASL 
linguistic markers using both Deaf and CODA subjects. This study used only 750 photos 
from 15 subjects, which is not large enough to draw any strong conclusions or perform 
more detailed analysis. This would be useful not only for detecting ASL linguistic 
markers, but also for improving the detection of emotions in these subjects. Based on the 
results of this study, emotions of Deaf subjects are already well-recognized by existing 
products, but it is still undetermined whether there are significant differences between the 
emotional facial expressions of Deaf/CODA individuals as compared to hearing 
individuals. Within the database, in addition to standard factors such as age and gender, 
there are many unique factors that need to be considered and included when selecting 
  
40 
subjects. For example, is the Deaf/CODA subject a native ASL signer? Does the subject 
have Deaf or hearing parents? Only 5% to 10% of the Deaf community is made up of 
native signers, that is, Deaf individuals born to Deaf parents [26]. Did the subject attend 
school with hearing children (mainstream) or Deaf children (residential institution)? At 
what age did the subject learn sign language? What is the birth order of the subject? 
Answers to these questions will all likely have an impact on the types of facial 
expressions made by the subject. 
 In order to avoid bias in such a database, it would be important for the photos to 
accurately depict each of the ASL linguistic markers as interpreted by native ASL 
signers. [20] performed an experiment indicating that subtle changes in the eyes and 
mouth can be detected much more consistently by native ASL signers than by non-
signers. In particular, Deaf signers show the highest aptitude for detecting subtle changes 
in the mouth, perhaps due to their extensive experience with lipreading. Also, hearing 
native signers (CODAs) show the highest aptitude for detecting slight differences in the 
eyes, which is attributed to experience interpreting ASL linguistic facial expressions. 
People who are not native signers, such as hearing researchers, may have difficulty even 
identifying these slight differences or understanding their linguistic significance, whereas 
native ASL signers have a finely-tuned capability for identifying small differences in 
facial and head position, which are “loud” to native signers [3]. This ability is enhanced 
by the fact that signers focus on the face of their addressee, rather than on their hands, 
which allows them to rapidly identify both linguistic and emotional facial expressions 
[11]. Because of this, it is imperative that both Deaf signers and CODAs are involved in 
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the selection and classification of photos to be used in a database of ASL linguistic 
markers.  
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CHAPTER FIVE: CONCLUSION 
Summary of Method 
 Facial and head movements have important linguistic roles in ASL and other sign 
languages and can often significantly alter the meaning or interpretation of what is being 
communicated. Native signers, both Deaf and hearing (CODAs), have been shown to 
have higher proficiency than non-signers at identifying and processing emotional and 
ASL linguistic facial expressions. In developing technologies for automatic interpretation 
of ASL, facial expression recognition must incorporate these ASL linguistic markers 
correctly. Without being trained, both human observers and existing facial expression 
recognition tools will misinterpret ASL linguistic facial expressions as emotions, which 
could lead to serious miscommunication. Technologies that enable accurate recognition 
of ASL linguistic markers could be a step toward greater independence and 
empowerment for the Deaf community. 
 This study involved gathering over 2,000 photographs of hearing, Deaf, and 
CODA subjects. Each subject produced the six universal emotional facial expressions: 
sad, happy, surprise, anger, fear, disgust. In addition, each Deaf and CODA subject 
produced six different ASL linguistic facial expressions: MM (meaning effortlessly or 
regularly), CS (meaning recently), TH (meaning carelessly or inattentively), INTENSE 
(meaning much greater than expected), PUFF (meaning a great deal or a large amount), 
PS (meaning smoothly, very thin, quickly, or easily). See Figure 3 and Figure 4 for 
examples of each expression collected.  
 The number of photographs was reduced to a set of 750 by manually selecting the 
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photos that appeared to be at the peak of each emotional and ASL linguistic facial 
expression. Each of these photos was then submitted to the six emotional facial 
expression recognition services that were used for this study: Affectiva, EmoVu Cloud 
API, Face++ Cognitive Services, Kairos, Microsoft Azure Cognitive Services Face API, 
and Sightcorp F.A.C.E. API. The results from these services were processed and 
converted into confusion matrices for the emotional facial expressions, and into results 
tables for the ASL linguistic markers. These results are presented in detail in Chapter 3.  
Key Results 
 Poor Face Detection for Deaf Subjects: Overall face detection rates in 
photographs were lowest for Deaf subjects (75%) as compared to CODA subjects (89%) 
and hearing subjects (97%). That is, the services used could only identify the presence of 
a face in 75% of images of Deaf subjects, whereas for hearing subjects, a face was 
detected in 97% of the images. One possible explanation for this could be the head tilts 
involved in several of the ASL linguistic markers, most notably MM. In fact, photos of 
the MM expression had a lower face detection rate (66%) than any other emotional or 
ASL linguistic expression.  
 Strong Emotion Recognition for Deaf and CODA Subjects: Deaf subjects also 
had a consistently higher emotion detection rate across the majority of the six services. 
On average, emotions of Deaf subjects were recognized correctly 44% of the time, 
whereas this number was only 34% for hearing subjects. This supports the author’s 
hypothesis that Deaf signers produce stronger facial expressions than hearing non-
signers, due to the fact that facial expressions are a core component of ASL. For CODAs, 
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who are also native ASL singers, the emotions were recognized correctly 42% of the 
time, which indicates that the strength of their emotional expressions may be more 
comparable to those of the Deaf subjects.  
 ASL Linguistic Markers Misinterpreted as Negative Emotions: A clear 
conclusion from the results of this study is that current emotion recognition services are 
consistently misinterpreting ASL linguistic markers as negative emotions. In fact, most 
ASL linguistic markers that were tested showed a stronger tendency to be recognized as 
“anger” as compared to any other type of emotion. This is consistent with previous 
research that has shown that hearing observers often interpret these expressions in a 
negative way, despite the fact that there is usually no negative emotion associated with 
these ASL linguistic markers. With increasing surveillance of public and private spaces, 
computerized emotion recognition is likely to become more common. The danger is that 
for Deaf people or for CODAs, these systems will detect emotions such as anger when 
those emotions are not actually present, which could lead to bad outcomes in scenarios 
like law enforcement or other interactions.  
Future Work 
One question for future work is how to create a comprehensive database of ASL 
linguistic markers using both Deaf and CODA subjects, far beyond the 750 photos from 
15 subjects used in this study. This would be useful for beginning to improve emotion 
detection and ASL linguistic marker detection in Deaf and CODA subjects, potentially 
even using the same technologies that are already used for emotional facial expression 
recognition.  Part of this would include detailed characterization of each of the ASL 
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linguistic markers using the FACS system, beyond what has been done previously. This 
would allow existing algorithms which detect the FACS action units to encode and 
identify the presence of the ASL linguistic markers in facial expressions. 
In order to avoid bias in such a database, it would be important for the photos to 
accurately depict each of the ASL linguistic markers as interpreted by native ASL 
signers. [20] performed an experiment indicating that subtle changes in the eyes and 
mouth can be detected much more consistently by native ASL signers than by non-
signers. In particular, Deaf signers show the highest aptitude for detecting subtle changes 
in the mouth, perhaps due to their extensive experience with lipreading. Also, hearing 
native signers (CODAs) show the highest aptitude for detecting slight differences in the 
eyes, which is attributed to experience interpreting ASL linguistic facial expressions. 
People who are not native signers, such as hearing researchers, may have difficulty even 
identifying these slight differences or understanding their linguistic significance, whereas 
native ASL signers have a finely-tuned capability for identifying small differences in 
facial and head position, which are “loud” to native signers [3]. This ability is enhanced 
by the fact that signers focus on the face of their addressee, rather than on their hands, 
which allows them to rapidly identify both linguistic and emotional facial expressions 
[11]. Because of this, it is imperative that both Deaf signers and CODAs are involved in 
the selection and classification of photos to be used in a database of ASL linguistic 
markers.
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APPENDIX 
Participant Consent Form 
Protocol Title: Collection of Facial Expression Data from Deaf and Hearing 
Subjects 
Principal Investigator: Irene Rogan Shaffer 
Description of Subject Population: Deaf and Hearing Adults 
Version Date: January 1, 2018 
 
Introduction 
 
Please read this form carefully.  The purpose of this form is to provide you with 
important information about taking part in a research study.  If any of the statements or 
words in this form are unclear, please let us know. We would be happy to answer any 
questions. 
 
If you have any questions about the research or any portion of this form, please ask us.  
Taking part in this research study is up to you. 
 
The person in charge of this study is Irene Rogan Shaffer, a graduate student at Boston 
University. The faculty advisor for the project is Dr. Zoran Djordjevic. Irene can be 
reached by email at ___________, and Dr. Djordjevic can be reached by email at 
___________. We will refer to Irene as the “researcher” throughout this form.  
 
Why is this study being done? 
 
The purpose of this study is to collect photographic data on facial expressions from Deaf 
adults, children of Deaf adults, and hearing adults. This information will be used in order 
to analyze the performance of facial expression recognition technologies and make 
recommendations to ensure that this technology is fully inclusive of the Deaf community. 
 
We are asking you to take part in this study because you are an acquaintance of the 
investigator and fall into one of the categories above. 
 
About 15 subjects will take part in this research study. 
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How long will I take part in this research study? 
 
We expect that you will participate in this research study for approximately 30 minutes.  
During this time, we will collect all of the necessary photographs. 
 
What will happen if I take part in this research study? 
 
If you agree to take part in this study, we will ask you to acknowledge that you have 
received and understood this information sheet. 
 
Study Visit 
 
The study visit will take about 30 minutes to complete.  At this visit, we will ask you to 
do the following procedures: 
• Pose in a series of approximately 12 different facial expressions, which the 
researcher will demonstrate. 
• Allow the researcher to take a number of photographs in rapid succession. 
• Approximately 100-150 photographs will be taken over the course of the session. 
 
Photography 
 
We will take several photographs of you during this study.  If you are photographed, it 
will be possible to identify you in the photos. We will store these photos in a secure 
location and only the researcher will be able to see the photos. We will not label these 
photos with your name. 
 
How Will You Keep My Study Records Confidential? 
 
We will keep the records of this study confidential by storing the photos in a secure 
electronic storage location accessible only to the researcher. We will make every effort to 
keep your records confidential.  However, there are times when federal or state law 
requires the disclosure of your records. 
 
The following people or groups may review your study records for purposes such as 
quality control or safety: 
• The Researcher and any member of her research team 
• The Institutional Review Board at Boston University.  The Institutional Review 
Board is a group of people who review human research studies for safety and 
protection of people who take part in the studies. 
• Federal and state agencies that oversee or review research 
• Central University Offices  
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The results of this research study may be published or used for teaching.  We will not put 
identifiable information on data that are used for these purposes.  We will report the 
overall ages and genders of the participants in this study, as well as information about 
whether the participants have Deaf parents, but we will not publish this information about 
you individually. 
 
Study Participation and Early Withdrawal 
 
Taking part in this study is your choice.  You are free not to take part or to withdraw at 
any time for any reason.  No matter what you decide, there will be no penalty or loss of 
benefit to which you are entitled.  If you decide to withdraw from this study, the 
information that you have already provided will be kept confidential. 
 
Also, the researcher may take you out of this study without your permission.  This may 
happen because: 
• The researcher thinks it is in your best interest 
• You can’t make the required study visits 
• Other administrative reasons 
 
What are the risks of taking part in this research study? 
 
 Risks of Completing Tasks 
 You may get tired during the tasks.  You can rest at any time. 
 
Loss of Confidentiality 
The main risk of allowing us to use and store your information for research is a potential 
loss of privacy.  We will protect your privacy by not associating your name with any of 
the photos when they are stored. 
 
Are there any benefits from being in this research study? 
 
There are no benefits to you from taking part in this research. 
 
What alternatives are available? 
 
You may choose not to take part in this research study. 
 
Will I get paid for taking part in this research study?   
 
We will not pay you for taking part in this study. 
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What will it cost me to take part in this research study? 
 
There are no costs to you for taking part in this research study. 
 
What happens if I am injured as a result of participating in this 
research study? 
 
If you are injured as a result of taking part in this research study, we will assist you in 
getting medical treatment.  However, your insurance company will be responsible for the 
cost.  Boston University does not provide any other form of compensation for injury. 
 
If I have any questions or concerns about this research study, who can I 
talk to? 
 
You can call us with any concerns or questions. Our email addresses are listed below: 
Researcher: Irene Rogan Shaffer, ___________ 
Faculty Advisor: Dr. Zoran Djordjevic, ___________ 
 
If you have questions about your rights as a research subject or want to speak with 
someone independent of the research team, you may contact the Boston University IRB 
directly at 617-358-6115. 
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