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Abstract— We present a new approach to transfer grasp
configurations from prior example objects to novel objects. We
assume the novel and example objects have the same topology
and similar shapes. We perform 3D segmentation on these
objects using geometric and semantic shape characteristics.
We compute a grasp space for each part of the example
object using active learning. We build bijective contact mapping
between these model parts and compute the corresponding
grasps for novel objects. Finally, we assemble the individual
parts and use local replanning to adjust grasp configurations
while maintaining its stability and physical constraints. Our
approach is general, can handle all kind of objects represented
using mesh or point cloud and a variety of robotic hands.
I. INTRODUCTION
Robot grasping has a wide range of applications in in-
dustrial automation and humanoid service robots. Given an
object, the goal of grasping is first to compute feasible and
stable grasps and then to execute grasping tasks using a
gripper or a multi-fingered robotic hand. Many techniques
have been proposed to interpret, compute, or evaluate grasps
and their stability. These techniques can be broadly cat-
egorized into physically-based approaches [3], [13], [15],
[29] and data-driven approaches [5], [12], [17], [33], [42].
Recently, machine learning techniques have also been used
for planning robust grasps [24], [27], [28].
Some data-driven approaches aim to construct a grasp
database for various models by computing a set of stable
grasp configurations for each object. However, it is very
computationally expensive to compute stable grasp spaces
when many new objects are added to the grasp database.
Therefore, reusing the grasps of similar shapes is promising
[7], [17], [19], [25], [39], [40], as opposed to computing
stable grasps for the novel objects from scratch. These
works mimic the way that humans learn grasping behaviors
based on object categories that group objects with similar
topologies and geometric shapes [1]. Moreover, studies in
neuro-psychology for object manipulation indicate that, when
humans perceive an object to grasp, the object is parsed
into a few constituent parts with different affordances [4],
[20]. Some parts of an object are designed to be suitable for
grasping. For instance, a handle of a mug is designed for
grasping. Such a parsing process corresponds to segmenting
an object into different semantic and functional parts. To
perform good grasps, the key is to find a suitable part of the
given object for grasping.
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In this paper, we present a new approach to transfer grasp
configurations from prior example objects to novel objects.
The objects are first segmented into the same semantic parts.
We compute a grasp space for each part of the example object
and transfer it to the corresponding part of the novel objects
using bijective contact mapping. Finally, we assemble the
individual parts of the novel object and adjust their associated
grasps using local replanning. Here, we present a summary
of our contributions.
• We sample configuration space and compute grasp
spaces for example objects using active learning and
particle swarm optimization. This allows efficiently
searching for potential grasps in high dimensional con-
figuration space.
• We propose a new hybrid grasp measure for determining
stable grasp configurations. It takes account of both
hand-object shape fitting and grasp quality defined in
wrench space.
• Grasp transfer through bijective contact mapping not
only computes a new grasp that is similar to the original
grasp, but it can also adjust grasp to ensure the stability
and physical constraints of the overall grasp of the novel
objects.
• In local replanning for novel objects, we define a
new objective function, accounting for contact points,
normals, joint angles, and force closure-based grasp
quality. Local replanning is also used to avoid collision
with other parts and ensure stability.
• Our algorithm is very general in the sense that it can
deal with polygon meshes and point clouds, and can be
applied to high-DOF dexterous hands. This part-based
grasps can be used to perform task-specific grasping.
In our benchmarks, we use a three-fingered Barrett hand
to test our algorithm on three categories of models, includ-
ing non-zero-genus or complex objects. Our method has a
high success rate of learning grasp configurations for novel
objects, ranging from 72.5% to 92.5% for different objects.
Our method can achieve up to 52.6% improvement in success
rate as compared to a prior method [23].
II. RELATED WORK
In this section, we give a brief overview of prior work
on object grasping, especially grasp transfer and part-based
grasping.
Grasping Similar Objects: These techniques rely on the
fact that objects can be grouped into categories with com-
mon characteristics, such as usage, application, or geometric
shape. Such categories must be known for grasping tasks.
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Nikandrova et al. [32] demonstrated a category-based ap-
proach for object grasping. Different methods have been pro-
posed to determine the object categories automatically [26],
[30] and define an object representation and a similarity
metric for grasp transfer [5]. For a novel object, a known
similar object and its preplanned grasps were retrieved from
a grasp database [17], [25].
Grasp Transfer: Shape similarity has been used to transfer
grasps to novel objects [7], [17], [25]. Vahrenkamp et al. [40]
transferred grasp poses according to their shape and local
volumetric information. Grasp transfer was used to preserve
the functionality of pre-planned grasps using surface warp-
ing [19]. In [2], [39], grasp poses were transferred using a
contact warp method suggested in [18]. This method min-
imized the distance between the assigned correspondences.
The warped contacts were locally replanned to ensure grasp
stability. Diego et al. [37] transferred manipulation skills to
novel objects using a non-rigid registration method. This
work was extended by accumulating grasping knowledge and
shape information [36].
Part-based Grasping: Many techniques have been pro-
posed to segment objects into parts and perform grasp plan-
ning on the resulting parts. In [16], [21], objects were repre-
sented with simplified data structures such as superquadric
and minimum volume bounding boxes to reduce the com-
plexity of planning grasps. Aleotti et al. [1] proposed an
approach based on programming by demonstration and 3D
shape segmentation. Their shape segmentation was based
on Reeb graphs that were used to generate a topological
representation of the objects.
III. OVERVIEW
A. Problem Definition and Notations
Given an example object and a novel object, our goal is
first to compute the grasp space for the segmented example
object and transfer that knowledge to a novel object. We
assume the novel object and the example object belong to
the same category in which objects share the same topologies
and have similar shapes [36], [40].
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Fig. 1. Grasp configuration and contacts. (a) A grasp configuration. (b)
Contacts on the object surface. (c) The pre-defined points on the hand.
Assume that a multi-fingered hand consists of k joints and
the joint variables are Θ = {θ1, θ2, · · · , θk}. Due to the high
number of finger joints, the grasp space is a high-dimensional
space, which is a subset of the configuration space con-
structed using a multi-fingered hand and an object to be
grasped. A grasp space corresponds to a set of stable grasp
configurations at which an object can be firmly grasped. To
grasp an object, a multi-fingered robotic hand must have
Computing Grasp Space for Examples 
Learning Grasp Space for A Novel Object 
from Known Examples  
Examples 
Segmentation Learning  
grasp space 
Grasp  
Transfer 
Novel Object 
Segmentation 
Search for a similar example and its grasp space 
Grasp Space for Segments 
Learned Grasp Space for A Novel Object 
Grasp Space for Segments of the Novel Object 
Assembly & Replanning 
Fig. 2. Transferring grasp configurations from a prior example to a
novel object using active learning and local replanning. Top: Computing
stable grasp space for a given prior example using active learning. Bottom:
Grasp transfer to a novel object using bijective contact mapping and local
replanning. The local replanning step not only generates a grasp that is
similar to the origin, but it can also ensure the new grasp is stable.
multiple contacts with the object. As shown in Figure 1,
a grasp configuration corresponds to a few contacts between
the hand (orange) and the object (grey). The contacts on the
object surface is denoted by c and its normal are denoted by
nci . The predefined points on the hand is denoted by p and
its normal is denoted by npi .
B. Algorithm Overview
Figure 2 gives an overview of our algorithm. For an
example object to be grasped, we first perform semantic
segmentation and then compute the grasp space for each
segment part. We use SVM-based active learning to compute
an initial approximation of the configuration space for each
segment part. Active learning allows efficiently searching
high dimensional configuration space. We approximate the
grasp space using particle swarm optimization. We use a
new hybrid grasp measure to determine stable grasp config-
urations, taking account of both hand-object shape fitting and
grasp quality defined in wrench space. In order to transfer the
grasp space of the example object to other novel objects, we
build bijective contact mapping between the corresponding
parts of the example object and the novel object. Through
contact points mapped to the novel object, its feasible grasp
configuration is determined. Finally, we assemble individual
parts of the novel object and use local replanning to adjust
grasp configurations to ensure its stability and physical
constraints.
IV. APPROXIMATING CONFIGURATION SPACE USING
ACTIVE LEARNING
Given an example object to be grasped, we first segment
it into semantic parts. Next, we compute an approximation
of the grasp space for each part using active learning. We
randomly sample the configuration space and compute the
collision state for each sample configuration using a discrete
collision detection algorithm. There are two possible colli-
sion states: in-collision or collision-free, which correspond
to a scenario in which the robotic hand collides with the
object and a scenario in which it doesn’t, respectively. Given
a set of samples, we use an SVM technique and active
learning iteratively to train a binary classifier to approximate
the configuration space and the resulting decision boundary
separates all in-collision configurations from the collision-
free configurations.
Fig. 3. Learning grasp space for a known example object. Our algorithm
is based on SVM-based active learning and particle swarm optimization.
Our goal is to compute a grasp space for each individual
part of the prior example object. The discovery of a stable
grasp configuration starting from a random configuration in
the configuration space can be formulated as an optimization
problem. We define the following new hybrid grasp measure
to model the shape fitting and grasping stability between a
hand posture and an object. This new measure takes account
of both hand-object shape fitting and grasp quality defined in
wrench space. Suppose we have a set of pre-specified points
on the hand [9], the hybrid grasp measure is formulated as∑
i
∑
j
(ω1|pi − cj |+ ω2(1− npi ·
pi − cj
|pi − cj |
)) + ω3 lg
1

,
(1)
where the first term |pi − cj | is the distance between the
ith pre-defined point pi on the hand and its corresponding
closest point cj on the object surface. The second term is
based on the angle between the surface normal npi at pi and
pi−cj . The last term is related to grasp quality [14] defined
in wrench space.  ∈ (0, 1] when the grasp is stable. A small
 indicates a relatively small external disturbance that can
break a grasp’s stability. ω1, ω2, and ω3 are the weights for
the three terms, respectively.
We minimize the hybrid grasp measure with respect to
the hand pose and joint variables Θ using particle swarm
optimization [11] and then determine the stable grasps on the
example object. This formulation is highly non-linear [34]
and small changes in either hand position or finger postures
can drastically alter the quality of the resulting grasp. The
stochastic nature of particle swarm optimization makes it
a particularly good choice for solving the problem. Since
a new configuration used in particle swarm optimization is
generated as a neighbor of the current configuration, we can
avoid collisions during the sampling process. In addition, the
computation of a gradient is unnecessary and therefore the
particle swarm optimization algorithm is particularly applica-
ble to non-linear functions in Equation 1. We treat collision-
free support vectors generated from the learning stage as the
initial particles with an measurement value. Given random
searching velocities at the beginning of the optimization
algorithm, the particles are updated in an iterative manner
based on their velocities. The particle swarm optimization
algorithm records the global best position among all the
particles and the local best position for each particle. The
particle’s movement is influenced by its local best position
and the global best position. As a result, every particle is
expected to move towards its best position, w.r.t. the given
hybrid grasp measure, and the sparsely distributed particles
can fully explore configuration space. When particles explore
the configuration space, the hand may collide with the object
or have self-collisions between fingers. We use continuous
collision detection [35] to compute the first instance of
contact that avoids collisions.
When a feasible grasp configuration is obtained, the force
closure can be determined using the contacts between the
fingers and the object. The grasp quality is then computed,
which is related to the third term in the hybrid grasp measure.
If a grasp configuration is stable, we keep it in the grasp
space. As a result, each grasp space is approximated by a
set of discrete stable grasp configurations. For an example
object consisting of semantic parts, we compute the grasp
spaces (i.e. a set of discrete stable grasp configurations) for
all the individual parts.
V. TRANSFERRING GRASP SPACE
In this section, we first present our bijective contact map-
ping for transferring grasp contact points from an example
object to a novel object. Then we use grasp transfer and local
replanning to obtain feasible and stable grasps for each part
of the novel object.
A. Bijective Contact Mapping
Given a segmented part of an example object and a
segmented part of a novel object, two sets of 3D points are
uniformly sampled from the surfaces of the two objects. Let
A = {a : a ∈ R3} be a set of points on the example
object and let B = {b : b ∈ R3} be a set of points on the
novel object. Assuming the two sets have the same number
of points, the goal of bijective contact mapping is to find the
correspondences between A and B.
First, we compute a rigid alignment, a transformation from
A to B, to match the corresponding parts of the two objects.
The resulting rigid alignment will be able to tolerate shape
deviations between the example shape and the novel shape.
The transformation (R ∈ SO(3),T ∈ R3) between the two
objects is computed by minimizing the deviations:
arg min
(R∗,T∗)
∑
a∈A
‖Ra + T− ba‖2 + arccos2( n
ba
‖nba‖
·R n
a
‖na‖ ),
where ba is denoted as the nearest neighbor point of a in
B. na and nba are the normal of a and ba, respectively.
Using this formulation, we obtain the transformation of the
rigid alignment R∗ and T∗.
Second, we determine a bijective contact mapping between
the two sets of points A and B. Since the rigid alignment
between A and B has guarantee the corresponding points
very close to one another, we further refine these correspon-
dences using local surface details such as point proximity
and normal vectors. In addition, we use both forward contact
mapping and backward contact mapping, defined as follows.
Forward Mapping: We define a subset of points Bδ =
{b ∈ B|nb ·R∗na > cos δ}. Any point in Bδ can find the
corresponding point in A and the two points have at most
an angle bias δ between their normal vectors. The forward
mapping of point a ∈ A is defined as
F (a) = arg minb∈Bδ‖R
∗a + T∗ − b‖. (2)
Backward Mapping: Analogously, we define a subset of
points Aδ = {a ∈ A|na · R∗nb > cos δ} and define the
backward mapping of point b ∈ B
F−1(b) = arg mina∈Aδ‖R
∗a + T∗ − b‖. (3)
We set δ = 16pi for the angle bias between two normal
vectors. Using both the forward and backward mappings,
we can determine a mapping between the two sets of points
A and B.
Third, as suggested in [18], we compute a mapping from
the domain of A to the domain of B using the interpolation
of the point correspondences. For any point x on the example
object, we search A for a subset of nearest points. We denote
the subset as Ax. The forward map of this point x on the
novel object is computed using the average of the forward
maps of the closest points Ax. The forward mapping of x
is
F (x) =
1
‖Ax‖
∑
a∈Ax
F(a), (4)
where ‖Ax‖ is the number of elements in Ax. Analogously,
we compute a backward mapping for a point y as
F−1(y) =
1
‖By‖
∑
b∈By
F−1(b), (5)
where By ⊂ B and it is the set of nearest neighbors of y.
Finally, we use a forward-backward consistency check of
these mappings to ensure the symmetry of the interpolated
correspondences. For a point x on the example object, its
forward-backward mapping is F−1(F(x)). We use the fol-
lowing condition to perform forward-backward consistency
checking: ‖x−F−1(F(x))‖ < γ, where γ is a user-specified
tolerance and is related to the object dimension. If both the
forward and backward mappings pass the consistency check,
we can use the forward mapping to determine the points on
the novel object. Figure 4 shows some examples of bijective
contact mapping.
Fig. 4. Bijective Contacts Mapping. The contacts on the given example
objects (left column) are mapped to the novel objects (right two columns).
B. Local Replanning for Feasible Grasps
When directly applying the grasp configuration and the
contacts to a novel object, it is very likely that there are slight
penetrations between the multi-fingered hand and the novel
object or that the grasp is not physically stable. Therefore,
we use a local replanning technique to generate a stable
grasp. We first adjust the joint variables of the hand. Let
a finger’s contact position be c and the point on the novel
object be d. We use the following conditions to generate a
new grasp: ci = di and nci ·ndi = −1, where nci and ndi are
the normal vectors of contact points ci and di, respectively.
The first condition ensures that the pair of corresponding
contact points (i.e. the one on the fingers and the other on the
object) match in terms of the position. The second condition
ensures they have an opposite normal direction. In addition,
we limit the range of the joint variable to avoid large finger
motions: θlowi ≤ θi ≤ θupi , where θlowi and θupi are the lower
and upper bounds of the ith joint θi, respectively. Based on
[6], we define a new objective function subject to the above
constraints. By incorporating contact points, normals, joint
angles, and especially force closure-based grasp quality, we
obtain a grasp by solving for the joint variables Θ∗.
arg min
Θ∗
∑
i
(µ1‖ci(Θ)− di‖2 + eµ2(n
c
i (Θ)·n
d
i ))+
∑
k
(eµ3(−θk+θ
low
k ) + eµ3(θk−θ
up
k )) + µ4 lg
1

, (6)
where µ1, µ2, µ3 and µ4 are the weights for contact points,
normals, joint angles, and grasp quality, respectively. The
first term accounts for the distance between finger contacts
ci(Θ) and contacts di on the novel object. The second term
computes their normal bias. The third term limits a joint’s
movement within a given interval. The last term is relevant
to grasp quality . If the objective function converges and
yields a set of joint variables Θ∗, a stable grasp is obtained
for the novel object.
To solve Equation 6, we use a simulated annealing algo-
rithm [22] to explore the configuration space and search for
a stable grasp. The simulated annealing algorithm starts from
the best grasp configuration that is initialized with the grasp
learned for the example object. In each iteration, we sample
the configuration space around the best grasp configuration
and check the collision state for each sample. If the sample
is in-collision, we explore the configuration space and add
more samples (e.g., adding 20 samples at a time). If the new
(a)
(b)
Fig. 5. Generating stable grasps using local replanning. The left three
columns and the right three columns show results of different parts. The
column on the left side of the dashed line shows stable grasps for each part
of known example objects. The two columns on the right side of the dashed
line are the resulting transferred grasps for novel objects.
samples are still in-collision, we discard it and proceed to
the next iteration. If the sample is collision-free and has a
better function value than the current best configuration, we
replace the best configuration with this sample. The process
proceeds in an iterative manner to find a best configuration.
For any collision-free sample, we close the fingers, hold the
object, and compute its grasping quality using the algorithm
described in [14]. If it is stable, we store it as a candidate
grasp and repeat the iteration. Figure 5 shows a few results
after grasp transfer and local replanning.
C. Grasp Assembling and Replanning
(a)
(b)
Fig. 6. Grasp configurations of novel objects before and after part assembly
and local replanning. The upper row shows the assembly grasps without
replanning; some grasps (highlighted in red) cause collisions with other
object parts. We use local planning to compute a feasible and stable grasp,
as shown in the bottom row.
(a)
(b)
(c)
(d)
Fig. 7. Grasp configurations for novel objects after part assembly and
local replanning. Some grasps (highlighted in red) cause collisions with
other object parts. Local replanning is able to find a feasible and stable
grasp, as shown in the row below.
Since the grasp configurations are computed for each part
of the novel object, we need to assemble all the individual
parts using their original semantic segmentation. We collect
a set of grasps resulting from each part. However, these
resulting grasps may not be stable for the assembled object or
might result in collisions between the fingers and the object.
Therefore, we examine whether a grasp causes any collisions
between the hand and the novel object. If any collisions
occur between the palm of the hand and the object, we
discard the grasp. Note that it is non-trivial to adjust the
position of the palm to generate a stable grasp since a slight
adjustment may cause significant changes to the fingers. If a
grasp results in collisions between a finger and the object, or
if a grasp is collision-free but unstable, we use the replanning
algorithm introduced in Section V-B to make adjustments
and to generate a stable grasp configuration. Figure 6 and
Figure 7 show some grasp configurations before and after
part assembly and local replanning.
VI. EXPERIMENTAL RESULTS
In this section, we present our benchmark models, some
implementation details, and the performance.
A. Benchmark Objects
We evaluated the performance of our algorithm on three
categories of objects using a wide variety of grasps. The
complexity of objects also shown in Table I and Table II
We used a three-fingered Barrett hand to grasp objects.
The categories of the benchmark objects include mug, spray
bottle, and power drill. In our experiments, we chose one
object in each category as an example object and the other
two as novel objects. We compute grasp configurations for
the segmented parts of each example object and then transfer
the grasps to the novel objects. As shown in Figure 8, the
leftmost object is selected as the example object.
(a) example mug, ]1 novel object (mug), ]2 novel object (mug)
(b) example spray bottle, ]1 novel object (spray bottle), ]2 novel object
(spray bottle)
(c) example power drill, ]1 novel object (power drill), ]2 novel object
(power drill)
Fig. 8. Our experiments use three categories of objects and their
segmentations. (a) mug; (b) spray bottle; (c) power drill. The objects in
the first column are known examples and the others are novel objects.
In robot mapping and navigation, depth cameras are com-
monly used for the capture of the objects and the surrounding
environment. Then the reconstruction of 3D point cloud
models are used to perform robotic grasping task. In our
experiment, we also apply our algorithm to the objects
reconstructed from noisy point cloud, as shown in Figure 9.
B. Implementation
We implement our transfer algorithm using GraspIt! [31].
We use a shape diameter function (SDF) [38] to segment the
given objects into parts. When computing the grasp space for
each segmented part of the example object, we set ω1 = 0.02
and ω2 = 1.0, as suggested in [10]. In addition, we set ω3 =
20. We sampled 40, 000 training data as the initial input of
SVM-based active learning to compute grasp spaces for all
the example objects. We chose collision-free support vectors
in SVM as particles during the particle swarm optimization
process. The time require to learn the configuration space,
the time to compute the grasp space and the number of stable
(a) (b) 
Fig. 9. The result grasps transferred from known example object for
reconstructed models. (a) point clouds; (b) grasp results.
grasps are shown in Table I. During grasp transfer, we set
µ1 = 10, µ2 = 5, µ3 = 5, and µ4 = 20 in Equation 6.
Table II shows the average time of transferring a stable grasp
from an example object to the novel object.
C. Performance
We measure grasp quality and grasp transfer success rates
to evaluate the performance of our algorithm.
Grasp Quality: We examine the grasp quality for novel
objects against grasp quality for example objects. As shown
in Figures 10, 11, 12, and 16. For the mug body (see
Figure 10), we found most of the resulting grasps are stable
and 43.2% grasps are more stable than the original grasps
of example objects. For the mug handle, 45.5% grasps are
more stable than the original grasps.
We compare our method with a prior grasp method based
on open-close action [23]. The latter first straightens the
colliding fingers and close the fingers until they come into
contact with the object. It does not use local replanning. As
shown in Figures 13, 14, 15, and 17, our grasp is better
than this naive open-close grasp if the ratio of their grasp
quality is greater than 1 (i.e., above the diagonal), where
77.2% ∼ 84.8% points distribute above the diagonal (i.e.,
our method outperforms the prior grasp method [23]).
Grasp Transfer Success Rate: We measure the grasp
transfer success rate for the two stages: grasp transfer and
part/grasp assembly, as shown in Table II and Table III.
Here, we define a grasp transfer is success if a grasp of the
example object is successfully transferred to the novel object
and the resulting grasp is eventually stable. We compare our
method with the prior method based on open-close action. As
shown in Table II and Table III, our method exhibits high
success ratios and outperforms the prior method. Table II
and Table III list the number of successful grasp transfers
and grasp assemblies. The first number is the result of our
method and the second is the result of the prior method.
We evaluate 40 stable grasps of the example object for each
test. Our method has a high success rate of transferring grasp
configurations to novel objects and the success rate ranges
from 72.5% to 92.5% in our experiment.
example objects number of triangles learning contact space(seconds)
computing stable grasps
(seconds) # stable grasps
mug body 1864 1343.6 1405.5 133
mug handle 1586 1254.8 1287.1 60
spray bottle body 1844 1404.5 1536.4 194
spray bottle head 894 1286.7 1328.0 48
power drill body 4893 1654.2 1604.2 61
power drill head 5052 1795.1 1635.9 56
TABLE I
STATISTICS OF LEARNING PROCESS: THE MODEL COMPLEXITY, THE TIME OF ACTIVE LEARNING/COMPUTING STABLE GRASPS AND THE NUMBER OF
STABLE GRASPS. OUR ALGORITHM BASED ON ACTIVE LEARNING CAN AUTOMATICALLY FIND SUFFICIENT STABLE GRASPS IN HIGH-DIMENSIONAL
CONFIGURATION SPACE.
D. Comparisons
In this section, we compare our algorithm with state of
the art methods [25], [37], [40] and highlight the benefits.
Li et al. [25] proposed a data-driven approach using shape
matching to grasp synthesis. They captured human grasps
and transferred candidate grasps to a new object by matching
the hand shape to the whole object shape via identifying
collections of features. Our method does not require pre-
recorded human data. Moreover, our active learning algo-
rithm can generate feasible and stable grasps for arbitrary
objects, including high genus and complex topology. Our
approach can be regarded as a complementary technique
to task-specific robotic grasping. Vahrenkamp et al. [40]
presented a grasp planning approach that is capable of gen-
erating grasps that are applicable to familiar objects. Their
approach is also based on semantic segmentation and grasp
transfer to a novel object. In contrast, our method focuses on
dexterous grasping planning for individual object parts. We
use bijective contact mapping to transfer contacts and use
local replanning to ensure the feasibility and stability of the
new grasp. Rodriguez et al. [37] transferred manipulations
skills to novel instances using a novel latent space non-rigid
registration. They built the latent space for a category of
objects in learning stage. With the latent space, an inference
can be performed to find a transformation from the canonical
model to the novel models. Grasps can be transferred to the
novel model using this transformation. Our method is very
general in the sense that it can deal with various models and
be applied to high-DOF dexterous hands.
E. Time Complexity
Here, we analyze the time complexity of our algorithm.
Active Learning Configuration-Space: The time spent in
the learning stage depends on the number of samples, the
time of collision detection, and the time to learn an approx-
imation of configuration space. The collision detection is
accelerated using precomputed bounding volume hierarchies
of finger links and objects. The time spent stable grasp
computation stage depends on the number of particles and the
number of iterations. In each iteration, we perform collision
detection for each hand configuration and compute its hybrid
grasp measurement value.
Bijective Contact Mapping: The time spent on bijective
contact mapping consists of three stages: rigid alignment
computation, correspondence computation, and consistency
checking. Its time spent depends on the number of iterations
and the time for computing deviations between two objects
in each iteration. The mapping computation and consistency
checking depends on the number of points on the objects.
We have to compute forward mapping for all points on the
example object and backward mapping for all points on the
novel object.
Replanning: The replanning is an optimization process, de-
pending on the number of iterations and the time complexity
of each iteration. In each iteration, we generate at most
20 samples. We perform collision detection and compute
an objective function value for each feasible sample in
configuration space.
VII. CONCLUSIONS, LIMITATIONS, AND FUTURE WORK
In this paper, we presented a new approach to grasping a
novel object through learning the grasping knowledge of a
known object. Our algorithm avoids computing or learning
the grasp configurations from scratch. Our experiment shows
that our algorithm works for a wide range of object cate-
gories. Our method has a high success rate of transferring
grasp configurations to novel objects, ranging from 72.5%
to 92.5% in our experiment. Our method has up to 52.6%
improvement in success rate against prior method.
Our algorithm has some limitations. First, our algorithm
assumes the object-space representation of a complex object
is available. Second, it also relies on the object category
classification and the quality of segmentation. Fortunately,
many model databases [8], [41] have provided a large number
of categories and segmented objects. In our future work, we
are interested in extending our algorithm to handle partially-
known novel models and very high-genus models. Moreover,
we would like to improve the performance using hardware
acceleration so that real-time performance can be achieved.
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