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The dynamics of an open system crucially depends on the correlation function of its environment,
CB(t). We show that for thermal non-Harmonic environments CB(t) may not decay to zero but to
an offset, C0 > 0. The presence of such offset is determined by the environment eigenstate structure,
and whether it fulfills or not the eigenstate thermalization hypothesis. Moreover, we show that a
C0 > 0 could render the weak coupling approximation inaccurate and prevent the open system to
thermalize. Finally, for a realistic environment of dye molecules, we show the emergence of the offset
by using matrix product states (MPS), and discuss its link to a 1/f noise spectrum that, in contrast
to previous models, extends to zero frequencies. Thus, our results may be relevant in describing
dissipation in quantum technological devices like superconducting qubits, which are known to be
affected by such noise.
The performance of quantum computers and other
quantum technological devices critically relies on our
ability to preserve their quantum mechanical character
despite the presence of different types of noise. In gen-
eral the system of interest (HS) is coupled to the noise
source or environment (HE) through an interaction of
the form HI = BS, where B and S are the environment
and system coupling operators, respectively [1–6]. The
dynamics of the system mean values, described with its
reduced density operator ρS(t) = trE{ρ(t)} (ρ(t) being
the total state at the time t), is strongly conditioned by
the different moments of the noise operator B with re-
spect to the environment initial state ρE . When the en-
vironment is a set of harmonic oscillators in a Gaussian
state and linearly coupled to the system, its statistics is
Gaussian and all higher order moments are either zero
or can be written in terms of the second order one, the
correlation function
CB(t) = trE{B˜(t)B˜(0)ρE}, (1)
via the Wick’s theorem. Here we have defined a renor-
malized operator B˜ = B(t)− tr{B(0)ρB}, and renormal-
ized the system Hamiltonian accordingly H˜S = HS +
Str{B(0)ρE}. We assume in addition that the envi-
ronment is initially in a thermal state ρE = ρ
th
E =
e−βHE/ZE , with ZE the partition function and β the
inverse temperature. Thus, [ρE , HE ] = 0 and therefore
CB(t1, t2) = trE{B˜(t1)B˜(t2)ρE(0)} depends only on the
time difference t = t1 − t2, i.e. CB(t1, t2) ≡ CB(t). Re-
cent progress in noise spectroscopy in superconducting
qubits [7, 8] has revealed the non-Gaussian nature of their
environment, in particular the 1/f noise produced by sur-
face impurities [9, 10]. The non-Gaussianity affects the
reduced dynamics of the system in the strong coupling
regime, when higher order moments are relevant. Yet, in
the weak coupling (when g ≈ ||HI || is small compared
to all other energy scales) ρS(t) is dominated by the cor-
relation function (1) which suggests that Gaussian and
non-Gaussian statistics may be hard to distinguish.
Here, we argue that this might not be the case. In
detail, we show that: (i) non-Gaussian statistics may
reveal a distinguising feature already in the weak cou-
pling regime, giving rise to a non-decaying correlation,
such that limt→∞ CB(t) = C0. The emergence of this
offset C0 is linked to the statistical properties of the en-
vironment eigenstates; and (ii) the offset dramatically
affects the accuracy of the weak coupling approximation,
as well as the derivation of the related Lindblad equa-
tion. There are already some evidences in this direction:
In classical statistical physics it is known that for a sys-
tem of non-interacting or weakly interacting particles the
long time decay of the correlation is linked to ergodic-
ity [11–13]. In other words, limT→∞
∫ T
0
B(t)dt = av[B],
iff, limt→∞ av[B(t)B(0)] = av[B2], where av[· · · ] de-
notes an ensemble average. For a system in equilibrium,
av[B(t)] = av[B] and therefore the above condition can
be written as limt→∞ av[B˜(t)B˜] = 0. Furthermore, a suf-
ficient condition for the existence of a well-defined weak
coupling limit is that there is an  > 0, such that [14, 15]∫ ∞
0
dt|CB(t)|(1 + |t|) <∞. (2)
Since av[B˜(t)B˜] is the classical CB , when the ergodicity
condition is not fulfilled the condition in Eq. (2) is not
fulfilled either and the convergence of a weak coupling ex-
pansion is not ensured. Here we discuss the conditions for
the emergence of a non-decaying correlation function in
a quantum system, and show how this is related to a fail-
ure of the standard weak coupling limit when describing
an impurity coupled to it. Moreover, we show that the
decay of CB(t) is linked in some cases to the fulfilment of
the eigenstate thermalization hypothesis (ETH). Finally,
we illustrate the consequences of a hybrid environment
formed by dye molecules [16–18], which we relate to the
extension of the 1/f spectrum to zero frequencies.
Environment correlation function– General statements
on the environment correlation function can be estab-
lished when representing it in its eigenbasis. Let ρE =
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2∑
kk ηk|k〉〈k| be an equilibrium state of the environ-
ment, with |k〉 its eigenstates. Thus, equation (1) can
be written as
CB(t) =
∑
l,k,ωkl 6=0
ηk|Bkl|2eiωklt + C0, (3)
where ωkl = k − l, Bkl = 〈l|B|k〉, and
C0 =
∑
k
ηk(B
kk)2 − (∑
k
ηkB
kk
)2
+ d0 . (4)
It is expected that, for a sufficiently large environment,
the time-dependent term in Eq. (3) decays for t 
1/min{|ωkl|}. The correlation function, however, may
contain a finite offset C0 > 0, which is non-vanishing if:
(a) at least two (or more) eigenstates of HE are degener-
ated (a contribution casted in the term d0). Unless the
system exhibits accidental degeneracy [19, 20], degenera-
cies are rare as they are easily removed by the presence of
a very small perturbation. (b) Alternatively, we require
that
∑
k ηk(B
kk)2 > 〈B〉2 (assuming d0 = 0), for which a
necessary condition is that the sum in k includes at least
two eigenstates for which ηk(B
kk)2 6= 0 is fulfilled.
Statistical typicality– An environment obeying statis-
tical typicality [21–23] violates condition (b). This relies
on the fact that for all k, Bkk ≈ trE{ρthEB}, leading to a
zero offset due to the normalization condition
∑
ηk = 1.
This conjecture can be justified if the bath is classically
chaotic, and therefore is linked to the ergodic condition
described in the introduction [21].
Eigenstate thermalization hypothesis (ETH)– The cor-
relation function will also decay to zero under ETH con-
ditions. To show this, let us first rewrite Eq. (3) in terms
of ωkl and Ekl = k + l as CB(t) =
∑
Ekl
η(Ekl)CEkl(t),
with
CEkl(t) =
∑
ωkl
η(ωkl)|B˜(ωkl, Ekl)|2eiωklt . (5)
Note that here we have considered the renormalized oper-
ator B˜ and assumed no degeneracies, so that Bkl is fully
determined by the eigenenergies k and l. Moreover,
the coefficients of the thermal state have been rewrit-
ten as ηk = η(Ekl)η(ωkl)/ZE , with η(Ekl) = e
−βEkl/2
and η(ωkl) = e
−βωkl/2. In the continuum limit of Eq.
(5), CE(t) can be considered as the Fourier transform
of FE(ω) = η(ω)|B˜(ω,E)|2. Thus, following the Paley-
Wiener theorem it is possible to state that if FE(ω) is
smooth and N times differentiable in a finite support
ω ∈ [−ωm, ωm], with 2ωm a finite bandwidth, then there
is always a coefficient CN for which
CE(t) ≤ CN (1 + |t|)−N , (6)
i.e. the correlation function decays to zero. We note
that since η(ω) is smooth function, the smoothness con-
dition for FE(ω) is determined by |B˜(ω,E)|2. Follow-
ing the ETH ansatz, the matrix element of the ob-
servable B˜ between two eigenstates can be written as
B˜kl = B( 12Ekl)δkl + e−S(
1
2Ekl)/2f0(Ekl, ωkl)Rkl [24, 25]
where S(E) is the thermodynamic entropy at energy E,
and Rkl is a random real or complex variable with zero
mean and unit variance (R2kl = 1 or |Rkl|2 = 1, with · · ·
representing the noise average). The function B(E) is the
expectation value of the observable in the microcanoni-
cal ensemble at energy E, which in the thermodynamic
limit corresponds its canonical average and therefore is a
constant. Considering in CB(t) =
∑
l,k ηk|B˜kl|2eiωklt and
performing the noise average, we find that it can be writ-
ten as a function of Eq. (5) but now with |B˜(ωkl, Ekl)|2 =
f20 (ωkl, Ekl)e
−S( 12Ekl). According to the ETH ansatz, f0
is a smooth function, and therefore CB(t) will decay to
zero according to Eq. (6).
Hence, systems whose classical analogue is chaotic or
more generally, for which ETH is suitable will present no
offset. However, the opposite is not necessarily true: the
fact that a system is integrable does not mean that the
autocorrelation function of some of its observables may
have an offset. An example of this is an environment
of harmonic oscillators where B =
∑
λ gλ(bλ ± b†λ), with
bλ(b
†
λ) annihilation (creation) operators [26]. If ρE is in
equilibrium, it is fulfilled that Bkk = 0 and therefore
there is no offset (see Supplementary Material (SM) for
details).
Weak coupling approximation– The ETH ansatz leads
to a correlation given by Eq. (6) that fulfils the con-
vergence criteria (2), with an  such that N >  (notice
that CB(t) is just a linear combination of CE(t)). A cor-
relation function with an offset will not only dissatisfy
Eq. (2), but it will also lead to an ill-defined weak cou-
pling master equation and to the absence of a Lindblad
limit. To see this, we analyse the weak coupling master
equation up to second order in the coupling parameter:
∂tρs(t) =
∫ t
0
dτCB(t−τ)[S(τ)ρs(t−τ), S(t)]+h.c., where
CB(t) is given by Eq. (3). We now consider the spec-
tral decomposition S(t) =
∑
ab Labe
iEabt〈a|S|b〉, with
Lab = |a〉〈b| and Eab = Ea−Eb, in terms of the eigenba-
sis of H˜S =
∑
aEa|a〉〈a|, and split the terms into those
depending on the decaying part of the correlation, αB(t),
and those depending on C0, with CB(t) = αB(t) + C0.
Then, by assuming a fast decay of αB , such that γt(ω) =∫ t
0
dταB(τ)e
iωτ ≈ ∫∞
0
dταB(τ)e
iωτ , and also considering
the secular approximation, we find (see SM)
dρs(t)
dt
= −i
∑
ab
∆ab[LabL
†
ab, ρs(t)]
+
∑
ab
γab
[
Labρs(t)L
†
ab −
1
2
{
L†abLab, ρs(t)
}]
+ C0
∫ t
0
dτeiEabτ [Labρs(τ), L
†
ab] + h.c. . (7)
The terms proportional to the offset do not allow the
equation to be in a Lindblad form. Thus, as discussed
in the SM, the thermal state ρthS ∼ exp(−βHS) is no
longer a steady state of such equation. Moreover, Eq.
3(7) is no longer consistent to its second order time-local
counterpart, reflecting a failure of the weak coupling ap-
proximation. The convenience of having a decaying-to-
zero correlation function for a well-defined weak coupling
approximation seems therefore clear. While there might
be alternative ways to tackle the problem, all derivations
seem to contain assumptions that lead to a zero offset.
For instance, Gaspard and Nagaoka [21] derive a weak
coupling stochastic Schro¨dinger equation for an open sys-
tems coupled to a thermal bath that is valid for arbitrary
environments and not only to Gaussian environments like
in Refs. [27, 28]. Importantly, their derivation relies on
the assumption of statistical typicality, which ensures a
decaying correlation function.
Spin-Boson environment– To illustrate the emergence
of an offset in the environment correlation function,
we consider a realistic model consisting of M indepen-
dent organic dye molecules. Each molecule have a com-
plex structure consisting of two electronic internal states
strongly affected by a set of rovibronic modes; thus, it
can be treated as a two-party, i.e. hybrid, system that
can be well described with the Dicke-Holstein model [29]:
HE =
∑
j
{
Hσj +
∑
λ
(
ωjλb
†
jλbjλ + σ
z
jxjλ
)}
, (8)
where the index j runs over all molecules. Here the
electronic part is written as: Hσj =
1
2Ωj nˆj · ~σj , where
nˆj = Ω
−1
j (−∆j , 0, εj) is a unitary vector, and ~σj =
(σxj , σ
y
j , σ
z
j ) is the vector of Pauli matrices. We have
defined the Rabi-like frequency Ωj =
√
∆2j + ε
2
j , with
∆j and εj being the spin-tunneling strength and flip-
flop energy, respectively. The rovibronic part is repre-
sented by the bosonic creation (annihilation) operators
b†jλ (bjλ), with energies ωjλ, and reaction coordinate:
xjλ = gjλ(bjλ + b
†
jλ), where gjλ represents the coupling
strength between electronic and vibrational modes. Con-
sidering a linear dispersion, this quantity is determined
by the spectral function J(ω) = (g(ω))2, which we con-
sider Ohmic: J(ω) = r2 ωωc exp(−ω/ωc)θ(2ωc − ω) [30],
where θ(x) is the Heaviside function, 2ωc the cut-off fre-
quency and 0 ≤ r ≤ 1 a parameter that controls the
spin-boson interaction strength. The molecular environ-
ment is in a thermal state with inverse temperature β.
We consider an open system coupled to such hybrid
environment through the standard interaction Hamilto-
nian HI = BS, where S is an arbitrary system operator
and B =
∑
j σ
x
j , such that CB(t) is a sum of single-
molecule correlation functions (SMCF), i.e.: CB(t) =∑
j C
(j)
B (t), with C
(j)
B (t) = tr{σ˜xj (t)σ˜xj (0)ρthE }. Thus,
since the molecules are not interacting, we only need to
study the properties of the jth SMCF, C
(j)
B , which we
tackle with exact diagonalization for up to three vibra-
tional modes (in SM) and MPS for more. In the follow-
ing, we drop the index j for simplicity.
Single-Molecule Environment– For certain parameter
regimes the analysis of the SMCF is quite simple. To
show this, we apply the polaron transformation to the
single-molecule environment Hamiltonian resulting in:
HSM = E0 +
1
2εσ
z +
∑
λ ωλb
†
λbλ − 12∆(σ+eK + σ−e−K),
with E0 =
∑
λ g
2
λ/ωλ, and σ
+ (σ−) being the rising
(lowering) spin-1/2 operator. Thereby, there exists two
limit cases for which the SMCF is analytically accessi-
ble: First, if the spin-tunneling strength ∆ = 0 the envi-
ronment Hamiltonian becomes separable, and we obtain
the well-known pure dephasing limit. The eigenstates
are separable spin-boson bare states: |k〉 = |s,n〉, with
s = 0, 1 labeling the electronic state of the molecule,
and |n〉 ≡ |n1 · · ·nL〉 its respective multimode Fock
state . Accordingly, the offset C0 = 0, since B
kk =
〈k|σx|k〉 = 0, for all k. Furthermore, after some ana-
lytics, it is possible to prove that CB(t) ∝ e−Γβ(t), where
Γβ(t) = 8
∑
λ(gλ/ωλ)
2 sin2(ωλt) coth(βωλ/2) (see SM).
The second case is when r ≈ 0, which corresponds
to a spin environment with negligible vibrational part.
HSM is again separable and, as shown in the SM, the
SMCF reduces to CB(t) = (ε/Ω)
2 cos(Ωt) +C0, with the
offset given by C0 = (∆/Ω)
2sech2(βΩ/2). Thus, a non-
zero offset requires that ∆ 6= 0 and a finite temperature
β−1 > 0. Nonetheless, the offset disappears at zero tem-
peratures even when r 6= 0. This is shown by rewriting
the thermal weights of ρthE as: ηk = e
−βk/
∑
k e
−βk =
e−β(k−0)/(1 +
∑
k 6=0 e
−β(k−0)), where 0 < k is the
ground state. By setting β → ∞ we find that ηk → 1,
iff, k = 0, and zero otherwise. Thus, in the zero tem-
perature limit, the only eigenstate involved in Eq. 4 is
the ground state, such that the condition (b) is no longer
fulfilled, and therefore C0 = 0.
Away from the above limits the dynamics of the en-
vironment displays a competition between the dephasing
and the spin-coherence. While the offset appears when
∆ 6= 0, resulting in an oscillatory behavior of the SMCF,
the role of r is to induce a damping. In this scenario the
eigenstate structure of the Hamiltonian is analytically
and numerically hard to access, particularly when deal-
ing with many vibrational modes. However, since any
eigenstate can be written as linear combination of the
spin-boson bare states, i.e., |k〉 =
∑
sn c
(k)
sn |s,n〉, we can
infer that a minimal requirement for the offset is that the
eigenstates display a mixing of at least two spin states,
that is, Bkk = 〈k|σx|k〉 =
∑
n(c
(k)
1n (c
(k)
0n )
∗〈0|σx|1〉 +
c
(k)
0n (c
(k)
1n )
∗〈1|σx|0〉) 6= 0. While spin coherences are re-
quired for a finite offset, certain entangled eigenstates
may have zero contribution. For instance, an entangled
eigenstate of the form |k〉 = c(k)0,n|0,n〉+ c(k)1m|1,m〉, with
|n〉 6= |m〉, leads to 〈k|σx|k〉 = 0.
In general, the coherence-dephasing competition can
be qualitatively characterized in terms of the ratio r/∆.
For intermediate values of r/∆, we consider the matrix
product state (MPS) formalism [31, 32] implemented in
4the MPS library [33, 34] to compute the SMCF. This is
shown in Fig. 1 for different values of ∆ (upper panel)
and different numbers L of bosonic modes (lower panel),
which shows that the offset does not depend on the en-
vironment size. In this regard, our analysis (see details
in the SM) suggests that the best fitting function for the
real part of the SMCF in Fig. 1 is
f(t) = A0 cos(ω0t)e
−B0ta + C˜0e−t/T0 . (9)
Thus, the short time non-Markovian decay is dominated
by the first factor, which represents a non-exponential de-
cay since a ≈ √2 > 1, while the long time limit dynamics
is dominated by an exponential decay with a character-
istic -correlation- time T0 that takes different values. In
the inset of Fig. 1-(a) we present the relevant fitting pa-
rameters, 1/T0 and C˜0, as a function of ∆. Towards the
limit r/∆ → 0, the correlation time T0 goes to infinity,
while the prefactor defines the resulting offset C˜0 → C0.
(b)
(a) ~
FIG. 1: SMCF: (a) Real part of the MPS-computed SMCF
for different values of ∆ with r = 0.25 for eight-mode (L =
8) dye-molecule. The light gray lines are the related trivial
limits: spin-coherence (dashed) r = 0 and pure-dephasing (no
dashed) ∆ = 0. The inset shows correlation time T0 (blue
filled squares) and the pre-offset term C˜0 (red filled circles)
as a function of ∆. (b) Scaling of the correlation function
with the number of bosonic modes L for r = 0.25ε and ∆ =
2.5ε. These calculation were done for β = 1 and local MPS
dimension dMPS = 10...15 which showed to be sufficient for
good convergence of our results.
Many-Molecule Environment– Finally, when consider-
ing the case of M molecules the total offset is enhanced
since C0 =
∑
j C
(j)
0 . Moreover, the ensemble of molecules
behave at long times as a collection of exponentially de-
caying two-level systems, each having different internal
parameters and thus different decay rates 1/T0. As it
is well-known this type of systems leads to a 1/f spec-
trum between the frequency ranges of [1/Tmax, 1/Tmin],
where Tmax(Tmin) are the maximum (minimum) corre-
lation times [10, 35, 36]. Interestingly, contrary to the
standard case where no-offset is considered, here we find
that for some molecule T0 = Tmax ∼ ∞, which implies
that the 1/f extends towards the zero frequency limit, as
it is observed experimentally [36] (see SM).
Conclusions and outlook– We argue that a necessary
condition for the existence of a well-defined weak cou-
pling approximation is to have a correlation function
that decays to zero in time, a feature that is fulfilled
for Gaussian and ETH environments but not for gen-
eral thermal environments. To illustrate this we con-
sider a hybrid spin-boson environment that presents a
non-decaying correlation function, and show how this
connects with the presence of a 1/f spectrum that, in
contrast to previous analysis, extends to zero frequen-
cies. This work opens several interesting research av-
enues. Firstly, quantum devices such as superconducting
qubits are affected by similar hybrid environments [7, 8]
and 1/f noise [10, 35, 36], and thus a rigorous analysis of
the convergence of a weak coupling expansion (and the
related Lindblad equation) may be important. Secondly,
this work may be helpful to understand the dynamics of
impurities coupled to materials that do not fulfil ETH,
for instance those presenting dynamical localization or
Hilbert space fragmentation, where the emergence of an
offset has also been described [37–39]. Further, the offset
is linked to strong memory effects and to the inability of
the environment to bounce back to its equilibrium state
after interacting with the system, which raises an interest
in characterizing its non-Markovianity [40–42]. Finally,
due to the non-ergodicity of the environment, the system
quantum information may not be irreversibly lost and
could be recovered by developing appropriate correction
protocols.
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Appendix A: Master equation for correlation
functions with an offset
Up to second order in the weak coupling parameter,
and in interaction picture with respect to H˜S , the master
equation reads as [1]
dρs(t)
dt
=
∫ t
0
dτCB(t− τ)[S(τ)ρs(t− τ), S(t)] + h.c.
where we have crucially considered the Born approxima-
tion, by which within the right hand side term one can re-
ply the total density operator as ρ(t−τ) ≈ ρs(t−τ)⊗ρE .
Moreover, we have defined the environment correlation
function as Eq. (3). The above equation can now be
separated in two terms
dρs(t)
dt
=
∫ t
0
dτ
∑
lj
αB(τ)[S(t− τ)ρs(t), S(t)] + h.c.
6+ C0
∫ t
0
dτ
∑
lj
[S(t− τ)ρs(τ), S(t)] + h.c., (10)
where we have separated CB(t) = αB(t) + C0 in terms
of the time dependent part and the offset. Moreover,
we assume that αB(t) decays very fast, so that it is a
good approximation to consider ρ(τ) ≈ ρ(t). Neverthe-
less, such replacement can not be made in the term that
depends on the offset, where the integrand is not ensured
to have a fast decaying. We now assume that
S(t) =
∑
ab
Labe
iEabt〈a|S|b〉 (11)
where Lab = |a〉〈b|, in terms of the eigenstates and eigen-
values of H˜S . Therefore, we find that
dρs(t)
dt
= −i
∑
ab,cd
∆tab,cd[LabL
†
cd, ρs(t)] (12)
+
∑
ab,cd
γtab,cd
[
Labρs(t)L
†
cd −
1
2
{
L†cdLab, ρs(t)
}]
+ C0e
i(Eba−Edc)t
∫ t
0
dτeiEabτ [Labρs(τ), L
†
cd] + h.c.
with Eba = Eb − Ea and the coefficients defined as
γtab,cd = e
i(Eba−Edc)tγ(Eba)〈a|S|b〉〈d|S|c〉,
∆tab,cd = e
i(Eba−Edc)tΣ(Eba)〈a|S|b〉〈d|S|c〉, . (13)
where we have defined
γ(ω) = Re
{∫ ∞
0
αB(τ)e
iωτdτ
}
Σ(ω) = Im
{∫ ∞
0
αB(τ)e
iωτdτ
}
(14)
In this point, we realize that up to the second order con-
sidered the convoluted Eq. (13) should be equivalent to
its time-local counterpart. This is because the terms on
its r.h.s are already of second order, and therefore we can
make the replacement ρs(τ) = ρs(t) +O(g2) to find
dρs(t)
dt
= −i
∑
ab,cd
∆tab,cd[LabL
†
cd, ρs(t)] (15)
+
∑
ab,cd
γtab,cd
[
Labρs(t)L
†
cd −
1
2
{
L†cdLab, ρs(t)
}]
+ C0e
i(Eba−Edc)t
∫ t
0
dτeiEabτ [Labρs(t), L
†
cd] + h.c.
Nonetheless, if the offset is large the two equations will
differ significantly, signaling the failure of the weak cou-
pling. Indeed, when the offset is large the time local
master equation (16) becomes increasingly unstable, as
the coefficients related to C0 grow unbounded. In con-
trast, the convoluted equation appears to be more sta-
ble but reflects a dependency or memory over the whole
trajectory of ρs(τ) that suggest a strong non-Markovian
character and thus compromises the weak coupling as-
sumption. To see this we proceed further, and consider
the standard secular approximation in Eq. (13), to find
dρs(t)
dt
= −i[Heff, ρs(t)]
+
∑
ab
γab
[
Labρs(t)L
†
ab −
1
2
{
L†abLab, ρs(t)
}]
+ C0
∫ t
0
dτeiEabτ [Labρs(τ), L
†
ab] + h.c. (16)
where we have defined Heff =
∑
ab ∆abLabL
†
ab, γab =
γ(Eba)〈a|S|b〉〈b|S|a〉 and ∆ab = Σ(Eba)〈a|S|b〉〈b|S|a〉. In
the long time limit we formally have
dρs(t)
dt
= −i[Heff, ρs(t)] +
∑
ab
γab
[
Labρs(t)L
†
ab
− 1
2
{
L†abLab, ρs(t)
}]
+ C0
∑
ab
[
Labρs(t, Ea − Eb)L†ab
− 1
2
{
L†abLab, ρs(t, Ea − Eb)
}]
, (17)
which depends on the quantity
ρs(t, ω) =
∫ t
0
dτeiωτρs(τ). (18)
When projected into the system eigenbasis, one can cal-
culate the rate equations as before,
d〈m|ρs(t)|m〉
dt
=
∑
b 6=m
(
γmb〈b|ρs(t)|b〉
− γbm〈m|ρs(t)|m〉
)
+ C0
(∑
b6=m
〈b|ρs(t, Em − Eb)|b〉
− 〈m|ρs(t, Em − Eb)|m〉
)
(19)
Thus, the steady state condition is∑
b 6=m
(
γmbP
st
bb − γbmP stmm
)
=
− C0
∑
b 6=m
(
〈b|ρs(t→∞, Em − Eb)|b〉
− 〈m|ρs(t→∞, Em − Eb)|m〉
)
. (20)
In the standard case, we have that C0 = 0 and thus,
one steady state solution is the thermal one, i.e. P stbb ∼
exp(−βEb) provided that the detailed balance is also ful-
filled, i.e. γmb = exp(−βEmb)γbm. Nonetheless, when
C0 6= 0 we find that P stbb is no longer a thermal state,
since is given by
γmbP
st
bb − γbmP stmm = −C0
(
〈b|ρs(t→∞, Em − Eb)|b〉
7− 〈m|ρs(t→∞, Em − Eb)|m〉
)
, (21)
and thus it depends on the whole history of evolution,
including the initial state.
Appendix B: Environment in extreme cases
Here we shortly present the derivation of the formulae
used in the main text for the cases: (a) pure-dephasing
∆ = 0 and (b) spin-coherence, r = 0. In addition, we
also present a case (c) corresponding to weak-coupling
derivation, that will allow us to justify in this limit
the fitting functional (9) used to characterize the single-
molecule correlation function (SMCF). First, we stress
that throughout the paper we have only computed single-
molecule correlation corresponding to the jth molecule
due to the non-direct interaction between them. Hence
the full environment Hamiltonian can be written asHE =∑
j H
(j)
E and the many-molecule polaron transformation
gets defined then as Ufull = U(1)⊗· · ·⊗U(j)⊗· · ·⊗U(Nmol),
where
U(j) = exp(
1
2
σzjKj) , (22)
with Kj = 2
∑
λ
gjλ
ωjλ
(b†jλ − bjλ). Henceforth, in the com-
putation of the SMCF we ignore the index j, therefore
we redefine H
(j)
E ≡ HSM. Considering that the formula
for the SMCF implies the computation of a trace, we can
apply arbitrary unitary transformation U with which we
can write
CB(t) = trE
{
e−itHSMσxeitHSMσxρthE (0)
}
= trE
{
e−itHSMσxeitHSMσxρthE (0)
}
(23)
where
Ue−itHSMU−1 =
∑
p
(−it)p
p!
U HSM · · ·HSM︸ ︷︷ ︸
p times
U−1
=
∑
p
(−it)p
p!
HSM · · ·HSM︸ ︷︷ ︸
p times
= e−itHSM , (24)
where we have used the short notation HSM =
UHSMU
−1. It can be also shown that
σx = UσxU−1 = σ+eK + σ−e−K ,
σz = UσxU−1 = σz,
bλ = UbλU
−1 = bλ − gλ
ωλ
σz,
with which HSM gets transformed into:
HSM =
ε
2
σz +
∑
λ
ωλb
†
λbλ +
∑
λ
g2λ
ωλ
−∆
2
(σ+eK + σ−e−K). (25)
(a) Pure dephasing case
Let us first consider ∆ = 0 and this Hamiltonian is sep-
arable, and thus e−itHSM = e−
1
2 itεσ
z
e−it
∑
ωλb
†
λbλ . Then,
the SMCF can be expressed as
CB(t) = 〈σx(t)σx(0)〉E − 〈σx〉2E
= eiεt〈σ+σ−〉σ〈eK(t)e−K(0)〉R
+e−iεt〈σ−σ+〉σ〈e−K(t)eK(0)〉R
−〈σ+〉σ〈eK(0)〉R − 〈σ−〉σ〈e−K(0)〉R , (26)
where we have used the separability of HSM to write
ρthE (0) = ρσ ⊗ ρR, with ρσ = e−
1
2βεσ
z
/Zσ and ρR =
e−β
∑
λ ωλb
†
λbλ/ZR. Thus, the respective traces are de-
noted as trσ{· · · ρσ} = 〈· · · 〉σ, and trσ{· · · ρR} = 〈· · · 〉R.
Further, the operator K(x) is defined as
K(x) = eix
∑
λ ωλb
†
λbλKe−ix
∑
λ ωλb
†
λbλ
= 2
∑
λ
g2λ
ω2λ
(b†λe
ix − bλe−ix) , (27)
that satisfies
[K(x), [K(x),K(y)]] = [K(y), [K(x),K(y)]] = 0,
and
[K(x),K(y)] = i8
∑
λ
g2λ
ω2λ
sin(ωλ(x− y)). (28)
Therefore, we can use the Baker-Kambell-Hausdorf iden-
tity
eK(x)e−K(y) = eK(x)−K(y)−
1
2 [K(x),K(y)] , (29)
and the thermal average
〈e
∑
λ(cλbλ+dλb
†
λ)〉R = e
∑
λ cλdλ(2n(ωλ)+1) (30)
with the thermal distribution n(ωλ) = (e
βωλ − 1)−1, and
the complex numbers cλ and dλ. With these formulae,
we can compute the two-point thermal correlator of the
type 〈eK(x)e−K(y)〉R = exp(
∑
λ
g2λ
ω2λ
hλ(β)) with
hλ(β) = −2|ξλ(x, y)|2 coth(βωλ/2) + i4µλ(x, y) (31)
with
ξλ(x, y) = i2e
iωλ(x+y)/2 sin[ωλ(x− y)/2]
µλ(x, y) = sin[ωλ(x− y)] .
8Considering this, together with the identity
〈eK(x)e−K(y)〉R = 〈eK(y)e−K(x)〉∗R, and that for a ther-
mal initial state 〈σ±〉σ = 0 and 〈σ+σ−〉σ = (1+e−βε)−1,
we obtain the final expression for the SMCF:
CB(t) =
(
eiεt
1 + e−βε
+
e−iεt
1 + eβε
)
× exp
(
−i4
∑
λ
g2λ
ω2λ
sin(ωλt)
)
× exp
(
−8
∑
λ
g2λ
ω2λ
sin2(ωλt) coth(βωλ/2)
)
,
(32)
which implies no offset, as expected, for the pure-
dephasing case.
(b) No dissipation
Let us now consider r ≈ 0. The polaron-transformed
Hamiltonian HSM takes the the form
HSM =
1
2
Ω nˆ · ~σ +
∑
λ
ωλb
†
λbλ , (33)
since gλ ∝ r ≈ 0 ⇒ e±K ≈ 1. Here we have
defined a Rabi-type of frequency Ω =
√
∆2 + ε2,
nˆ = Ω−1 (−∆, 0, ε) is a unitary operator, and ~σ =
(σx, σy, σz). To compute the SMCF, we directly use the
identity
eiαnˆ·~σ = 1ˆ cos(α) + i(nˆ · ~σ) sin(α) , (34)
with α = Ωjt/2, and the separability of HSM to express:
σx(t)σx(0) = eitHSMσxe−itHSMσx
= cos2(Ωt/2) +
∆2 − ε2
∆2 + ε2
sin2(Ωt/2)
−2 ∆ε
∆2 + ε2
σzσx sin2(Ωt/2) , (35)
which after computing the thermal average 〈· · · 〉E |r=0
results in:
〈σx(t)σx(0)〉E |r=0 = 1
Ω
(
∆2 − ε2 + 2ε2 cos2(Ωt/2)) ,
(36)
since 〈σzσx〉E |r=0 = 0. For the renormalization term we
have:
〈σx〉E |r=0 = trσ{σxρσ}trR{ρR}
=
1
ZB
tr{σx exp(−βnˆ · ~σ)}
= −∆
Ω
tanh(βΩ/2) (37)
where we have again use the identity (34) with iα =
−βΩ/2, and with which the partition function can be
written as Zσ = cosh(βΩ/2). We finally arrive to the
SMCF:
CB(t) = 〈σx(t)σx(0)〉E |r=0 − (〈σx〉E |r=0)2
=
ε2
Ω2
cos(Ωt) +
∆2j
Ω2
sech2(βΩ/2) , (38)
where we have the trigonometrical identities: cos(2θ) =
2 cos2(θ) − 1, and sech2(x) = 1 − tanh2(x). Clearly the
last term in the right side corresponds to the offset, that
is
C0 =
∆2
Ω2
sech2(βΩ/2) . (39)
(c) Weak coupling also for the initial state
Another possibility to approach the SMCF is to con-
sider the case in which the interaction between the elec-
tronic and vibrational parts of HE is weak, such that the
initial thermal state can be approximated as
ρthE = ρ
th
σ ⊗ ρthR + ρcorr ≈ ρthσ ⊗ ρthR , (40)
where we consider that ρthσ = exp(−βHσ)/Zσ and ρthR =
exp(−βHR)/ZR, with Zσ,R the partition functions, and
HR =
∑
λ ωλb
†
λbλ. Thus, we are neglecting the corre-
lation term ρcorr, which is of order r
2. Moreover, not
only this approximation restricts the results to a weak
electron-boson coupling; but also it leads to an environ-
ment initial state that is no longer in equilibrium, which
means that strictly speaking the correlation function is
no longer stationary, i.e. CB(t1, t2) 6= C(t1 − t2). For
simplicity, we concentrate in the case t1 = t and t2 = 0.
Using the cyclic property of the trace, we write the cor-
relation function as follows
〈σx(t)σx(0)〉E = trσ {σxρ˜σ(t)} , (41)
where ρ˜σ(t) = trR
{
e−itHSMσxρthσ ⊗ ρthR eitHSM
}
. There-
fore, we can use the eigenstates of the free spin part of
the Hamiltonian Hσ =
1
2 (εσ
z − ∆σx), labeled by |µ〉
(µ = ±), to express Eq. 41 as
〈σx(t)σx(0)〉E =
∑
µν
〈µ|σx|ν〉ρ˜νµ(t) , (42)
with ρ˜νµ(t) = 〈ν|ρ˜σ(t)|µ〉. Following [43] for instance,
we can obtain the matrix element of ρ˜σ by solving the
9following sytem of differential equations
∂
∂t
ρ˜++ = γ(+−,+−)ρ˜++ − γ(−+,−+)ρ˜−−
∂
∂t
ρ˜−− = γ(−+,−+)ρ˜−− − γ(+−,+−)ρ˜++
∂
∂t
ρ˜−+ = −i(ε− − ε+ + σ−− − σ++)ρ˜−+
+
(
γ(−−,++) −
γ(+−,−+) + γ(+−,+−)
2
)
ρ˜−+ ,
(43)
where γ(µν,µ′ν′) are relevant damping coefficients and
σ±,± are the Lamb-shift terms. The initial conditions
are set by ρ˜σ(0) = trσ{σxρσ(0)}. The solutions of the
system of diffferential equation have the form:
ρ˜++(t) = a1 + b1e
−λt,
ρ˜−−(t) = a2 + b2e−λt,
ρ˜+−(t) = b3e−λ0t , (44)
where λ = γ(−+,−+) +γ(+−,+−). The aj and bj (j = 1, 2)
are real, while λ0 and b3 are complex, and all of them
depend explicitly on the damping and the Lamb-shift
coefficients, as well as on the initial state ρ˜µν(0). The
non-renormalized SMCF is then given by the function
〈σx(t)σxj (0)〉E = 〈−|σx|−〉a1 + 〈+|σx|+〉a2 (45)
+ e−λt(〈−|σx|−〉b1 + 〈+|σx|+〉b2)
+ 〈−|σx|+〉b3e−λ0t + 〈+|σx|−〉b∗3e−λ
∗
0t .
Interestingly, the form of this solution is very similar to
the one of the fitting functional (9) in the main text.
Indeed, once renormalized, i.e. after substracting 〈σx〉2,
its real part takes the form
f r1(t) = Re{〈σx(t)σx(0)〉E} − 〈σx〉2
= A˜0e
−Re{λ0}t cos(Im{λ0}t) + C0e−λt
+b0 − 〈σx〉2 . (46)
The first term at the right-hand-side corresponds to an
exponentially decaying damping ∼ e−Re{λ0}t. This is due
to the fact that we are assuming the weak coupling ap-
proximation between electrons and phonons, while the
analogous term in the fitting function (9) presents a non-
Markovian structure, ∼ e−B0ta with a ≈ √2 > 1. Notice
that in the weak coupling solution Eq. (46) there is a
constant term b0 that does not cancel with 〈σx〉2. In-
deed, the weak coupling initial state (40) is no longer in
equilibrium, and gives rise to a time dependent 〈σx〉 ≈
trE{ρσ(t) ⊗ ρRσx} that not cancel out b0. In contrast,
in the main text we analyze intermediate regimes of r/∆
and therefore we have to consider the full thermal initial
state ρthE , for which
〈σx〉 = trE{eiHEtσxe−iHEtρthE } = trE{σxρthE }, (47)
FIG. 2: Fitting. Non-renormalized SMCF for different val-
ues of ∆. The dashed horizontal lines represent the values
of 〈σx〉2 corresponding to the renormalization factor to be
substracted..
is time-independent. Moreover, Fig 2 shows that the non-
renormalized correlation function decays at long times to
〈σx〉2 (dashed lines with the same color), at least for the
time-scales reachable within our simulations. In other
words, the non-renormalized correlation decays to a con-
stant b0 ≈ 〈σx〉2 when 1/T0 6= 0, and to an offset value
C˜0 → C0 when 1/T0 → 0.
Appendix C: Correlation function in the harmonic
limit
Let us now consider the particular case of Gaussian
environments. In this case, the environment should be
formed by a set of independent harmonic oscillators, and
thus we relabel the environment eigenstates and eigenen-
ergies in terms of the standard indices: one referring to
the oscillator, λ and another one referring to its internal
state nλ that reflects the number of quanta in such os-
cillator (we consider a single molecule and thus skip the
index j),
|k〉 ≡ |nλ〉,
k ≡ nλ = ωλ(nλ + 1/2), (48)
Thus, the correlation function can be written as
CB(t) =
∑
λ′,nλ′
∑
λ′′,nλ′′
e−βωλ′ |Bnλ′ ,nλ′′ |2ei(nλ′−nλ′′ )t.
To obtain Gaussian statistics we need furthermore a lin-
ear coupling operator B =
∑
λ gλ(a
†
λ + aλ), such that
Bnλ′ ,nλ′′ is
〈nλ′ |B|nλ′′〉 =
∑
λ
δλ′,λδλ′′,λgλ
(√
nλ′′ + 1δnλ′ ,nλ′′+1
+
√
nλ′′δnλ′ ,nλ′′−1
)
.
Notice that here there is no need to renormalize, since
〈nλ|B|nλ〉 = 0, i.e the coupling operator does not connect
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the same environment eigenstates, which means that B˜ =
B. In addition, we have
δnλ′ ,nλ′′+1e
i(n
λ′−λ′′ )t = δnλ′ ,nλ′′+1e
iωλt
δnλ′ ,nλ′′−1e
i(λ′−λ′′ )t = δnλ′ ,nλ′′−1e
−iωλt. (49)
Considering also the Bose-Einstein statistics, i.e.
N(ωλ) =
∑∞
nλ=0
nλe
−βωλ(nλ+1/2)
Zλ
=
1
e−βωλ − 1 , (50)
and the detailed balance (N(ωλ) + 1)e
−βωλ = N(ωλ),
we find the standard correlation function for harmonic
environments,
C(t) =
∑
λ
g2λ[(N(ωλ) + 1)e
−iωλt +N(ωλ)eiωλt]. (51)
As it is well-known, this function can be written in
terms of the one particle spectral density J(ω) =
g(ω)2|∂(ωk)/∂k|−1k=k(ω) as
C(t) =
∫ ∞
0
dωJ(ω)[(N(ω) + 1)e−iωt +N(ω)eiωt]. (52)
As discussed in regard to Eq. (5), as long as J(ω) is a
smooth function in frequencies (since N(ω) is smooth),
C(t) will decay to zero. This is the case in most physical
models, where J(ω) is a continuous differentiable func-
tion.
Appendix D: Additional numerics on the offset
We first compute the offset C0 using Eq. 4 by diago-
nalizing HSM for a single, two and three model molecule.
As seen in the main text, the offset does not show any
strong dependence on the number of modes L, and it is
a smooth function of the parameters of interest. The re-
sults is shown in Fig.3 where it can be noticed that x- and
y-axis are in log-scale. The figure also illustrates why the
offset cancels towards the limit in which the environment
Hamiltonian becomes separable, for instance, as the ratio
r/∆ 1.
Two Mode Three ModeSingle Mode
FIG. 3: Few-Mode Case: Offset. Offset as a function
of the inverse of the temperature β and the environment in-
teraction gλ ∝ r for a single-, two- and three-mode molecule,
with ∆ = ε = 1.
In addition, we compute the distribution of Bkk =
σxkk = 〈k|σx|k〉. The eigenenergies are rescaled as
FIG. 4: Few-mode Case: Statistics. Distribution of the
single-eigenstate expectation of system-environment coupling
operator B = σx as a function of (a) the tunneling strength
∆ with r = 0.25, and (b) r (∝ gλ) with ∆ = 1. The black
dashed lines represent the thermal distribution for β = 0.5.
′k = (k − 0)/max({k} − 0), such that 0 ≤ ′k ≤ 1.
From this figure it is easily noticed that whenever ∆ = 0,
then Bkk = 0 for all eigenstates, as expected, while for a
very small value of ∆ the distribution already gets spread
around zero. The larger the value of ∆, the broader the
distribution, and as seen in Fig. 4, when ∆/r  1 two
peaks are getting formed around ±1, specially in the low-
energy regime that is the relevant energy bandwidth for
the computation of C0. Such relevant bandwidth can
be estimated by considering the thermal distribution ηk
(black dashed lines).
Furthermore, to visualise the energy range in which
the offset increases we compute an effective participation-
energy range ∆Eβ = N − 0 (light blue region),
defined as the values in which the cumulative sum
Fβ(N) =
∑N
k=0 ηk(B
kk)2 converge into their constant
value Fβ(N) ≈ limN→∞ Fβ(N). This quantity might
be helpful to evaluate the offset for thermal large sys-
tems, where only the first few eigenstates are accessible.
Nonetheless, as concluded before, a nonzero offset implies
the participation of at least two eigenstates.
To complete the analysis, in Fig. 5 we show the vari-
ation of the SMCF as the interaction strength r is in-
creased. We can see that the larger the ratio r/∆ the
more relevant the dephasing becomes and the faster the
correlation function decays. To contrast these results, we
additionally include the correlation function with param-
eters r = 0.25 and ∆ = 2.5 for which the appearance of
a very large T0 is observed.
11
FIG. 5: Environment Interaction. Single-molecule cor-
relation function for different values of the environment inter-
action strength r, given ∆ = 1 and β = 1.
Appendix E: Many-Molecule Scenario
A standard case is that in which the environment is
composed of an ensemble of molecules. When they are
independent, the total correlation function is given by
CB(t) =
∑M
j=1 C
(j)
B (t). In a realistic setup the molecules
in the ensemble are not identical, and the total corre-
lation function shall depend on how the molecular pa-
rameters, {∆j , εj}, are distributed. Let us assume that
they follow a normalized distribution is P({∆j , εj}). In
the continuous limit, the correlation function can be then
written as
CB(t) =
1
M
∑
j
CB(t, {∆j , εj})
=
∫
<∆>
∫
<ε>
P(∆, ε)CB(t,∆, ε) d∆ dε (53)
with C
(j)
B (t) ≡ CB(t, {∆j , εj}), and P(∆, ε) is the con-
tinuous distribution. A precise knowledge of this distri-
bution may not be experimentally trivial to obtain.
Here, we consider a Gaussian probability distribution
where ∆ and  are treated as independent variables,
P(∆, ε) = P(∆)P(ε)
=
(
1√
2piσ2
)2
e
−(∆−∆j)2
2σ2 e
−(ε−εj)2
2σ2 , (54)
where the distribution width σ is set as a tunning param-
eter. Considering such a Gaussian distribution (which
leads to mean values {∆j = 1, εj = 1}), we randomly
sample the parameter set {∆j , εj} and compute the cor-
relation function for each pair by solving the eigenspec-
trum of H
(j)
E .
In Fig. 6 we present the numerical results of the cor-
relation function as a function of the total number of
molecules M , each of them with a single active bosonic
mode. Therein, it can be seen that the function exhibits
a large offset in presence of many molecules, and inter-
estingly, the expected finite-size recurrence is washed out
FIG. 6: Many-molecule Offset. Many-molecules correla-
tion function computed using the eigenstates and eigenvalues
of H
(j)
E . The parameter are r = 0.25, β = 1, and we randomly
choose {∆j , εj} around ∆j = εj = 1, and a distribution width
σ = 0.3.
in the average. The fluctuations around the final offset
value (light yellow dashed line) as expected to disappear
as the number of molecules involved is larger while σ
also is increased. This calculation, for higher number
of modes is not easily accessible due to the exponential
growth of the Hilbert space of H
(j)
E .
The 1/f noise
Another important aspect of the presence of an offset
for some parameters is related to the band-width of the
1/f noise. To show this we compute the susceptibilty
function, which is the Fourier transform of CB(t). The
1/f is observed at low frequencies, and therefore it will
be dominated by the long time or slowly decaying term
of the fitting correlation function (9), i.e.
f lt(t) = C˜0e
−t/T0 . (55)
In order to compute the susceptibility, one should take
into account a sum over an ensemble of molecules j, each
of them with different parameters and therefore with dif-
ferent decay rates ν
(j)
0 = 1/T
(j)
0 ,
F lt(t) =
∑
j
C˜
(j)
0 e
−ν(j)0 t. (56)
Thus, the susceptibility at low frequencies will be given
by the Fourier transform of this function,
χ0(ω) =
∑
j
∫ ∞
−∞
e−ν
(j)
0 |t|e−iωtC˜(j)0 dt
=
c1
2pi
∑
j
C˜
(j)
0
ν
(j)
0
ω2 +
(ν
(j)
0 )
2
4pi2
∝ c1
2pi
∫ νmax
νmin
Q(ν0)C˜0(ν0) ν0
ω2 +
ν20
4pi2
dν0 (57)
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with νmin = 1/Tmax and νmax = 1/Tmin very small. In
the last equality, we have considered the limit of a very
dense molecular ensemble and taken the sum as an in-
tegral with a certain probability distribution for decay
rates, which we take as Q(ν0) = 1/ν [10, 36]. Moreover,
we assume a narrow band-width at low frequencies, such
that C˜0(ν0) ≈ C˜0 so that it can be taken out of the inte-
gral. The resulting integral is analytically accessible and
allows to obtain the 1/f behaviour, since
χ0(ω) ∝ C˜0
ω
, if
1
Tmax
< ν0 <
1
Tmin
. (58)
So far, we have carried the standard calculation of the
1/f spectrum. The novelty in our case is that due to the
finite temperature, we find that νmin = 1/Tmax = 0, since
there are some molecules with internal parameters that
have an infinitely decaying correlation function. Previous
models are often based on a weak coupling approxima-
tion that lead to a correlation function (46) that always
decays with a finite rate λ. This leads to a 1/f spec-
trum limited to the lower frequency 1Tmax = λmin. In
contrast, our model shows a 1/f behaviour that extends
to zero-frequency, and it is therefore in better agreement
with experimental observations (see [36] and references
therein).
