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This paper investigates a structural optimization for the non-circular vent hole on an aero-engine 
turbine disk. A novel optimization approach, namely SO-ISVR (the surrogate-based optimization using 
an improved support vector regression), for the vent hole design is developed. ISVR (the improved 
support vector regression) is proposed to extract some ignored valuable information from the existing 
training data by using the least squares method, so as to improve the performance of SVR (support 
vector regression). To validate the advantages of SO-ISVR, another two optimization approaches are 
also developed. They are SO-SVR (the surrogate-based optimization using SVR) and FEMO (the finite 
element method based optimization). The results show that ISVR is suitable and valuable in engineering 
optimization. Compared to the initial scheme, the maximum von Mises stress of the optimal scheme 
obtained by SO-ISVR is reduced from 1189.488 MPa to 948.530 MPa. Further comparative study for SO-
ISVR, SO-SVR, and FEMO demonstrates that SO-ISVR possesses some advantages in both computational 
efficiency and optimization effect.
© 2019 Elsevier Masson SAS. All rights reserved.1. Introduction
The circular vent hole is a common structure on aero-engine 
turbine disk, which can be used for the delivery of the cooling air 
for turbine rotor blades to meet the requirements of aerodynam-
ics and heat transfer [1,2]. The area around the circular vent hole 
belongs to the hazardous strength region, where life assessment 
should be conducted. Generally, severe stress concentration may 
happen at the contour of the circular vent hole because of the ex-
istences of the large thermal load, the huge mechanical load, and 
the abrupt change in cross-section. It may reduce the service life 
of the turbine disk significantly. An alternative way to handle the 
stress concentration is to design novel non-circular holes according 
to the complicated loading conditions [3–5].
With the rapid development of finite element methods (FEM) 
and computer facilities, FEM-based optimization techniques have 
become more popular in the structural design of non-circular holes 
[6–8]. The FEM-based optimization is a process that explores a 
broad design space and performs a large number of finite ele-
ment simulations, which may be computationally unacceptable in 
* Corresponding author.
E-mail address: 810964220@qq.com (X. Shen).https://doi.org/10.1016/j.ast.2019.105332
1270-9638/© 2019 Elsevier Masson SAS. All rights reserved.the product development process even though the computer pro-
cessing power has increased rapidly. Therefore, substantial efforts 
have been expended in investigating the techniques to reduce the 
computational cost of the FEM-based optimization.
One effective way being researched is to employ the surrogate-
based optimization [9,10]. The core idea of the surrogate-based op-
timization is to establish simple mathematical models, which are 
referred to as surrogate models, to approximate the relationships 
between the design variables and the constraints (or objectives) 
by performing a small number of expensive finite element simula-
tions [11]. Whether the surrogate-based optimization can achieve 
good results or not mainly depends on the performance of the sur-
rogate models. Over the past few decades, plenty of studies have 
been conducted to enhance the performance of surrogate mod-
els, and several popular surrogate models have been respectively 
proposed [12–14]. They are polynomial response surface (PRS) 
[15–17], radial basis functions (RBF) [18], support vector regres-
sion (SVR) [19–21], Kriging (KRG) [22–24], extended radial basis 
functions (E-RBF) [25], artificial neural networks (ANN) [26–28], 
moving least squares (MLS) [29], and multivariate adaptive regres-
sive splines (MARS) [30]. The comparative studies for different sur-
rogate models have been conducted, and the results showed that 
SVR possesses some advantages in terms of sparsity, accuracy, and 
flexibility [31,32]. Due to these advantages, SVR has been widely 
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gineering [33], remote sensing implementations [34], digital signal 
processing [35], and so on [36,37].
However, as everything has two sides, there are also some lim-
itations to SVR. Due to the lack of priori knowledge, inappropriate 
values for the loss function, the penalty parameter, and the ker-
nel function parameter of SVR may be selected even though some 
optimization algorithms are employed. As a result, some useful in-
formation of the training data may be ignored, and the inaccurate 
prediction model may be obtained. To extract the ignored valuable 
information from the existing training data as much as possible 
and improve the performance of SVR further, an improved support 
vector regression (ISVR) using the least squares method is devel-
oped by the authors [38]. The study showed that ISVR possesses 
some advantages in accuracy when compared with SVR. The rea-
son for the better performance of ISVR is that it involves some 
highly nonlinear ingredients and extra linear ingredients. This can 
enhance the functional fitting capability of SVR so that its predic-
tion capability will be improved. However, the conclusions were 
obtained only through nine simple test functions. The practicality 
of ISVR in engineering optimization has not been investigated.
The purpose of this paper is to: (1) investigate the practical-
ity of ISVR in engineering optimization; and (2) develop an opti-
mization approach with high efficiency and high accuracy, namely 
surrogate-based optimization using the improved support vector 
regression (SO-ISVR), for the design of the non-circular vent hole 
of an aero-engine turbine disk.
2. Non-circular vent hole design
The schematic of the proposed non-circular vent hole on the 
1/n sector sub-model of the studied aero-engine turbine disk is 
shown in Fig. 1. Here, n denotes the total number of the vent holes 
in the whole ring model of the turbine disk. The blue area is the 
design region of the vent hole, which is predetermined according 
to the requirements of aerodynamics and heat transfer. The profile 
of the vent hole is biaxial symmetric and consists of four smoothly 
connected arcs. R0, R1, and R2 denote the radii of the basic circle, 
the large arc A1, and the small arc A2 respectively. The large arc 
A1 is tangent to both the small arc A2 and the basic circle. H
denotes the distance between the center of the basic circle and 
the lower boundary of the design region. D denotes the nearest 
distance between the vent hole and the right/left boundary of the 
1/n sector sub-model.
The profile and the location of the proposed non-circular vent 
hole can be determined by the four parameters, which are R0, R1, 
R2, and H . The total area of the n vent holes in the whole ring 
model is severely limited to (1 ± 0.5%) ∗ ST (/mm2) to meet the 
requirements of aerodynamics and heat transfer. ST denotes a con-
stant value. The objective of this work is to reduce the maximum 
von Mises stress σeq,max .
According to the above discussions, the optimization model of 
this study can be expressed as follows.
min σeq,max
find R0, R1, R2, H
s.t.
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Rl0 ≤ R0 ≤ Ru0
Rl1 ≤ R1 ≤ Ru1
Rl2 ≤ R2 ≤ Ru2
Hl ≤ H ≤ Hu
Dl ≤ D
S ∗ (1 − 0.5%) ≤ S ∗ n ≤ S ∗ (1 + 0.5%)
(1)T S TFig. 1. Schematic of the non-circular vent hole on the 1/n sector sub-model of the 
studied aero-engine turbine disk. (For interpretation of the colors in the figure(s), 
the reader is referred to the web version of this article.)
where the superscript u denotes the upper limits of the variables, 
the superscript l denotes the lower limits of the variables. To be 
noted, the vent hole number n is changed in optimization and 
determined by the total area restriction and the single vent hole 
area S S .
3. Surrogate models
3.1. SVR
For SVR, the relationship between the input variables x =
(x1, x2, . . . , xk)T and the associated response y can be described 
as a regression function as follows [39].
ŷsvr(x) = ωTψ(x) + b (2)
where ŷsvr denotes the approximation response of SVR, ω denotes 
the weight vector, ψ(x) denotes the non-linear feature mapping 
function, and b denotes the bias.
By introducing the ε-insensitive loss function and utilizing the 
given training dataset (xi, yi) (i = 1, . . . , m), the regression func-
tion in Equation (2) is transformed as a constrained convex opti-
mization problem so as to construct a well generalized approxima-
tion model.
min
1
2
||ω||2
subject to
⎧⎪⎪⎨
⎪⎪⎩
ωTψ(xi) + b − yi ≤ ε
yi − ωTψ(xi) − b ≤ ε
i = 1, . . . ,m
(3)
By introducing slack variables ξ+i and ξ
−
i , Equation (3) is then 
transformed as
min
1
2
||ω||2 + C
m∑
i=1
(ξ+i + ξ−i )
subject to
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ωTψ(xi) + b − yi ≤ ε + ξ+i
yi − ωTψ(xi) − b ≤ ε + ξ−i
ξ+i , ξ
−
i ≥ 0
i = 1, . . . ,m
(4)
where C > 0 denotes the penalty parameter.
By employing the Lagrange theory, the dual form of Equation 
(4) can be obtained.
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− 1
2
m∑
i, j=1
(α+i − α−i )(α+j − α−j )
k
〈
xi,x j
〉 +
m∑
i=1
(α+i − α−i )yi
−
m∑
i=1
(α+i + α−i )ε
subject to
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
m∑
i=1
(α+i − α−i ) = 0
0 ≤ α+i ,α−i ≤ C
i = 1, . . . ,m
(5)
where k 
〈
xi,x j
〉 = ψ(xi)Tψ(x j) denotes a kernel function.
According to Equation (5), the Lagrange multipliers, α+i and α
−
i , 
can be first calculated. According to KKT conditions, ω and b can 
be then obtained.
By selecting the Gaussian kernel function, SVR can be finally 
obtained as follows.
ŷsvr(x) =
m∑
i=1
(α+i − α−i )k 〈x,xi〉 + b
=
m∑
i=1
(α+i − α−i )exp(−γ ||x − xi||2) + b
(6)
where γ denotes the kernel function parameter.
3.2. ISVR
The main idea of ISVR ŷisvr is to: (1) regard the established 
SVR ŷsvr as a “low-fidelity model”, (2) regard the true simulation 
model y(x) as a “high-fidelity model”, and (3) improve the com-
prehensive performance of the “low-fidelity model” with the help 
of the “high-fidelity model” by using some correction functions. 
The method can be written as
ŷisvr(x) ≡ ŷisvr( ŷsvr(x),a) ≈ y(x) (7)
where a denotes the vector of correction parameters. It is used 
for minimizing the deviation between the responses of the “low-
fidelity model” and the “high-fidelity model”.
No new training point is needed to construct ISVR in this paper. 
The training dataset required for constructing SVR is reused to ex-
tract some extra useful information. The correction function is the 
key point of ISVR. Three different types of correction functions are 
selected by the authors, and shown as follows.
(1) Addition-form correction function
ŷisvr(x) = C0(x,β) + ŷsvr(x)
C0(x,β) = β0 + β1x1 + · · · + βkxk = cTβ
(8)
where β = [β0 β1 . . . βk]T denotes a vector of k + 1 constant 
coefficients, c = [1 x1 . . . xk]T denotes a first-order polynomial 
basis-function vector with k + 1 elements.
(2) Multiplication-form correction function
ŷisvr(x) = C1(x,λ) ŷsvr(x)
C1(x,λ) = λ0 + λ1x1 + · · · + λkxk = cTλ
(9)
where λ = [λ0 λ1 . . . λk]T denotes a vector of k + 1 constant 
coefficients.(3) Hybrid-form correction function
ŷisvr(x) = C0(x,β) + C1(x,λ) ŷsvr(x) (10)
The comparative study for the three types of correction func-
tions has been conducted by the authors [38]. The results showed 
that the choice of different correction functions could influence the 
performance of ISVR, and the hybrid-form correction function per-
forms better than the other two types of correction functions in 
a general view. Therefore, the hybrid-form correction function is 
selected to construct ISVR in this paper.
The modeling process of ISVR is to estimate β and λ in Equa-
tion (10). It can be seen that there is a close connection between 
Equation (10) and the multiple linear regression analysis. The mul-
tiple linear regression analysis attempts to minimize the deviation 
between approximate responses and true responses. Therefore, the 
least squares method is used to estimate β and λ.
By utilizing Equation (10) and the given training dataset (xi, yi)
(i = 1, . . . , m), the following equation can be obtained.⎡
⎢⎢⎢⎣
y1
y2
...
ym
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
e1
e2
...
em
⎤
⎥⎥⎥⎦ +
⎡
⎢⎢⎢⎣
ŷisvr,1
ŷisvr,2
...
ŷisvr,m
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
e1
e2
...
em
⎤
⎥⎥⎥⎦+
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 . . . 1
x1,1 x1,2 . . . x1,m
x2,1 x2,2 . . . x2,m
. . . . . .
. . . . . .
xk,1 xk,2 . . . xk,m
ŷsvr,1 ŷsvr,2 . . . ŷsvr,m
x1,1 ŷsvr,1 x1,2 ŷsvr,2 . . . x1,m ŷsvr,m
x2,1 ŷsvr,1 x2,2 ŷsvr,2 . . . x2,m ŷsvr,m
. . . . . .
. . . . . .
xk,1 ŷsvr,1 xk,2 ŷsvr,2 . . . xk,m ŷsvr,m
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
β0
β1
...
βk
λ0
λ1
...
λk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(11)
where ei denotes the error of ŷisvr at the i-th training point, ŷisvr,i
denotes ŷisvr at the i-th training point, ŷsvr,i denotes ŷsvr at the 
i-th training point, and x j,i denotes the j-th element of the i-th 
training point.
Equation (11) can be written in matrix form as follows.
y = e + ŷisvr = e + Uζ (12)
Employing the least squares method, ζ can be estimated as fol-
lows
ζ =
[
β
λ
]
= (UTU)−1UTy (13)
According to the above discussions, it can be seen that ISVR 
combines the characteristics of SVR and traditional regression 
methods. The principle of ISVR is to treat the response of SVR 
as feedback, and then multiply a linear regression model and add 
another different linear regression model accordingly. Therefore, 
compared with SVR, ISVR involves highly nonlinear ingredients and 
extra linear ingredients.
4. Optimization approaches
4.1. SO-ISVR
Fig. 2 shows the flowchart of the developed surrogate-based op-
timization using the improved support vector regression (SO-ISVR) 
for the non-circular vent hole design, which involves the following 
steps.
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support vector regression (SO-ISVR) for the non-circular vent hole design.
(1) Choose the design variables and determine their variation 
ranges.
(2) Choose an appropriate design of experiment (DOE) and gen-
erate a series of training samples, namely the design matrix. 
This paper utilizes the MATLAB routine “lhsdesign” (i.e., Latin 
hypercube sampling technique) with “maximin” criterion to 
generate sixty training samples for the studied non-circular 
vent hole. The Latin hypercube sampling is one of the most 
popular DOE techniques in both scientific research and engi-
neering applications [40–43]. The basic principle of the tech-
nique is to maximize the minimum distance between the sampling points so as to obtain uniform samples in the de-
sign space.
(3) Calculate the area of the single vent hole, the number of the 
vent holes in the whole ring model, and the sector angle of 
the sector sub-model for each sample. The sector angle and 
the four design variable (R0, R1, R2, and H) will be used to 
determine the geometry of the sector sub-model of the stud-
ied aero-engine turbine disk.
(4) Automatically rebuild the geometry of the sector sub-model 
and generate the high-quality hexahedral mesh for each sam-
ple by using a unified modeling and meshing tool. The tool 
is developed by the authors using Tcl/Tk Scripts. The mesh 
generation strategy is considered ahead in the geometry mod-
eling phase so as to obtain the high-quality hexahedral mesh. 
As shown in Fig. 3, the geometry is first partitioned into four 
simple sub-domains, which belong to revolving or extruding 
bodies. The Sub-domains A, B, C, and D are marked in pur-
ple, red, yellow, and green respectively. The mapping/sweep-
ing method is used to extrude the 3-D hexahedral mesh for 
the four revolving or extruding bodies by mapping or sweep-
ing the 2-D quadrangle mesh on the source face to the target 
face. The automatically generated hexahedral mesh is shown 
in Fig. 3. It can be seen that the mesh quality of the sec-
tor sub-model is high, especially in the area around the vent 
hole.
(5) Automatically conduct the FEM-based strength analysis for all 
the samples by using the ANSYS APDL language and obtain 
relevant responses σeq,max .
(6) Obtain the initial sample database by combining the sampling 
points and their corresponding responses.
(7) Optimize the loss function ε , the penalty parameter C , and 
the kernel function parameter γ of SVR by using the cross-
validation method.
The detailed process is to randomly split the entire training 
dataset (xi, yi) (i = 1, . . . , p) into q equal subsets, and then 
choose each of these subsets as test data subset in turn and 
select the remaining q −1 subsets as training data subset. The 
mean square cross-validation error (M S Ecv ) can be therefore 
calculated through the following equation.
M S Ecv = 1
p
⎡
⎣ q∑
k=1
⎛
⎝ pk∑
j=1
(y j,q−k − ŷ j,q−k)2
⎞
⎠
⎤
⎦ (14)
where pk denotes the number of points in the k-th subset, 
ŷ j,q−k denotes the approximate response of SVR constructed 
by choosing the k-th subset as test data and the remaining 
q − 1 subsets as training data, y j,q−k denotes the actual re-
sponse.
The MATLAB routine “ga” (i.e., genetic algorithm) is utilized to 
minimize M S Ecv by optimizing ε , C , and γ . The parameters 
“Generations” and “PopulationSize” of the genetic algorithm 
are set to 40 and 50 respectively.
(8) Construct SVR ŷsvr(x) by using the entire training dataset 
(xi, yi) and the obtained optimal loss function ε∗ , penalty pa-
rameter C∗ , and kernel function parameter γ ∗ .
(9) Construct ISVR ŷisvr(x) by utilizing an appropriate correction 
function and the feedback of the established SVR.
(10) Conduct the ISVR based optimization by employing the MAT-
LAB routine “ga” (i.e., genetic algorithm). The objective σeq,max
is calculated approximately by using the constructed ISVR. 
Both the values of “Generations” and “PopulationSize” are set 
to 1000.
(11) Calculate the area of the single vent hole, the number of the 
vent holes in the whole ring model, and the sector angle of 
the sector sub-model for the scheme obtained by the ISVR 
based optimization.
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and generate the high-quality hexahedral mesh for the new 
scheme.
(13) Automatically conduct the FEM-based strength analysis for 
the new scheme and obtain the actual response.
(14) Check whether the convergence criterion (the tolerance error 
or iteration number) is satisfied or not. If not, the new design 
and its corresponding responses will be added to the existed 
sample database, and Step (8) to Step (13) will be repeated. 
If yes, the cycle will be terminated, and the optimal scheme 
will be obtained.
4.2. SO-SVR
The surrogate-based optimization using SVR (SO-SVR) for the 
non-circular vent hole design is developed to compare with SO-
ISVR, so as to validate the advantages of SO-ISVR.
The flowchart of SO-SVR is similar to that of SO-ISVR. The only 
two differences between the two approaches are as follows.
(1) For SO-SVR, Step (9) in Section 4.1 is not required.
(2) For SO-SVR, Step (10) in Section 4.1 should be replaced by 
SVR-based optimization, and the objective σeq,max should be 
calculated approximately by using SVR constructed in Step (8).
4.3. FEMO
The FEM-based optimization (FEMO) for the non-circular vent 
hole design is developed to compare with SO-ISVR and SO-SVR.
Fig. 4 shows the flowchart of FEMO, which involves the follow-
ing steps.
(1) Choose the design variables.
(2) Calculate the area of the single vent hole, the number of the 
vent holes, and the sector angle of the sector sub-model.
(3) Automatically rebuild the geometry of the sector sub-model 
and generate the high-quality hexahedral mesh.
(4) Automatically conduct the FEM-based strength analysis and 
obtain the actual response σeq,max .
(5) Check whether the convergence criterion is satisfied or not. 
If not, the genetic algorithm will be employed to find a new 
design, and the process will return to Step (1). If yes, the op-
timization will be terminated, and the optimal scheme will be 
obtained.
4.4. Genetic algorithm
Genetic algorithm (GA) is a type of evolutionary computer al-
gorithm to search the optimal solution by simulating the natural 
selection and genetic mechanism [44,45]. Different from traditional Fig. 4. Flowchart of the developed FEM-based optimization (FEMO) for the non-
circular vent hole design.
optimization techniques, GA encodes the decision variables of an 
optimization problem into finite-length strings (i.e., chromosomes) 
and works with the chromosomes. The main evolutionary process 
of GA is as follows.
(1) Initialization. Create a random initial population of some chro-
mosomes.
(2) Fitness evaluation. Calculate the fitness of chromosomes in the 
current population to distinguish good solutions from bad so-
lutions and guide the evolution.
(3) Selection. Select chromosomes from the current population by 
utilizing the survival-of-the-fittest mechanism. The chromo-
somes with better fitness have more chances to be selected.
(4) Crossover. Select the genes with a crossover probability from 
pairs of chromosomes in the current generations and combine 
them to form new offspring.
(5) Mutation. Apply random changes with a mutation probabil-
ity to the genes of chromosomes in the current generations to 
create new offspring.
(6) Replacement. Replace the original population with the new 
population, which is created by selection, crossover, and mu-
tation operations.
(7) Judgement. Check whether the stopping criterion is satisfied or 
not. If yes, stop the optimization and return the best solution. 
If not, return to Step (2) and continue the process.
6 C. Yan et al. / Aerospace Science and Technology 96 (2020) 105332Fig. 5. Convergence process of parameter optimization of SVR.
GA has a strong ability to solve linear and nonlinear problems 
by exploring the whole design space through mutation, crossover, 
and selection operations. The population size and the generations 
are two important user-specified parameters, which affect the per-
formance of GA. On the one hand, small population sizes and gen-
erations may lead to premature convergence or yield substandard 
solutions. On the other hand, large population sizes and genera-
tions may find a global optimal solution yet lead to unnecessary 
expenditure of time.
5. Method validation
5.1. Numerical experiments
Performance comparisons between SVR and ISVR have been in-
vestigated through nine benchmark problems in our previous pa-
per [38]. For completeness, this paper selects one two-dimensional 
test function to illustrate the advantages and contributions of ISVR. 
The selected test function is the Goldstein Price function, which 
can be described as follows.Table 1
RM S Etst and RM S Etrn of SVR and ISVR for the Goldstein Price function.
Validation criteria SVR ISVR Difference
RM S Etst 7.467e+4 6.614e+04 −11.42%
RM S Etrn 2.708e+4 1.258e+04 −53.54%
f (x) = [1 + (x1 + x2 + 1)2 × (19 − 14x1 + 3x21 − 14x2
+ 6x1x2 + 3x22)
]
× [30 + (2x1 − 3x2)2 × (18 − 32x1 + 12x21 + 48x2
− 36x1x2 + 27x22)
]
(15)
where x1 ∈ [−2, 2], and x2 ∈ [−2, 2].
The root mean square error at test points (RM S Etst ) is used 
to compare the prediction capabilities of SVR and ISVR. The root 
mean square error at training points (RM S Etrn) is used to compare 
the fitting capabilities of SVR and ISVR. The MATLAB(2011) routine 
“lhsdesign” with “maximin” criterion is employed to generate 18 
training points and 20000 test points. One hundred different train-
ing and test sets are selected to reduce the random effect. The 
accuracy of SVR and ISVR will be estimated by using the mean of 
the 100 sets.
5.2. Numerical results
The loss function ε , the penalty parameter C , and the kernel 
function parameter γ of SVR are optimized by utilizing the cross-
validation method and the genetic algorithm. Fig. 5 shows the 
typical convergence process of parameter optimization. From it we 
can see that: (1) M S Ecv varies greatly; it illustrates that the pa-
rameters ε , C , and γ have a great influence on the performance 
of SVR; (2) the optimization is converged; it illustrates that the 
selected optimization algorithm is appropriate for solving the op-
timization problem.
Table 1 shows RM S Etst and RM S Etrn of SVR and ISVR. Com-
pared with SVR, RM S Etst of ISVR is reduced by 11.42%, while 
RM S Etrn of ISVR is reduced by 53.54%. It illustrates that the pre-
diction capability and the fitting capability of ISVR are both better 
than that of SVR.
Fig. 6 shows RM S Etst and RM S Etrn of SVR and ISVR with the 
number of training points varying between 12 and 24. It illustrates Fig. 6. RM S Etst and RM S Etrn of SVR and ISVR with the number of training points varying between 12 and 24.
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the increase of the number of training points; (2) ISVR has better 
performance than SVR even though the number of training points 
varies.To provide a more thorough explanation, we select a deter-
mined sampling scheme from the 100 repetitions to obtain the 
plot of the actual function, the approximate functions, the error 
model, and the extra extracted information. Fig. 7(a) shows the 
8 C. Yan et al. / Aerospace Science and Technology 96 (2020) 105332Table 2
Detailed information of the initial non-circular vent hole and the improved non-circular vent hole obtained by SO-ISVR.
Parameters R0
(/mm)
R1
(/mm)
R2
(/mm)
H
(/mm)
n n ∗ S S
(/mm2)
σeq,max
(/MPa)
Initial scheme 5.500 11.000 2.750 8.000 n0 (1+0.103%)*ST 1189.488
Improved scheme 4.591 26.941 3.747 11.065 (1-3.704%)*n0 (1-0.161%)*ST 948.530
Difference (/%) −16.527 144.920 36.256 38.307 −3.704 -0.264 −20.257plot of the Goldstein Price function. Fig. 7(b) and Fig. 7(c) show the 
plots of SVR and ISVR respectively. Combining Fig. 7(a), Fig. 7(b), 
Fig. 7(c) and Table 1, we can see that ISVR really improves the 
prediction capability of SVR. Fig. 7(d) shows the plot of the error 
model, which is calculated by subtracting the approximate function 
SVR from the actual function. Fig. 7(e) shows the plot of the extra 
extracted information, which is calculated by subtracting the ap-
proximate function SVR from the approximate function ISVR. From 
them we can see that: (1) both the error model and the extra 
extracted information are nonlinear; (2) the extra extracted infor-
mation may be regarded as the approximate model of the error 
model. From Fig. 7, we can see that ISVR performs better than SVR 
even though the error model is nonlinear.
According to the above discussions, we think the reason for the 
better performance of ISVR is that some extra information (includ-
ing nonlinear ingredients) is extracted from the training dataset 
and the feedback of SVR. This enhances the functional fitting ca-
pability of ISVR obviously so that its prediction capability is im-
proved.
6. Results and discussion
6.1. Optimization results
Fig. 8 shows RM S Etrn of ISVR in the process of SO-ISVR. The 
abscissa represents the number of the sample database has been 
updated. The ordinate represents RM S Etrn of ISVR. It illustrates 
that the accuracy of ISVR is getting higher and higher in the opti-
mization process.
After optimization, an improved scheme is obtained. Table 2
shows the detailed information of the initial non-circular vent hole 
and the improved non-circular vent hole obtained by SO-ISVR. 
Compared with the initial scheme, the radius R0 of the basic circle 
of the improved scheme is reduced by 16.527%, while the radius 
R1 of the large arc and the radius R2 of the small arc are increased 
by 144.920% and 36.256% respectively. Besides, the location H of 
the center of the basic circle is increased by 38.307%. As a result, 
the maximum von Mises stress σeq,max of the improved scheme is 
reduced from 1189.488 MPa to 948.530 MPa.
The von Mises stress distribution of the initial scheme and the 
improved scheme are shown in Fig. 9. It can be seen that the high-
stress area of the initial scheme only converges in a small edge of 
the vent hole, while the high-stress area of the improved scheme 
is fairly well-distributed around the vent hole.
To provide a more detailed description, the von Mises stress 
distribution along the edges of the non-circular vent holes at 
Cross-Section 0 of the initial scheme and the improved scheme is 
shown in Fig. 10. It can be seen that: (1) for the initial scheme, the 
maximum von Mises stress (1164.448 MPa) is 32.962% larger than 
the average von Mises stress (875.778 MPa), while the minimum 
stress (597.162 MPa) is 31.814% smaller than the average stress; (2) 
for the improved scheme, the maximum von Mises stress (948.530 
MPa) is 10.416% larger than the average von Mises stress (859.050 
MPa), while the minimum stress (783.977 MPa) is 8.739% smaller 
than the average stress. Obviously, the von Mises stress distribu-
tion of the improved scheme is more uniform than that of the 
initial scheme.Fig. 8. RM S Etrn of ISVR in the process of SO-ISVR.
In summary, the proposed SO-ISVR possesses some advantages 
in reducing the maximum von Mises stress and achieving more 
uniform stress distribution around the non-circular vent hole. It 
demonstrates that ISVR is suitable and valuable in engineering op-
timization.
6.2. Performance comparison
To validate the advantages of SO-ISVR further, the other two 
optimization approaches, namely SO-SVR and FEMO, for the non-
circular vent hole design are also performed. To reduce the random 
effects caused by the DOE sampling schemes and the optimization 
algorithms, the three optimization approaches, namely FEMO, SO-
SVR, and SO-ISVR, are repeated ten times respectively.
The boxplot of the maximum von Mises stress of the ten rep-
etitions respectively obtained by FEMO, SO-SVR, and SO-ISVR are 
shown in Fig. 11. The boxplot provides a graphical depiction of 
how the maximum von Mises stress varies over the range of the 
ten repetitions. The plot is composed of a box, an upper limit line 
with whiskers, a lower limit line also with whiskers, and outliers. 
The box includes a top edge line representing the 75th percentile 
value, an interior line representing the median value, and a bot-
tom edge line representing the 25th percentile value. From Fig. 11, 
it can be seen that: (1) in a general review, the maximum von 
Mises stress obtained by FEMO is lower than that obtained by SO-
SVR and SO-ISVR; (2) the maximum von Mises stress obtained by 
SO-ISVR is lower than that obtained by SO-SVR; (3) the variation 
of the maximum von Mises stress of the ten repetitions obtained 
by SO-ISVR is larger than that obtained by FEMO and SO-SVR.
The detailed information of the maximum von Mises stress of 
the ten repetitions respectively obtained by FEMO, SO-SVR, and 
SO-ISVR are shown in Table 3. It can be seen that: (1) compared 
to the initial scheme, the maximum von Mises stress of the ten 
repetitions obtained by FEMO is reduced by 15.825% to 19.894%, 
while that obtained by SO-SVR is reduced by 8.816% to 16.319%, 
and that obtained by SO-ISVR is reduced by 10.152% to 20.257%; 
(2) compared to the initial scheme, the median value of the max-
imum von Mises stress of the ten repetitions obtained by FEMO 
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Table 3
Detailed information of the maximum von Mises stress of the ten repetitions respectively obtained by FEMO, SO-SVR, and SO-ISVR.
Approaches FEMO 
(/MPa)
Stress reduction 
(/%)
SO-SVR 
(/MPa)
Stress reduction 
(/%)
SO-ISVR 
(/MPa)
Stress reduction 
(/%)
Difference between 
SO-SVR and SO-ISVR 
(/MPa)
Case 1 982.231 −17.424 1041.372 −12.452 948.530 −20.257 92.842
Case 2 964.195 −18.940 1028.524 −13.532 1023.009 −13.996 5.515
Case 3 1001.249 −15.825 1048.163 −11.881 1015.555 −14.623 32.608
Case 4 977.139 −17.852 1084.628 −8.816 1068.727 −10.152 15.901
Case 5 960.236 −19.273 1040.964 −12.486 952.830 −19.896 88.134
Case 6 955.679 −19.656 1022.063 −14.075 987.360 −16.993 34.703
Case 7 971.204 −18.351 1044.429 −12.195 990.615 −16.719 53.814
Case 8 964.452 −18.919 995.373 −16.319 987.336 −16.995 8.037
Case 9 952.852 −19.894 1049.464 −11.772 965.249 −18.852 84.215
Case 10 974.439 −18.079 1032.595 −13.190 1028.133 −13.565 4.462
Median 967.828 −18.635 1041.168 −12.469 988.987 −16.856 –
Mean 970.368 −18.421 1038.757 −12.672 996.734 −16.205 –
Standard deviation 14.360 – 22.742 – 37.520 – –Fig. 10. Von Mises stress distribution along the edge of the non-circular vent holes 
at Cross-Section 0 of the initial scheme and the improved scheme. (For interpreta-
tion of the colors in the figure(s), the reader is referred to the web version of this 
article.)
Fig. 11. Boxplot of the maximum von Mises stress of the ten repetitions respectively 
obtained by FEMO, SO-SVR, and SO-ISVR.
is reduced by 18.635%, while that obtained by SO-SVR is reduced 
by 12.467%, and that obtained by SO-ISVR is reduced by 16.856%; 
(3) compared to the initial scheme, the mean value of the maxi-
mum von Mises stress of the ten repetitions obtained by FEMO is 
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Number of the finite element simulations per-
formed in FEMO, SO-SVR, and SO-ISVR.
Approaches Number of finite 
element simulations
FEMO 1000
SO-SVR 80
SO-ISVR 80
reduced by 18.421%, while that obtained by SO-SVR is reduced by 
12.672%, and that obtained by SO-ISVR is reduced by 16.205%; (4) 
the standard deviation of the maximum von Mises stress of the 
ten repetitions obtained by SO-ISVR is larger than that obtained by 
FEMO and SO-SVR; (5) for the ten repetitions, the difference be-
tween SO-SVR and SO-ISVR varies greatly; for example, in Case 10 
the maximum von Mises stress of SO-ISVR is reduced by 4.462 
MPa when compared with that of SO-SVR, while in case 1 the 
value is reduced by 92.842 MPa.
The obvious variations of the difference between SO-SVR and 
SO-ISVR for the ten repetitions may be explained according to the 
modeling principle of ISVR. The core idea of ISVR is to: (1) regard 
the established SVR as a “low-fidelity model”, (2) regard the true 
simulation model as a “high-fidelity model”, and (3) improve the 
comprehensive performance of SVR with the help of the training 
data by using some correction functions. Since the accuracy of the 
given surrogate model may vary with the DOE sampling scheme, 
the accuracy of SVR in the ten cases is different. For these “high-
precision” SVR, only a small amount of useful information may be 
extracted from the training data. Accordingly, the accuracy of ISVR 
may be a little better than that of SVR. For these “low-precision” 
SVR, a lot of useful information may be extracted from the train-
ing data. Therefore, the accuracy of ISVR may be much better than 
that of SVR.
The number of the finite element simulations performed in 
FEMO, SO-SVR, and SO-ISVR are shown in Table 4. It can be seen 
that the number of time-consuming finite element simulations 
performed in SO-SVR and SO-ISVR are reduced by 92% when com-
pared with FEMO. Obviously, SO-SVR and SO-ISVR perform better 
than FEMO in computational efficiency.
In summary, compared to FEMO, the computational efficiency 
of SO-SVR is improved significantly, yet the optimization effect of 
SO-SVR is limited. Compared with SO-SVR, the optimization effect 
of SO-ISVR is improved obviously, and the computational efficiency 
of SO-ISVR almost remains unchanged. It demonstrates that SO-
ISVR is an optimization approach with high efficiency and high 
accuracy for the non-circular vent hole design.
7. Conclusions
This paper proposed a novel optimization approach named SO-
ISVR for the design of the non-circular vent hole on an aero-engine 
turbine disk. Another two optimization approaches named SO-SVR 
and FEMO were also developed to validate the advantages of SO-
ISVR further. Some findings of this work could be concluded as 
follows:
(1) SO-ISVR possesses some advantages in reducing the maximum 
von Mises stress and achieving more uniform stress distribu-
tion at the contour of the non-circular vent hole. Compared 
with the initial scheme, the maximum von Mises stress of 
the improved scheme obtained by SO-ISVR is reduced from 
1189.488 MPa to 948.530 MPa.
(2) Compared to FEMO, the computational efficiency of SO-SVR 
and SO-ISVR are improved significantly, the number of the 
time-consuming finite element simulations performed in SO-
SVR and SO-ISVR are reduced by 92%.(3) The optimization effect of SO-ISVR and FEMO are better than 
that of SO-SVR. Compared to the initial scheme, the median 
value of the maximum von Mises stress of the ten repeti-
tions obtained by SO-SVR is reduced by 12.467%, while that 
obtained by SO-ISVR and FEMO are reduced by 16.856% and 
18.635% respectively.
(4) It may be concluded that ISVR is suitable and valuable in engi-
neering optimization and SO-ISVR is an optimization approach 
with high efficiency and high accuracy for the non-circular 
vent hole design.
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