Abstract. A survey of different representations for lattice sums for the Helmholtz equation is given. These sums arise naturally when dealing with wave scattering by periodic structures. One of the main objectives is to show how the various forms depend on the dimension d of the underlying space and the lattice dimension d Λ . Lattice sums are related to, and can be calculated from, the quasi-periodic Green's function and this object serves as the starting point of the analysis.
Introduction and notation.
A lattice sum is simply a sum of the form Λ Φ(R m ), where Λ is a periodic array made up of points with position vectors R m and Φ is a given function. An important class of such sums arises when we take Φ(R m ) = µ m G 0 (r; R m ), where G 0 (r; r ′ ) is the Green's function for some partial differential equation, describing the effect at the point r of a source at r ′ , and µ m are the source strengths. One of the most significant applications for sums of this type is to the electrostatics of ionic crystals and they have been studied since the nineteenth century; an excellent historical survey can be found in [33] . The governing equation is then Laplace's equation and we have G 0 (r; r ′ ) = 1/|r − r ′ |. As an example, if we take the cubic lattice defined by R lmn = li + mj + nk and consider the effect at the origin of point charges ±1 arranged alternately over the lattice we are led to the sum (the Madelung constant for a sodium chloride crystal; see [6, where the dash on the summation indicates that the term l = m = n = 0 is to be omitted. The value of M NaCl (essentially the energy density of the crystal) is known to high accuracy but the sum in (1.1) is of no use as it stands when it comes to the computation of this number. Worse than that, the sum is conditionally convergent and so the order in which the terms are taken needs to be specified, with different orderings leading potentially to different results. We will return to this question later, but for now we just note that the numerical evaluation of lattice sums often leads to mathematically challenging problems. Attempts to evaluate the sum in (1.1) in closed form have so far been unsuccessful, though some remarkable identities have been derived in the process [23, 108] . The lattice sum in (1.1) arises from a sum of singular solutions of Laplace's equation. Here we will be concerned with related sums in which the underlying physics is governed by the Helmholtz equation,
which arises naturally in many contexts, particularly when investigating linear wave phenomena at a given frequency. For example, in acoustics u represents fluctuations in pressure, whereas in elasticity it would be some component of the displacement vector, and in electromagnetism a component of the electric or magnetic field. The quantity k (assumed real and positive) is the wavenumber, related to the frequency ω via some appropriate dispersion relation. In diffraction theory we are often faced with trying to solve (1.2) in a region exterior to some scatterer(s) (and maybe inside as well) subject to boundary conditions on the surface of the scatterer(s). The case where the scatterer is periodic represents an important class of such problems; examples include the study of diffraction gratings, scattering by periodic surfaces, and wave propagation through composite materials. Equation (1.2) is also equivalent to the time-independent Schrödinger equation in the presence of a constant potential, in which case k is related to the total energy of the particle under consideration, and as a result the Helmholtz equation finds application in the study of electron scattering in solids. A common simplification used is the so-called muffin-tin approximation (due to Slater [97] ) in which the potential is supposed to be spherically symmetric within spheres surrounding each atom, and constant in the region in-between these spheres. This then leads naturally to the need to solve (1.2) on a periodic domain.
The study of wave propagation in periodic structures has a long history and leads to a whole range of interesting mathematical problems. The classic text by Brillouin [11] arguably still serves as the best introduction to the subject. One of the consequences of periodicity is that a problem on an infinite domain can often be reduced to one on a single cell. A variety of techniques may then be available for solving the resulting problem, many of which are based on the use of Green's functions. However, while the Green's function G 0 for the infinite domain may well be quite simple, the Green's function appropriate to the reduced problem will be a sum over the lattice of the form Λ µ m G 0 (r; R m ). In many cases it is appropriate to take µ m = exp(iβ · R m ) and then the resulting Green's function G Λ , which we refer to as a quasi-periodic Green's function, is a phased periodic array of free-space Green's functions. The vector β is known, depending on the context, as the Bloch vector, the crystal momentum vector, or simply the quasi-periodicity vector. The function G Λ thus represents the effect of a periodic array of point sources, of identical strength but each modulated by a phase factor determined by its position. In applications, it is vital that G Λ can be computed accurately and efficiently otherwise any gains made in reducing the problem to one on a finite domain will be lost.
Methods based on quasi-periodic Green's functions for the Helmholtz equation have been applied to a wide variety of physical problems. Examples include lowenergy photon diffraction [82] , array guided surface waves in water waves and acoustics [89] , scattering of electromagnetic waves by perforated screens [62] , wave propagation in elastic composites [70] , band structure computations for photonic crystals [94] , and the design of metamaterials [110] . It has been suggested [9] that in electronic structure computations it might be better to use, instead of G Λ , Bloch sums obtained by replacing the sources G 0 by functions which have the same far-field behaviour but which have been artificially smoothed at the origin. Phase modulated lattice sums (in other words sums in which µ m = exp(iβ · R m )) with other functions Φ have also found application in diverse areas such as the thermodynamic properties of plasmas [92] and the energy density of vortex lattices [14] .
Although the functions G Λ will play a major role in the analysis to follow, they are not the main focus of this review. The function G Λ (r) − G 0 (r; 0) is regular at r = 0 and hence can be expanded about the origin in a series of regular solutions to the Helmholtz equation. It is the coefficients in this expansion that we wish to study. Though not immediately apparent, these coefficients can themselves be written as sums over the lattice Λ; in fact they encapsulate the effect at one point in the lattice of a phased array of singularities (not just sources, but higher-order singularities as well) at all the other points in the lattice. There are three main reasons for studying these objects, which is what the name lattice sum will refer to from now on.
First, problems involving scattering by a periodic array of scatterers can often be reduced to linear systems of equations in which the elements of the coefficient matrix involve lattice sums. It was in this context, when getting to grips with the classic work of Twersky, that the author of this review first encountered lattice sums [105, 106, 107] . In solid state physics, the same sums are known as structure constants and they play a fundamental role in the application of the KKR (Korringa-Kohn-Rostoker) method to periodic solids [49, 48] . Secondly, as coefficients in a series expansion, lattice sums can be used as part of an efficient scheme for the computation of the quasi-periodic Green's function. This turns out to be particularly useful in situations where the value of G Λ is required at many different spatial points as is often the case in applications. The final reason for wishing to investigate lattice sums is that they are mathematically interesting. The natural representation is in terms of conditionally-convergent series which are unsuitable for numerical computation but which can be transformed (with varying degrees of difficulty depending on the specific case under consideration) into rapidly convergent series. Techniques for accomplishing this are scattered across the literature and our aim here is to bring all the available results together and provide a unifying framework for this type of analysis.
The dimension of the space in which the problem is set will be d (2 or 3) and the periodic array will be a lattice Λ of dimension d Λ (1, 2, or 3). Some aspects of the problem are characterised by the co-dimension d c ≡ d − d Λ which can either be 0, 1, or 2. In a recent review, Moroz [75] considered lattice sums for the cases in which d = d Λ , focussing on the development of exponentially-convergent series representations using Ewald summation (see § §3.6 and 4.6 below). Our review is much broader, but nevertheless we have drawn heavily on Moroz's general formalism which allows different values of d and d Λ to be studied at the same time, thus enabling us to determine precisely which combinations of d and d Λ are important at each stage of the analysis.
Some remarks about aspects that are not covered below are warranted. Many general techniques exist for improving the convergence of series that do not rely on a precise knowledge of what the terms in the series actually are, such as Shanks' and Kummer's transformations, and many such methods have been used on series of the type we will consider (see, e.g., [46, 36, 114, 111] and the references cited therein). However, we will be concerned only with analytic approaches that make use of the actual form of the terms in the series. We will also only consider fully infinite arrays. Extensions to finite by infinite arrays are usually straightforward as one simply has to take a finite sum of expressions obtained for infinite arrays of one fewer dimension (as in [96, 22] , for example), but problems associated with semi-infinite arrays often represent a considerable challenge for which a more detailed analysis is necessary [53, 21] and we will not attempt to cover this ground, not least because much work needs to be done before anything like a comprehensive picture can be painted. Finally, we will not report here on matters concerning the numerical implementation of the expressions that are derived, not because this is of secondary importance-far from it-but simply to keep the scope of this review within reasonable bounds.
The remainder of this introduction is taken up with some preliminary definitions. Notation bedevils research in this area and so care has been taken to spell out precisely what our symbols mean. Lattices are defined in §1.1 and we introduce the important concept of a reciprocal lattice. Sums over the former are related to sums over the latter through the Poisson summation formula, which is described next. The notation used to describe fundamental solutions to the Helmholtz equation in cylindrical and spherical polar coordinates is explained in §1.3 and some important properties of these wavefunctions are listed. The function γ(z) = (z 2 − 1) 1/2 crops up time and again in the analysis and the choice of branch cuts is given in §1.4. Finally, in §1.5 we make some cautionary remarks concerning multi-dimensional conditionally-convergent series.
The quasi-periodic Green's function is the subject of §2. Spatial and spectral series are given and the method of Ewald summation is introduced. Integral representations are also described. Then in § §3-4, which forms the core of the article, lattice sums in two and three dimensions, respectively, are discussed, followed by some concluding remarks in §5. A number of technical details appear in appendices.
1.1. Lattices. When studying wave propagation in periodic structures it is natural to work with two related lattices. We begin with a lattice Λ (of dimension d Λ and called the direct lattice) which describes the periodicity of the geometry, and associated with this is a reciprocal lattice Λ * (also of dimension d Λ ) which, as will become apparent, characterises the periodicity with respect to the Bloch vector β. The direct lattice is a set of points with position vectors
In the d Λ = 1 case we will drop the subscripts and a = |a| is the spacing between the lattice points. In higher dimensions, the vectors a i are not necessarily orthogonal (though they are linearly independent) and need not have the same length, and n = (n 1 , n 2 , . . . , n dΛ ) is a multi-index. Reciprocal lattice vectors are defined via
where
If d Λ = 1 we have b = a/a 2 and in all cases R n · K m = 2N π for some integer N , which implies that e iRn·Km = 1.
(
This is the property of the reciprocal lattice vectors that makes them so important. If we have a lattice Λ then we can define a quantity A as the length
The 'length', 'area' or 'volume' (in reciprocal units) of a unit cell of the reciprocal lattice is, in each case, A −1 .
Any d-dimensional vector q can be written as
where q is in the space spanned by the vectors a i (which is the same as the space spanned by the vectors b i ) and q · q ⊥ = 0. If d = d Λ then obviously q = q . We will represent unit vectors with hats so that q =etc. and q = |q|. When vectors are one-dimensional we will also use the representation p = pp, the tilde indicating that the quantity p ranges over both positive and negative values, withp fixed.
1.2. The Poisson summation formula. One of the important tools in the analysis to follow will be the Poisson summation formula, which has the effect of transforming a series over the lattice Λ to one over the reciprocal lattice Λ * . This can be written formally in terms of delta functions as
which reduces in one dimension to
where we have used the fact that δ(αx) = δ(x)/|α|; see [3, Chapter 1] . Alternatively, we can write
where F is the d Λ -dimensional Fourier transform of f ; see [113, Chapter 4] . In one dimension this is
(1.12)
Wavefunctions.
A solution to the Helmholtz equation is termed a wavefunction and we note that a time factor of exp(−iωt) is suppressed throughout. When d = 2 we introduce polar coordinates (r, θ) and denote regular, singular, and outgoing cylindrical wavefunctions by 13) respectively. Here J n (·), Y n (·) and H n (·) ≡ H
n (·) are Bessel functions of the first and second kind, and Hankel functions of the first kind. We have, for Z ≡ J , Y or H,
and we also have the Jacobi expansion
(an overbar denotes complex conjugation).
Regular, singular, and outgoing spherical wavefunctions in three dimensions are denoted by
(1.16) respectively. Here j n (·), y n (·) and h n (·) ≡ h and [60, §3.9 ]
where we have introduced the shorthand notation
The function γ(z).
In many of the applications we will be considering we encounter the function γ(z) = (z 2 − 1) 1/2 and we need to specify the appropriate branch. We will always use the following definition: 19) which corresponds to taking branch cuts along (1, 1 + i∞) and (−1, −1 − i∞), as illustrated in Figure 1 .1. In particular, for real argument we have
(1.20)
1.5. Conditionally convergent series. Considerable care is needed when interpreting conditionally-convergent sums over lattices in more than one dimension since, unlike in the one-dimensional case, there is no natural ordering of the terms. To illustrate the pitfalls, consider the series 21) which are examples of Epstein zeta functions (see [33] ), S 3 (1) being M NaCl as in (1.1). It can be shown [7] that if one treats S 2 (1) as a sequence of partial sums arising from lattice points lying inside larger and larger circles, then this sequence converges. If the circles are replaced by squares then the sequence again converges (to the same value). However, in three dimensions (again with s = 1) using cubes leads to a convergent sequence but using spheres results in a divergent series. Until relatively recently this appears to have been poorly understood, with the assertion that appearing in standard textbooks [25, 47, 5] . Methods for correcting the sum on the right-hand side so that it does converge have been devised [12] . One of the first attempts to draw attention to these problems within the physics community was by Campbell [13] who remarked that "both mathematically and physically, the term 'infinite lattice' can only mean a suitably defined limiting process on finite lattices". (Unfortunately, Campbell's paper contains a convergence result which is erroneous [7] .)
One way of providing a precise meaning for the sums S d (1) (and the technique used in [7] ) starts from the observation that S d (s) is an analytic function of s (a Mellin transform of Jacobi theta functions) in the region Re s > d which can be analytically continued (in a unique way) to the region Re s > 0. An alternative approach is to multiply the terms in a conditionally-convergent series by a suitable convergence factor f m (δ) (with f m (0) = 1) which ensures the absolute convergence of the series. This new series can then be manipulated and finally the limit taken as δ → 0 (see, for example, [24] ). Multi-dimensional conditionally-convergent series are therefore purely formal and only become unambiguous through the application of a device similar to one of those described above. One then needs to check that the expressions so derived actually possess the properties that the original series representation was designed to have. An example in which this complete process is undertaken for the quasi-periodic Helmholtz Green's function with d = 2, d Λ = 1 is given in [41] . In the interests of both brevity and expediency, we will not dwell on the precise sense in which the conditionally-convergent series that we encounter are to be interpreted. Typically, such expressions are used as a vehicle to generate more rapidly convergent representations and provided these have the desired properties, some of the subtleties of the intermediate steps can be safely overlooked.
2. Quasi-periodic Green's functions. Quasi-periodic Green's functions G Λ are fundamental in periodic scattering problems and methods for their accurate and efficient computation have received considerable attention; see, for example, [40, 78, 52, 75, 111] and the references cited therein. In this section we will derive a number of different representations for G Λ which will subsequently be used when discussing lattice sums. We begin with a point source at r ′ , represented by G 0 (r; r ′ ), which is given by
where ρ = |r − r ′ |, and then
with G 0 behaving like an outgoing wave as |r| → ∞. A number of integral representations are available for G 0 and some of these are given in Appendix B.
Unless stated otherwise, we will assume that k is real. However, many of the formulas that we derive are valid for complex k and lattice sums for the case of, for example, purely imaginary k have found application in the study of vortex lattices in superconductors [32] . In many cases, it is possible to deduce the equivalent expressions for Laplace's equation simply by taking the limit as k → 0 in the expressions given below, though this is not always straightforward; see, for example, [75, §6] .
A quasi-periodic Green's function is an array of sources modulated by a phase factor governed by the Bloch vector β. Formally,
which is referred to as the spatial representation of G Λ . Without loss of generality we can assume that β = β and it follows from (1.6) that we can restrict β to a single cell of the reciprocal lattice (or any equivalent region, such as the Brillouin zone). Note that if d = 2, G Λ is non-dimensional, whereas for d = 3 it has the dimension of reciprocal length. We will usually omit the dependence of G Λ on the parameter β and simply write G Λ (r). From the definition it is easy to deduce that for any lattice vector R j ,
illustrating the quasi-periodic nature of G Λ , and that
When d = d Λ , the radiation condition satisfied by G 0 ceases to be relevant since G Λ does not satisfy any such condition. Hence we might expect to be able to replace G 0 by its complex conjugate G 0 (which has the same singularity as G 0 but behaves like an incoming wave at infinity) in (2.3) without affecting G Λ . This heuristic argument suggests that
In fact, this follows from (2.8), below. 
we obtain the standard results
with γ(·) defined as in §1.4 and K 0 (·) is a modified Bessel function. While the analytic form of the spatial representation if determined by the value of d (through the form of G 0 ), the form of the spectral representation is seen to be determined by the value of co-dimension d c . The dual series also display the singularities of G Λ explicitly. These occur whenever a value of n exists such that β n = k and take the form of poles if d c = 0, square-root singularities if d c = 1, and logarithmic singularities if d c = 2. If K n ∈ Λ * then −K n ∈ Λ * and so (2.6) follows from (2.8). When d = d Λ the dual series is still only conditionally convergent, but when d > d Λ (and |r ⊥ | > 0) the series is exponentially convergent. However, the rate of convergence deteriorates as |r ⊥ | → 0. Note that (2.9) converges conditionally when |r ⊥ | = 0, but the representation (2.10) becomes singular as |r ⊥ | → 0. Unfortunately, it is usually the case that the value of G Λ close to the array is required and so these dual series have limited practical use. Some numerical tests, attempting to estimate the minimum value of |r ⊥ | at which the spectral series becomes competitive for the d = 3, d Λ = 2 case, are reported in [20] .
Integral representations. For the two-dimensional Helmholtz equation
is it is possible to develop representations for the quasi-periodic Green's function in terms of exponentially-convergent integrals. The derivations below for the d Λ = 1 and d Λ = 2 cases rely on the form of the representations (B.7) and (B.8) for G 0 and do not appear to generalise to three dimensions.
For a given value of x the sum over n can be written as two geometric progressions. Thus, for |x| ≤ a we have (writing γ for γ(q))
e kγx e na(iβ−kγ) + e −kγx e −na(iβ+kγ) cos kqy γ dq.
(2.13) It can be shown (by, for example, assigning a small positive imaginary part to k and then taking the limit as this approaches zero, or by using the half-range Poisson summation formula [55, Appendix B] ) that the sum can be taken inside the integral and formally evaluated, provided the resulting integral is interpreted as a contour integral indented so as to pass beneath the singularities on the real axis (of which there are a finite number in the interval (0, 1)). Thus
e iβa − e −kγa cos kqy γ dq (2.14)
as given, for example, in [54] . Values of G Λ for |x| > a can then be obtained using (2.4). One way to evaluate the contour integral in (2.14) or (2.15) is to write it as the sum of a principal-value integral and contributions from the poles [52] . Alternatively, the transformation u = i + γ(q) (q = (u 2 − 2iu) 1/2 ) moves the poles off the real axis but the resulting contour can be deformed back to the real axis leaving an integral with no singularities; see [63] . Equivalent expressions can be derived directly from a known Laplace transform of the Hankel function [112, 61, 52] and the application of such integral representations to electromagnetic scattering problems involving strip gratings is described in [88, §7.5].
Case
We set R mn = ma 1 i + na 2 j and β = ξ 1 i + ξ 2 j. Integral representations can be derived in this case by dividing the lattice up into four regions bounded by the lines m = ±n and in each region using either of (B.7) or (B.8) as appropriate, as described for the related lattice sum calculation in [26] . We assume that |x| < a 1 and |y| < a 2 ; quasi-periodicity (2.4) can then be used to evaluate G Λ for other values of x and y. Using
we can show that
and the contour C is indented above the poles on the negative real axis and below those on the positive real axis. The functions S and T are defined via
The integrands in (2.17) decay exponentially as |q| → ∞, the dominant exponential factor in the first integral being exp(kγ(|x| − a 1 )) and in the second, exp(kγ(|y| − a 2 )).
Ewald representations.
In 1921 Ewald [30] introduced a technique which revolutionised the study of electrostatics in crystals. As we shall see, the method is quite intricate, but the underlying idea can be described quite simply by considering a more general procedure, developed in the 1950s by Nijboer and de Wette [81] . Given a sum Λ Φ(R m ) which converges slowly we re-write this as
, where the function F , sometimes referred to as a screening potential, is chosen so that F (R m ) tends rapidly to zero as |R m | → ∞ so that the first sum can be easily computed. The second sum still converges slowly, but an application of the Poisson summation formula will result in a sum over the reciprocal lattice involving the Fourier transform of Φ(·)(1 − F (·)) which (provided F is sufficiently smooth) will again converge rapidly. (The need to be able to calculate this Fourier transform restricts the possible choices for F .) As well as its mathematical efficacy, this method can easily be interpreted physically; see, for example, [103] . There is some flexibility in the choice of F , particularly for simple functions Φ, and improvements in the practical implementation of Ewald summation as it applies to the computation of long-range electrostatic interactions between charged particles continue to made; see, for example, [27] . Further discussion of the underlying structure of the Ewald method can be found in [102, 87] and the fact that it resolves appropriately the issues of conditional convergence is demonstrated in [45] for a particular class of sums.
Applications of Ewald's procedure to the quasi-periodic Green's function for the Helmholtz equation date back to the 1950s and 1960s [48, 38] . In the standard approach, the function F is not chosen at the outset, instead we begin with the integral representation (B.1) for the free-space Green's function which allows the decomposition into two series to be made by splitting the contour Γ into two: Γ = Γ 1 ∪ Γ 2 , where Γ 2 coincides with the real axis from η to ∞, η > 0 being an arbitrary positive constant. Ewald summation in fact leads to a one-parameter family of representations with the spatial and dual series corresponding to the limits η → 0 and η → ∞, respectively. Thus we insert (B.1) into (2.3) and write
Λ , where
and ρ n = |r − R n |. We will show below that G
Λ and G
Λ have exponential convergence rates of exp(−K 2 n /4η
2 ) and exp(−R 2 n η 2 ), respectively, and so increasing the parameter η improves the convergence of G
Λ but causes that for G
Λ to deteriorate.
In applications one needs to seek an optimal choice for η which balances these rates appropriately. For one-dimensional, square and cubic lattices these rates balance when aη = √ π and this serves as a useful starting point in any numerical investigation into the best choice of η.
In three dimensions, the integrals in (2.21) with i = 2 can be written in terms of error functions. Thus, with the aid of [1, 7.4 .34] we find that
The exponential convergence follows from the asymptotic expansion of the complementary error function
is given for three-dimensional lattices in [100, 57] , for a rectangular lattice in [39] , and for a one-dimensional lattice in [16] . All of these articles consider the optimal value of the Ewald (or splitting) parameter η, and [16] also contains a discussion of numerical problems that arise for large k, which is a generic problem with the Ewald method. If in (2.21) exp(k 2 /4ξ 2 ) is expanded in a power series, G
Λ can be written in terms of incomplete Gamma functions, which in two dimensions reduce to exponential integrals:
The exponential convergence now follows from the asymptotic expansion
The next step is to transform the expression for G
Λ into a rapidly convergent series using the Poisson summation formula. We take (2.21) with i = 1, write r = r + r ⊥ , and then transform the sum into one over the reciprocal lattice by using (1.11) with f (x) = exp(iβ · x) exp(−|r − x| 2 ξ 2 ). Thus, with the aid of [34, eqns 3.461 (2),(3)], with γ m defined by (2.11), and after making the substitution ξ = 1/ζ, we can derive
The integral in (2.24) can be written as a sum of incomplete Gamma functions by expanding exp(−|r ⊥ | 2 /ζ 2 ) in powers of 1/ζ. If γ 2 m > 0 we can deform the contour down to the real axis and if γ 2 m < 0 we make the substitution ζ → iζ and then the contour can again be made to go to infinity along the positive real axis. We get exactly the same result for the two cases:
Except in the case that µ is a positive integer, the incomplete Gamma function Γ(µ, z) has a branch point at the origin and the function is made single-valued by taking a branch cut along the negative real axis. The appropriate choice of branch, which we use throughout, is that for negative real z, Γ(µ, z) = lim ǫ→0 Γ(µ, z − iǫ). Whereas the analytic form of G
Λ depends on the value of d, the form of G
Λ is seen to depend on d c . There are thus three cases to consider for G (1)
⊥ | = 0 and the expression for G
Λ simplifies considerably. We obtain
Of course, this expression can be obtained much more easily if we set |r ⊥ | = 0 at the outset, as in [38] . Some discussion on the optimal choice for η in the d = d Λ = 3 case can be found in [50, 100, 57] and the d = d Λ = 2 case in [4] . The dual series (2.8) is clearly recovered as η → ∞.
If d − d Λ = 1, the integrals in (2.24) can be written in terms of error functions. Thus for those values of m for which γ 2 m > 0 we can deform the contour down to the real axis, whereas if γ 2 m < 0 we make the substitution ζ → iζ first. Then, using [1, 7.4 .34], we obtain
This reduces to (2.9) as η → ∞, since erfc(x) → 0 as x → ∞ whereas erfc(x) → 2 as x → −∞. This formula is given, for the case of a rectangular lattice in three dimensions, in [39] . Note that in the case d = 3, d Λ = 2, treated in [69, 41, 20, 28, 50, 99, 84] , both G
Λ can be represented as sums of error functions. Issues relating to the numerical implementation of the Ewald method in the case d = 2, d Λ = 1 are discussed in [61, 52, 15] . If |r ⊥ | = 0, (2.28) simplifies considerably; this case can in fact be treated directly via Nijboer's method with a suitable F (see [88, §7.5] ). Finally, for a one-dimensional lattice (along the z-axis) in three dimensions, (2.25) becomes
29) where [1, 5.1.45] has been used to write the incomplete Gamma functions in terms of exponential integrals. This expression is given in [111] and [16] , both of which consider the optimum choice of η. Numerical problems that arise for large values of k are discussed in [16] . It is by no means obvious that taking the limit η → ∞ yields (2.10), but in fact this follows directly from (2.24) and [34, eqn 3.478(4)], after the usual contour manipulations depending on the sign of γ (2.3) and (2.6) which together imply, with ρ n = |r − R n |,
We now split G Λ into two:
Λ , where 
Exactly the same approach can be taken with the complementary error function replaced by some other suitable function F . For example, the function F (x) = 1 − tanh xη is also considered in [95] though the resulting expressions are not as rapidly convergent as the ones derived above. More discussion on possible choices for F in different contexts can be found in [102, 98] 3. Lattice sums in two dimensions.
3.1. Notation and general properties. The quantity G Λ (r) − G 0 (r; 0) is regular as r = |r| → 0, and hence can be expanded in regular wave functions for small enough r:
for r < ξ ≡ min Rj ∈Λ,Rj =0 R j . The quantities τ n (β) are known as lattice sums. The representation (3.1) can be used to evaluate G Λ if the lattice sums can be evaluated easily. This is particularly useful in cases where the value of G Λ is required at many different spatial points since the lattice sums are independent of r; see, for example, [79, 52] . It follows from (1.14) and (2.5) that
and from (3.1), using the orthogonality of the trigonometric functions, that
The term lattice sum is also used to describe sums of phased wavefunctions across a lattice. Thus we can define
The effect at the origin of a phased array of wave functions at all the lattice sites other than the origin, the phase factor at R j being exp(iβ · R j ), is then σ n (−β). Related phase-modulated sums, corresponding to the limit as k → 0 in the above, have been investigated in [66, 64] . It will be useful to introduce the associated J -and Y-series defined by
Note that this is not, in general, a decomposition into real and imaginary parts. (As with G Λ , we will not write the dependence on β explicitly unless there is a need to do so.) We have
using (1.14). Hence
The sums σ and τ are related. It follows from (3.1) that, for small r,
The right-hand side can be expanded about the origin using Graf's addition theorem (C.1) which shows that, for r < ξ,
The above expressions are valid regardless of d Λ . We now turn to representations which depend on the specific value of d Λ . 
Dual representations when
If we insert the Jacobi expansion (1.15), perform the integration, replace n by −n and use (3.11), we find that
We can easily deduce from this that σ n = −2δ n0 − σ −n and hence, from (3.8),
This is a remarkable result. It says that if d = d Λ = 2, the effect at one point in a lattice of a phased array of regular wavefunctions J n (r) placed at all the other points of the lattice is zero if n = 0, and this is true for any lattice and any Bloch vector (provided k = β m for any m). We will see later that the same statement holds if
The identity (3.14) then becomes and so the convergence is not particularly rapid. However, for n ≥ 0, the series can be accelerated by repeated application of the result
which follows from [34, eqns 6.561 (5), (6)]. Thus we begin with (3.16) multiplied by r n . We multiply this by r and integrate over (0, η), η < ξ. Then replace η by r and repeat the process L times. On the last step we replace η by ξ. The result is
The terms in the sum on the right now decay like m −L−5/2 . Increasing L thus improves the convergence rate but, according to [17] , too large values of L result in numerical instability, particularly for small k.
Since σ Y n does not depend on r, it would be highly desirable if we could extract from (3.16) the limit as kr → 0. Unfortunately this limit cannot be interchanged with the sum over the reciprocal lattice and all our attempts to derive this limit by other means have so far failed, with one exception. Since
m as |m| → ∞, (3.16) with n = 0 can be written as
The limit as kr → 0 can now be taken inside the first summation, whilst the second sum has been evaluated in closed form, for a square array, in [80, eqn (26) ]. For this case, we thus obtain 20) where 
This shows that the correct interpretation of σ J n near points at which k = β m is as a generalised function.
This representation for σ J n as a sum of delta functions can be used to derive identities relating sums over direct and reciprocal lattices. Thus, if we start from (3.22) , multiply by some function f (k) and integrate over (0, ∞) we see that, provided the integrals and sums exist, 
and for ν > n ≥ 1,
(3.26) Thus a class of sums over a two-dimensional lattice has been evaluated as a finite series. When the series on the right-hand sides of (3.25) and (3.26) converge absolutely the meaning of these identities is clear. Further work is required to fully understand the (3.25) and (3.26) appear to be a significant generalisation of some of the sums considered in [80] . When β = 0 and we consider a square array, the identity (3.25) is equivalent to equation (4.6) of [71] . The sum over m is exponentially convergent for all kr > 0 provided θ is not an integer multiple of 2π (at which points the sum converges conditionally). Hence Here we have introduced the so-called scattering angles ψ m which are defined in Appendix D. Clearly
which when combined with (3.11) shows that τ n = σ n in this case. Combining (3.12) and (3.30) shows that
and it follows from (3.28), utilising the periodicity of the integrand, that only those terms in the sum for which γ m is imaginary will contribute to σ J n . We can then show, using [34, Unfortunately, the representation (3.29) does not seem to lead easily to a useful series representation for σ Y n . An alternative derivation of (3.32) is given in [77] , where complicated recurrence relations for σ Y n are also derived. A series representation for τ 0 can be derived as follows. From (3.1), taking the limit as kr → 0 directly, we have
βmr cos θ e −kγmr| sin θ| − H 0 (kr) (3.33)
for any θ. Setting θ = 0 leads to
where we have used the asymptotic form of γ m given by (D.6) and (D.7). Now, 
This expression for τ 0 is a compact form of [34, eqns 8.522 (1), (3)].
For n > 0 it is much more difficult to obtain a spectral representation for τ n . However, in a remarkable paper published in 1961 Twersky [104] did just that. We will not reproduce his analysis here (the method is also described in [44] ), but note that crucial to his derivation is the following result from the theory of Euler-Maclaurin summation:
where B j (·) is a Bernoulli polynomial, which does not appear to be well known but was given by Nørlund in 1924 [90] . In our notation, Twersky's result can be written
where we have adopted the convention that sgn(0) = +1. Significant simplifications occur when n is odd in the special cases βa = 0 and βa = π since B 1 (0) = −1/2, B 2m+1 (0) = 0 for m > 0, and B 2m+1 (1/2) = 0 for m ≥ 0. The infinite sum in (3.38) converges like |s| −n−1 , though it is easily accelerated [52] .
Reduction in lattice dimension.
It is clearly possible, formally, to treat a two-dimensional sum of phased sources as an infinite sum of one-dimensional sums. Without loss of generality, we choose x-and y-axes so that a 1 = a 1 i and the component of a 2 in the j-direction is positive. Clearly we have a choice as to which lattice vector to denote as a 1 ; the most sensible choice will become clear in due course. It will be helpful to set β = ξ 1 i + ξ 2 j, a 2 = η 1 i + η 2 j (η 2 > 0) and R mn = ma 1 + na 2 = (ma 1 + nη 1 )i + nη 2 j. In order to perform the computations below we assume that k has a small positive imaginary part ε so as to ensure convergence of various sums; at the end we take the limit as ε → 0. Then, using the superscript (d, d Λ ) to show the dimension of the lattice and underlying space,
If we insert the integral representation (B.10) into (3.39) and use the Poisson summation formula (1.9) the sum over m becomes
, where
The summations over n and m in (3.39) are now interchanged and the sum over n can be written as two geometric series which can easily be evaluated. If we introduce the scattering angles χ m defined by cos χ m = ξ 1m /k as in Appendix D (ξ 1 playing the role of β and χ m that of ψ m ), then (3.39) can be reduced to
e −iwm e kγmη2 − 1 + e iqχm e iwm e kγmη2 − 1 ,
The difference between the two-and one-dimensional lattice sum in (3.41) is an exponentially convergent series whose terms decay like m q−1 exp(−2|m|πη 2 /a 1 ) as |m| → ∞ (see (D.5), (D.6) and (D.7)). Hence the choice of which lattice vector to align with the x-axis should be made so as to maximise the quantity η 2 /a 1 . Calculations based on the reduction described above are reported in [67] . A disadvantage of the reduction method is that the sums σ (β). Thus in any practical implementation, one needs first to extract the equal and opposite singularities from the exponentially-convergent series.
Integral representations.
3.5.1. Case d Λ = 1. From (3.3) and (2.14) we have that for sufficiently small r, with R n = nai, β = βi (0 ≤ βa < 2π),
e −i e βa − e −kγa + e −kγ(x+a)
e i e βa − e −kγa e ikqy γ dq e −inθ dθ, (3.42) where C is a contour which is indented to pass above the poles on the negative real axis and below those on the positive real axis. To evaluate the integral over θ we note that x = r cos θ, y = r sin θ and write q = cos ψ, 0 < ψ < π, so that exp(±kγx + ikqy) = exp(ikr sin(θ ∓ ψ)). Then, if we use the Jacobi expansion (1.15), we obtain 3) and again use the Jacobi expansion to evaluate the resulting integrals we find that
This leads to a particularly simple expression for τ n in the special case of a square lattice with β = 0, which was considered in [26] . Symmetries inherent in the definition (3.4) imply that τ n = 0 in this case unless n is a multiple of 4. Hence we will write n = 4l. We also have τ −4l = τ 4l and so σ having made the substitutions q = cos u and q = cosh v in the intervals (0, 1) and (1, ∞), respectively. To determine Im τ 4l we need to calculate the residues at the poles on the real axis, which occur whenever sin u = cos u + 2nπ/ka, u ∈ (0, π/2), and this is equivalent to u = θ n + π/4 with
When all the results are combined, we find that
which expresses a two-dimensional lattice sum as a finite sum plus a one-dimensional exponentially-convergent integral.
Ewald representations. If we make the decomposition G
3) provides a natural decomposition of the lattice sums into three parts. For technical reasons we separate from G
Λ the term coming from the origin in the direct lattice and write G 
This extra term, which is independent of β, is combined with the term coming from G 0 in (3.3). Thus
n (β), (3.50) where τ (0)
n comes from the integrals involving G 0 and G
n comes from the integral involving G (1) Λ and τ (2) n comes from the integral involving G [73] . Both cases are considered in [83] . Other representations based on a direct application of the method of Nijboer [81] to (3.4) with a suitable function F (see §2.3) are of course possible, as in [65] , where the d = d Λ = 2, β = 0 case is considered.
Determination ofτ
n nor τ (2) n depends explicitly on d Λ . For sufficiently small r, 
Taking the limit as r → 0 is fairly straightforward and we find that, for n ≥ 0,
nτ (2) n .) The integral in (3.55) can be written as an infinite sum of incomplete Gamma functions if desired. It also satisfies a simple recurrence relation in n which can be used to speed up the computation of the lattice sums; see, for example, [43, Appendix 3] , [31, Appendix B.5].
(1) n when d Λ = 2. If we substitute from (2.27) into
−inθ dθ, (3.56) use the Jacobi identity (1.15) and then take the limit as r → 0 we obtain
(3.57)
(1) n when d Λ = 1. This is a much more intricate calculation. If we write |β m | = β m , arg(β m ) = φ m (= 0 or π), then β m · r = β m r cos(θ − φ m ) and |r ⊥ | = r| sin θ| and so, from (2.25) and (1.15), (7)]. Hence we set n − p = 2q and then we note that I 2q j = 0 if j < |q| [34, eqn 3.631 (12)]. Thus
We will assume that n ≥ 0, the above identity showing that τ
n . Taking the limit as r → 0 we see that the leading-order terms on the right-hand side come from values of q for which 0 ≤ q ≤ 2n, with j = q, and hence, since J n (kr) ∼ (kr/2) n /n! as r → 0,
after using [34, eqn 3.631(12) ] and writing β m = β m cos φ m (= ±β m ). Alternatively, since 2 63) and for q > 0, from [34, eqn 8.356(5) ] and the identities
we have
(kγ m /2η) and from (4.1), using the orthogonality of the spherical harmonics, that,
the integral being over the unit sphere.
We also define
and introduce the associated J -and Y-series defined by 
To perform the integration we first use (1.18), then if we replace m by −m and multiply by (−1) m we get, using (4.10) and (A.11),
We can then deduce that
and hence, from (4.7), that
The identity (4.15) then becomes
The terms in the (three-dimensional) sum decay like j −3 and so the convergence is only conditional. For n ≥ 0, the series can be accelerated by repeated application of (3.17) (after replacing ν by n + 1/2). Thus we begin with (4.18) multiplied by r n+1 . We multiply this by r and integrate over (0, η), η < ξ, then replace η by r and repeat the process L times, replacing η by ξ at the end. The result is
The terms in the sum on the right now decay like j −L−3 . Increasing L thus improves the convergence rate but, as in the equivalent expression for the two-dimensional case (3.18) , too large values of L result in numerical instability, particularly for small k [78] .
The identity (4.17) was derived under the assumption that k = β j for any j. To see what happens if this condition is not satisfied, we follow the same approach as for the d = d Λ = 2 case in §3.2. Beginning with the Poisson summation formula (1.9), using the identity (1.18), the polar representation of the delta function [3, §1.4.1], then multipling by Y m n (k) and integrating over the unit sphere, yields 20) from which
This shows that the correct interpretation of σ mJ n near points at which k = β j is as a generalised function.
This representation for σ mJ n can be used to derive identities relating sums over direct and reciprocal three-dimensional lattices. No general investigation of what can be achieved in this way appears to have been carried out. Here we just give one example, analogous to that given for the two-dimensional case. Thus, if we start from (4.20), multiply by k n−ν+2 j ν (kb), where we assume that b > 0 and b = R j for any j, and integrate over (0, ∞) we see, using [34, eqns 6.561(14), 6.575 (1)], that
(4.23) When β = 0 and we consider a square array, the identity (4.22) is a special case of equation (1.8) of [72] . As in the equivalent two-dimensional formulas (3.25) and (3.26), it is not clear how these identities should be interpreted in cases where the sums on the right-hand side do not converge absolutely.
Dual representations when
If we substitute from (2.9) into (4.3) we obtain, provided k = β µ for any µ,
and if we assume that the lattice Λ is in the (x, y)-plane this becomes
where we have written β µ = β µ cos φ µ i + β µ sin φ µ j and λ nm is defined in (A.9). We can assume that n + m is even since τ m n = 0 if n + m is odd; see (4.12). In the φ-integral we make the substitution u = φ − φ µ and use [1, eqn 9.1.21] to obtain,
If we construct the combination τ −m n + τ m n only those terms in the sum for which γ µ is imaginary will contribute. Moreover, from (4.11), 2σ
. Hence, writing β µ = k sin χ µ , γ µ = −i cos χ µ , 0 < χ µ < π/2, and using (B.12) we obtain 27) whereζ µ = sin χ µβ µ + cos χ µ k. This formula is given for the case of a rectangular lattice in [107] . We have not been able to construct a spectral series for σ 3) gives, for 0 < r < a, provided k = β s for any s,
where we have used the fact that
whereas if n is odd cos( β s rt) must be replaced by i sin( β s rt) in the above expression.
The same formula is derived, by a completely different method, in [106] . Yet another derivation starts from the observation that, from (4.5) and (A.5),
We then take the identity (ka)
which is a special case of a more general formula given in [85] , and differentiate it n times with respect to β; see [56] for the details. We can also derive rapidly-converging Y-series. If we write the spherical Bessel functions y n as finite sums using [1, 10.1.16] we can show that
where Exponentially convergent series representations for these functions are given in Appendix E. The lattice sum σ 0 0 has a particularly simple representation: 37) where M is the number of integers p for which | β p | < k, which corresponds to the number of scattered modes in a diffraction problem. The formula (4.37) is given in [106] for the case when β < k.
4.5. Reduction in lattice dimension. Sums over a three-dimensional lattice can be written as an infinite sum of two-dimensional sums, and these can in turn be written in terms of one-dimensional sums. As in the two-dimensional case, these reductions introduce equal and opposite singularities into the representations which need to be removed in any practical implementation. For the (3, 3) → (3, 2) reduction this is straightforward. For the (3, 2) → (3, 1) reduction it is more involved, the details are given in [56] . We will assume that 0 ≤ m ≤ n, otherwise we first use (4.16). If we insert the integral representation (B.11) into (4.38) the double sum over p and q becomes 39) in which
and we have used the Poisson summation formula (1.9). Substituting this back into (4.38), reversing the order of summation and evaluating the resulting geometric series, leads to
where we have written
This is a minor generalisation of an equivalent result derived in [29] for the case η 31 = η 32 = 0. The idea of using a lattice reduction of this type in reverse (to compute the (3, 2) sum given the (3, 3) sum was explored with regard to the computation of G Λ in [95] .
Here we choose to make the polar axis of the spherical coordinate system parallel to one of the lattice vectors so that the reduced onedimensional lattice sum corresponds to that derived in §4.4. Hence the lattice vectors are a 1 = a 1 k and a 2 = η 1 k + η 2 j, with η 2 > 0. The reciprocal lattice vectors are then b 1 = (1/a 1 η 2 )(η 2 k − η 1 j) and b 2 = (1/η 2 )j. We set β = ξ 1 k + ξ 2 j and we have R pq = (pa 1 + qη 1 )k + qη 2 j. Then, from (4.4),
If we insert the integral representation (B.13) into (4.43) the sum over p becomes
on using the Poisson summation formula (1.10). Here (4.46) where w p = ξ 2 η 2 − 2pπη 1 /a 1 . The reduction (4.46) is equivalent to that carried out in [107, §2B] for the rectangular lattice. If we separate the contributions from those p for which γ p is imaginary and those for which it is real (corresponding in a scattering problem to propagating and evanescent modes, respectively) we have
where 48) with ζ p = sin ψ p j + cos ψ p k and ψ p defined as in Appendix D, and
, the sums in (4.49) decay exponentially with respect to both |p| and q. The sum over q in (4.48) is a two-dimensional lattice sum (d = 2, d Λ = 1) and can be evaluated using expressions derived in §3. Equation (4.47) is simpler than an equivalent expression in terms of an infinite sum of contour integrals, given in [29] .
The lattice sums σ m(3,2) n are not the same as the sums σ m n considered in §4.3 due to the different orientation of the spherical coordinate system in the two cases. However, we can reconstruct one from the other using rotation matrices. From [60, Appendix C] 
In practical applications the use of recurrence relations to evaluate d mℓ n is often advocated; see [58, 18] for example.
Ewald representations.
We proceed as in the two-dimensional case and split τ m n into three parts. We first separate the term in G (2) Λ associated with the origin of the direct lattice so that G 
where we have written the integral in (4.55) as a sum of incomplete gamma functions. The limit as r → 0 can then be taken with the aid of [34, eqn 8.354(2) ], which leads toτ (4.60) and taking the limit as r → 0 can be shown to yield
The integral in (4.61), which can be expanded as a sum of incomplete Gamma functions in the usual way, is of the same form as that in use the identity (1.18) and take the limit as r → 0, we obtain 
where Γ jµ is defined in (2.26) .
If the coordinate system is such that the lattice lies in the plane θ = π/2, then Y q p (β µ ) contains the factor P q p (0) (see (A.8)) which is zero if p + q is odd. If (4.64) is substituted into (4.62) and the φ integral evaluated we obtain
As z → 0, we have j n (z) ∼ (2z) n n!/(2n + 1)! and so both sides of (4.66) must behave like r n as r → 0. The integral in (4.66) vanishes if 2j < |n − p| (see Appendix A) and it follows that the leading-order contribution on the right-hand side comes from the terms with 2j = n − p and |m| ≤ p ≤ n. Since p + m must be even and p + n must also be even, it follows that n + m must be even. Henceτ m(1) n = 0 if n + m is odd, as expected. Otherwise, using (A.6) and (A.15) and writing p = n − 2j,
This formula seems to date back to [42] and is given in [93, 75] . A discussion of some numerical experiments using (4.67) can be found in [74] .
For the d Λ = 1 case we can also choose the lattice to lie on the axis of the coordinate system. Then, from (2.29),
and so
the exponential in (4.68) having been expanded in terms of spherical Bessel functions using (1.18) before performing the integral over the unit sphere. The leading order behaviour of the right-hand side as r → 0 comes from the terms for which p = n − 2j (since the integral vanishes for smaller values of p) and from (A.17)
5. Further remarks. Many of the techniques that have been developed to analyse the scattering of waves by periodic structures rely on the ability to compute accurately and efficiently lattice sums of the type surveyed in this article. That this is often non-trivial, allied to the importance of many of the potential applications, has led to a great deal of attention being focussed on these sums over many years. Much of what appears in the literature concerns a specific space dimension d and a specific lattice dimension d Λ . Here, building on the general framework developed by Moroz [75] , we have attempted to provide a comprehensive review of lattice sums for the Helmholtz equation in two and three dimensions. Typically, for each combination of d and d Λ there is a spatial and a dual (spectral) series and one can derive an Ewald representation which serves as a one-parameter family connecting the spatial and dual forms. Other possibilities are available in certain cases. It should be noted that in the d = 3, d Λ = 2 case we have not found a spectral representation analogous to the Twersky sum derived for the d = 2, d Λ = 1 case. In principle, this could be obtained by taking the limit as η → ∞ in the Ewald representation but we have not been able to obtain anything useful via this approach. In the d = 2, d Λ = 1 case, it is possible to show that the Twersky sum is obtained in the η → ∞ limit (I. Thompson, private communication).
It is clearly possible to generalize the notion of a quasi-periodic Green's function to a quasi-periodic array of higher-order singularities. Thus in two dimensions we might consider the function
Such functions naturally arise, for example, when one calculates the field scattered by a periodic structure. Much of the analysis described above can be carried over to these new objects. One interesting observation is that if we define higher-order lattice sums as the coefficients in the expansion of G 
then it can be shown that
where τ n and σ n are the lattice sums described in §3. Thus no new lattice sums are introduced when considering these higher-order singularities. Similar remarks pertain to the three dimensional case, with the new lattice sums associated with arrays of higher-order singularities being a linear combination (involving Gaunt coefficients) of the original ones. This is the convention adopted in [60] and corresponds to that used in [76] . It differs by a factor of (−1) m (sometimes referred to as the Condon-Shortley phase) from the definition used in [1] and [34] . If m > n, P This integral can be evaluated via a standard technique often used for the case j = 0 (see, for example, [2, pp.561-562] ). Thus we can show that I 2j = 0 if 2j < n − p (A.14)
and if n − p ≥ 0 is even, By virtue of (A.3), both (A.14) and (A.15) remain true if m is negative. Similarly, for fixed 0 ≤ p ≤ n, if we define .16) then I j = 0 if 2j < n − p, whereas if 2j = n − p ≥ 0,
where Γ is a contour from the origin to infinity on which | arg ξ| < π/4 as ξ → ∞ and arg ξ → −π/4 as ξ approaches the origin. When using this integral we assume that k has a small positive imaginary part and then take the limit as this tends to zero at the end. Equation (B.1) can be derived from [34, eqn 8.421(8) ] with a change of variable.
If we take the Fourier transform of (2.2) we find that where kq = t and q = |q|. To evaluate the inner integral we write w 2 = k 2 (1 − q 2 ) + iǫ and note that w is in the upper-half plane. The integral can be closed in the appropriate half plane depending on the sign of ρ ⊥ , and if we write w = ikγ(q) we obtain in which γ(·) is as defined in §1.4 and the path of integration is indented so as to pass above the branch point at t = −1 and below that at t = 1. For n = 0 this is just (B.7); for the extension to all n we use [60, Theorem 2.7] ). Evidently, the integral converges for all values of y except zero (for n = 0 it converges everywhere except x = y = 0). Note that (t − γ(t)) −1 = t + γ(t). In the integrals q 1 = q cos α, q 2 = q sin α. where Ω n is defined in (4.35) . This formula is unsuitable for numerical computation when π < x ≤ 2π; instead we use the fact that Cl n (x) = (−1) n+1 Cl n (2π − x) when x is in this range. The sums derived above can all be accelerated, as described in [56, Appendix B] , following the method used for n = 2 in [8] . More on the computation of Clausen functions can be found in [10] .
