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Kuramoto models on Riemannian manifolds:
Multiply connected implies multistable
Johan Markdahl
Abstract—The Kuramoto model on networks over the circle is
multistable, but its extension to the sphere synchronizes from al-
most all initial conditions. This result is unexpected and demands
an explanation. We study two high-dimensional generalizations
of the of the Kuramoto model on networks, where the oscillators
evolve on a Riemannian manifold. Both systems are gradient
descent flows of quadratic disagreement functions; we refer to
them as geodesic and chordal consensus. For networks consisting
of a single cycle, the Kuramoto model has an equilibrium set
consisting of so-called splay states where the phases are equally
spaced on the circle. For the geodesic consensus algorithm, we
introduce a generalization of the splay states and show that
they, as a set, are asymptotically stable. For both geodesic and
chordal consensus, we show that if the Riemannian manifold is
multiply connected, then the system is multistable. This explains
the difference between the Kuramoto model on the circle and
the sphere; the circle is multiply connected whereas the sphere
is simply connected. To further illustrate the usefulness of these
results we apply them to model synchronization in flocks of birds
and aggregation in the social amoeba Dictyostelium discoideum.
Index Terms—Synchronization, Agents and autonomous sys-
tems, Network analysis and control, Nonlinear systems, Opti-
mization
I. INTRODUCTION
THE Kuramoto model on networks over the circle some-times fails to synchronize. Likewise, the quantum Ku-
ramoto model on cycle graphs over SO(n) is multistable [1].
This, in itself, is unremarkable; multi-stability is a hallmark of
nonlinear systems. Curiously, however, the high-dimensional
Kuramoto model on networks over the Stiefel manifold
St(p, n) displays almost global synchronization provided the
network is connected and p ≤ 3n2 − 1 [2]. Note that SO(n) is
a submanifold of St(n, n). The fact that the high-dimensional
Kuramoto model is multistable on some Stiefel manifolds but
not on others demands an explanation. This paper relates this
discrepancy to the topology of the phase space. We prove
the that there are connected networks for which the high-
dimensional Kuramoto model on networks over any multiply
connected manifold M ⊂ Rn×m is multistable. Indeed,
SO(n) is multiply connected, which resolves the issue.
We study generalizations of the Kuramoto model to Rieman-
nian manifolds. Two such models exists in the literature, we
refer to them as geodesic consensus [3] and chordal consensus
[4]. Both algorithms are gradient descent flows, but of different
potential functions. Chordal consensus is an extension in the
true sense, encapsulating the Kuramoto model as a special
case. Geodesic consensus is a synchronization algorithm based
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on geodesic flows, formulated in the intrinsic language of
differential geometry. Existing stability results for those two
models are restricted to the consensus manifold. There are
few works that address consensus on general Riemannian
manifolds; [5] has a nice discussion on the difference between
the chordal and geodesic consensus algorithms, [6] provides
convergence theorems that can be applied to consensus algo-
rithms with a drift term, e.g., the Kuramoto model.
For the Kuramoto model, there is a class of equilibria known
as twisted or splay states [7], [8]. Roughly speaking, they
can be characterized as configurations where the agents are
uniformly distributed over the circle. The contribution of this
paper is to generalize the splay states and results concerning
multistability to Riemannian manifolds. Splay states have
already been defined on SO(n) [1] and on the set of symmetric
matrices [9]. They are asymptotically stable on SO(n) but
unstable on the set of symmetric matrices. We show that if a
manifold contains a curve of locally minimum length, there
are splay states that form asymptotically stable equilibrium
sets of the geodesic consensus system. Moreover, we show
that if a manifold is multiply connected, then both the chordal
and geodesic consensus systems are multistable. To understand
this, consider a network consisting of a single cycle and
imagine the agents as beads on string. The string consists
of geodesic curves, each connecting a pair of neighboring
agents. If the manifold is simply connected, then a continuous
shortening of the string to a point results in consensus. If
not, then, for certain initial conditions, two neighboring agents
must move away from each other so that they can be threaded
to one end of the string. This goes against the design principles
of both the chordal and geodesic consensus protocols.
II. PRELIMINARIES
Let (M, g) be a Riemannian manifold. The set M is a real,
smooth manifold and the metric tensor gx is an inner product
on the tangent space TxM at x. The length of any curve
γ : [a, b]→M is
l(γ) =
∫ b
a
gγ(γ˙, γ˙)
1
2 dt. (1)
Let Γ denote the set of piece-wise smooth curves on M. The
length of a geodesic curve is the geodesic distance
dg(x, y) = inf{l(γ) | γ ∈ Γ, γ(a) = x, γ(b) = y}.
A curve γ(a) = x, γ(b) = y of minimal length is a
geodesic (up to parametrization) from x to y. When using
the term geodesics in this paper we are only concerned with
the minimum length property, and disregard the requirement
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of unit speed parameterization. Extend the notion of geodesic
distance to sets, defining
dg(X ,Y) = inf{l(γ) | γ ∈ Γ, γ(a) ∈ X , γ(b) ∈ Y}.
Of particular interest are manifolds that have been embedded
in an ambient Euclidean space Rn×m. For any such manifold
M⊂ Rn×m, we use bold font to denote any elements X,Y ∈
M and define the chordal distance dc(X,Y) = ‖X − Y‖
based on the Frobenius norm ‖ · ‖ : X 7→ (trX>X) 12 .
The property of simple connectedness refers to a path
connected manifold on which each closed curve can be con-
tinuously deformed to a point. A multiply connected manifold
is path connected but contains at least one closed curve which
cannot be continuously deformed to a point.
Theorem 1 (Klingenberg [10]). Assume that the Riemannian
manifold (M, g) is closed and multiply connected. Then
(M, g) contains a closed curve that is a local minimizer of
the curve length function l given by (1).
If closedness is omitted from the requirements of Theorem
1, then a counterexample is given by the punctured plane
R
2\{0}. This manifold is multiply connected, yet it does not
contain a closed curve of locally minimum length.
Example 2. The torus is multiply connected. A curve that
wraps around the torus tube cannot be continuously deformed
to a point. If that curve is a circle, then it is a local minimizer
of l in the space of closed curves. The sphere S2 is simply
connected. The closed geodesics on S2 are great circles, e.g.,
the equator. The equator is not a local minimizer of l since
there are closed curves of constant latitude arbitrarily close to
the equator that are shorter than it, see Fig. 1. On the capsule,
in the regions where the cylinder and hemispheres meet, there
are curves which are saddle points of l. They are minimizers of
l on the cylinder but not on the hemispheres. On both the torus
and the peanut there is a single closed curve which is a strict
local minimizer of l. The torus is multi connected whereas the
peanut is simply connected. Simple connectedness does not
rule out the existence of a curve of minimum length.
Fig. 1. A torus, a sphere, a capsule, and a peanut.
Assume that the manifold is geodesically complete which
implies that there exists at least one geodesic path between
any two points x, y ∈ M. Moreover, assume that for some
neigborhood of x, Bε(x) = {z ∈ M| dg(x, z) < ε}, there
exists a unique geodesic from x to each y ∈ Bε(x). The largest
value ε > 0 for which this holds is the injectivity radius r(x)
at x. We assume that R = infx∈M r(x) > 0.
The results of this paper concerns the local behaviour of a
multi-agent system where the distance dg(xi, xj) between any
pair of interacting agents xi, xj ∈M can be made arbitrarily
small by increasing the number of agents N . As such, we are
often working on a subset of the manifold where all geodesics
are uniquely defined. Under these circumstances, define the
notion of a closed broken geodesic:
Definition 3 (Closed broken geodesic). By a closed broken
geodesic interpolating a tuple of points (xi)Ni=1 ∈ MN we
refer to the closed curve
γ = ∪Ni=1γi ⊂M,
where γi is the unique geodesic from xi to xi+1 (using the
convention xN+1 = x1).
Given a point x ∈ M and a tangent vector v ∈ TxM, the
exponential map expx : TxM→M yields the point y ∈ M
that lies at a distance gx(v, v)
1
2 from x along the geodesic that
passes through x with v as a tangent vector. Let Sx ⊂ TxM
be an open set on which expx is a diffeomorphism. Denote
Nx = expx(Sx) ⊂ M. The injectivity radius r(x) :M→ R
is the radius of the largest geodesic ball Br(x) contained in
Nx. The inverse of the exponential map is well-defined on
Nx. This inverse is the logarithm map logx : Nx → TxM
given by logx : expx(v) 7→ v.
The directional derivative of a smooth function f :M→ R
at x ∈ M along v ∈ TxM is given by ddtf(γ(t))|t=0, where
γ ∈ Γ satisfies γ(0) = x, γ˙(0) = v. The intrinsic gradient of
f is defined as the vector ∇xf(x) ∈ TxM which satisfies
gx(∇xf(x), v) = ddtf(γ(t))|t=0
for all v ∈ TxM. In particular, ∇xd2g(x, y) = −2 logx(y) for
all y ∈ Nx.
For the sake of completeness we provide a formal definition
of the concepts of almost global asymptotical stability (AGAS)
and multistability, such as they are used in this paper:
Definition 4 (AGAS). An equilibrium set Q of a dynamical
system Σ on a Riemannian manifold (M, g) is referred to
as almost globally asymptotically stable (AGAS) if the flow
Φ(t, x0) of Σ satisfies limt→∞ dg(Q,Φ(t, x0)) = 0 for all
x0 ∈ M\N , where the Riemannian measure of the set N ⊂
M is zero.
Definition 5 (Multistable). A dynamical system Σ on a Rie-
mannian manifold (M, g) is multistable if it does not have an
equilibrium set Q which is AGAS.
Note that this is a definition of multistability in terms of
set stability, and not the standard definition for systems with
isolated equilibria. Multistability for a system on a linear
space occurs if there is no globally asymptotically stable
equilibria. The idea behind Definition 5 is that AGAS is
to compact manifolds as global asymptotical stability is to
linear spaces. Another interpretation of Definition 5 is that a
system is multistable if the set of all equilibria Q has at least
two connected components, each of which has a region of
attraction with strictly positive Riemannian measure.
III. SYNCHRONIZATION ON RIEMANNIAN MANIFOLDS
Consider a network of N interacting agents. The interaction
topology is modeled by a graph G = (V, E) where the nodes
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V = {1, . . . , N} represent agents and an edge e = {i, j} ∈ E
indicates that agent i and j can communicate. Assume that the
graph is connected, whereby there is at least an indirect path
of communication between any two agents. In this paper, we
focus on the cycle graph
HN = (V, E) = ({1, . . . , N}, {{i, i+ 1} | i ∈ V}). (2)
For notational convenience we let N+1 = 1 when adding the
indices of HN , i.e., {1, N} ∈ E .
The state xi of agent i belongs to the manifold M. The
states are grouped together in a tuple, x = (xi)Ni=1 ∈MN .
The consensus manifold C of a Riemannian manifold
(M, g) is the diagonal space of MN given by the set
C = {(x)Ni=1 ∈MN}. (3)
The consensus set is a Riemannian manifold; in fact, it is
diffeomorphic to M by the map (x)Ni=1 7→ x. For any
connected graph G, an equivalent definition is
C = {(xi)Ni=1 ∈MN |xi = xj , ∀ {i, j} ∈ E}.
The terms synchronization and consensus are interchangeable
in this paper. For the basic Kuramoto model, our notion of
consensus is referred to as phase synchronization [8].
The states form a dynamical system whose solutions are
continuous functions of time for any fixed initial condition.
We are interested in the asymptotical behaviour of this system:
Definition 6. The agents are said to synchronize, or equiva-
lently, to reach consensus, if limt→∞ dg(x(t), C) = 0.
The system may also converge to a splay state,
Definition 7 (Splay state). Consider the system (6) on the
cycle graph (2) with wij = 1. The system is said to be in a
splay state if the agents belong to a closed curve γ of locally
minimum length and
dg(xi, xi+1) = l(γ)N , ∀ i ∈ V.
A. Two gradient descent flows
This paper concerns two synchronization algorithms, which we
refer to as geodesic consensus and chordal consensus. Both
these algorithms are gradient descent flows of disagreement
functions, i.e., potential functions W :MN → R on the form
W = 12
∑
{i,j}∈E
wijd
2(xi, xj),
where wij ∈ (0,∞), wij = wji, d is a metric, and G = (V,E)
is the graph which represents the network. Note that W =
0 implies a consensus, i.e., no disagreement. The geodesic
algorithm uses the geodesic distance dg as metric whereas
the chordal algorithm uses the chordal distance dc, i.e., the
Euclidean distance in the ambient Euclidean space.
The geodesic distance might seem like a more natural
choice of metric for the potential function. However, it has
two disadvantages compared to the chordal distance. First,
the geodesic distance is often computationally demanding
to calculate. Moreover, calculating dg requires a detailed
knowledge of M. Second, the geodesic distance need not be
smooth everywhere even if the manifold itself is smooth. For
example, d2g on the circle is not continuously differentiable at
a distance of pi. By contrast, if the manifold is smooth, then
so is d2c . Further discussion of these two issues can be found
in [5] and [11] respectively.
Another distinction can be made between intrinsic con-
sensus and extrinsic consensus, referring to the concepts of
intrinsic and extrinsic geometry. By intrinsic consensus, we
refer to a consensus algorithm defined on a manifold M that
is an abstract topological space. By extrinsic consensus we
refer to an algorithm that is defined on a manifold M that is
embedded in an ambient Euclidean space Rn×m. The geodesic
consensus algorithm can be either intrinsic or extrinsic. The
chordal consensus algorithm can only be used in an extrinsic
setting where the chordal distance is defined.
Furthermore, it should be noted that the impact these two al-
gorithms have had on the existing literature differs greatly. The
chordal consensus algorithm includes the Kuramoto model
on networks as a special case. The Kuramoto model is one
of the most studied of all synchronization algorithms. The
geodesic consensus algorithm has not received anywhere near
the same amount of attention [3], [5]. An alternative intrinsic
algorithm on SO(3) for which the consensus manifold is AGAS
is given in [12]. It is of course possible to formulate other
consensus algorithms on Riemannian manifolds. Based on this
exposition, we hope that the reader will agree that the geodesic
and chordal algorithms are interesting enough.
B. Geodesic consensus
In order to define the geodesic consensus algorithm, we first
introduce the disagreement function V :MN → R given by
V = 12
∑
{i,j}∈E
wijd
2
g(xi, xj), (4)
where wij ∈ (0,∞) and wji = wij . The consensus seeking
system on M obtained from V is the gradient descent flow
x˙ = −∇V, (x˙i)Ni=1 = (−∇iV )Ni=1, (5)
where ∇i denotes the gradient with respect to xi and xi(0) ∈
M. If G is connected, then by (3), x ∈ C if and only if V = 0.
That M is invariant under (5), i.e., x(0) ∈M implies x(t) ∈
M for all t ∈ R, follows from the Bony-Brezis theorem.
Agent i does not have access to V , but can calculate
Vi = 12
∑
j∈Ni
wijd
2
g(xi, xj)
at its current position. Symmetry of dg gives V = 12
∑
i∈V Vi
whereby it follows that ∇iVi = ∇iV . From a control design
perspective, we can assume that the dynamics of each agent
takes the form x˙i = ui with ui ∈ TxiM. Furthermore assume
that agent i is equipped with sensors that allow it to calculate
Vi in some small neighborhood around its current position. It
follows that agent i can also calculate ui = −∇iVi.
The geodesic consensus algorithm is given by:
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Algorithm 8. The closed-loop system gradient descent flow
of V for x˙i = ui under the feedback ui = −∇iVi is
x˙i =
∑
j∈Ni
wij logxi(xj), ∀ i ∈ V. (6)
The discrete-time equivalent of Algorithm 8 is introduced
in [3]. Algorithm 8 also appears in [5]. Potential shaping
is another gradient descent flow approach to consensus; an
intrinsic, discrete-time version has been applied to SO(3) [12].
While potential shaping makes the consensus manifold AGAS,
it is not a suitable model of the actions of living organisms due
to the way that the dynamics depends on the graph topology.
C. Consensus optimization on Riemannian manifolds
Since the system (6) is a gradient descent flow, it is advan-
tageous to study it from an optimization perspective. The
relation between the stability properties of the equilibria of
a gradient descent flow and the critical points of the potential
function is somewhat complicated, so we need to define some
precise notation to specify it. See [13] for more details about
these issues for gradient descent flows on Rn.
Definition 9. A path connected set S ⊂ X of minimizers of
a function f : X → R is said to be a local minimizer if for
some δ > 0 there is an open neighborhood Bδ(S) = {x ∈
X | dg(x,S) < δ} such that f |S ≤ f(x) for all x ∈ Bδ(S).
Moreover, if the inequality is strict for all x ∈ Bδ(S)\S , then
S is said to be a strict local minimizer.
Definition 10. A path connected set S ⊂ X of minimizers
of a function f : X → R is said to be isolated critical if
for some δ > 0 there is an open neighborhood Bδ(S) = {x ∈
X | dg(x,S) < δ} such that Bδ(S)\S is void of critical points.
Example 2 (Continued). On the peanut shaped manifold in
Fig. 1 there is a set of closed broken geodesics that is a
local minimizer and an isolated critical set of l. Consider the
capsule formed by gluing two hemispheres to a cylinder. There
is a maximal path connected set of closed broken geodesics
on the cylinder that is also an isolated critical set of l. It does
not consists entirely of local minimizers since there are shorter
closed broken geodesics on the hemispheres. There are smaller
sets on the cylinder that are local minimizers, however they
are not strict local minimizers.
Proposition 11. Let S be a path connected set of local
minimizers that is disjoint from C. Suppose that the function V
given by (4) is C2 in an open neighborhood Bδ(S) ⊂M for
some δ > 0. If S is a strict local minimizer, then it is Lyapunov
stable under the closed loop dynamics (6) of Algorithm 8. If
S is isolated critical, then it is asymptotically stable.
Proof. The assumption of V being C2 leads to the existence of
a solution x(t) to the gradient descent flow (5) for all t ∈ R by
the Picard-Lindelo¨f theorem [14]. Note that V is only required
to be smooth near the equilibrium set.
The proof is analogous to that of Lyapunov’s theorem using
V − V |S as a Lyapunov function, although it applies to sets
rather than an equilibrium point and should be formulated in
the intrinsic language of differential geometry. The proof can
be constructed following [15]; the details are omitted. 
D. Chordal consensus
Let the manifold (M, g) be embedded in an ambient Euclidean
space Rn×m. Denote the system state by X = (Xi)Ni=1 ∈
(Rn×m)N . Introduce a disagreement function U :MN → R
based on the chordal distance
U = 12
∑
{i,j}∈E
wij‖Xi −Xj‖2. (7)
Let U = 12
∑
i∈V Ui, where
Ui = 12
∑
j∈Ni
wij‖Xi −Xj‖2.
Note that, ∇iU = ∇iUi. To calculate the gradient, take any
smooth extension F : (Rn×m)N → R of U , i.e., F |M = U ,
and utilize that
∇iU = Πi ∂∂XiFi,
where ∇i denotes the gradient on M with respect to Xi,
Πi : Rn×m → TXiM is the orthogonal projection map onto
TXiM, ∂∂Xi is the extrinsic gradient in the ambient Euclidean
space with respect to Xi, and F = 12
∑
i∈V Fi with Fi :
R
n×m → R being any smooth extension of Ui.
From a control design perspective, we can assume that
the dynamics of each agent takes the form X˙i = Ui with
Ui ∈ TXiM. Furthermore assume that agent i is equipped
with sensors that allow it to calculate Ui in some small
neighborhood around its current position. It follows that agent
i can also calculate Ui = −∇iUi.
The gradient descent flow on U is given by:
Algorithm 12. The closed-loop system gradient descent flow
of U for X˙i = Ui under the feedback Ui = −∇iUi is
X˙i = −Πi
∑
j∈Ni
wij(Xi −Xj), ∀ i ∈ V. (8)
Note that if all X ∈ M have constant norm, ‖X‖ = k,
then ΠX = 0, whereby the dynamics (8) simplifies to
X˙i = Πi
∑
j∈Ni
wijXj . (9)
The assumption of ‖Xi‖ = k implies that the manifold
can be embedded in Rn×m as a subset of a sphere Snm−1
with radius k. This is trivially true of the n-sphere. Other
examples of such manifolds are the Stiefel and Grassmannian
manifolds. Examples of systems on the form (9) includes, the
Kuramoto model, the Lohe model on the n-sphere [16]–[18],
the Lohe model on SO(n) [1], and the Kuramoto model on
the Stiefel manifold [18]. The Lohe model on U(n) can also
be represented by (9) via the embedding of U(n) in SO(2n).
IV. MAIN RESULTS
A. Geodesic consensus
Let all the weights in the disagreement function V given by
(4) be equal. Splay states, as given by Definition 7, are local
minimizers of the disagreement function (4). They are stable
under the assumptions of Proposition 11. Generalizing to the
case of unequal weights in V , we have the following result:
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Theorem 13. Let (M, g) be a geodesically complete Rieman-
nian manifold. SupposeM contains a closed curve γ of locally
minimum length L = l(γ). Let N ≥ 3 and
S =
{
(xi)Ni=1 ∈MN
∣∣ γ(L∑i−1j=1 w−1jj+1∑N
j=1
w
−1
jj+1
)
= xi,∀ i ∈ V
}
,
where γ is parametrized by arc length. Any element of S is a
minimizer of the potential function V over HN .
Suppose that V is C2 on an open neighborhood of S and
that w12, . . . , wN1 satisfy
dg(xi, xi+1) = L
w−1ii+1∑N
j=1 w
−1
jj+1
< r(xi), ∀ i ∈ V. (10)
If S is a strictly local minimizer, then it is Lyapunov stable. If
S is an isolated critical set, then it is asymptotically stable.
Proof. First we show that the elements of S are locally optimal
solutions to
minV = 12
N∑
i=1
wii+1d
2
g(xi, xi+1)
subject to xi ∈M, ∀ i ∈ V.
(11)
Consider any agent configuration y = (yii+1)Ni=1 in the
vicinity of γ. Let c(y) denote the closed broken geodesic
formed by the agents. The constraint
l(c(y)) =
N∑
i=1
dg(yi, yi+1) ≥ l(γ) = L (12)
holds given that c(y) is sufficiently close to γ.
Add the constraint (12) to the nonlinear program (11),
rewriting it as
minV = 12
N∑
i=1
wii+1d
2
g(yi, yi+1)
subject to L ≤
N∑
i=1
dg(yi, yi+1),
yi ∈M, ∀ i ∈ V.
(NLP)
There is an open neighborhood of γ on which the constraint
(12) is redundant whereby any local solution to (NLP) is a
local solution to (11) and vice versa. There is hence no loss
of generality in restricting our attention to (NLP).
Consider a point y ∈ MN at which the constraint (12)
holds. Introduce a quadratic program,
min f = 12
N∑
i=1
wii+1d
2
ii+1
subject to l(c(y)) =
N∑
i=1
dii+1,
dii+1 ≥ 0, ∀ i ∈ V.
(QP)
Note that for each solution y to (NLP), there is a problem
(QP) which has a corresponding solution given by the vector
d(y) = [dii+1(y)] = [dg(yi, yi+1)] ∈ [0,∞)N .
The other solutions to (QP) are not necessarily related to y
or to other solutions of (NLP). However, if c(y) is a closed
geodesic (i.e., not just a closed broken geodesic), then each
solution d to (QP) generates a solution x(d) to (NLP) with
the same objective function value, V (x(d)) = f(d). In this
case, (QP) can be interpreted as the problem of optimally
partitioning the arc length of l(c) into N parts. Since γ is
a closed geodesic, the optimal solution to (QP) for c = γ
allows us to obtain a set of solutions to (NLP). As we will
see, this set is the set S .
The solution y to (NLP) has the same objective function
value as the solution d(y) to (QP). We will show that d(y)
is suboptimal to (QP). Let g(y) :MN → R denote the value
of the optimal solution to (QP). We will show that
V (y) = f(d(y)) ≥ g(y) ≥ g(x)|x⊂γ = V |S , (13)
which establishes the optimality of S. So far we have only
shown the first relation. The second relation follows by the
definition of g. It remains to establish the last two relations.
The positivity constraint dii+1 ≥ 0 in (QP) can be relaxed.
To see this, note that if djj+1 < 0 for some j ∈ V , then
djj+1 is counterproductive towards satisfying the constraint
(12) while also incurring a positive cost. A new solution can
be constructed where djj+1 is replaced with 0 while the values
of some other variables which assume positive values are
decreased so that (12) still holds. The objective value of the
new solution is strictly better than that of the solution from
which it was constructed. By relaxing the positive constraints
we obtain the equality constrained quadratic program
min f = 12
N∑
i=1
wii+1d
2
ii+1
subject to l(c(y)) =
N∑
i=1
dii+1,
dii+1 ∈ R, ∀ i ∈ V.
(EQP)
Equality constrained quadratic programs can be solved
using the Lagrange conditions for optimality[
H A>
A 0
] [
x
λ
]
=
[−c
b
]
,
where H ∈ Rn×n is the Hessian matrix, A ∈ Rm×n is the
constraint matrix, x ∈ Rn are the variables, λ ∈ Rm is the
vector of Lagrange multipliers, c ∈ Rn is the coefficients of
the linear term in the objective function and b ∈ Rm is the
right-hand side of the constraints [19]. For (EQP) we get[
W 1>
1 0
] [
d
λ
]
=
[
0
l
]
,
where d ∈ RN is given by di = dii+1, 1 = [1 . . . 1]∈ RN ,
W with Wii = wii+1 is diagonal, and l is shorthand for the
curve length l(c(y)).
Denote
A =
[
W 1>
1 0
]
, M = W−1.
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It can be shown that
A−1 = 1
1M1>
[
(1M1>)M −M1>1M M1>
1M −1
]
,
from which it follows[
d
λ
]
= l
1M1>
[
M1>
−1
]
. (14)
The value of the optimal solution to (EQP) is
N∑
i=1
wii+1dii+1 = d>Wd =
( l
1M1>
)2
1M>WM1>
= l
2(c(y))∑N
i=1 w
−1
ii+1
. (15)
Recall that γ is a local minimizer of l and that g(y) denotes
the optimal value to (QP). From (15) it follows that
g(y) = l
2(c(y))∑N
i=1 w
−1
ii+1
≥ l
2(γ)∑N
i=1 w
−1
ii+1
= g(x)|x∈γ ,
which is the third relation in (13). To obtain the last relation in
(13), g(x)|x∈γ = V |S , note that since γ is a closed geodesic,
any set of points x = (xi)Ni=1 ⊂ γ regenerates γ = c(x)
as their closed broken geodesic. This property allows us to
construct a solution x(d) to (NLP) from the solution d to
(EQP). The optimal solution to the problem (EQP) tells us
how to position the agent (xi)Ni=1 on γ in terms of the arc
length distance of γ from some arbitrary reference point. The
set of such points is S by (14).
Consider the problem of stability. While the previous dis-
cussion only concerned the optimization problem (11), we
now need to make sure that the flow (6) is well-defined. If
w12, . . . , wN1 satisfy
dg(xi, xi+1) = L
w−1ii+1∑N
i=1 w
−1
ii+1
< r(x),
then the geodesics are unique and the logarithm map is well-
defined. Suppose that V is C3. The implications that a strict
local minimizer S is stable and an isolated critical set S is
asymptotically stable follows from Proposition 11. 
Remark 14. The existence of a closed curve of locally
minimum length is guaranteed by Theorem 1 ifM is a closed
manifold that is multiply connected.
Example 2 (Continued). Theorem 13 establishes asymptotical
stability of certain sets on the torus and peanut shaped
manifolds in Fig. 1. Some subsets on the capsule are stable, but
Theorem 13 does not capture that. The issue is one of having
to make sure that certain pathological cases are excluded, see
e.g., [13].
B. Chordal consensus
Recall that r(X) denotes the injectivity radius at X ∈ M,
i.e., the radius of the largest geodesic ball Bε(X) ⊂M such
that the exponential map expX is a diffeomorphism at X.
Moreover, R = infX∈M r(X). Let a(X) denote the radius of
the largest ball defined in terms of the chordal distance,
Aa(X)(X) = {Y ∈M| ‖X −Y‖ ≤ a(X)},
such that Aa(X) ⊂ Br(X). Let
A = inf
X∈M
a(X).
The following result relates A to R.
Lemma 15. Let M⊂ Rn×m be a Riemannian manifold. For
every pair (X, ε) ∈M× (0,∞), any ball defined in terms of
the geodesic distance,
Bε(X) = {Y ∈M| dg(X,Y) ≤ ε}.
contains a ball defined in terms of the chordal distance
Aδ(ε)(X) = {Y ∈M| ‖X −Y‖ ≤ δ(ε)},
where the radius δ(ε) is strictly positive. SupposeM is closed,
then R = infx∈M r(x) > 0 implies
A = inf
x∈M
a(x) > 0. (16)
Proof. Suppose the first statement is false. Then, for some
ε > 0 and every δ > 0, there is an Y ∈ Aδ(X) with
dg(Y,X) > ε. Form a sequence (Yj)∞j=1 ⊂ M, such that
limj→∞Yj = X but limj→∞ dg(Yj ,X) ≥ ε. This limit
contradicts the continuity of dg .
Suppose A = 0, then there is a sequence (Zi)Ni=1 such
that limi→∞ a(Zi) = 0. If M is closed, then (Zi)Ni=1 has a
subsequence which converges to some Z ∈M. That a(Z) = 0
contradicts the first result of this theorem. 
Lemma 15 is needed to translate properties of the manifold
that are defined in terms of the geodesic distance to properties
that are based the chordal distance, which of course is the
basis for the chordal algorithm. Our main results show that
the closed loop system generated by the chordal algorithm is
multistable in the sense of Definition 5.
Theorem 16. Let M ⊂ Rn×m be a closed, multiply con-
nected, smooth, geodesically complete Riemannian manifold
such that R = infX∈M r(X) > 0. Let G = (V, E) be a
connected graph and (Xi)Ni=1 an initial condition satisfying
U = 12
∑
{i,j}∈E
wij‖Xi −Xj‖2 < 12 max{i,j}∈E wijA
2, (17)
where U is given by (7) and A by (16). Suppose that there
is a cycle graph HK ⊂ G, K ≤ N , such that the closed
broken geodesic (Xi)i∈V(HK) ∈ M is not homeomorphic to
a point on M. Then the closed loop system (8) generated by
Algorithm 12 is multistable.
Proof. First we show that there is a N such that the cycle
graph HN satisfies the requirements. Since M is multiply
connected there exists a closed curve γ ⊂ M that is not
homeomorphic to a point. We position the agents so that
the closed broken geodesic (Xi)Ni=1 is an approximation of
γ. More precisely, let the agents be equidistantly spaced on
small tubular neighborhood of γ onM whereby ‖Xi−Xj‖ ≈
l(γ)/N . It follows that
U = 12
N∑
i=1
wij‖Xi −Xii+1‖2 ≈ 12 max{i,j}∈E wij
l(γ)2
N .
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The inequality (17) is satisfied for all sufficiently large N .
Consider the case of a general graph that satisfies the
requirements. Since the system (12) is a gradient descent flow,
the disagreement function U is decreasing. Note that by (17),
the inequality
U(t) = 12
∑
{i,j}∈E
wij‖Xi −Xj‖2 < 12 max{i,j}∈E wijA
2
holds for all t ∈ [0,∞). It follows that
‖Xi −Xj‖ < A.
By the definition of A, this implies that dg(Xi,Xj) < R
for all t ∈ [0,∞). It follows that expXi is a diffeomorphism
on a set that includes Xj for all t ∈ [0,∞). In particular, the
geodesic γ connecting Xi and Xj is a continuous function
of t. Moreover, the closed broken geodesic interpolating
(Xi)i∈V(HN ) is a continuous function of time for t ∈ [0,∞).
The system evolution hence corresponds to a continuous
deformation of the closed broken geodesic. Suppose that the
system reaches consensus, i.e., that the closed broken geodesic
converges to a single point. This contradicts the assumption
that the closed broken geodesic is not homeomorphic to a point
at time 0.
Since the inequality in (17) is strict and U is continuous,
there is an open set of initial conditions that satisfy the
requirements and which hence do not converge to consensus.
This set has a positive Riemannian measure, wherefore the
system (8) is multistable by Definition 5. 
Remark 17. Note that we do not explicitly specify the graphs
for which the system is multistable, aside from the cycle graph
HN . It is clear that it is possible to modify the cycle graph
somewhat and still satisfy (17). Take for example the graph
FN = ({1, . . . , N}, EN ), studied in [7], with
EN = {{i, j} | |i− j| ≤ k},
where we use the convention N + 1 = 1. Then |E| = kN is
linear in N . For ‖Xi −Xi±j‖ ≈ jl(γ)/N we get
U = 12
∑
{i,j}∈E
wij‖Xi −Xj‖2 ≈ 12 max{i,j}∈E wij
1
N
k∑
j=1
j2.
This satisfies (17) for large enough N provided k is fixed. It
is not possible to determine all graphs for which (17) holds.
Already for the Kuramoto model on the circle, the problem of
determining all graphs for which the consensus manifold C is
AGAS is open and known to be difficult [20].
Remark 18. The statement and proof of Theorem 16 can
easily be modified so that it applies to the geodesic consensus
algorithm, Algorithm 8. The change is straightforward; we
refrain from providing any details for the sake of brevity.
Corollary 19. Theorem 16 also holds in the case ofM being
a smooth manifold with boundary.
Proof. The difference is that the closed loop system (8) may
be discontinuous in the transition from an inner point of the
manifold to a point on the boundary. We need to show global
existence of solutions and that the gradient descent flow is
decreasing despite the discontinuities. These results have been
established for projected gradient descent flows, see [21]. 
V. APPLICATIONS
To illustrate the usefulness of these results we consider two
applications to the modeling of emergent behavior in nature:
modeling synchronization of orientation in a flock of birds and
modeling the presence of large obstacles during aggregation
in the social amoeba Dictyostelium discoideum.
A. Modeling synchronization in flocks of birds
Consider the problem of modeling the synchronization of
orientations in a flock of birds. The orientation of individual
birds can be modeled as a heading direction, i.e., an angle or
a point on the circle; as a pointing direction, i.e., by means
of the reduced attitude on the sphere, or as a rigid-body
attitude, e.g., using a rotation matrix. We use the Kuramoto
model and its high-dimensional generalizations to describe
the synchronization process, i.e., the closed-loop system (8)
generated by the extrinsic consensus algorithm. System (8) is
an idealized model of flocking behaviour; we refer to [22] for
a discussion of modeling in this context.
Our knowledge of the Kuramoto model on S1 and SO(3)
suggests that synchronization is multistable, whereas the Ku-
ramoto model on S2 suggests that it is AGAS [18]. The
suggestions contradict each other. This is disconcerting be-
cause it implies that our models are not reliable in some of
their predictions about how real world systems behave. If a
prediction about real world phenomena based on theoretical
models is to be accepted, then we would like for it to be
consistent across multiple models. This notion is formalized
by the concept of canonical models; roughly speaking, it says
that behavior of the Kuramoto model is representative of a
much larger family of models [23].
The results of this paper can be used to resolve this issue.
Consider that under most circumstances, birds will not fly
along the vertical axis. However, if we spread the orientations
of the birds approximately equidistantly along the equator of
S2, then they will reach synchronization close to the north
pole, see Figure 2 in [2]. This outcome is removed by cutting
away the regions around the north and south poles from S2.
This leaves us with a multiple-connected manifold with bound-
ary, wherefore Corollary 19 applies. Now all three models
predict that synchronization of flocks of birds is multistable,
a conclusion that is consistent with real world observations.
B. Aggregation in Dictyostelium discoideum
The social amoeba Dictyostelium discoideum is a model or-
ganism of aggregation in nature [24]. During the early stages
of the D. discoideum life cycle, amoebas graze on bacteria
in their environment. As local food sources are depleted, the
amoebas start to starve. Starvation triggers a change in their
behavior; the amoebas begin to send chemotactical signals
to each other. The signals allow the amoebas to find each
other and aggregate at a single location. Like in Section V-A,
we model the amoebas as a consensus seeking system using
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Algorithm 12. This is to be understood as a model that is valid
locally, for a suitable choice of interaction topology G.
The amoebas evolve in the plane R2. Assume that there
exists an obstacle in the plane of a size that is much larger
than individual amoebas, but not huge. We model the obstacle
as a hole in the plane. The set on which the amoeabas are
allowed to move, the complement of the hole, is a multiply
connected manifold with boundary. The number N of amoebas
in a colony is around 104–106. The requirements of Theorem
16 are satisfied, whereby the system on the manifold is mul-
tistable. Our model suggests that obstacles can interfere with
aggregation in D. discoideum. This prediction is consistent
with the findings in a detailed multi-agent simulation model
of aggregation in D. discoideum [25].
VI. CONCLUSIONS
We study two synchronization algorithms on Riemannian
manifolds which we refer to as geodesic consensus [3], [5]
and chordal consensus [4], [5]. Previous work has focused on
the stability of the consensus manifold [3], [4]. This paper
interprets these models as high-dimensional generalizations of
the Kuramoto model. We introduce the notion of splay states
in the context of synchronization on Riemannian manifolds.
The splay states are characterized by a low local disagreement
between neighboring agents but a high global disagreement
between agents that are at a far graph distance from each other.
We show that for the geodesic consensus algorithm, there are
asymptotically stable sets of splay states. We also prove a
result concerning multistability. If the manifold is multiply
connected, then there are networks for which both the geodesic
and chordal consensus algorithms are multistable. Our main
result provides a condition that characterize these networks
implicitly. We cannot give a list of all such networks. The
problem of characterizing all graphs which admit multistability
remains open; indeed, it has not even been resolved for the
Kuramoto model on the circle [8].
If the manifold is multiply connected, as is e.g., the case for
the circle S1 and SO(n), then there exists an obstruction to al-
most global synchronization over certain graphs. Overcoming
this obstruction requires ad hoc control design based on the
exchange of additional information between agents [4], [12].
However, in the case of a simply connected manifold, e.g., the
n-sphere for n ∈ N, such advanced control design techniques
are not always required [18]. However, to appreciate the Ku-
ramoto model on Riemannian manifolds, it is better to eschew
the control design perspective and think about descriptions of
emergent behaviour and synchronization in nature instead. In
that case we are not looking for the algorithm with the best
performance; rather we desire the simplest of all models which
can account for observed phenomena. This paper argues that
simply and multiply connectedness are important properties of
a manifold that modeling needs to account for. For synchro-
nization on multiply connected manifolds the Kuramoto model
is a good choice. For synchronization on simply connected
manifolds the high-dimensional Kuramoto model on the n-
sphere is preferable over the Kuramoto model [18].
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