Abstract. We study the existence of solutions for a class of nonuniformly degenerate elliptic systems in ‫ޒ‬ N , N ≥ 3, of the form
1.
Introduction. This paper deals with the existence of solutions to the nonuniformly degenerate elliptic systems in ‫ޒ‬ N , N 3, of the form
Note that in the case when h 1 (x) ≡ h 2 (x) ≡ 1 in ‫ޒ‬ N , system (1.1) was studied by D. G. Costa [7] . In that paper, using variational methods the author proved the existence of a weak solution in a subspace of the Sobolev space H 1 ‫ޒ(‬ N , ‫ޒ‬ 2 ). This was extended by N. T. Chung [6] , in which the author considered the situation that h i ∈ L 1 loc ‫ޒ(‬ N ), h i (x) 1 for a.e. x ∈ ‫ޒ‬ N with i = 1, 2. Then, system (1.1) now was nonuniformly elliptic and an existence result was obtained by using a variant of the Mountain pass theorem in [8] . We also find that in the scalar case, the degenerate elliptic problem of the form can be regarded as equilibrium solutions of the evolution equations. For instance, in describing the behaviour of a bacteria culture, the state variable u represents the number of mass of the bacteria.
In the present paper, we extend the results in [6, 7, 10, 12, 13] to a class of nonuniformly degenerate semilinear elliptic systems in ‫ޒ‬ N . In order to state our main theorem, we first introduce some hypotheses.
Assume that the functions a, b : ‫ޒ‬ N → ‫ޒ‬ and h i : ‫ޒ‬ N → [0, ∞), i = 1, 2, satisfy the following hypotheses:
, and there exist constants α ∈ (0, 2), γ 0 > 0 such that h i (x) γ 0 |x| α for all x ∈ ‫ޒ‬ N . Next, we assume that the functions F, f, g :
for all x ∈ ‫ޒ‬ N and all w = (u, v) ∈ ‫ޒ‬ 2 . In addition, the following hypotheses are satisfied:
(
, where r, s ∈ 1,
for all x ∈ ‫ޒ‬ N and w ∈ ‫ޒ‬ 2 \ {(0, 0)}. Let E and H be the spaces defined as the completion of C ∞ 0 ‫ޒ(‬ N , ‫ޒ‬ 2 ) with respect to the norms
for w = (u, v). Then, it is clear that E and H are Hilbert spaces with respect to the inner products 
Our main result is given by the following theorem. Note that by hypothesis (H), the problem which was considered here contains the situations in [6] and [7] . We also do not require the coercivity for the functions a(x) and b(x) as in [12] . Theorem 1.2 will be proved by using variational techniques based on a variant of the Mountain pass theorem [8] . But the key in our arguments is the following lemma which can be obtained essentially by interpolating between Sobolev's and Hardy's inequalities (see [3, 5] ).
Proof of the main result. Let us define the functional I : H → ‫ޒ‬ given by
where
2) 
(ii) For any v ∈ Y , the map u → DJ(u), v is continuous on Y .
We denote by C 
By Lemma 2.2, weak solutions of system (1.1) correspond to the critical points of the functional I. Our approach is based on a weak version of the Mountain pass theorem by D. M. Duc [8] . Proof. By the convexity of the functional H, in order to prove the weak lower semicontinuity of H on H we shall prove that for any w 0 ∈ H and > 0 there exists δ > 0 such that
Since H is convex, for all w ∈ H we have
Taking δ = c we obtain that
Thus, we have proved that H is strongly lower semicontinuous on H. Since H is convex, by Corollary III.8 in [2] we conclude that H is weakly lower semicontinuous on H. We first prove that {w m } is bounded in H. By (F 3 ) we have
where γ = 
Using the method as in [11] we define the map
Since
and
= 1, the map K(w) is linear and continuous. Hence,
With the same arguments we can show that
Relations (2.7) and (2.9) imply that
Similarly we obtain Using (2.14) and the convexity of H we infer that
Relations (2.6) and (2.15) imply that
We now prove that {w m } converges strongly to w in H. Indeed, we assume by contradiction that {w m } is not strongly convergent to w in H. Then there exist a constant In order to apply the Mountain pass theorem we shall prove the following lemma which shows that the functional I has the geometry of the Mountain pass theorem.
LEMMA 2.5. Proof. (i) We follow the method used in the proof of Theorem 1.2 in [7] . From condition (F 3 ) it is easy to see that
where max |s|=1 F(x, s) ≤ c in view of (H 2 ). Since μ > 2, it follows from (2.21) that 
