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Abstract 
The goal of this thesis is to demonstrate the applicability of the discrimination time optimization 
problem to space systems. The concept is applied to an asteroid interception problem using low-thrust 
propulsion and solved through a combination of particle swarm optimization (PSO) and a commercial 
non-linear programming (NLP) solver SNOPT (Sparse Nonlinear OPTimizer).  
The problem considers an intercepting vehicle and three bodies of interest, only one of which can be 
intercepted. The resulting optimal trajectory must maximize the amount of time the vehicle can travel 
before committing to intercepting one of the three bodies of interest, assuring that all three bodies are 
available for intercept within a maximum flight time. This time before commitment is called the 
discrimination time. Practically, an increase in discrimination time provides the decision makers with an 
opportunity for further deliberation and organization of mission priorities. This can represent additional 
time to determine which body holds the most scientific value, or which body presents the largest threat 
to human life or financial assets. 
The solution method is a two-step process. An approximate solution is found using a metaheursitic 
method, PSO. The control is modeled as a combination of polynomials to give the best opportunity for 
convergence to a feasible solution. The solution found by the PSO algorithm is then used to initialize a 
much more accurate solution method using NLP. 
The two optimization techniques are applied in series because of the problem complexity. The PSO 
algorithm is a stochastic process and can therefore not guarantee optimality and struggles to perform 
with a large set of optimal parameters. NLP solvers can guarantee first or second order optimality, but 
require initialization and convergence is contingent on the quality of the initial guess. Creating a four 
phase trajectory solution ad hoc that could reliably serve as an initial guess for the NLP solver is 
impractical, and allowing the PSO algorithm to solve a fully discrete control time history problem would 
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be impractical. Using the two together takes advantage of the simplicity and speed provided by the PSO 
algorithm and the ability of the NLP solver to yield high fidelity, optimal solutions.  
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1 Introduction 
1.1 Optimal Intercept Time 
In this work a new type of optimal control problem is applied to the case of low-thrust asteroid 
interception. In this problem the objective is to maximize the flight time of a spacecraft launched from 
Earth, by choosing its thrust pointing history, to a point in space from which it must then commit to 
intercept on of a number of candidate asteroids. In this research, the number of target asteroids is 
three, but for the structure of this problem the number is arbitrary. This time of commitment, 
henceforth called the discrimination time, gives decision makers the opportunity to gather more data 
regarding mission priorities, scientific opportunities, and, potentially, the threat posed by each of the 
asteroids.  
This new mission flexibility also increases the value of small satellites which can mean streamlined 
design and production resulting in lower costs and an increased presence in space. A fleet of scientific 
spacecraft can be placed into orbit and their objectives and priorities shuffled in flight to optimize the 
benefit they can offer while minimizing the time taken to yield substantive value. More importantly, 
such optimal trajectories could provide the structure for a network of spacecraft operating to defend 
the Earth from potentially cataclysmic collisions.  
1.2 Low Thrust Propulsion 
The 677 day mission of the Deep Space 1 (DS1) in 1998 successfully displayed the potential of low thrust 
ion propulsion systems. Due to the difficulties in reaching them, safety uncertainties, and scientific and 
commercial value, asteroid exploration has become a natural fit for unmanned missions employing low 
thrust propulsion systems. Two years after the end of the DS1 mission, JAXA’s Hayabusa launched with a 
four year long low-thrust trajectory to reach 25143 Itokawa. Through a successful rendezvous, sample 
capture, and Earth return, the Hayabusa’s engines logged well over 40,000 hours of operation during its 
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7 year mission [1]. Currently, NASA’s solar electric hybrid DAWN is en route to asteroids Vesta and Ceres 
[2].  
This recent surge in the research and development of electric propulsion systems for spacecraft has 
seen marked improvements in their usefulness and applicability. Characterized by efficiency and payload 
fractions unrivaled by chemical propulsive systems, unmanned interplanetary missions have proved 
particularly well suited for low thrust propulsion.  
1.3 Numerical Optimization Algorithms 
The problem structure does not lend itself to analytical solutions using traditional methods derived from 
calculus of variations. Traditionally, a control history is solved for that will result in a trajectory that 
satisfies an arbitrary number of constraints and minimizes a defined cost. This trajectory can have a 
variable duration, interior constraints on state values, and/or terminal conditions. In this problem, the 
flight time is variable and the terminal conditions are intercept conditions. However, the problem this 
work solves is fundamentally incongruous with this solution structure because the discrimination time 
cannot be treated as an interior constraint or optimal parameter. The position of the vehicle at the 
discrimination time is not known a priori, and without information of where the intercepting trajectories 
begin a constraint on their initial position cannot be formulated. That is, the problem does not fit the 
usual form of a dynamic optimal control problem because one of the “constraints” on the solution is not 
a function or state value; it is the existence of subsequent feasible interception trajectories from the 
point and time of discrimination to each of the asteroid targets. 
The NLP solver carries guarantees of first or second order optimality. However, it requires an initial 
solution from which it can iterate and converge to an optimal solution. This initial solution is generated 
using a simple stochastic (metaheuristic) optimization algorithm.  Stochastic optimization carries no 
guarantee of optimality, or even of convergence. Additionally, the stochastic optimization algorithm 
3 
  
solves bounded, unconstrained optimization problems; meaning the solution that is generated may not 
satisfy the requisite problem constraints.  
The stochastic optimization solution is then used as an initial guess for a nonlinear programming (NLP) 
problem solver, guaranteeing the satisfaction of constraints and first or second order optimality. The 
quality of the solution provided by the NLP solver is contingent on the feasibility of the solution provided 
by the stochastic optimizer, as well as its near optimality. 
1.4 Thesis Outline 
Chapter 2 briefly discusses the astrodynamics that govern the motion of the asteroids and the dynamics 
that govern the motion of the spacecraft. A short derivation is presented for the two body equations of 
motion for the spacecraft. 
Chapter 3 discusses the numerical techniques used in this research. A brief outline of the particle swarm 
optimization algorithm is given. To aid the ability of the algorithm to yield a solution, a mathematical 
model is applied to the control authority of the spacecraft in an effort to limit the number of optimal 
parameters.  The NLP solver is briefly outlined, as well as the mathematical framework used in the 
solution of the problem. The solution method is also outlined mathematically. 
The complexity of the problem was gradually increased with each successive case to ensure the solution 
method was valid and to build insight into the structure of the problem itself. Because this work is the 
first of its kind solutions cannot be validated against the literature and each successive increase in 
complexity can only begin when it is certain that the method is capable of generating feasible solutions. 
Chapter 4 discusses two dimensional solutions generated using this method. Solutions presented begin 
with “faux” asteroids with circular orbits and end with orbital elements of real asteroids that are altered 
to ensure they are coplanar. By selecting only coplanar asteroids the control is reduced to one 
dimension. This not only decreases the complexity of the problem, but solutions produced in two 
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dimensions can then serve as a baseline for comparison with solutions of cases with similar asteroids 
with non-zero inclinations. 
 Chapter 5 presents fully three dimensional solutions. As in chapter 4, solutions begin with fabricated 
orbital elements before concluding with real, fully three dimensional asteroid orbits.  
Chapter 6 reflects on the solutions generated using this solution method and describes potential future 
work. The discussion of generated solutions includes the nature of the results presented, the structure 
of the problem itself, and the difficulties it presented. 
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2 Astrodynamics 
2.1 Spacecraft Equations of Motion 
It is assumed the motion of the spacecraft is governed by the two-body problem. That is, it is assumed 
that: 
1. The masses are point masses or homogeneous spheres 
2. The equations of motion are expressed as the minor body relative the larger body, the 
center of which is the center of the reference frame 
3. The only force present is the force of attraction of the major body on each the minor body 
The governing equation is Newton’s law of universal gravitation: 
 ?̈? = −
𝜇
𝑟3
𝒓 (2.1) 
Where r is the distance from the center of the major body to the center of the minor body, and µ is the 
standard gravitational parameter of the two body system. The gravitational parameter is defined µ =
𝐺(𝑀 + 𝑚) where G is the universal gravitational constant, M is the mass of the major body, and m is 
the mass of the minor body. In this work, the mass of the spacecraft is assumed to be negligibly small in 
comparison to the major body, and set equal to zero.  
The major body in the case of this research is the Sun. The reference frame x-axis is aligned with the 
vernal equinox at 12:00 PM on 1 January 2000 Terrestrial Time, the z-axis is perpendicular with the 
Earth’s plane of orbit, and the y-axis is perpendicular to the x and z axes. This frame is known as the 
Heliocentric Ecliptic coordinate system, and it is pictured in Figure 2.1. The coordinate system is 
assumed inertial, though it is actually accelerating. This coordinate system serves as a useful 
approximation, and the perturbations from this limiting assumption, on this scale, are assumed 
negligible.  
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Figure 2.1: Heliocentric Ecliptic coordinate system 
Using two coordinate rotations [3], the Heliocentric Ecliptic coordinate system can be related to a 
spherical coordinate system that is body fixed; and in this spherical coordinate the thrust vector is 
defined through angles with reference to the local horizontal. The spherical coordinate system has an r-
axis in that is parallel to a line connecting the major body and the minor body, a θ-axis that is 
perpendicular to the r-axis and in the direction of the minor body’s motion, and a φ-axis perpendicular 
to the two other axes. The transformation is defined by the following rotations: a rotation of the z-axis 
of θ degrees, and a rotation of x-axis by φ degrees. The two coordinate systems are pictured in Figure 
2.2. 
 
Figure 2.2: Heliocentric Ecliptic and spherical coordinate systems 
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This transformation can be expressed as: 
 
{
𝑒?̂?
𝑒?̂?
𝑒?̂?
} = [
cos𝜙 0 sin𝜙
0 1 0
− sin𝜙 0 cos𝜙
] [
cos 𝜃 sin 𝜃 0
− sin 𝜃 cos 𝜃 0
0 0 1
] {
𝑒?̂?
𝑒?̂?
𝑒?̂?
} (2.2) 
 
= [
cos𝜙 cos 𝜃 sin𝜃 cos𝜙 sin𝜙
−sin 𝜃 cos 𝜃 0
− cos 𝜃 sin𝜙 −sin 𝜃 sin𝜙 cos𝜙
] {
𝑒?̂?
𝑒?̂?
𝑒?̂?
} (2.3) 
Assuming that the heliocentric ecliptic frame is inertial, the time derivatives of the basis vectors of the 
spherical frame are: 
𝜕
𝜕𝑡
{
𝑒?̂?
𝑒?̂?
𝑒?̂?
} = {
𝑒?̂̇?
𝑒?̂̇?
𝑒?̂̇?
}
= [
−?̇? sin𝜙 cos 𝜃 − ?̇? cos𝜙 sin𝜃 ?̇? cos 𝜃 cos𝜙 − ?̇? sin 𝜃 sin𝜙 ?̇? cos 𝜙
−?̇? cos 𝜃 −?̇? sin 𝜃 0
?̇? sin 𝜃 sin𝜙 − ?̇? cos 𝜃 cos 𝜙 −?̇? cos 𝜃 sin𝜙 − ?̇? sin 𝜃 cos𝜙 −?̇? sin 𝜙
]{
𝑒?̂?
𝑒?̂?
𝑒?̂?
} 
(2.4) 
 
= [
−?̇? s𝜙 c𝜃 − ?̇? c𝜙 s 𝜃 ?̇? c 𝜃 c𝜙 − ?̇? s 𝜃 s𝜙 ?̇? c 𝜙
−?̇? c 𝜃 −?̇? s 𝜃 0
?̇? s 𝜃 s𝜙 − ?̇? c 𝜃 c𝜙 −?̇? c 𝜃 s𝜙 − ?̇? s 𝜃 c𝜙 −?̇? s𝜙
] [
c 𝜙 c𝜃 − s 𝜃 −c 𝜃 s𝜙
s 𝜃 c𝜙 c 𝜃 − s𝜃 s𝜙
s𝜙 0 c𝜙
] {
𝑒?̂?
𝑒?̂?
𝑒?̂?
} (2.5) 
 
{
𝑒?̂̇?
𝑒?̂̇?
𝑒?̂̇?
} = [
0 ?̇? c 𝜙 ?̇?
−?̇? c 𝜃 0 ?̇? s 𝜙
−?̇? −?̇? s 𝜙 0
]{
𝑒?̂?
𝑒?̂?
𝑒?̂?
} (2.6) 
 
The acceleration of the spacecraft can be defined the spherical frame as: 
𝒓 = 𝑟𝑒?̂?  (2.7) 
?̇? = ?̇?𝑒?̂? + 𝑟𝑒?̂̇? = ?̇?𝑒?̂? + 𝑟(?̇? cos 𝜙 𝑒?̂? + ?̇?𝑒?̂?) (2.8) 
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?̈? = (?̈? − 𝑟?̇?2 cos2 𝜙 − ?̇?2𝑟) 𝑒?̂? + (2?̇??̇? cos 𝜙 + 𝑟?̈? cos 𝜙 − 2𝑟?̇??̇? sin 𝜙) 𝑒?̂?
+ (?̇??̇? + 𝑟?̇?2 sin𝜙 cos𝜙 + ?̈?𝑟 + ?̇??̇?)𝑒?̂? 
(2.9) 
Comparing this equation to the governing two-body equation (1) yields three second order differential 
equations, equations (2.10) – (2.12). 
 ?̈? − 𝑟?̇?2 cos2𝜙 − ?̇?2𝑟 = −
𝜇
𝑟2
 (2.10) 
 
𝑟?̈? cos 𝜙 + 2?̇??̇? cos 𝜙 − 2𝑟?̇??̇? sin 𝜃 = 0 (2.11) 
 
𝑟?̈? + 2?̇??̇? + 𝑟?̇?2 cos𝜙 sin𝜙 = 0 (2.12) 
The system can be reduced by defining three velocities, equations (2.13) – (2.15), to create six first-order 
differential equations (2.16)-(2.21) which will be the equations of motion for the spacecraft.  
 𝑣𝑡 = 𝑟?̇? (2.13) 
 𝑣𝑝 = 𝑟?̇? (2.14) 
 𝑣𝑟 = ?̇? (2.15) 
 ?̇? = 𝑣𝑟 (2.16) 
 ?̇? =
𝑣𝑡
𝑟
 (2.17) 
 
?̇? =
𝑣𝑝
𝑟
 (2.18) 
 
?̇?𝑟 =
𝑣𝑡
2 cos2 𝜙 + 𝑣𝑝
2
𝑟
−
𝜇
𝑟2
 (2.19) 
 
?̇?𝑡 = −
𝑣𝑟𝑣𝑡
𝑟
+ 2
𝑣𝑝𝑣𝑡
𝑟
tan𝜙 (2.20) 
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?̇?𝑝 = −
𝑣𝑟𝑣𝑝
𝑟
−
𝑣𝑡
2
𝑟
sin𝜙 cos 𝜙 (2.21) 
The thrust is then defined in the spherical coordinates. The thrust magnitude is assumed constant, and 
the vector can be given by elevation angle α and azimuth angle β, as pictured in Figure 2.3. The vector is 
then decomposed into its spherical components and added to each respective acceleration equation, 
yielding the final three dimensional equations, equations (2.22) – (2.27). 
 
 ?̇? = 𝑣𝑟 (2.22) 
 ?̇? =
𝑣𝑡
𝑟
 (2.23) 
 ?̇? =
𝑣𝑝
𝑟
 (2.24) 
 
?̇?𝑟 =
𝑣𝑡
2 cos2 𝜙 + 𝑣𝑝
2
𝑟
−
𝜇
𝑟2
+ 𝑇 cos 𝛼 sin 𝛽 (2.25) 
 
?̇?𝑡 = −
𝑣𝑟𝑣𝑡
𝑟
+ 2
𝑣𝑝𝑣𝑡
𝑟
tan𝜙 + 𝑇 cos 𝛼 cos 𝛽 (2.26) 
 
?̇?𝑝 = −
𝑣𝑟𝑣𝑝
𝑟
−
𝑣𝑡
2
𝑟
sin𝜙 cos𝜙 + 𝑇 sin 𝛼 (2.27) 
 
 
Figure 2.3: Heliocentric Ecliptic coordinate system 
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The equations of motion have been defined for three dimensions. In the case of two dimensions, the 
angle φ is unnecessary as is the control angle α. The result is equations of motion (2.28) – (2.31), in two-
dimensional polar coordinates. 
 ?̇? = 𝑣𝑟 (2.28) 
 ?̇? =
𝑣𝑡
𝑟
 (2.29) 
 
?̇?𝑟 =
𝑣𝑡
2
𝑟
−
𝜇
𝑟2
+ 𝑇 sin 𝛽 (2.30) 
 
?̇?𝑡 = −
𝑣𝑟𝑣𝑡
𝑟
+ 𝑇 cos 𝛽 (2.31) 
2.2 Orbital Mechanics 
The asteroids that are targets for interception are in known orbits. These orbits are defined by six orbital 
elements: semi-major axis (denoted 𝑎), eccentricity (𝑒), inclination (𝑖), argument of periapsis (𝜔), 
longitude of the ascending node (Ω), and mean anomaly (𝑀). The angular elements are illustrated in 
Figure 2.4.  
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Figure 2.4: Illustration of orbital elements e,i, Ω, and ω [4] 
These six orbital elements place a body in its orbit at any time t from their known position at epoch time 
𝑡0 (in this case, J2000). For this research, the scale of the trajectories is considered brief enough that the 
first five orbital elements (𝑎, 𝑒, 𝑖, Ω, and 𝜔) can be considered constant. Mean anomaly, however, is 
calculated at any time through the following equation: 
 
𝑀(𝑡) = 𝑀0 + √
𝜇
𝑎3
(𝑡 − 𝑡0) (2.32) 
where 𝑀0 is the mean anomaly at epoch. 
The mean anomaly can then be used to iteratively solve for the true anomaly by employing the Newton-
Raphson method to Kepler’s equation (2.33). The true anomaly is then found using equation (2.34). 
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𝑀 = 𝐸 − 𝑒 sin 𝐸 (2.33) 
 
𝑣 = 2 tan−1 [tan
𝐸
2
√
1 + 𝑒
1 − 𝑒
] (2.34) 
The distance of the bodies from the primary attracting mass (in this research, the Sun) can then be 
calculated using equation (2.35). 
 
𝑟 =
𝑎(1 − 𝑒2)
1 + 𝑒 cos 𝑣
  (2.35) 
Finally, the angular momentum (ℎ) of any body is calculated as: 
 
ℎ =  √𝜇𝑎(1 − 𝑒2) (2.36) 
Using this set of parameters, the position and velocity of a body can be calculated, in the heliocentric 
ecliptic frame [5], using equation (2.37) and (2.38), respectively. 
 
 
𝑟 = 𝑟 {
cos Ω cos(𝜔 + 𝑣) − sinΩ sin(𝜔 + 𝑣) cos 𝑖
sin Ω cos(𝜔 + 𝑣) + cosΩ sin(𝜔 + 𝑣) cos 𝑖
sin 𝑖 sin(𝜔 + 𝑣)
} (2.37) 
 
?⃗? =
𝜇
ℎ
{
cosΩ [sin(𝜔 + 𝑣) + 𝑒 sin𝜔] − sinΩ [cos(𝜔 + 𝑣) + 𝑒 cos𝜔] cos 𝑖
− sinΩ [sin(𝜔 + 𝑣) + 𝑒 sin𝜔] + cosΩ [cos(𝜔 + 𝑣) + 𝑒 cos𝜔] cos 𝑖
sin 𝑖 [cos(𝜔 + 𝑣) + 𝑒 cos𝜔]
} (2.38) 
For this problem, the spacecraft is assumed to begin at some epoch with the same position and velocity 
as Earth, though outside of its gravitational influence.  
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3 Numerical Optimization 
3.1 Introduction 
Given that the spacecraft is unaware which of the three bodies it will pursue prior to the discrimination 
time, the problem can be deconstructed into four distinct trajectories: the discrimination trajectory and 
the three intercepting trajectories. This is illustrated in Figure 3.1. Numerically, this means that the 
optimizer can solve for four separate trajectories, given that the three intercepting trajectories begin (in 
terms of position and velocity) at the discrimination point, terminate intercepting their respective body 
(only in terms of position), and reach that intercept within the chosen flight time constraint.  
 
Figure 3.1: Illustration of problem deconstruction 
The multi-phase, multi-body structure of the problem precludes the ability to yield an optimal solution 
through traditional methods provided by optimal control and calculus of variations. Numerical 
techniques must then take the place of analytical. The popular Sequential Quadratic Programming (SQP) 
algorithm is used, in the form of the software package SNOPT [6], to ensure either first or second order 
optimality. A Particle Swarm Optimization (PSO) algorithm is employed to stochastically generate a 
14 
  
potentially near-optimal solution which the SQP optimizer can then use to initialize. This near-optimality 
is necessary because the NLP optimizers tend to converge to a local minimum near the initial guess. A 
sufficiently good guess is needed that is also likely near the global minimum.  
The problem is modeled with different mathematical structures, with considerations given for the 
different algorithm solution methods, where necessary. 
3.2 Particle Swarm Optimization 
Particle Swarm Optimization (PSO) is a probabilistic metaheuristic algorithm for the solution of bound 
constrained optimization problems [7]. The algorithm was founded as a social metaphor, employing 
simplified paradigms that underlie animal social behavior to construct a form of group dynamics that 
govern the motion of a population of particles – i.e. a swarm. In this swarm, each particle is randomly 
seeded in a parameter space, and is itself a complete set of, potentially optimal, parameters. These 
parameters are a representation of the individual particle’s attitudes and beliefs. The swarm is then 
iterated over a predetermined number of trials, each particle moving in relation to its fitness and the 
general fitness of the other members of the swarm. Unlike many Nonlinear Programming (NLP) gradient 
based solvers, the algorithm is not in search of an optimal set of parameters, the satisfaction of problem 
constraints, or the conditions for optimality; rather, it is a purely stochastic process. Particles are 
motivated by their personal fitness relative not only other members of the swarm, but by their own 
‘memories’. The result is a group of motivated particles sweeping a parameter space, seeking only to 
improve on present and past experiences. 
Mathematically, PSO solves problems of the form: 
 min
𝑥∈𝑈
𝐽(𝑥) (3.1) 
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Where 𝐽(𝑥) is a possibly discontinuous, nonlinear objective function (commonly referred to as a cost or 
objective function) and 𝑈 is the bounded parameter space, of dimension 𝐷, defined by: 
 𝑈 =  {𝒙 ∈  ℝ𝐷| 𝑎𝑘 ≤ 𝑥 ≤  𝑏𝑘 ; 𝑘 = 1, 2,… ,𝐷 ; −∞ <  𝑎𝑘 ≤ 𝑏𝑘  <  ∞} (3.2) 
Any vector 𝒙 in 𝑈 therefore represents a vector of parameters that can be evaluated by the objective 
function 𝐽(𝑥) to yield a cost.  
Given a swarm of size N, each particle 𝑖 at iteration 𝑗 has an associated position vector 𝒙𝑖
𝑗 and 
displacement vector, typically referred to as a velocity vector, 𝒗𝑖
𝑗, each of length 𝐷. Each particle also 
has an associated best position 𝝋𝑖
𝑗, which is the position of the particle that yielded the lowest value of 
the objective function in its personal position history. This position vector is particular to the 𝑖𝑡ℎ particle, 
and it was obtained at the associated 𝑗𝑡ℎ iteration.  
With each iteration, the displacement vector is updated as a function of the distances between the 
particles current positions and, 1), the position associated with its best cost, and 2), the position 
associated with the global best cost. The particles position is then shifted by its newly calculated 
displacement vector. This displacement vector is also contingent on a random real number sampled 
from a uniform distribution. The result is an algorithm that, using the same initial conditions and particle 
swarm, does not necessarily converge to the same solution on successive iterations. Mathematically, the 
velocity and position vectors are updated through equations (3.3) and (3.4), respectively, 
 𝒗𝑖
𝑗+1 =  𝑤 𝒗𝑖
𝑗 + 𝑐1 𝜏1(0,1) [ 𝝋𝑖
𝑗 − 𝒙𝑖
𝑗] + 𝑐2 𝜏2(0,1) [ 𝝆
𝑗 − 𝒙𝑖
𝑗]  (3.3) 
 𝒙𝑖
𝑗+1 = 𝒙𝑖
𝑗 + 𝒗𝑖
𝑗+1 (3.4) 
where 𝜏𝑛(0,1)  is a random real number sampled from a uniform distribution. 
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All particles, additionally, have knowledge of the position that yielded the lowest cost from any particle 
in the swarm, at any iteration, denoted by 𝝆𝑗. This vector is known globally, and is therefore not 
denoted as being unique to the 𝑖𝑡ℎ particle.  
The displacement vector, updated with each iteration, is then a product of three components: the 
inertial component (𝑤 𝒗𝑖
𝑗), the cognitive component (𝑐1 𝜏1(0,1) [ 𝝋𝑖
𝑗 − 𝒙𝑖
𝑗]), and the social 
component (𝑐2 𝜏2(0,1) [ 𝝆
𝑗 − 𝒙𝑖
𝑗]). Each term has a parameter which can allow for fine tuning to suit 
the given application, something that will be discussed briefly in the next section. In this research, 𝑐1 and 
𝑐2 are real constants selected to both be 1.5, in keeping with the suggestions made by [8].  
The full PSO algorithm is briefly outlined below: 
1. Positions and velocities of each member of the particle swarm are randomly initialized within 
search space. 
< Loop > 
2. Iteration 𝑗 = 𝑗 + 1 
a. Evaluate the cost function for each particle 
i. Determine the best position (lowest cost) each particle has ever visited 
𝝋𝑖
𝑗+1 = min
𝑖
[𝝋𝑖
𝑗, 𝝋𝑖
𝑗−1, … 𝝋𝑖
1, 𝐽(𝒙𝑖
𝑗) ] 
ii. Determine the best position any particle has ever visited 
𝝆𝑗+1 = min
 
[𝝆𝑗 , 𝝋𝑁
𝑗+1, 𝝋𝑁−1
𝑗+1, … 𝝋𝑖
𝑗+1 ] 
b. Update the particle displacement vector 
𝒗𝑖
𝑗+1 =  𝑤 𝒗𝑖
𝑗 + 𝑐1 𝜏1(0,1) [ 𝝋𝑖
𝑗 − 𝒙𝑖
𝑗] + 𝑐2 𝜏2(0,1) [ 𝝆
𝑗 − 𝒙𝑖
𝑗]  
c. Update the particle position vector 
𝒙𝑖
𝑗+1 = 𝒙𝑖
𝑗 + 𝒗𝑖
𝑗+1 
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3. Check to see if maximum number of iterations is reached, or if predetermined cost metric is 
satisfied. 
< End Loop > 
3.2.1 Penalty Methods 
The problems posed in this research are constrained optimization problems. However, PSO has no 
native means of incorporating constraints. Equality and inequality constraints need to be included as 
penalty functions. However penalty weighting poses potential problems. If constraints are weighted too 
low, the PSO will often converge to solutions with low objective function costs that fail to prove feasible 
with substantive constraint violations. Weighting that is too high prioritizes feasibility over optimality, 
and heavily favors valid solutions and local minima over the global minimum. 
A constrained penalty system is employed to introduce some balance between optimality, efficiency, 
and feasibility. The system employed in this research is a simplified version of the penalty function 
method introduced by Parsopoulos and Vrahatis [9]. The method introduces a new dynamic cost that is 
summed to the objective function. This dynamic cost is a nonlinear function of the state of the 
constraint penalties and a schedule of corresponding weights. 
This method is distilled in this research to a simple if-then statement and an infeasibility parameter 𝜅. 
Mathematically:  
 
 
𝐽𝑚𝑜𝑑(. ) = {
𝜅 + ‖𝒄‖                      𝑒𝑞𝑡𝑜𝑙 > 10−2 & 𝑖𝑛𝑡𝑜𝑙 < 0
𝐽(. ) + ‖𝒄‖                  𝑒𝑞𝑡𝑜𝑙 < 10−2 & 𝑖𝑛𝑡𝑜𝑙 < 0
108                                                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 (3.5) 
 𝑒𝑞𝑡𝑜𝑙 =  ‖𝒄𝒆𝒒‖ (3.6) 
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 𝑖𝑛𝑡𝑜𝑙 =  min
 
[𝒄𝒊𝒏𝒆𝒒] (3.7) 
Where 𝒄𝒆𝒒 is a vector of the equality constraints, ‖𝒄𝒆𝒒‖ is its Euclidean norm, and 𝒄𝒊𝒏𝒆𝒒 is a vector of the 
inequality constraints. The constant value of 108 is used to make the cost of parameters that violate the 
inequality constraints arbitrarily large. 
The infeasibility parameter is selected to be significantly larger than any cost the original problem could 
reasonably expect. This allows PSO to search for feasible solutions. Once a solution has satisfied a 
predetermined tolerance, the original cost function is introduced and PSO proceeds to search for an 
optimal solution. The sizing of the infeasibility parameter allows the user to decide attractive the social 
component of the PSO algorithm will be. The result is a near flat cost landscape with sharp drops in the 
neighborhoods of feasible solutions.  
3.2.2 B-Spline 
The performance of stochastic optimizers is heavily dependent on the number of parameters they need 
to find. To solve the trajectory optimization problem, the optimizer needs to find the time history of 
each control (i.e. thrust pointing) angle. To avoid the PSO algorithm becoming too computationally 
expensive, it is necessary to find a compact, discrete representation of the control time history. This 
parameterization has been done many different ways including polynomial coefficients [10] and Fourier 
series coefficients [11]. This work uses B-spline coefficients.  
The unknown control 𝛽(𝑡)is expressed as a linear combination of B-spline basis functions with distinct 
interior knot points. In this way, the control is continuous and known at any given time that is spanned 
by the knot points and is defined by a small set of coefficients. Mathematically, the control is expressed 
by a combination of B-spline basis functions 𝐵𝑖,𝑝 of degree p with L subintervals, as shown in equation 
(3.8). 
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𝛽(𝑡) =  ∑ 𝛼𝑖𝐵𝑖,𝑝(𝑡)
𝑝+ 𝐿
𝑖=1
 
(3.8) 
 
The 𝑖𝑡ℎ B-spline of degree is defined by the Cox-de Boor formula [12]: 
 𝐵𝑖,0(t) = {
1,          𝑡𝑖 ≤ 𝑡 ≤ 𝑡𝑖+1 
0,               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (3.9) 
 
𝐵𝑖,𝑝(t) =  
𝑡 − 𝑡𝑖
𝑡𝑖+𝑝 − 𝑡𝑖
𝐵𝑖,𝑝−1(t) +
𝑡𝑖+𝑝+1 − 𝑡
𝑡𝑖+𝑝+1 − 𝑡𝑖+1
𝐵𝑖+1,𝑝−1(t) (3.10) 
 
By selecting the model to be 2nd order, and replacing the basis functions of a smaller degree in the Cox-
de Boor formula, the equations can be rearranged from a recursive formula to a less computationally 
intensive and more easily coded form, equation (3.11). 
 𝐵𝑖,2(t)
=
{
 
 
 
 
 
 
(𝑡 − 𝑡𝑖)
2
(𝑡𝑖+1 − 𝑡𝑖)(𝑡𝑖+2 − 𝑡𝑖)
,                                                                             𝑡 ∈ [𝑡𝑖, 𝑡𝑖+1)
1
𝑡𝑖+2 − 𝑡𝑖+1
[
(𝑡 − 𝑡𝑖)(𝑡𝑖+2 − 𝑡)
𝑡𝑖+2 − 𝑡𝑖
+
(𝑡 − 𝑡𝑖+1)(𝑡𝑖+3 − 𝑡)
𝑡𝑖+3 − 𝑡𝑖+1
] ,               𝑡 ∈ [𝑡𝑖+1, 𝑡𝑖+2)  
(𝑡𝑖+3 − 𝑡)
2
(𝑡𝑖+3 − 𝑡𝑖+1)(𝑡𝑖+3 − 𝑡𝑖+2)
,                                                                 𝑡 ∈ [𝑡𝑖+2, 𝑡𝑖+3)
0,                                                                                                                      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
(3.11) 
A basis function is then defined completely by its degree and interior knot points. As is evident from the 
equation above, at the endpoints of this sequence, the equation references knot points beyond the 
length of the sequence. For computation, the sequence is extended by placing 𝑝 + 1 additional 
boundary points at each end. For example, select the following interior knot sequence: 
𝑙 =  {0.0 0.33 0.66 1} 
For a first order B-spline, this sequence becomes: 
𝑙 =  {0.0 0.0 0.0 0.33 0.66 1.0 1.0 1.0} 
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The B-spline method is used to define the control because of the flexibility it offers through the ‘local 
support’ property [13]. B-spline basis functions have only non-zero magnitude in an interval bounded by 
the neighboring two points. The result is a quadratic polynomial on each support interval. This allows for 
greater customization of the control, as optimal controls are not guaranteed to be continuous and can 
be ill suited to approximation through one global polynomial. This ‘local support’ property is illustrated 
in Figure 3.2. 
 
Figure 3.2: Basis functions at three interior knot points 
3.2.3 Sample Problem 
This method is applied to a sample problem to test how effective the B-spline approximation method 
can be in concert with the PSO algorithm. A problem with a well-known solution and the same 
governing equations is selected. The problem seeks to find a trajectory that will maximize the final 
specific energy of a continuously-thrusting spacecraft over a given time interval. The motion is assumed 
planar and subject to two-body dynamics. The initial condition of the spacecraft and the final time are 
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specified; the final position is free. Mathematically, our cost function is expressed by equation (3.12), 
and the problem state by equation (3.13). 
 
min
𝛽
𝐽(𝒙, 𝑡𝑓, 𝛽) = −{
1
2
[𝑣𝑟
2(𝑡𝑓) + 𝑣𝑡
2(𝑡𝑓)] −
1
𝑟(𝑡𝑓)
} (3.12) 
 
𝒙 = {
?̇?
?̇?
?̇?𝑟
?̇?𝑡
} =
{
  
 
  
 
𝑣𝑟
𝑣𝑡
𝑟
𝑣𝑡
2
𝑟
−
𝜇
𝑟2
+ T sin 𝛽
−
𝑣𝑟𝑣𝑡
𝑟
+ T cos 𝛽 }
  
 
  
 
        
(3.13) 
The conditions of the problem are: 
 
𝒙(𝑡0) =  {
?̇?
?̇?
?̇?𝑟
?̇?𝑡
} =
{
 
 
 
 
1.1 𝐿𝑈
0
0
√
1
1.1 }
 
 
 
 
 (3.14) 
 
𝑡 ∈ [0,50] 𝑇𝑈 (3.15) 
 
T = 0.01
𝐿𝑈
𝑇𝑈2
 
(3.16) 
For simplicity, the problem is normalized where LU and TU are defined by the properties of the 
attracting body: 
 1 𝐿𝑈 ≡ 𝑅 (3.17) 
 
𝜇 ≡
𝑅3
𝑇𝑈2
= 1 
(3.18) 
   
where R is the radius of the attracting body and µ is the gravitational parameter of the attracting body. 
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The flight duration was parameterized using the knot sequence in Table 3.1. The solution provided by 
PSO is given in Table 3.2, and the results are plotted against the optimal solution [14] in Figure 3.3 and 
Figure 3.4. The iteration history of the solution is plotted in Figure 3.5. 
 
Table 3.1: PSO Settings for Maximum Energy Problem 
PSO Settings 
Swarm Population (N) 300 
Generations (j) 100 
Cognitive Weight (𝑐1) 1.5 
Social Weight (𝑐2) 1.5 
p 2 
l 50 {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} 
 
Table 3.2: PSO Solution for Maximum Energy Problem 
PSO Solution 
Coefficients 
𝛼1 0.0149 
𝛼2 0.0437 
𝛼3 -0.0315 
𝛼4 0.0936 
𝛼5 -0.0833 
𝛼6 0.1658 
𝛼7 0.0554 
𝛼8 -0.0855 
𝛼9 0.0446 
𝛼10 0.1244 
𝛼11 0.2977 
𝛼12 0.3177 
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Figure 3.3: Trajectories of the optimal solution and the solution generated by PSO 
 
Figure 3.4: Control angles of the optimal solution and the solution generated by PSO 
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Figure 3.5: Iteration history of global best cost 
The optimal trajectory that results is a multi-revolution spiral. The PSO code finished iterating after 
approximately 9 minutes, and is nearly identical to the optimal solution in the literature [14]. While the 
control had to be modeled using B-splines, the algorithm performed very well and required no analytical 
effort in the way of deriving Hamiltonians or gradients; and with little understanding of the problem 
beyond the structure of the problem and its constraints. Because of this ease of use, PSO has gained 
extensive use and modification. With just a few lines of code, the computationally inexpensive algorithm 
can return near-optimal results with little knowledge or intuition of the solution. 
This is in contrast to gradient based nonlinear optimizers that place requirements not only on the 
structure of the problem (e.g. objective functions and constraints must be twice continuously 
differentiable), but require some intuition of the desired optimal solution (in the form of a user provided 
initial guess) and analytical computation that can be impractical if not impossible. However, this 
flexibility and ease of use is weighed against the certainty of optimality. As a stochastic optimizer, PSO 
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algorithms cannot guarantee optima, either global or local. This underlines a need for solution 
refinement and the need for the next section which reviews other nonlinear optimization methods used 
in this research. 
3.3 Sequential Quadratic Programming 
The problem structure in the previous section describes a fundamental nonlinear programming problem 
(NLP), and it is typical of the problem structures found in this research. This problem can be defined 
mathematically: 
 min
𝑟∈𝑈
𝐽(𝒙) 
(3.19) 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 
𝑎 ≤ [
𝒙
𝐴𝒙
𝑐(𝒙)
] ≤ 𝑏 
Where A is a constant matrix defining linear constraints and 𝑐(𝒙) is a vector of nonlinear functions. It is 
clear that this structure is incongruous with the solution structure of the PSO algorithm. For cases with a 
small number of parameters, PSO algorithm can reliably solve for optimal solutions of even constrained 
problems. However, as the number of parameters increases, along with problem complexity, PSO can 
have difficulty satisfying the problem constraints while minimizing the objective function.  
While the results from the PSO algorithm can be non-optimal or violate the problem constraints, they 
can provide an initial guess that another solution code can iteratively improve to yield an optimal 
solution. Traditionally, aerospace trajectory optimization problems have been solved using sequential 
quadratic programming (SQP) methods. The SQP solver SNOPT, a popular SQP solver used by several 
commercial optimization software suites, was used in this research.  
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SQP is structured around major and minor iterations. The major iterations are used to generate a 
sequence of iterates {𝒙𝑗}. These iterates must each satisfy the linear constraints, and converge to a 
point that satisfies both the nonlinear constraints and the first order conditions for optimality. At 
each 𝒓𝑗 iterate, a quadratic programming sub-problem is solved. These sub-problems are used to 
generate a search direction which will lead to the subsequent iterate 𝒙𝑗+1. 
Mathematically, this can be written as: 
 
min
𝑟∈𝑈
∇𝐽(𝒙𝑗) (𝒙 − 𝒙𝑗) +
1
2
(𝒙 − 𝒙𝑗)
𝑇
𝐻𝑗(𝒙 − 𝒙𝑗) (3.20) 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 
𝑎 ≤ [
𝒙
𝐴𝒙
] ≤ 𝑏 
where 𝐻𝑗 is a quasi-Newton approximation to the Hessian of the Lagrangian. The Hessian of the 
Lagrangian is used to ensure that the solution is bounded and descending. This solution structure 
requires an initial guess; an initial guess which, in the case of this research, includes a time history of all 
bodies as well as a discretized control time history (in providing this guess, PSO becomes invaluable).  
The satisfaction of the equations of motion can be accomplished through various methods. The PSO 
algorithm accomplished this by numerically integrating the equations of motion forward using a Runge-
Kutta fourth-order method. In an effort to give the SQP algorithm more authority over the trajectories, 
and still ensure the satisfaction of the equations of motion, direct collocation is applied. 
3.3.1 Collocation 
Collocation is a method of solving continuous two-point-boundary-value problems numerically by 
restructuring them as discrete nonlinear programming problems [15]. This solution method represents 
continuous variables as discrete variables across the solution time history using 𝑛𝑠𝑒𝑔 intervals. The 
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discretization of a state at segment boundaries (termed “nodes” in the collocation literature) is 
illustrated in Figure 3.6. Each subinterval must then satisfy internal and boundary constraints that allow 
the NLP solver to ensure continuity and adherence to the differential equations of the states. 
Additionally, it allows seamlessly for the introduction of a discretized control history. 
Collocation methods are attractive for optimal control problems for various reasons. When solving an 
NLP problem, numerical solvers tend to become more robust with the increase in the number of 
constraints. Solution state and control parameterization allows for numerical refinement and a better 
correlation between the optimization parameters and the problem structure. Secondly, it reduces 
numerical error from numerical integration. With each discrete computation, there is an associated 
computational error that works into the solution. As a numerical integrator propagates states through 
time, that numerical error propagates and compounds at future states. Using direct collocation, there is 
the inexorable computational error at each calculated point in the trajectory, but those are individual 
errors that don’t compound with each time increment. When solving a problem on the scale of 
Astronomical Units, these compounded errors are demonstrably substantive (e.g., 10E-6 AU = 1495.98 
km).  
 
Figure 3.6: Discrete segmentation of continuous function 
𝑥1 
𝑥2 
𝑥3 
𝑥𝑛𝑠𝑒𝑔+1 
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This research employs the fifth-degree Gauss-Lobatto rule [15]. In this method, the state time history is 
assumed to be a fifth-degree polynomial. Each interval is further discretized by 5 interior points: One 
point at each boundary, one point at the center of the interval, and one point bisecting the distance 
between the center point and each of the respective boundary points. These five points are termed the 
collocation points. The collocation points serve as positions where the systems adherence to the 
governing equations of motion can be ensured. This is illustrated in Figure 3.7. 
 
Figure 3.7: Interval with collocation points  
The two boundary collocation points along with the center collocation point are state points that are 
‘known’ by the solver (i.e., these points are optimal parameters). The two remaining interior collocation 
points can be calculated through the polynomial interpolants (3.21) and (3.22). 
 
𝑥1 =
1
686
{
(39√21 + 231)𝑥𝑖 + 224𝑥𝑐 + (−39√21 + 231)𝑥𝑖+1…
+∆𝑡 ((3√21 + 21)𝑓𝑖 − 16√21𝑓𝑐 + (3√21 − 21)𝑓𝑖+1)
} (3.21) 
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𝑥3 =
1
686
{
(−39√21 + 231)𝑥𝑖 + 224𝑥𝑐 + (39√21 + 231)𝑥𝑖+1…
+∆𝑡 ((−3√21 + 21)𝑓𝑖 + 16√21𝑓𝑐 + (−3√21 − 21)𝑓𝑖+1)
} (3.22) 
The two interior collocation points 𝑥1 and 𝑥3 are the discrete approximations at 𝑡𝑐 −
√3 7⁄
2
∆𝑡 and𝑡𝑐 +
√3 7⁄
2
∆𝑡, respectively. Using the interpolated values of 𝑥1 and 𝑥3, the ODE solutions 𝑓1 and 𝑓3 can be 
calculated. These values can then be substituted to yield the system constraints for the interval, 
expressed in equations (3.23) and (3.24), which are defined in [15]. 
 
𝐶5,1(𝑥𝑖 , 𝑥𝑖+1) =
1
360
{(32√21 + 180)𝑥𝑖 − 64√21𝑥𝑐 + (32√21 − 180)𝑥𝑖+1… 
+ ∆𝑡[(9 + √21)𝑓𝑖 + 98𝑓1 + 64𝑓𝑐 + (9 − √21)𝑓𝑖+1]} 
(3.23) 
 
𝐶5,3(𝑥𝑖 , 𝑥𝑖+1) =
1
360
{(−32√21 + 180)𝑥𝑖 + 64√21𝑥𝑐 + (−32√21 − 180)𝑥𝑖+1… 
+ ∆𝑡[(9 − √21)𝑓𝑖 + 98𝑓1 + 64𝑓𝑐 + (9 + √21)𝑓𝑖+1]} 
(3.24) 
 
This will ensure adherence, at each collocation point, to the governing differential equations, and 
thereby yield integrated state time histories. This formulation requires two additional system 
constraints per interval, resulting in 2𝑛𝑒𝑜𝑚𝑛𝑠𝑒𝑔 constraints to integrate the states, where 𝑛𝑒𝑜𝑚 is the 
dimension of the state. Each interval requires, in the case of this research, knowledge of the control at 
each of the 5 collocation points of the interval. This creates a discretized control history of 
length 4𝑛𝑠𝑒𝑔 + 1.  
Ultimately, the constraints the NLP is required to satisfy for the fifth-degree Gauss-Lobatto formulation 
become: 
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𝐶5,1𝑗
𝑘(𝑥𝑖 , 𝑥𝑖+1) =
1
360
{(32√21 + 180)𝑥𝑖 − 64√21𝑥𝑐 + (32√21 − 180)𝑥𝑖+1… 
+ ∆𝑡[(9 + √21)𝑓𝑖 + 98𝑓1 + 64𝑓𝑐 + (9 − √21)𝑓𝑖+1]} = 0 
(3.25) 
 
𝐶5,3𝑗
𝑘(𝑥𝑖 , 𝑥𝑖+1) =
1
360
{(−32√21 + 180)𝑥𝑖 + 64√21𝑥𝑐 + (−32√21 − 180)𝑥𝑖+1… 
+ ∆𝑡[(9 − √21)𝑓𝑖 + 98𝑓1 + 64𝑓𝑐 + (9 + √21)𝑓𝑖+1]} = 0 
(3.26) 
𝑓𝑜𝑟 𝑎𝑙𝑙 𝑘 ∈ [1,2𝑛𝑠𝑒𝑔 + 1]𝑎𝑛𝑑 𝑎𝑙𝑙 𝑗 ∈ [1, 𝑛𝑒𝑜𝑚] 
𝒙𝑖𝑛𝑖𝑡 − 𝒙1 = 0 
Where 𝒙𝑖𝑛𝑖𝑡 are the initial conditions, and 𝒙1 is the state at the initial time. As the state is no longer 
being integrated forward from a known initial position, an additional constraint must be added to 
ensure that the first interval begins at the desired initial condition. The optimal parameters are then: 
 
𝛾 = {
𝑥1
𝑗
, 𝑥𝑐,1
𝑗
, 𝑥2
𝑗
, … 𝑥2𝑛𝑠𝑒𝑔
𝑗
, 𝑥𝑐,2𝑛𝑠𝑒𝑔
𝑗
, 𝑥2𝑛𝑠𝑒𝑔+1
𝑗
𝛼1, 𝛼1,1, 𝛼1,𝑐 , 𝛼1,3, 𝛼2, … 𝛼4𝑛𝑠𝑒𝑔, 𝛼4𝑛𝑠𝑒𝑔,1, 𝛼4𝑛𝑠𝑒𝑔,𝑐, 𝛼4𝑛𝑠𝑒𝑔,3, 𝛼4𝑛𝑠𝑒𝑔+1
𝛽1, 𝛽1,1, 𝛽1,𝑐 , 𝛽1,3, 𝛽2, … 𝛽4𝑛𝑠𝑒𝑔 , 𝛽4𝑛𝑠𝑒𝑔,1, 𝛽4𝑛𝑠𝑒𝑔,𝑐, 𝛽4𝑛𝑠𝑒𝑔,3, 𝛽4𝑛𝑠𝑒𝑔+1
 (3.27) 
𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 ∈ [1, 𝑛𝑒𝑜𝑚] 
3.4 Solution Process 
The solution process involves multiple algorithms and programming languages. The problem is first 
solved as an unconstrained optimization problem using PSO with the control authority assumed to be 
definable by the linear combination of a finite number of B-Spline functions. The equations of motion 
are numerically integrated, and the fitness of any one solution is determined to be a function of the 
discrimination time of the solution and the size of the constraint violations. The best generated solution 
is then passed to an NLP solver employing an SQP algorithm. The problem is discretized along a 
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predetermined number of segments, with the control no longer being a combination of B-splines but 
discrete and unbounded. This process is illustrated in Figure 3.8. 
 
Figure 3.8: Iteration history of global best cost 
The problem is defined in the PSO algorithm as: 
 
min
𝛾
𝐽(𝒙, 𝑡𝑑 , 𝜸) = {
10 + ‖𝒄𝒆𝒒‖                      𝑒𝑞𝑡𝑜𝑙 > 10
−2 & 𝑖𝑛𝑡𝑜𝑙 < 0
−𝑡𝑑 + ‖𝒄𝒆𝒒‖                    𝑒𝑞𝑡𝑜𝑙 < 10
−2 & 𝑖𝑛𝑡𝑜𝑙 < 0
108                                                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 (3.28) 
 𝑒𝑞𝑡𝑜𝑙 =  ‖𝒄𝒆𝒒‖ (3.29) 
 𝑖𝑛𝑡𝑜𝑙 =  min
 
[𝒄𝒊𝒏𝒆𝒒] (3.30) 
Subject to: 
𝒙 =
{
 
 
 
 
?̇?
?̇?
?̇?
?̇?𝑟
?̇?𝑡
?̇?𝑝}
 
 
 
 
=
{
 
 
 
 
 
 
 
 
 
 
𝑣𝑟
𝑣𝑡
𝑟
𝑣𝑝
𝑟
𝑣𝑡
2 cos2𝜙 + 𝑣𝑝
2
𝑟
−
𝜇
𝑟2
+ 𝑇 cos 𝛼 sin 𝛽
−
𝑣𝑟𝑣𝑡
𝑟
+ 2
𝑣𝑝𝑣𝑡
𝑟
tan𝜙 + 𝑇 cos 𝛼 cos 𝛽
−
𝑣𝑟𝑣𝑝
𝑟
−
𝑣𝑡
2
𝑟
sin𝜙 cos𝜙 + 𝑇 sin 𝛼 }
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𝒄𝒊𝒏𝒆𝒒 = [
𝑡𝑑 − 𝑡1
𝑡𝑑 − 𝑡2
𝑡𝑑 − 𝑡3
] 
𝒄𝒆𝒒 =
[
 
 
 
 𝑟𝑗 (𝑡𝑓𝑗) − 𝑟𝑏𝑜𝑑𝑦,𝑗 (𝑡𝑓𝑗)
𝜃𝑗 (𝑡𝑓𝑗) − 𝜃𝑏𝑜𝑑𝑦,𝑗 (𝑡𝑓𝑗)
𝜙𝑗 (𝑡𝑓𝑗) − 𝜙𝑏𝑜𝑑𝑦,𝑗 (𝑡𝑓𝑗)]
 
 
 
 
 
𝜸 =
[
 
 
 
 
 
 
𝛼𝑖𝑑
𝛼𝑖𝑗
𝛽𝑖𝑑
𝛽𝑖𝑗
𝑡𝑑
𝑡𝑓𝑗 ]
 
 
 
 
 
 
 
𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 ∈ [1, 𝐿 + 𝑝]  𝑎𝑛𝑑 𝑗 ∈ [1,2,3] 
The problem constraints in position are defined by the states in spherical or polar coordinates. This can 
create discontinuities and ambiguities in the angle constraints. The angle is integrated continuously and, 
for large flight times, can reach orders of magnitude of O(3) and larger. This would require processing 
the state angles and ensuring values inside a defined 2π range. Not only is this an additional 
computational burden, but this can create discontinuities that affect the accuracy of the solution. An 
intercept trajectory that ends 𝜃 = 2π -0.001 Rad is highly penalized when attempting to intercept a body 
at 𝜃 = 0 Rad, though the two angles virtually lay on top of one another. For this reason, the intercept 
constraints are converted to Cartesian coordinates. 
The spacecraft initial conditions are selected to be the position and velocity of the Earth at epoch, 
though the spacecraft is assumed to be out of its gravitational influence. The equations of motion are 
then integrated forward to the selected discrimination time, with the control histories defined by the B-
spline coefficients 𝛼𝑖𝑑 and 𝛽𝑖𝑑.The calculated discrimination state is used as the initial conditions for the 
three intercept trajectories. These trajectories are integrated forward with their respective control 
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coefficients. The terminal conditions are in position only, and not in velocity (i.e. intercept and not 
rendezvous). The control coefficients are bounded by [−2𝜋, 2𝜋], and the flight times are bounded 
by [0 𝑇𝑈, 20 𝑇𝑈]. The orbital elements are propagated forward to their appropriate times (e.g. the 
mean anomaly of body is propagated forward to time 𝑡𝑓1. And the positions are compared for the 
constraints.  
The solution provided by PSO is then processed into FORTRAN and used as an initial guess for SNOPT. 
The problem structure is fundamentally the same, with a few additional constraints. There is an 
additional set of constraints, listed below, that correspond to the discrimination point. The switch to 
implicit integration necessitates that the start position of the three intercept trajectories is explicitly 
enforced as a constraint. 
𝒄𝒆𝒒,𝒅𝒊𝒔𝒄 =
[
 
 
 
 
 
 
𝑟1(𝑡𝑑) − 𝑟𝑑(𝑡𝑑)
𝑟2(𝑡𝑑) − 𝑟𝑑(𝑡𝑑)
𝑟3(𝑡𝑑) − 𝑟𝑑(𝑡𝑑)
𝜃1(𝑡𝑑) − 𝜃𝑑(𝑡𝑑)
𝜃2(𝑡𝑑) − 𝜃𝑑(𝑡𝑑)
𝜃3(𝑡𝑑) − 𝜃𝑑(𝑡𝑑)]
 
 
 
 
 
 
 
Additionally, there is a new set of constraints introduced by the collocation method. These new 
constraints are defined as follows: 
𝒄𝑮𝑳𝒋
𝒌 =
[
 
 
 
 
 1
360
{
(32√21 + 180)𝑥𝑖 − 64√21𝑥𝑐 + (32√21 − 180)𝑥𝑖+1… 
+∆𝑡[(9 + √21)𝑓𝑖 + 98𝑓1 + 64𝑓𝑐 + (9 − √21)𝑓𝑖+1]
}
1
360
{
(−32√21 + 180)𝑥𝑖 + 64√21𝑥𝑐 + (−32√21 − 180)𝑥𝑖+1… 
+∆𝑡[(9 − √21)𝑓𝑖 + 98𝑓1 + 64𝑓𝑐 + (9 + √21)𝑓𝑖+1]
}
]
 
 
 
 
 
 
 
(3.31) 
𝑓𝑜𝑟 𝑎𝑙𝑙 𝑘 ∈ [1,2𝑛𝑠𝑒𝑔 + 1]𝑎𝑛𝑑 𝑎𝑙𝑙 𝑗 ∈ [1, 𝑛𝑒𝑜𝑚] 
𝒄𝒆𝒒 =
[
 
 
 
𝒄𝑮𝑳𝒋
𝒌
𝒄𝒆𝒒,𝒕𝒆𝒓𝒎
𝒄𝒆𝒒,𝒊𝒏𝒊𝒕
𝒄𝒆𝒒,𝒅𝒊𝒔𝒄 ]
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𝑓𝑜𝑟 𝑎𝑙𝑙  𝑖 ∈ [1,4𝑛𝑠𝑒𝑔 + 1] 𝑎𝑛𝑑 𝑗 ∈ [1,2𝑛𝑠𝑒𝑔 + 1] 
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4 Results: Two-Dimensional Case 
4.1 Introduction 
The solution method introduced in Chapter 3 was used to first generate results in two-dimensions, i.e. 
for asteroid orbits entirely in the ecliptic plane. Without analytical solutions or previous work to rely on, 
the solution method needed to be validated. The method was first tested on asteroids with orbital 
elements chosen by the researcher before attempting to solve real, fully three dimensional problems. 
This is done with the intention of solving a progression of more difficult problems, culminating in the 
solution of a fully real, three-dimensional case. 
The cases discussed in this chapter are: 
i. Circular “faux” asteroids 
1.  Narrowly separated initial true anomalies: This was chosen to give the 
spacecraft opportunities for asteroid intercepts either in quick 
succession following the discrimination time, or as a group, each yielding 
a similar intercept trajectory time. The semi-major axes were selected 
such that they were ‘near’ the spacecraft’s orbit of origin.  
2. Widely separated initial true anomalies: The initial true anomalies were 
separated from each other body by pi/2 radians, with no two true 
anomalies being equivalent.  
3. Equivalent initial true anomalies: The initial true anomalies are all 
equivalent and pi radians separated from the spacecraft’s initial true 
anomaly. 
4.  Extended maximum flight time: For the last of these sets (Section 4.5), 
the maximum flight time of the spacecraft was increased to see the 
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effect on the trajectory of the asteroid that served as the limiting 
condition. 
ii. Eccentric “faux” asteroids 
1. Slightly eccentric, separated initial true anomalies 
iii.  Real asteroids with the ecliptic orbit constraint enforced 
1. The asteroids used are Minos, Cerberus, and Vishnu. 
For each generated solution, with the exception of the solution presented in Section 4.5, the maximum 
allowed flight time was selected to be 20 TU. This maximum flight time was selected to ensure there 
would be a feasible intercepting trajectory for the each of the asteroids being pursued. Without a 
maximum flight time, given that the configuration of asteroids will periodically return to the initial 
configuration, the maximum discrimination time for any set of asteroids would be infinite. From the 
solution of the energy maximizing problem (Section 3.2.3), at time 20 TU the spacecraft reached a 
distance from its initial position of 1.75 AU. For the purpose of this research, no asteroids selected will 
have a radius that extends beyond 1.75 AU from the Sun, ensuring a feasible intercept trajectory for any 
discrimination time greater than zero. All solutions were computed on a personal laptop running 
Windows 7 with 8.00 GB of RAM on a 2.20 GHz Intel Core i7 processor. 
4.2 Circular Orbits, Narrowly Separated Initial True Anomalies 
The first results used asteroids with coplanar, circular orbits with relatively small semi-major axes. The 
true anomalies were separated so that the interior asteroid would start closest to the spacecraft at 
epoch, and each successively more distant asteroid would start with a progressively larger true anomaly. 
The initial conditions are plotted in Figure 4.1 and given in Table 4.1. 
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Figure 4.1: Initial positions of the asteroids and the intercepting spacecraft 
 
Table 4.1: Initial conditions for the circular, coplanar case with narrowly separated initial true anomalies 
Initial Orbits 
 Semi-Major Axis (AU) True Anomaly (Rad) 
Spacecraft 1.00 0.000 
Asteroid 1 1.15 1.396 
Asteroid 2 1.10 0.698 
Asteroid 3 1.05 0.349 
 
This test case was used to validate the solution method outline in Chapter 2, but also to calibrate the 
algorithm parameters to achieve the best mixture of convergence and optimality. The PSO algorithm in 
particular requires an understanding of how to properly set the size of the swarm and the number of 
generations to use. The settings that were found to be successful for the PSO are shown in Table 4.2.  
The PSO algorithm took approximately 45 minutes to run to completion and for each solution the 
algorithm was run 10-15 times, and the best solution was selected. This algorithm run time was typical 
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for all of the circular, coplanar cases. Unless otherwise noted, the PSO settings listed in Table 4.2 were 
used. 
The number of collocation segments must also be sized to ensure the accuracy of the solution, without 
having the calculations become too computationally expensive. Unless otherwise noted, the number of 
segments used is 40. The solution from the NLP solver took approximately 10 hours to calculate. 
Table 4.2: Settings for the PSO Solver 
PSO Settings 
Swarm Population (N) 500 
Generations (j) 100 
Cognitive Weight (𝑐1) 1.5 
Social Weight (𝑐2) 1.5 
p 2 
l 𝑡𝑓 {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} 
 
The resulting trajectory is shown in Figure 4.2. The intercepting trajectories reach the asteroids in the 
same order as the initial true anomalies were separated – beginning with the interior orbit, and ending 
with the final asteroid. The control angle time histories are shown in Figures 4.3 and 4.4. The final times 
are given in Table 4.3. 
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Figure 4.2: Complete trajectory including discrimination trajectory and three intercepting trajectories 
 
Figure 4.3: Discretized Control Angle Time History Generated by NLP Solver 
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Figure 4.4: Discretized Control Angle Time History Generated by NLP Solver, Post-Discrimination Time 
View 
Table 4.3: Results for Critical Times 
Time Results – Results are in TU 
 NLP Solution PSO Solution 
Discrimination Time 15.1257 14.9923 
Intercept 1 20 20 
Intercept 2 19.1618 19.5412 
Intercept 3 15.5907 17.8852 
 
The trajectory matches the same spiral form of trajectory from the energy maximizing example problem 
solved in Section 3.2.3. The low thrust engine does not have the thrust capable of quickly altering the 
shape of the orbit. Instead, the orbit experiences small changes that, on the aggregate, yield vastly 
different orbital elements. Additionally, the control angle displays a similar peak and valley characteristic 
from the optimal energy control angle solution in Section 3.2.2.1, where the peaks correspond to the 
spacecraft crossing the x-axis. 
41 
  
From the structure of the problem, it could be assumed that an optimal solution will have at least one 
limiting trajectory. The discrimination time is selected such that the decision to wait any longer will 
leave at least one of the asteroids out of reach. The intercept trajectory for that asteroid would likely be 
optimal. There would be no restrictions on the intercept trajectories for the remaining asteroids, and 
non-optimal intercepts would be acceptable so long as they occurred earlier than the maximum flight 
time selected.  
This supposition is evident in the obtained solution. The intercept trajectory for the first asteroid 
extends to the maximum flight time. The control history is a common optimal control history for 
problems of this type. The intercept for the third asteroid, however, has a control history that is noisy 
and non-optimal. This is likely due to the fact that the optimizer is satisfied so long as the asteroid is 
intercepted; any feasible trajectory is acceptable. 
Included in Table 4.3 are the optimal intercept and discrimination times of the approximate solution 
obtained from the PSO algorithm. The discrimination time for the obtained PSO solution is slightly 
smaller than the discrimination time obtained by the NLP solver. This is because the solutions the PSO 
algorithm returns are constrained by the B-spline model imposed on the thrusting angle time history. 
The PSO solution cannot return any arbitrary real set of values for the control, a limitation not present 
on the real solution. The B-spline local support property, while useful in approximating the control, 
model the rapid changes in control angle shown in figures 4.3 and 4.4. Solutions provided by the PSO 
algorithm are necessarily suboptimal as the chances of an optimal solution to a complex problem being 
modeled exactly by B-spline basis functions is remote.   
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4.3 Circular Orbits, Widely Separated Initial True Anomalies 
The second test case selected used circular, coplanar faux asteroids with widely separated initial true 
anomalies. The initial position of the intercepting spacecraft was also selected to begin, pre-thrust, in a 
circular, coplanar orbit. The initial conditions are summarized in Table 4.4 and plotted in Figure 4.5. 
Table 4.4: Initial conditions for the circular, coplanar case with widely separated true anomalies 
Initial Orbits 
 Semi-Major Axis (AU) True Anomaly (Rad) 
Spacecraft 1.00 0.000 
Asteroid 1 1.15 4.712 
Asteroid 2 1.10 3.142 
Asteroid 3 1.05 1.571 
 
 
 
Figure 4.5: Initial positions of the asteroids and the intercepting spacecraft 
The resulting trajectory is presented in Figure 4.6. The control angle time histories are shown in Figures 
4.7 and 4.8. The final times are given in Table 4.5. 
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Figure 4.6: Complete trajectory including discrimination trajectory and three intercepting trajectories 
 
Figure 4.7: Discretized Control Angle Time History Generated by NLP Solver 
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Figure 4.8: Discretized Control Angle Time History Generated by NLP Solver, Post-Discrimination Time 
View 
 
Table 4.5: Results for Critical Times 
Time Results – Results are in TU 
Discrimination Time 15.0044 
Intercept 1 20 
Intercept 2 19.4052 
Intercept 3 16.2330 
In this case, the control history follows the same pattern as the previous solution. One intercept 
trajectory uses the maximum flight time (20 TU), though the limiting case is now the exterior-most 
asteroid. Once again, the intercept control history for the interior-most asteroid is noisy and clearly non-
optimal, but nothing else is required. 
While the discrimination times are similar (<1% difference), the actual trajectories are quite different. 
Considering the discrimination trajectory for the first case, the spacecraft semi-major axis increases and, 
as the orbit becomes more eccentric, the argument of periapsis rotates clockwise resulting in an 
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apoapsis in the third quadrant. The result is an apoapsis that is in the same region as the positions at 
which the asteroids are intercepted. In this solution, the spacecraft’s orbit becomes more eccentric and 
increases in semi-major axis; however, the periapsis remains parallel to the direction of the vernal 
equinox (the x-axis). Though the initial true anomalies were very different between the two cases, the 
structure of the solution remained the same. 
4.4 Circular Orbits, Equivalent Initial True Anomalies 
This third test case used circular, coplanar faux asteroids with equivalent initial true anomalies. The 
initial position of the intercepting spacecraft was separated from the starting positions of the asteroids 
by 180 degrees. The initial conditions are summarized in Table 4.6 and plotted in Figure 4.9. The 
resulting trajectory is shown in Figure 4.10. The control angle time histories are shown in Figures 4.11 
and 4.12. The final times are given in Table 4.7. 
 
 
Table 4.6: Initial conditions for the circular, coplanar case with bunched true anomalies 
Initial Orbits 
 Semi-Major Axis (AU) True Anomaly (Rad) 
Spacecraft 1.00 0.000 
Asteroid 1 1.15 3.142 
Asteroid 2 1.10 3.142 
Asteroid 3 1.05 3.142 
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Figure 4.9: Initial positions of the asteroids and the intercepting spacecraft 
 
Figure 4.10: Complete trajectory including discrimination trajectory and three intercepting trajectories 
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Figure 4.11: Discretized Control Angle Time History Generated by NLP Solver 
 
Figure 4.12: Discretized Control Angle Time History Generated by NLP Solver, Post-Discrimination Time 
View 
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The discrimination trajectory follows the same pattern as the previous solutions: a slow spiral develops 
that creates a much more eccentric spacecraft orbit. In this case, however, the intercept targets no 
longer encompass a narrow band in the direction of the spacecraft’s apoapsis. Instead, because of the 
initial conditions, the asteroids are farther apart at the maximum flight time making the trajectories 
required for intercept much longer than in the previous examples. As a result of this spread, to achieve 
the maximum discrimination time, there are two limiting cases in asteroids 2 and 3.  
Despite creating a trajectory that maximizes the flight time for two of the three asteroids, the 
discrimination time is still significantly shorter than the previous two examples (>17% decrease). In 
targeting asteroids in the same orbits across each of these first three examples, the different initial 
conditions yield different discrimination times and widely varying trajectories. The first two initial 
conditions resulted in similar discrimination times, though their trajectories and intercept times varied. 
When the initial conditions were selected such that, as time passed, the asteroids would be widely 
spaced, the discrimination time decreased. 
Any combination of true anomalies is possible, with any given configuration being contingent on the 
epoch start time. At any given epoch, the intercept targets could be positioned in a more favorable 
configuration (i.e. a configuration yielding a longer discrimination time). It would be expected that, while 
epoch start time clearly affected the resultant trajectories of these simple circular orbits, that the 
problem would be compounded as the target orbits became eccentric and the potential distances 
between asteroids increased.  
Table 4.7: Results for Critical Times 
Time Results – Results are in TU 
Discrimination Time 12.3656 
Intercept 1 16.4795 
Intercept 2 20 
Intercept 3 20 
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4.5 Circular Orbits, Equivalent Initial True Anomalies with Extended Flight Time 
With two of the three intercept trajectories utilizing the maximum allowed flight time in the previous 
example, the effect of limiting cases could easily be tested. The expectation would be that, with an 
increase in the maximum flight time, these two intercept asteroids would no longer require the 
spacecraft to select a pursuit target. With more time to pursue the asteroids, the discrimination time 
would also increase. For this case, the same initial true anomalies were used as in Table 4.1. The 
maximum flight time for this case was increased from 20 TU to 22 TU. The resulting trajectories are 
plotted in Figure 4.13, the control angle time histories are plotted in Figures 4.14 and 4.15, and the final 
time comparisons are given in Table 4.8. 
 
Figure 4.13: Complete trajectory including discrimination trajectory and three intercepting trajectories 
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Figure 4.14: Discretized Control Angle Time History Generated by NLP Solver 
 
Figure 4.15: Discretized Control Angle Time History Generated by NLP Solver, Post-Discrimination Time 
View 
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As shown in Table 4.8, the discrimination time increases with the maximum flight time, and the two 
limiting cases’ intercept times increase to remain limiting cases. The discrimination time increases by 
78% of the increase in maximum flight time, and the intercept times for the second and third asteroid 
increase by 100% of the flight time increase. With the increase in flight time, the discrimination 
trajectory shifts toward the fourth quadrant to track the position of the asteroids at intercept, to 
minimize the distance traveled, on average, for the intercept trajectories. 
Table 4.8: Results for Critical Times 
Time Results – Results are in TU 
Max Flight TIme 20 22 
Discrimination Time 12.3656 13.9284 
Intercept 1 16.4795 18.7302 
Intercept 2 20 22 
Intercept 3 20 22 
 
 
4.6 Slightly Eccentric, Narrowly Separated True Anomalies 
The fourth test case selected used eccentric, coplanar faux asteroids with equivalent initial true 
anomalies. In this case, the initial true anomalies match the first case, which yielded the longest 
discrimination time, with two of the three orbits no longer being circular. The initial conditions are given 
in Table 4.9 and plotted in Figure 4.16. The settings used in this case are given in Table 4.10. The 
resulting trajectory is shown in Figure 4.17. The control angle time histories are shown in Figures 4.18 
and 4.19. The final times are given in Table 4.11. To accommodate the increased complexity, the size of 
the swarm used in the PSO algorithm was increased.  
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Table 4.9: Initial conditions for the slightly eccentric, coplanar case with narrowly separated true 
anomalies 
Initial Orbits 
 Semi-Major Axis (AU) Eccentricity True Anomaly (Rad) 
Spacecraft 1.00 0.00 0.000 
Asteroid 1 1.15 0.00 1.396 
Asteroid 2 1.10 0.10 0.698 
Asteroid 3 1.05 0.15 0.349 
 
Table 4.10: Settings for PSO Solver 
PSO Settings 
Swarm Population (N) 800 
Generations (j) 100 
Cognitive Weight (𝑐1) 1.5 
Social Weight (𝑐2) 1.5 
p 2 
l 𝑡𝑓 {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} 
 
 
Figure 4.16: Initial positions of the asteroids and the intercepting spacecraft 
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Figure 4.17: Complete trajectory including discrimination trajectory and three intercepting trajectories 
 
Figure 4.18: Discretized Control Angle Time History Generated by NLP Solver 
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Figure 4.19: Discretized Control Angle Time History Generated by NLP Solver, Post-Discrimination Time 
View 
 
There is once again an intercept trajectory that reaches the maximum flight time. The intercept 
trajectories are very similar to the intercept trajectories seen in earlier cases. The discrimination 
trajectory is somewhat different. In this case, rather than track the asteroids by making the orbit more 
eccentric, the result is similar to the energy maximizing example from Section 3.2.3. Prior to the 
discrimination time, the spacecraft’s semi-major axis expands, the orbit remaining more circular than it 
had in the previous cases. This would indicate a reaction to the newly eccentric orbits. The additional 
distance needed to travel as a result of the added eccentricity results in the discrimination trajectory 
increasing in semi-major axis and retaining a smaller eccentricity, rather than tracking the asteroid 
intercepts in any one direction.  
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Table 4.11: Results for Critical Times 
Time Results – Results are in TU 
 NLP Solution PSO Solution 
Discrimination Time 14.1127 12.6469 
Intercept 1 18.2828 19.4213 
Intercept 2 14.1127 13.0529 
Intercept 3 20 18.4284 
 
A new feature is shown in this case with the intercept trajectory of the second asteroid. The 
discrimination trajectory actually terminates at the intercept point for the second asteroid. The point at 
which the discrimination trajectory ends, and the intercept trajectory begins, is at about 30 degrees 
longitude in Figure 4.17. A discrimination time that was any longer would have resulted in an intercept 
trajectory that needed to complete nearly one full revolution. The limiting case required asteroid 
intercept at around 10 degrees. Increasing the discrimination time any more, and failing to intercept the 
second asteroid when it did, would have made intercept impossible, as the entire flight time was 
required to intercept the third asteroid, which was closer to the discrimination point.  
Table 4.11 also includes the results obtained from the PSO solution. The discrimination time obtained 
from the PSO solution is smaller than the NLP solution, as it was in the solution presented in Section 4.2. 
However, unlike the solution in Section 4.2, the difference between the NLP and the PSO solver is 
significant (<1% difference in Section 4.2, and >11% here). With the added complexity, the performance 
of the PSO algorithm suffers. While the solution provided is sufficient to allow the NLP solver to 
converge to a feasible solution, it could not model the thrust pointing angle as accurately as it has in 
previous cases. For this case, the interception of the second asteroid appears to have occurred at an 
earlier time in the PSO solution than in the NLP solution, despite the constraining model being used in 
the PSO algorithm. This is because, unlike the PSO solution obtained in Section 4.2, the PSO algorithm 
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failed to intercept the second asteroid and the difference in the states of the asteroid and the spacecraft 
at intercept resulted in a higher final cost. 
4.7 Real, Coplanar 
The final two dimensional test case uses orbital elements from three real asteroids, but with inclination 
for each set to zero. Additionally, the initial position of the spacecraft was set to the position of the 
Earth, at epoch. The asteroids were selected from a list of asteroids with close flybys of the Earth, 
assembled by the Jet Propulsion Lab [16], and they were selected to match the semi-major axes of the 
earlier test asteroids, and for the distribution of their positions at epoch. 
The initial conditions are given in Table 4.12 and plotted in Figure 4.20. The resulting trajectory is 
presented in Figure 4.21. The control angle time histories are shown in Figures 4.22 and 4.23. To 
accommodate the increased complexity, the size of the swarm selected in the PSO algorithm was made 
larger. The settings used in this case are given in Table 4.13. The final times are given in Table 4.14.  
Table 4.12: Initial conditions for real, coplanar case 
 Semi-
Major 
Axis 
Eccentricity 
Argument 
of Periapsis 
Argument of 
Ascending Node 
Mean 
Anomaly 
Units AU -- Rad Rad Rad 
Spacecraft 1.00 0.0167 1.7968 -0.1965 0.1532 
6239 Minos 1.15 0.4130 4.1839 6.0144 1.2706 
1865 
Cerberus 
1.08 0.4670 5.6758 3.7158 4.0404 
4034 Vishnu 1.06 0.4440 5.1766 2.7576 1.1676 
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Table 4.13: Settings for PSO Solver 
PSO Settings 
Swarm Population (N) 1200 
Generations (j) 100 
Cognitive Weight (𝑐1) 1.5 
Social Weight (𝑐2) 1.5 
p 2 
l 𝑡𝑓 {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} 
 
 
 
 
Figure 4.20: Initial positions of the asteroids and the intercepting spacecraft 
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Figure 4.21: Complete trajectory including discrimination trajectory and three intercepting trajectories 
 
Figure 4.22: Discretized Control Angle Time History Generated by NLP Solver 
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Figure 4.23: Discretized Control Angle Time History Generated by NLP Solver, Post-Discrimination Time 
View 
Some of the behaviors noted in the previous cases are repeated. The spacecraft discrimination 
trajectory increases in radius and becomes eccentric; the limiting case trajectory again occurs after 
nearly a full revolution; and a lot of noise appears in the control histories of the asteroid intercepts that 
are not limiting cases. 
The eccentricities of the orbits are a limiting factor on the discrimination time. Because of the 
eccentricity of the orbit, a longer discrimination time would have allowed the asteroid Minos to 
accelerate into its periapsis, putting the asteroid outside of the spacecraft’s reach within the maximum 
flight time. An extension in the maximum flight time, or a change in epoch, would have allowed the 
spacecraft the opportunity to wait for the asteroid to accelerate through its periapsis until it emerged 
from the other end of the orbit at a more favorable distance. 
The discrimination time is within 1.1 TU of the discrimination time from the smallest test case time and 
within 1.6 TU of the largest test case discrimination time (differences of 7.7% and 11.6%, respectively) , 
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even with the increase in complexity. The interceptions, additionally, occur at distances that were 
comparable to the other solutions. Each of the asteroid orbits reach radii, at their largest point, larger 
than 1.5 AU. The intercept trajectories with the largest discrimination times allow for the asteroids to 
return to interior radii that allow for sequential intercepts, as in the first test case shown in Section 4.2. 
The alternative would be to allow the spacecraft to pursue the farther reaches of the asteroid orbits, 
necessitating a smaller discrimination time. 
 
Table 4.14: Results for Critical Times 
Time Results – Results are in TU  
 NLP Solution PSO Solution 
Discrimination Time 13.4389 8.3480 
Intercept 1 20 19.9999 
Intercept 2 17.7302 17.8551 
Intercept 3 18.4186 18.9398 
 
The discrimination time obtained from the PSO solution is shorter than the discrimination time obtained 
from the NLP solution, as it was in the results presented in sections 4.2 and 4.6. The interception times, 
however, are all very similar. While, given this level of complexity, it may be difficult to maneuver the 
intercepting spacecraft to the target asteroids with the control history limitations, the PSO algorithm 
does accurately approximate the optimal epochs for interception. Because of the large effect that even 
a small change in any of the intercept time parameters can have on the satisfaction of the problem 
constraints, the NLP solver will more reliably converge the more accurately the intercept epochs can be 
estimated. 
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5 Results: Three-Dimensional Case 
5.1 Introduction 
The solutions presented in this chapter are no longer constrained to the ecliptic plane, but are instead 
fully three-dimensional. In the absence of previous work or analytical solutions, the Chapter 4 solutions 
incrementally increased the problem complexity to validate the solution method. Similarly, this section 
will proceed from less complex to more complex cases. For these three-dimensional cases a PSO 
solution is unnecessary; the initial guess for the NLP solver will be the corresponding two-dimensional 
solution from Chapter 4. 
The first case uses the same true anomalies as the slightly eccentric, narrowly separated true anomalies 
case (Section 4.6), with two asteroid orbits having non-zero inclinations. The case serves as a test of the 
fully three-dimensional code. The second case uses real, inclined asteroid orbits; the asteroids are the 
same asteroids from the real, coplanar case (Section 4.7) but with true non-zero inclinations. For this 
case, the spacecraft’s orbital elements are taken to be the Earth’s orbital elements at epoch.  
5.2 Slightly Eccentric, Slightly Inclined, Narrowly Separated True Anomalies 
The first three-dimensional results used asteroids with circular orbits with small inclinations. The true 
anomalies were separated so that the interior asteroid would start closest to the spacecraft at epoch, 
and each successively more distant asteroid would start with a progressively larger true anomaly. The 
first asteroid is in the ecliptic plane, with each successively more distant asteroid having a larger 
inclination. The initial conditions are plotted in Figures 5.1 and 5.2 and given in Table 5.1. 
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Figure 5.1: Initial positions of the asteroids and the intercepting spacecraft, XY view 
 
Figure 5.2: Initial positions of the asteroids and the intercepting spacecraft, XYZ view 
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Table 5.1: Initial conditions for the slightly eccentric, slightly inclined case with narrowly separated 
asteroids 
 Initial Orbits 
 Semi-Major Axis (AU) Eccentricity Inclination (Rad) True Anomaly (Rad) 
Spacecraft 1.00 0.00 0.00 0.000 
Asteroid 1 1.15 0.00 0.00 1.396 
Asteroid 2 1.10 0.10 0.05 0.698 
Asteroid 3 1.05 0.15 0.10 0.349 
 
The true anomalies, eccentricities, and semi-major axes match the initial conditions used in the slightly 
eccentric, narrowly separated true anomaly case (Section 4.6). The two-dimensional result is used as an 
initial guess for the NLP solver in three-dimensions.  The resulting trajectory is presented in Figures 5.3 
and 5.4. The azimuth control angle time histories are shown in Figures 5.5 and 5.6. The elevation control 
angle time histories are shown in Figures 5.7 and 5.8.  The final times are compared against the final 
times obtained from Section 4.6 and given in Table 5.2. 
 
Figure 5.3: Complete trajectory including discrimination trajectory and three intercepting trajectories, XY 
View 
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Figure 5.4: Complete trajectory including discrimination trajectory and three intercepting trajectories, 
XYZ View 
 
Figure 5.5: Discretized Azimuth Control Angle Time History Generated by NLP Solver 
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Figure 5.6: Discretized Azimuth Control Angle Time History Generated by NLP Solver, Post-Discrimination 
Time View 
 
Figure 5.7: Discretized Elevation Control Angle Time History Generated by NLP Solver 
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Figure 5.8: Discretized Elevation Control Angle Time History Generated by NLP Solver, Post-
Discrimination Time View 
 
The result obtained is similar to the solution in the coplanar case.  Once again, the second asteroid is 
intercepted at the discrimination time, and the third asteroid intercept occurs at the maximum flight 
time. The discrimination trajectory matches almost exactly. While the intercepts occur at nearly the 
same points, the discrimination time is significantly smaller. Because some thrust is now being used to 
move the spacecraft out of plane, the discrimination time drops significantly. The interception times are 
maintained, but reaching the out-of-plane interception points comes at the cost of discrimination time.  
The discrimination elevation control histories shown have events that are impulsive in nature. About 
half way through the discrimination trajectory, the thrust elevation angle decreases sharply from an 
average of nearly zero to nearly -pi/2. The angle is then sharply increased to zero where it remains until 
a similar increase to pi/2 near the end of the discrimination trajectory. The first maneuver lifts the 
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spacecraft out of the ecliptic plane, narrowing the difference in inclination between its orbit and the 
orbits of the two inclined spacecraft.  
However, the change in the spacecraft’s inclination is small. This is because the epoch significantly 
influences the intercept trajectories. At the intercept times, the two inclined asteroids return to a 
position that is nearly in the ecliptic plane.  The spacecraft can then only dedicate a small amount of 
thrust to incline the spacecraft’s orbit, and use the majority of the control effort to ensure intercept in a 
favorable configuration. If the initial positions of the asteroids were different, the spacecraft would need 
to expend more thrust to move the spacecraft out of the ecliptic plane, and the amount of time required 
to intercept would increase – thereby lowering the discrimination time. 
Table 5.2: Results for Critical Times 
Time Results – Results are in TU  
 2D Case 3D Case 
Discrimination Time 14.1127 14.0483 
Intercept 1 18.2828 18.2073 
Intercept 2 14.1127 14.0483 
Intercept 3 20 20 
 
5.3 Real, Inclined Orbits 
The final case in this work considers real asteroids in their true, inclined orbits. As in the previous cases, 
the initial position of the spacecraft was set to the position of the Earth, at epoch. The asteroids are the 
same asteroids from Section 4.7. The initial conditions are given in Table 5.3 and plotted in Figures 5.9 
and 5.10. The resulting trajectory is presented in Figures 5.11 and 5.12. The azimuth control angle time 
histories are shown in Figures 5.13 and 5.14. The elevation control angle time histories are shown in 
Figures 5.15 and 5.16. The final times are compared against the final times obtained from Section 4.7 
and given in Table 5.4. 
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Table 5.3: Initial conditions for the real, inclined asteroids 
 Semi-
Major 
Axis 
Eccentricity Inclination 
Argument 
of Periapsis 
Argument of 
Ascending 
Node 
Mean 
Anomaly 
Units AU -- Rad Rad Rad Rad 
Spacecraft 1.00 0.0167 0.000 1.7968 -0.1965 0.1532 
6239 Minos 1.15 0.4130 0.068 4.1839 6.0144 1.2706 
1865 
Cerberus 
1.08 0.4670 
0.050 
5.6758 3.7158 4.0404 
4034 Vishnu 1.06 0.4440 0.050 5.1766 2.7576 1.1676 
 
 
Figure 5.9: Initial positions of the asteroids and the intercepting spacecraft, XY view 
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Figure 5.10: Initial positions of the asteroids and the intercepting spacecraft, XYZ view 
 
Figure 5.11: Complete trajectory including discrimination trajectory and three intercepting trajectories, 
XY View 
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Figure 5.12: Complete trajectory including discrimination trajectory and three intercepting trajectories, 
XYZ View 
 
Figure 5.13: Discretized Azimuth Control Angle Time History Generated by NLP Solver 
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Figure 5.14: Discretized Azimuth Control Angle Time History Generated by NLP Solver, Post-
Discrimination Time View 
 
Figure 5.15: Discretized Elevation Control Angle Time History Generated by NLP Solver 
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Figure 5.16: Discretized Elevation Control Angle Time History Generated by NLP Solver, Post-
Discrimination Time View 
 
The intercept times and pre-discrimination time trajectory are similar to the result obtained in Section 
4.7. The first asteroid is again intercepted at the maximum flight time. The control histories for the third 
asteroid interception trajectory remain noisy and non-optimal, which is satisfactory. However, the 
control effort out of the spacecraft’s orbit plane is large. The elevation control angle during the 
discrimination trajectory oscillates between 45 degrees (thrust is applied evenly both in and out of 
plane) and -180 degrees (thrust is applied solely out of plane). In the example of Section 5.2, the epoch 
provided a favorable asteroid configuration for larger flight times, allowing the spacecraft to have only a 
small change in its inclination and a small decrease in discrimination time compared to the two-
dimensional case. In this case, the out of plane thrusting causes a large decrease in the discrimination 
time. In this case, the interception of the first asteroid occurs at 0.079 AU above the ecliptic. In the 
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example of Section 5.2, the largest out-of-plane interception took place at 0.018 AU above the ecliptic 
plane.  
 
Table 5.4: Results for Critical Times 
Time Results – Results are in TU  
 2D Case 3D Case 
Discrimination Time 13.4389 10.6661 
Intercept 1 20 20 
Intercept 2 17.7302 17.9838 
Intercept 3 18.4186 18.0793 
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6 Conclusion 
6.1 Conclusion 
The goal of this research was to successfully solve the optimal discrimination time problem for real, 
three-dimensional asteroids using low-thrust spacecraft. That is, to determine strategies that allow the 
commitment of a spacecraft to intercept one of several asteroids to be delayed as much as possible so 
that, for example, information can be gathered to determine which of the targets is the most interesting 
and most deserving of interception. This was achieved through the combination of metaheuristic 
optimization and non-linear programming. Without prior work or analytical solutions to rely on, the 
process was begun with a simple two-dimensional problem and asteroids with researcher chosen “faux” 
orbital elements. The problem complexity was gradually increased until the fully three-dimensional 
problem was solved using orbit elements for real asteroids. 
Optimal discrimination time solutions exhibited several interesting characteristics. In each case, one 
interception was shown to be a limiting condition. This limiting condition required the maximum flight 
time allowed to intercept the target asteroid. For a few solutions, the discrimination time was 
simultaneous with interception of one of the target asteroids, which itself could be a limiting condition. 
The epoch time was shown to be an important quantity in determining the optimal discrimination time. 
It was found that when the target asteroids were closely grouped as the maximum flight time is 
approached, the optimal discrimination time was increased. 
The research in this thesis considers the case of asteroids with known orbits that may be of scientific 
interest. However, these types of solutions may prove invaluable in the case of asteroids or orbital 
debris that may not yet exist. As asteroids and comets travel through the solar system, minor collisions 
may fracture the bodies and produce a large number of fragments that threaten scientific or commercial 
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assets, or even human life. A network of small, low cost spacecraft could provide scientists the 
opportunity to identify and mitigate these threats. 
6.2 Future Work 
The current work could be expanded to dynamic optimization. Currently, the B-spline knot sequence 
described in Section 3.2 is of a static length and evenly spaced. Allowing the PSO optimizer to 
dynamically select the control angle modeling, as suggested in [14], may allow for better solutions and 
fewer overall iterations. Similarly, allowing the NLP solver to select the optimal spacing of the Gauss-
Lobatto quadrature segments would provide a more computational effective algorithm. 
The structure of this optimal control problem is not limited to Near Earth Asteroids. As the commercial 
and international availability of space delivery systems increases, and the question of orbit space 
ownership becomes a political and commercial issue, the ability to react quickly and effectively to rising 
threats is paramount. Future work could be on evaluating the effectiveness of low-thrust spacecraft in 
intercepting objects in the Earth’s orbit. Targets could include multiple spacecraft with potential spy 
capabilities or weapons payloads, or intercontinental ballistic missiles passing outside the Earth’s 
atmosphere.  
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