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Usually the study of energy-transfer in the light harvesting complex is limited by a single-exciton
motion along the antenna. Starting from the many-body Schro¨dinger equation, we derived Lindblad-
type Master equations describing the cyclic exciton-electron dynamics of the light harvesting com-
plex, originated from charge reduction of a donor. These equations, resembling the Master equations
for the electric current in mesoscopic systems, go beyond the single-exciton description by accounting
for the multi-exciton states accumulated in the antenna, as well as the charge-separation, fluores-
cence and initial photo-absorption. Although these effects take place on very different time-scales,
we demonstrate that their inclusion is necessary for a consistent description of the exciton dynam-
ics. We applied our results to evaluate the energy (exciton) current and for the fluorescent current
depending on the light-intensity.
I. INTRODUCTION
The energy transfer in the light-harvesting antenna
complex (LHC) takes place via exciton propagation
among pigments bound to the LHC proteins1. The ex-
citon is created by resonant photo-absorption on an an-
tenna pigment, leading to electron excitation from the
ground to the excited energy level, γ +E0 → E1, Fig. 1.
Due to the dipole-dipole interaction, V , the exciton then
propagates between neighboring pigments to the reac-
tion center (RC), while all, excited and non-excited sites
of the antenna, remain uncharged. Finally, the exciton
arrives at the site N (the “donor” of the RC), where the
primary process of the charge (electron) separation oc-
curs. As a result the, donor becomes positively charged,
and the electron participates in chemical reactions in the
RC. Finally, at some time τ the donor’s charge is reduced
by an electron ultimately derived from water oxidation,
Fig. 1, and the cycle is completed.
The dynamics of the exciton transfer along the an-
tenna, including the primary charge separation is very
rapid (∼ ps). Otherwise, the exciton would be lost by
fluorescence or by other (recombination) processes, tak-
ing place on the time-scale of ∼ ns. In comparison, the
duration of entire cycle (τ), completed with reduction of
the primary oxidized donor, is much longer (∼ µs). Dur-
ing the cycle no excitons occupy the RC donor. However,
they can be accumulated by the antenna pigments, and
finally being lost by fluorescence, as shown schematically
in Fig. 1.
Usually, the study of energy-transfer in the LHC is
limited by a single-exciton migration along the antenna
pigment bed. The initial photo-absorption, fluorescence
and charge restoration of the RC donor are not included
in the consideration, since they occur at significantly dif-
ferent time-scales. Nevertheless, without a consistent ac-
counting of all these multi-scale processes one cannot
fully understand and describe the exciton dynamics in
the LHC. For instance, for efficient performance of the
LHC, no more than one photon can be absorbed during
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FIG. 1: An exciton, created on the left site of the antenna
via photon absorption, moves along the antenna, due to the
dipole-dipole interaction, V , until it arrives at the site N (RC
“donor”), where primary charge separation takes place. After
the charge separation and until the donor’s charge-neutrality
is restored, no other excitons (if they occur in the LHC) can
enter the RC donor. They would occupy other sites of the
LHC, until they are lost by fluorescence or recombination pro-
cesses.
the RC cycle, τ , corresponding to the optimal absorption
rate, ∼ 1/τ . However, if the intensity of the sunlight in-
creases, more than one exciton can accumulate inside the
antenna. These “trapped” excitons can damage the pho-
tosynthetic apparatus through de-excitation pathways
leading to the generation of oxygen singlets. In com-
petition with this destructive pathway is de-excitation
of excess excited states by non-photochemical quenching
(NPQ) mechanisms2. It is clear that, in order to un-
derstand the NPQ mechanism, energy transfer from the
LHC to the RC cannot be treated in terms of a single-
exciton transport, during one cycle.
At first sight, exciton transport along the LHC ap-
pears similar to spinless electron transport in a meso-
scopic system. Indeed, no more than one exciton can
reside on the same site, if only one excitation is allowed
for each site (hard exciton model)3. As a result, the ex-
citon propagation along the antenna would be similar to
electron tunneling through coupled-dot system, as shown
schematically in Fig. 2. Here, the left and the right leads
2(source and drain), with tunneling rates, ΓL,R, play the
role of the initial photon flux and the RC, Fig. 1,
Note, that one can assume that ΓL ≪ ΓR, so that no
more than one electron enters the system (similar to the
LHC exciton transport in normal regime). The electron
would make coherent oscillation between the dots, unless
it arrives to the drain (sink). Then, it cannot return back,
since the number of available states in the sink is very
large. Also, the probability of its return to the source
lead would be negligible with respect to the incoming flux
of electrons. This also could explain the irreversibility of
the exciton current4. Therefore, such an analogy between
the exciton and electron transport can be helpful. One
can also introduce a coupling of each dot with another
(leakage) reservoir which would be analogous to a loss of
excitons due to fluorescence in the LHC.
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FIG. 2: Electron transport through coupled quantum dots
under external bias, µL − µR, where µL,R are chemical po-
tentials. Each electron in the system can leak to another
reservoir, similar to the loss of excitons due to fluorescence
shown in Fig. 1.
The treatment of electron current through the coupled
dots, Fig. 2, can be greatly simplified in the case of a large
bias voltage (µL − µR ≫ Γ, V ). Then, the many-body
Schro¨dinger equation i|Ψ˙(t)〉 = H |Ψ(t)〉, where H is the
total Hamiltonian, can be reduced to the Lindblad-type
particle-number-resolved Master equations, beyond the
commonly used weak coupling approximation, see Ref. [5]
and recent review paper [6], with detailed derivations.
Using this method, one can evaluate in a simple way the
electron current through the system, together with the
leakage electron current.
It is desirable to realize this analogy and derive sim-
ilar Master equations for the exciton transport in the
LHC, Fig. 1. However, in this case we have to include in
the Hamiltonian, H , terms describing the primary charge
separation, which takes place at the RC donor site, and
the restoration of the primary donor’s neutrality.
The primary charge separation can be considered as an
electron transition from the excited donor state, EN , to
the acceptor (charge) states, ECi . The process follows by
the charge stabilization7, which implies that the electron
is not returning to the initial donor state, EN . There-
fore, the acceptor cannot be represented by a single state.
Otherwise, the electron would oscillate between the donor
and the acceptor. For this reason we have to consider the
acceptor to be a band of dense levels, ECi (sink), centered
around EN . Then, the primary charge separation is rep-
resented by tunneling of the electron from the donor to
the sink with a rate, Γ ∼1/ps.
In order to describe the restoration of the primary
donor’s neutrality in a phenomenological way, it is not
necessary to know all details of the slow chemical re-
actions in the RC, initiated by the electrons. What is
relevant, is only the period of the cycle (τ). Thus, we
can effectively represent the charge restoration as a slow
relaxation of an electron from the acceptor to the donor’s
ground state, accompanied by the emission of the energy
(EN −E0) in the RC, Fig. 3. Although the cycle is com-
pleted by an electron coming from a different place (such
as water splitting in the photosystem II, etc.), its origin
is not important for the exciton dynamics in the LHC.
The relaxation process cannot be described by con-
sidering the sink (ECi) as only an effective Markovian
reservoir, absorbing an electron after the primary charge
separation. Indeed, the electron cannot return from the
reservoir to the (localized) ground state with large en-
ergy transfer. Rather, the relaxation can be modeled
by emission of a fictitious particle (boson) carrying this
energy. For this reason, we introduce in the total Hamil-
tonian a very weak coupling of each electron state in the
sink with a bath of fictitious bosons. If the bath is ini-
tially empty, the electron would exponentially decay to
the donor’s ground state with a relaxation decay rate,
γR = 1/τ , by emitting fictitious bosons with the energy,
EN − E0, Fig. 3.
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FIG. 3: Schematic representation of the electron cycle, from
a primary charge separation from the donor, EN , to the ac-
ceptor, ECi . The cycle is completed with restoration of the
donor’s neutrality. The latter is modeled as a relaxation to the
donor’s ground state, by emission of energy (fictitious boson)
in the RC.
Inclusion of a fictitious bosons together with a quan-
tized electro-magnetic field, describing the initial light
(photon) source and fluorescence, into the total Hamil-
tonian, would allow us to derive closed Master equations
for exciton dynamics in a complete quantum mechanical
way. As a result, we would be able to evaluate the energy
(exciton) current as a function of the incoming sunlight
intensity and the probability of the multi-exciton states
inside the antenna. Dissipation of these multi-excitons
by fluorescence is studied as well, by evaluation of the
fluorescent current. This approach can be considered
as a framework for the treatment of the energy transfer
3through any network in the antenna complex and also in
the presence of noise. The latter, however, will be studied
in a separate work.
The paper is organized as follows. In Sec. IIA, we
present a derivation of the Master equations for photo-
absorption by a single electron site, using our wave-
function approach. In this way, we reproduce old results,
existing in the literature, but obtained in a different way.
Primary charge separation and restoration on the donor
site is investigated in Sec. IIB. Section IIC presents the
Master equations, describing a complete cycle for one
site antenna. Simple analytical expressions for the en-
ergy current and for the probability of different exciton
states are obtained. Sec. III deals with the general case
of an N -site antenna. The Hamiltonian and the general
particle-number-resolved Master equations are presented
in Sec. III A. The examples of two and three-site an-
tenna are discussed in detail in Sec. III B,C. A particu-
lar attention is paid to the fluorescent current and to its
dependence on the sunlight intensity. Last section is the
Summary.
II. DERIVATION OF MASTER EQUATIONS
FOR ONE-SITE ANTENNA
A. Rate equations for photo-absorption
Let us derive Master equations for photo-absorption on
the first (peripheral) site of antenna, Fig. 1, separated
from the rest of antenna. The corresponding Hamilto-
nian, H1, can be written as,
H1 = E0aˆ
†
0aˆ0 + E1aˆ
†
1aˆ1 +
∑
k
ωkCˆ
†
kCˆk
+
∑
k
(
gkBˆ
†
1Cˆk +H.c.
)
, (1)
where aˆ†1(aˆ1) is an electron creation (annihilation) op-
erator for the excited state, E1, and aˆ
†
0(aˆ0) is the same
for the ground state, E0, (in following we take E0 = 0),
while Cˆ†k(Cˆk) is a photon creation (annihilation) oper-
ator. Bˆ†1 = aˆ
†
1aˆ0 denotes an exciton creation operator.
The last term in (1) describes the electron-photon inter-
action in the rotating-wave approximation.
The time-dependent wave-function of the system is
obtained from the Scro¨dinger equation, i∂t|Ψ(t)〉 =
H1|Ψ(t)〉, where the initial state of the photon bath is
a mixture of pure states,
|0¯〉 =
∏
k¯
(Cˆ†
k¯
)nk¯√
n
k¯
!
aˆ†0|0〉 ≡
∏
k¯
aˆ†0|nk¯〉, (2)
and the index k¯ denotes the initially occupied states of
the photon bath. Note that electron relaxation from
higher to lower level, generated by the rotated-wave
Hamiltonian (1), is accompanied by one-photon emission,
while the reverse process is accompanied by one-photon
absorption. As a result, the many-particle wave function,
describing the evolution of the entire system can always
be represented as,
|Ψ(t)〉 =
[
b0(t) +
∑
k¯
b1k¯(t)
Bˆ†1Cˆk¯√
n
k¯
+
∑
k¯,k
bk¯k(t)
Cˆ†kCˆk¯√
nk + 1
√
n
k¯
+
∑
k¯<k¯′,k
b1k¯k¯′k(t)
B†1Cˆ
†
kCˆk¯Cˆk¯′√
nk + 1
√
n
k¯
√
n
k¯′
+ . . .
]
|0¯〉, (3)
where, b0(t), b1k¯(t), bk¯,k(t), and b1k¯k¯′k(t), are the proba-
bility amplitudes to find the system in the corresponding
state, defined by the associated creation and annihilation
operators. Here k¯, k denote the states of absorbed and
emitted photons. The initial conditions corresponds to
b0(0) = 1, and all the other b(0)’s being zeros.
Substituting Eq. (3) into the time-dependent
Schro¨dinger equation, i∂t|Ψ(t)〉 = H1|Ψ(t)〉, we
find an infinite set of coupled equations for amplitudes,
b(t),
ib˙0(t) =
∑
k¯
√
n
k¯
gk¯b1k¯(t), (4a)
ib˙1k¯(t) = (E1 − ωk¯)b1k¯(t) +
√
nk¯gk¯b0(t)
+
∑
k
√
nk + 1gkbk¯k(t), (4b)
ib˙k¯k(t) = (ωk − ωk¯)bk¯k(t) +
√
nk + 1gkb1k¯(t)
+
∑
k¯′
√
nk¯′gk¯′b1k¯k¯′k(t), (4c)
ib˙1k¯k¯′k(t) = (E1 + ωk − ωk¯ − ωk¯′)b1k¯k¯′k(t)
+
√
nk¯′gk¯′bk¯k(t) +
√
nk¯gk¯bk¯′k(t)
+
∑
k′
√
nk′ + 1gk′bk¯k¯′kk′ (t), (4d)
· · ·
For simplicity, we assumed that the photon-electron cou-
pling, gk ≡ g(ωk), is real.
Using the Laplace transform,
b˜(E) =
∞∫
0
b(t)eiEtdt, (5)
4one can rewrite Eqs. (4) as,
Eb˜0(E)−
∑
k¯
√
n
k¯
gk¯ b˜1k¯(E) = i, (6a)
(E + ωk¯ − E1)b˜1k¯(E)−
√
nk¯gk¯b˜0(E)
−
∑
k
√
nk + 1gkb˜k¯k(E) = 0, (6b)
(E + ωk¯ − ωk)bk¯k(E)−
√
nk + 1gk b˜1k¯(t)
−
∑
k¯′
√
nk¯′gk¯′ b˜1k¯k¯′k(E) = 0, (6c)
(E + ωk¯ + ωk¯′ − E1 − ωk)b˜1k¯k¯′k(E)
−√nk¯′gk¯′ b˜k¯k(E)−
√
nk¯gk¯ b˜k¯′k(E)
−
∑
k′
√
nk′ + 1gk′ b˜k¯k¯′kk′ (E) = 0, (6d)
· · ·
where the r.h.s. reflects the initial condition.
To simplify these equations, we use the same tech-
nique as developed in Refs. [5,6] for the electron transport
through quantum dots. It consists in a replacement of all
sums by integrals,
∑
k →
∫
ρ(ωk)dωk, where ρ is the den-
sity of photon states. Then, substituting the amplitude,
b(E), in each of the sums by an expression obtained from
resolving the subsequent equation, we can perform an in-
tegration over the photon energy (ωk) analytically in the
case of a wide band-width limit (Markovian reservoir).
This implies that the spectral function, |g(ωk)|2ρ(ωk),
is weakly dependent on ωk and E1 ≫ g2ρ. However,
no weak coupling limit is needed. The procedure is al-
most identical to that described in details in Sec 2 of
Ref. [6], providing that electrons are replaced by pho-
tons. The latter results in the additional factors (
√
nk
and
√
nk + 1) in front of the coupling constant, gk.
Proceeding with the same algebra, as in Ref. [6], and
then performing the inverse Laplace transform,
b0,1(t) =
∞∫
−∞
b˜0,1(E)e
−iEt dE
2π
, (7)
we transform Eqs. (6), to the following equations,
ib˙0(t) = i
Γin
2
b0(t), (8a)
ib˙1k¯(t) =
(
E1 − ωk¯ + i
Γout
2
)
b1k¯(t) +
√
nk¯gk¯b0(t), (8b)
ib˙k¯k(t) =
(
ωk − ωk¯ + i
Γin
2
)
bk¯k(t) +
√
nk + 1gkb1k¯(t),
(8c)
ib˙1k¯k¯′k(t) =
(
E1 + ωk − ωk¯ − ωk¯′ + i
Γout
2
)
b1k¯k¯′k(t)
+
√
nk¯′gk¯′bk¯k(t) +
√
nk¯gk¯bk¯′k(t), (8d)
· · ·
where
Γin = n¯γ and Γout = (n¯+ 1)γ, (9)
with γ = 2πg2(E1)ρ(E1), and n¯ = n(E1). Thus, Γin is a
rate of a photo-absorption, leading to electron transition
from the ground to the excited state (exciton creation),
and Γout is a rate of a photo-emission in a reverse process
(exciton annihilation).
Equations (8) can be transformed to equations for the
exciton density matrix, σ(t), defined as,
σ00(t) = |b0(t)|2 +
∑
k¯,k
|bk¯k(t)|2 +
∑
k¯<k¯′
k<k′
|bk¯k¯′kk′ (t)|2 + · · ·
≡ σ(0)00 (t) + σ(1)00 (t) + σ(2)00 (t) + · · · ,
σ11(t) =
∑
k¯
|b1k¯(t)|2 +
∑
k¯<k¯′,k
|b1k¯k¯′k(t)|2
+
∑
k¯<k¯′<k¯′′
k<k′
|b1k¯k¯′k¯′′kk′ (t)|2 + · · ·
≡ σ(0)11 (t) + σ(1)11 (t) + σ(2)11 (t) + · · · , (10)
where, σ
(p)
00 (t) and σ
(p)
11 (t), are probabilities of finding the
electron in the ground state and in the excited state (ex-
citon), with p photons emitted by time t. Respectively,
σ00(t) and σ11(t) are total probabilities (σ00(t)+σ11(t) =
1).
The reduction of Eqs. (8) to rate equations for the
density matrix, σ
(p)
jj (t), defined by Eqs.(10), can be done
straightforwardly (see Refs.[5,6]) by multiplying each of
the equations (8) by a corresponding complex conjugated
amplitude, and replacing sums in (10) by integrals. As a
result, we arrived to the following rate equations,
σ˙
(0)
00 (t) = −Γinσ(0)00 (t) , (11a)
σ˙
(0)
11 (t) = Γinσ
(0)
00 (t)− Γoutσ(0)11 (t) , (11b)
σ˙
(1)
00 (t) = −Γinσ(1)00 (t) + Γoutσ(0)11 (t) , (11c)
σ˙
(1)
11 (t) = Γinσ
(1)
00 (t)− Γoutσ(1)11 (t) , (11d)
· · ·
which represent the particle-number-resolved Master
equations of a form,
σ˙
(p)
00 (t) = −Γinσ(p)00 (t) + Γoutσ(p−1)00 (t) , (12a)
σ˙
(p)
11 (t) = Γinσ
(p)
00 (t)− Γoutσ(p)11 (t). (12b)
These equations are identical to those describing the
electron transport from the source to the drain through a
single quantum dot, with Γin and Γout corresponding to
the incoming and outgoing electron rates5,6. Summing
up these equations over p, one easily finds the rate equa-
tions for total probabilities,
σ˙00(t) = −Γin σ00(t) + Γout σ11(t), (13a)
σ˙11(t) = −Γout σ11(t) + Γin σ00(t), (13b)
5which can be rewritten as one equation,
σ˙00(t) = −(2n¯+ 1)γσ00(t) + (n¯+ 1)γ, (14)
by taking into account that, σ11(t) = 1− σ00(t).
In the steady state limit, σ˙00(t → ∞) → 0, so the
ground state occupation, σ¯00 = σ00(t→∞) is,
σ¯00 =
n¯+ 1
2n¯+ 1
. (15)
Therefore σ¯00 = 1 for n¯ = 0, corresponding to fully occu-
pied ground state. However, with increase of n¯ (sunlight
intensity), the occupation of the ground state decreases.
In the limit n¯ → ∞, corresponding to high sunlight in-
tensity, σ¯00 → 1/2.
If the photon bath is in the thermal equilibrium state,
then n¯ = 1/(eE1/T − 1). As a result, the occupation of
the ground state is,
σ¯00 =
1
1 + e−E1/T
, (16)
which is a quite known result.8,9.
B. Primary charge separation and restoration by
emission of fictitious bosons.
Consider the site N (“RC donor”) of antenna, where
the primary charge separation takes place, Figs. 1, 3. As
a result, an electron, occupying the excited level, EN , of
the RC donor is transferred to a neighboring site (“accep-
tor”), leaving the donor positively charged. This process
is very fast (∼ ps) in a comparison with the time-scales
of the subsequent chemical reactions in the RC (∼ µs),
generated by the electron. The cycle is complete, when
the positively charged site, N , is neutralized (reduced)
by an electron.
In contrast to the photo-absorption of the previous sec-
tion, we treat these processes phenomenologically. The
first one, corresponding to the primary charge separation
and stabilization, is considered as an electron tunneling
from the donor to the acceptor site. However, the latter
cannot be represented as a site containing isolated levels,
since then the electron cannot be trapped at the accep-
tor: it will periodically returning to the donor. In order
to achieve the charge stabilization on the acceptor’s site,
we represent it as a sink, with a dense levels, ECi , cen-
tered around EN . Then, the electron tunneling to the
acceptor is trapped there. The corresponding tunneling
rate, Γ, is very large (∼ 1/ps).
The second process is modeled by a relaxation of the
electron from the acceptor’s band, ECi , to the donor’s
ground state with a very low rate, γR. It takes place due
to emission of fictitious bosons, representing the energy
transfer to the RC. In order to describe these processes
quantum-mechanically, we introduce an effective Hamil-
tonian, HN , for the donor, N , separated from the rest of
antenna, Fig. 3. It can be written as,
HN = EN aˆ
†
N aˆN +
∑
i
ECi aˆ
†
Ci
aˆCi +
∑
p
ω¯pFˆ
†
p Fˆp
+
∑
i
(
V˜iaˆ
†
Ci
aˆN +
∑
p
fipaˆ
†
0aˆCiFˆ
†
p +H.c.
)
. (17)
Here, aˆ†N and aˆ
†
Ci
, denote electron creation operators at
the site, N , and at a sub-level (i) of the acceptor, C.
Respectively, aˆ†0 ≡ aˆ†0N , is an electron creation operator
at the ground state of the donor (we chose E0 ≡ E0N =
0). The operator, Fˆ †p , describes a creation of fictitious
bosons, bearing the energy transferred to the RC. V˜i is
a tunneling coupling between the donor, EN , with the
sub-level, ECi , of the acceptor, and fip is a coupling of
an electron on the acceptor with fictitious bosons.
The wave function, describing a whole system (electron
and fictitious bosons) can be written as,
|Ψ(t)〉 =
[
bN (t)aˆ
†
Na0 +
∑
i
bCi(t)aˆ
†
Ci
aˆ0 +
∑
p
b0p(t)Fˆ
†
p
]
|0¯〉,
(18)
where |0¯〉 ≡ aˆ†0|0〉 is the initial (“vacuum”) state of the
system, corresponding to empty boson bath and the elec-
tron, occupying the donor’s ground state.
Substituting Eq. (18) into the Schro¨dinger equation,
i∂t|Ψ(t)〉 = HN |Ψ(t)〉, we find the following system of
coupled equations for the amplitudes b(t),
ib˙N(t) = EN bN(t) +
∑
i
V˜ibCi(t), (19a)
ib˙Ci(t) = ECibCi(t) + V˜ibN(t) +
∑
p
fipb0p(t), (19b)
ib˙0p(t) = ω¯pb0p(t) +
∑
i′
fi′pbCi′ (t), (19c)
supplemented with the initial condition, bN (0) = 1 and
bCi(0) = b0p(0) = 0. Treating these equations as in
the previous section, we can perform summations in
Eqs. (19a,b) analytically, by using the continuous limit,∑
i →
∫
ρCdECi and
∑
p →
∫
ρ¯dω¯p, where ρC and ρ¯
are the densities of the acceptor’s states, ECi , and of the
fictitious boson bath.
Equations (19) are treated in the same way as in the
previous section, by assuming that the density of states
and the spectral function, |V˜ |2ρ¯, and |f |2ρC ρ¯, are the en-
ergy independent (Markovian limit). First, we perform
the Laplace transform, b(t) → b˜(E), Eq. (5). Then, re-
solving Eq. (19c) for the amplitude b˜0p(E) and substitut-
ing it in the previous equation, we rewrite Eqs. (19a,b)
(after the inverse Laplace transform, Eq. (7)) as,
ib˙N(t) =
(
EN − i
Γ
2
)
bN(t), (20a)
ib˙Ci(t) =
(
ECi − i
γR
2
)
bCi(t) + V˜ bN (t), (20b)
6where, Γ = 2π|V˜ |2ρC , is the rate of the charge sepa-
ration and, γR = (2π)
2|f |2ρC ρ¯∆ = 1/τ , is the rate of
the entire cycle (charge restoration). Here, ∆ ≃ Γ, is a
width of the energy distribution of a tunneling electron in
the acceptor. Both rates are phenomenological parame-
ters, which are determined experimentally (1/Γ ∼ ps and
1/γR ∼ µs).
Now we convert Eqs. (19c), (20) into the Master equa-
tions for the density matrix of the system, defined as,
σNN (t) = |bN(t)|2, σCC(t) =
∑
i
|bCi(t)|2,
σ00(t) =
∑
p
|b0p(t)|2. (21)
Using the same procedure as in the previous section, we
find,
σ˙NN (t) = −ΓσNN (t), (22a)
σ˙CC(t) = ΓσNN (t)− γRσCC(t), (22b)
σ˙00(t) = γRσCC(t). (22c)
Indeed, the first equation is obtained by taking imagi-
nary part of Eq. (20a), multiplied by b∗N(t). The same
procedure for Eq. (20b) yields,
iσ˙CC(t) = −iγRσCC(t) + 2iV˜ Im
[
bN (t)
∑
i
b∗Ci(t)
]
,
(23)
where V˜
∑
i b
∗
Ci
(t) = iΓ2 bN (t), as obtained from
Eqs. (19a) and (20a). Substituting it into Eq. (23), we
arrive to Eq. (22b). Last Eq. (22c) is obtained in a similar
way.
Solving Eqs. (22) for the initial condition, σNN (0) = 1
and σCC(0) = σ00(0) = 0, we find
σNN (t) = e
−Γt, σCC(t) =
e−γRt − e−Γt
Γ− γR
Γ ≃ e−γRt,
σ00(t) = 1−
Γe−γRt − γRe−Γt
Γ− γR
≃ 1− e−γRt. (24)
As expected, the primary charge separation occurs dur-
ing very small time-interval, ∼ Γ−1, whereas the charge
restoration proceeds very slowly, ∼ γ−1R .
C. Complete exciton dynamics for one-site
antenna.
Now we can write the Master equations for an entire
cycle, by combining the exciton creation with the charge
separation and restoration dynamics. We start with an
example of one-site antenna. (N = 1), Fig. 4.
0
Γout
Γin
E1
E0
E1
E0
ECi
E
ECi
ECi
1E
(1)
R
(0)
(2)
γ
Γ
FIG. 4: Electron states for one-site antenna: (0) Exciton cre-
ation; (1) Photon emission and charge separation; (2) restora-
tion of the donor’s neutrality by emission of energy (fictitious
boson) to the RC.
The system is described by the Hamiltonian, H1,
H1 = E1aˆ†1aˆ1 +
∑
i
ECi aˆ
†
Ci
aˆCi +
∑
k
ωkCˆ
†
kCˆk
+
∑
p
ω¯pFˆ
†
p Fˆp +
[∑
k
gkBˆ
†
1Cˆk
+
∑
i
(
V˜iaˆ
†
Ci
aˆN +
∑
p
fipaˆ
†
0aˆCiFˆ
†
p
)
+H.c.
]
, (25)
which combines two Hamiltonians considered before,
Eq. (1) and Eq. (17), for N = 1.
Using the same procedure as in the previous sections,
we convert the total wave function to particle-number-
resolved Master equations for the reduced density-
matrix, σ
(ℓ)
jj (t), where, ℓ, denotes a number of fictitious
bosons, emitted by time t and representing a number
of cycles (c.f. with Eqs. (10) and (12) for the reduced
density matrix, which includes a number of emitted pho-
tons). Note that in our previous example, Eqs. (21) and
(22), the donor has been detached from incoming pho-
tons, so only one fictitious boson can be emitted (ℓ = 1).
The resulting Master equations have the following
form,
σ˙
(ℓ)
00 = −Γin σ(ℓ)00 + Γoutσ(ℓ)11 + γRσ(ℓ−1)22 , (26a)
σ˙
(ℓ)
11 = −(Γout + Γ)σ(ℓ)11 + Γinσ(ℓ)00 , (26b)
σ˙
(ℓ)
22 = −γR σ(ℓ)22 + Γσ(ℓ)11 , (26c)
(26d)
where Γin,out are given by Eq. (9). Respectively, the total
probabilities, σjj(t) =
∑
ℓ σ
(ℓ)
jj (t), are given by the same
Eqs. (26), traced over ℓ.
Equations (26) have a form of classical rate equations,
although they have been derived pure quantum mechan-
ically. These equations have a clear interpretation in
terms of the “loss” and “gain” processes (borrowing the
terminology of the classical Boltzmann equation). The
7off-diagonal matrix elements (coherences), are absent in
Eqs. (26), since all transitions take place between dis-
crete and continuous (Markovian) states. However, in the
case of transitions between different discrete states, off-
diagonal density-matrix elements will occur in the equa-
tions of motion. This will be illustrated in following ex-
amples.
As we mentioned above, the emission of fictitious
bosons, introduced phenomenologically for the restora-
tion of the donor’s neutrality, represents, in fact, the en-
ergy transfer to the RC. Therefore, Eqs. (26) can be used
to evaluate the corresponding energy current to the RC10.
Indeed, the latter is given by Ien(t) = E1
∑
ℓ P˙ℓ(t), where
Pℓ(t) =
∑
j ℓσ
(ℓ)
jj (t) is the probability of finding ℓ emitted
bosons by time t. Using Eqs. (26), we easily obtain that,
Ien(t) = E1 γR σ22(t), (27)
where σ22(t) is the occupation probability of the accep-
tor. It is determined by tracing Eqs. (26) over ℓ,
σ˙00 = −Γin σ00 + Γoutσ11 + γRσ22, (28a)
σ˙11 = −(Γout + Γ)σ11 + Γinσ00, (28b)
σ˙22 = −γR σ22 + Γσ11. (28c)
(28d)
Consider a steady-state limit (t → ∞), where σ˙(t) →
0. In this case Eqs. (28) become a system of algebraic
equations for σ¯jj = σjj(t → ∞). Taking into account
that σ¯00 = 1 − σ¯11 − σ¯22, we can easily resolve these
equations, thus obtaining for the steady-state probabili-
ties,
σ¯00 =
γR (Γ + Γout)
ΓΓin + γR (Γ + Γin + Γout)
,
σ¯11 =
γRΓin
ΓΓin + γR(Γ + Γin + Γout)
,
σ¯22 =
ΓΓin
ΓΓin + γR(Γ + Γin + Γout)
, (29)
where, Γin,out, are given by Eq. (9).
In the case of γR = 0, one finds that σ¯00 = σ¯11 = 0,
since there is no charge restoration. In the limit of
n¯ → ∞ (infinitely strong light intensity), one obtains
that σ¯00 = σ¯11 = γR/Γ + O(γR/Γ)2. Respectively,
σ¯22 = 1− 2γR/Γ+O(γR/Γ)2. This corresponds to equal
occupation of ground and exited states of the donor,
σ¯00 = σ¯11 = γR/Γ.
III. EXCITON TRANSPORT IN N-SITE
ANTENNA
A. Master equations in general case.
Now we extend our treatment on the N -site antenna
chain, coupled with the electromagnetic field, describ-
ing photo-absorption and fluorescence, and with ficti-
tious boson bath, describing the donor charge restora-
tion, Figs. 1 and 3. The total Hamiltonian, describing
this system can be written as,
HN =
∑
k
ωkCˆ
†
kCˆk +
N∑
m=1
EmBˆ
†
mBˆm +
∑
i
ECi aˆ
†
Ci
aˆCi
+
∑
p
ω¯pFˆ
†
p Fˆp +Hint, (30)
where Bˆ†m = aˆ
†
maˆ0m is an exciton creation operator on
the site m. Without loosing generality, we assume that
the ground state energy of all sites m = 1, . . .N equals
zero. All notations are the same as in Eq. (25). The
interaction term (in the rotated wave approximation) can
be written as
Hint =
N∑
m=1
∑
k
gk Bˆ
†
mCˆk +
N−1∑
m=1
Vm Bˆ
†
m+1Bˆm
+
∑
i
(
V˜iaˆ
†
Ci
aˆN +
∑
p
fipaˆ
†
0aˆCiFˆ
†
p
)
+H.c. (31)
Here the electromagnetic field is coupled with all sites
of antenna. However, excitons can be generated only on
the first antenna site, m = 1, by photon absorption. All
other sites, m = 2, . . .N , are coupled with empty photon
reservoirs. Thus, the excitons occupying these sites can
only decay by the fluorescence.
Note that the exciton commutation relation3,
[Bˆm, Bˆ
†
n] = δmn(1− 2Bˆ†mBˆn), (32)
guaranties that two or more excitons cannot occupy the
same site. Therefore, the exciton motion along the an-
tenna, describing by the Hamiltonian (30), (31), is sim-
ilar to that of the spinless electron transport trough the
coupled quantum dots.
The corresponding Master equation can be derived
from the time-dependent multi-particle Schro¨dinger
equation, in the same way as discussed in previous ex-
amples. It represents a natural extension of Eqs. (26)
and (28), and can be written as (see Eq. (75) of Ref. [6]):
σ˙
(ν,ℓ)
αα′ = i
(Eα′ − Eα)σ(ν,ℓ)αα′ + i
∑
β
(
σ
(ν,ℓ)
αβ Vβ→α′ − Vβ→ασ(ν,ℓ)βα′
)
− 1
2
σ
(ν,ℓ)
αα′
∑
β
(Γα→β + Γα′→β) +
∑
β,β′
σ
(ν′,ℓ′)
ββ′ Γβ→α,β′→α′ ,
(33)
where |α〉, |β〉 enumerate all discrete multi-exciton states
in the occupation number representation, and Eα =∑
m∈αEm is a total energy of the state, |α〉. The up-
per indices, ν and ℓ, in the density matrix, σ
(ν,ℓ)
αα′ (t), de-
note the numbers of fluorescent photons and fictitious
bosons emitted at time, t. Note, that in the last (“gain”)
8term, (ν′, ℓ′) = (ν − 1, ℓ) or (ν′, ℓ′) = (ν, ℓ − 1), when-
ever emission of fluorescence photons or fictitious bosons
takes place (c.f. with Eqs. (26)).
The second term in Eq. (33) describes the direct
exciton transitions between neighboring sites, Vβα =
Vm,m+1 ≡ Vm, generated by dipole-dipole interaction
(Fo¨rster mechanism). Obviously, this term does not ap-
pear in the rate equation (26) for one-site antenna. One
can realize that the first and second terms of Eq. (33)
represent the commutator of the density-matrix with the
Hamiltonian in the Lindbladt equation11.
The remaining two terms represent loss and gain pro-
cesses generated by: (a) coupling of the site (1) to photon
bath with rates Γα,β ≡ Γin,out, Eqs. (9); (b) fluorescence
of sites, m = 2, . . . , N , with the rate Γα,β ≡ γ; (c) charge
separation with subsequent emission of fictitious bosons,
leading to restoration of the donor’s neutrality with the
rates Γα,β ≡ Γ, γR, respectively, Eqs. (26). Note, that the
gain processes, described by the fourth term in Eq. (33),
are generated by the same exciton transition leading to
decay of the states β, β′ to the states α, α′.
By solving Eqs. (33), we can determine probabilities
of any multi-exciton occupations, as well as the fluores-
cent current (in energy units), Ifl(t), and the current of
energy, Ien(t), transferred to the RC. Those are given by
(c.f. with Ref. [5,6]),
Ifl(t) =
∑
ν,ℓ
∑
α
Em′νσ˙
(ν,ℓ)
αα (t) = γ
∑
α′
Em′σα′α′(t), (34)
Ien(t) = EN
∑
ν,ℓ
∑
α
ℓσ˙(ν,ℓ)αα (t) = ENγR
∑
α′
σα′′α′′ (t),
(35)
where σαα(t) =
∑
ν,ℓ σ
(ν,ℓ)
αα (t), are total probabilities, ob-
tained from Eqs. (33), and m′ = (2, . . . , N) ∈ α denote
the fluorescent sites (the first antenna site is excluded
from our definition of fluorescent current). The indices,
α′ and α′′, enumerate all multi-exciton states decaying
by fluorescence or by emission of fictitious bosons, re-
spectively.
B. Two-site antenna.
As an example for application of Eq. (33), we consider
exciton transport through the two-site antenna, (N = 2).
First, we need to enumerate all possible exciton states
of the system, {α, β} = {0, 1 . . . , 5}. These are shown
in Fig. 5. Note, that the exciton propagates coherently
between the sites (1) and (2) due to the dipole-dipole in-
teraction, V1. All other transitions are incoherent, where
related transition rates are shown for each of the states.
Now we can rewrite explicitly the Master equa-
Γin
E2
outΓE2outΓ
E2outΓ V1
V1
Rγ
Rγ
iEC
iEC iEC
iECiEC
i
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C
Γ
2E
in
E
Γ
γ
Γ
1E
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γ
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Γ
FIG. 5: Exciton states of the system. All allowed exciton
transitions for each of the states are indicated.
tions (33) for the reduced density-matrix,
σ˙
(ν,ℓ)
00 = −Γinσ(ν,ℓ)00 + Γoutσ(ν,ℓ)11 + γσ(ν−1,ℓ)22
+ γRσ
(ν,ℓ−1)
33 , (36a)
σ˙
(ν,ℓ)
11 = iV1(σ
(ν,ℓ)
12 − σ(ν,ℓ)21 )− Γoutσ(ν,ℓ)11 + Γinσ(ν,ℓ)00
+ γ σ
(ν−1,ℓ)
44 + γRσ
(ν,ℓ−1)
55 , (36b)
σ˙
(ν,ℓ)
22 = iV1(σ
(ν,ℓ)
21 − σ(ν,ℓ)12 )− (γ + Γ+ Γin)σ(ν,ℓ)22
+ Γoutσ
(ν,ℓ)
44 , (36c)
σ˙
(ν,ℓ)
33 = −(Γin + γR)σ(ν,ℓ)33 + Γoutσ(ν,ℓ)55 + Γσ(ν,ℓ)22 , (36d)
σ˙
(ν,ℓ)
44 = −(γ + Γout + Γ)σ(ν,ℓ)44 + Γinσ(ν,ℓ)22 , (36e)
σ˙
(ν,ℓ)
55 = −(Γout + γR)σ(ν,ℓ)55 + Γinσ(ν,ℓ)33 + Γσ(ν,ℓ)44 , (36f)
σ˙
(ν,ℓ)
12 = i(E2 − E1)σ(ν,ℓ)12 + iV1(σ(ν,ℓ)11 − σ(ν,ℓ)22 )
− Γ + γ + Γin + Γout
2
σ
(ν,ℓ)
12 . (36g)
The total probabilities, σαα′ (t) =
∑
ν,ℓ σ
(ν,ℓ)
αα′ (t), are given
by the same Eqs. (36) by removing the upper indices.
One can easily verify that these equations display the
probability conservation,
5∑
α=0
σαα(t) = 1. (37)
Solving Eqs. (36), we can find the probabilities for one
and two excitons inside the antenna,
P1(t) = σ11(t) + σ22(t) + σ55(t),
P2(t) = σ44(t). (38)
Using Eqs. (34) and (35), we find that the fluorescent
current (on the second site, Fig. 5) is given by,
Ifl(t) = γE2[σ22(t) + σ44(t)], (39)
9and the energy current to the RC is,
Ien(t) = γRE2[σ33(t) + σ55(t)]. (40)
Consider now the steady-state limit, t → ∞. Since in
this limit σ˙αα′ → 0, Eqs. (36) become a system of alge-
braic equations for σ¯ ≡ σ(t→∞). Using the probability
conservation, Eq. (37), we can rewrite these equations as,
σ¯00 + σ¯11 + σ¯22 + σ¯33 + σ¯44 + σ¯55 = 1, (41a)
iV1(σ¯12 − σ¯21)− Γoutσ¯11 + Γinσ¯00
+ γ σ¯44 + γRσ¯55 = 0, (41b)
iV1(σ¯21 − σ¯12)− (γ + Γ + Γin)σ¯22 + Γoutσ¯44 = 0, (41c)
− (Γin + γR)σ¯33 + Γoutσ¯55 + Γσ¯22 = 0, (41d)
(γ + Γout + Γ)σ¯44 + Γinσ¯22 = 0, (41e)
− (Γout + γR)σ¯55 + Γinσ¯33 + Γσ¯44 = 0, (41f)
i(E2 − E1)σ¯12 + iV1(σ¯11 − σ¯22)
− Γ + γ + Γin + Γout
2
σ¯12 = 0.
(41g)
Steady-state probability for single exciton occupation,
P¯1(n¯), and steady-state currents, I¯fl,en(n¯), (Eqs. (38),
(39) and (40) for t → ∞), are shown in Figs. 6 and 7
as functions of n¯ (light intensity). Note, that n¯γ = Γin,
Eq. (9), is a number of photons absorbed by the first
site per unit time. Here and in what follows, we choose
for illustrative examples some generic values of parame-
ters, not necessary related to a specific system, namely,
γ=1/ns (fluorescent rate), γR = 1/τ = 10
−3γ = 1/µs
(charge restoration rate), V1 = 10
3γ=1/ ps (dipole-dipole
coupling between sites), and Γ = 103γ=1/ps (charge sep-
aration rate).
Figure 6, displays the probability, P¯1(n¯), of trapping
one exciton for two values of Γ = 103γ=1/ps (solid line)
and Γ = 0 (dashed line). The latter corresponds to no-
coupling of antenna with the RC. One finds from this fig-
ure that the single-exciton occupation is saturated with
increase of n¯. As expected, the saturation takes place at
equal occupation of ground and excited states for n¯→∞,
Eq. (15). The probability of double-exciton occupation,
P2(n¯), Eq. (38) is not shown here, since it is very small
for N = 2. However, already for N = 3, this quantity,
P2(n¯), becomes quite large, as demonstrated below.
The steady-state energy current to the RC, I¯en (solid
line, black) and the fluorescent current of the second site,
I¯fl (dashed line, blue) in units of donor energy (E2) per
1/γ=1 ps, are shown in Fig. 7, as a function of n¯. One
finds from this figure that the currents reach saturation
already for a very small n¯, where less than one photon is
absorbed at the first site during 1 µs. This rate is of the
order of optimal photo-absorption rate, when no more
than one exciton can be accumulated inside the antenna
during one cycle. (The time of cycle is τ = 1/γR = µs.)
The origin of the saturation can be easily understood.
Indeed, an increase of the light intensity results in gener-
ation of additional excitons, trapped inside the antenna.
G=0
G=1000Γ
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P1HnL
N=2
FIG. 6: Probability of trapping one exciton, P¯1(n¯) as a func-
tion of light intensity (n¯ is a number of photons absorbed
by the first site for 1 fs). Solid line (black) corresponds
to Γ = 103γ=1/ps, whereas dashed line (blue) corresponds
to Γ = 0, corresponding to no-coupling of antenna with
RC. Other parameters are: γ=1/ns, γR = 10
−3γ = 1/µs,
V1 = 10
3γ=1/ps.
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FIG. 7: Steady-state energy current, I¯en (solid, black) and
fluorescent current I¯fl (dashed, blue) in units of the donor
energy E2 per ns, as a function of light intensity, n¯, for γR =
10−3γ = 1µs, V1 = Γ = 10
3γ=1 ps.
These excitons will be eventually removed by fluores-
cence, so the energy current will not increase anymore.
The time-dependent energy current, Ien(t), Eq. (40),
is displayed in Fig. 8 for n¯ = 0.1 (solid line, black) and
n¯ = 0.01 (dashed line, blue). One finds that time for
approaching the asymptotic limit increases when the in-
tensity of light, n¯, decreases. For an optimal intensity,
fitted to a cycle period, the saturation time can be quite
long.
Note that the fluorescent current, I¯fl, Eq. (39), is
very small, in comparison with the energy current, I¯en,
Fig. (7). On first sight, one could expect an opposite
10
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n=0.01
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0.0002
0.0004
0.0006
0.0008
0.0010
IenHtLE2
FIG. 8: Time-dependent energy current transferred to the RC
for n¯ = 0.1 (solid line, black) and n¯ = 0.01 (dashed line, blue)
in units of the donor energy E2 per ns. Time, t, is taken in
units of 1/γ=1 ns. All parameters are the same as in Fig. 7.
result. Indeed, I¯en is proportional to γR, whereas I¯fl is
proportional to γ (Eqs. (40), (39)), which greatly exceeds
γR. However, the fluorescent current in the case ofN = 2
can take place only when the second site (donor) is oc-
cupied, and therefore it is very small. This, however, is
not the case for N > 2, as will be demonstrate below.
C. Three-site antenna and exciton accumulation.
Consider now a three-site antenna (N = 3). All
possible exciton states are shown in Fig. 9. The state
(0) displays the ground state (no excitons). The states
(1),(2),(3) display one-exciton states, (5),(6),(7) display
two-exciton states, and (10) displays three-exciton stares.
The states (4),(8),(9),(11) are the charge states when the
donor is blocked.
The rate equations, describing the exciton dynamics,
i
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FIG. 9: Exciton states of the system. All allowed exciton
transitions for each of the states are indicated.
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are obtained directly from Eq. (33). We find,
σ˙00 = −Γinσ00 + Γoutσ11 + γ(σ22 + σ33) + γRσ44,
(42a)
σ˙11 = iV1(σ12 − σ21)− Γoutσ11 + Γinσ00
+ γ(σ55 + σ66) + γRσ99, (42b)
σ˙22 = iV1(σ21 − σ12) + iV2(σ23 − σ32)
− (Γin + γ)σ22 + Γoutσ55 + γσ77 + γRσ88,
(42c)
σ˙33 = iV2(σ32 − σ23)− (Γin + γ + Γ)σ33
+ Γoutσ66 + γσ77,
(42d)
σ˙44 = −(Γin + γR)σ44 + Γσ33 + γσ88 + Γoutσ99, (42e)
σ˙55 = iV2(σ56 − σ65)− (Γout + γ)σ55
+ Γinσ22 + γσ10,10 + γRσ11,11, (42f)
σ˙66 = iV1(σ67 − σ76) + iV2(σ65 − σ56)
− (Γout + γ + Γ)σ66 + Γinσ33 + γσ10,10,
(42g)
σ˙77 = iV1(σ76 − σ67)− (Γin + 2γ + Γ)σ77
+ Γoutσ10,10, (42h)
σ˙88 = iV1(σ89 − σ98)− (Γin + γ + γR)σ88
+ Γσ77 + Γoutσ11,11, (42i)
σ˙99 = iV1(σ98 − σ89)− (Γout + γR)σ99 + Γinσ44
+ Γσ66 + γσ11,11, (42j)
σ˙10,10 = −(Γout + 2γ + Γ)σ10,10 + Γinσ77, (42k)
σ˙11,11 = −(Γout + γ + γR)σ11,11 + Γinσ88
+ Γσ10,10, (42l)
σ˙12 = i(E2 − E1)σ12 + iV1(σ11 − σ22) + iV2σ13
− Γin + Γout + γ
2
σ12 + γσ67 + γRσ98, (42m)
σ˙13 = i(E3 − E1)σ13 + iV2σ12 − iV1σ23
− Γin + Γout + Γ+ γ
2
σ13, (42n)
σ˙23 = i(E3 − E2)σ23 + iV2(σ22 − σ33)− iV1σ13
− 2Γin + 2γ + Γ
2
σ23 + Γoutσ56, (42o)
σ˙56 = i(E3 − E2)σ56 + iV2(σ55 − σ66) + iV1σ57
− 2Γout + 2γ + Γ
2
σ56 + Γinσ23, (42p)
σ˙57 = i(E3 − E1)σ57 + iV1σ56 − iV2σ67
− Γin + Γout + 3γ + Γ
2
σ57, (42q)
σ˙67 = i(E2 − E1)σ67 + iV1(σ66 − σ77)− iV2σ57
− Γin + Γout + 3γ + 2Γ
2
σ67, (42r)
σ˙89 = i(E1 − E2)σ89 + iV1(σ88 − σ99)
− Γin + Γout + γ + 2γR
2
σ89 + Γσ76. (42s)
Here we omitted for brevity the sub-indices ℓ, and ν, in-
dicating a number of fictitious bosons and fluorescence
photons emitted (c.f. Eqs. (36)). Solving Eqs. (42),
we obtain the reduced density matrix of the system,
σαα′(t) =
∑
ν,ℓ σ
(ν,ℓ)
αα′ (t). Then, we can evaluate probabil-
ities for one, two and three exciton configurations inside
the antenna, Fig. 9,
P1(t) = σ11(t) + σ22(t) + σ33(t) + σ88(t) + σ99(t),
P2(t) = σ55(t) + σ66(t) + σ77(t) + σ11,11(t) + σ99(t),
P3(t) = σ10,10(t). (43)
The results for steady-state, P¯ = P (t → ∞), are dis-
played in Fig. 10. In contrast with the two-site antenna,
P1HnL
P2HnL
P3HnL
2 4 6 8 10
n
0.1
0.2
0.3
0.4
0.5
PHnL
N=3
FIG. 10: Probability of trapping one, two and three excitons
inside the 3-site antenna at steady-state, P¯1(n¯) (solid, black),
P¯2(n¯) (dashed, blue) and P¯3(n¯) (dot-dashed, red) as a func-
tion of light intensity, n¯, for γR = 10
−3γ, V1 = V2 = 10
3γ,
Γ = 103γ, where E1 = E2 = E3.
Fig. 6, the probability for two-exciton trapping is compa-
rable with that for a one-exciton, P¯1(n¯). Three exciton
trapping, P¯3(n¯), however, is negligibly small.
The fluorescent current, Ifl(t), Eqs. (34), from the sec-
ond and the third sites, can be written explicitly as,
Ifl(t) = γ[E2σ22(t) + E3σ33(t) + E2σ55(t)
+ (E2 + E3)σ77(t) + E2σ88(t)
+ (E2 + E3)σ10,10(t) + E2σ11,11(t)]. (44)
Respectively, the energy current, transferred to the RC,
Ien(t), (35), reads,
Ien(t) = γRE3[σ44(t) + σ88(t) + σ99(t) + σ11,11(t)].
(45)
Both currents at steady-state, I¯ = I(t→∞) (in units of
donor energy E3 per 1/γ=1 ns), are displayed in Fig. 11
for aligned levels, E1 = E2 = E3, and for the same pa-
rameters as in Fig. 10. The energy current, I¯en, is dis-
played by solid (black) line, and the fluorescence current,
I¯fl, is shown by dashed (blue) line. One finds that the
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currents are saturated for large n¯. Here, in contrast with
the case N = 2, Fig. 7, the fluorescent current strongly
dominates for large n¯.
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n
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I en,flHnLE3
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FIG. 11: Steady-state energy current I¯en (solid, black) and
fluorescent current I¯fl (dashed, blue), in units of donor energy
(E3) per 1 ns, as a function of the light intensity, n¯, where for
γR = 10
−3γ = 1µs, V1 = V2 = Γ = 10
3γ=1 ps.
However, for small n¯, the energy current dominates
over the fluorescent current. Note, that in that region
both currents, I¯en,fl(n¯), are very sensitive to n¯. It im-
plies that a reliable analysis of the optimal regime for the
LHC performance cannot be done without full account of
all relevant physical effects. Therefore, our microscopic
approach, which provides such an account, can be very
relevant to determine conditions when the LHC works
with a maximal efficiency.
IV. DISCUSSION
Although most investigations of energy (exciton)
transport in the LHCs concentrate on one-exciton mo-
tion along the antenna, we demonstrated that it is not
sufficient for a consistent description of exciton dynam-
ics, in particular for an account of the NPQ-type pro-
cesses. Therefore, we extend the Hamiltonian by includ-
ing additional parts, describing the exciton creation and
the fluorescence, through the interaction with the elec-
tromagnetic field, charge separation on the donor site,
and the charge restoration after completing the corre-
sponding cycle of the chemical reactions in the RC. The
latter part is described phenomenologically, as an elec-
tron relaxation from the RC to the donor’s ground state
by emission of fictitious bosons. This process represents
the energy transfer to the RC.
We have to emphasize that our effective description
of the charge restoration involves the relaxation of the
same electron, coming from the charge separation. In re-
ality, the process of reduction of the RC donor is more
complicated. Nevertheless, this issue is not a deficiency
of our model, since different electrons are indistinguish-
able and its origin is not relevant for the description of
LHC dynamics. The relevant quantity is only the du-
ration of the cycle, which is determined experimentally.
An important assumption in our treatment, however, is
the exponential relaxation process, which models reduc-
tion (charge restoration) of the RC donor. In principle,
the relaxation could be of a different type, like a power-
low. Then, it would imply a different Hamiltonian term
describing the fictitious bosons.
We consider our approach as a general framework for
constructing closed Master equations for complete de-
scription of the LHC. Additional effects can be accounted
for in the same way as explained above, by adding the
corresponding terms in the Master equations. For in-
stance, any site of the antenna can be coupled with a
sink, modeling the NPQ processes, in addition to the flu-
orescence.
In a similar way, one can introduce vibrational modes
of the antenna sites in the Hamiltonian, together with
environmental noise. These effects can play a very im-
portant role in the energy transport14,15. Indeed, the
antenna levels in general, are non-aligned. If the en-
ergy difference between sites is larger than the inter-site
coupling, then transitions will be strongly reduced (An-
derson localization). In this case, the quasi-resonant vi-
brational modes can close the gap. Perfect matching is
not necessary if the environmental noise is taken into
account15.
The inclusion of vibrational modes together with the
noise in our Master equation is not considered in the
present paper. This issue will be discussed in a sepa-
rate work, by treating these effects in a framework of a
dichotomic (telegraph) noise. Such a procedure would
double the number of rate equations, without additional
complications16–18.
In general, our cycled multi-exciton Mater equations
represent a more detailed description of the LHC dynam-
ics. Therefore, by using these equations one can evalu-
ate important effects, which cannot be treated by other
methods. However, the number of multi-exciton states
strongly increases with a number of antenna sites, as we
have already seen by comparing N = 2 with N = 3 cases.
This is a general problem for any treatments involving
the density-matrix. There exists, however, an alterna-
tive, single-electron approach for mesoscopic transport19,
which can treat the wave function, instead of the density-
matrix, even in the presence of noise18. Then, the num-
ber of equations will be drastically reduced. An exten-
sion of this approach to the LHC is a topic of a future
investigation.
Acknowledgment
This work was carried out under the auspices of the
National Nuclear Security Administration of the U.S. De-
partment of Energy at Los Alamos National Laboratory
13
under Contract No. DE-AC52-06NA25396. R.T.S. ac- knowledges support from the LDRD program at LANL.
1 M. Mohseni, Y. Omar, G.S. Engel, and M.B. Plenio (eds.),
Quantum Effects in Biology, (Cambridge University Press,
Cambridge, 2014).
2 B. Demming-Adams, G. Garab, W. Adams III, and Govin-
djee (Eds.), Non-Photochemical Quenching and Energy
Dissipation in Plants, Algae and Cyanobacteria (Springer
Science+Business Media Dordrecht 2014).
3 D. Abramavicius and S. Mukamel, J. Chem. Phys. 133,
064510 (2010).
4 T. Farrow and V. Vedral, Sci. Rep. 4, 5520 (2014).
5 S. A. Gurvitz and Ya. S. Prager, Phys. Rev. B53, 15932
(1996); S.A. Gurvitz, Phys. Rev. B56, 15 215 (1997); ibid,
Phys. Rev. B57, 6602 (1998).
6 S. Gurvitz, Front. Phys. 12, 120303 (2017).
7 A. Cuni, L. Xiong, R. Sayre, F. Rappaport and J.
Lavergne, Phys. Chem. Chem. Phys. 6, 4825 (2004).
8 U. Weiss, Quantum Dissipative Systems (World Scientific,
Singapore, 1993).
9 A.N. Korotkov, Phys. Rev. B63, 085312 (2001).
10 Y. Dubi, J. Phys. Chem. C119, 25259 (2015).
11 G. Lindblad, Commun. Math. Phys. 48, 119 (1976).
12 M.R. Wegewijs and Yu.V. Nazarov, Phys. Rev,B60, 14318
(1999).
13 M.R. Wegewijs, Y.V. Nazarov and S.A. Gurvitz, Jpn. J.
Appl, Phys. 40, 1994 (2001).
14 L.A. Pachon and P. Brumer, Phys. Chem. Chem. Phys.,
14, 10094 (2012).
15 S.F. Huelga and M.B. Plenio, Contemp. Phys. 54, 181
(2013).
16 V.E. Shapiro and V.M. Loginov, Physica 91A, 563 (1978).
17 S. Burov and M. Gitterman, Phys. Rev. E94, 052144
(2016).
18 S. Gurvitz, A. Aharony and O. Entin-Wohlman, Phys.
Rev. B94, 075437 (2016).
19 S. Gurvitz, Physica Scripta, T165, 014013 (2015).
