This paper establishes an upper bound for the Kolmogorov distance between the maximum of a highdimensional vector of smooth Wiener functionals and the maximum of a Gaussian random vector. As a special case, we show that the maximum of multiple Wiener-Itô integrals with common orders is well-approximated by its Gaussian analog in terms of the Kolmogorov distance if their covariance matrices are close to each other and the maximum of the fourth cumulants of the multiple Wiener-Itô integrals is close to zero. This may be viewed as a new kind of fourth moment phenomenon, which has attracted considerable attention in the recent studies of probability. This type of Gaussian approximation result has many potential applications to statistics.
Introduction
This study is originally motivated by the problem of testing whether there exists a (possibly) time-lagged correlation between two Brownian motions based on their high-frequency observation data. Roughly speaking, the setting considered here is described as follows. We discretely observe the following two continuous-time processes on the interval [0, T ]:
where x 1 0 , x 2 0 ∈ R, σ 1 , σ 2 > 0, B t = (B 1 t , B 2 t ) (t ∈ R) is a bivariate two-sided Brownian motion with correlation ρ ∈ (−1, 1) and ϑ ∈ R. For each ν = 1, 2, the process X ν is observed at the time points 0 ≤ t ν 0 < t ν 1 < · · · < t ν nν ≤ T , hence the observation times are possibly non-synchronous. Based on the observation data (X 1 Model (1.1) was introduced in Hoffmann et al. [30] (as a more general one) to model lead-lag effects in highfrequency financial data (see also [56] ). In [30] the problem of estimating the time-lag parameter ϑ is considered.
To estimate ϑ, Hoffmann et al. [30] have introduced the following contrast function:
U n (θ) could be considered as the (sample) cross-covariance function between the returns of X 1 and X 2 at the lag θ computed by Hayashi and Yoshida [27] 's method. Hoffmann et al. [30] have shown that ϑ n = arg max θ∈Gn |U n (θ)| is a consistent estimator for ϑ under some regularity conditions while one appropriately takes the finite set G n as long as ρ = 0. The condition ρ = 0 is necessary because it is clearly impossible to identify the parameter ϑ if ρ = 0.
Therefore, unless we can believe ρ = 0 due to some external information, we need to reject the null hypothesis in the above testing problem before we carry out estimation of ϑ. A natural approach to solve testing problem (1.2) is to reject the null hypothesis if the value of max θ∈Gn |U n (θ)| is too large. To implement this idea precisely, we need to derive or approximate the distribution of max θ∈Gn |U n (θ)| under the null hypothesis H 0 . One main purpose of this paper is to give an answer to this problem. More generally, we consider the problem of approximating the distributions of maximum-type statistics appearing in high-frequency financial econometrics. Indeed, we encounter such statistics in many problems of high-frequency financial econometrics, e.g. construction of uniform confidence bands for spot volatility and other time-varying characteristics, family-wise error rate control for testing at many time points (cf. [3, 18] ), change point analysis of volatility (cf. [6] ), testing the absence of jumps (cf. [41, 54] ) and so on.
From a mathematical point of view, this paper is built on two recent studies developed in different areas.
The first one is the seminal work of Chernozhukov, Chetverikov and Kato [11, 13, 15, 16] which we call the Chernozhukov-Chetverikov-Kato theory, or the CCK theory for short. One main conclusion from the CCK theory is a bound for the Kolmogorov distance between the distributions of the maximum of a (high-dimensional) random vector and that of a Gaussian vector, which has an apparent connection to our purpose. However, their result is not directly applicable to our problem because their target random vector is a sum of independent random vectors [11, 13, 16] or Gaussian [15, 16] . In fact, one of our main target random vectors, (U n (θ)) θ∈Gn , is a sum of dependent random vectors even under the null hypothesis where the dependence is caused by the non-synchronicity of the observation times. Although there are several extensions of the CCK theory to a sum of dependent random vectors (see e.g. [9, 10, 14, 62, 63] ), it still seems difficult to apply such a result to our problem because the nonsynchronicity causes a quite complex, "non-stationary", dependence structure. In this aspect this paper aims at extending the CCK theory suitably to our purpose, and our results indeed generalize several results of [15] . In particular, our results do not require that the target random vector should be written as a sum of random vectors and give a simpler bound than those of the preceding studies listed above.
It turns out that in the CCK theory the independence/Gaussianity assumption on the target vector is crucial for the application of Stein's method. 1 In other words, we can naturally extend the CCK theory to a case without independence as long as Stein's method is effectively applicable. This viewpoint leads us to using another important 1 The independence assumption also plays a role in deriving maximal moment inequalities, but this issue may be considered separately.
theory for this work, Malliavin calculus, in our problem. In fact, starting from the seminal work of Nourdin and
Peccati [46] , the recent studies show that "Stein's method and Malliavin calculus fit together admirably well" (page 3 of Nourdin [45] ). This paper shows that this statement continues to hold true in the application to the CCK theory. Our application of Malliavin calculus is based on a multivariate extension of the ideas from [46] , which is established in [51] (see also [47] ). We refer to the monograph [48] for more information about this subject.
After developing the main Gaussian approximation results, we turn to the original problem of statistical applications in high-frequency data.
In this paper we demonstrate two applications: One is testing the absence of lead-lag effects and the other is constructing uniform confidence bands for spot volatility. We have already explained the background of the former problem in the above, so we briefly discuss the latter one. Estimation of spot volatility is one of major topics in high-frequency financial econometrics (see Chapter 8 of [1] and references therein). There are quite a few articles concerning construction of pointwise confidence bands for spot volatility; see e.g. [2, 38, 42, 44] . In contrast, only a few results are available on the behavior of uniform errors in spot volatility estimation: Kristensen [38] and Kanaya and Kristensen [34] give uniform convergence rates for kerneltype spot volatility estimators, while Fan and Wang [24] consider a Gumbel approximation for the distribution of uniform errors of kernel-type spot volatility estimators. Besides, Sabel [57] implements multiscale inference for spot volatility via KMT construction. This paper contributes this relatively undeveloped areas by providing a new approach to construct uniform confidence bands for spot volatility in the spirit of the CCK theory: Construction of uniform confidence bands is a typical application of the CCK theory, cf. [12, 35, 36] .
In the first application, the Gaussian approximation itself is still statistically infeasible because the covariance structure of the objective statistics is unknown. For this reason we also develop a wild (or multiplier) bootstrap procedure to approximate the quantiles of the error distribution of the test statistic, which is the approach taken in the CCK theory. The Gaussian approximation result serves as validating such a bootstrap procedure.
The remainder of this paper is organized as follows. Section 2 presents the main Gaussian approximation results obtained in this study. In Section 3 we derive Gaussian approximation results for maxima of random symmetric quadratic forms as an application of the main results. We present two statistical applications of our results in high-frequency financial econometrics in Section 4. We especially propose a testing procedure for (1.2). The finite sample performance of this testing procedure is illustrated in Section 5. We put most technical parts of the paper on the Appendix: Appendix A collects the preliminary definitions and results used in Appendix B, which contains proofs of all the results presented in the main text of the paper.
Notation
Throughout the paper, C = (C(i, j)) 1≤i,j≤d denotes a d × d nonnegative definite symmetric matrix, and Z = (Z 1 , . . . , Z d ) ⊤ denotes a d-dimensional centered Gaussian random vector with covariance matrix C. For a vector x = (x 1 , . . . , x d ) ⊤ ∈ R d , we write x ∨ = max 1≤j≤d x j . For any ε > 0 and any subset A of R, we write A ε = {x ∈ R : |x − y| ≤ ε for some y ∈ A}. For a real-valued function f defined on an interval I ⊂ R and η > 0, we write f ∞ = sup{|f (x)| : x ∈ I} and w(f ; η) = sup{|f (s) − f (t)| : s, t ∈ I, |s − t| ≤ η}. For a random variable ξ and p ≥ 1, we write ξ p = {E[|ξ| p ]} 1/p . For a matrix A, we denote by A sp and A F its spectral norm and Frobenius norm, respectively.
Finally, we enumerate the notation from Malliavin calculus which are necessary to state our main results. We refer to [32, 48, 52] for a detailed description of Malliavin calculus. Also, see Section A.1 of Appendix A for a concise overview of the notions from Malliavin calculus used in this paper.
• Throughout the paper, H denotes a real separable Hilbert space. The inner product and the norm of H are denoted by ·, · H and · H , respectively.
• We assume that an isonormal Gaussian process W = (W (h)) h∈H over H defined on a probability space (Ω, F, P ) is given. We denote by L 2 (W ) the space L 2 (Ω, σ(W ), P ) for short.
• For a non-negative integer q, H ⊗q and H ⊙q denote the qth tensor power and qth symmetric tensor power, respectively.
• For an element f ∈ H ⊙q we denote by I q (f ) the qth multiple Wiener Itô integral of f .
• For any real number p ≥ 1 and any integer k ≥ 1, D k,p denotes the stochastic Sobolev space of random variables which are k times differentiable in the Malliavin sense and the derivatives up to order k have finite moments of order p. If F ∈ D k,p , we denote by D k F the kth Malliavin derivative of F . We write DF instead of D 1 F for short.
• L denotes the Ornstein-Uhlenbeck operator. Also, the pseudo inverse of L is denoted by L −1 .
Main results
Throughout this section,
Eq.(1) from [15] states that
We first give a generalization of Theorem 1 from [15] as follows:
Proposition 2.1. Let g : R → R be a C 2 function with bounded first and second derivatives. Then, for any β > 0
In particular, it holds that
Remark 2.1. We can indeed derive Theorem 1 of [15] from Proposition 2.1 in the following way. Suppose that the law of F is the d-dimensional normal distribution with mean 0 and covariance matrix Σ = (Σ(i, j)) 1≤i,j≤d .
Without loss of generality, we may assume that F is expressed as F = Σ 1/2 G with G being a d-dimensional standard Gaussian vector. Then we can define the isonormal Gaussian process W over 
hence we obtain the conclusion of Theorem 1 from [15] .
Proposition 2.1 and some elementary approximation arguments lead the following useful lemma:
There is a universal constant C > 0 such that
for any Borel set A of R and any ε > 0. 
where C > 0 depends only on σ and σ (the right side is understood to be 0 if ∆ = 0).
where C ′ > 0 depends only on b.
Since we have max 1≤j≤d |x j | = max{max 1≤j≤d x j , max 1≤j≤d (−x j )} for any real numbers x 1 , . . . , x d , we obtain the following result as a direct consequence of Theorem 2.1:
Under the assumptions of Theorem 2.1(b), we have
In order to make Theorem 2.1 and Corollary 2.1 useful, we need a reasonable bound for the quantity ∆. When the random vector F consists of multiple Wiener-Itô integrals with common order, we have the following useful bound for ∆:
Lemma 2.2. Let q ≥ 2 be an integer and suppose that
where C q > 0 depends only on q. for all λ ∈ R.
for a positive integer p, we have 
where C > 0 is a universal constant.
Remark 2.4. The above result (combined with Theorem 2.1) can be viewed as an analogy of the so-called secondorder Poincaré inequalities proved in Nourdin et al. [49] . Indeed, its proof is based on the lemmas proved there.
Gaussian approximation of maxima of random symmetric quadratic forms
In this section we focus on the problem of approximating the distribution of maxima of symmetric quadratic forms. The next result can be easily derived from the results in the previous section:
Theorem 3.1. For each n ∈ N, let ξ n be an N n -dimensional centered Gaussian vector with covariance matrix Σ n = (Σ n (k, l)) 1≤k,l≤Nn and d n ≥ 2 be an integer. Also, for each k = 1, . . . , d n , let A n,k be an N n × N n symmetric matrix and Z n = (Z n,1 , . . . , Z n,dn ) ⊤ be an d n -dimensional centered Gaussian vector with covariance
and suppose that the following conditions are satisfied:
Then we have sup
and
as n → ∞.
Remark 3.1. Since any symmetric Gaussian quadratic form can be written as a linear combination of independent χ 2 random variables via eigenvalue decomposition (see e.g. Section 3.2.1 of [19] ), the readers may be wondering about whether it is possible to apply the original CCK theory to derive a similar result to Theorem 3.1 using eigenvalue decomposition. This is however impossible in general because the matrices Σ 1/2
are not necessarily simultaneously diagonalizable by an orthogonal matrix, which may induce an additional crosssectional dependence after orthogonal transformation. To see this, suppose that Σ n is identity for simplicity. Then, the afore-mentioned eigenvalue decomposition argument reads as follows: For each k = 1, . . . , d n , we take an N n × N n real orthogonal matrix U n,k such that U n,k A n,k U ⊤ n,k is diagonal, and set ε n,k = U n,k ξ n . Then the components of ε n,k are independent and F n,k can be written as a linear combination of the squared components of ε n,k .
However, for k = l, the covariance matrix of ε n,k and ε n,l is given by U n,k U ⊤ n,l , which is generally not diagonal; e.g. we have
n are simultaneously diagonalizable, there is gain to use Theorem 3.1 instead of the original CCK theory. To see this, suppose that each F n,k can be written as
is a sequence of i.i.d. standard normal variables. In this case, if we assume that there are constants b, b > 0 such that
for all n ∈ N and k = 1, . . . , d n and that the matrix C n is equal to the covariance matrix of the variables F n,1 , . . . , F n,dn , Proposition 2.1 of [17] yields the convergence (3.1), provided that B 2 n log
as n → ∞, where
Since we have max
the convergence (3.1) is indeed implied by B 2 n log 6 d n = o(N n ) according to Theorem 3.1. In addition, the inequality (3.2) can be not tight. A cheap example is the case that
In this case we have B 2 n /N n = 1/ √ N n , while it holds that
See also Remark 4.8 for another advantage of using our results instead of the original CCK theory. (i) In Theorem 3.1, the number N n does not necessarily diverge to get the convergence
This is because the variance of ξ n is allowed to diverge in the setting of the theorem. To see this, suppose that N n = 1, ξ n is a centered Gaussian variable with variance n, and A n,k = 1/ √ 2n. In this case we have
This follows from the following inequality (see Eq. (11) of [19] ):
2.5 of [48] ). In practice, it is often easier to check the condition on Σ
(see e.g. Theorem 5.10 of [32] ), which implies the uniform integrability of the variables F 2 n,k and F 4 n,k , n = 1, 2, . . . . Actually, adopting an analogous discussion to the one from Chernozhukov et al. [17] , we can easily generalize the conclusion of Theorem 3.1 to the convergence of the Kolmogorov distance between F n and Z n as follows:
0 as n → ∞ is indeed a necessary condition when d n is fixed (it is still unclear that this condition is necessary when d n → ∞ as n → ∞, though).
In the next section we will apply Theorem 3.1 to derive a Gaussian approximation of the null distribution of the test statistic for the absence of lead-lag effects. In order to implement the test in practice, we need to compute quantiles of the null distribution, but it is not easy to directly compute those of the derived Gaussian analog of the test statistic because its covariance structure contains unknown quantities for statisticians. For this reason we will apply a wild bootstrap procedure to approximately compute quantiles of the null distribution. Theorem 3.1 is still applicable for ensuring the validity of such a procedure as long as Gaussian wild bootstrapping is considered, but it turns out that a wild bootstrap procedure based on another distribution performs much better in finite samples.
For this reason we partially generalize Theorem 3.1 to a non-Gaussian case.
For every n ∈ N, let N n ≥ 1 and d n ≥ 2 be integers and let Γ n,k = (γ n,k (i, j)) 1≤i,j≤Nn be an N n × N n symmetric matrix for each k = 1, . . . , d n . We assume that γ n,k (i, i) = 0 for all i = 1, . . . , N n , k = 1, . . . , d n and n ∈ N. Given a sequence ξ = (ξ i ) ∞ i=1 of random variables, we set
be a sequence of independent standard Gaussian variables. For every i ∈ N, we define the random variables (W
, and set
Suppose that there is a constant b > 0 such that C n (k, k) ≥ b for every n and every k = 1, . . . , d n . Then we have j are related to the so-called Lindeberg method. In fact, our proof of Theorem 3.2 is based on the generalized Lindeberg method developed in [43, 50] (see also Chapter 11 of [48] ).
Remark 3.5. There is probably room for improvement in Theorem 3.2. In particular, the truncation arguments used in the CCK theory (based on Lemma A.6 of [11] ) are apparently applicable to our case, which would significantly weaken the assumptions of Theorem 3.2. On the other hand, it is less obvious whether the other techniques used in the CCK theory (especially in Chernozhukov et al. [17] ) are applicable to our case or not. Their excellent argument leads a very sharp bound, but it seems crucial in their argument that the statistics considered there is a linear function of independent random variables. More precisely, to apply their argument to our case, the independence between the variables U i and V i appearing in the proof of Theorem 3.2 seems necessary, but this is not the case (such a structure is necessary to get an analogous estimate to Eq.(30) of [17] , for example). This issue is left to future research. Remark 3.6. Analogous quantities to R n,2 and R n,3 from Theorem 3.2 have already appeared in Theorem 3.1 and it is usually not difficult to bound them. On the other hand, as long as the third moments of Y i 's are uniformly bounded, the quantity R n,1 is bounded by the third moment of the maximum of a sum of (high-dimensional) independent random vectors, so we have many inequalities which can be used to bound it (see e.g. Chapter 14 of [7] ). Here we give two examples of such inequalities. The first one only requires the uniform boundedness of the p-th moments of Y i 's for some p ≥ 3, while the latter one is applicable when the variables Y i are sub-Gaussian.
for every n.
(b) Suppose that there is a constant a > 0 such that Y i is sub-Gaussian relative to the scale a for all
Using the above lemma, we obtain a useful criterion to check the conditions appearing in Theorem 3.2 in terms of the so-called influence indices: Given a symmetric matrix Γ = (γ(i, j)) 1≤i,j≤N , the influence of the variable i of Γ is defined by
The influence indices play an important role in studies of the central limit theorem for random quadratic forms (and homogeneous sums more generally); see [25, 43, 50] for example. 
where
Remark 3.7 (Implication of the condition (3.3)). Let us consider the case that there is a symmetric matrixΓ n = (γ n (i, j)) 1≤i,j≤Nn such that Inf i (Γ n ) = Λ n,i for all i = 1, . . . , N n . Namely, the influence indices of the matrices Γ n,1 , . . . , Γ n,dn are dominated by that of the matrixΓ n . In this case the condition (3.3) reads
The quantity Γ n 2 F is the variance of the quadratic form
Therefore, it would be natural to assume sup n∈N Γ n 2 F < ∞. Moreover, in many cases it is reasonable to expect
According to [25] , Γ n sp gives an optimal convergence rate for the Kolmogorov distance between
and a standard Gaussian variable, hence it seems reasonable to expect
Berry-Esseen inequality. Consequently, the condition (3.3) is typically satisfied when log
A typical example satisfying the above condition is the situations where Γ n,k 's correspond to sample autocovariances:
In this case the quantities Nn j=1 γ n,k (i, j) 2 does not depend on k, so we can takeΓ n = Γ n,1 for example.
Application to high-frequency data

Testing the absence of lead-lag effects
We turn to the problem of testing the absence of lead-lag effects which is mentioned at the beginning of the Introduction. Here we consider a more general setting than the one described in the Introduction by allowing (deterministic) time-varying volatilities as well as the presence of multiple lead-lag times under the alternative.
Let ρ 1 , . . . , ρ M be real numbers satisfying the condition M m=1 |ρ m | < 1. Also, let θ 1 , . . . , θ M be mutually different numbers. Then, by Proposition 2 from [26] there is a bivariate Gaussian process B t = (B 1 t , B 2 t ) (t ∈ R) with stationary increments such that both B 1 and B 2 are standard Brownian motions as well as B 1 and B 2 have the cross spectral density given by
This means that we have
For each ν = 1, 2, we consider the process X ν = (X ν t ) t≥0 given by
where σ ν ∈ L 2 (0, ∞) is nonnegative-valued and deterministic. We observe the process X ν on the interval [0, T ] at the deterministic sampling times 0 ≤ t ν 0 < t ν 1 < · · · < t ν nν ≤ T , which implicitly depend on the parameter n ∈ N such that r n := max
as n → ∞, where we set t ν −1 := 0 and t ν nν +1 := T for each ν = 1, 2.
Remark 4.1. It is not difficult to extend the following discussion to the case that the volatilities σ 1 , σ 2 and the sampling times (t 1 i )
j=0 are random but independent of the process B, but we focus on the deterministic case for the simplicity of notation. Extension to a situation where the volatilities depend on B is non-trivial because of the non-ergodic nature of the problem (i.e. the asymptotic covariance matrix of the statistics (U n (θ)) θ∈Gn defined below generally depends on B) and we leave it to future research.
Our aim is to construct a testing procedure for the following statistical hypothesis testing problem based on discrete observation data (X 1
We introduce some notation. For each ν = 1, 2, we associate the observation times (t ν i ) nν i=0 with the collection of intervals Π ν n = {(t ν i−1 , t ν i ] : i = 1, . . . , n ν }. We will systematically employ the notation I (resp. J) for an element of Π 1 n (resp. Π 2 n ). For an interval S ⊂ [0, ∞), we set S = sup S, S = inf S and |S| = S − S. In addition, we set V (S) = V S − V S for a a stochastic process (V t ) t≥0 , and S θ = S + θ for a real number θ. We define the Hoffmann-Rosenbaum-Yoshida cross-covariance estimator by
where we set K(I, J) = 1 {I∩J =∅} for two intervals I and J. Now our test statistic is given by
where G n is a finite subset of R.
To establish the asymptotic property of our test statistic T n , we first investigate the asymptotic property of the following quantity:
We impose the following conditions:
[A2] There are positive constants v, v such that v ≤ V n (θ) ≤ v for all n ∈ N and θ ∈ G n , where
[A4] The grid G n satisfies the following conditions:
(ii) There is a sequence (υ n ) n∈N of positive numbers such that
and lim n→∞ υ n min{n 1 , n 2 } = 0.
is standard in the literature and satisfied when σ 1 and σ 2 are càdlàg, for example.
[A2] roughly says that the scaling factor √ n is appropriate (the quantity V n (θ) is related to the variance of U n (θ)).
[A2] holds true e.g. when
as n → ∞ and there is a constant c > 0 such that n(|I| ∧ |J|) ≥ c for every n and all
[A4] ensures that G n is sufficiently fine to capture the cross-covariance at the lag θ m for every m. Note that [A4] is also assumed in [30] (see Assumption B3 of [30] ).
Remark 4.3. It is impossible to apply the original CCK theory (at least naively) to prove Proposition 4.1 because we need to apply Theorem 3.1 to a situation where the matrices Σ 1/2
n are not simultaneously diagonalizable. In fact, if we consider the synchronous and equidistant sampling with the step size 1/n, the matrices corresponding to U n (±1/n) are of the form
where we take the matrix A = (a ij ) as
We can easily check that those matrices are not commutative unless the size of A is less than or equal to 2.
The above proposition suggests that the null distribution of our test statistic T n could be approximated by that of max θ∈Gn |Z n (θ)| for sufficiently large n. However, it is not easy to evaluate the distribution of max θ∈Gn |Z n (θ)| directly, so we rely on a (wild) bootstrap procedure to construct critical regions for our test. The above Gaussian approximation result plays a role in validating the bootstrap procedure.
Let (w 1 I ) I∈Π 1 n and (w 2 J ) J∈Π 2 n be mutually independent sequence of i.i.d. random variables which are independent of the processes X 1 and X 2 . Then we set
Given a significance level α, we denote by q * n (1 − α) the 100(1 − α)% quantile of the bootstrapped test statistic T * n = √ n max θ∈Gn |U * n (θ)|, conditionally on X 1 and X 2 :
where F X is the σ-field generated by the processes X 1 and X 2 .
Remark 4.4. We generate the bootstrap observations under the null hypothesis H 0 . This is a typical approach in the bootstrap test literature (see e.g. [5] ). Moreover, as discussed in Section 4 of [21] as well as Section 2 of [20] , this approach often serves as refining the performance of the test.
for all I, J and there is a constant a > 0 such that both w 1 I and w 2 J are sub-Gaussian relative to the scale a for all I, J. Suppose further that r n = O(n −3/4−η ) as n → ∞ for some η > 0. Then the following statements hold true for all α ∈ (0, 1):
By Proposition 4.2, given a significance level α ∈ (0, 1), we obtain a consistent and asymptotically level α test for (4.2) by rejecting the null hypothesis if T n ≥ q * n (1 − α). Of course, in the practical implementation we replace q * n (1 − α) by a simulated one. For example, given observation data, we generate i.i.d. copies T * n (1), . . . , T * n (R) of T * n (conditionally on the observation data) with some sufficiently large integer R. Then we replace the function P T * n ≤ z|F X of z by its empirical counterpart 1 R R r=1 1 {T * n (r)≤z} and compute q * n (1−α) accordingly. Note that this is equivalent to computing the bootstrap p-valuep * = 1 R R r=1 1 {T * n (r)>Tn} and rejecting the null hypothesis ifp * ≤ α.
Remark 4.5. The proposed test is evidently invariant under multiplying a constant. In particular, the factor √ n can be dropped when we implement the test in practice.
Remark 4.6 (Choice of the multiplier variables). Choice of the distribution of the multiplier variables (w 1 I ) I∈Π 1 n and (w 2 J ) J∈Π 2 n are important for the finite sample property of the test. In our situation it turns out that choosing Rademacher variables induces a quite good finite sample performance of our testing procedure. Namely, the proposed test performs very well in finite samples when the distributions of w 1 I and w 2 J are chosen according to
This is presumably because the above choice makes the unconditional distribution of the bootstrapped test statistics of T * n coincide with the distribution of T n . This can be shown in the same way as in the proof of Theorem 1 from [20] . For this reason we recommend that we should use Rademacher variables as the multiplier variables for the above testing procedure (and we do so in the simulation study of Section 5).
Uniform confidence bands for spot volatility
To illustrate another potential application of our main results, we present an application of our result to constructing uniform confidence bands for spot volatility. This section is only for an illustration purpose, so we do neither pursue the generality of the theory nor discuss practical problems on implementation such as the choice of a bandwidth and a kernel function. We refer to Section 6 of [38] for a discussion on the latter issue.
Let us consider the stochastic process X = (X t ) t∈[0,T ] which is defined on a stochastic basis (Ω, F, (F t ) t∈[0,T ] , P ) and of the form
process. The aim of this section is to construct uniform confidence bands for the spot volatility σ 2 based on the high-frequency observation data {X t i } n i=0 , where t i = T i/n, i = 0, 1, . . . , n. Specifically, we consider the following kernel-type estimator for σ 2 (cf. [24, 38] ):
We derive a Gaussian approximation result for the supremum of the Studentization of σ 2 n (t). Let us set
In view of Theorem 3 from [38] , σ 2 (t)s n (t) can be seen as an approximation of the asymptotic standard error of σ 2 n (t). We define the Gaussian analog of the Studentization of σ 2 n (t) as follows. For each n ∈ N, let (z n i ) n i=1 be a sequence of i.i.d. centered Gaussian variables with variance 2/n 2 , and we set
[B2] The kernel function K : R → R is Lipschitz continuous and compactly supported as well as satisfies
We also impose the following strengthened version of assumption [B1] when deriving the convergence rate of Gaussian approximation:
[SB1] There is a constant Λ > 0 such that Λ −1 ≤ |σ(t)| ≤ Λ and w(σ; η) ≤ Λη γ for all t ∈ [0, T ] and η ∈ (0, 1).
are satisfied. Suppose also that the bandwidth parameter h satisfies nh 1+2γ log n → 0 and log 6 n/nh → 0 as n → ∞. Let a n be a sequence of positive numbers such that a n → 0 and a n /h → ∞ as n → ∞. Then we have
as n → ∞. Moreover, if we additionally assume [SB1], we have
Remark 4.7. We introduce the parameters a n in Proposition 4.3 to avoid boundary effects. See Section 4 of [38] for more details about this topic. 
Hence we need the condition log 7 n/nh → 0 as n → ∞ to get the convergence (4.3).
In contrast to the previous subsection, the process Z n (t) does not contain any unknown parameter, so Proposition 4.3 is readily applicable to construction of uniform confidence bands for σ 2 : Given a significance level α ∈ (0, 1), let q n (1 − α) be the 100(1 − α)% quantile of the variable sup t∈[an,T −an] |Z n (t)| (which can be computed e.g. by simulation). Then,
give asymptotically uniformly valid 100(1 − α)% confidence bands for σ 2 (t), t ∈ [a n , T − a n ].
Remark 4.9. The applications considered in this section concerns asymptotic settings where the terminal value T of the sampling interval is fixed. Here, we briefly discuss applicability of our theory to asymptotic settings where the terminal value T of the sampling interval tends to infinity. In such a setting, a typical problem which our theory seems to fit would be constructing uniform confidence bands for the coefficient functions of an ergodic diffusion process. Non-parametric estimation of the coefficient functions of a diffusion process from high-frequency data is extensively studied in the literature, but most studies focus only on point-wise inference (except for Kanaya [33] , where uniform convergence rates of kernel-based estimators have been derived; see also Söhl and Trabs [58] where the authors construct uniform confidence bands for the drift coefficient of a diffusion process based on lowfrequency observation data), so it would be important to consider this problem. In such a problem, estimators typically have deterministic asymptotic covariance matrices, hence the issue indicated in Remark 4.1 does not arise. Unfortunately, however, we encounter another issue that it seems difficult (at least not straightforward) to get a reasonable estimate for the quantity ∆ in this problem. This is perhaps because we do not take account of special properties of the underlying diffusion process (such as the Markov and mixing properties) when deriving our estimate. Therefore, this issue might be resolved by adopting the approach from Kusuoka and Yoshida [39] where Malliavin calculus is locally applied to the underlying process with taking account of the Markov and mixing
properties. However, a rigorous treatment of this idea is rather demanding, so we leave it to future work.
Numerical illustration
In this section we illustrate the finite sample performance of the testing procedure for the absence of lead-lag effects, which is proposed in Section 4.1. 2 The setting of our numerical experiments is basically adopted from Section 5 of [30] . Specifically, we simulate model (1.1) with T = 1, ϑ = 0.1,
We vary the correlation parameter as ρ ∈ {0, 0.25, 0.5, 0.75} to examine the size and the power of the testing procedure. We consider both synchronous and non-synchronous sampling scenarios. For the synchronous sampling scenario t 1 i = t 2 i = ih n , i = 0, 1, . . . , ⌊T h −1 n ⌋, we examine three kinds of sampling frequencies: h n ∈ {10 −3 , 3 · 10 −3 , 6 · 10 −3 }. Also, in these scenarios we set G n = {kh n : k ∈ Z, |kh n | ≤ 0.3} as the search grid. On the other hand, for the nonsynchronous sampling scenario, we first simulate the processes on the equidistant times i·10 −3 , i = 0, 1, . . . , 1, 000, then we randomly pick 300 sampling times for X 1 . We do so for X 2 independently of the sampling for X 1 . In this scenario we set G n = {k · 10 −3 : k ∈ Z, |k| ≤ 300} as the search grid. For the testing procedure, we use Rademacher variables as the multiplier variables and 999 bootstrap replications to construct the critical regions.
We run 10,000 Monte Carlo iterations in each experiment. Table 1 reports the rejection rates of the proposed test in each experiment. For the case ρ = 0, the numbers should be close to the corresponding significance levels, and this is true for all the experiments. Turning to the power performance, we find that in the low correlation case ρ = 0.25 the power of the test is rather weak except for the most frequent sampling scenario. This is reasonable in view of the simulation results reported in [30] , which indicate that the contrast function U n (θ) becomes flat in that case. For the moderate and the high correlation cases ρ = 0.5 and ρ = 0.75, the power of the test is satisfactory. Note. α denotes the significance level.
Appendix
A Preliminaries
A.1 Basic elements of Gaussian analysis and Malliavin calculus
In this section we briefly overview the basic elements of Gaussian analysis and Malliavin calculus for Gaussian processes. See [32, 48, 52] for more details about these topics.
Throughout the paper, H denotes a real separable Hilbert space. The inner product and the norm of H are denoted by ·, · H and · H , respectively. We assume that an isonormal Gaussian process W = (W (h)) h∈H over H defined on a probability space (Ω, F, P ) is given. Namely, W is a centered Gaussian family of random variables
We denote by L 2 (W ) the space L 2 (Ω, σ(W ), P ) for short. For every non-negative integer q, we denote by H q the closed subspace of L 2 (W ) spanned by the set {He q (W (h)) : h ∈ H, h H = 1}, where He q (x) = (−1) q e x 2 /2 d q dx q (e −x 2 /2 ) is the qth Hermite polynomial. The space H q is called the qth Wiener chaos of W . It is well-known that the spaces H q and H r are orthogonal whenever q = r (cf. Lemma 1.1.1 of [52] ). Moreover, the space L 2 (W ) possesses the following orthogonal decomposition: L 2 (W ) = ⊕ ∞ q=0 H q (cf. Theorem 1.1.1 of [52] ). This decomposition is called the Wiener-Itô chaos decomposition of L 2 (W ). We denote by J q the orthogonal projection of L 2 (W ) onto H q for each q. Therefore, every F ∈ L 2 (W ) has the decomposition F = ∞ q=0 J q F , which is called the Wiener-Itô chaos decomposition of F .
A
Gaussian variables. We can easily check that {W (h) : h ∈ H} is a Gaussian Hilbert space. Given a Gaussian
Hilbert space H and an integer q ≥ 0, we set P q (H) = {ϕ(ξ 1 , . . . , ξ m ) : ϕ is a polynomial of degree ≤ q; ξ 1 , . . . , ξ m ∈ H; m ∈ N} and denote by P q (H) the closure of
Let p, q be positive integers. For f ∈ H ⊙p , g ∈ H ⊙q and r ∈ {0, 1, . . . , p ∧ q}, f ⊗ r g denotes the rth contraction of f and g. The symmetrization of f ⊗ r g is denoted by f ⊗ r g. See Appendix B of [48] for more details on these concepts.
A random variable F is said to be smooth if it can be written as
where h 1 , . . . , h m ∈ H and f : R m → R is a C ∞ function such that f and all of its partial derivatives have at most polynomial growth. We denote by S the set of all smooth random variables. For a smooth random variable F of the form (A.1) and an integer k ≥ 1, we define the kth Malliavin derivative of F as the H ⊙k -valued random variable defined by
For a real number p ≥ 1, let us denote by L p (Ω; H ⊙k ) the set of all H ⊙k -valued random variables Y such that
We regard L p (Ω; H ⊙k ) as the Banach space equipped with the norm defined by
it is well-known that the kth Malliavin derivative operator
D k on S ⊂ L p (Ω, F, P ) into L p (Ω; H ⊙k ) is closable (cf. Proposition 2
.3.4 of [48]). Therefore, there is a unique closed operator on
, which is also denoted by D k , such that its graph is equal to the closure of S with respect to the norm 
We also note that, for any integer q ≥ 1 and f ∈ H ⊙q , I q (f ) ∈ D 1,p and DI q (f ) = qI q−1 (f ) (cf. Proposition 2.7.4
of [48]).
We denote by δ the divergence operator, which is the adjoint of the operator
The domain of δ is denoted by Dom(δ). Therefore, for any F ∈ D 1,2 and any u ∈ Dom(δ) we
We also set
where the convergence of the series is considered in
if and only if F ∈ D 1,2 and DF ∈ Dom(δ), and this case we have LF = −δDF (cf. Proposition 1.4.3 of [52] ).
It holds that LL
−1 F = F − E[F ] for all F ∈ L 2 (W ) (cf. Proposition 2
.8.11 of [48]).
A.2 Technical tools from the Chernozhukov-Chetverikov-Kato theory
This subsection collects the technical results of the Chernozhukov-Chetverikov-Kato theory, which are used in this paper. The first result is a corollary of Lemmas 3-4 of [15] and Lemma 4.3 of [13] :
Proof. The first inequality is a direct consequence of Lemmas 3-4 from [15] . The second inequality is Eq. 
The third one is a corollary of Lemma 4.1 from [13] 
for any Borel set A of R. Then we have
Proof. By extending the probability space (Ω, F, P ) if necessary, we may assume that there is a uniform random variable on (0, 1) independent of V without loss of generality. Then, by Lemma 4.1 from [13] there is a random variable W ′ whose distribution is the same as that of W such that P (|V − W ′ | > r 1 ) ≤ r 2 . Therefore, the desired result follows from Lemma 2.1 of [15] .
The fourth result is a so-called anti-concentration inequality for maxima of Gaussian variables, which is taken from Theorem 3 of [15] :
Suppose that there are two constants σ, σ > 0 such that σ ≤ σ j ≤ σ for all j = 1, . . . , d. Then, there is a constant C > 0 which only depends on σ and σ such that
The fifth result is another anti-concentration inequality for maxima of Gaussian variables, which is taken from 
The last result is an anti-concentration inequality for supremum of a Gaussian process taken from 
for all ε ≥ 0.
A.3 Sub-Gaussian chaos property
This subsection presents the notion of sub-Gaussian chaos property of random variables and stochastic processes, which is introduced in [60, 61] and serves as deriving maximal inequalities used in this paper. Note that, unlike [60, 61] , we also allow sub-Gaussian chaos random variables to be uncentered. The following result is a useful criterion for this property. Proof. For any M > 0 we have
as k → ∞. Therefore, for sufficiently large M we have lim k→∞ a k+1 (M )/a k (M ) < 1, hence we obtain
is a decreasing function of M > 0 for all k ∈ N, the dominated convergence theorem yields 
Then we have
for any p > 0 such that pq ≥ 2.
Proof. By Lemma 14.7 from [7] we have
Since we have
we obtain the desired result.
To conclude this subsection, we present an estimate for the modulus of continuity for sub-Gaussian chaos processes, which is established in [60] . In the following, (T, d) denotes a semi-metric space. 
B Proofs
B.1 Proof of Proposition 2.1
The proof of Proposition 2.1 relies on the following integration by parts formula established by Nourdin and Peccati:
Lemma B.1 (Nordin-Peccati's formula). Let G ∈ L 2 (W ) and ψ : R d → R be a C 1 function with bounded partial derivatives. Then we have
This lemma is a straightforward extension of Theorem 2.9.1 from [48] , so we omit its proof.
Proof of Proposition 2.1. The latter claim immediately follows from the former and (2.1). To prove the former claim, we may assume that F and Z are independent without loss of generality. Let us set ϕ := g • Φ β and define
We can easily check that Ψ is continuous on [0, 1] and differentiable on (0, 1), and we have
for every t ∈ (0, 1). Now, by Lemma A.1 we have
for any x ∈ R d . In particular, ∂ 2 ϕ/∂x i ∂x j is bounded for all i, j = 1, . . . , d. Therefore, noting that the independence between Z and F , Stein's identity (e.g. Lemma 2 of [15] ) implies that
Moreover, Nourdin-Peccati's formula (Lemma B.1) yields
Hence we conclude that
for every t ∈ (0, 1). Consequently, we obtain
which completes the proof.
B.2 Proof of Lemma 2.1
Let us set β = ε −1 log d (hence β −1 log d = ε). From (2.1) we have
Next, by Lemma A.2 there is a C ∞ function g : R → R and a universal constant
Then we obtain
. Now, by Proposition 2.1 we have
where C 1 , C 2 > 0 denote universal constants. Moreover, we also have
This completes the proof.
B.3 Proof of Theorem 2.1
If ∆ ≥ 1, (2.2)-(2.3) hold true by taking C = C ′ = 2 (note that d ≥ 2). Therefore, it suffices to consider the case of ∆ < 1.
By Lemmas 2.1 and A.3 there is a universal constant
Now, under the assumptions of claim (a), Lemma A.4 yields
where C 1 , C 2 > 0 depend only on σ and σ, while we have
where C 3 > 0 depends only on b, under the assumptions of claim (b) due to Lemma A.5. Consequently, if ∆ = 0, letting ε tend to 0, we obtain the desired results. Otherwise, take
for claim (a). Then the same argument as the one in the proof of Theorem 2 from [15] yields (2.2). For claim (b),
, we obtain (2.3).
B.4 Proof of Lemma 2.2
By the triangular inequality it suffices to prove E max 1≤i,j≤d
From the proof of Lemma 6.2.1 from [48] we deduce that
In particular, by Proposition A.1 there is a constant M q > 0 which only depends on q such that ∆ i,j is a sub-(2q − 2)th chaos random variable relative to the scale M q ∆ i,j 2 . Therefore, by Proposition A.2 we have
Therefore, the proof is completed once we show that
which follows from the equation 
by Nourdin-Peccati's formula. Therefore, it holds that
Proof of Lemma 2.3. Since we have
the first inequality follows from Lemma B.2. Next, if both the variables D 2 F i op and DF i H are sub-Gaussian relative to the scale a for all i = 1, . . . , d, we have
with some universal constant C 0 > 0 for all i, j = 1, . . . , d and any integer p ≥ 1 by Lemma B.2 and Lemma 1 of [8] . Therefore, by Lemma A.7 there is another universal constant
is a sub-3rd chaos random variable relative to the scale Ca 2 . Now the second inequality of the lemma follows from Proposition A.2.
B.6 Proof of Theorem 3.1
Without loss of generality we may assume that ξ n can be written as ξ n = Σ 1/2 n η n , where η n is an N ndimensional standard normal variable. Set H n = R Nn and set W n (h) = h ⊤ η n for h ∈ H n . Then, W n = (W n (h)) h∈Hn is an isonormal Gaussian process over H n and we have η n = (W n (e 1 ), . . . , W n (e Nn )) ⊤ , where (e 1 , . . . , e Nn ) is the canonical basis of H n . Now let us denote by γ n,k (i, j) the (i, j)-th component of the
n . Then by the product formula for multiple Wiener-Itô integrals (e.g. Theorem 2.7.10 of [48] ) we can rewrite F n,k as
where I Wn 2 (·) denotes the double Wiener-Itô integral with respect to W n and
Therefore, by applying Theorem 2.1, Corollary 2.1 and Lemma 2.2, we obtain the desired result.
B.7 Proof of Theorem 3.2
We first derive some non-asymptotic results.
and Q(ξ) = (Q 1 (ξ), . . . , Q d (ξ)) ⊤ . Also, we set
Lemma B.3. Let g : R → R be a C 3 function with bounded derivatives up to the third order. For any β > 0 we have
Proof. The proof is based on the generalized Lindeberg method developed in [43, 50] . We start with introducing some notation following the proof of Proposition 11.4.2 from [48] . For p = 1, . . . , d and i = 1, . . . , N , we define the variables U p,i and V p,i by
By construction both Y i and G i are independent of (U i , V i ) (note that γ p (i, i) = 0 for every p), and we have
as well as the independence between Y i , G i and (U i , V i ), the Taylor theorem yields
Therefore, by Lemma A.1 we obtain
where we use the independence between Y i , G i and V i as well as the inequality of arithmetic and geometric means to obtain the last inequality. Now, using the identity
Lemma B.4. For any ε > 0 and any Borel set A of R, we have
Proof. Let us set β = ε −1 log d (hence β −1 log d = ε). From (2.1) we have
. Now, by Lemma B.3 we have
where C 1 , C 2 > 0 denote universal constants. Moreover, as in the proof of Theorem 3.1, we can apply Proposition 2.1 as well as Lemma 2.2 to Q(G) and thus obtain
with some universal constant C 3 > 0. Since we have
the proof is completed.
Proof of Theorem 3.2. By Lemmas B.4, A.3 and A.5, we obtain
where C > 0 depends only on b. Therefore, taking ε = R
obtain the desired result.
B.8 Proof of Lemma 3.1
We first prove the claim (a). For the proof it is convenient to introduce the notion of the hypercontractivity of a random variable. Let us recall that a random variable Y is said to be (p, q, η)-hypercontractive for 1 ≤ p ≤ q < ∞ and 0 < η < 1 if a + ηY q ≤ a + Y p for all a ∈ R. We refer to [37] , [40] and [43] for more details on this notion. We note that, if Y is (p, q, η)- 
Proof. First we note that η ≤ (p − 1) −1/2 (see page 333 of [43] ). Then, since
hypercontractive for all i by Corollary 3.4.1 of [40] ,
is (2, p, η)-hypercontractive for all i, j. Therefore, the desired inequality follows from the Lyapunov inequality and Remark 3.3.1 of [40] .
Proof of Lemma 3.1(a). By Proposition 3.16 from [43] ,
Hence the desired result immediately follows from the above lemma.
Next we turn to the claim (b). For the proof we use some elementary properties on the sub-Gaussian property which we enumerate for convenience. In this case we always have E 
for all i. This completes the proof.
B.9 Proof of Corollary 3.1
the convergence R n,1 log 7 2 d n → 0 follows from Lemma 3.1 and assumptions. Next, note that max 1≤i≤Nn
the convergence R n,3 log 3 d n → 0 follows from Eq.(11) of [19] and assumptions.
B.10 Proof of Proposition 4.1
In the following subsections, for (possibly random) sequences (x n ) and (y n ), x n y n means that there exists a (non-random) constant C ∈ [0, ∞), which depends only on the model parameters such as σ 1 , σ 2 and the constants appearing in assumptions, such that x n ≤ Cy n a.s. for large n.
Lemma B.6. Under the assumptions of Proposition 4.1, we have
for every n ∈ N and every θ ∈ G n .
Proof. The Isserlis formula (cf. Theorem 1.28 from [32] ) yields
Now let us set I(S) = I∈Π 1 n :I∩S =∅ I for every interval S. Then we have
hence we obtain the desired result.
Lemma B.7. Under the assumptions of Proposition 4.1, there is a constant C > 0 such that
Proof. First we apply the so-called reduction procedures used in [28, 29] to every realization of (I) I∈Π 1 n and (J −θ ) J∈Π 2 n (see also the proof of Lemma 2 from [19] ). We define a new partitionΠ 1 n as follows: I ∈Π 1 n if and only if either I ∈ Π 1 n and it has non-empty intersection with two distinct intervals from {J −θ : J ∈ Π 2 n } or there is J ∈ Π 2 n such that I is the union of all intervals from Π 1 n included in J −θ . We also define a new partitionΠ 2 n as follows: J ∈Π 2 n if and only if either J ∈ Π 2 n and J −θ has non-empty intersection with two distinct intervals from Π 1 n or there is I ∈ Π 1 n such that J is the union of all intervals from J ′ ∈ Π 2 n such that J ′ −θ is included in I. Due to bilinearity F n (θ) is invariant under this procedure. r N is also unchanged by this application because of its definition. Moreover, by construction we have
Consequently, for the proof we may replace (Π 1 n , Π 2 n ) by (Π 1 n ,Π 2 n ). This allows us to assume that
throughout the proof without loss of generality.
We turn to the main body of the proof. Let Σ n be the covariance matrix of (X 1 (I))
n , where
From Eq. (11) of [19] we have
Now, Lemma B.6 yields
On the other hand, by Example 5.6.5 and Theorem 5.6.9 of [31] as well as (B.2), we have
Therefore, Corollary 4.5.11 (the Ostorowski theorem), Example 5.6.5 and Theorem 5.6.9 of [31] imply that
Proof of Proposition 4.1. The result is an immediate consequence of Theorem 3.1 and Lemmas B.6-B.7.
B.11 Proof of Proposition 4.2
Throughout this subsection, we set
H is obviously a Gaussian Hilbert space. Also, for each ν = 1, 2 we define the process v ν = (v ν t ) t≥0 by v ν t = t 0 σ ν (s) 2 ds, t ≥ 0.
Lemma B.8. Under the assumptions of Proposition 4.2(a), we have
as n → ∞, where the process (Z n (θ)) θ∈Gn is the same one as in Proposition 4.1.
Then we can rewrite U * n (θ) as U * n (θ) = w ⊤ Ξ n (θ)w, where w = ((w 1 I ) I∈Π 1 n , (w 2 J ) J∈Π 2 n ) ⊤ . Therefore, by Theorem 3.2 and Lemma 3.1, it suffices to prove R * n,1 log 10 (#G n )∨R * n,2 log 10 (#G n )∨R * n,3 log 2 (#G n )∨R * n,4 log 3 (#G n ) → p 0, where
Here,
First we consider R * n,1 and R * n,2 . Noting that the inequalities
which hold for every n and all I ∈ Π 1 n , J ∈ Π 2 n and θ ∈ G n , by the triangular inequality we have
Since J X 2 (J) 2 K(I, J −θ ) ∈ P 2 (H), the Schwarz inequality and Proposition A.2 yield
Therefore, we obtain R * n,1 log 10 (#G n ) → 0 by the Markov inequality due to r n = O(n −3/4+η ). We can prove R * n,2 log 10 (#G n ) → 0 in a similar manner.
Next we consider R * n,3 . Since we have
by the hypothesis H 0 and (B.3), Proposition A.
Hence we obtain R * n,3 log 2 (#G n ) → p 0 due to the Markov inequality.
Finally we prove R * n,4 log 4 (G n ) → p 0. From Eq. (11) of [19] we have
In particular, we obtain
Moreover, the triangular and the generalized Hölder inequalities as well as (B.3) yield
Therefore, Proposition A.2 implies that E[R * n,4 ] √ nr n log 2 (#G n ), hence the desired result follows from the Markov inequality. Thus we complete the proof.
Lemma B.9. Under the assumptions of Proposition 4.2(b), we have
Proof. We first note that υ n = o(r n ) as n → ∞. In fact, we have T ≤ I |I| + 2r n ≤ (n 1 + 2)r n and T ≤ J |J|+2r n ≤ (n 2 +2)r n , hence it holds that T −2r n ≤ υ n min{n 1 , n 2 }·υ −1 n r n . Since υ n min{n 1 , n 2 } → 0 by [A4], we necessarily have υ −1 n r n → ∞. Therefore, without loss of generality we may assume that υ n ≤ r n . First we show that lim sup
Noting that
for any I ∈ Π 1 n , J ∈ Π 2 n and θ, θ ′ ∈ G n , we have
for any θ ∈ G n and sufficiently large n. This yields (B.4).
Next we prove lim inf
Let m * be an integer such that |ρ m * |Σ(θ m * ) = max 1≤m≤M |ρ m |Σ(θ m ). By assumption [A4], for each n ∈ N there is a number ϑ n ∈ G n such that |ϑ n − θ m * | ≤ υ n . Now noting (B.5), we have
for sufficiently large n. Let us denote by ⊖ the symmetric difference between two sets. Then we have
Noting that K(I, J −θ ) = K(I θ , J), an analogous argument yields
Therefore, by assumption [A4] we obtain
which yields (B.6).
From (B.4)-(B.6) we deduce that max θ∈Gn |E[U n (θ)]| → max 1≤m≤M |ρ m |Σ(θ m ). Since we have
the proof of the lemma is completed once we show that max θ∈Gn |F n (θ)| = o p ( √ n). By Proposition A.2 and the Markov inequality, we have max θ∈Gn |Z n (θ)| = O p ( log(#G n )). Hence the desired result follows from Proposition 4.1.
Therefore, Lemma A.7 implies that U * n (θ) is a sub-4th chaos random variable relative to the scale c/ √ n for some constant c > 0. Hence Proposition A.2 yields E[T * n ] = O(log 2 (#G n )) as n → ∞. Consequently, we obtain the desired result by the Markov inequality.
Proof of Proposition 4.2. (a) We follow
Step 3 in the proof of Theorem 2 from [36] . First, by Proposition 4.1, Lemma B.8 and Theorem 9.2.2 of [23] there is a sequence ε n of positive numbers tending to 0 such that
for all n ∈ N, where
Next, let us denote by q Z n the quantile function of max θ∈Gn |Z n (θ)|. Note that max θ∈Gn |Z n (θ)| has the density because of Lemmas B.6 and A.5. Therefore, on E n we have
hence on E n it holds that q * n (1 − α) ≤ q Z n (1 − α + ε n ). Therefore, we obtain
On the other hand, for any ω ∈ E n and any z ∈ R such that P (T * n ≤ z|F X )(ω) ≥ 1 − α, we have
Since Lemmas B.9-B.10 yield
under H 1 , hence we obtain P (T n < q * n (1 − α)) → 0. This implies the desired result.
B.12 Proof of Proposition 4.3
We begin by proving some auxiliary results. 
Proof. Noting that
we can decompose the target quantity as
Since Ψ is Lipschitz continuous and compactly supported, we have I n = O((nh) −1 ) as n → ∞. Moreover, since a n /h → ∞ as n → ∞, II n = III n = 0 for sufficiently large n. This completes the proof.
Lemma B.12. Under the assumptions of Proposition 4.3, there are constants C 1 , C 2 > 0 such that
for any n ∈ N and t ∈ [a n , T − a n ].
To estimate the second term on the right side, we first show that there is a constant a 0 > 0 such that, for every j = 0, 1, . . . , ⌊T /h⌋, the process A j n (t) := A n (t) − A n (u j ) indexed by t ∈ [u j , u j+1 ] is a sub-2nd-Gaussian chaos process with respect to the semi-metric d j defined by
To prove this, fix a j ∈ {0, 1, . . . , ⌊T /h⌋} and take t, t ′ ∈ [u j , u j+1 ] arbitrarily. We may assume t ≤ t ′ without loss of generality. Then, we can decompose
where we use the inequality |t − t ′ | ≤ h which holds because t, t ′ ∈ [u j , u j+1 ]. Analogously we have
Therefore, by Lemma A.7 we obtain the desired result. Now, since we have h γ log n for every j = 0, 1, . . . , ⌊T /h⌋. h γ log n. This completes the proof of (B.7).
Next we consider II n (t).
[SB1] and Lemma B.12 yield This completes the proof.
Thanks to the above lemma, we can work with the process F n (t) to prove the Gaussian approximation result stated in Proposition 4.3. Note that we have |Z n (t)| = O( log n), w(Z n ; n |Z n (t)| ∈ A c 1 vn+8ε + ε −2 c 2 √ nh log 2 n + P (e n > ε) + P (w(F n ; n −1 ) > ε) + P (w n (Z n ; n −1 ) > ε) (B.9)
for any ε > 0, any Borel set A of R and any n ∈ N. M n (t) σ 2 (t)s n (t) ∈ A c 1 vn .
Moreover, by definition we also have P sup
t∈[an,T −an]
M n (t) σ 2 (t)s n (t) ∈ A |F n (t)| ∈ A c 1 vn+ε + P (e n > ε).
Next, let us set s n j = a n + j/n for j = 1, . . . , N := ⌊(T − 2a n )n⌋. By definition it holds that |Z n (t)| ∈ A c 1 vn+8ε + P (w(Z n ; n −1 ) > ε),
Proof of Proposition 4.3. We first prove the second assertion (hence we assume [SB1]). Set ε = (nh) |Z n (t)| − x ≤ c 1 v n + 8ε + ε −2 c 2 √ nh log 2 n + P (e n > ε) + P (w(F n ; n −1 ) > ε) + P (w(Z n ; n −1 ) > ε)
for any Borel set A of R and any n ∈ N. By definition we have ε −2 c 2 √ nh log 2 n = O log n (nh) 1/6 . Also, noting log 6 n/nh → 0 by assumption, we have ε −1 h γ log 2 n = √ nh log nh γ · log n/(nh) 1/3 1/ log n and ε −1 √ log n/nh = (nh) −5/6 1/ log n Therefore, Lemma B.14, (B.8) and the Markov inequality implies that P (e n > ε) = O(n −1 ) and P (w(Z n ; n −1 ) > ε) = O(n −1 ). Moreover, Lemma B.16 yields |Z n (t)| − x ≤ c 1 v n + 8ε = O(v n log n) + O log n (nh) 1/6 .
We also have lim n→∞ P (w(F n ; n −1 ) > ε) = O(n −1 ). In fact, by Proposition A.1 there is a universal constant M > 0 such that the process (F n (t)) t∈[0,T ] is a sub-2nd-Gaussian chaos process with respect to the semi-metric d n where C denotes the constant appearing in Lemma B.15. Hence the desired result follows from the Markov inequality and the fact that ε −1 log n/nh = (nh) −5/6 √ log n 1/ log n. Overall, we obtain the desired result because n −1 = o(log n/(nh) 1/6 ).
Next we prove the first assertion. |Z n (t)| ≤ x → 0 as n → ∞ by the second assertion proved above, where
