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1. Sensibilità alla fonotassi 
 
 L’attitudine del parlante a registrare (più o meno implicitamente) gli aspetti 
statisticamente regolari e sistematici del linguaggio naturale è stata ampiamente 
dimostrata sul piano psicolinguistico (Cleeremans et al., 1998). Il presente lavoro si 
concentra su un aspetto delle regolarità fonotattiche: è stata studiata la stretta 
connessione tra la fonotassi, che regola la successione dei segmenti fonematici, e la 
struttura sillabica. Sfruttando tali regolarità, si è cercato di modellare 
computazionalmente il sistema sillabico in termini di attrazione/repulsione tra 
segmenti adiacenti. Cercheremo in primo luogo di chiarire come la sillaba (o meglio, 
il processo di sillabazione) sia motivata da costrizioni locali di natura fonotattica e 
come i due livelli (fonotattico e sillabico) interagiscano in maniera diretta, con 
conseguenze sullo sviluppo della competenza fonologica da parte del parlante. Sotto il 
profilo computazionale, il lavoro suggerisce strumenti per derivare l’organizzazione 
sillabica di una lingua a partire da informazioni sulla distribuzione dei fonemi.  
 Diversi approcci, propri del machine learning, sono stati avanzati per 
l’individuazione automatica dei confini sillabici: trasduttori a stati finiti (Kiraz and 
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Möbius, 1998), probabilistic context-free grammars (PCFGs, Müller, 2002), alberi di 
decisione per classificazione (van den Bosch et al., 1998). Tali approcci, peraltro, 
trovano motivazioni meramente ingegneristiche (come implementazioni in sistemi 
text-to-speech) e sono di scarso interesse dal punto di vista (psico-)linguistico. La 
nostra ricerca poggia invece sulla nozione di ‘conoscenza fonotattica implicita’, già 
sperimentalmente dimostrata (Cassar & Treiman, 1997; Pacton et al., 2002). Tale 
conoscenza, intesa come capacità  di generalizzazione e giudizio sulla well-
formedness di sequenze fonematiche, emerge come prodotto collaterale 
dell’esposizione del parlante al dato linguistico e delle sue ricorrenze statistiche.  
 Ambizione di questo lavoro, tuttavia, non è solo di indagare come la fonotassi 
possa proiettarsi sul processo di sillabazione, ma anche di riprodurre in termini 
computazionali il graduale formarsi di questa competenza. 
  
2. Metodologia e Corpora 
 
 In una prospettiva computazionale-simbolica, l’individuazione di possibili 
confini sillabici si riduce ad una semplice operazione di parsing ottenuta per mezzo di 
qualche algoritmo dedicato rule-based. In un approccio sub-simbolico, la sillabazione 
è ricondotta invece alla capacità di generalizzazione che il modello neurale, ad 
apprendimento ultimato, è in grado di esibire. In tale approccio, i principi che 
governano il processo di sillabazione e l’organizzazione della sillaba non sono definiti 
a priori dallo sperimentatore, ma appaiono come il risultato dell’attività simultanea di 
più unità elementari operanti in parallelo (nodi). La modellizzazione conferisce natura 
‘emergentista’ alla sillaba, considerata come configurazione di attività emergenti 
derivate da effetti di tipo ‘collettivo’, effetti generati dalle interazioni tra le singole 
unità, mediante eccitamento/inibizione delle loro connessioni. 
 La nostra modellizzazione ha previsto l’utilizzo di una rete neurale 
feedforward addestrata tramite algoritmo di back-propagation (Rumelhart et al., 
1986). A differenza di altri approcci che utilizzano sistemi connessionistici per 
l’analisi e la simulazione del comportamento sillabico (algoritmi generici su base 
neurale, Oudeyer 2001, sistemi dinamici, Laks 1995, reti ricorsive, Stoianov & 








un ‘filtro adattivo’ tra i contesti fonotattico e sillabico, capace quindi di ricondurre 
ogni segmento della catena fonematica alla struttura sillabica, espressa in termini di 
preferenze fonotattiche tra segmenti adiacenti.  
 Il sistema provvede dunque ad associare un set di patterns vettoriali, 
considerati come input al sistema (contesto fonotattico), con un set di patterns di 
output (contesto sillabico; cf. Figura 1). Ogni segmento via via considerato in Focus è 
codificato tenendo conto del contesto fonotattico, sia a sinistra sia a destra. Tale 
accorgimento fa sì che, in fase di training, ogni segmento sia elaborato in 
corrispondenza del suo intorno fonotattico entro la parola. Il sistema neurale è in 
grado di ricondurre ogni segmento, considerato in un contesto fonotattico a finestra 
costante (coi quattro segmenti a sinistra e a destra1), ad un contesto sillabico a finestra 




Figura 1. Contesto fonotattico ‘a finestra fissa’ (qui, per semplicità, ridotto ad una sola 
posizione a sinistra/destra del segmento in Focus) e contesto sillabico ‘a finestra 
variabile’ (per l’italiano, max. cinque segmenti). La parola qui considerata è cane. Ad 
un input di segmenti fonematici considerati nel loro contesto fonotattico, il sistema 
fornisce in output un contesto sillabico. 
 
 Sono stati confezionati tre diversi corpora di addestramento per italiano, 
spagnolo ed inglese. Ogni corpus è stato concepito per rappresentare in maniera molto 
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parsimoniosa i vari tipi sillabici della lingua. Il corpus italiano è formato da 83 parole 
per 51 tipi sillabici, quello spagnolo da 160 parole per 36 tipi sillabici, quello inglese 
da 159 parole per 78 tipi sillabici (Tabella 1). 
 Ogni segmento di input è stato codificato utilizzando una rappresentazione 
distribuita di tipo binario. Sette classi naturali sono state adottate per specificare la 
natura di ogni segmento: V (vocale), G (approssimante), L (liquida), N (nasale), F 
(fricativa), O (occlusiva) e A (rafforzata: raccoglie affricate dentali e foni palatali 
rafforzati).2  
 L’input per l’addestramento del sistema è stato creato nella maniera seguente: 
l’i-esimo segmento di una parola del corpus è rappresentato da un vettore binario Vi  a 
7 componenti, che definisce la classe di appartenenza. Pertanto una parola composta 
da n segmenti sarà rappresentata dagli nvettori binari v1, , vn . Il vettore di input 
Vi , che denomineremo conteso fonotattico di Focus vi , è dato da: 
Vi = vi−4  vi−1 vi vi +1  vi +4( ) 
ove agli indici  minori di 1 e  maggiori di n  corrisponde un vettore nullo. Data la 
natura supervisionata del sistema, un vettore binario Wi  dello stesso ordine di 
componenti è stato creato come risposta di output per ogni vettore di contesto 
fonotattico Vi . Il vettore Wi  fornisce l’informazione sulla natura sillabica del 
segmento Focus vi  per la parola in questione, marcando la presenza o meno di altri 
segmenti adiacenti, responsabili della struttura sillabica assieme al Focus. 
 
 Parole Tipi sillabici 
Italiano 83 51 
Inglese 159 78 
Spagnolo 160 36 
Tabella 1. Parole e tipi sillabici all’interno dei corpora. 
 
 
2.1 Addestramento e Test 
                                                









 Diverse architetture sono state progettate per verificare la minimizzazione 
dell’errore ad apprendimento ultimato. Sono state testate reti feedforward con 7, 10 e 
15 neuroni entro lo stato nascosto (hidden layer) e reti a due livelli, senza strato 
nascosto. Quest’ultima architettura è sembrata la più promettente in termini di 
rendimento per le nostre finalità (vedi Figura 2). 
 Nella fase di addestramento, i coefficienti di connessione del sistema neurale 
sono inizializzati in maniera pseudo-random e gradualmente modificati, per 
minimizzare l’errore, mediante l’algoritmo back-propagation. Ad apprendimento 
ultimato (25000 cicli e tasso di apprendimento 0.4), la percentuale di sillabazioni 
corrette, per le forme presenti nei corpora, è stata del 99.2%. 
 Nella nostra modellizzazione, l’unità sillabica è concepita come un attrattore 
di forze fonotattiche, caratterizzato da valori di repulsione/attrazione con i diversi 
segmenti fonologici. I diversi tipi sillabici sono attratti dai vari contesti fonotattici 
(leciti) con intesità variabile. Una struttura sillabica è quindi definita dalle mutue 
attrazioni che i vari segmenti intrattengono al suo interno. L’accettabilità  o meno di 
una sillaba è decisa dall’equilibrio di attrazione che i vari segmenti stabiliscono gli 










Figura 2. Errore quadratico medio (Mean Square Error) in scala logaritmica, 





 Il nostro modello definisce i valori di uscita all’interno di un continuum 
numerico reale tra 0 e 1: un’uscita di sillabazione non sarà mai pienamente 0 o 1, ma 
loro approssimazioni (ad es., 0.012 e 0.987). Ciò consente analisi quantitative 
raffinate all’interno dei possibili confini sillabici. 
 Un esempio visivo di sillabazione è dato dalla Figura 3 per la parola italiana 
/sillaba/ e quella inglese /bIfor/. All’interno della parola, ogni segmento esibisce una 
propria preferenza fonotattica nella scelta dei segmenti per la costruzione di unità 
sillabiche. La sillaba emerge dunque come uno ‘stato di equilibrio’ tra le forze 
fonotattiche mutuamente esercitate dai segmenti. Da tale ‘gioco di attrazioni’, la 
sillaba affiora come unità di un livello di  rappresentazione ulteriore (rispetto a quello 
fonotattico), su cui vengono proiettate e organizzate le sequenze fonematiche. 
Anziché una guida-supervisione, atta a definire l’accettabilità delle sequenze di 





Figura 3. Attrazioni fonotattiche per le parole /sillaba/ e /bIfor/. Si noti 









 Sulla base della conoscenza acquisita, il sistema è stato indotto a compiere due 
diversi processi di generalizzazione: 
a) adattare la conoscenza fonotattica a dati simili ma non identici; ossia, riconoscere 
tipi sillabici già appresi (presenti nei corpora), considerandoli tuttavia in contesti 
fonotattici differenti da quelli dell’apprendimento;  
b) adattare la conoscenza a dati inediti; ossia, riconoscere nuovi tipi sillabici, non 
presenti nell’addestramento.  
 Nel primo caso, il sistema ha dimostrato una robusta capacità di 
generalizzazione, riuscendo a riconoscere le ‘vecchie’ unità sillabiche nei nuovi 
contesti fonologici. Per es., il costrutto sillabico FGV, presente nel corpus italiano 
solo nell’item /swoi/ (FGV·V), è stato correttamente individuato in un contesto 
fonematico totalmente diverso come /graffjo/ (OLVF·FGV), sulla base delle 
preferenze fonotattiche espresse dai singoli segmenti per la costruzione della sillaba.  
 Nel secondo caso, nuovi tipi sillabici sono stati scoperti dal sistema per tutti i 
corpora studiati (italiano, spagnolo, inglese). Testato su forme inedite, il sistema ha 
mostrato capacità di generalizzazione riuscendo, sulla base della conoscenza appresa, 
a produrre una plausibile sillabazione. Ne è un esempio il costrutto FVG, individuato 
come unità sillabica in parole italiane come /fewdo/ (FVG·OV) o /sawro/ (FVG·LV) 
presentate per la prima volta alla rete. L’abilità di scoprire nuovi tipi sillabici è stata 
confermata anche in riferimento agli altri due corpora, spagnolo e inglese, di cui per 
esigenze di sintesi non riportiamo qui i risultati.  
 Il sistema sembra quindi possedere una strutturata e coerente conoscenza di 
quella che potrebbe essere la fonotassi di italiano, spagnolo e inglese, riuscendo a 
scomporre nuove ed inedite sequenze fonematiche in opportune costellazioni di 
attrazione (sillabe). In particolare, i valori di attrazione/repulsione che ogni segmento 
esprime nei confronti dei segmenti adiacenti, e che stanno alla base dell’accettabilità 
delle unità sillabiche, consentono di indagare quantitativamente contesti fonotattici 
critici, la cui scansione non appare affatto scontata. 
 
3.2 Lo status di /s/+ C 
 É stato in particolare indagato il comportamento del nesso consonantico /s/+C 








addestramento, ma è stato volutamente introdotto come forma inedita per testare il 
rendimento del sistema.  
 Di contro all’ipotesi corrente circa l’eterosillabicità del nesso /s/+C in italiano 
(Marotta, 1995), è stata avanzata l’idea dell’indecidibilità di tale scansione. L’ipotesi, 
elaborata sul piano sia teorico sia sperimentale (Bertinetto, 1996 e 2004), suggerisce 
che la scansione di /s/+C sia governata, in italiano, da principi non deterministici: in 
pratica, i parlanti oscillano fra tautosillabicità ed eterosillabicità. Affidare il nesso 
/s/+C al sistema costituisce pertanto un valido test per valutarne le doti di 
generalizzazione. 
 Il sistema ha fornito chiari indizi di eterosillabicità per /s/+C in spagnolo e in 
inglese, in linea con le attese teoriche. Una diversa classificazione è invece emersa per 
l’italiano. La rete neurale ha collocato il nesso a metà strada tra eterosillabicità e 
tautosillabicità, in una zona di equilibrio caratterizzata da valori sfumati (ad es., 0.543 
o 0.496,). Nel caso di /pasta/ (Figura 4), il sistema ha evidenziato le multiple 
attrazioni fonotattiche di /s/ verso le due sillabe adiacenti, con valori ‘opachi’ rispetto 
all’alternativa attrazione/repulsione. Possiamo dunque concludere che, nella nostra 




Figura 4. Generalizzazione del nesso /s/+C in italiano. Le connessioni ‘a punti’ 
rappresentano le attrazioni di /s/ verso i segmenti adiacenti.   
 
3.3 Comportamento sillabico 
 Ad apprendimento ultimato, una nuova serie di generalizzazioni è stata 
condotta, al fine di registrare e analizzare il possibile ‘comportamento sillabico’ dei 
singoli segmenti. Sono stati creati sette vettori ‘Focus’ Vi , rappresentanti ognuno la 








prodotto, per ognuna delle sette categorie, un nuovo vettore Wi , che definisce le 
preferenze sillabiche della categoria in Focus rispetto al suo contesto sinistro/destro. 
 I dendrogrammi delle Figure 5 e 6 illustrano i rapporti tra le sette categorie, 
rispettivamente per il contesto sinistro/destro. La metrica adottata per evidenziare le 
similarità è quella per cui la distanza fra due vettori ′ W e ′ ′ W è data dell’angolo 
compreso tra i rispettivi versori (cosine distance function).  
 Si noti come il sistema differenzi nettamente, per entrambi i contesti, il 
comportamento sillabico delle vocali da tutti i segmenti prettamente consonantici. È 
interessante constatare come la classificazione dei segmenti del contesto sinistro 
appaia governata dal principio di sonorità, che raggruppa vocali e approssimanti (V e 
G), separandole dalle restanti categorie sulla base della forza consonantica. Meno 




Figura 5. Similarità di ‘comportamento sillabico’, per il contesto sinistro, di ognuna 










Figura 6. Similarità di ‘comportamento sillabico’, per il contesto destro, di ognuna 




 La nostra modellizzazione ha permesso di esprimere computazionalmente le 
preferenze fonotattiche che i vari segmenti esibiscono mutuamente per la 
realizzazione delle unità sillabiche. Il nostro sistema può dunque operare anche da 
sillabatore automatico, riuscendo a riconoscere e marcare i confini di sillaba 
all’interno di sequenze fonematiche. La possibilità di indagare il continuum entro cui 
si realizza la sillabazione permette inoltre, tramite processi di generalizzazione, di 
compiere analisi raffinate sui casi in cui il confine di sillaba risulta incerto. 
 In una prospettiva cognitiva, il lavoro di modellizzazione ha cercato di porre 
in luce la graduale formazione della competenza fonotattica implicita, che il parlante 
sviluppa in rapporto ai dati linguistici cui è esposto. Tale competenza, di natura non 
esplicità nè dichiarativa, è stata intesa, nel nostro caso, come co-prodotto di 
sistematiche regolarità statistiche e di proiezioni fonotattiche (locali) su 
rappresentazioni sillabiche. Proiettare la fonotassi dell’italiano, dello spagnolo e 








costrizioni e le ‘liceità’ fonotattiche, per le quali una data sequenza fonematica  risulta 
sillabicamente interpretabile. 
 Un perfezionamento del sistema, ancora in fase di sviluppo, consisterà 
nell’adottare una rappresentazione del segmento fonologico che prescinda dalle classi 
naturali (vocale, nasale, occlusiva, ecc), e faccia invece riferimento o, direttamente, 
alla forza consonantica espressa da ogni segmento fonematico, oppure ai componenti 
minimi (tratti distintivi) che ne specificano la natura fonologica.  
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