A keyring is a graph obtained from a cycle by appending r ≥ 0 leaves to one of its vertices. Sidorenko proved an Erdős-Gallai-type theorem: Every graph of order n and size more than (k−1)n 2 contains a keyring of size at least k and with r leaves for r ≤ k−1 2 (Theorem 1.4, An Erdős-Gallai-type theorem for keyrings, Graphs Combin., 2018). In this note, we show that Sidorenko's theorem holds for larger r and so complete the Erdős-Gallai-type theorem for keyrings.
Introduction
The graphs considered in this paper are simple and undirected. Let G = (V, E) be a graph.
We call |V (G)| and e(G) = |E(G)| the order and the size of G, respectively. For two disjoint sets of vertices X and Y , write E G (X, Y ) for the set of edges in G with one endpoint in X and the other in Y and denote e G (X, Y ) = |E G (X, Y )|. For u ∈ V (G), denote by N G (u) the set of neighbors of u in G, and d G (u) = |N G (u)| is the degree of u in G. For a subset of vertices X ⊂ V (G), write G[X] for the subgraph of G induced by X. [1] proved the following statements.
Erdős and Gallai
Theorem 1 (Erdős-Gallai Theorem, 1959) . (1) Every graph of order n and size more than (k−1)n 2 contains a path of size k.
(2) Every graph of order n and size more than (k−1)n 2 contains a cycle of size at least k. * The work was supported by NNSF of China (No. 11671376), NSF of Anhui Province (No. 1708085MA18), and Anhui Initiative in Quantum Information Technologies (AHY150200).
Let D n,k be the class of all graphs of order n and size more than (k−1)n 2 . Erdős-Gallai Theorem told us every member of D n,k contains a path of size k and a cycle of size at least k. Paths and cycles are not the only subgraphs contained in members of D n,k . The most famous open problem on this subject was proposed by Erdős and Sós [2] .
Conjecture 2 (Erdős-Sós Conjecture, 1965) . Every graph in D n,k contains any tree of size k.
There are fruitful partial results in the study of the conjecture, it has been proved that the conjecture holds for many special families of trees on k vertices, such as (a) paths (Erdős and Gallai [1] ), (b) spiders (Fan [3] , Fan and Sun [5] , Fan, Hong and Liu [4] ), (c) trees of diameter at most four (McLennan [6] ), and (d) trees with a vertex joined to at least ⌊ k 2 ⌋ − 1 vertices of degree one (Sidorenko [7] ). As pointed out in [8] , Turán asked the very problems for which the Erdős-Gallai theorem provides the answers. Along this direction, we consider the Erdős-Gallai theorem of type (2) . Except those special families of trees, as we have known, every member of D n,k contains a subgraph listed in the following.
(i) A cycle of size at least k (Erdős and Gallai [1] ).
(ii) A lasso of size at least k (Fan and Sun [5] ). A lasso is a graph obtained from a cycle by appending a path to one of its vertices.
(iii) A keyring of size at least k and with r leaves for r ≤ k−1 2 (Sidorenko, Theorem 1.4 in [8] ). A vertex of a graph is a leaf if it has degree one. A keyring is a graph obtained from a cycle by appending r leaves to one of its vertices.
Note that a keyring of size k can have leaves up to k − 3. In this note, we show that Sidorenko's result still holds for larger r. Combining with the Erdős-Gallai thoerem, (iii) given by Sidorenko, we have the following Erdős-Gallai-type theorem.
Theorem 4. Every graph of order n and size more than (k−1)n 2 contains a keyring of size at least k and with r leaves for 0 ≤ r ≤ k − 3.
In Section 2, we give a structural lemma for every member of D n,k and the proof of Theorem 3. Some remarks will be given in Section 3.
Proof of Theorem 3
We define a class S(G) of sets of vertices. A subset X of V (G) is in S(G) if and only if X satisfies the following properties: For S(G), we have the following proposition.
and P is a path in G with both end vertices in X then X ∪V (P ) ∈ S(G).
We say x i is on the left of x j if i < j, and on the right otherwise. For the set of vertices X and path P = x 0 x 1 . . . x k with x 0 , x k ∈ X and an internal vertex u = x m of P , denote by i(u) the largest i < m with x i ∈ X, and by j(u) the smallest j > m with x j ∈ X. Apparently i(u) and j(u) exist and i(u) < j(u). Denote ℓ(u) = x i(u) and r(u) = x j(u) . Then the two segments P ℓ from ℓ(u) to u and P r from u to r(u) on P are internal vertex disjoint and have no internal vertex in X.
Choose u ∈ X ∪ V (P ). If u ∈ X then there is a cycle of length at least k 2 in G[X] containing u. We are done. So suppose that u ∈ V (P ) but u ∈ X. Then u is an internal vertex of P and so ℓ(u) and r(u) are two different vertices in X. So we can find a path P ′ connecting ℓ(u) and r(u) in G[X] of length at least k 2 . Combining with the two segments P ℓ and P r on P , we get a desired cycle in G[X ∪ V (P )] through u.
Choose u, v ∈ X ∪ V (P ). If both u and v are in X then G[X] contains a path of length at least k 2 connecting u and v and we are done. If, without loss of generality, v ∈ X and u is an internal vertex of P , then ℓ(u), r(u) ∈ X and at least one of them is different to v, say, ℓ(u) = v. Thus there is a path P v of length at least k 2 connecting v and ℓ(u) in G[X]. Combining with the segment P ℓ on P connecting ℓ(u) and u, we get a path of length at (iii) It can be checked directly.
Let C be a cycle in G of length at least k. Then V (C) ∈ S(G) by (iii) of Proposition 1.
Define H(C) be the maximal set in S(G) containing V (C).
Proposition 2.
(1) For a cycle C of length at least k, |H(C)| ≥ k and every pair of vertices in H(C) do not have common neighbours out of H(C).
(2) If C 1 and C 2 are two cycles in G with length at least k, then either H( (2) If H(C 1 ) ∩ H(C 2 ) = ∅, according to (i) of Proposition 1, H(C 1 ) ∪ H(C 2 ) ∈ S(G). By the maximality of H(C 1 ) and H(C 2 ), we have H(C 1 ) = H(C 1 ) ∪ H(C 2 ) = H(C 2 ). If H(C 1 ) ∩ H(C 2 ) = ∅ and there are two edges x 1 y 1 , x 2 y 2 ∈ E(H(C 1 ), H(C 2 )) with x 1 , x 2 ∈ H(C 1 ) and y 1 , y 2 ∈ H(C 2 ). By (1), x 1 = x 2 and y 1 = y 2 . Then there is a path P in G[H(C 2 )] connecting y 1 and y 2 . So x 1 y 1 P y 2 x 2 is a path with both end vertices in H(C 1 ). By (ii) of Proposition 1, H(C 1 ) ∪ V (P ) ⊆ S(G), again a contradiction to the maximality of H(C 1 ).
(3) It follows directly from (2).
The following is the key lemma in the proof of Theorem 3.
Lemma 5. Every graph G ∈ D n,k contains a cycle of length at least k 2 such that one of its vertices has degree at least k − 1.
Proof. Suppose to the contrary that there is a graph G ∈ D n,k containing no cycle of qualified length and vertex degree. We do operations on G as follows: . (I) For any vertex u ∈ H(C i ), there is a cycle in G[H(C i )] containing u of length at least k 2 . If d G (u) ≥ k − 1 then C i is a qualified cycle in G. It is a contradiction to G is a counterexample.
(II) Let C be a cycle in G of length at least k. If V (C) is disjoint with H(C i ) for any i ∈ {1, 2, . . . , m}, then C must be a cycle of length at least k in G m , a contradiction the
, which is bigger than H(C i ). This is a contradiction to the maximality of H(C i ) containing C i in S(G).
Suppose that V (G m ) = {y 1 , y 2 , . . . , y s }. We construct a new graph G ′ as below.
V (G ′ ) = {x 1 , x 2 , . . . , x m , y 1 , y 2 , . . . , y s }, and E(
By (1) and (2) of Proposition 2, e G (H(C i ), y j ) ≤ 1 and e G (H(C i ), H(C j )) ≤ 1 for i = j. So
and
By (I) of Claim 1,
Therefore,
We conclude that G ′ ∈ D |V (G ′ )|,k . By Theorem 1, G ′ contains a cycle C ′ of length at least k. Note that H(C 1 ), H(C 2 ), . . . , H(C m ) are pairwise disjoint. We can find a cycle C in G by replacing each x i contained in C ′ by a path (possibly be a vertex) in G[H(C i )]. Then C is a cycle of length at least k in G. But C is not contained in any G[H(C i )], a contradiction to (II) of Claim 1.
Now we are ready to give the proof of Theorem 3.
Proof of Theorem 3. Since G ∈ D n,k , G contains a cycle C of length at least k 2 such that there is a vertex u ∈ V (C) of degree at least k − 1. Assume that |N G (u) ∩ V (C)| = t and s = d G (u) − t. Then s is the number of neighbours of u out of V (C). Now we label the neighbours of u in V (C) starting from u along C in clockwise, the first neighbour of u is u 1 , the second one is u 2 , . . ., the last one is u t . The neighbours of u out of C are v 1 , v 2 , . . . , v s .
If r ≤ s then we find a keyring K from C by appending vertices v 1 , v 2 , . . . , v r to u as leaves. Clearly, K contains r leaves and at least k 2 + r ≥ k edges because r ≥ k 2 . If r > s then r − s + 1 < t since r ≤ k − 3. Let P be the segment on C with end vertices u r−s+1 and u containing all u i with r − t + 1 ≤ i ≤ t. Appending the edge uu r−s+1 to P we get a cycle and then appending r leaves v 1 , . . . , v s , u 1 , u 2 , . . . , u r−s to the vertex u of the cycle we obtain a keyring K in G with r leaves. Note that K contains at least k vertices and so K contains at least k edges.
Remarks
Turán asked the very problems for which the Erdős-Gallai theorem provides the answers.
Erdős-Gallai theorem solved the problem for cycles; Fan and Sun [5] solved the lasso problem; Combining Sidorenko's theorem and Theorem 3, the keyring problem is solved completely. Note that A lasso (keyring) is a graph obtained from a cycle by appending a path (a star) to one of its vertices. It is reasonable to consider the Turán problem for a graph obtained from a cycle by appending a tree to one of its vertices (we may call it a generalized keyring). It will be plausible if the Erdős-Gallai theorem provides the answer. We leave this as an open problem.
