We treat the complete dynamics of the Josephson junction circuit with both d.c. and a.c. current [10, 9, 1, 2]. We prove the existence of 'Smale horseshoe' chaos in the dynamics of the Josephson junction using the method of Melnikov thereby validating the experimental and simulation result of [6, 7, 11] [3, 5, 7, 17] For a good description of recent advances in superconducting devices and circuits see Van Duzer and Turner [16]. Further, the presence of chaos in the junction dynamics results in increased noise observed at the junction as discussed in [6, 7, 11]. This is particularly of consequence when the junction is used in mixer applications.
and Soerensen [7] , specially that which pertains to regions of chaos-the work of [7] is the most thorough to date. Abidi and Chua [3] , Odyniec and Chua [13, 14] (Greenspan and Holmes [8] ), the swing equations of a power system (Kopell and Washburn [12] , Salam [10, 9, 1, 2] . We prove the existence of 'Smale horseshoe' chaos in the dynamics of the Josephson junction using the method of Melnikov thereby validating the experimental and simulation result of [6, 7, 11] in the 10- [3, 5, 7, 17] bifurcation diagram of [7] on the grounds of simulation, experiment and qualitative arguments. We describe the region of the a.c. dynamics which has been studied by Chua and Odyniec in [13, 14] 
-they explain essentially the piecewise constant por tion of the I-V characteristic in the a.c. forced junction.
We point out in Section 2, the need for analytic proofs for the. existence of chaos in certain parameter ranges to analytically confirm the conjecture of (7] . To [12] , Salam , Marsden and Varaiya [1] , Greenspan and Holmes [8] , Holmes [10] , and the new book of Guckenheimer and Holmes [9] 
this end, we begin with a brief discussion of chaos and the Melnikov technique for establishing the presence of a Smale-Birkhoff horseshoe in the dynamics of a periodically forced nonlinear system. We do not review the results on the specifics of the chaos associated with the horseshoe here-the reader is referred to the papers of Kopell and Washbrun

for this. In Sections 4 and 5 we apply these techniques to establish the existence of chaos in the junction for different sets of parameter rangesSection 4 deals with junctions with low conductance values; whereas Section
5 has no such restriction.
We point out here that the treatment of chaos, as it applies to the
Josephson junction, was attempted in [14] , The case of large conductance, corresponding to Section 5 here, was only treated qualitatively as in [7] , The [16] . Further, the presence of chaos in the junction dynamics results in increased noise observed at the junction as discussed in [6, 7, 11] . This is particularly of consequence when the junction is used in mixer applications.
Section 2 Dynamics of the Josephson Junction
The Model
The dynamics of a Josephson junction driven by a current source as shown in Fig. 1 (see ag.D ,6,7,11,13,16] 
aai2LSio -andT (t) -i i ( hG T T) . Their equation (2.1) reads as
2.^2 I-V Characteristics of the DC-Excited Junction
While the bifurcation diagram of Figure 
This is the case of primary interest to us in this paper, namely, equation (2.3) with T (t) =» P +eSincoT (bias + small sinusoidal forcing). It is the model for the dynamics of the Josephson junction when used in microwave generators
and mixers [7, 13, 16] employs the rotation number technique as in [3] .
The work of [3, 13] was contained in the work of Belykh et al [7] , though the latter treats a slightly more generalform of equation (2.7), namely,
J • 7$ y " T [-(! + Y coa<fr)y -Sin* + e Sinwt] (2.9)
While our primary interest is in the instance that y » 0 in equation (2.9) we will begin by a description of the qualitative results of [7] , which are the most complete to date. [7] Figures 5, 6 are reproduced from [7] , with the parameter y in (2.9) assumed non-zero. see also [1, 9, 10, 12] According to [7] [3, 13, 7] .
The AC Bifurcation Diagram of Belykh. et al
The lowest horizontal line B in Figure 5 was through a combination of experiments and simulation that [7] obtained the bifurcation diagram of Figure 5 . Figure 7 (a), reproduced from [7] , shows one Figure 5 ). Figure 7c taken from [6] .
such I-V characteristic corresponding to a junction having an intermediate value for 8 (the line A in
Our Contribution
We have discussed in Section 2.3 the qualitative and simulation work of [7] and the limited analytic work of [3, 13, 14] . In the rest of this paper we prove rigorously those conclusions of [7] that have not been proven in [3, 13, 14] . [1, 9] for further discussion).
The majority of cases in which chaos has been reported in Che literature are based on simulation or intuitive arguments. One specific form of chaos, the Smale horseshoe and its generalization, the Arnold diffusions has shown
itself to be well suited to analysis and has been studied in detail [1, 8, 9, 10] .
Further, a technique called the Melnikov technique provides an analytic tool for measuring the presence of the horseshoe chaos in certain periodically forced non-linear systems. In ingenuous form, it gives information about the behavior of the perturbed periodic system based on a calculation involving trajectories of the unperturbed system. We review the method:
Consider the system 
x -f(x) + e g(x,t) (3-D
and the perturbed unstable orbit x (t,tQ). Then the following Lemmas are
proven in [8, 9] . Lfimma Figure 8) Figure 9 forming the so-called
xU(t,tQ) **0(t-t0) +exU(t,tQ) +0(e2X uniformly in tfor te]-~,tQ] Xg(t,tQ) -xo(t-tQ) + exS(t,tQ) +0(e2), uniformly in tfor te[tQ,« [. Lemma 3.2 (First Variation Equations) xU(t,tQ) =-Dxf(x0(t-t0)) xlu(C,CQ) +g(x0(t-t0),t) (3.3) for t e ]-°°,t0] x3(t,tQ) -Dxf(x*0(t-tQ)) xls(t,tQ) +g(x0(t-tQ),t) (3.4) for t e [tQ,«[. by The separation between x (C,C.) and x (c,c_) (see
M(tQ) -f(xQ(0)) A [xlu(t0,tQ) -xls(t0,t0)] (3.7) The interest in evaluating the distance between x (t,tQ) and xg(t,t0) arises from the fact that if they intersect transversely once, they inter sect each other infinitely often as shown in
Smale horseshoe in the dynamics of the Poincare map with countably many unstable orbits of different periods as well as a periodic recurrent orbit. (See [1,9] for a discussion of the Smale horseshoe). This results in a specific kind of chaos in the dynamics referred to as the Smale horseshoe. The Melnikov method evaluates M(tQ), the first variation in the distance^(Cq) scaled by |f(xQ(0))|. Consequently if the function M(tQ) has transversal zeros, i.a., if^tQ such that it follows that xu(t,tQ) and xs(t,tQ) intersect transversally once (and hence infinitely often) resulting in the horseshoe choas. To obtain an expression for M(tQ) we write (3.5) as M(tQ) -AU(Vt0) -43(t0,C0) (3.8)
where
Au(t0,t0): -f(xQ(0))A xlu(t0,tQ), and AS(t0,t0): -f(xQ(0)) Axis(t0,t0). The essence of the Melnikov method is to evaluate the scalar constants u s A (t0,tn) and A (t.,t.) in terms of the given vector fields f and g along the homoclinic orbit (before perturbation). To that end, one defines AU(t,tQ): -f(x0(t-tQ))A xlu(t,tQ) for te]-,tQ] (3.9) and A3(t,tn): -f(xn(t-tn))A xls(t,tn) for t e [tn,« ] . (3.10) Using (3.3) and (3.4), obtaining (3.8) becomes a final (resp. initial) value u s problem for the differential equation satisfied by A (tfO (resp A (t,0); namely I«/fc * \ e A lu,-A*lu
A (t,tQ) »f^x +f^x -[trace Df_(x(3(t-t0)) ]AU + f(x"0(t-t0)) A x g(x0(c-t0),t) for c z ) -,tQ] (3.11) AS(t,tQ) -[trace D^^t-t^) ]A3 + f(xQ(t-t0)) A x g(x0(t-t0),t) for t e [tQ,«[ (3.12)
Equations C3.ll) and (3.12) 
exp{ -trace [D-f(x"0(s-t ))]ds} as t -*• -« and A (t,tQ) approaches 0 more
H(y,7) -( |2-cos ?^. (4-3)
There are two saddle connection orbits for this system as shown in Figure 10 labelled Tu (upper) Hence in Figure (12 Figure (12 [7] (see Figure 5) and are labelled in Figure 12 
Equation (4.14) is defined only for p <^itt' and pQ -»• • as p Further at p • 0, p.Q *(R(-\ ) f i.e., it coincides with the curve p at p * 0. The curve pQ is plotted in
M(tQ) -J [7(t-tQ) •isin tut ]exp(|\dt. (5-2> (Note that the presence of the term expf -j necessitates checking the ex ponential convergence condition of Section 3 -this is done in the Appendix 1)
This may be simplified at [3, 13, 14] i.e., it is periodic in $ and 9). As studied in [13, 14] figure 7 (a); from [7] , a single diagonal line Soerensen [7] , as well as of [6] and [11] , gives the range of the periodic pertur bation parameter e which extends to (comparatively) (see [18] 
M(tQ) -iJ[J y(t)eC/S sin o>t dt] cos ucQ 7(t)et
SA -Saddle ST-Stable
The Figure 12 .
64/R (u)
The bifurcation diagram of system (2.9) when y = 0
