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在 Google Web 1T 语料库上训练得到的海量语言模型应用到机器翻译中。 














































As a result of progress of natural language processing and appearance of 
large-scale corpus, large-scale statistical language modeling becomes both realistic 
and necessary. Language Models contribute to the selection of good translation in 
Machine Translation. Research results show that translation quality indicated by 
BLEU score improves steadily with increasing language model size. So large 
language model becomes an active area in recent years. 
In this paper, based on the analyses of milestone technologies in language 
modeling, we design and implement a set of large language model training tools and a 
group of interfaces to accessing language model trained.  
First of all, we design and implement language model training tools that are 
applicable to Google Web 1T corpus. We optimize the space cost and improve 
performance through using more compact data structure, easier smoothing algorithm 
and probability quantization technology. We can complete the task of language 
modeling and generate language model files with these tools. 
Next, we design and implement interfaces to accessing language model, which 
can be called by natural language applications such as machine translation to fetch 
probability of word sequences. To meet different needs, there are three ways to access 
an existed language model: through dynamic linked library, through communication 
with language model server or distributed language model server.  
Finally, we make use of large language model trained on Google Web 1T by our 
tools in machine translation application. The Bleu score improves from 20.54 to 21.96, 
7% respectively, on the test set of Nist2008 international machine translation 
evaluation. Preliminary results show that large language model does improve 
translation quality. 
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1954 年美国乔治城大学的一项实验，将约 60 句的俄文翻译成英文，被视
为世界上第一个机器翻译系统。自此之后一直到 20 世纪 60 年代前期, 欧美各
国的机器翻译出现了不断上升的趋势。然而，ALAPC（自动语言处理顾问委员会，


































目标就是要将 S还原成 T，也就是一个解码的过程。如图 1.2-1 所示 
 
图 1-1 噪声通道模型 
 
根据贝叶斯公式可以得到： 


















度的估值则采用 大熵的想法，即保证模型尽可能的“均匀”，也即信息熵 大。 
















       公式 2 
这是一个比信源信道模型更为一般化的方法，基于信源信道的方法可以看做
基于 大熵的方法的一个特例。对数线性模型的主要优点在于可以很容易地整合














2006 年 9 月，Google 公司通过 LDC(语言数字协会, Linguistic Data 
Consortium)向外公布了在词次数量达到1T的web文本上整理得到的英语语料库。
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