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Abstract
We show that various flavors of Witt vectors are functorial with respect to multiplicative
polynomial laws of finite degree. We then deduce that the p-typical Witt vectors are functorial
in multiplicative polynomial maps of degree at most p − 1. This extra functoriality allows us to
extend the p-typical Witt vectors functor from commutative rings to Z /2-Tambara functors, for
odd primes p. We use these Witt vectors for Tambara functors to describe the components of
the dihedral fixed-points of the real topological Hochschild homology spectrum at odd primes.
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Introduction
The various rings of Witt vectors have a prominent role in number theory and algebraic topology.
They are defined as endofunctors on the category of commutative rings, and they provide a
functorial way of passing from characteristic p to characteristic zero. The prototypical example
is the ring of p-typical Witt vectors of the field Fp, which is isomorphic to the ring of p-adic
integers Zp. These Witt vectors functors exhibit some fundamental extra structures, such as
λ-operations, δ-ring structures, and Frobenius lifts, which determine several of their universal
properties (see e.g. [AT69], [Joy85]). In topology, Witt vectors appear in calculations related
to topological cyclic homology [HM97], cyclic K-theory [Alm74], and in chromatic homotopy
theory. Here they also exhibit extra structure, as they relate to the free Tambara functors of
the cyclic groups (see [Bru05]). In this paper we will provide novel additional structure on the
Witt vectors, related to polynomial laws and polynomial maps.
We recall from [Rob63] that a multiplicative polynomial law f from a commutative ring A
to a commutative ring B is a collection of multiplicative maps
fR∶A⊗Z R Ð→ B ⊗Z R
for every commutative ring R, which is natural with respect to ring homomorphisms in R. Every
multiplicative polynomial law f of finite degree n has an underlying multiplicative map
fZ∶AÐ→ B
which is n-polynomial, in the sense that its (n + 1)-st cross-effect, or deviation, vanishes. The
main goal of this paper is to show that various Witt vectors functors extend from the cate-
gory of commutative rings and ring homomorphisms to the category of commutative rings and
polynomial laws of finite degree, or to polynomial maps.
In §1 we introduce an axiomatic framework of “PD-functors”, to study this extended func-
toriality in polynomial laws. A PD-functor is an endofunctor of the category of commutative
rings
F ∶Ring Ð→ Ring
which commutes with certain limits and colimits. Examples of these functors include the Witt
vectors WS for any truncation set S ⊂ N, so in particular the big and p-typical Witt vectors,
as well as their truncated versions. They also include the rational Witt vectors, the subring of
the big Witt vectors of those power series with constant term one which are rational functions,
which by a theorem of Almkvist [Alm74, Alm78] is isomorphic to the cyclic K-theory ring. The
following is the main result of §1.
Theorem A. Any PD-functor F ∶Ring → Ring extends canonically to an endofunctor on the
category Ringpoly of commutative rings and multiplicative polynomial laws. For any of the Witt
vectors functors W listed above, this is the unique extension such that for any multiplicative
polynomial law f ∶A→ B the diagram
W (A)
w

W(f)
// W (B)
w

∏A ∏f // ∏B
commutes in Ringpoly, where w is the ghost map of W and ∏ f is the product polynomial law.
The theorem for a general PD-functor is proved in §1.3. We reduce the construction to
torsion-free rings by means of a resolution argument. We then use that the n-homogeneous
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polynomial laws out of a torsion-free ring A are classified by the “universal polynomial law ”
γA = (−)⊗n∶A → (A⊗n)Σn , which we by definition send to the map
F (γA)∶F (A) γF (A)ÐÐÐ→ (F (A)⊗n)Σn Ð→ F (A⊗n)Σn ≅←Ð F ((A⊗n)Σn),
where the last map is an isomorphism by the axioms of a PD-functor. In fact we show that our
extension of F to Ringpoly is the unique one that sends γA to this map. When A has torsion,
the universal polynomial law has value in the divided powers ΓnA, which motivates the name
PD-functor. In §1.4 we describe the ghost components of a polynomial law for the Witt vectors
functors.
Remark. By a theorem of Almkvist [Alm74, Alm78], our result shows that the cyclic K-group
K
cy
0 (A), defined as the group completion of the isomorphism classes of endomorphisms of finitely
generated projective A-modules modulo the zero endomorphisms, is functorial in multiplicative
polynomial laws. It is well known that Kcy0 and K0, as functors from additive categories, are
functorial in polynomial functors (see [BGMN] for a highly structured statement). It is however
not clear how multiplicative polynomial laws of commutative rings relate to polynomial functors
on the respective module categories. We also remark that K0 is not a PD-functor (Example
1.9), and therefore that our theorem does not provide this extra functoriality for K0.
In §2 we turn our attention to n-polynomial maps. These are the multiplicative maps f ∶A→
B which satisfy the additive condition
(crn+1)f(a1, . . . , an+1) ∶= ∑
U⊂{1,⋯,n+1}
(−1)n+1−∣U ∣f(∑
l∈U
al) = 0.
As remarked above polynomial laws forget to polynomial maps, but this correspondence is
neither surjective nor injective in general. However, it is bijective when the target ring is p-local
and the degrees are at most p − 1. By combining this observation with the theorem above we
prove the following, in §2.2. For any integer or infinity 1 ≤m ≤∞, let Wm(A;p) denote the ring
of p-typical m-truncated Witt vectors.
Corollary B. The functor Wm(−;p) extends to the partial category of multiplicative polynomial
maps of degree at most p − 1. That is, a multiplicative n-polynomial map f ∶A → B induces a
multiplicative n-polynomial map
Wm(f)∶Wm(A;p) Ð→Wm(B;p)
for every n < p, with the property that if f ∶A → B and g∶B → C are multiplicative and n and
k-polynomial, respectively, and nk < p, then Wm(g) ○Wm(f) = Wm(g ○ f). This extension is
unique with the property that in ghost coordinates wjWm(f) = fwj for every 0 ≤ j <m, i.e., the
diagram
Wm(A;p)
w

Wm(f)
// Wm(B;p)
w

∏m−1j=0 A ∏
m−1
j=0 f
// ∏m−1j=0 B
commutes.
Much like the universal polynomials for the sum and multiplication of Wm(A;p) it does not
seem to be possible to give an explicit description of the Witt components of the map Wm(f),
but there is an inductive procedure for finding them. The first two components of Wm(f) are
Wm(f)(a0, a1, . . . ) = (f(a0),
p−1
∑
i=1
(−1)i((p
i
)/p)f(ap0 + ia1), . . . )
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(see Example 2.8). When f is a ring homomorphism, one can verify using standard binomial
identities that the second component is equal to f(a1), so that this construction indeed extends
the usual functoriality of Wm(−;p) in ring homomorphisms. In §2.2 we also discuss how the
hypotheses of this corollary are necessary. Most notably, there is no further extension of this
functoriality on multiplicative polynomial maps of degree p. For example, the map
N ∶ZÐ→ Z[x]/(x2 − px)
that sends a to N(a) = a+ ap−a
p
x is of degree p and does not induce a map on W2(−;p) with the
ghost components as in the corollary (see Example 2.10).
Our motivation for considering polynomial maps is rooted in topology. A large supply of
polynomial maps is provided by the multiplicative transfers, or norms, of Tambara functors. A
Tambara functor is a Mackey functor with a multiplication (a Green functor) and multiplicative
transfers subject to certain axioms. Tambara functors naturally occur in topology, in particular
in equivariant stable homotopy theory, as the components of genuine G-equivariant commutative
ring spectra. For example the map N above is the norm of the Burnside Tambara functor for
the group G = Cp which corresponds to the inclusion e → Cp of index p. This Tambara functor
is the components of the initial G-equivariant commutative ring spectrum, namely the sphere
spectrum.
For the group G = Z /2, a Tambara functor T consists of two commutative rings A and B,
and maps
A
tran //
N
//τ 88 B,res
oo
subject to the axioms of [Tam93]. In particular the involution τ and res are ring homomor-
phisms, N is multiplicative 2-polynomial, and tran is additive and determined by the Tambara
reciprocity relation tran(a) = N(a + 1) −N(a) − 1. Therefore for every odd prime p, we can
define a diagram
Wn(T ;p) ∶= ( Wm(τ) << Wm(A;p) Wm(B;p) ),Wm(res)oo //tran //
Wm(N)
where Wm(τ) and Wm(res) are induced by the usual functoriality in ring homomorphisms,
Wm(N) is induced by the functoriality of the Corollary, and tran(x) ∶= Wm(N)(x + 1) −
Wm(N)(x) − 1. The following is proved in §3.2.
Theorem C. Let p be an odd prime and 1 ≤ m ≤ ∞ an integer or infinity. The diagram
Wm(T ;p) is a Z /2-Tambara functor. It is the unique Tambara functor functorial in T with
underlying rings Wm(A;p) and Wm(B;p) such that the ghost maps define a natural morphism
of Tambara functors
Wm(A;p)
w

tran //
N
// Wm(B;p)
w

resoo
∏mA
∏ tran
//
∏N
// ∏mB .∏ resoo
The reader should not confuse our construction with those arising in the theory of Witt
vectors for Green functors of [BGHL18].
In §3.3 we use this theorem to describe the components of the dihedral fixed points of the
real topological Hochschild homology THR(E) of a connective commutative Z /2-equivariant ring
spectrum E. Let Dpm be the dihedral group of order 2pm. Then THR(E) is a commutative
Dpm -equivariant ring spectrum, for all m ≥ 0, defined as the (derived) dihedral Bar construction
THR(E) ∶= BdiE = ∣[k]z→ E∧k+1∣
with the usual cyclic structure of THH(E), and the involution of E∧k+1 defined as the indexed
smash product over the Z /2-set {0,1, . . . , k} with the involution which reverses the order of{1, . . . , k} (see [DMPPR17] and [Høg16]). For every m ≥ 0 one can define a Z /2-spectrum
TRRm+1(E;p) ∶= THR(E)Cpm ,
which is a Z /2-equivariant refinement of the TR-spectra of [BHM93]. In Corollary 5.2 of
[DMPPR17] we identify the Z /2-Tambara functor of components π0THR(E), in the casem = 0.
Theorem [HM97] of Hesselholt and Madsen asserts that the components of the underlying ring
spectrum
π0TR
m+1(E;p) = π0THH(E)Cpm ≅Wm+1(π0E;p) =Wm+1(π0THH(E);p)
are naturally isomorphic to the ring of p-typical (m + 1)-truncated Witt vectors of π0E. Here
we establish a real version of this statement for odd primes. We call a Z /2-Tambara functor
cohomological if N res = (−)2 (for example a commutative ring with involution).
Theorem D. Let E be a connective Z /2-equivariant flat commutative orthogonal ring spectrum,
with π0E cohomological. Then for every odd prime p and m ≥ 0, there is an isomorphism of
Z /2-Tambara functors
π0TRR
m+1(E;p) = ( π0THH(E)Cpm π0THR(E)Dpmresoo //tran //
N
) ≅Wm+1(π0THR(E);p)
which is natural in E. Here Wm+1(−;p) is the Tambara functor of the previous theorem. In
particular there is a natural ring isomorphism π0THR(E)Dpm ≅Wm+1(π0THR(E)Z /2;p).
At the prime p = 2, or if π0E is not cohomological, the ring π0THR(E)Dpm is in general not
the Witt vectors of a ring. Moreover on the algebraic side there is no reason for the norm of
π0THR(E) to induce a map on 2-typical Witt vectors, since the condition n < p of Corollary
B is violated. For example when E = S is the sphere spectrum, whose components are not
cohomological, THR(S) = S and therefore
π0TRR
m+1(S;p)Z /2 = π0SDpm ≅ A(Dpm)
is the Burnside ring of the dihedral group, which is not the p-typical (m + 1)-truncated Witt
vectors of π0THR(S)Z /2 ≅ A(Z /2) (see Example 3.16). The dihedral fixed-points can still be
described by a variant of the Witt vectors construction. For odd p, there are “twisted ghost
maps” w˜j ∶∏mi=0 π0THR(A)Z /2 → π0THR(A)Z /2, defined by the formula
w˜j(x0, . . . , xm) ∶= j∑
i=0
(1 + (pi − 1)
2
tranZ /2e (1))xi(NZ /2e resZ /2e (xi)) pj−i−12 .
When π0E, and therefore π0THR(E), is cohomological tran(1) = 2 and this is the usual ghost
map wj of the ring π0THR(E)Z /2. In Theorem 3.15 we describe the dihedral fixed-points in
the following terms.
Theorem E. Let E be a connective Z /2-equivariant flat commutative orthogonal ring spectrum,
and p an odd prime. There is a unique ring structure W˜m+1(π0THR(E)Z /2;p) on the set
∏mi=0 π0THR(E)Z /2 such that the maps w˜j are natural ring homomorphisms, and a natural ring
isomorphism
π0THR(E)Dpm ≅ W˜m+1(π0THR(E)Z /2;p)
for every 1 ≤m ≤∞.
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There is a similar description of π0THR(E)D2m for the prime 2. The ring structure is again
determined by a twisted version of the ghost maps w˜j , which additionally take into account
the action of the non-trivial Weyl group of Z /2 in D2m . However, as a set, π0THR(E)D2m
is a quotient of the product ∏mi=0 π0THR(E)Z /2. This quotient accounts for the fact that the
transfer maps π0THR(E)D2i → π0THR(E)D2i+1 are not injective for the prime 2. This situation
is analogous to the Witt vectors for non-commutative rings of [Hes97] and [Hes05] where the
Verschiebung is generally not injective. The description of this quotient requires a choice of free
resolution of π0E as a Z /2-Tambara functor, which is unsatisfying if one is interested only in the
case where E is a discrete ring with involution. This situation will be analyzed in a forthcoming
paper with different methods.
We note that the topological applications are independent on the rest of the paper, and the
readers who are only interested in the algebraic results can safely ignore §3.3.
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Notation and Conventions
All the rings of this paper will be unital and commutative, and ring homomorphisms will not
necessarily be unital. We will denote by Ring the category of unital commutative rings and
not necessarily unital ring homomorphisms (or non-unital ring homomorphisms). The category
of commutative rings and unital ring homomorphisms will be denoted by Ring1. The tensor
product ⊗ defines a symmetric monoidal structure on Ring, which is not the coproduct. It is
given by the usual tensor product of unital rings and the tensor product of non-unital maps.
1 PD-functors and their functoriality in polynomial laws
In this section we present an axiomatic framework that includes the various flavors of Witt
vector functors. The notion of PD-functor, named after the French “puissances divisées”, is
an axiomatization of the properties which allow extra functoriality in polynomial laws. Since
divided powers govern polynomial laws, the axioms can be thought of as sufficient conditions
for compatibility with divided power structures.
1.1 Review of polynomial laws and divided powers
We begin by recalling some basic results about polynomial laws, mostly from [Rob63].
Definition 1.1. Let A and B be abelian groups. A polynomial law from A to B is a collection
of maps of sets fR∶A⊗ZR → B⊗ZR for every commutative ring R, which is natural with respect
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to ring homomorphisms R → R′ (i.e., a natural transformation of set valued functors). Such a
collection is called n-homogeneous if
fR(x ⋅ r) = fR(x) ⋅ rn
for every x ∈ A ⊗Z R, r ∈ R, and any commutative ring R. If A and B are rings, we call a
polynomial law multiplicative if each map fR is multiplicative.
Example 1.2.
i) A homomorphism of abelian groups f ∶A→ B defines a canonical 1-homogeneous polynomial
law
fR ∶= f ⊗Z R∶A⊗Z R Ð→ B ⊗Z R,
which is multiplicative if f is a ring homomorphism. This defines an embedding of the
category of abelian groups and group homomorphisms into the category of abelian groups
and polynomial laws. Via this embedding, we think of polynomial laws as maps f ∶A→ B,
by keeping in mind that this is in fact a natural transformation. A similar convention will
be adopted for ring homomorphisms and multiplicative polynomial laws.
ii) Let A be a ring, and n a non-negative integer. The n-th power maps
(−)n∶A⊗Z R Ð→ A⊗Z R
of the rings A⊗Z R define a multiplicative n-homogeneous polynomial law.
We recall from [Rob63] that there is a universal n-homogeneous law
γn∶A Ð→ Γn(A),
where Γn(A) is the n-th graded piece of the divided power algebra of the abelian group A, and
γn sends an element a ∈ A to its corresponding generator. This is universal in the following
sense. Let Hn(A,B) be the set of n-homogeneous polynomial laws from A to B, and Mn(A,B)
the subset of the multiplicative laws.
Proposition 1.3 ([Rob63, Rob80]). For every pair A and B of abelian groups, there is a natural
bijection
homAb(Γn(A),B) ≅Hn(A,B)
which sends a group homomorphism φ∶Γn(A) → B to φ ○ γ. If A is a commutative ring so is
Γn(A), and restricting to ring homomorphisms gives a bijection
homRing(Γn(A),B) ≅Mn(A,B)
for every commutative ring B.
We recall from [Rob63] that any polynomial law f decomposes uniquely into a locally finite
sum of homogeneous polynomial laws. If there are finitely many non-zero homogeneous pieces,
we say that the polynomial law is of degree n, where n is the largest degree of its homogeneous
summands. In this case the map f ∶A→ B has a Taylor decomposition
f = f0 + f1 +⋯+ fn,
where fi is a homogeneous polynomial law of degree i (in particular f0 is a constant in B). Each
fi in the Taylor decomposition of f corresponds to a unique additive map
ϕi∶ΓiAÐ→ B,
such that ϕi ○ γi = fi. When f is multiplicative, the maps ϕi have the following properties (see
[Zip86, Page 71]):
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• The map ϕi is multiplicative, i.e., a not necessarily unital homomorphism of rings;
• The maps ϕi and ϕj are orthogonal for i ≠ j, i.e., for any x ∈ ΓiA and y ∈ ΓjA, one has
ϕi(x) ⋅ϕj(y) = 0.
Altogether the polynomial law f admits a unique factorization
A
f
//
∏i γi

B,
∏ni=0 ΓiA
ϕ=⊕iϕi
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
and the map ⊕iϕi is a morphism in Ring. Note that if f is unital, then so is ⊕iϕi (but not the
individual ϕi-s).
1.2 Definition and examples of PD-functors
In this section we introduce the notion of PD-functor which defines a class of well-behaved
endofunctors on Ring1. We will show in §1.3 that these extend in a canonical way to functors
on polynomial laws, and the definition given here is taylored to this purpose.
We recall that Ring is the category of unital rings and not necessarily unital ring homomor-
phisms, and Ring1 is the subcategory of unital ring homomorphisms.
Definition 1.4. A functor F ∶Ring1 → Ring1 is a PD functor if it preserves the following
universal constructions:
i) finite products,
ii) reflexive coequalizers,
iii) fixed points of finite group actions.
Example 1.5. Let S be a set, and (−)×S ∶Ring → Ring be the functor that takes a ring A
to the product ring A×S = ∏S A, and a ring homomorphism to the product map f×S . Then(−)×S is a PD-functor. Conditions i) and iii) are satisfied, since products commute with limits.
Given a reflexive coequalizer of commutative rings, it is also a reflexive coequalizer of underlying
abelian groups and sets. If the set S is finite, then it is clear that (−)×S commutes with reflexive
coequalizers, since finite products in sets do. Infinite products in sets do not commute with
reflexive coequalizers in general. However, infinite products of abelian groups do commute with
reflexive coequalizers and reflexive coequalizers in abelian groups are reflexive coequalizers of
underlying sets.
Example 1.6. Let R be a torsion-free commutative ring. The functor (−)⊗ZR∶Ring1 → Ring1
that sends a commutative ring A to A⊗Z R is a PD-functor. The fact that R has no torsion is
used to show that (−)⊗Z R commutes with invariants of finite groups.
Example 1.7. For any truncation set S, the S-truncated Witt vectors functor WS ∶Ring1 →
Ring1 is a PD-functor. We recall that as a set
WS(A) =∏
s∈S
A,
and that the functoriality is given by taking the product map on underlying sets. As in Example
1.5 this implies that WS satisfies Conditions i) and iii). A reflexive coequalizer of commutative
rings is also a reflexive coequalizer of underlying abelian groups and sets. To show Condition ii)
one can argue exactly as in Example 1.5 using that WS and ()×S have the same underlying set.
By chosing the appropriate S, we see that big Witt vectors, n-truncated big Witt vectors, p-
typical Witt vectors and n-truncated p-typical Witt vectors are all PD-functors. See for example
[Hes15, Rab14] for more background on Witt vectors.
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Example 1.8. For a commutative ring A, the ring of big Witt vectors W(A) is isomorphic to
a ring whose underlying additive group is the subgroup of the units of A[[x]], the power series
with constant term equal to 1. The ring of rational Witt vectors WQ(A) is the subring of W(A)
corresponding to those power series which are rational functions. See [Alm74, Alm78, Haz83]
for more details.
It is clear that WQ preserves finite products. We verify Conditions ii) and iii) directly. For
a reflexive coequalizer of unital ring maps
A
f
//
g
// B
h // C
with a common section s∶B → A, we would like to show that
WQ(A) WQ(f) //
WQ(g)
// WQ(B) WQ(h) // WQ(C)
is a coequalizer. One only needs to check that KerWQ(h) ⊂ Im(WQ(f)−WQ(g)). Suppose that
we have
1 + b1x +⋯+ bnx
n
1 + b′1x +⋯+ b
′
nx
n
∈ KerWQ(h).
Then h(bi) = h(b′i) for all i = 1,⋯, n. This implies that there are ai ∈ A, i = 1, . . . , n such that
f(ai) = bi and g(ai) = b′i for every i. Consider the rational function
1 + a1x +⋯+ anx
n
1 + s(b1)x +⋯+ s(bn)xn ∈WQ(A).
Then the map WQ(f) −WQ(g) sends this rational function to
1 + f(a1)x +⋯ + f(an)xn
1 + f(s(b1))x +⋯ + f(s(bn))xn ⋅
1 + g(s(b1))x +⋯+ g(s(bn))xn
1 + g(a1)x +⋯+ g(an)xn
=
1 + b1x +⋯+ bnx
n
1 + b1x +⋯+ bnxn
⋅
1 + b1x +⋯+ bnx
n
1 + b′1x +⋯+ b
′
nx
n
=
1 + b1x +⋯ + bnx
n
1 + b′1x +⋯ + b
′
nx
n
,
where we have used that fs = gs = 1. This shows Condition ii).
Let G be a finite group and A a commutative ring with G-action. To show Condition iii) we
want to show that the canonical map
WQ(AG)→WQ(A)G
is an isomorphism. Since WQ preserves injections this map is injective, so we must show surjec-
tivity. Given a polynomial α ∈ A[x] and an element g ∈ G, we denote by g ⋅ α the polynomial
obtained by acting on the coefficients of α by g. Now let
α
β
∈WQ(A)G
be an invariant rational function. Then by definition for any element g ∈ G, we have
g ⋅
α
β
=
g ⋅α
g ⋅ β
=
α
β
.
Hence (g ⋅α)β = α(g ⋅β). Note that α and β do not have to be G-invariant. However, the latter
equation allows us to replace them with G-invariant polynomials. Indeed, we claim that
α
β
=
α(∏g∈G,g≠1 g ⋅ β)
∏g∈G g ⋅ β .
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It is clear that the denominator of the right hand fraction is G-invariant. We check that the
numerator is invariant as well:
h ⋅ (α( ∏
g∈G,g≠1
g ⋅ β)) = (h ⋅ α)(hh−1 ⋅ β)( ∏
g∈G,g≠1,h−1
hg ⋅ β) =
(h ⋅ α)β( ∏
g∈G,g≠1,h−1
hg ⋅ β) = α(h ⋅ β)( ∏
g∈G,g≠1,h−1
hg ⋅ β) = α( ∏
g∈G,g≠1
g ⋅ β).
The third equality uses the relation (h ⋅ α)β = α(h ⋅ β). Now the quotient
α(∏g∈G,g≠1 g ⋅ β)
∏g∈G g ⋅ β
is an element of WQ(AG) that maps under the canonical map to αβ in WQ(A)G.
Example 1.9. By Almkvist’s theorem [Alm74, Alm78], the functor WQ is isomorphic to the
cyclic K-theory functor Kcy0 , which is therefore a PD-functor. We remark however that the
Grothendieck group K0 is not a PD-functor. We will see in Corollary 1.14 that any PD-functor
preserves surjections, whereas K0 does not.
We end the section by remarking that any product-preserving endofunctor of Ring1 extends
canonically to an endofunctor of Ring. For this reason we will often implicitly consider a PD-
functors as being defined on the larger category Ring.
Lemma 1.10. Let F ∶Ring1 → Ring1 be a functor that preserves finite products. Then there is
a functor E∶Ring → Ring and an isomorphism φ∶E∣Ring
1
→ F . The pair (E,φ) is unique up to
unique isomorphism over F .
Proof. We first prove existence. For a possibly non-unital ring A we write A+ for its unital-
ization and pA∶A+ → Z for the canonical projection. We set E(A) = ker(F (A+) → F (Z)) and
note that this defines an endofunctor of the category of non-unital rings and non-unital ring
homomorphisms. If A is unital there is a natural unital map A+ → A and the induced map
A+ → A×Z is an isomorphism of unital rings. Since F preserves products, taking kernels of the
projection to F (Z) gives an isomorphism φA∶E(A) → F (A), so we see that E restricts to an
endofunctor F on Ring. The maps φA are natural in unital ring homomorphisms so we get a
natural isomorphism φ∶E∣Ring
1
→ F as desired.
We now prove uniqueness. Let (E,φ) and (E′, φ′) be pairs as in the statement of the lemma
and write ψ = (φ′)−1 ○ φ. We will show that ψ is natural with respect to all maps in Ring. Any
such map f ∶A→ B factors as
A
e⋅fÐ→ eB id×0ÐÐ→ eB × (1 − e)B ≅ B,
where e = f(1) is idempotent. The left and right hand maps are unital, so it suffices to check ψ
is natural with respect to maps of the form id×0∶R → R×S. This follows since F , and therefore
also E and E′, preserve finite products. The uniqueness of ψ is clear.
By abuse of notation we will simply write F for a choice of extension of a product preserving
functor F on Ring1 to non-unital ring homomorphisms. A pair of maps f ∶A→ C and g∶B → C
in Ring is called orthogonal if f(a) ⋅ g(b) = 0 ∈ C for all a ∈ A and b ∈ B.
Lemma 1.11. Let F ∶Ring1 → Ring1 be a functor that preserves finite products. Then the
extension to the category Ring has the following properties:
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i) For any pair of maps f ∶A→ A′ and g∶B → B′ in Ring, the diagram
F (A)⊗ F (B)
c

F (f)⊗F (g)
// F (A′)⊗ F (B′)
c

F (A⊗B) F (f⊗g) // F (A′ ⊗B′)
commutes, where c is the canonical coproduct map for unital rings.
ii) For any pair of orthogonal maps f ∶A → C and g∶B → C the maps F (f) and F (g) are
orthogonal.
iii) For any pair of orthogonal maps f ∶A → C and g∶B → C in Ring there is a commutative
diagram in Ring
F (A ×B) F (f+g) //
≅

F (C)
F (A) × F (B). F (f)+F (g)
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
Proof. Part i): Since the statement holds when both maps are unital we reduce to checking the
case when f is unital and g is of the form id×0∶B → B ×C. We must show that the left hand
square in the following diagram commutes
F (A)⊗F (B)
c

F (f)⊗F (id×0)
// F (A′)⊗ F (B ×C)
c

≅
(id⊗F (p1))×(id⊗F (p2))
// (F (A′)⊗F (B)) × (F (A′)⊗F (C))
c×c

F (A⊗B) F (f⊗(id×0)) // F (A′ ⊗ (B ×C))
≅
F (id⊗p1)×F (id⊗p2)
// F (A′ ⊗B) ×F (A′ ⊗C).
The right hand square commutes and the right hand horizontal maps are isomorphisms, so it
suffices to show that the outer rectangle commutes. The composite through the upper right
hand corner is the map (c ○ F (f)⊗ id) × c ○ (F (f)⊗ 0) and the other composite equals (F (f ⊗
id) ○ c) × (F (f ⊗ 0) ○ c). The second coordinates of both maps are equal to the 0 map and the
first coordinates are equal because ⊗ is the coproduct on unital rings.
Part ii): Orthogonality of f and g is equivalent to the composite map
A⊗B
f⊗gÐÐ→ C ⊗C µCÐ→ C
factoring through 0, where µC is the multiplication of C. Since F (0) = 0, Part i) implies that
F (A)⊗ F (B) F (f)⊗F (g)ÐÐÐÐÐÐ→ F (C)⊗ F (C) µF (C)ÐÐÐ→ F (C)
factors through 0 as well.
Part iii): The orthogonal maps f and g give a splitting of C as C ≅ Cf ×Cg ×C′ with f and
g factoring through Cf and Cg, respectively. Here Cf = f(1)C and Cg = g(1)C. The map f + g
is the composite
A ×B
fu×guÐÐÐ→ Cf ×Cg ↪ Cf ×Cg ×C′ ≅Ð→ C,
where fu is the corestriction of f , which is unital, and similarly for gu. Now consider the
diagram
F (A ×B) F (fu×gu) //
≅

F (Cf ×Cg)
≅

// F (C)
F (A) × F (B) F (fu)×F (gu) // F (Cf) ×F (Cg)
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
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where the vertical maps are the canonical isomorphisms. This diagram commutes in Ring and
the composite of the upper row is F (f + g) while the composite from the lower left hand corner
to the right hand corner is the map F (f) +F (g).
1.3 Functoriality of PD-functors in multiplicative polynomial laws
Let us consider the categoryRingpoly whose objects are commutative rings, whose morphisms are
the multiplicative polynomial laws of finite degree, and where the composition is the composition
of natural transformations. The category Ring is a subcategory of Ringpoly of the multiplicative
polynomial laws of degree 1 which preserve zero.
Let A be a torsion-free ring and F ∶Ring → Ring a PD-functor. The natural transformation
ξA∶Γn(A) → (A⊗n)Σn from [Rob63, Section III.6] is then an isomorphism, and we can consider
the polynomial law F (γA) defined as the composite
F (γA)∶F (A) (−)⊗nÐÐÐ→ (F (A)⊗n)Σn Ð→ F (A⊗n)Σn ≅←Ð F ((A⊗n)Σn) F (Γn(A)).≅F (ξA)oo
Theorem 1.12. Any PD-functor F ∶Ring → Ring extends canonically to an endofunctor of
Ringpoly which preserves the degree. This is the unique extension which sends the universal
n-homogeneous polynomial law γA∶A→ Γn(A) to F (γA) for any torsion-free A.
The proof of this theorem will occupy the rest of the section. The key ingredient of the proof
is the construction of a natural unital ring homomorphism
cn∶ΓnF (A) Ð→ F (ΓnA).
For n = 0, the functor Γ0 is constant with value Z, and we define c0 to be the unit map
c0∶ZÐ→ F (Z).
Now suppose that n ≥ 1. We start by defining cn for torsion-free rings, as the composite
cn∶ΓnF (A) ξF (A) // (F (A)⊗n)Σn cΣn // F (A⊗n)Σn F ((A⊗n)Σn)≅oo F (ΓnA).≅F (ξA)oo
Here c∶F (A)⊗n → F (A⊗n) is the canonical map that commutes F and the coproduct, and it is
Σn-equivariant. The third map is an isomorphism since by assumption PD-functors commute
with invariants.
For general commutative rings which are not necessarily torsion-free we use resolutions by
polynomial (torsion-free) rings.
Lemma 1.13. Let A be a commutative ring. Then there is a reflexive coequalizer in Ring1
P1
//
// P0 // A,
where P0 and P1 are polynomial rings over Z. Furthermore, any surjective unital ring homo-
morphism Q0 → A can be completed to a reflexive coequalizer
Q1
//
// Q0 // A.
If Q0 is torsion-free, then Q1 can be chosen to be torsion-free too.
Proof. First we note that a reflexive coequalizer in commutative rings is a reflexive coequalizer
of underlying abelian groups. The standard resolution one can use is given by
Z[Z[A]] //// Z[A] // A,
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where Z[−] is the polynomial ring functor. We describe the two parallel maps: The first one is
given by applying Z[−] to the counit morphism Z[A] → A. The second map is the counit for
Z[A]. Both maps are split by the ring homomorphism Z[A]→ Z[Z[A]] induced by the inclusion
of the sets A↪ Z[A].
Given any surjection σ∶Q0 → A, we can take the pullback
Q1
σ1 //
σ2

Q0
σ

Q0
σ // A
of σ along itself. The diagonal ∆∶Q0 → Q1 splits σ1 and σ2 and the cokernel of σ1 − σ2 is A.
Hence
Q1
σ1 //
σ2
// Q0 // A
is a reflexive coequalizer. Finally, if Q0 is torsion-free then clearly Q1 is as well.
Corollary 1.14. Any PD-functor takes surjections in Ring1 to surjections in Ring1.
Now we are ready to define the unital ring homomorphism cn∶ΓnF (A) → F (ΓnA). Choose
any reflexive coequalizer
P1
//
// P0 // A,
where P0 and P1 are torsion-free. The functor Γn(−) preserves reflexive coequalizers by [Rob63,
Section IV.10] and the functor F does it by Axiom ii). Hence there exists a unique morphism
cn∶ΓnF (A) → F (ΓnA) in Ring1 such that the diagram
ΓnF (P1)
cn

//
// ΓnF (P0)
cn

// ΓnF (A)
cn

✤
✤
F (ΓnP1) //// F (ΓnP0) // F (ΓnA)
commutes.
Proposition 1.15. The map cn∶ΓnF (A)→ F (ΓnA) does not depend on the choice of resolution.
Proof. Let Q1
//
// Q0 // A, be a reflexive coequalizer with Q1 and Q0 torsion-free. Let
us choose a reflexive coequalizer
P1
//
// P0 // A,
where P1 and P0 are polynomial rings. Then there is a unital ring homomorphism P0 → Q0
such that the diagram commutes:
P0 //
  
❇❇
❇❇
❇❇
❇
Q0

A.
We would like to show that the maps cPn , c
Q
n ∶ΓnF (A)→ F (ΓnA) induced by the two resolutions
agree. To see this, consider the following diagram:
ΓnF (P0)
cn

**❯❯
❯❯❯
❯❯❯
❯
// // ΓnF (A)
cPn

❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
ΓnF (Q0)
cn

// ΓnF (A)
cQn

F (ΓnP0) //
**❯❯
❯❯❯
❯❯❯
❯
F (ΓnA)
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
F (ΓnQ0) // F (ΓnA) .
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All squares commute except possibly the right hand face. But the map ΓnF (P0) → ΓnF (A)
is surjective by Corollary 1.14. Therefore the right hand face commutes and we conclude that
cPn = c
Q
n .
Next, we show that the maps cn are natural with respect to all maps in Ring. This will
be used later to show the extra functoriality of PD-functors with respect to multiplicative
polynomial laws.
Proposition 1.16. For any n ≥ 0, the map cn∶ΓnF (A) → F (ΓnA) is natural with respect to
morphisms in Ring. In other words, for any not necessarily unital ring homomorphism f ∶A→ B,
the diagram
ΓnF (A) cn //
ΓnF (f)

F (ΓnA)
F (Γnf)

ΓnF (B) cn // F (ΓnB)
commutes.
Proof. For n = 0 the statement is obvious, so we assume n ≥ 1. We start by showing naturality
with respect to unital homomorphisms f ∶A→ B. Clearly cn is natural with respect to f if A and
B are torsion-free. In general, we resolve f by polynomial rings. That is, we choose polynomial
rings P and Q and a unital ring homomorphism f ′∶P → Q such that the diagram
P // //
f ′

A
f

Q // // B
commutes and the horizontal maps are surjective. Then consider the cube
ΓnF (P )
cn

ΓnF (f
′) **
❯❯❯
❯❯❯
❯❯❯
// // ΓnF (A)
cn

ΓnF (f)
**❯❯
❯❯❯
❯❯❯
❯
ΓnF (Q)
cn

// ΓnF (B)
cn

F (ΓnP ) //
F (Γnf
′) **
❯❯❯
❯❯❯
❯❯❯
F (ΓnA)
F (Γnf)
**❯❯
❯❯❯
❯❯❯
❯
F (ΓnQ) // F (ΓnB) .
The left square commutes by the naturality on torsion-free rings. The top and bottom faces
commute by functoriality. Finally, the back and front faces commute by the definition of cn.
This means that all faces except possibly the right hand one commute. Additionally, the map
ΓnF (P ) → ΓnF (A) is surjective. Hence the right square also commutes which proves the
proposition for unital homomorphisms.
Now suppose that f ∶A→ B is a non-unital ring homomorphism. Let M(f)∶M(A)→M(B)
be the induced non-unital map of underlying multiplicative monoids. This induces a non-unital
homomorphism of monoid rings
Z(M(f))∶Z(M(A))→ Z(M(B)).
The diagram
Z(M(A)) // //
Z(M(f))

A
f

Z(M(B)) // // B
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commutes, where the horizontal maps are the augmentation maps. We once again consider the
cube
ΓnF (Z(M(A)))
cn

ΓnF (Z(M(f)))
++❳❳❳
❳❳❳❳
❳❳❳
// // ΓnF (A)
cn

ΓnF (f)
**❯❯
❯❯❯
❯❯❯
❯
ΓnF (Z(M(B)))
cn

// ΓnF (B)
cn

F (ΓnZ(M(A))) //
F (ΓnZ(M(f)))
++❳❳❳
❳❳❳❳
❳❳❳
F (ΓnA)
F (Γnf) **
❯❯❯
❯❯❯
❯❯❯
F (ΓnZ(M(B))) // F (ΓnB)
The top and bottom faces commute because of functoriality, and the back and front faces
commute by the unital case. The left hand square commutes by reduction to symmetric tensors,
since the rings are torsion free and then using that F is a PD functor. The topmost map in the
cube is surjective by Corollary 1.14. Hence the right hand square also commutes.
We are now ready to define a multiplicative polynomial law F (f) for any multiplicative
polynomial law f ∶A→ B of finite degree. We recall from §1.1 that the Taylor decomposition
f = f0 + f1 +⋯+ fn,
where fi is a homogeneous polynomial law of degree i, provides a factorization in Ring
A
f
//
∏i γi

B,
∏ni=0 ΓiA
ϕ=⊕iϕi
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
where ϕi ○ γi = fi. We define the multiplicative polynomial law F (f) to be the composite
F (A) ∏i γi // ∏ni=0 ΓiF (A) ∏i ci // ∏ni=0 F (ΓiA) ≅ // F (∏ni=0 ΓiA) F (ϕ) // F (B),
where the third morphism is the inverse of the canonical morphism, which is an isomorphism
since PD-functors commute with finite products. This definition recovers the old F (f) when f
is a morphism in Ring. We must show that these maps respect composition.
Theorem 1.17. Let F be a PD-functor and f ∶A→ B and g∶B → C two multiplicative polyno-
mial laws of finite degree. Then F (g ○ f) = F (g) ○ F (f).
The proof of this theorem will require several steps. We start with the following.
Proposition 1.18. Let F be a PD-functor and let
A
α′

f
// B
α

C
f ′
// D
a commutative square in Ringpoly, where α and α′ are not necessarily unital ring homomor-
phisms and f and f ′ are multiplicative polynomial laws of the same degree. Then the diagram
F (A)
F (α′)

F (f)
// F (B)
F (α)

F (C) F (f ′) // F (D)
commutes.
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Proof. The desired square is the outer rectangle in the diagram
F (A)
F (α′)

∏i γi // ∏ni=0 ΓiF (A)
∏i ΓiF (α
′)

∏i ci // ∏ni=0 F (ΓiA)
∏i F (Γiα
′)

≅ // F (∏ni=0 ΓiA) F (ϕ) //
F (∏i Γiα
′)

F (B)
F (α)

F (C) ∏i γi // ∏ni=0 ΓiF (C) ∏i ci // ∏ni=0 F (ΓiC) ≅ // F (∏ni=0 ΓiC) F (ϕ
′)
// F (D),
where ϕ and ϕ′ are induced from the Taylor decompositions of f and f ′ respectively. The second
square commutes by Proposition 1.16 and the remaining squares commute by functoriality of
F .
The following result is an easy special case of the previous proposition, obtained by taking
α′ = idA. We formulate it separately since it will be used often.
Corollary 1.19. Let F be a PD-functor and g = αf, where f and g are multiplicative poly-
nomial laws of finite degree and α is a not necessarily unital ring homomorphism. Then
F (g) = F (α)F (f).
Proof of Theorem 1.17. Suppose f ∶A → B is of degree at most n and g∶B → C is of degree at
most m. It follows from [Rob63], that the composite g ○f ∶A→ C has degree at most mn. Hence
there is a commutative diagram
A
f
//
∏k γk

B
∏l γl

g
// C
∏nk=0 ΓkA
∏l γl

ϕ
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣ ∏ml=0 ΓlB
ψ
55❥❥❥❥❥❥❥❥❥❥❥❥❥
∏ml=0 Γl(∏nk=0 ΓkA),
λ
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
where ϕ, ψ and λ are not necessarily unital ring homomorphisms, and λ corresponds to the poly-
nomial law (∏l γl)φ. By Corollary 1.19, applying F to the outer triangle gives a commutative
diagram
F (A)
F (∏l γl○∏k γk)

F (g○f)
// F (C)
F (∏ml=0 Γl(∏nk=0 ΓkA)) .
F (ψ○λ)
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
On the other hand again using Corollary 1.19 and Proposition 1.18, we get a commutative
diagram
F (A) F (f) //
F (∏k γk)

F (B)
F (∏l γl)

F (g)
// F (C)
F (∏nk=0 ΓkA)
F (∏l γl)

F (ϕ)
33❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
F (∏ml=0 ΓlB)
F (ψ)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐
F (∏ml=0 Γl(∏nk=0 ΓkA)).
F (λ)
33❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
Since λ and ψ are ring homomorphisms and F is a functor on Ring, we know that F (ψ ○ λ) =
F (ψ)○F (λ). Hence by combining the latter two diagrams, one sees that it suffices to show that
F (∏
l
γl ○∏
k
γk) = F (∏
l
γl) ○ F (∏
k
γk).
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In other words we reduce the proof to the universal case. Using Corollary 1.19 and that the
PD-functor F commutes with finite products, we can further reduce this problem to showing
that
F (γl ○∏
k
γk) = F (γl) ○ F (∏
k
γk)
for every fixed l with 0 ≤ l ≤m.
Using Proposition 1.18 and Corollary 1.14, we can assume that A is torsion-free. This allows
us to work with symmetric tensors instead of divided powers. In other words, we need to show
that the diagram
F (A)
F ((−)⊗l○∏k(−)
⊗k)
++❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳
F (∏k(−)
⊗k)
// F (∏nk=0(A⊗k)Σk)
F ((−)⊗l)

F (((∏nk=0(A⊗k)Σk)⊗l)Σl)
commutes, where the power map (−)⊗k∶A → (A⊗k)Σk corresponds to the universal k-homogeneous
polynomial law. Recall that there is a canonical ring isomorphism
(∏nk=0(A⊗k)Σk)⊗l ≅∏0≤k1,⋯kl≤n
projk1
⊗⋯⊗projkl // ∏0≤k1,⋯kl≤n(A⊗k1)Σk1 ⊗⋯⊗ (A⊗kl)Σkl .
Again using Corollary 1.19 and the assumption that F commutes with finite products and with
invariants of finite groups, it is sufficient to show that the diagram
F (A)
F ((−)⊗k1 ⊗ˆ...⊗ˆ(−)⊗kl)
,,❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳
F (∏k(−)
⊗k)
// F (∏nk=0(A⊗k)Σk)
F (projk1 ⊗ˆ⋯⊗ˆprojkl
)

F ((A⊗k1)Σk1 ⊗⋯⊗ (A⊗kl)Σkl )
commutes for every 0 ≤ k1, . . . , kl ≤ n. Here ⊗ˆ is the tensor product of multiplicative polynomial
laws αj ∶B → Cj , defined as the composite
B
∏j αj
// ∏lj=1 Cj π // C1 ⊗⋯⊗Cl,
where the second map π is the canonical map from the product to the tensor product, which is
a polynomial law by [Rob63, Section I.7]. Let us now consider the diagram
F (A)
F ((−)⊗k1)⊗ˆ⋯⊗ˆF ((−)⊗kl)
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
//
F (∏k(−)
⊗k)
,,
∏nk=0 F ((A⊗k)Σk)
projk1
⊗ˆ⋯⊗ˆprojkl

F (∏nk=0(A⊗k)Σk)
F (projk1 ⊗ˆ⋯⊗ˆprojkl
)

≅oo
F (projk1 )⊗ˆ⋯⊗ˆF (projkl
)
✐✐✐
✐✐✐
✐✐✐
tt✐✐✐
✐✐✐
✐✐✐
F ((A⊗k1)Σk1 )⊗⋯⊗ F ((A⊗kl)Σkl )
c
// F ((A⊗k1)Σk1 ⊗⋯⊗ (A⊗kl)Σkl ) .
The upper part of the diagram commutes because of Corollary 1.19. The left hand and middle
triangles commute by the definition of ⊗ˆ. It therefore remains to show that the bottom right
hand triangle commutes, and that the lower outer composite is the map F ((−)⊗k1⊗ˆ . . . ⊗ˆ(−)⊗kl).
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This follows if we show that for a torsion-free B and any pair of multiplicative polynomial laws
α1∶B → C1 and α2∶B → C2 of respective degrees k1 and k2, the triangle
F (B) F (α1)⊗ˆF (α2) //
F (α1⊗ˆα2)
**❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
F (C1)⊗ F (C2)
c

F (C1 ⊗C2)
commutes. Let ϕj ∶ΓkjB → Cj be the ring homomorphisms corresponding to αj . Then α1⊗ˆα2
corresponds to the ring homomorphism
ϕ1⊗ˆϕ2∶Γk1+k2B
γk1,k2ÐÐÐ→ Γk1B ⊗ Γk2B ϕ1⊗ϕ2ÐÐÐÐ→ C1 ⊗C2
where the first map is the ring homomorphism which corresponds to the tensor product of
the universal polynomial laws γkj ∶B → ΓkjB (The map γk1,k2 ∶ Γk1+k2D → Γk1D ⊗ Γk2D is
in fact defined for any not necessarily torsion-free commutative ring D.). Therefore the latter
triangle will commute if we show commutativity of the outer composite of the diagram of ring
homomorphisms
Γk1+k2F (B)
ck1+k2

γk1,k2 // Γk1F (B)⊗ Γk2F (B) ck1⊗ck2 // F (Γk1B)⊗ F (Γk2B)
c
tt❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
F (ϕ1)⊗F (ϕ2)

F (Γk1+k2B)
F (γk1,k2 )

F (C1)⊗ F (C2)
c

F (Γk1B ⊗ Γk2B)
F (ϕ1⊗ϕ2)
// F (C1 ⊗C2),
where the lower right triangle commutes by Property i) of Lemma 1.11. Thus we need to verify
that the upper triangle commutes, and this requires understanding the map γk1,k2 . One can
verify by direct calculation that the diagram
Γk1+k2X
γk1,k2

∆∗
// Γk1+k2(X ×X)
Γk1X ⊗ Γk2X ∏
i+j=k1+k2
ΓiX ⊗ ΓjX
λ≅
OO
projk1,k2
oo
commutes for every ring X , where ∆∶X → X × X is the diagonal map, and the lower map
projects onto the summand (i, j) = (k1, k2). The map λ sends an elementary tensor a⊗ b in the(i, j)-component to ((id,0)∗(a)) ⋆ ((0, id)∗(b)),
where (id,0)∗∶ΓiX → Γi(X × X) is induced by the inclusion (id,0)∶X → X × X in the first
summand, and similarly (0, id)∗ is induced by the inclusion in the second summand. The map ⋆
is the graded multiplication of the divided power algebra Γ(X ×X) = ⊕nΓn(X×X) as defined in
[Rob63, Sections III.3-5]. The map λ is an additive isomorphism by [Rob63, Theorem III.4]. Let
us verify that λ is also multiplicative. By resolving by a free commutative ring we can assume
that X is torsion-free. Thus the natural transformations ξX ∶ΓnX → (X⊗n)Σn of [Rob63, Section
III.6] are ring isomorphisms, where the target is a subring of the n-fold tensor product (see also
[Lak06]). They moreover assemble into an isomorphism of graded algebras
Γ(X) ≅Ð→⊕
n
(X⊗n)Σn ,
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where the graded multiplication on the target is the shuffle product (see e.g., [Rob63, Section
III.5]) that we also denote by ⋆. We recall that on x ∈ (X⊗k1)Σk1 and y ∈ (X⊗k2)Σk1 it is given
by the formula
x ⋆ y = ∑
σ∈Sk1,k2
σ(x⊗ y),
where Sk1,k2 is the set of (k1, k2)-shuffles (which are representatives of the left cosets (Σk1 ×
Σk2)/Σk1+k2), where the left action of σ ∈ Σn on X⊗n is defined by the formula
σ(x1 ⊗ x2 ⊗ ⋅ ⋅ ⋅ ⊗ xn) = xσ−1(1) ⊗ xσ−1(2) ⊗ ⋅ ⋅ ⋅ ⊗ xσ−1(n)
(there is some confusion between left and right actions in [Rob63, Section III.5], see also [Lak06]).
Thus under the isomorphism ξX the map λ corresponds to the map that sends the tensor product
of x ∈ (X⊗i)Σi and y ∈ (X⊗j)Σj to
λ(x ⊗ y) = ((id,0)∗(x)) ⋆ ((0, id)∗(x)) = ∑
σ∈Si,j
σ((id,0)∗(x)⊗ (0, id)∗(y)),
for all i + j = k1 + k2. The summands of this expression are (non-unital) ring homomorphisms.
These homomorphisms are clearly pairwise orthogonal when (i, j) ≠ (i′, j′), and when (i, j) =(i′, j′) they are orthogonal because the permutations in Si,j are (i, j)-shuffles. Thus λ is a ring
homomorphism.
Now we can replace γk1,k2 by the composite projk1,k2 ○λ
−1
○∆∗ into the triangle above. Using
this, the definition of the maps ck1+k2 , ck1 and ck2 , and Property i) of Lemma 1.11, one can
reduce the commutativity of the triangle to the commutativity of the outer rectangle of the
diagram
Γk1F (B)⊗ Γk2F (B)
ξF (B)⊗ξF (B)

(id,0)∗⊗(0,id)∗
// Γk1((F (B)×2)⊗ Γk2((F (B)×2) ⋆ //
ξF (B)×2⊗ξF (B)×2

Γk1+k2(F (B)×2)
ξF (B)×2
(F (B)⊗k1)Σk1 ⊗ (F (B)⊗k2)Σk2
c
Σk1⊗c
Σk2

(id,0)∗⊗(0,id)∗
// ((F (B)×2)⊗k1)Σk1 ⊗ ((F (B)×2)⊗k2)Σk2 ⋆ // ((F (B)×2)⊗k1+k2)Σk1+k2
(F (B×2)⊗k1)Σk1 ⊗ (F (B×2)⊗k2)Σk2 ⋆ //
≅
OO
c
Σk1⊗c
Σk2

(F (B×2)⊗k1+k2)Σk1+k2
c
Σk1+k2

≅
OO
F (B⊗k1)Σk1 ⊗F (B⊗k2)Σk2
F (id,0)∗⊗F (0,id)∗
// F ((B×2)⊗k1)Σk1 ⊗ F ((B×2)⊗k2)Σk2 s //❴❴❴ F ((B×2)⊗k1+k2)Σk1+k2
F ((B⊗k1)Σk1 )⊗F ((B⊗k2)Σk2 )
≅
OO
c

F ((B⊗k1)Σk1 ⊗ (B⊗k2)Σk2 )
F ((id,0)∗⋆(0,id)∗)
// F (((B×2)⊗k1+k2)Σk1+k2 )
≅
OO
F (Γk1B ⊗ Γk2B)
F (ξB⊗ξB) ≅
OO
F ((id,0)∗⋆(0,id)∗)
// F (Γk1+k2(B ×B)) .
F (ξ
B×2)≅
OO
All the rectangles except the ones involving the dashed map commute by naturality, or
because ξX is a map of graded algebras. We define the dashed map by the formula
s(z ⊗w) ∶= ∑
σ∈Sk1,k2
σc(z ⊗w).
19
Here z ∈ F ((B×2)⊗k1)Σk1 and w ∈ F ((B×2)⊗k2)Σk2 and c(z⊗w) is the image of z⊗w under the
composite
F ((B×2)⊗k1)Σk1 ⊗F ((B×2)⊗k2)Σk2 // F ((B×2)⊗k1)⊗ F ((B×2)⊗k2) c // F ((B×2)⊗k1+k2).
It is immediate to verify that s lands in the Σk1+k2 -invariants. The rectangle above s commutes
since
cΣk1+k2 (x ⋆ y) = cΣk1+k2 ( ∑
σ∈Sk1,k2
σ(x⊗ y)) = ∑
σ∈Sk1,k2
σc(x⊗ y)
= ∑
σ∈Sk1,k2
σc(cΣk1 (x)⊗ cΣk2 (y))
= s(cΣk1 (x)⊗ cΣk2 (y)).
Let us denote by ιn∶ (X⊗n)Σn →X⊗n the fixed points inclusion. It is sufficient to show that
the rectangle below s commutes after composing with the inclusion
F ((B×2)⊗k1+k2)Σk1+k2 ⊂ F ((B×2)⊗k1+k2).
After postcomposing with this inclusion, the lower composite of this rectangle sends an element
u⊗ v ∈ F ((B⊗k1)Σk1 )⊗ F ((B⊗k2)Σk2 ) to
F (ιk1+k2)F ((id,0)∗ ⋆ (0, id)∗)(c(u⊗ v)) = F (ιk1+k2((id,0)∗ ⋆ (0, id)∗))(c(u⊗ v))
= F (((id,0)∗ ⋆ (0, id)∗)(ιk1 ⊗ ιk2))(c(u⊗ v))
= F ( ∑
σ∈Sk1 ,k2
σ((id,0)∗ ⊗ (0, id)∗)(ιk1 ⊗ ιk2))(c(u⊗ v)).
The last sum is a sum of orthogonal ring homomorphisms since the permutations of Sk1,k2 are
shuffles, and by Property iii) of Lemma 1.11 we can write this as
F ( ∑
σ∈Sk1,k2
σ((id,0)∗ ⊗ (0, id)∗)(ιk1 ⊗ ιk2))(c(u⊗ v))
= ∑
σ∈Sk1 ,k2
F (σ((id,0)∗ ⊗ (0, id)∗)(ιk1 ⊗ ιk2))(c(u⊗ v))
= ∑
σ∈Sk1 ,k2
σF (((id,0)∗ ⊗ (0, id)∗)(ιk1 ⊗ ιk2))(c(u⊗ v))
= ∑
σ∈Sk1 ,k2
σc(F ((id,0)∗)⊗ F ((0, id)∗))(F (ιk1)(u)⊗ F (ιk2)(v))
which is the value of the upper composite.
1.4 The ghost components of a polynomial law
A consequence of Theorem 1.12 and Example 1.7 is that any multiplicative polynomial law
f ∶A→ B of finite degree induces a multiplicative polynomial law on Witt vectors
WS(f)∶WS(A)Ð→WS(B),
for every truncation set S ⊂ N. We will describe the ghost components of WS(f), and explain
how these determine the functoriality of WS in multiplicative polynomial laws.
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Proposition 1.20. Let F,G∶Ring → Ring be PD-functors and α∶F → G a natural transforma-
tion. Then α extends to a natural transformation on Ringpoly. That is, for any multiplicative
polynomial law f ∶A→ B of finite degree, the diagram of polynomial laws
F (A) F (f) //
αA

F (B)
αB

G(A) G(f) // G(B)
commutes.
Proof. Suppose that degree of f is at most n. Recall that we have a commutative diagram of
polynomial laws
A
f
//
∏i γi

B.
∏ni=0 ΓiA
ϕ=⊕iϕi
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
We need to show that the outer rectangle in the diagram
F (A)
αA

∏i γi // ∏ni=0 ΓiF (A)
∏i Γi(αA)

∏i ci // ∏ni=0 F (ΓiA)
∏i αΓi(A)

≅ // F (∏ni=0 ΓiA) F (ϕ) //
α∏i Γi(A)

F (B)
αB

G(A) ∏i γi // ∏ni=0 ΓiG(A) ∏i ci // ∏ni=0G(ΓiA) ≅ // G(∏ni=0 ΓiA) G(ϕ) // G(B)
commutes. The first square commutes by naturality of the universal polynomial laws γi. The
third and fourth squares commute by the naturality of α on Ring. It remains to check that the
second square commutes. For this it suffices to see that for any i, the square
ΓiF (A)
Γiα

ci // F (ΓiA)
αΓi

ΓiG(A) ci // G(ΓiA)
commutes. Because ci is extended to all rings from torsion free rings it suffices to check this
when A is torsion-free. By the naturality of α this reduces to showing that for any commutative
rings C1 and C2, the diagram
F (C1)⊗F (C2)
α⊗α

c // F (C1 ⊗C2)
α

G(C1)⊗G(C2) c // G(C1 ⊗C2)
commutes. This also follows from naturality of α.
Let us recall that for any set S, the S-fold product functor (−)×S ∶Ring → Ring is a PD-
functor, and therefore a multiplicative polynomial law f ∶A → B of finite degree induces a
multiplicative polynomial law f×S ∶A×S → B×S . When the set S is finite this is the natural
transformation
(f×S)R∶ (A×S)⊗Z R ≅ (A⊗Z R)×S (fR)×SÐÐÐÐ→ (B ⊗Z R)×S ≅ (B×S)⊗Z R.
If S is infinite there is nodirect description of this law as a natural transformation, and one
needs to involve divided powers.
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Proposition 1.21. Let f ∶A → B be a multiplicative polynomial law of finite degree. Then for
any truncation set S, the diagram of polynomial laws
WS(A)
w

WS(f)
// WS(B)
w

∏S A ∏S f // ∏S B
commutes, were the vertical maps are the ghost coordinates. Moreover, WS ∶Ring
poly → Ringpoly
is the unique extension of WS with this property.
Proof. The ghost coordinates w∶WS → (−)×S form a natural transformation between PD-
functors. Thus by Proposition 1.20 the diagram commutes. Let W ′S be another extension ofWS
to Ringpoly such that the diagram above commutes. Then we must have wWS(f) = w′WS(f),
or equivalently that the composites
∏ni=0 ΓiWS(A) ϕ //
ϕ′
// WS(B) w // B×S
agree, where ϕ and ϕ′ are the unique ring homomorphisms extending WS(f) and W ′S(f),
respectively. When B is torsion free w is injective, and this shows that ϕ = ϕ′, and consequently
WS(f) =W ′S(f). In general, let us consider the commutative square
Z[A]
ε

∏i γi // ∏ni=0 ΓiZ[A]
ϕ

A
f
// B
where ε is the counit from the polynomial ring, the top horizontal map is the universal poly-
nomial law, and ϕ is the unique ring homomorphism extending the polynomial law fε. By
applying WS and W ′S , respectively, to this diagram we obtain analogous commutative squares
of polynomial laws, and corresponding commutative squares of ring homomorphisms
∏ni=0 ΓiWS(Z[A])
∏i ΓiWS(ε)

ϕWS(∏i γi) // WS(∏ni=0 ΓiZ[A])
WS(ϕ)

∏ni=0 ΓiWS(A) ϕWS(f) // WS(B).
∏ni=0 ΓiWS(Z[A])
∏i ΓiWS(ε)

ϕW ′
S
(∏i γi)
// WS(∏ni=0 ΓiZ[A])
WS(ϕ)

∏ni=0 ΓiWS(A) ϕW ′
S
(f)
// WS(B).
The vertical maps of these squares agree since WS and W ′S agree on ring homomorphisms by
assumption. The top horizontal maps also agree by the previous argument, since ∏ni=0 ΓiZ[A]
is torsion-free. Since the left vertical map is surjective, the bottom horizontal maps are also
equal.
1.5 The product of polynomial laws
We show that our construction respects the product of polynomial laws. Given two multiplicative
polynomial laws f ∶A → B of degree at most n and g∶A → B of degree at most m, there is a
multiplicative polynomial law
(f ⋅ g)R ∶= fR ⋅ gR∶A ⊗Z R Ð→ B ⊗Z R
defined by the pointwise product in the ring B ⊗Z R, of degree at most n +m.
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Proposition 1.22. Let F be a PD-functor. For any pair of finite degree multiplicative polyno-
mial laws f, g∶A → B, we have F (f ⋅ g) = F (f) ⋅ F (g).
Proof. This is very similar to the proof of Theorem 1.17. Suppose that f is of degree at most
n and g of degree at most m. Then we have commutative diagrams
A
f
//
∏i γi

B,
∏ni=0 ΓiA
ϕ
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
A
g
//
∏j γj

B,
∏mj=0 ΓjA,
ψ
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
where ϕ and ψ are not necessarily unital ring homomorphisms. In order to prove the proposition
it suffices to show that the diagram
F (∏ni=0 ΓiA)⊗ F (∏mj=0 ΓiA)
c

F (ϕ)⊗F (ψ)
// F (B)⊗ F (B)
µ
ww
c

F (A)
F (∏i γi)⊗ˆF (∏j γj)
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
F (f ⋅g)
--❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬❬
❬❬❬❬❬❬
❬❬❬❬❬❬
❬
F ((∏i γi)⊗ˆ(∏j γj))
// F (∏ni=0 ΓiA⊗∏mj=0 ΓjA) F (ϕ⊗ψ) // F (B ⊗B)
F (µ)

F (B)
commutes, where µ denotes the ring multiplications and ⊗ˆ is the tensor product of polynomial
laws of the proof of Theorem 1.17. Indeed, the outer composite through the upper right hand
corner is F (f) ⋅ F (g) by functoriality of F . The lower triangle commutes by functoriality of F ,
and the square commutes by Lemma 1.11 i). The upper left hand triangle commutes by the
final step in the proof of Theorem 1.17.
2 On the functoriality of the Witt vectors in polynomial
maps
In this section we show that in certain circumstances the functoriality of the Witt vectors
functors in polynomial laws extends to polynomial maps. We start by reviewing some material
on polynomial maps.
2.1 Review of polynomial maps
This is a recollection of results on polynomial maps and their relationship with polynomial laws
that we will use throughout the paper. The content is classical and we do not claim originality
for these results. Some of these results can be found in [Pas68, Pas69, Lei02, Xan17].
Let A and B be abelian groups and f ∶A → B a function which is not necessarily a group
homomorphism, and n ≥ 0 an integer. We recall that the n-th cross-effect, or n-th deviation, of
f is the function crn∶A×n → B defined by
crn f(a1, . . . , an) ∶= ∑
U⊂{1,⋯,n}
(−1)n−∣U ∣f(∑
l∈U
al).
Definition 2.1. A function f ∶A → B of abelian groups is called polynomial of degree ≤ n, or
n-polynomial, if crn+1 f = 0. It is called n-homogeneous if it is n-polynomial and f(ka) = knf(a)
for every k ∈ Z and a ∈ A.
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A function of rings f ∶A→ B is called a multiplicative n-polynomial map if it is n-polynomial
as a map of abelian groups, and f(aa′) = f(a)f(a′) for any a, a′ ∈ A. Similarly, it is multiplicative
n-homogeneous if it is multiplicative n-polynomial and n-homogeneous.
The composition of an n-polynomial map and an m-polynomial map is nm-polynomial, by
[Lei02], and similarly for n-homogeneous maps. Similarly the product of an n-polynomial map
and an m-polynomial map is (n +m)-polynomial.
Example 2.2.
i) The only 0-polynomial maps are the constant maps.
ii) A multiplicative polynomial map f ∶A → B of degree 1 is precisely a map of the form
f(a) = c + ϕ(a), a ∈ A, where c is a constant idempotent and ϕ is a not necessarily unital
ring homomorphism from A to B which is orthogonal to c.
iii) The exponentiation map (−)n∶A → A is a multiplicative n-homogeneous map for every
commutative ring A. This is the case since it is the n-fold product of the identity map with
itself, which is 1-homogeneous.
iv) The mapN ∶Z→ Z[x]/(x2−2x) defined by N(a) = a+ a(a−1)
2
x is multiplicative 2-polynomial,
but not homogeneous. This is the multiplicative norm of the Burnside Tambara functor of
the group Z /2. It is an instance of the following more general example.
v) Let T be a Tambara functor for a finite group G. The multiplicative transfer
N(f)∶T (G/H)→ T (G/K)
induced by a G-equivariant map f ∶G/H → G/K is [K ∶ Hg]-polynomial, where Hg is a
subgroup of K conjugate to H with f(eH) = gK. This is proved in [Tam93] [Str12, 13.22].
For example for the groups 0 = H ≤ K = G = Z /2, the Tambara reciprocity formula for
N = N(Z /2→ ∗) gives
N(a + b) = N(a) +N(b)+ tran(ab)
where tran is the additive transfer and the bar denotes the involution of T (Z /2). In this
case one can explicitly calculate that
cr3N(a, b, c) = N(a + b + c) −N(a + b) −N(b + c) −N(a + c) +N(a) +N(b) +N(c) =
= N(a + b) +N(c) + tr((a + b)c) −N(a) −N(b) − tr(ab) −N(b) −N(c) − tr(bc)
−N(a) −N(c) − tr(ac) +N(a) +N(b) +N(c)
= N(a + b) −N(a) −N(b) − tr(ab) = 0.
Not all polynomial maps can be decomposed into a sum of homogeneous maps. A well-known
counterexample is the degree 2 map (see e.g., [GH09])
n↦ (n
2
)∶Z → Z.
However, this is possible when sufficiently many integers are invertible.
Proposition 2.3. Let f ∶A → B be n-polynomial, and suppose that every integer 1 ≤ k ≤ n is
invertible in B (e.g., if B is p-local for some prime p > n). Then f decomposes uniquely as
f =
n
∑
k=0
ϕk
where each ϕk is k-polynomial and homogeneous. If moreover f is multiplicative, so are the ϕk
and
ϕi(x)ϕj(y) = 0
for any x, y ∈ A and i ≠ j.
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Proof. By definition the n-th cross-effect of an n-homogeneous function h satisfies
(crn h)(x, . . . , x) = n∑
i=0
(−1)n−i(n
i
)inh(x).
The sum
n
∑
i=0
(−1)n−i(n
i
)in
is equal to n! since the Stirling number of second kind S(n,n) is equal to 1. Hence we conclude
that (crn h)(x, . . . , x) = n!h(x)
for any n-homogeneous function h.
First let us show that the decomposition in homogeneous summands is unique. For simplicity
we introduce the notation (crn α)(x) ∶= (crn α)(x,⋯, x).
If f = ∑nk=0 ϕk, then f −ϕn is (n − 1)-polynomial, and
0 = crn(f −ϕn) = crn f − crn ϕn = crn f − n!ϕn.
Since by assumption n! is invertible, ϕn is uniquely determined by f . Similarly, f −ϕn −ϕn−1 −
⋅ ⋅ ⋅ −ϕk is (k − 1)-polynomial, and
0 = crk(f − ϕn −ϕn−1 − ⋅ ⋅ ⋅ −ϕk) = crk(f −ϕn −ϕn−1 − ⋅ ⋅ ⋅ −ϕk+1) − crk ϕk
= crk(f − ϕn −ϕn−1 − ⋅ ⋅ ⋅ −ϕk+1) − k!ϕk
shows that ϕk is inductively determined by the ϕj for k < j ≤ n.
The proof of uniqueness gives us an inductive procedure to define the maps ϕk. We recall
that the n-th cross-effect crn f of an n-polynomial map is additive in each variable, and therefore
the diagonal crn f is n-homogeneous. We set
ϕn ∶=
crn f
n!
.
Next, we see that Pn−1f ∶= f − ϕn is (n − 1)-polynomial, since
crn(f −ϕn) = crn f − crn crn f
n!
= crn f −
n! crn f
n!
= 0.
Here and below we use a classical fact about polarizations: For any symmetric multilinear
function of n-variables L, the n-th cross effect of the diagonal x ↦ L(x,⋯, x) is equal to n! ⋅L.
It follows that the map defined by
ϕn−1 ∶=
crn−1(f −ϕn)(n − 1)!
is (n − 1)-homogeneous. Now suppose inductively that f − ϕn − ⋅ ⋅ ⋅ − ϕk+1 is k-polynomial. We
define
ϕk ∶=
1
k!
crk(f −ϕn − ⋅ ⋅ ⋅ − ϕk+1),
which is k-homogeneous, and we observe that Pk−1f = (f − ϕn − ⋅ ⋅ ⋅ − ϕk+1 − ϕk) is (k − 1)-
polynomial, since
crk(f −ϕn − ⋅ ⋅ ⋅ −ϕk+1 −ϕk) = crk(f −ϕn − ⋅ ⋅ ⋅ − ϕk+1) − crk(ϕk)
= crk(f −ϕn − ⋅ ⋅ ⋅ − ϕk+1) − crk( 1
k!
crk(f −ϕn − ⋅ ⋅ ⋅ − ϕk+1))
= crk(f −ϕn − ⋅ ⋅ ⋅ − ϕk+1) − k! 1
k!
crk(f −ϕn − ⋅ ⋅ ⋅ −ϕk+1) = 0.
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This provides an inductive definition of ϕk. Finally, we obtain cr1(f−∑ni=1 ϕk) = 0. This provides
a constant function ϕ0 such that
f =
n
∑
i=0
ϕk.
This finishes the proof for the additive case. Now let us show that if f is multiplicative, then
so is each ϕk and the different summands in the decomposition are orthogonal to each other.
Indeed, from the equation f(xy) = f(x)f(y) we see that
n
∑
k=0
ϕk(xy) = n∑
k,j=0
ϕk(x)ϕj(y) = n∑
k=0
ϕk(x)( n∑
j=0
ϕj(y)).
The function f(xy) is n-polynomial in x and ϕk(xy) is k-homogeneous in x for any fixed y. By
the uniqueness of the homogeneous decomposition it follows that
ϕk(xy) = ϕk(x)( n∑
j=0
ϕj(y))
for every k and every fixed y ∈ A. This is now a k-homogeneous polynomial map in y for any
fixed x, and again by the uniqueness of the homogeneous decomposition
ϕk(xy) = ϕk(x)ϕk(y) and 0 = ϕi(x)ϕj(y)
when i ≠ j.
Example 2.4. Let NGH ∶T (G/H) → T (G/G) be the norm-map of a G-Tambara functor T , for
some finite group G. Then NGH is a multiplicative polynomial map whose degree is equal to
the index [G ∶ H]. This map does not in general extend to a polynomial law (See Example
2.10 below), nor does it decompose into a sum of homogeneous pieces. After inverting the
group-order there is an isomorphism of rings
T (G/G)[∣G∣−1] ≅Ð→ ∏
(K≤G)
T (G/K)[∣G∣−1]/JK
where the product runs though the conjugacy classes of subgroups of G, and JK is the sum
of the images of the additive transfers T (G/L) → T (G/K) where L is a proper subgroup of K
[Sch18a, Proposition 3.4.18]. The map is induced by the restrictions resGK . The K-component
of the composite map
T (G/H) NÐ→ T (G/G)Ð→ T (G/G)[∣G∣−1] ≅ ∏
(K≤G)
T (G/K)/JK
is then homogeneous of degree ∣K/G/H ∣. Indeed by the double coset formula this is the class
modulo JK of
resGK N
G
H = ∏
[g]∈K/G/H
NKHg∩Kcg res
H
H∩Kg ,
where the conjugation map cg and resHH∩Kg are ring-homomorphisms. By reciprocity
NKHg∩K(mx) =mNKHg∩K(x) + t(x)
for m ∈ Z, where t(x) is a sum of proper transfers which vanishes in the quotient.
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We remark that if f ∶A → B is an n-homogeneous polynomial law, the underlying map of
abelian groups
fZ∶AÐ→ B
obtained by evaluating the law at the ring R = Z, is an n-homogeneous polynomial map. This
can be verified for the universal n-homogeneous law γn∶A→ Γn(A), where
crn+1 γn(a1, . . . , an, an+1) = crn(γn(an+1 + (−)))(a1, . . . , an) − crn γn(a1, . . . , an)
= crn( ∑
i+j=n
γi(an+1)γj(−))(a1, . . . , an) − crn γn(a1, . . . , an)
= ∑
i+j=n
γi(an+1)(crn γj)(a1, . . . , an) − crn γn(a1, . . . , an)
= γ0(an+1)(crn γn)(a1, . . . , an) − crn γn(a1, . . . , an) = 0
since the terms of the sum with j < n vanish by induction on n, and γ0 is the constant function
with value 1.
Proposition 2.5. Let f ∶A→ B be an n-polynomial map, and p > n a prime. Then the composite
f(p)∶A → B → B(p) extends to a unique polynomial law of degree n. If f is multiplicative, then
so is the extension.
Proof. For convenience we will sometimes denote an element γi(a) ∈ Γi(A) just by a(i).
We start by showing that any n-homogeneous polynomial map ϕ∶A → B(p) extends to an
n-homogeneous law, which is multiplicative if the original map was. We will now define a unique
additive extension ϕ∶Γn(A) → B(p) of ϕ as follows. The generators of the form a(1)1 . . . a(1)n can
always be expressed as a sum of generators of the form a(n), by the formula
a
(1)
1 . . . a
(1)
n = (crn γn)(a1, . . . , an) = ∑
U⊂n
(−1)n−∣U ∣(∑
i∈U
ai)(n).
This formula can easily be proven by induction on n. Indeed it clearly holds for n = 0 and n = 1,
and in general
crn γn(a1, . . . , an−1, an) = crn−1(γn(an + (−)))(a1, . . . , an−1) − crn−1 γn(a1, . . . , an−1)
= crn−1( ∑
i+j=n
γi(an)γj(−))(a1, . . . , an−1) − crn−1 γn(a1, . . . , an−1)
= ∑
i+j=n
γi(an)(crn−1 γj(−))(a1, . . . , an−1) − crn−1 γn(a1, . . . , an−1)
= ∑
i+j=n
j<n
γi(an)(crn−1 γj)(a1, . . . , an−1)
= γ1(an)(crn−1 γn−1)(a1, . . . , an−1) = γ1(an)a(1)1 . . . a(1)n−1
= a
(1)
1 . . . a
(1)
n ,
where the second to last equality holds if we inductively assume that the identity holds for n−1.
Here we used that crn−1 γj = 0 for j < n − 1. Therefore we define
ϕ(a(1)1 . . . a(1)n ) ∶= (crnϕ)(a1, . . . , an).
Then we observe that if an additive extension ϕ∶Γn(A) → B(p) exists, then it will factor over
Γn(A)(p). A generic generator a(n1)1 . . . a(nl)l of Γn(A) with ∑ni = n will decompose in Γn(A)(p)
as
a
(n1)
1 . . . a
(nl)
l =
1
n1! . . . nl!
a
(1)
1 . . . a
(1)
1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n1
. . . a
(1)
l . . . a
(1)
l´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nl
,
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where the positive integers smaller or equal to n are invertible since p > n. We therefore define
ϕ(a(n1)1 . . . a(nl)l ) ∶= 1n1! . . . nl!(crn ϕ)(a1, . . . , a1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n1
, . . . , al, . . . , al´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
nl
).
This map extends ϕ, since
ϕ(a(n)) = 1
n!
(crnϕ)(a, . . . , a) = ϕ(a),
where the second equality holds because ϕ is n-homogeneous. It remains to verify that this map
respects the relations of the divided power algebra. We recall that the n-th cross-effect of an
n-polynomial map is additive in each variable. It follows that
ϕ((ka)(n)) = 1
n!
(crnϕ)(ka, . . . , ka) = kn
n!
(crnϕ)(a, . . . , a) = knϕ(a(n)),
ϕ((a + b)(n)) = 1
n!
(crnϕ)(a + b, . . . , a + b) = 1
n!
∑
i+j=n
(n
i
)(crn ϕ)(a, . . . , a´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i
, b, . . . , b´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
j
)
= ∑
i+j=n
1
i!j!
(crnϕ)(a, . . . , a´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i
, b, . . . , b´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
j
) = ∑
i+j=n
ϕ(a(i)b(j)),
ϕ(a(i)a(j)) = 1
i!j!
(crn ϕ)(a, . . . , a) = (i + j
i
) 1(i + j)!(crnϕ)(a, . . . , a) = (
i + j
i
)ϕ(a(i+j)).
The additive map ϕ is unique since it factors through an additive map
ϕ̂∶Γn(A)(p) Ð→ B(p)
and by the above observations the Z(p)-module Γn(A)(p) is generated by the image of the
canonical map
A
γn
// Γn(A) // Γn(A)(p).
Next we check that if ϕ is multiplicative, then so is ϕ. For this it suffices to show that ϕ̂ is
multiplicative. We have
ϕ̂(a(n)) = ϕ(a)
and the elements of the form a(n) generate the Z(p)-module Γn(A)(p). Hence ϕ̂ is multiplicative
on additive generators and hence in general.
Now we complete the proof for a general an n-polynomial map f ∶A → B. By Proposition
2.3 the map f(p) decomposes into an orthogonal sum of homogeneous polynomial maps:
f(p) = ϕ0 + ϕ1 +⋯+ϕn.
The previous paragraph provides an additive extension
⊕iϕi∶
n
∏
i=0
Γi(A)→ B(p)
of f(p). By Proposition 2.3 and the previous paragraph the latter extension is unique. Further
if f is multiplicative, then by Proposition 2.3 so are ϕi-s and the images of ϕi and ϕj are
orthogonal if i ≠ j. We already saw that ϕi is multiplicative for every i. Similarly, using the fact
that Γi(A)(p) is generated by the elements of the form a(i), we can see the desired orthogonality
property. Altogether we get that ⊕iϕi is multiplicative.
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Remark 2.6. Any abelian group A admits a universal polynomial map A → Pn(A) which
classifies n-polynomial maps out of A. The construction can be found in [Pas68, Pas69]. If A is
a ring, then the ring multiplication on A, makes Pn(A) also into a ring. The latter proposition
implies that if p > n, then the p-localization of Pn(A) is isomorphic as a ring to ∏ni=0 Γi(A)(p).
In other words, the composite
A
∏i γi // ∏ni=0 Γi(A) // ∏ni=0 Γi(A)(p)
is the universal multiplicative n-polynomial map with a p-local target.
2.2 Functoriality in polynomial maps
Let us fix once and for all a prime number p. Let 1 ≤m ≤∞ be an integer or infinity. We denote
by Wm(A) the ring of p-typical m-truncated Witt vectors of A. The case m =∞ gives the full
ring of p-typical Witt vectors for which we will use the usual notation W (A) ∶=W∞(A).
Theorem 2.7. The functor Wm∶Ring → Ring extends to the partial category of multiplicative(p − 1)-polynomial maps. That is, a multiplicative n-polynomial map f ∶A → B, with n < p,
induces a multiplicative n-polynomial map Wm(f)∶Wm(A) →Wm(B), with the property that if
f ∶A→ B and g∶B → C are multiplicative n and k-polynomial, respectively, and nk < p, then
Wm(g) ○Wm(f) =Wm(g ○ f).
This extension is unique with the property that the ghost coordinates of the map Wm(f) is the
product map ∏m f , i.e., the square
Wm(A) Wm(f) //
w

Wm(B)
w

∏mA
∏m f
// ∏mB
commutes. If moreover f, g∶A → B are multiplicative n and k polynomial, respectively, and
n + k < p, then Wm(f ⋅ g) =Wm(f) ⋅Wm(g).
Example 2.8. Using the uniqueness of the functoriality of Theorem 2.7, one can go ahead
and try to calculate the components of a polynomial map Wm(f) by inductively solving the
equations provided by the description in ghost components.
The first component of the image of a Witt vector (a0, a1, . . . ) in W (A) by a polynomial
map W (f)∶W (A) → W (B) is b0 = f(a0). The next component b1 must be the unique natural
solution to the equation
f(a0)p + pb1 = w1(b0, b1) = f(w1(a0, a1)) = f(ap0 + pa1).
Since p > n, the map f is also p-polynomial and from the equation crp f(ap0 + (−)) = 0 one can
calculate that
f(ap0 + pa1) = f(ap0) +
p−1
∑
i=1
(−1)i(p
i
)f(ap0 + ia1).
The binomial coefficients of this sum are all divisible by p, and the unique natural solution to
the equation above is
b1 =
p−1
∑
i=1
(−1)i((p
i
)/p)f(ap0 + ia1).
We remark that when f is a ring homomorphism, this sum is in fact equal to f(a1) so that we
indeed recover the usual functoriality in ring homomorphisms.
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The proof of Theorem 2.7 will use the following well-known lemma:
Lemma 2.9. For any commutative ring A and integer or infinity 1 ≤m ≤∞, the commutative
diagram
Wm(A)
w

// Wm(A(p))
w

∏mA // ∏mA(p)
is a pullback of rings, where the horizontal maps are induced by the canonical localization ho-
momorphism A→ A(p).
Proof. The case m =∞ follows from the case m <∞ by passing to inverse limits, since pullbacks
commute with inverse limits. For finite m, we prove the statement by induction. The case m = 1
is obvious. The inductive step follows from the observation that for any commutative ring (in
fact, for any abelian group), the diagram of abelian groups
A //
pm

A(p)
pm

A // A(p)
is a pullback. The latter itself follows from the fact that the induced maps on kernels and
cokernels of vertical maps are isomorphisms.
Proof of 2.7. We denote by λR∶R → R(p) the natural localization homomorphism. We first
defineWm(f)∶Wm(A) →Wm(B) using the pullback of Lemma 2.9. Since pull-backs of rings are
pullbacks of sets, it suffices to construct a multiplicative n-polynomial mapWm(A)→Wm(B(p))
which will make the diagram of polynomial maps
Wm(A)
(∏m f)○w

// Wm(B(p))
w

∏mB ∏m λB // ∏mB(p)
commute. By Proposition 2.5 we know that the composite A
fÐ→ B λBÐ→ B(p) extends uniquely
to a multiplicative polynomial law. We can therefore take the map underlying the multiplicative
polynomial law Wm(λB ○ f)∶Wm(A) → Wm(B(p)) provided by Theorem 1.12. Corollary 1.21
implies that the underlying multiplicative n-polynomial map of this polynomial law has the
desired description in ghost components. We therefore obtain a map
Wm(f)∶Wm(A)Ð→Wm(B)
such that w ○Wm(f) = (∏m f) ○ w and Wm(λB) ○Wm(f) = Wm(λB ○ f). If we evaluate the
polynomial law induced by the map λB ○f on the ring Z(p), we get a multiplicative n-polynomial
map f(p)∶A(p) → B(p) making the diagram
A
λA

f
// B
λB

A(p)
f(p)
// B(p)
30
commute. By Proposition 2.5, the maps f(p) and λB○f are underlying maps of unique polynomial
laws. Hence Theorem 1.17 implies that the diagram
Wm(A)
Wm(λA)

Wm(f)
// Wm(B)
Wm(λB)

Wm(A(p)) Wm(f(p)) // Wm(B(p))
commutes.
Next, we check the identity Wm(g) ○Wm(f) = Wm(g ○ f). Using the pullback of Lemma
2.9, it suffices to check that Wm(g) ○Wm(f) = Wm(g ○ f) holds after postcomposing with the
canonical map
Wm(λC)∶Wm(C)→Wm(C(p)).
Consider the commutative diagram
A
λA

f
// B
λB

g
// C
λC

A(p)
f(p)
// B(p)
g(p)
// C(p).
The maps g(p), f(p) and λ(−) uniquely extend to multiplicative polynomial laws by Proposition
2.5. So do their composites, and the polynomial laws corresponding to the compositions are the
compositions of the polynomial laws associated to the individual maps. Hence Theorem 1.17
implies that
Wm(λC) ○Wm(g ○ f) =Wm(λC ○ g ○ f) =Wm(g(p) ○ f(p) ○λA) =Wm(g(p)) ○Wm(f(p)) ○Wm(λA).
Finally, using the commutative diagram
Wm(A)
Wm(λA)

Wm(f)
// Wm(B)
Wm(λB)

Wm(g)
// Wm(C)
Wm(λC)

Wm(A(p)) Wm(f(p)) // Wm(B(p)) Wm(g(p)) // Wm(C(p)),
we conclude that Wm(λC) ○Wm(g ○ f) =Wm(λC) ○Wm(g) ○Wm(f), which shows that Wm is
a partial functor.
The uniqueness is immediate in the torsion-free case since the ghost maps are injective. In
the general case one reduces to the torsion-free case by choosing a resolution similar to the one
of Proposition 1.21.
Finally, arguing as above and using Proposition 1.22 we see that under our conditions the
functor Wm respects multiplications of multiplicative polynomial maps.
Now we provide examples which show that the conditions of Theorem 2.7 are optimal.
Example 2.10. The following counterexample shows that the p − 1 bound on the degree is
necessary. Let us consider the multiplicative p-polynomial map
N ∶ZÐ→ Z[x]/(x2 − px)
defined by N(a) = a + ap−a
p
x. This is the norm of the Burnside Tambara functor of the cyclic
group Cp of order p. We show that the norm of the first two ghost components (Nw0,Nw1)
of Z is not in the image of the first two ghost coordinates (w0,w1) of the ring Z[x]/(x2 − px).
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Indeed, suppose that there are elements b0, b1 ∈ Z[x]/(x2 − px) such that (w0,w1)(b0, b1) =(Nw0,Nw1)(0,1). Then
(b0, bp0 + pb1) = (Nw0,Nw1)(0,1) = (N(0),N(p)) = (0, p + (pp−1 − 1)x),
and we must have that pb1 = p + (pp−1 − 1)x. This equation has no solution in Z[x]/(x2 − px)
since pp−1 − 1 is not divisible by p.
This shows that there cannot be a map on p-typical Witt vectors which in ghost components
is the map N in each coordinate. That is, for any m ≥ 2 there cannot be any map (of sets)
f ∶Wm(Z) →Wm(Z[x]/(x2 − px)) making the diagram
Wm(Z) f //❴❴❴❴❴❴❴❴❴❴❴❴❴
w

Wm(Z[x]/(x2 − px))
w

∏mZ ∏mN // ∏mZ[x]/(x2 − px)
commute.
Remark 2.11. Another piece of evidence on the optimality of the theorem is provided by
the exponentiation maps. The map (−)n∶A → A induces W ((−)n) = (−)n∶W (A) → W (A) for
n < p. If we try to go beyond the bound n < p we see that the map (−)p = id∶Fp → Fp should
simultaneously induce the p-th power map and the identity on the p-adic integers W (Fp) = Zp,
contradicting the functoriality of W .
Example 2.12. The functorW does not extend to a functor on the subcategory of commutative
rings and set maps generated by the multiplicative (p − 1)-polynomial maps. The reason is
that in general, a map can have several factorizations as compositions of (p − 1)-polynomial
maps, and the extension will depend on this choice. For example, let us take p = 5 and the
multiplicative polynomial maps (−)2, (−)3∶F5 → F5, so that 2 ⋅ 3 ≥ 5. These maps compose to
the map (−)6 = (−)2∶F5 → F5, but the composite of (−)2 and (−)3 is not (−)2 on W (F5) ≅ Z5.
This shows that the condition nk < p for the composition formula in Theorem 2.7 is necessary.
Remark 2.13. Exponentiation illustrates well the different roles played on Witt vectors by
polynomial maps and polynomial laws. The key fact used in the previous examples is that(−)p = id as a self polynomial map of Fp. This equality does not however hold as polynomial laws.
Indeed, the polynomial law on Fp defined by exponentiation by n is the natural transformation
(−)n∶Fp ⊗R Ð→ Fp ⊗R,
defined by the exponentiation of the ring Fp⊗R, where R ranges through all commutative rings.
When R = Z[t] we clearly have that (−)p on Fp ⊗ Z[t] = Fp[t] is not the identity.
Example 2.14. Similar to the case of composition, for the product of maps one cannot remove
the hypothesis that n+k < p and only require n, k < p. For example, the map (−)6 = (−)2∶F5 → F5
decomposes both as the product of (−)3 and (−)3, and of the identity with itself. However (−)6
and (−)2 are different on W (F5) ≅ Z5.
Example 2.15. One cannot extend the functor W additively on sums of multiplicative (p−1)-
polynomial maps. For example, the identity map id∶Fp → Fp decomposes as the sum of (p + 1)-
identities, but (p+1)W (id) = (p+1) id is different than id on Zp, i.e., such an extension will not
be well-defined.
Remark 2.16. Theorem 2.7 gives a potential obstruction for decomposing an n-polynomial
map f ∶A → B into a composition of polynomial maps of lower degree. Indeed, let n = lk with
l, k ≠ 1 and choose a prime p such that l, k < p ≤ lk (say that l ≤ k, then a prime p with k < p < 2k
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can be used, since 2k ≤ lk). By Theorem 2.7, if f is the composition of two polynomial maps of
respective degree l and k, it will induce a map on (m-truncated) p-typical Witt vectors whose
ghost coordinates are ∏ f . In particular ∏ f ○ w is in the image of the ghost coordinates of B
and one can attempt to contradict this fact as in Example 2.10. An example of this will be
provided in §3.1.
3 Applications
3.1 The factorization problem for polynomial maps
As we pointed out above, Theorem 2.7 can provide an obstruction for detecting if a polynomial
map of degree nk is the composite of some polynomial maps of degree k and n. In this subsection
we give a non-trivial example, where Theorem 2.7 tells us that such a factorization is not possible.
Let A4 be the fourth alternating group, and A3 ≤ A4 any copy of the third alternating group.
We denote by A(An) the corresponding Burnside rings.
Proposition 3.1. The 4-polynomial norm map NA4A3 ∶A(A3) → A(A4) does not decompose as the
composition of two multiplicative polynomial maps of degree 2.
Remark 3.2. The norm NGH of a Tambara functor, corresponding to a subgroup inclusion
H ≤ G, is always [G ∶ H]-polynomial. Suppose that [G ∶ H] = nk. If there is a subgroup
H ≤K ≤ G of index [G ∶K] = k we would obtain that
NGH = N
G
KN
K
H
decomposes as a composite of an n-polynomial map and a k-polynomial map. Hence, in order
to get an interesting example out of such norms, we need to know that H is maximal in G and
has a non-prime index. The group A4 is the smallest group which admits a maximal subgroup
A3 of a non-prime index. Hence the norm N
A4
A3
does not factor as the composite of two norm
maps of subgroups of index 2. Our theorem shows that it does not even decompose abstractly
as the composition of two 2-polynomial maps.
Proof of Proposition 3.1. Let W2(−; 3) denote the ring of 2-truncated 3-typical Witt vectors.
Suppose that N ∶= NA4A3 is the composite
A(A3) f // C g // A(A4)
of multiplicative polynomial maps f and g of degree 2, for some commutative ring C. Then
(since 2 < 3) by Theorem 2.7, we get a commutative diagram
W2(A(A3))
w

W2(g)○W2(f)
// W2(A(A4))
w

A(A3) × A(A3) N×N // A(A4) × A(A4).
We claim that the top horizontal map making this diagram commute cannot exist. This will
follow immediately if we show that
((N ×N) ○w)(1,1)
is not in the image of the ghost map of A(A4). The argument is similar to the one in Example
2.10. If ((N ×N) ○w)(1,1) = (N ×N)(1,4) = (1,N(4))
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was in the image of w, then N(4) would be congruent to 1 mod 3.
Let us then show that N(4) is not congruent to 1 mod 3. Recall that the norm NGH in the
Burnside Tambara functor is defined as follows. Choose orbit representatives g1, . . . gn for the
quotient G/H of cardinality n. Then each group element g ∈ G determines a permutation σ ∈ Σn
and elements h1, . . . , hn ∈H , defined by the relations ggi = gσ(i)hi for 1 ≤ i ≤ n. Then N
G
H sends
an H-set X to the set X×n with the G action obtained by restricting the natural Σn ≀H-action
along the group homomorphism
GÐ→ Σn ≀H g z→ (σ,h1, . . . , hn).
In particular an integerm ∈ A(H), represented by the trivial H-set withm-elements X , is sent to
the set X×n where G acts by the group homomorphism ρ∶G→ Σn that sends g to σ. In the case
of the groups H = A3 ≤ A4 = G this is the standard inclusion A4 → Σ4 up to an automorphism
of A4 (automorphisms of A4 act trivially on A(A4)). Indeed, the kernel of ρ consists of those
elements g ∈ A4 such that ggi = gihi for all 1 ≤ i ≤ 4, that is
g ∈
4
⋂
i=1
(giA3g−1i ) = 1.
Thus a trivial A3-setX withm-elements is sent by N to the setX×4, where A4 acts by permuting
the components via the standard inclusion into Σ4. Up to conjugacy the stabilizer of an element(x, y, z,w) ∈ X×4 only depends on how many of the components are equal. This leads to the
orbits decomposition of the A4-set X×4, as
N(m) =X×4 =m + (m2 −m)A4/A3 + ( m2 )A4/Z /2 +m( m − 12 )A4/e + 2( m4 )A4/e.
In particular
N(4) = 4 + 12A4/A3 + 6A4/Z /2 + 14A4/e ≡ 1 + 14A4/e mod 3,
with 14 not divisible by 3.
Remark 3.3. The above example shows that if a product map lifts to the Witt vectors, then
it must satisfy certain congruences. Indeed if f ∶A → B is a map that fits in a commutative
diagram
W2(A;p)
w

W2(f)
// W2(B;p)
w

A ×A
f×f
// B ×B
for some map W2(f), then for any a0, a1 ∈ A we must have
f(ap0 + pa1) ≡ f(a0)p mod p.
Similarly, an analogous argument for Wm with m > 2 forces f to satisfy higher versions of these
congruences. One can in fact directly show by induction on k that an n-polynomial map f
satisfies
f(a + pkc) = f(a) + p−1∑
i1,...,ik=1
(−1)i1+⋅⋅⋅+ik(p
i1
) . . .( p
ik
)f(a + i1 . . . ikc)
for every odd prime p > n and k ≥ 0, where the sum is divisible by pk. This congruence is then
preserved by the composition of maps, and our proof of Proposition 3.1 shows that NA4A3 does
not satisfy this congruence for p = 3 and k = 1.
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The formula above is in fact sufficient to lift the product map of f ∶A → B to the Witt
vectors when A and B are torsion-free with compatible Frobenius lifts, as this guarantees that
the congruences of the Dwork Lemma are satisfied (this is for example the case for the universal
n-polynomial map of [Pas68, Pas69]). Thus these congruences are closely related to the lifts of
the product map on the Witt-vectors.
3.2 Witt vectors of Z /2-Tambara functors
We use Theorem 2.7 to extend the p-typical Witt vectors functor to the category of Z /2-Tambara
functors, for odd primes p. We will schematically display a Z /2-Tambara functors T as
T = (A tran //
N
// B),resoo
where we keep in mind, but suppress from the notation, that A has an involution which is part
of the structure. Given a Z /2-Tambara functor T as above, we let
∏
n
T = (∏nA
∏ tran
//
∏N
// ∏nB)∏ resoo
be the n-fold product of T in the category of Z /2-Tambara functors. The ring structures,
involution, restriction, transfer and norm are all defined componentwise. The classical Witt
polynomials for a prime p define ghost coordinates w∶∏nA→∏nA and w∶∏nB →∏nB which
are ring homomorphisms precisely when the sources are endowed with the ring structure of the
p-typical Witt vectors.
Theorem 3.4. Let p be an odd prime and 1 ≤ n ≤∞ an integer or infinity. There is a unique
structure of Z /2-Tambara functor Wn(A) tran //
N
// Wn(B)resoo such that the Witt polynomials
define a natural transformation of Tambara functors
Wn(A)
w

tran //
N
// Wn(B)
w

resoo
∏nA
∏ tran
//
∏N
// ∏nB .∏ resoo
We denote the resulting Tambara functor by Wn(T ).
Remark 3.5. Theorem 3.4 cannot be extended to the prime p = 2. Indeed, Example 2.10 shows
that the norm of the Z /2-Burnside Tambara functor does not induce a map on 2-typical Witt
vectors with the above description in ghost components.
We start by defining the maps of the Tambara functor Wn(T ). The restriction map res∶B →
A is a ring homomorphism, and therefore it induces a ring homomorphism Wn(res)∶Wn(B) →
Wn(A), and we define this to be the restriction of Wn(T ). Similarly, the involution on A
induces an involution on Wn(A). The multiplicative transfer N ∶A → B of T is multiplicative
2-polynomial, and Theorem 2.7 provides an induced multiplicative 2-polynomial map for odd
primes
Wn(N)∶Wn(A) Ð→Wn(B)
which in ghost components is the product map. We declare this to be the norm of Wn(T ). The
additive transfer tran∶A → B of a Z /2-Tambara functor is always determined by the norm N
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by the Tambara reciprocity formula
tran(a) = N(a + 1) −N(a) − 1.
Therefore we define Wn(tran) ∶= Wn(N) ○ (1 + id) +Wn(N) − 1. By Theorem 2.7 the ghost
components of these maps are the product maps, and therefore it remains to show that this
structure indeed defines a Tambara functor, and that it is unique.
Proof of 3.4. The main tool for proving this theorem is the existence of a resolution of Tambara
functors
Z[A]
ǫ

tran //
N
// A[A;B]resoo
δ

A
tran //
N
// Bresoo
where the vertical arrows are surjective and where A[A;B] is torsion free. Such a resolution is
constructed in the Appendix by explicitly calculating the left adjoint of the forgetful functor
from Z /2-Tambara functors to presheaves of sets on the orbit category of Z /2. The construction
of Wn(T ) described above gives a diagram
Wn(Z[A])
Wn(ǫ)

Wn(tran)
//
Wn(N)
// Wn(A[A;B])Wn(res)oo
Wn(δ)

Wn(A)
Wn(tran)
//
Wn(N)
// Wn(B)Wn(res)oo
where the vertical arrows are surjective ring homomorphisms, which commute with Wn(N),
Wn(tran) and Wn(res). Since the vertical maps are surjective it is sufficient to show that
the relations needed for Wn(T ) are satisfied by the upper Tambara functor. Since Z[A] and
A[A;B] are torsion free their ghost coordinates are injective, where the relations hold since in
ghost coordinates the maps become the product maps. The commutativity of this diagrams also
shows uniqueness.
3.3 The components of the dihedral fixed-points of THR for odd primes
In this section we apply the main theorem of the previous section to topology. We describe the
rings of path components of the dihedral fixed-points of real topological Hochschild homology
and their multiplicative transfers in terms of the algebraic constructions of the previous section,
for odd primes.
We assume that the reader is familiar with basic notions of equivariant stable homotopy
theory of [MM02, Sch18b]. We will be mostly interested in the group O(2) and its dihedral
subgroups Dpn of order 2pn. We fix once and for all a group isomorphism O(2) ≅ S1 ⋊ Z /2 by
sending the generator of Z /2 to the reflection with respect to the x-axis.
Let E be an orthogonal ring spectrum with anti-involution (see [DMPPR17, Section 2.1]
for a definition), which is flat (Flat here refers to being underlying cofibrant in the flat model
structure of [Sto11, BDS16] on Z /2-spectra.). We recall from [DMPPR17] and [Høg16] that
the real topological Hochschild homology of E is the O(2)-spectrum defined as the geometric
realization of the dihedral nerve
THR(E) ∶= BdiE = ∣[k]z→ E∧k+1∣
with the usual cyclic structure of the cyclic nerve, and the involution of E∧k+1 defined as the
indexed smash product over the Z /2-set {0,1, . . . , k} with the involution which reverses the
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order of {1, . . . , k} and keeps 0 fixed. We will regard THR(E) as a genuine Dpn -spectrum for
all primes p and n ≥ 0. For every integer n ≥ 0, we define a Z /2-equivariant spectrum
TRRn+1(E;p) ∶= THR(E)Cpn ,
where (−)Cpn stands for the derived fixed points and Z /2 acts via the Weyl action of Dpn/Cpn ≅
Z /2.
Remark 3.6. The Z /2-spectra TRRn(E;p) were constructed in [Høg16] using a version of
Bökstedt’s model for THR. This model is compared to the dihedral nerve in [DMPPR17],
where an explicit zig-zag of equivalences is constructed. The same zig-zag is used in [DMP+17]
to see that the cyclotomic structures, reviewed below, agree. By combining these results we see
that the two models of TRRn(E;p) defined here and in [Høg16] are equivalent.
When E is a Z /2-equivariant flat commutative orthogonal ring spectrum, then THR(E)
is a Dpn -equivariant commutative orthogonal ring spectrum. In this case TRR
n+1(E;p) is
a commutative Z /2-equivariant ring spectrum, and we are interested in calculating its Z /2-
Tambara functor of components. In [DMPPR17, Cor. 5.2] it is shown that for n = 0
π0THR(E) = π0TRR1(E;p) = (π0E tran //
N
// π0(EZ /2)⊗φ π0(EZ /2))resoo
where ⊗φ is a quotient of the tensor product with respect to a certain Frobenius action. We
recall that a Z /2-Tambara functor T is called cohomological if N res = (−)2.
Theorem 3.7. Let E be a connective Z /2-equivariant flat commutative orthogonal ring spec-
trum, such that π0E is cohomological. For an odd prime p and n ≥ 0, there is a natural
isomorphism of Z /2-Tambara functors
π0TRR
n+1(E;p) ≅Wn+1(π0THR(E)),
with the Tambara functor Wn+1(−) of p-typical Witt vectors of §3.2. In particular, the ring
π0THR(E)Dpn is isomorphic to Wn+1(π0(EZ /2)⊗φ π0(EZ /2)).
Example 3.8.
i) Since the transfer of a Z /2-Tambara functor is determined by the Tambara reciprocity
formula tran(x) = N(x + 1) −N(x) − 1, for cohomological Tambara functors we also have
tran(1) = 2.
ii) The Tambara functor associated to a commutative ring with involution A is always coho-
mological, since N res(a) = aa = a2 for all a ∈ AZ /2.
iii) The Tambara functor
T = (Z /2 tran //
N
// Z /4)resoooo
is also cohomological, and it is not associated to a ring with involution. The restriction is
the canonical projection, tran sends 0 to 0 and 1 to 2, and N preserves 0 and 1.
iv) The Burnside Tambara functor is not cohomological, since tran(1) = [Z /2] is the free
transitive Z /2-set, which does not represent 2 in the Z /2-Burnside ring.
An extension of Theorem 3.7 to non-cohomological π0E is provided at the end of the section.
The proof of Theorem 3.7 will use an inductive argument based on maps R∶TRRn+1(E;p) →
TRRn(E;p). These maps are constructed using the real cyclotomic structure on THR(E)
37
which we now recall. We denote by T the O(2)-spectrum T ∶= THR(E). As E is flat, there is
an isomorphism of O(2)-spectra
δ∶ΦCpT
≅Ð→ T,
where ΦCp is the relative monoidal geometric fixed-points functor of [MM02, Section 5.4] for a
complete O(2)-universe (for convenience, we choose the universe U of [Høg16, Section 2]). Here
ΦCpT has the residual O(2)-action given by the isomorphism
O(2)/Cp ≅ (S1 ⋊Z /2)/Cp ≅ (S1/Cp) ⋊ Z /2 ≅ S1 ⋊Z /2 ≅ O(2).
The map δ is an S1-equivariant isomorphism by work of [ABG+16] when E is cofibrant as an
associative or commutative algebra, and by [DMP+17] when E is underlying flat, based on
results of [Sto11, BDS16]. The map δ is moreover Z /2-equivariant, and therefore an O(2)-
equivariant isomorphism when E is an orthogonal ring spectrum with anti-involution which
is flat as a Z /2-spectrum. When E is commutative, the map δ is an isomorphism of Z /2-
equivariant commutative orthogonal ring spectra. This map δ is the real cyclotomic structure
of THR(E). We also note that ΦCpT is already derived as a Z /2-spectrum when E is flat. This
is a real analog of [ABG+16, Theorem 4.7]. One first checks that ΦCp is derived on the levels
of the dihedral bar construction using [Sto11, §3.4.3] and the cofibrant replacement functor of
[DMPPR17, Appendix A.1]. After this one passes to the geometric realizations as in the proof
of [ABG+16, Theorem 4.7]. By iterating this argument we see that in fact ΦCpT is derived as a
Dpn+1/Cp ≅Dpn-spectrum for any n ≥ 0.
Definition 3.9. Let E be a flat orthogonal ring spectrum with anti-involution and p a prime.
The restriction map of T = THR(E) is the zig-zag of O(2)-equivariant maps
R∶TCpn
≃Ð→ (TCp)Cpn−1 Ð→ (ΦCp(Tf))Cpn−1 ≃←Ð (ΦCp(T ))Cpn−1 δCpn−1ÐÐÐÐ→ TCpn−1 ,
where (−)f is a functorial fibrant replacement in the model category of O(2)-equivariant or-
thogonal spectra. We define TRR(A;p) to be the homotopy limit of the diagram
. . .
δ
C
p2ÐÐÐ→ TCp2 → (ΦCp(Tf))Cp ≃← (ΦCp(T ))Cp δCpÐÐ→ TCp → ΦCp(Tf) ≃← ΦCpT δÐ→ T
in the category of Z /2-spectra.
The third map in the zig-zag of the definition of R is an equivalence since X → Xf is an
acyclic cofibration, which are preserved by the relative geometric fixed points functor. It will be
crucial for the proof of Theorem 3.7 to understand the interaction between the map π0R and
the norm of the Tambara functor π0TRR
n+1(E;p), when E is commutative.
Remark 3.10. When E is commutative the zig-zag defining R can be arranged to take place in
the category of O(2)-equivariant orthogonal ring spectra. This is achieved by taking (−)f to be a
functorial fibrant replacement functor for the model category ofO(2)-equivariant orthogonal ring
spectra, and use that the acyclic cofibrations of ring spectra are underlying acyclic cofibrations,
which are preserved by geometric fixed points. This in particular gives TRR(E;p) the structure
of an O(2)-equivariant orthogonal ring spectrum, and the map
π0(R)∶π0TRRn+1(E;p) → π0TRRn(E;p)
is a map of commutative Z /2-Green functors. This is however not obviously a map of Z /2-
Tambara functors, since it is not clear if one can represent the R map in the category of
Z /2-equivariant commutative orthogonal ring spectra. The problem is that the cofibrations of
Z /2-equivariant commutative orthogonal ring spectra are not cofibrations of underlying Z /2-
spectra, and hence the third map defining R will not be a weak equivalence in general. One
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should be able to solve this problem by working with algebras over an equivariant E∞-operad
instead of strictly commutative O(2)-ring spectra. This is however outside of the main scope
of this paper and we will instead explicitly show that π0R is compatible with the norms, and
hence is a map of Z /2-Tambara functors.
For ease of notation we write R∶= π0(R)∶π0TCpn → π0TCpn−1 and R2∶= πZ /20 (R)∶π0TDpn →
π0T
Dpn−1 .
Lemma 3.11. Let E be a connective Z /2-equivariant flat commutative orthogonal ring spec-
trum. Then:
i) For any n ≥ 1 and p odd, there is a commutative triangle
π0THR(E)Z /2 N
Dpn
Z /2
//
N
D
pn−1
Z /2
++❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
π0THR(E)Dpn
R2

π0THR(E)Dpn−1 .
ii) For any n ≥ 1 there is a commutative square
π0THR(E)Cpn
R

N
Dpn
Cpn
// π0THR(E)Dpn
R2

π0THR(E)Cpn−1
N
D
pn−1
C
pn−1
// π0THR(E)Dpn−1 .
Hence π0(R)∶π0TRRn+1(E;p)→ π0TRRn(E;p) is a map of Z /2-Tambara functors.
Proof. For simplicity we will set T ∶= THR(E). We need the following construction for both
parts of the lemma. For any orthogonal G-spectrum X and a normal subgroup N of G, there
is natural transformation
φ∶πG0 X ≅ π
G
0 X
c Φ
N
// π
G/N
0 Φ
NXc // π
G/N
0 Φ
NX,
where (−)c is a functorial cofibrant replacement (of equivariant spectra or associative algebras).
In other words this construction first takes derived geometric fixed points and then composes
with the canonical map of the cofibrant replacement. The maps R and R2 can be described by
the composites
R∶π
Cpn
0 T
φ
// π
Cpn−1
0 Φ
CpT
δ∗
// π
Cpn−1
0 T , R2∶π
Dpn
0 T
φ
// π
Dpn−1
0 Φ
CpT
δ∗
// π
Dpn−1
0 T,
respectively. We begin with Statement i). As a Dpn -spectrum THR(E) is isomorphic to the
geometric realization of a simplicial Dpn -spectrum, defined as the Segal subdivision of the pn-
fold edgewise subdivision of the dihedral Bar construction. For odd p, its zero simplices are
isomorphic to the norm N
Dpn
Z /2
(E ∧E), and we let
vpn ∶N
Dpn
Z /2
(E ∧E)→ THR(E)
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be the canonical map from the zero simplices to the geometric realization. Consider the com-
mutative diagram
π
Z /2
0 (E ∧E)
(v1)∗

Nex // π
Dpn
0 N
Dpn
Z /2
(E ∧E)
N
Dpn
Z /2
(v1)∗

π
Dpn
0 N
Dpn
Z /2
(E ∧E) φ //
(vpn)∗

π
Dpn−1
0 Φ
CpN
Dpn
Z /2
(E ∧E)
ΦCp(vpn)∗

π
Dpn−1
0 N
Dpn−1
Z /2
(E ∧E)
∆∗
≅oo
(v
pn−1)∗

π
Z /2
0 T
Nex // π
Dpn
0 N
Dpn
Z /2
T
ǫ∗
// π
Dpn
0 T
φ
// π
Dpn−1
0 Φ
CpT
δ∗
// π
Dpn−1
0 T .
Here Nex is the external norm and ǫ is the counit. The first and third squares commute by
naturality. The second square commutes by definition of the subdivisions. The right hand
square commutes by the construction of δ. We also note that the diagonal ∆ is an isomorphism
by results of [Sto11, BDS16, ABG+16]. By definition the composite ǫ∗Nex is the norm N
Dpn
Z /2
of
π0T . Moreover the external norm satisfies φNex =∆∗Nex, and therefore
R2 ○N
Dpn
Z /2
○ (v1)∗ = (vpn−1)∗∆−1∗ φNex = (vpn−1)∗Nex = NDpn−1Z /2 ○ (v1)∗,
where the last equality uses the first two squares for n− 1 instead of n. Since (v1)∗ is surjective
this proves Part i).
For Part ii), we consider diagram
π
Cpn
0 T
Nex //
φ

π
Dpn
0 N
Dpn
Cpn
T
φ

ǫ∗
// π
Dpn
0 T
φ

π
Cpn−1
0 Φ
CpT
Nex // π
Dpn−1
0 N
Dpn−1
Cpn−1
ΦCpT
∆∗
// π
Dpn−1
0 Φ
CpN
Dpn
Cpn
T
(ΦCp ǫ)∗
// π
Dpn−1
0 Φ
CpT,
where∆∶N
Dpn−1
Cpn−1
ΦCpT → ΦCpNDpnCpn T is the relative version of the Hill-Hopkins-Ravenel diagonal
constructed in [ABG+16]. We do not claim that it is an equivalence since T is only flat rather
than cofibrant. The first square commutes since it commutes after replacing T cofibrantly. The
second square commutes by naturality. Moreover the composite ΦCp(ǫ) ○ ∆ is equal to the
counit ǫ∶N
D
pn−1
C
pn−1
ΦCpT → ΦCpT . This can be seen by explicitly computing the adjoint of the
latter composite and identifying it with the identity. Thus the lower horizontal composite is
equal to the norm
N
Dpn−1
Cpn−1
∶π
Cpn−1
0 Φ
CpT // π
Dpn−1
0 Φ
CpT.
Finally, the claim follows from the fact that the map δ∶ΦCpT → T is a map of commutative
O(2)-ring spectra, and therefore δ∗ is compatible with the norms, and from the observation that
R2 and R are the composites of δ∗ and φ.
Proof of Theorem 3.7. We start by calculating the components of the fixed-points
π0(TRRn+1(E;p)Z /2) = π0((THR(E)Cpn )Z /2) = π0(THR(E)Dpn ),
using an argument analogous to [HM97]. Let us denote the components of the underlying
ring spectrum by A ∶= π0(E) and of the derived fixed-points by B ∶= π0(EZ /2). Let R be
the family of subgroups of Dpn generated by the reflections, together with the trivial group.
Let ER be a universal space for this family, for concreteness one could take the unit sphere
ER = S(C∞) in the countably infinite direct sum of copies of C, where O(2) acts on C ≅ R2 by
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the standard action. Since R is the family of subgroups of O(2) which do not contain Cp, using
the Adams isomoprhism (see e.g., [RV16]) and isotropy separation, we get a cofiber sequence of
Dpn−1-spectra
ER+ ∧Cp THR(E)Ð→ THR(E)Cp Ð→ ΦCp THR(E).
(see [Høg16] where this sequence for Bökstedt’s model is used). By postcomposing the second
map with the equivalence δ∶ΦCp THR(E) ≃→ THR(E) and taking derived Cpn−1-fixed points
(and again using the Adams isomorphism), we obtain a fiber sequence of Z /2-spectra
ER+ ∧Cpn THR(E) // THR(E)Cpn R // THR(E)Cpn−1 .
By the homotopy orbits spectral sequence induced by the standard filtration of S(C∞), it is
clear that
π0(ER+ ∧Cpn THR(E)) = π0(THR(E))Cpn ≅ π0(E) = A,
where the Cpn acts trivially on A ≅ π0THH(E) since the cyclic actions are restricted from
the circle. A similar analysis on the spectral sequence converging to the homotopy groups of(ER+ ∧Cpn THR(E))Z /2 shows that there is an isomorphism
π0(ER+ ∧Cpn THR(E))Z /2 ≅HZ /20 (ER/Cpn ;π0THR(E)) ≅HDpn0 (ER;π0THR(E))
≅ colim
OR
π
(−)
0 THR(E) ≅ π0THR(E)Z /2
where the second isomorphism holds because Cpn acts freely on ER. The Bredon homology
group H
Dpn
0 is computed as the colimit over the full subcategory OR of the orbit category of
Dpn generated by R. The final isomorphism holds because when p is odd there is only one
conjugacy class of reflections in Dpn . We recall that π0THR(E)Z /2 is a quotient of B ⊗ B,
which we denote by B ⊗φ B.
On homotopy groups the above fiber sequence induces a long exact sequence
. . . // π1THR(E)Dpn−1 ∂ // B ⊗φ B V n2 // π0THR(E)Dpn R2 // π0THR(E)Dpn−1 // 0
where the map V n2 = tran
Dpn
Z /2
is the transfer map from Z /2 toDpn . We claim that V n2 is injective,
and therefore that the π0 terms form a short exact sequence for every n. The restriction for
the subgroup inclusion Z /2 ⊂ Dpn defines a map Fn2 ∶π0THR(E)Dpn → B ⊗φ B. By the double
coset formula we see that Fn2 V
n
2 is the map
Fn2 V
n
2 = ∑
[g]∈Z /2/Dpn /Z /2
tran
Z /2
g Z /2∩Z /2
cg res
Z /2
Z /2∩Z /2g
= id+
(pn − 1)
2
tran
Z /2
1 res
Z /2
1
where the conjugations are trivial since Cpn acts trivially on π∗THH(E). It follows that any
element x in the kernel of V n2 must satisfy
x +
(pn − 1)
2
tran
Z /2
1 res
Z /2
1 (x) = 0.
Now let us consider the commutative square
B ⊗φ B
res
Z /2
1

V n
2 // π0THR(E)Dpn
res
Dpn
Cpn

A //
V n // π0THR(E)Cpn
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where the bottom horizontal map V n = tran
Cpn
1 is injective by [HM97, p. 53]. By the commu-
tativity of this diagram if x is in the kernel of V n2 we have that res
Z /2
1 (x) = 0, and therefore by
the formula above
x = x +
(pn − 1)
2
tran
Z /2
1 res
Z /2
1 (x) = 0.
This shows that V n2 is injective.
We define maps In2 ∶Wn+1(B ⊗φ B) → π0THR(E)Dpn for every n ≥ 0, by the formula
In2 (x0, . . . , xn) =
n
∑
i=0
V i2N
pn−i
2 (xi),
where Np
n−i
2 ∶= N
D
pn−i
Z /2
∶B ⊗φ B ≅ π0THR(E)Z /2 → π0THR(E)Dpn−i is a short notation for the
norm. We claim that the following diagram commutes and that its rows are exact:
0 // Wn(B ⊗φ B)
In−1
2

V // Wn+1(B ⊗φ B) Rn //
In
2

B ⊗φ B
I0
2
≅

// 0
0 // π0THR(E)Dpn−1
V2
// π0THR(E)Dpn
Rn
2
// π0THR(E)Z /2 // 0 .
The exactness of the top row follows from the definition of the Witt vectors. An inductive
diagram chase using the latter exact sequence for R2 shows that the lower row is also exact.
The commutativity of the first square is clear. The second square commutes by the definition
of R2 and Lemma 3.11 (i). Further, again using the same lemma, we know that N
pi
2 splits R
i
2.
This implies inductively that the maps In2 are all bijections, and it remains to show that I
n
2 is
a ring homomorphism.
We follow the strategy of [HM97] and define topological version of the ghost coordinates.
That is, we consider the commutative diagram
Wn+1(B ⊗φ B) w //
In
2 ≅

∏ni=0B ⊗φ B
π0THR(E)Dpn
w
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
where w is the ring homomorphism with components wj = R
n−j
2 res
Dpn
D
pn−j
= R
n−j
2 F
j
2 . We prove
that this diagram commutes in Lemma 3.13 below. If B ⊗φB is p-torsion free the ghost map w
is injective. Since In2 is bijective w is also injective, and it is sufficient to show that w ○ I
n
2 = w
is a ring homomorphism. This is clear by the definition of the Witt vectors.
Now suppose that B ⊗φ B possibly has p-torsion. In Lemma A.4 we construct a Z /2-set X
and a map of cohomological Tambara functors S ∶= Z[X]↠ π0E which is pointwise surjective,
where Z[X] is regarded as a Tambara functor by the involution induced by the functoriality in
X . Using the Eilenberg-MacLane functor H from [Ull13], we can form a homotopy pullback of
commutative Z /2-ring spectra
E

ǫ // E

H Z[X] // // Hπ0E.
Then π0E is isomorphic to the Tambara functor associated to Z[X], and ǫ induces surjection
of Tambara functors on π0. Let B denote π0E
Z /2
and A denote π0E . By Lemma 3.12 below
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π0THR(E)Z /2 = B ⊗φ B is torsion-free. The induced map B ⊗φ B → B ⊗φ B is also surjective,
and we have a commutative diagram
Wn+1(B ⊗φ B) In2 //

π0THR(E)Dpn

Wn+1(B ⊗φ B)
In
2
// π0THR(E)Dpn
where the vertical maps and the top horizontal map are ring homomorphisms, and where the
left vertical map is surjective. It follows that the bottom horizontal map is also a ring homo-
morphism.
Let us now identify the Z /2-Tambara structure. Since the restriction map res and the
involution w∶A → A are ring homomorphisms, their induced maps on Witt vectors W (res) and
W (w) are defined coordinatewise. We can therefore verify by direct calculation that the squares
Wn+1(B ⊗φ B)
≅ In
2

W(res)
// Wn+1(A)
In≅

π0THR(E)Dpn
res
Dpn
Cpn
// π0THR(E)Cpn
Wn+1(A)
≅ In

W(w)
// Wn+1(A)
In≅

π0THR(E)Cpn cr // π0THR(E)Cpn
commute, where cr is conjugation by the preferred reflection r = (0, τ) ∈ Dpn , where τ is the
generator of Z /2. The commutativity of the first square is obtained by the double coset formula
for the additive and multiplicative transfers
res
Dpn
Cpn
In2 (a0, . . . , an) = resDpnCpn
n
∑
i=0
tran
Dpn
D
pn−i
N
D
pn−i
Z /2
(ai) = n∑
i=0
tran
Cpn
C
pn−i
res
D
pn−i
C
pn−i
N
D
pn−i
Z /2
(ai)
=
n
∑
i=0
tran
Cpn
C
pn−i
N
C
pn−i
e res
Z /2
e (ai) = In(resa0, . . . , resan),
where we used that the double cosets Cpn/Dpn/Dpn−i and Cpn−i/Dpn−i/Z /2 are trivial. The
second square commutes because conjugations commute with transfers and norms
crI
n(a0, . . . , an) = cr n∑
i=0
tran
Cpn
C
pn−i
N
C
pn−i
e (ai) = n∑
i=0
tran
Cpn
C
pn−i
crN
C
pn−i
e (ai)
=
n
∑
i=0
tran
Cpn
C
pn−i
N
C
pn−i
e (crai) = In(cra0, . . . , cran) = In(w(a0), . . . ,w(an)),
where we used that Cpi is normal in Dpn .
Since the norm map W (N) is not defined componentwise we are not able to directly show
that W (N) and NDpnCpn coincide. Instead, we show that these agree in ghost components and
conclude by reducing to the universal case. We observe that since the transfer is determined by
the norm, this will conclude the proof. We show that the outer part of the diagram
Wn+1(A)
≅ In

W(N)
// Wn+1(B ⊗φ B)
≅ In
2

w
,,❩❩❩❩
❩❩❩❩❩
❩❩❩❩
∏ni=0B ⊗φ B
π0THR(E)Cpn
N
Dpn
Cpn
// π0THR(E)Dpn w
22❡❡❡❡❡❡❡❡❡❡❡❡❡
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commutes. By construction (Theorem 3.4), w ○W (N) = (∏N) ○ w, and the lower composite
has components
wjN
Dpn
Cpn
In = R
n−j
2 res
Dpn
D
pn−j
N
Dpn
Cpn
In = res
D
pj
Z /2
R
n−j
2 N
Dpn
Cpn
In = res
D
pj
Z /2
N
D
pj
C
pj
Rn−jIn,
where we use Lemma 3.11 and that R2 is induced by the fixed-points of the map R of equivariant
spectra. By applying the double coset formula for the norm we obtain
res
D
pj
Z /2
N
D
pj
C
pj
Rn−jIn = ∏
g∈Z /2/D
pj
/C
pj
N
Z /2
Z /2∩Cg
pj
cg res
C
pj
Z /2g∩C
pj
Rn−jIn = NZ /2e res
C
pj
e R
n−jIn
=NZ /2e wjI
n
= NZ /2e wj ,
where the last equality is from [HM97, Theorem 2.3]. Since the triangle in the diagram above
commutes by Lemma 3.13 below, this proves the claim when B⊗φB is p-torsion free. In general,
the resolution ǫ∶E → E above induces a diagram
Wn+1(A)
ǫ
++ ++❱❱
❱❱❱
❱❱❱
❱❱❱
≅ In

W(N)
// Wn+1(B ⊗φ B)
≅ In
2

ǫ
++❱❱
❱❱❱
❱❱❱❱
Wn+1(A) W(N) //
In

Wn+1(B ⊗φ B)
In
2

π0THR(E)Cpn
ǫ
++❱❱
❱❱❱
❱❱❱ N
Dpn
Cpn
// π0THR(E)Dpn
ǫ
++❱❱
❱❱❱
❱❱❱
π0THR(E)Cpn
N
Dpn
Cpn
// π0THR(E)Dpn .
The top and bottom faces commute since ǫ induces a morphism of Tambara functors. The side
faces commute by naturality of In and In2 . The back face commutes by the argument above,
since B⊗φB is torsion free. Since the maps ǫ are surjective the front face commutes as well.
Lemma 3.12. Let X be a Z /2-set. The abelian group π0THR(Z[X])Z /2 is p-torsion free for
every odd prime p.
Proof. We observe that Z[X] is the monoid-ring on the free commutative monoid M(X) gen-
erated by the set X , with the involution induced functorially by the involution on X . It follows
from [DMPPR17, Proposition 5.12] that the real topological Hochschild homology spectrum of
Z[X] decomposes as
THR(Z[X]) ≃ THR(Z) ∧Σ∞NdiM(X)+
where Ndi is the dihedral nerve with respect to the product of spaces. In particular
π0THR(Z[X]) = π0THR(Z) ◻ π0(Σ∞NdiM(X)+) ≅ Z ◻ π0(Σ∞NdiM(X)+),
where the identification of π0THR(Z) with the constant Mackey functor Z is in [DMPPR17,
Corollary 5.2]. We observe that the underlying group π0Σ∞NdiM(X)+ = Z[X] is torsion-free.
Thus the result follows from the following general claim: if L = ( A tran // B
res
oo ) is a Z /2-Mackey
functor such that A is p-torsion-free, then the box product Mackey functor Z ◻ L is p-torsion
free for every odd prime p.
Clearly the value at the trivial group (Z◻L)(e) = Z⊗A ≅ A is p-torsion-free by assumption.
The value at Z /2 is the abelian group
(Z ◻L)(Z /2) = (A⊕B)/I,
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where I is the ideal generated by the elements of the form 2b−res(b), a−tran(a), τa−a, for every
a ∈ A and b ∈ B, where τ is the involution of A. We notice that the second relation collapses the
A-summand, and that the box product has value isomorphic to
(Z◻L)(Z /2) ≅ B/J
where J is generated by the elements 2b − tran res(b). Suppose that b ∈ B/J is p-torsion for
some odd prime p. The restriction map res∶B/J → A is additive, and since A is p-torsion-free
we must have res(b) = 0. It follows that in B/J
0 = 2b − tran res(b) = 2b,
that is that b is also 2-torsion. Since p is odd b = 0.
Lemma 3.13. For every odd prime p and connective Z /2-equivariant flat commutative orthog-
onal ring spectrum E with π0E cohomological, we have wI
n
2 = w.
Proof. First we observe that since Rn−j2 is induced by a map of O(2)-spectra it commutes with
transfers, in the sense that
R
n−j
2 tran
Dpn
D
pn−i
= tran
D
pj
D
pj−i
R
n−j
2
if i ≤ j. Since Rn−j is induced by the canonical map to the geometric fixed-points, which kills
the proper transfers, one can directly verify that Rn−j2 tran
Dpn
D
pn−i
= 0 if i > j. It also commutes
with restrictions, and therefore
wjI
n
2 (a0, . . . , an) = Rn−j2 resDpnD
pn−j
n
∑
i=0
tran
Dpn
D
pn−i
N
D
pn−i
Z /2
(ai)
= res
D
pj
Z /2
R
n−j
2
n
∑
i=0
tran
Dpn
D
pn−i
N
D
pn−i
Z /2
(ai)
= res
D
pj
Z /2
j
∑
i=0
tran
D
pj
D
pj−i
R
n−j
2 N
D
pn−i
Z /2
(ai).
Moreover by Lemma 3.11 we have that Rn−j2 N
D
pn−i
Z /2
= N
D
pj−i
Z /2
for i ≤ j. It follows that
wjI
n
2 (a0, . . . , an) = resDpjZ /2
j
∑
i=0
tran
D
pj
D
pj−i
N
D
pj−i
Z /2
(ai).
Now we apply the double coset formula for restrictions and transfers:
wjI
n
2 (a0, . . . , an) =
j
∑
i=0
∑
[g]∈(Z /2)/D
pj
/D
pj−i
tran
Z /2
Z /2∩(D
pj−i )
g cg res
D
pj−i
(Z /2)g∩D
pj−i
N
D
pj−i
Z /2
(ai).
The set of double cosets is isomorphic to the quotient (Z /2)/Cpi of the inversion action, which
has representatives {1, θ, θ2, . . . , θ(pi−1)/2}, where θ = σpj−i for σ ∈ Cpj a generator. The intersec-
tion (Z /2)g ∩Dpj−i is equal to Z /2 if g = 1, and to the trivial group otherwise (since p is odd).
Moreover the conjugations cg are trivial for the elements of the cyclic group. Therefore we have
wjI
n
2 (a0, . . . , an) =
j
∑
i=0
(resDpj−i
Z /2
N
D
pj−i
Z /2
(ai) + (pi − 1)/2 tranZ /2e resDpj−ie NDpj−iZ /2 (ai))
=
j
∑
i=0
(resDpj−i
Z /2
N
D
pj−i
Z /2
(ai) + (pi − 1)/2 tranZ /2e resZ /2e resDpj−iZ /2 NDpj−iZ /2 (ai))
=
j
∑
i=0
pi res
D
pj−i
Z /2
N
D
pj−i
Z /2
(ai).
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where the last equality holds since tranZ /2e res
Z /2
e (a) = tranZ /2e (1) ⋅ a, and tranZ /2e (1) = 2 (since
π0(E) and hence π0THR(E) is cohomological). Similarly, by applying the double coset formula
for the norm we have that
res
D
pj−i
Z /2
N
D
pj−i
Z /2
(ai) = ∏
[g]∈(Z /2)/D
pj−i /(Z /2)
N
Z /2
Z /2∩(Z /2)g
res
Z /2
(Z /2)g∩Z /2
(ai)
= ai(NZ /2e resZ /2e (ai))(pj−i−1)/2.
Similarly since π0THR(E) is cohomological we have that NZ /2e resZ /2e (ai) = a2i , and thus
wjI
n
2 (a0, . . . , an) =
j
∑
i=0
pi res
D
pj−i
Z /2
N
D
pj−i
Z /2
(ai) = j∑
i=0
pia
pj−i
i = wj(a0, . . . , an).
Corollary 3.14. Let E be a connective Z /2-equivariant flat commutative orthogonal ring spec-
trum, such that π0E is cohomological. Then the Green functor π0TRR(E;p) admits a structure
of Tambara functor, and the isomorphisms of Theorem 3.7 induce an isomorphism of Tambara
functors
π0TRR(E;p) ≅W (π0THR(E))
for every odd prime p.
Proof. By the proof of Theorem 3.7 the connecting homomorphism ∂∶π1THR(E)Dpn−1 → π0THR(E)Z /2
is zero, and the R maps induce surjective group homomorphisms in π1. Thus the Mittag-Leffler
condition is satisfied and there are induced ring isomorphisms
π0TRR(E)Z /2 ≅ lim
n
π0THR(E)Dpn ≅W (B ⊗φ B).
Combining this with the results of [HM97], yields an isomorphism of Green functors
π0TRR(E) ≅ limn π0TRRn(E).
The right hand side of this isomorphism is canonically a Tambara functor since TRRn(E) are
Z /2-equivariant commutative ring spectra and the R maps are compatible with the norms by
Lemma 3.11. Since limits of Tambara and Green functors are computed pointwise, π0TRR(E)
inherits a norm which defines a Tambara functor. The rest follows from Theorem 3.7.
Let us now address the case where the flat commutative Z /2-equivariant orthogonal ring
spectrum E has a Tambara functor of components π0E which is not necessarily cohomologi-
cal. For any Z /2-Tambara functor T = ( A // // Boo ) and odd prime p, we define twisted ghost
coordinates w˜j ∶∏ni=0B → B by the formula
w˜j(x0, . . . , xn) ∶= j∑
i=0
(1 + (pi − 1)
2
tran(1))xi(N res(xi)) pj−i−12 ,
for all 0 ≤ j < n+1. When T is cohomological this is the usual ghost map wj of the Witt vectors
of the commutative ring B. If E is a connective commutative Z /2-equivariant orthogonal ring
spectrum, we denote by A ∶= π0E and B ∶= π0EZ /2.
Theorem 3.15. Let E be a connective Z /2-equivariant flat commutative orthogonal ring spec-
trum, and p an odd prime. There is a unique ring structure W˜n+1(B⊗φB) on the set ∏ni=0B⊗φB
such that the maps w˜j are natural ring homomorphisms, and a natural ring isomorphism
π0THR(E)Dpn ≅ W˜n+1(B ⊗φ B)
for every 1 ≤ n ≤∞.
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Proof. The proof of the bijectivity of In2 ∶∏ni=0B ⊗φ B → π0THR(E)Dpn from the proof of
Theorem 3.7 does not use that π0E is cohomological. Moreover the calculation of Lemma 3.13
shows in fact that the topological ghost coordinates correspond to the twisted algebraic ghost
maps, that is wjIn2 = w˜j . The maps wj = R
n−j
2 F
j
2 are natural ring homomorphisms. It is
therefore sufficient to show that a ring structure on π0THR(E)Dpn such that the maps wj are
ring homomorphisms is unique.
The product w of the maps wj for T ∶= THR(E) fits into a commutative diagram
π0T
Dpn Ψ //
w

∏ni=0(π0ΦCpiT × π0ΦDpiT )
≅ δ

∏ni=0 π0TZ /2 // ∏ni=0(π0T × π0ΦZ /2T )
where δ is the product of the cyclotomic structure maps. The top horizontal map has components
the composites of the restrictions from Dpn to Cpi , and from Dpn to Dpi , with the canonical
projections to the geometric fixed-points. The bottom horizontal map is the product of the map
π
Z /2
0 T → π0T ×π0ΦZ /2T which is the restriction on the first factor and the canonical projection
on the second factor. If the top horizontal map Ψ is injective, then the map w is injective, and
the ring structure on π
Dpn
0 T is unique. We show that E can be resolved by a commutative
Z /2-ring spectrum whose map Ψ is injective.
Given E, we resolve the Eilenberg-MacLane ring spectrum of the Tambara functor π0E
by the free (genuine) Z /2-E∞-algebra P(Σ∞Z+) of some Z /2-CW complex Z, and form the
homotopy pullback of commutative Z /2-ring spectra
E //

E

P(Σ∞Z+) // Hπ0E.
Here the vertical maps induce isomorphisms on π0 and the horizontal maps induce surjections.
We also note that the free Z /2-E∞-algebra P(Σ∞Z+) can be modeled via a strictly commu-
tative flat Z /2-equivariant ring spectrum and as an associative algebra it is stably equivalent
to the spherical monoid-ring S ∧M+ of a monoid with anti-involution M . The real topological
Hochschild homology of the spherical monoid-ring THR(S ∧M+) is a suspension spectrum by
[Høg16] and [DMPPR17, 5.12], and it follows from [Sch18a, 3.3.15] that the map Ψ of P(Σ∞Z+)
is injective. By the naturality of Ψ the diagram
π0THR(E)Dpn
≅

Ψ // ∏ni=0(π0ΦCpi THR(E) × π0ΦDpi THR(E))

π0THR(P(Σ∞Z+))Dpn // Ψ // ∏ni=0(π0ΦCpi THR(P(Σ∞Z+)) × π0ΦDpi THR(P(Σ∞Z+)))
commutes. The left vertical map is an isomorphism since we already know that In2 is a bijection.
Hence we conclude that Ψ is injective for E as well. Finally, since E → E induces a surjection on
π0, we get a surjective ring homomorphism π0THR(E)Z /2 ≅ B⊗φB↠ B⊗φB ≅ π0THR(E)Z /2,
and hence a surjective ring homomorphism
π0THR(E)Dpn ≅ n∏
i=0
B ⊗φ B Ð→
n
∏
i=0
B ⊗φ B ≅ π0THR(E)Dpn .
Thus π0THR(E)Dpn is a quotient of π0THR(E)Dpn and the ring structure of the former is
determined by the latter.
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Example 3.16. We demonstrate on an explicit example that the rings W˜m+1(B ⊗φ B) and
Wm+1(B ⊗φ B) are different in general. Consider the sphere spectrum S with the trivial Z /2-
action. We know that THR(S) = S as real cyclotomic spectra and therefore
π0TRR
m+1(S;p)Z /2 = π0SDpm ≅ A(Dpm)
is the Burnside ring of the dihedral group. Hence W˜m+1(B ⊗φ B) in this case is just A(Dpm).
We claim that this ring is not isomorphic to Wm+1(A(Z /2)) for m > 0. To see this we check
that the groups of units A(Dpm)∗ and Wm+1(A(Z /2))∗ are different.
The unit group of the ring A(Z /2) = Z[x]/(x2 − 2x) is isomorphic to Z /2 × Z /2, containing
the elements ±1 and ±(x − 1), where x = tran(1). The ring A(Z /2) is torsion-free. Hence the
ghost map
w∶Wm+1(A(Z /2))→ ∏
m+1
A(Z /2)
is injective. Thus Wm+1(A(Z /2))∗ injects into the units (∏m+1 A(Z /2))∗. Now using Dwork’s
Lemma one can see that the image of the latter injection is isomorphic to Z /2×Z /2. Indeed, since
p is odd, the identity map of A(Z /2) is a Frobenius lift. This implies that a tuple (x0, . . . , xm)
is in the image of w if and only if xi−1 ≡ xi mod pi for all 1 ≤ i ≤m. The latter condition implies
that a tuple consisting of the elements of {±1, ±(x−1)} is in the image of w if and only if all the
elements are equal. We conclude that Wm+1(A(Z /2))∗ ≅ Z /2 × Z /2. We can in fact explicitly
check that all the units of Wm+1(A(Z /2)) are given by the Teichmüler lifts of the four units of
A(Z /2): {±1, ±[x − 1]}.
On the other hand the unit group A(Dpm)∗ is isomorphic to (Z /2)m+2 (see e.g., [BP07]).
Each subgroup of Cpm gives two units and additionally we also have ±1. The group Cpm has(m+1) subgroups and in total we get (Z /2)m+2 as the unit group. One can make these elements
more explicit when m = 1. The eight units of A(Dp) are given by:
{±1, ±(1 + [Dp] − [Dp/Cp] − 2[Dp/Z /2]), ±(1 + [Dp] − 2[Dp/Z /2]), ±(1 − [Dp/Cp])}.
A The free Z /2-Tambara functor on a presheaf of sets
Let OZ /2 denote the orbit category of Z /2. We compute the left adjoint of the forgetful functor
that sends a Tambara functor to the underlying OZ /2-diagram of sets. We let M(X) denote
the free multiplicative abelian monoid generated by a set X and Z(M(X)) its monoid ring, so
that the polynomial ring Z[X] = Z(M(X)). More generally, we denote by Z(−) the free abelian
group functor. We define a Tambara functor
A[X ;Y ] ∶= (Z[X] tran //
N
// Z(M(Y ∐X/Z /2))⊕ Z(M(X)Z /2)⊕Z(M(X)free/Z /2)),resoo
whereM(X)free =M(X)∖M(X)Z/2. We represent an element in the first summand as a linear
combination of monomials of the form m(x)g(y)m(x) where g is a monomial in Y and m is a
monomial in a set of representatives of the orbits of X . An element in the second summand
is represented by a linear combination of monomials of the form m(x)k(x′)m(x) where k is a
monomial in the fixed-points set XZ /2. An element in the third summand is represented by a
linear combination of formal sums h(x) + h(x) where h is a monomial in X which is not fixed
by the involution (h(x) + h(x) and h(x) + h(x) are identified).
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Remark A.1. The motivation behind this definition is the following. First one can form the
free semi-Mackey-functor on X ← Y ∶ res by taking the free commutative monoids on X and Y
and freely add a norm. This is the diagram
M(X ;Y ) = (M(X)
N
// M(Y ∐X/Z /2)),resoo
where the restriction is induced by the restriction on Y and the map X/Z /2→X that sends [x]
to xx. The norm is induced by the projection X → X/Z /2. The free Tambara functor on this
diagram is heuristically π0 of the “spherical monoid ring S∧M(X ;Y )”. The underlying abelian
group of components is then Z[X]. The fixed-points can be additively calculated using the tom
Dieck splitting as
π0(S ∧ (M(X ;Y )Z /2))⊕ π0(S ∧M(X ;Y ))hZ /2 = Z(M(Y ∐X/Z /2))⊕ (Z[X]/Z /2),
where the quotient in the second summand is a quotient of abelian groups. This is therefore
isomorphic to
Z[X]/Z /2 = Z(M(X)/Z /2) = Z(M(X)Z /2)⊕ Z(M(X)free/Z /2),
hence the formula. In order to calculate the multiplicative structure from this formula rigor-
ously, one needs to find an actual (or homotopy coherent) topological commutative monoid with
involution M , such that the associated semi-Mackey functor of components is isomorphic to
M(X ;Y ). We have not investigated if this is possible. Instead of doing this, we directly define
the Tambara structure on A[X ;Y ] keeping the latter heuristics in mind.
The commutative multiplication on Z(M(Y ∐X/Z /2))⊕Z(M(X)Z /2)⊕Z(M(X)free/Z /2)
is defined on additive generators by the following multiplication table:
● mgm mkm h + h
m′g′m′ mm′gg′mm′ mm′ res(g′)kmm′ m′ res(g′)m′h +m′ res(g′)m′h
m′k′m′ 2mm′kk′mm′ 2(m′k′hm′ +m′k′hm′)
h′ + h
′
(hh′ + hh′) + (hh′ + hh′) if hh′ ≠ hh′, hh′ ≠ hh′
hh′ + (hh′ + hh′) if hh′ ≠ hh′, hh′ = hh′
(hh′ + hh′) + hh′ if hh′ = hh′, hh′ ≠ hh′
where the elements hh′ and hh′ in the last two cases of the bottom right case belong to the
second summand. Thus, we see that Z(M(Y ∐X/Z /2)) is a subring and that Z(M(X)Z /2)⊕
Z(M(X)free/Z /2) is an ideal. The restriction, transfer and norm maps are defined on additive
generators by the formulas
res(mgm) =m res(g)m res(mkm) = 2mkm res(h + h) = h + h
tran(k) = k tran(h) = h + h
N(m) =m1m
where k is a fixed monomial in X , and h is a non-fixed monomial. Here m is any monomial
in X and its norm belongs to the first summand. The transfer and restriction are extended
additively, and the norm by Tambara reciprocity:
N(a + b) = N(a)+N(b)+ tran(ab).
It is easy to verify that the restriction and the norm are multiplicative, and that this indeed
defines a Tambara functor.
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Lemma A.2. The functor A[−;−] is left adjoint to the forgetful functor that sends a Tambara
functor T = (A tran //
N
// B)resoo to the OZ /2-diagram of sets A← B∶ res with the involution of A.
Proof. Clearly a map of Tambara functors A[X ;Y ]→ T induces maps of setsX → A and Y → B,
by restricting the maps of underlying rings respectively to the set of polynomial generators X
and along the inclusion Y →M(Y ∐X/Z /2). It is easy to verify that these commute with the
restriction and the involution.
Conversely, let us show that maps of sets α∶X → A and β∶Y → B commuting with the
restriction and the involution induce a unique map of Tambara functors
Z[X]
α∗

tran //
N
// Z(M(Y ∐X/Z /2))⊕Z(M(X)Z /2)⊕ Z(M(X)free/Z /2)
β∗

✤
✤
✤
resoo
A
tran //
N
// B,resoo
whose map of underlying presheaves is again given by α and β. Clearly α∗ is the unique map of
rings which restricts to α, and it is equivariant. Since α∗ and β∗ must commute with transfers
and norms, the map β∗ must satisfy the conditions
β∗(mgm) = β∗(m1m)β∗(g) = β∗(N(m))β∗(g) =N(α∗(m))β∗(g)
β∗(mkm) = β∗(tran(mkm)) = tran(α∗(mkm))
β∗(h + h) = β∗(tran(h)) = tran(α∗(h))
(here we abuse the notation and denote the monoid maps induced by α and β also by α∗ and
β∗, respectively). Thus if β∗ exists it must be unique. In order to show existence we need to
verify that these formulas indeed define a morphism of Tambara functors. It is immediate that
α∗ and β∗ commute with the transfers and the norms. For the restrictions, we verify that
resβ∗(mgm) = res(N(α∗(m))β(g)) = res(N(α∗(m))) res(β∗(g))
= α∗(m)α∗(m)α∗ res(g) = α∗ res(mgm)
resβ∗(mkm) = res tran(α∗(mkm)) = 2α∗(mkm) = α∗ res(mkm)
resβ∗(h + h) = res tran(α∗(h)) = α∗(h) + α∗(h) = α∗(res(h + h)).
It remains to verify that β∗ is multiplicative. We do this directly on generators:
β∗(mgm ⋅m′g′m′) = β∗(mm′gg′mm′) = N(α∗(mm′))β∗(gg′)
= N(α∗(m))N(α∗(m′))β∗(g)β∗(g′) = β∗(mgm)β∗(m′g′m′)
β∗(mgm ⋅m′km′) = β∗(mm′ res(g)kmm′) = tran(α∗(mm′ res(g)kmm′))
= tran(α∗(m′km′)α∗(m)α∗(m)α∗ res(g))
= tran(α∗(m′km′) res(N(α∗(m))β∗(g)))
= N(α∗(m))β(g) tran(α∗(m′km′)) = β∗(mgm)β∗(m′km′)
β∗(mgm ⋅ (h + h)) = β∗(m res(g)mh +m res(g)mh) = tran(α∗(m res(g)mh))
= tran(α∗(h)α∗(m)α∗(m)α∗ res(g)) = tran(α∗(h) res(N(α∗(m))β∗(g)))
=N(α∗(m))β∗(g) tran(α∗(h)) = β∗(mgm)β∗(h + h)
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β∗(mkm ⋅m′k′m′) = β∗(2mm′kk′mm′) = 2 tran(α∗(mm′kk′mm′))
= 2 tran(α∗(mkm)α∗(m′k′m′)) = tran(α∗(mkm) res(tran(α∗(m′k′m′))))
= tran(α∗(mkm)) tran(α∗(m′k′m′)) = β∗(mkm)β∗(m′k′m′)
β∗(mkm ⋅ (h + h)) = 2β∗(mkmh +mkmh) = 2 tran(α∗(mkmh))
= tran(α∗(mkm)(α∗(h) + α∗(h))) = tran(α∗(mkm) res tran(α∗(h)))
= tran(α∗(mkm)) tran(α∗(h)) = β∗(mkm)β∗(h + h)
β∗((h + h) ⋅ (h′ + h′)) = β∗
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(hh′ + hh′) + (hh′ + hh′) if hh′ ≠ hh′, hh′ ≠ hh′
hh′ + (hh′ + hh′) if hh′ ≠ hh′, hh′ = hh′
(hh′ + hh′) + hh′ if hh′ = hh′, hh′ ≠ hh′
= tran(α∗(hh′)) + tran(α∗(hh′)) = tran(α∗(h)(α∗(h′) + α∗(h′)))
= tran(α∗(h)) tran(α∗(h′)) = β∗(h + h)β∗(h′ + h′)
Remark A.3. There is a way of constructing the left adjoint A[−;−] using Z /2-equivariant
stable homotopy theory. Given an OZ /2-diagram of sets X ← Y ∶ res (with an involution on
X), one can functorially construct a Z /2-CW complex Z whose fixed point OZ /2-diagram is
weakly equivalent to the latter. This uses Elmendorf’s Theorem [Elm83]. Let P denote the free
(genuine) Z /2-E∞-algebra functor. Then using the adjunction of [Ull13, Theorem 5.2], we can
see that the components of P(Σ∞Z+) are the free Tambara functor, and therefore
π0(P(Σ∞Z+)) ≅ A[X ;Y ].
We do not go into the details of this construction, but note that we can deduce from this abstract
construction that the free Tambara functor is torsion-free. Indeed, the spectrum P(Σ∞Z+) is
equivalent to a wedge of suspension spectra of Z /2-CW complexes. By the tom Dieck splitting,
the groups of components of such spectra are in fact free-abelian.
This strategy is different than the heuristics presented in Remark A.1. There we first pass
to the free semi-Mackey functor and then to the free Tambara functor. Here we first go in
the additive direction and create the free (honest) Mackey functor and then the associated free
Tambara functor. The functors Σ∞(−)+ and P are just topological analogs of the latter two
constructions.
We can use the construction A[X ;Y ] to build resolutions for cohomological Tambara func-
tors. Let
T = (A tran //
N
// B),resoo
be a cohomological Z /2-Tambara functor, that is one for which N res = (−)2 (and in particular
from Tambara reciprocity tran(1) = 2). Any cohomological Tambara functor can be resolved
with a torsion-free commutative ring with involution.
Lemma A.4. For any cohomological Tambara functor T as above, there exists a polynomial
ring with involution S and a surjection of Tambara functors
S

tran //
N
// S
Z /2

resoo
A
tran //
N
// B.resoo
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Proof. Consider the free Z /2-set X = Z /2 × A which consists of two disjoint copies of the
underlying set of A. The Z /2-action exchanges the two copies of A. The obvious Z /2-equivariant
counit map α∶X → A gives a map of OZ /2-diagram of sets
X
α

∅
β

res
oo
A B,
res
oo
which in turn by the adjunction of Lemma A.2 gives a map of Tambara functors A[X ;∅]→ T :
Z[X]
α∗

tran //
N
// Z(M(X/Z /2))⊕ Z(M(X)Z /2)⊕ Z(M(X)free/Z /2)
β∗

resoo
A
tran //
N
// B.resoo
The top row is not a cohomological Tambara functor. We make some identifications which will
transform the top row into a cohomological Tambara functor, and which are preserved by β∗.
For any fixed monomial mm ∈M(X)Z /2, consider the difference
2N(m) −mm.
These elements generate an ideal I of the upper right corner. It follows from the definitions
that res(I) = 0. Since the lower row is cohomological, we know that tran(1) = 2 which implies
that β∗(I) = 0. Hence we get a morphism of cohomological Tambara functors
Z[X]
α∗

tran //
N
// (Z(M(X/Z /2))⊕Z(M(X)Z /2)⊕Z(M(X)free/Z /2))/I
β∗

resoo
A
tran //
N
// B,resoo
where we keep the notation β∗ to denote the the induced map on the quotient. An elementary
calculation now shows that there is a ring isomorphism
(Z(M(X/Z /2))⊕Z(M(X)Z /2)⊕Z(M(X)free/Z /2))/I ≅ Z[X]Z /2.
In fact the Tambara functor associated to the commutative ring with involution Z[X] is iso-
morphic to the top row of the latter diagram. Hence we get a map of Tambara functors
Z[X]
α∗

tran //
N
// Z[X]Z /2
β′∗

resoo
A
tran //
N
// B,resoo
where β′∗(mm) = N(α∗(m)) and β′∗(h+h) = tran(α∗(h)), for any monomial m and a non-fixed
monomial h.
This almost proves the desired result, except the map β′∗ is not necessarily surjective. By
tensoring with Z[B], where B has the trivial Z /2 action, we obtain a morphism of Tambara
functors
Z[X]⊗ Z[B]

tran //
N
// Z[X]Z /2 ⊗Z[B]

resoo
A
tran //
N
// B.resoo
52
Here we define N(mb) = N(m)b2, where b is a monomial in the elements of B. For linear
combinations, the norm is extended using Tambara reciprocity. The left vertical map is induced
by α∗ and the restriction res∶B → A. The right vertical map is induced by β′∗ and the identity
on B. Clearly, both vertical maps are surjective. That these maps are compatible with the
norm uses that N res = (−)2, i.e., that our Tambara functor T is cohomological.
It is now easy to verify that the Tambara functor associated to the commutative ring with
involution S = Z[X]⊗Z[B] ≅ Z[X ∐B], where B has a trivial Z /2 action, is isomorphic to the
top row of the latter diagram.
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