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Abstract
ThemainhypothesisofthisPhDdissertationisthatnovelDeepLearningalgorithmscan
outperformclassicalMachineLearningmethodsforthetaskofInformationExtractioninthe
BiomedicalDomain.Contrarytoclassicalsystems,DeepLearningmodelscanlearntherepre-
sentationofthedataautomaticalywithoutanexpertdomainknowledgeandavoidthetedious
andtime-consumingtaskofdeﬁningrelevantfeatures.
ADrug-DrugInteraction(DDI),whichisanessentialsubsetofAdverseDrugReaction(ADR),
representsthealterationsintheeﬀectsofdrugsthatweretakensimultaneously. Theearly
recognitionofinteractingdrugsisavitalprocessthatpreventsserioushealthproblemsthatcan
causedeathintheworstcases.Health-careprofessionalsandresearchersinthisdomainﬁndthe
taskofdiscoveringinformationabouttheseincidentsverychalengingduetothevastnumber
ofpharmacovigilancedocuments.Forthisreason,severalsharedtasksanddatasetshavebeen
developedinordertosolvethisissuewithautomatedannotationsystemswiththecapability
toextractthisinformation.Inthepresentdocument,theDDIcorpus,whichisanannotated
datasetofDDIs,isusedwithDeepLearningarchitectureswithoutanyexternalinformation
forthetasksofNameEntityRecognitionandRelationExtractioninordertovalidatethe
hypothesis.Furthermore,someotherdatasetsaretestedtoevidencetheperformanceofthese
systems.
Tosumup,theresultssuggestthatthemostcommonDeepLearningmethodslikeConvolu-
tionalNeuralNetworksandRecurrentNeuralNetworksovercomethetraditionalalgorithms
concludingthatDeepLearningisarealalternativeforaspeciﬁcandcomplexscenariolikethe
InformationExtractionintheBiomedicaldomain.Asaﬁnalgoal,acompletearchitecturethat
coversthetwotasksisdevelopedtostructurethenamedentitiesandtheirrelationshipsfrom
rawpharmacologicaltexts.
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Chapter1
Introduction
1.1 Motivation
ArtiﬁcialInteligence(AI)hasgrowntoperformhumantasksautomaticaly.Inthiseﬀort,
scientistshadfocusedonbuildingMachineLearningarchitecturesinordertoemulatehuman
behaviour.Thevastofthesesystemsneedtonsofmanualyannotateddatainordertolearn
thecommonpatternsandextractinformationfromtheselabeleddatasets.Thus,themachines
canﬁnalypredictapossiblesolutionfornewdatathroughstatisticalanalysis.
Previously,thesystemsusedforMachineLearningweretrainedwithpredeﬁnedfeaturesbythe
researchesthatcouldcontaintherelevantinformationforeachsample(featureengineering).
Thisstepisavitalprocessfortheperformanceofthesystemsbecauseaninadequaterepresen-
tationofthedatamaycarrywrongpredictions.Forthatreason,thisdomainrequiresexpert
knowledgeinordertodeﬁnethehand-craftedfeaturescarefuly. Thistaskisaverytedious
andtime-consumingtask.DeepLearningstartedfromtheideaofautomaticalytransforming
therawdataintoafeaturerepresentation(featurelearning)(Goodfelowetal.,2016).Tothis
end,NeuralNetworks(NNs)areusedinDeepLearningforcapturingtheinformationfrom
thedataandtryingtoprocessitasthehumanbraindoes. Furthermore,multiplelayersof
NNsareappliedindeeparchitecturestocreateamoreabstractiverepresentationoftheinputs.
Thisprocessisverynaturalinthehumanunderstandingwhereaproblemisdecomposedinto
1
2 Chapter1.Introduction
sub-problemswithmultiplelevelsofrepresentationinordertocreateacompleteknowledgeof
it(Bengio,2009).
NaturalLanguageProcessing(NLP)istheﬁeldofstudythatconcernswiththeinteraction
betweenacomputerandhumanlanguages.TheprimarygoalofNLPistoanalyseandsynthe-
sizenaturallanguagedatainordertocommunicatewithmachinesandperformthefolowing
tasksamongothers: Naturallanguageunderstanding,Naturallanguagegeneration,Speech
recognition,Text-to-speech,InformationExtraction,Informationretrieval, Machinetransla-
tion,QuestionansweringandSpokendialoguesystem.Theunderstandingandusageofhuman
languageisacomplexprocessduetothehighlevelofambiguityandinterpretabilityofcommu-
nication.Forthatreason,creatingamachinethatcomputesnaturallanguageperfectlyisan
AI-completetaskorstrongAI(Yampolskiy,2013),i.e.makingcomputersassmartashumans
(Shapiro,1992). Thus,interpretinghumancommunicationbycomputersisaverycomplex
topicbecauseofitsambiguityandconstantchanges.Concretely,thegoaloftextminingisto
understandthenaturallanguagefromacolectionofwrittendocumentsasinputdata. Mainly,
thetopicofInformationExtraction(IE)istotransformsunstructureddataintostructured
datainordertoextracttheinternalinformationfromtexts. Twobasicsprocessesarepro-
posedforthisend,NamedEntityRecognition(NER),whichgetsthemorerelevantwordsof
thesentencesthatarecaledentities,andRelationExtraction(RE),whichdeﬁnesthepossi-
blerelationshipsbetweentheentities.Thesourcedataforthesetasksareusualytakenfrom
generalpurposedocuments,suchasletters,newspapersorreviews.However,oneofthemost
valuableknowledgeofhumanityismedicalknowledge,anditwouldbebeneﬁcialinusingthese
techniquestointerpretthisinformation.Thecompleteunderstandingofthiskindoftextsis
diﬃcultbecausetheypresentveryrareorunknownwordsandcomplexstructures.Therefore,
applyingthesetaskstobiomedicaltextsisverychalengingfortheNLPcommunity.
NowadaysthereisagrowingconcernaboutAdverseDrugReactions(ADRs)sincetheyarea
severerisktopatientsafety(BondandRaehl,2006)aswelasacauseofrisinghealthcarecosts
(vanDerHooftetal.,2006).ADrug-DrugInteraction(DDI),atypeofAdverseDrugReaction
(ADR),occurswhenadrugisco-administratewithanotheraﬀectingtheirlevelsofactivity.
Unfortunately,mostDDIsarenotdetectedduringclinicaltrials,mainlybecausethesetrials
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aredesignedtoassesstheeﬀectivenessofdrugsratherthantheirsafety(StrickerandPsaty,
2004).TheInstituteOfMedicine(IOM)reportedin2009thateachyearatleast1.5milion
ADRsoccurandover4biliondolarsarespentinordertotreattheirpreventable(Council
andofMedicine,2009). Concretely,ADRscausemorethan300,000deathsintheUSAand
Europeperyear(Lazarouetal.,1998).Accordingto(MakaryandDaniel,2016),medicalerror
hasbecomethethirdmostcommoncauseofdeathintheUSAbeingmedicationerrorthemost
signiﬁcantmedicalerrorbecauseoftheadversedrugeﬀects.
Idealy,prescribinginformationaboutadrugshouldlistitspotentialinteractions,togetherwith
thefolowinginformationabouteachinteraction:itsmechanism,itsrelationtothedosesofboth
drugs,itstimecourse,thefactorsthatalteranindividual’ssusceptibilitytoit,itsseriousness
andseverity,andtheprobabilityofitsoccurrence(Aronson,2004;FernerandAronson,2006).
Inpractice,however,thisinformationisrarelyavailable(Aronson,2007).
Anenormousamountofthemostcurrentandvaluableinformationisunstructured,written
innaturallanguageandhiddeninpublishedarticles,scientiﬁcjournals,booksandtechnical
reports.Druginteractionsarebreadandbuttertojournalsofclinicalpharmacologyduetothe
vastnumberofinteractionsthatcanhappen(Aronson,2007).Concretely,thenumberofarticles
publishedinMedLineaboutthebiomedicaldomainisincreasingbetween10,000and20,000
documentsperweek(Medline,2007). Additionaly,300,000articlesarepublishedeachyear
withinthepharmacologydomain(Dudaetal.,2005).Forthisreason,therearenodrug-drug
interactionsdatabasesup-to-datebecausebiomedicalscientistsdiscovernewdrugsandpublish
newstudiesoftheireﬀectscontinuously.Thus,themanagementofDDIsisacriticalissuedue
totheoverwhelmingamountofinformationavailableonthem(Hansten,2003).Consequently,
health-careprofessionalshavetospendalongtimereviewingDDIdatabasesaswelasthe
pharmacovigilanceliteratureinordertocheckifthereisanewADR.
Theintroductionofnewtechnologiesinprimarycareandhospitalshasledtothedevelopment
ofelectronicmedicalrecordsystems,whichhasopenedtheopportunityofincorporatingdeci-
sionsupportsystemstopreventDDIsandinformonpossibleactionstotake. However,the
deploymentofthesesystemsisnotwidespreadyet(Rodr´ıguez-Teroletal.,2009),andmost
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systemsinprimarycaredonotsupportthemanagementofDDIs. Therefore,cliniciansand
pharmacistsmustbeabletomanagebythemselvestherichnessofinformationavailableon
DDIs.
IEcanbeofgreatbeneﬁtinthepharmaceuticalindustryalowingidentiﬁcationandextraction
ofrelevantinformationandprovidinganexcitingwayofreducingthetimespentbyhealth
careprofessionalsonreviewingtheliterature. Therefore,thedevelopmentofanautomated
annotationsystemofDDIswhichextractstheinformationofpharmacovigilancedocumentsis
vitalforimprovingandupdatingthedrugknowledgedatabases.
TheDDIExtractionTask(Segura-Bedmaretal.,2013,2011)wasanNLPchalengetopromote
thedevelopmentoftechniquesappliedtothebiomedicaldomain,inparticular,tothepharma-
covigilancesubjectandprovidingacommonframeworkfortheevaluationoftheparticipating
systemsandotherresearchersinterestedinthistopic. Besides,thesigniﬁcantcontribution
ofDDIExtractionTaskhasbeentoprovidetheDDIcorpus(Herrero-Zazoetal.,2013)asa
benchmarkfordevelopingsystems.Thisdatasetisavaluableannotatedcorpusthatprovides
goldstandarddatafortrainingandevaluatingsupervisedmachinelearningalgorithmstoex-
tractDDIsformtexts.ItcontainsabstractsaboutDDIsfromMedLineandcommentsfrom
theDrugBankdatabase(Wishartetal.,2006).Thetaskisdividedintotwomainsubtasksthe
detectionandclassiﬁcationofdrugsandtheirrelationsinthedataset. Theresultsobtained
inthesharedtaskshowedthatsupervisedmachinelearningtechniques(Segura-Bedmaretal.,
2014),suchasSupportVectorMachines(CortesandVapnik,1995)withhand-craftedfeatures
andkernel-basedmethodsarethetechniquesmostusedfortheextractionandrecognitionof
thedrugnamesandthedetectionandclassiﬁcationofinteractionsbetweendrugs. Mostofthe
participatingsystemsuselargeandrichsetsoflinguisticfeatures,whichhavetobedeﬁnedby
domainexpertsandtextminers,andwhichrequireconsiderabletimeandeﬀort.
Deeplearningmethodscanbeanexcitingalternativetotheclassicalsupervisedmachine-
learningalgorithmssincetheycanautomaticalyextractthemostappropriatefeaturesfrom
representingaproblemforagiventask(Goodfelowetal.,2016).Thus,thehypothesisisthat
DeepLearningarchitecturescanoutperformclassical MachineLearningapproacheswithout
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usingalargepredeﬁnedsetoffeaturesforIEintheparticularcaseofbiomedicaldocuments.
1.2 Objectives
Themainobjectivesofthisthesisare:
•Exploringstate-of-the-artDeepLearningarchitectureswithwordembeddings,suchas
RecursiveNeuralNetwork(RecNN)(Socher,Pennington,Huang,NgandManning,2011),
ConvolutionalNeuralNetwork(CNN)(Lecunetal.,1998)andRecurrentNeuralNetwork
(RNN)(Rumelhartetal.,1986).
•ProposingmethodsbasedonDeepLearningforNERandREtasksinthebiomedical
domain.
•Studyingtheirperformanceintheproblemofextractinginformationoftextsthatcontain
interactionsbetweendrugsusingtheDDICorpus.
•BuildingacompletesystemthatinvolvestheNERandREtasks.
•Testingthelanguageanddomainindependenceofthemodelsusingotherdatasets.
•Identifyingopenissuesfromtheconclusionsinordertoproposefutureresearches.
1.3 Contributions
ThepresentdocumentexploresnovelneuralmodelsforthetasksofNERandREinbiomedical
texts.Concretely,themaincontributionsofthisthesisare:
•Acompletedescriptionandreviewofthestate-of-the-artsystemsforNERandREwith
aspecialfocusonthebiomedicaltextsforDDIinteractions.
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•TheexplorationofthewordembeddingsandtheirclustersasfeaturesusingaCRFclas-
siﬁerforrecognizingmentionsofdrugs,chemicalcompounds,anddiseasesinbiomedical
documents.
•TheuseoftheMV-RNN,whichistheﬁrstDeepLearningsystemforRE,appliedtothe
extractionofdruginteractions.
•ThepropositionoftheﬁrstCNNwithattentionpoolingfortheDDIExtractionTask.
•ApplyingtheCNNarchitecturetodealsimilartasksuchasSemEval2017Task10:Scien-
ceIE-ExtractingKeyphrasesandRelationsfromScientiﬁcPublicationsandatSemEval
2018Task7:SemanticRelationExtractionandClassiﬁcationinScientiﬁcPapersinorder
tochecktheireﬃciency.
•Thedeﬁnitionoftheﬁrstend-to-endmodelusingtheDDICorpus,whichinvolvesthe
NERandREfromrawdata.
•Testingthelanguageanddomainindependenceoftheend-to-endmodelusinganother
languagedatasetliketheSemanticAnalysisatSEPLN(TASS-2018)(Mart´ınez-C´amara
etal.,2018).
Thestudyofthesesystemsisabaselineforfutureworksandcouldbeimplementedasamedical
resourcebecauseoftheirexcelentperformance.ThisthesisdemonstratesthatDeepLearning
architecturesarearealalternativetoclassicalMachineLearningmethodssincethattheycan
learntherepresentationofthetexts.Furthermore,thesemodelscanbeusedinotherdomains
becausenobackgroundknowledgeofthetopicisrequiredtocapturetherelevantinformation
ofthetexts.
1.4 Outline
Therestofthisthesisisorganizedasfolows:
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•Chapter2introducesthetheoreticalbackgroundoftheNLP,thediﬀerenttechniquesfor
wordrepresentation,themostused MachineLearningalgorithmsfortextmining,and
thedescriptionofthemainDeepLearningarchitecturesanditsprecedents.
•Chapter3depictsanoverviewoftheInformationExtractiontasksinthebiomedical
domainincludingadetaileddescriptionofthedatasetusedfortheproposedsystems.
Also,thesectionsummarizesthestate-of-the-artmodelsforNamedEntityRecognition
andRelationExtractionsubtaskswithanemphasisonDeepLearningsystems.
•Chapter4showsaCRFarchitectureusingwordembeddingsforthecaseofDrugNER
Task.Also,twoothertasksfocusedonthediseaseandchemicalmentionsrecognitionare
presentedapplyingthesamemodel.
•Chapter5presentstheadaptationofthe Matrix-VectorRecursiveNeuralNetworkfor
theextractionofdrug-druginteractions.
•Chapter6showsanexplorationoftheConvolutionalNeuralNetworkarchitecturein
ordertosetthebesthyper-parametersfortheDDIExtactionTask. Moreover,thesection
describestheperformanceintheextractionofdruginteractionsusingtheConvolutional
NeuralNetworkwithdiﬀerentpoolingoperationsuchasmaximum,averageandattention
mechanism.Furthermore,thearchitectureisalsoappliedtosolvetwoSharedTasksat
SemEval,SemEval2017Task10:ScienceIE-ExtractingKeyphrasesandRelationsfrom
ScientiﬁcPublications(Augensteinetal.,2017)andatSemEval2018Task7:Semantic
RelationExtractionandClassiﬁcationinScientiﬁcPapersinordertochecktheireﬃciency
(G´aboretal.,2018).
•Chapter7depictsacompletesystemthatinvolvestheNamedEntityRecognitionand
RelationExtractionsubtasksinbiomedicaltextsfromrawdataasanend-to-endarchitec-
ture.ThismodelperformsthetasksforEnglishandSpanishdocuments,theDDICorpus
andtheSemanticAnalysisatSEPLN(TASS-2018)(Mart´ınez-C´amaraetal.,2018),in
ordertotestitslanguageindependencecapability.
•Chapter8drawssomeconclusionsofthestudiesandproposessomefutureworkstobe
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takenintoconsiderationinordertoimprovetheresultsthatcanbeappliedtorealscenario
systems.
1.5 Funding
Thisthesishasbeensupportedby:
•Pre-doctoralresearchtrainingscholarshipoftheCarlosIIIUniversityof Madrid(PIF
UC3M02-1415)forfouryears.
•ResearchProgramofthe MinistryofEconomyandCompetitiveness-Governmentof
Spain,(DeepEMRprojectTIN2017-87548-C2-1-R).
•ResearchProgramofthe MinistryofEconomyandCompetitiveness-Governmentof
Spain,(eGovernAbility-AccessprojectTIN2014-52665-C2-2-R).
•DoctoralstayTEAM-Technologiesforinformationandcommunication,Europe-east
AsiaMobilitiesproject(ErasmusMundusAction2-Strand2Programme)fundedbythe
EuropeanCommissionrealizedintheUniversityofTokyo,Japan,fortheAizawaLabo-
ratoryinNationalInstituteofInformatics(NII)forsevenmonths.
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Background
MachineLearningistheﬁeldofstudythatgivescomputerstheabilitytolearnwithoutbeing
explicitlyprogrammed(Samuel,1959).Themainalgorithmsofmachinelearningareclassiﬁed
intofourclasses.Unsupervisedlearninggeneratesknowledgefromsampleswithoutacategory
assigned.Supervisedlearninglearnsfromsampleswithlabelsthatrepresentacategory.Semi-
supervisedlearningsolvestasksthatonlyafewsamplesarelabeledtakingknowledgefrom
non-categorizedsamples.InReinforcementlearning,anagenttakesactionsdependingonthe
actualstateandarewardgivenfromtheenvironment.
Supervisedlearningmodelsaresubdividedinregressionandclassiﬁcationtechniquesdepending
onwhattheypredict,arealnumberorasetofpredeﬁnedcategories,respectively.Insidethe
classiﬁcationsystems,thereisadistinctionbetweenmodelsthatlearnthejointprobability
distributionofthesamplesandtheirlabels(generativeclassiﬁers)andmodelsthatlearna
functionthatseparatesthecategoriesaccordingtosomeweights(discriminativeclassiﬁers).
Aclassiﬁcationmodelusedinsupervisedlearningtakesasetofinputvariablesxcaledob-
servationsorfeaturesandgivesasetofoutputvariablesycaledclassesorlabels.Formaly,
thegoalofthesupervisedlearningalgorithmsistoﬁndamappingfunctionthatpredictsthe
correctoutputsyofasetofinputsxas
y=f(x) (2.1)
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Fromapracticalpointofview,thedatasetstobeusedinsupervisedmodelscontainMinstances
aspairsofinformation(x,y)wherex∈RN isavectorofNattributesthatdeﬁneeachsample
andyrepresentstheclassofthesample.
2.1 ArtiﬁcialNeuralNetworks
ThebasicarchitectureoftheArtiﬁcialNeuralNetworks(ANN)isthesingleartiﬁcialneuron
whichisbiologicalyinspiredbytheoperationsofthesecelsinthebrain(McCulochandPitts,
1943).Theseunitsaresimplepatterndetectorsthatlearnsynapticweightsofeachattribute
togenerateaprediction.Figure2.1representstheweightedfunctionthatanartiﬁcialneuron
computesas
y=f(
N
i=1
wixi+b)=f(wTx+b) (2.2)
wherefisanactivationfunction,w∈RN isavectoroftheweightsfortheNattributesand
bisanoﬀsettermcaledbias.
Σf
x1
x2..xN
+1
w1w2
wN
b
y=f(N
i=1
wixi+b)
Figure2.1:Thearchitectureofanartiﬁcialneuron.
2.1.1 ActivationFunctions
Theactivationfunctiondeﬁnesthethresholdwhereaneuronisworkingtogeneratethepre-
dictioninitsoutput. Concretely,thisfunctionindicateshowmuchinformationtotransfer
fromaneuroninarangeofactivation.Themostcommonactivationfunctionsareshowedin
Table2.1.Themajorityofthemarenon-linearfunctionswhichareadesirablecapabilityfor
computinginherentlynon-linearinputs.
2.1. ArtiﬁcialNeuralNetworks 11
Table2.1: Mostcommonlyusedactivationfunctionsfortheartiﬁcialneuroncomputation.
Activation
Function Equation Derivatite Plot
Identity f(x)=x f(x)=1
−4 −2 2 4
−4
−2
2
4
x
f(x)=x
Heaviside
step H(x)=
1,x>0
0, otherwise H(x)=0,x=0
−4 −2 2 4
−0.5
0.5
1
1.5
x
f(x)=H(x)
Sigmoid σ(x)= 11+e−x σ(x)=σ(x)(1−σ(x))
−4 −2 2 4
−0.5
0.5
1
1.5
x
f(x)=σ(x)
Softmax Softmax(x)= exiK
i=1
exi
Softmax(x)=
Softmax(x)(1−Softmax(x)) Multi-classSigmoid
Tanh tanh(x)=ex−e−xex+e−x tanh(x)=1−tanh(x)2
−4 −2 2 4
−1
−0.5
0.5
1
x
f(x)=tanh(x)
ReLu ReLU(x)= x, x>00, otherwise ReLU(x)=
1, x>0
0, otherwise
−4 −2 2 4
2
4
x
f(x)=ReLU(x)
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2.1.2 MultilayerPerceptron
ThesimplestactivationfunctiontocreatealinearseparationofbinarycategoriesistheHeavi-
sidestepfunction.ThisfunctionimplementedwithanartiﬁcialNeuronisknownlikePerceptron
(Rosenblatt,1958).Thearchitecturecancomputethediﬀerentbooleanfunctionsasaweighted
combinationoftwobinaryinputs(A,B)asy=H(Aw1+Bw2+b)wherebisthebiasterm
andw1andw2aretheweightsofAandB,respectively(seeFigure2.2).
A
B
+1
w1
w2
b
Figure2.2: APerceptronwhichrepresentsthediﬀerentbooleanfunctionswithtwobinary
inputsandabiasterm.
ItisnotpossibleforthisarchitecturetoperformafunctionfortheXORbooleanfunction
withthePerceptronduetothefactthattwoboundariesarerequiredinordertoclassifythe
points. However,XORisdeﬁnedbythecombinationofotherbooleanfunctions. Thus,the
solutiontoperformthisbooleanoperationistobuildaconcatenationoftwofunctionswith
thePerceptronandtocomputetheiroutputswithanotherPerceptron.Thisnetworkwasthe
ﬁrstimplementationofaMultilayerPerceptron(MLP)whosemainideaistoconnectneuron
outputstootherneuronslikethehumanbraindoestogeneratemorecomplexfunctions.
Thegeneralarchitectureforthismodelwithanarbitraryactivationfunctionandaninter-
mediatelayerofneuronsisknownasNeuralNetworkwithahiddenlayer.Thehiddenlayer
performsacomputationwiththeweightedvaluesoftheinputsineachneuron.Then,afuly
connectedlayercombinestheoutputsofaltheneuronstoaﬁnalneurontogiveaprediction.
Figure2.3representsthefeed-forwardcomputationas:
a=f(WTx+b)
y=f(uTa+bu)
(2.3)
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whereW ∈RN×H isthematrixofweightsfortheinputsandtheHneurons,b∈RH isthe
oﬀsetofthehiddenlayer,u∈RH isthevectorofweightsfortheneuronoutputandbuisthe
oﬀsetoftheﬁnalneuron.
x1
x2
...
xN
+1
Σf
Σf
Σf
...
+1
Σf
a=f(WTx+b)
W
b
u
bu
y=f(uTa+bu)
Figure2.3:AconcatenationofPerceptronsforbuildingaMultilayerPerceptronwithahidden
layer.
TheuniversalapproximationtheoremstatesthataNeuralNetworkusingasinglehiddenlayer
withaﬁnitenumberofneuronswitharbitraryactivationfunctionandalinearneuronin
theoutputlayercanapproximateanycontinuousfunctionusingtheappropriateparameters
(Cybenko,1989;Hornik,1991).However,theNeuralNetworksrequirealossfunction,asearch
optimizationalgorithmandamodelvalidationinordertomeasuretheerrormadeduring
thetraining,ﬁndtheoptimalvaluesoftheweights,andﬁttheoptimalnumberofneurons,
respectively.
2.1.3 LossFunctions
Lossfunctions,costfunctionsorobjectivefunctionsJ(θ)areusedintheoptimizationproblems
toestimatetheparameterθofthemodelthatgeneratetheleastlosses.Concretely,itmeasures
theerrorbetweenthepredictionofthemodelyandtheexpectedvalueyˆinordertoﬁtthe
parametersinthetrainingphase.Table2.2showsthecommonlossfunctionstosolvesupervised
optimizationproblems.
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2.1.4 Learningalgorithm
Theback-propagation(Brysonetal.,1963)isthelearningalgorithmthatupdatestheweights
oftheANNmodelsaccordingtotheerrorfromthelossfunction.Contrarytotheforwardcom-
putationtogeneratetheprediction,thismethodpropagatestheerrorinabackwarddirection.
Thus,theparametersθofthemodelwilbeupdatedwithanoptimizationalgorithmcaled
GradientDescent(GD)thatassurestheconvergencetothelocalminimumofthelossfunction
as:
θNEW ←θOLD−α∂J(θ)∂θOLD (2.4)
Thismethodreducestheerrorwithastepcaledlearningratedecayαinthedirectiongiven
bythegradient. Forthisend,derivativesofthelossfunctionwithrespecttotheweights
needtobecalculatedforapplyingthelearningprocess.Eachtimeoftraininginthisstageis
caledanepoch,andtheweightsareupdatedinordertodecreasethelossfunction.Besides,
itisarequirementtoback-propagatethatactivationandlossfunctionsarediﬀerentiable.An
exampleofminimizingafunctionwithaGDisshowedinFigure2.4whereaﬁrstinitialpoint
iscorrectedeachstep(3timesorepochsintheexample)toreachtheminimumvalueofthe
function.
−1 1 2 3 4 5
2
4
θ
J(θ)
•
•
•
•
α
θ0
θ1
θ2
θ3θ∗
Figure2.4:3stepsofaGradientDescentwithlearningdecayrateαstartingfromtheinitial
pointθ0whereθ∗representsthelocalminimum.
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Figure2.5showsthederivativeofeachparameterina MLPwheres=uTa+buandz=
WTx+b.Theactivationfunctionoutputsareﬁrstlytakenfromthefeed-forwardcomputation
usingtheEquation2.3,thenthegradientforeachparameteriscalculatedandﬁnalytheerror
ispropagatedfromthederivativeofthelossfunction. Thus,thederivativeofaparameter
canbeseenasthreepartsmultiplication,theforwardedsignal,thelocalgradientandthe
back-propagatederror.
x1
x2
..
xN
+1
Σf
Σf
Σf
..
+1
Σf
∂J(θ)
∂y
∂f(s)
∂s
∂f(z)
∂z
∂uTa+bu∂a
∂uTa+bu∂u
∂uTa+bu∂bu
∂W Tx+b
∂W
∂W Tx+b
∂b
Figure2.5:ThederivativesofeachparameterofaMLPfortheback-propagationalgorithm.
Theback-propagationalgorithmneedsthederivativesoftheparametersthatdependsonpre-
viouslayerderivatives.Forthisreason,thechainrulecanpropagatetheerrorinabackward
mannerstartingfromthelossfunctionderivativeuntiltheweightsoftheﬁrstlayer.Folowing
thearchitectureofFigure2.5,theﬁrstderivativetobecalculatedisthelossfunctionoutput
as:
∂J(θ)
∂y =J(θ) (2.5)
Theoutputoftheactivationfunctiontakesthederivativeofthelossfunctionandcomputes
thelocalgradientgivenby:
∂J(θ)
∂s =
∂J(θ)
∂y
∂f(s)
∂s =[J(θ)]×f(s) (2.6)
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Then,thepreviousderivativeispropagatedtotheoutputlayerweights,biasandtheoutput
ofthehiddenlayerforcalculatingthederivativesandupdatingtheirvalueswiththeGDas
folows:
∂J(θ)
∂u =
∂J(θ)
∂s
∂uTa+bu
∂u =[J(θ)×f(s)]×a
∂J(θ)
∂bu =
∂J(θ)
∂s
∂uTa+bu
∂bu =[J(θ)×f(s)]×1
∂J(θ)
∂a =
∂J(θ)
∂s
∂uTa+bu
∂a =[J(θ)×f(s)]×u
(2.7)
Similarly,thederivativeoftheoutputinthehiddenlayeristakentopropagatetheerrortothe
activationfunctionofthehiddenlayeras:
∂J(θ)
∂z =
∂J(θ)
∂a
∂f(z)
∂z =[J(θ)×f(s)×u]×f(z) (2.8)
Finaly,thisderivativeisusedinthehiddenlayerweightsandbiastoobtaintheirpartial
derivativesandupdatetheirvalueswiththelearningalgorithmwiththefolowingequations:
∂J(θ)
∂W =
∂J(θ)
∂z
∂WTx+b
∂W =[J(θ)×f(s)×u×f(z)]×x
T
∂J(θ)
∂b =
∂J(θ)
∂z
∂WTx+b
∂b =[J(θ)×f(s)×u×f(z)]×1
(2.9)
2.1.5 Optimization
TheGDhasthreevariantsdependingonthenumberofdatausedineachstep:
•BatchGradientDescentupdatestheparametersofthenetworkθusingtheentiredataset.
•StochasticGradientDescentcomputesthederivativeofthelossfunctionwithrespectto
theparameterswitheachsample(xi,yi).
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•Mini-BatchGradientDescentisanintermediatesolutionwhichtakesmsamplesofthe
datasettocomputethelearningalgorithmofGDeachtime.
Thechoiceofthelearningstepiscriticalforthetrainingbecausesmal αmakestheGDvery
slowbecausemanystepsareneededtoreachtheminimum,atthecontrary,largeαmakes
theGDjumpoverthelocalminimumandtheminimizationgetsstuck. Moreimportantly,
thelearningalgorithmcouldreachasuboptimallocalminimumornonconvergetoanoptimal
solutionduetoahighlynon-convexlossfunction.Tosolvetheseissuessomeimprovementsto
theGDareproposed:
•Momentum(Qian,1999):acceleratesGDtothegradientdirectioninordertogainfaster
convergenceandpreventtheoscilationsaroundlocaloptima.TheEquation2.10addsa
momentumparameterγthattakesapercentageofthepreviousmomentumtermv.
vNEW ←γvOLD−α∂J(θ)∂θOLD
θNEW ←θOLD−vNEW
(2.10)
•Nesterovacceleratedgradient(NAG)(Nesterov,1983):anticipateswheretheparameters
aregoingtobeinthemomentumtermcalculatingthegradientswithrespecttothe
nextpositionθOLD−γvOLD (seeEquation2.11).Thus,itcanspeeduptheGDbyan
adaptationaccordingtotheslopeposition.
vNEW ←γvOLD−α ∂J(θ)∂(θOLD−γvOLD)
θNEW ←θOLD−vNEW
(2.11)
•AdaptiveGradient(Adagrad)(Duchietal.,2011):updatesthelearningratesizeau-
tomaticalydependingonthecommonnessofthedata.Itmakeslargerupdatesifthe
featuresareinfrequentandsmalerupdatesifthefeaturesaremorefrequent.InEqua-
tion2.12,Grepresentsadiagonalmatrixwiththesumofthesquaresofthegradientof
2.1. ArtiﬁcialNeuralNetworks 19
eachparameter tτ ∂J(θτ)∂θOLDτ
2and isasmalnumberthatavoidsthedivisionbyzero.
αNEW ← α
OLD
√G+
θNEW ←θOLD−αNEW∂J(θ)∂θOLD
(2.12)
•RootMeanSquareProp(RMSProp):reducestheuniformlydecreasingofthelearning
rateinAdagradwiththeaverageofalpastsquaredgradientssmultipliedbyaparameter
γinthesamewaythatthemomentum(seeEquation2.13).
sNEW ←γsOLD+(1−γ) ∂J(θ)∂θOLD
2
αNEW ← α
OLD
√sNEW+
θNEW ←θOLD−αNEW∂J(θ)∂θOLD
(2.13)
•AdaptiveLearningRate(Adadelta)(Zeiler,2012):proposestoaddthertermtothe
RMSPropthatmultipliestheaverageofalpastupdatesrulewiththelearningrateas
theEquation2.14.
sNEW ←γsOLD+(1−γ) ∂J(θ)∂θOLD
2
αNEW ←αOLD
√rOLD+√sNEW+
rNEW ←γrOLD+(1−γ)αNEW∂J(θ)∂θOLD
2
θNEW ←θOLD−αNEW∂J(θ)∂θOLD
(2.14)
•Adaptive MomentEstimation(Adam)(KingmaandBa,2014):keepstheaverageof
alpastgradientvandsquaredgradientssestimatedwiththemeanandthevariance,
respectively.InEquation2.15,γ1andγ2representsthepercentageofdecayingaverage
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ofpastgradientsandsquaredgradientsandbiascorrectedforvands,respectively.
vNEW =γ1vOLD+(1−γ1)∂J(θ)∂θOLD
sNEW =γ2sOLD+(1−γ2) ∂J(θ)∂θOLD
2
vˆNEW =v
NEW
1−γ1
sˆNEW =s
NEW
1−γ2
θNEW ←θOLD−α vˆ
NEW
√sˆNEW+
(2.15)
2.1.6 WeightInitialization
Neuralnetworksneedtoinitializethelearningalgorithmfromaninitialvalueforeachweight.
Choosingthestartingpointiscrucialfortheconvergenceofthegradientdescentforreachinga
localminimumintheerrorfunction.Onepossibleconsiderationisstartingwithaltheweights
atzero. However,thismakesthederivativesandtheweightsupdatesbethesameinalthe
neuronsoftheNeuralNetwork.Thus,althehiddenunitaresymmetric,andtheperformance
oftheNeuralNetworkwouldbethesameasasingleneuronandnobetterthanalinearmodel.
Shouldbenotedthatthereisnoproblemsettingbiasestozerobecausethevaluesintheneurons
wilbediﬀerent.
Forbreakingthissymmetry,thebestsolutionistoinitializetheweightsrandomlyveryclose
tozero,andtherebyeachneuroncancomputediﬀerentfunctions.Themostcommonchoice
istouseaprobabilitydistributionwithzeromean,suchasuniformornormaldistribution.
Inaddition,twoinitializationmethodscanadjustthevarianceofthaccordingtotheselected
non-linearactivationfunction.
•Xavierinitialization(GlorotandBengio,2010),deﬁnedas 1s,isrecommendedfortanh
orsigmoidfunctions.
•Heinitialization(Heetal.,2015),deﬁnedas 2s,isrecommendedforReLUfunctions.
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Forbothcases,sisthesizeofthepreviouslayer. Thisinitializationisthemainsourceof
randomnessofNeuralNetworks.Forthisreason,itishighlyrecommendedinpracticetheuse
ofrandomseedsinordertoobtainthesameresults.
2.1.7 Validation
ThedeﬁnitionofastoppingruleisvitaltodeterminatewhenaNeuralNetworkhastostop
training.Thisstoppingpointmustassurethegeneralizationofthemodelwithoutﬁttingthe
trainingdataperfectlyinordertoavoidcapturingthenoisyinformation.Tothisend,itisvery
conveniencetodeﬁneavalidationsetthatteststhemachineeachepoch.Inthecaseswhere
thissetisnotpredeﬁned,theoriginaltrainingsetcanbesplittoformthenewtrainingsetand
thevalidationsetwhichmustbeasrepresentativeasthetrainingset.
Theearlystoppingcriteriaisarulethatﬁndstheoptimalnumberofepochsfortraininga
NeuralNetwork.Ineachepoch,thevalidationsetteststheperformanceofthetrainedmodel.
Thus,theminimumvalueoferrorinthevalidationsetgivestheoptimalnumberofepochsfor
trainingthenetwork. Beforethispoint,themodelisconsiderednottotalytrained(under-
ﬁtting),andafterthispoint,themodelcannotgeneralizewel(over-ﬁtting).
200 400 600 800 1,000
0.2
0.4
0.6
0.8
1
Epochs
J(θ)
ErroronTrainingSet
ErroronValidationSet
Figure2.6:ThetrainingstageofaNeuralNetworkwherethelossfunctionisdecreasingin
eachepochs.Theoptimalnumberofepochs(redcross)islocatedbytheminimumvalueinthe
validationset(redpoint).
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2.1.8 Regularization
Regularizationisamathematicaltechniqueappliedtomachinelearningmodelstopreventover-
ﬁttinginthetrainingphase.Themostcommonofthesetechniquesisusingaregularization
termintheobjectivefunctionfor makingthelearningprocess moreﬂexibleandavoiding
capturingtheirrelevantdata. Concretely,weaddatuningparameterλthatmultipliesand
constraintsthevaluesoftheweightsinordertopenalizethecomplexityofthemodelandmake
smootherfunctions.Twodiﬀerentregularizationtermcanbeapplied:
•L1-norm,whichusetheabsolutemeanoftheweightsasJ(θ)+λ |w|,alsoknownas
LASSOestimator.
•L2-norm,whichusethesquaredmeanoftheweightsasJ(θ)+λ w2,alsoknownas
Ridgeregression.
ThemaindiﬀerencesarethatL1regularizationproducesasparseoutputmakingsomeweights
tozeroiftheyarenotrelevantincontrast,L2regularizationhasanalyticalsolutionsandis
computationalymoreeﬃcient.
AnotherregularizationmethodspecialyforNeuralNetworkisDropout(Hintonetal.,2012).
Thistechniquepreventstheco-adaptationsofneuronsonthetrainingstagebyrandomlysetting
theneuronstozerowithaprobabilitypfolowingaBernoulidistribution.Intheteststage,p
iszeroforusingthewholelayerofneurons.
2.2 ClassicalInformationExtractionclassiﬁers
ThemostcommonmachinelearningmethodsforIEtaskswithlabeledexampledinaﬁnite
numberofclassesaretheclassiﬁcationmodelswithsupervisedlearning.Figure2.7ilustrates
someotherclassicalmachinelearningsystemsusedforthesetaskspresentedasfolowing:
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Figure2.7:Diagramoftraditionalsupervisedclassiﬁcationsystemwhichshowstherelation-
shipsbetweenthem.Imageextractedfrom(Suttonetal.,2012).
2.2.1 NaiveBayes
NaiveBayesisagenerativemodelthatdescribesthejointdistributionp(y,x)bytheprior
probabilityp(y)andthelikelihoodfunctionp(x|y)asEquation2.16. Thismodelpredictsa
classlabelyˆgivenavectorofindependentfeaturesxusingthemaximumaposteriorirule
yˆ=argmaxk∈{1,..,K}p(y,x).
p(y,x)=p(y)
M
m=1
p(xm|y) (2.16)
2.2.2 Hidden Markov Models
Hidden Markov Models(HMM)(Baumetal.,1970)isthesequentialversionoftheNaive
Bayesthatdescribesthejoindistributionp(y,X)asEquation2.17. Eachtime,themodel
predictsaclasslabelyˆngivenavectorofindependentfeaturesxnofthecurrentinputand
theoutputofthepreviousstepyn−1likeaMarkovChainusingthemaximumaposteriorirule
yˆn=argmaxk∈{1,..,K}p(y,xn).
p(y,X)=
N
n=1
p(yn|yn−1)p(xn|yn) (2.17)
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2.2.3 LogisticRegression
LogisticRegressionisadiscriminativemodelthatdescribestheconditionalprobabilityofp(y|x)
asEquation2.18. Thismodelusesthesigmoidfunctionwiththeweightsλm offeaturesfm
deﬁnedwithrespecttoyandxtogenerateaclassprediction. Thefeaturesaredeﬁnedfor
state-observationpairsfm(y,x).
p(y|x)=
exp M
m=1
λmfm(y,x)
yexp
M
m=1
λmfm(y,x)
(2.18)
2.2.4 ConditionalRandomFields
ConditionalRandomFields(CRF)(Laﬀertyetal.,2001)isthesequentialversionoftheLogistic
Regressionthatdescribestheconditionalprobabilityp(y|X)asEquation2.19.Thismodeluses
thesigmoidfunctionwiththeweightsλmoffeaturesfmdeﬁnedwithrespecttoyn,yn−1andxn
togenerateaclasspredictionlikeaMarkovChain.Itisneededtodeﬁnedatleastonefeature
foreachstatetransitionfm(yn,yn−1)andoneforeachstate-observationpairfm(yn,xn).
p(y|X)=
exp M
m=1
λmfm(yn,yn−1,xn)
yexp
M
m=1
λmfm(yn,yn−1,xn)
(2.19)
2.2.5 SupportVector Machines
SupportVectorMachines(SVM)(CortesandVapnik,1995)isasupervisedmachinelearning
algorithmfordataclassiﬁcation.Itdeﬁnesahyper-planewx+b=0thatseparatestwoclasses
whichobtainsthelargestdistanceormaximummarginbetweenthenearestdatapointstothe
otherclass(supportvectors).Figure2.8showsdatapointswithtwovariablesx=[x1,x2]of
twoclassesy=−1,1wherethemaximummarginisdeﬁnedbythemarginswx+b≤1and
wx+b≥−1whicharetheboundariesoftheclassesyi=1andyi=−1,respectively.
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Figure2.8:AnSVMseparatingtwoclassesbyanhyperplanewx+b=0.
Theparameter b|w|representstheoﬀsetofthehyperplaneandthemargindistanceis 2|w|.
Inordertomaximizethisdistancethatrepresentsthemargin,itisnecessarytominimize
|w|. Thus,themaximummargincanberewrittentogetanoptimizationproblemasthe
Equation2.20,caledHard-margin.
minimize12|w|
2
subjecttoyi(wxi+b)≤1
(2.20)
Consideringcaseswherethedatacannotbelinearlyseparable,aggregatingaslackvariableξi
tothemarginsalowssomedeviationinordertoclassifythenon-separablesamples. Equa-
tion2.21representstheSoft-marginminimizationfunctionwhereCisthepenaltyparameter
thatbalancestheincreasingofthemarginsizeandthewrongsidedata.Onepossiblechoice
fortheslackvariableistheHingeLoss,ξi=max(0,1−yi(wxi+b)),whichiszeroifthedata
isnotinthecorrectboundary.
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Figure 2.9: Kernel trick applied to a non-linear decision problem.
minimize12|w|
2+C
i=1
ξi
subject toyi(wxi+b)≤1−ξi
ξi≥0;C≥0
(2.21)
SVM cannot build a non-linear decision boundaries like Figure 2.9a. However, the kernel trick
(Aizerman et al., 1964) maps the dataxinto a higher dimensional space with a kernel function
deﬁned asK(xi,xj)=Φ(xi)TΦ(xj) to create a linear separating hyperplane in this space (see
Figure 2.9b). There are four basic kernels deﬁnes as folows:
•Linear:K(xi,xj)=xTixj
•Polynomial:K(xi,xj)=(γxTixj+r)d
•Gaussian radial basis function (RBF):K(xi,xj)=e−γ|xi−xj|2forγ>0
•Hyperbolic tangent or sigmoid:K(xi,xj)=tanh(γxTixj+r) forγ>0 andr<0
2.3 Deep Learning
Deep Learning is a set of techniques for machine learning that uses Neural Networks architec-
tures (Goodfelow et al., 2016). Currently, they provide the best performance to many data
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processing tasks (LeCun et al., 2015). The original idea was to create MLPs connected with
more than one hidden layer in order to generate higher abstraction levels with deeper archi-
tectures (see Figure 2.10) (Bengio, 2009). Similarly, to the human brain, the information is
processed by multiples transformations and learned higher and complex representations of the
input in each hidden layer.
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Figure 2.10: A Deep Neural Network with multiple layers.
Historicaly, the focus of data processing has moved from manualy rule-based systems to au-
tomated systems. Figure 2.11 shows that classical machine learning approaches need hand-
designed features while the representation learning models extract the representation of these
features automaticaly. Currently, Deep Learning algorithms create complex knowledge from
simplex feature representations using more layers that can compute functions with diﬀerent
levels of abstraction.
Figure 2.11: Historical view of the data processing.
The main advantages of Deep Learning are that the universal approximation theorem also
applies to take the advantage that the functions can be approximated using fewer neurons
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becausethenetworkcomputesanewrepresentationoftheoutputsforeachlayerbycomposition
(Goodfelowetal.,2016).Additionaly,thetrainingofdeeparchitecturesismadebytheback-
propagationasinArtiﬁcialNeuralNetworks.Thus,thechainrulecantransferthehigherlayers
derivativestotheﬁrstlayerslikeinMLPs.
DeepLearningrepresentsasetoftechniquesbasedonNeuralNetworks.Themaintwoarchitec-
turesdesignedforclassiﬁcationaretheConvolutionalNeuralNetworksandRecurrentNeural
Networks.Thesetwotechniquesdiﬀerinthekindofinputtheypredict,ConvolutionalNeural
Networksarepreparedtoclassifyspatialsignals,andRecurrentNeuralNetworksareprepared
toclassifytemporalsignals.Thefolowingsectionsdescribethedetailsofthesenetworks.
2.3.1 ConvolutionalNeuralNetworks
Inthecaseswhereinputsarehighdimensional,MLPshavetonsoftrainingparameters.The
mainideatoovercomethisproblemistotakethelocalrepresentationwhichdescribesthe
wholeinputinsteadoftakingtheglobalrepresentation.Thislocalinformationisrepresented
inConvolutionalNeuralNetwork(CNN)(Lecunetal.,1998)usingaNeuralNetworkwithlittle
partsoftheinputasEquation2.22,
h(c,r)=f(Wx(c−∆c:c+∆c,r−∆r:r+∆r)+b) (2.22)
whereh(c,r)representstheoutputtakingaregionofshape(2∆×2∆)intheposition(c,r)
oftheinputx,fisanon-linearfunction,W andbaretheweightsandbiasoftheNeural
Network,respectively. ThesameNeuralNetworkisappliedovertheentireinputslidingthe
regionasaﬁlter. Furthermore,apoolinglayerappliedtotheconvolutionoutputsimpliﬁes
andreducestheinformationoftheﬁlters.Inthisstage,thelayerneedstocapturethemore
relevantfeaturestopreservetheinformationoftheinput.
CNNwasﬁrstlyproposedforhandwrittencharacterrecognitioninComputerVision. Thus,
Figure2.12representstheproposedCNNtakingathreechannelimage(RGB)wherethe
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convolution generates diﬀerent ﬁlters and pooling is applied to extract the relevant parts of the
inputs. Moreover, a new convolution and pooling layers are applied to the previous output for
generating more complex features and create a better representation of the raw image. Idealy,
the deeper layers of the network capture complex shapes of the image starting from straight
lines until detecting complete forms like faces. Once the input is simpliﬁed to a vector, a
Softmax layer performs the classiﬁcation of the picture.
Figure 2.12: Convolutional Neural Network applied to a RGB image for its classiﬁcation.
Similarly, CNN can be applied to NLP tasks where the inputs are the vector representation of
each word in a sentence (Kim, 2014). However, the shape of the ﬁlters has to be the dimension
of the word vector and a predeﬁned context window for computing the convolution operations.
Then, the same operation is applied sliding the ﬁlter for the context window of each word in
the sentence. Diﬀerent sizes of context window could be selected for discovering new feature
representations. After the convolution layer calculates the resulting matrices, the pooling and
classiﬁcation layers perform the same process previously deﬁned.
2.3.2 Recurrent Neural Networks
In the cases where inputs are sequences, MLPs cannot capture the temporal dependencies of
the input dynamicaly. The main idea to overcome this problem is to take the information given
by the previous step in order to compute the current input in a sequential manner. Recurrent
Neural Network (RNN) (Rumelhart et al., 1986) uses two diﬀerent weights for the input and
for the previous output as Equation 2.23,
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h(t)=f(Wx(t)+Uh(t−1) +b) (2.23)
whereh(t) represents the output in the timetof the inputx,fis a non-linear function,W
are the weights for the current input,Uare the weights for the previous output, andbthe
bias term of the Neural Network. Concretely, the weights and bias are shared over the entire
input. Optionaly, a pooling layer can simplify al the time-step outputs and reduce the global
representation into a vector. The output of the pooling layer needs to capture the more relevant
features to preserve the input information.
The image on the left of Figure 2.13 represents the deﬁnition of a simple RNN where the
current state is computed with the input and the previous output. The image on the right of
Figure 2.13 represents the unfolded RNN version where each time-step the system performs an
output.
Figure 2.13: Recurrent Neural Network and its unfolded version.
The simple RNN cannot capture the long dependencies because it loses the information of the
gradients as long as the back-propagation is applied to the previous states. For this reason,
the incorporation of cel units into the RNN computation solves the long propagation of the
gradient problem. These unit cels introduce a gating mechanism to remember the values of
previous intervals (see Figure 2.14).
The Long Short-Term Memory cel (LSTM) (Hochreiter and Schmidhuber, 1997) deﬁnes three
gates in order to control the information that ﬂows into the cel and a cel state that is trans-
ferred to the next step. The input gateit, the forget gateftand the output gateotfor the
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(a) Long Short-Term Memory cel. (b) Gated Recurrent Unit cel.
Figure 2.14: Recurrent Neural Networks cels.
currenttstep transform the input vectorxttaking the previous outputht−1using its cor-
responding weights and bias computed with a sigmoid function. The cel statecttakes the
information given from the previous cel statect−1regulated by the forget cel and the informa-
tion given from the current celctregulated by the input cel using the element-wise represented
as∗in the Equation 2.24. Finaly, the current outputhtis deﬁned by the hyperbolic function
of the cel state and regulated by the output gate.
ft=σ(Wf·[ht−1,xt]+bf)
it=σ(Wi·[ht−1,xt]+bi)
ct=tanh(Wc·[ht−1,xt]+bc)
ct=ft∗ct−1+it∗ct
ot=σ(Wo·[ht−1,xt]+bo)
ht=ot∗tanh(ct)
(2.24)
The Gated Recurrent Unit cel (GRU) (Cho et al., 2014) deﬁnes the input gateztand the
reset gateztwhich take the input vectorxtof the currentttime and the previous outputht−1
using its corresponding weights and bias computed with a sigmoid function. The current cel
information is captured by the vectorhtusing the input and the previous output regulated by
the reset gate with the hyperbolic function as Equation 2.25. Then, the output vectorhtis
32 Chapter2. Background
regulatedbytheresetgatechoosingthemostsigniﬁcantinformationbetweenthecurrentand
previouscels.
zt=σ(Wz·[ht−1,xt]+bz)
rt=σ(Wr·[ht−1,xt]+br)
ht=tanh(Wh·[rt∗ht−1,xt]+bh)
ht=(1−zt)∗ht−1+zt∗ht
(2.25)
Ontheonehand,LSTMhasamemoryunitandacelstatethatretaintheinformationofthe
previoussteps.Ontheotherhand,GRUismoreeﬃcientbecauseithasfewerparametersto
betrained.However,theperformanceofbothcelsisverysimilarto(Chungetal.,2014).
2.3.3 VanishinggradientandExplodinggradient
ThemainprobleminDeepLearningarchitecturesisthecomputationoftheback-propagation.
Themultiplicationbythechainruleofthederivativesofpreviouslayersobtainedfromhigher
layersmakesgradientsunstablysmalerorlargerateachstep(Nielsen,2015).
Commonly,thesmalderivativesmultiplythenewderivativesandmakethemsmalerasthe
back-propagationisperformedlosingtheinformationoftheerrormadebytheﬁrstlayers.
ThisproblemisknownasthevanishinggradientandmakesDeepNeuralNetworksconverge
veryslowly(Hochreiteretal.,2001).TheReLUactivationfunctionsolvesthisissuebecauseit
makesgradientzerofornegativevalues.
Contrary,themultiplicationoflargederivativeswiththeweightsmakesthatthecostfunction
changesinlongranges. ThisproblemisknownasexplodinggradientandmakestheDeep
NeuralNetworksoscilateswithbigstepsbeforeconverging(Pascanuetal.,2013).Thisissue
issolvedtrimmingthegradientsobtainedbyeachlayerwithapredeﬁnedthreshold(gradient
clipping).
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Inaddition,choosingthecorrectweightinitialization,optimizationandregularizationforthe
speciﬁcproblemcanpreventtheseproblems.
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Chapter3
Related Work
ThischapterdescribesthesystemsproposedforNERandREinbiomedicaltexts.Concretely,
thedescriptionofthemethodswilbefocusedonthepharmacovigilancedomain. Current
attemptstoaddressthesetaskswilbepresentedtakingintoaccountthecorearchitecture
theyuse.Thus,thedescriptionofthesystemsforthetwoNLPtasksaredividedbyFeature
engineeringandDeepLearningmodels.
Moreover,theDDIExtractionSharedTaskwilbepresentedtogetherwiththedatasetofthis
task,theDDICorpus,whichwilbethebenchmarkforcomparingtheperformanceofthe
modelsandestablishingwhichonesarebetterandwhy. TheDDIExtractionSharedTaskis
composedofNERandREtasks,theDrugNameRecognition(DrugNER)andtheDrug-drug
InteractionExtraction(DDI),respectively. Attheendofthischapter,aﬁnalremarkofthe
currenttechniquesandadiscussionaboutthemwilbepresented.
3.1 SemEval-2013Task9: DDIExtractionSharedTask
Themaingoalofthepharmacovigilanceistheearlydetectionofadversedrugreactions,which
isavitalprocessinordertopreventtheincreasingdrugsafetyincidentsaswelastheirhigh
associatedcostsfordrugagenciesandpharmaceuticalcompanies(BondandRaehl,2006).
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Drug-druginteractionsarealterationsinthelevelofactivityandtheeﬀectsofadrugwhenan-
otherdrugisco-administrated.IEtechniquescanbeappliedtomedicalliteratureextractingthe
importantinformationaboutthedrugentitiesandtheirpossiblerelationshipsinthesentences
andreducingthetime-consumingofreviewingthesedocumentsbyhealthcareprofessionals.
NLPchalengesareusualyorganizedtodevelopIEsysteminthebiomedicaldomainandto
provideacommonframeworkwherethediﬀerenttechniquescanbeevaluatedandcompared.
Concretely,theDDIExtractionSharedTask2013(Segura-Bedmaretal.,2013,2014)isthe
secondeditionoftheDDIExtractionSharedTaskseries,acommunity-wideeﬀorttopromote
theimplementationandcomparativeassessmentofNLPtechniquesfocusedontheﬁeldofthe
Pharmacovigilancedomain.Thiscompetitionproposestwomainsubtasks:therecognitionof
pharmacologicalsubstances(DrugNERtask)andthedetectionandclassiﬁcationofdrug-drug
interactions(DDItask)frombiomedicaltexts.
TheDDIExtractionSharedTaskprovidesabenchmarkdataset,theDDICorpus(Herrero-Zazo
etal.,2013),whichisamanualyannotatedtextcolection. Thiscorpusisagoldstandard
datafortrainingandevaluatingsupervisedmachine-learningalgorithmstoextractDDIsfrom
texts. TheDDICorpuscontains233selectedabstractsaboutDDIsfrom MedLine(DDI-
MedLine)aswelas792othertextsfromtheDrugBankdatabase(DDI-DrugBank)for18,502
pharmacologicalsubstancesand5,028interactions.Table3.1showsthebasicstatisticsonthe
trainingandtestdatasetsfortheDrugNERandDDItasks.
Thecreationofguidelinesguaranteedthequalityoftheannotations. Besides,theinter-
annotatoragreement(IAA)measurestheconsistencyoftwoannotators,whichisanupper
boundfortheperformanceoftheautomaticsystems. Theagreementoftheannotatorswas
veryhighfortheDDI-DrugBankdataset(91.04%fortheentitiesand83.85%fortherela-
tionships)andmoderatefortheDDI-MedLine(79.62%fortheentitiesand65.13%forthe
relationships)becauseMedLineabstractshaveahighercomplexitythanDrugBanktextsthat
usualyhavesimplersentences.
Therecognizeddrugsinthesentencesarecategorizedintofourdiﬀerententitytypes. The
descriptionofeachtypeandanexampleareshownasfolows:
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Table3.1:StatisticsonthetrainingandtestdatasetfortheDDIExtractionSharedTask.
Training Testfor Testfor
DrugNERtask DDItask
DD
I-
Dr
ug
Ba
nk
documents 572 54 158
sentences 5675 145 973
drug 8197 180 1518
group 3206 65 626
brand 1423 53 347
drugn 103 5 21
mechanism 1260 - 279
eﬀect 1548 - 301
advice 819 - 215
int 178 - 94
DD
I-
Me
dLi
ne
documents 142 58 33
sentences 1301 520 326
drug 1228 171 346
group 193 90 41
brand 14 6 22
drugn 401 115 119
mechanism 62 - 24
eﬀect 152 - 62
advice 8 - 7
int 10 - 2
•drugtypedescribesthegenericnameofhumanmedicines(e.g.Penicilin).
•brandtyperepresentshumanmedicinesknownbyatradeorbrandname(e.g.ERGO-
MAR).
•grouptypeincludesthegroupsofdrugs(e.g.Bacteriostaticantibiotic).
•drugntypeisanactivesubstancenotapprovedforhumanuse(e.g.Heroin).
Additionaly,theDDICorpusdescribesfourdiﬀerenttypesofDDIrelationships.Below,some
sentencesoftheDDICorpusilustratesthediﬀerenttypesofDDIs:
•mechanism:ThisDDItypedescribesapharmacokinetic(PK)mechanism(e.g.Grepaﬂoxacin
mayinhibitthemetabolismoftheobromine).
•eﬀect:ThisDDItyperepresentsaneﬀect(e.g.Inuninfectedvolunteers,46%developed
rashwhilereceivingSUSTIVAandclarithromycin)orapharmacodynamic(PD)mecha-
nism(e.g.Chlorthalidonemaypotentiatetheactionofotherantihypertensivedrugs).
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•advice: Thistypeofrelationshipincludesarecommendationoradviceaboutadrug
interaction(e.g. UROXATRALshouldnotbeusedincombinationwithotheralpha-
blockers).
•int: ThistypeofrelationshipisaDDIwithoutanyadditionalinformation(e.g. The
interactionofomeprazoleandketoconazolehasbeenestablished).
Thecorpuswassplitintothetrainingandtestdatasetsinordertoevaluatethediﬀerentpartic-
ipatingsystems.Thetrainingdatasetwastakenrandomlyfromaround77%ofthedocuments,
andtheremainingwasselectedforthetestdataset.ThesedocumentswereannotatedinXML
folowingtheuniﬁedformatforPPIcorporaproposedin(Pyysaloetal.,2008)(seeFigure3.1).
(Herrero-Zazoetal.,2013)presentsadetaileddescriptionandanalysisoftheDDICorpusand
itsmethodology.
Figure3.1:ExampleofanannotateddocumentoftheDDICorpusextractedfrom(Segura-
Bedmaretal.,2014).
Figure3.2showssomeexamplesinbratformat(Stenetorpetal.,2012)ofannotatedtexts
extractedfromtheDDICorpus.Theﬁrstexample(A),takenfromtheMedLineDDIdataset,
describesaDDIofmechanismtypebetweenadrug(namedusingasynonymdiﬀerentfrom
itsmostcommongenericname,fomepizole)thatinhibitsthemetabolismofasubstancenot
approvedforhumans(1,3-diﬂuoro-2-propanol).Thesecondexample(B)isalsoasentencetaken
fromMedLineanddescribestheconsequenceofaDDI(eﬀecttype)betweenestradiol(ageneric
drug)andendotoxin(asubstancenotapprovedtoforhumans)inanexperimentperformed
inanimals. Thelastexample(C)isaparagraphfromtheDDI-DrugBankdataset.Itsﬁrst
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sentencedescribestheconsequenceoftheinteraction(eﬀecttype)ofadrug,denominatedby
itsbrandname(Inapsine)whenitisco-administeredwithﬁvediﬀerentgroupsofdrugs.The
thirdsentenceinCshowsarecommendationtoavoidtheseDDIs(advicetype).
Figure3.2:SomeexamplesofsentencesintheDDICorpusextractedfrom(Segura-Bedmar
etal.,2014).
Acommonevaluationmetricmustbedeﬁnedinordertomeasuretheperformanceofthe
participantsystemsandmakeatoprankingleaderboardfromthisoﬃcialscore.Besides,the
performanceofeachclassindividualyisalsomeasuredforthetwosubtasks.Takingtheright
labelsandthepredictionsgeneratedbythemodels,themeasuresappliedfortheclassiﬁcation
aredeﬁnedasfolows:
•TruePositives(TP)arethetrueinstancespredictedaspositives.
•TrueNegatives(TN)arethefalseinstancespredictedasnegatives.
•FalsePositives(FP)arethefalseinstancespredictedaspositives.
•FalseNegatives(FN)arethetrueinstancespredictedasnegatives.
•Accuracy(Acc)istheproportionoftrueresultsamongthetotalofresultscalculatedas
Equation3.1.
Acc= TP+TNTP+TN+FP+FN (3.1)
•Precision(P)istheproportionoftruepositivesamongthetotalofpredictedaspositives
calculatedasEquation3.2.
P= TPTP+FP (3.2)
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•Recal(R)istheproportionoftruepositivesamongthetotaloftrueinstancescalculated
asEquation3.3.
R= TPTP+FN (3.3)
•F-measure(F1)istheharmonicmeanofprecisionandrecalcalculatedasEquation3.4.
F1=2R∗PR+P (3.4)
Concretely,theoﬃcialscorefortheDrugNERtaskistheStrictevaluation,whichincludesthe
recognizedmentionswiththesameboundariesandclass.InthecaseoftheDDIExtraction
subtask,theevaluationmetricsmustscoretheabilityofthemodelsfordetectingthepossible
interactionsbetweendrugsandtheclasstheybelong.Todoso,theMicro-Averageischosen
astheoﬃcialscorewhosemetricsarecalculatedglobalyaddingtheindividualstatisticsofal
theclasses(TP,FP,FN).
3.2 State-of-the-artforNamedEntityRecognitioninthe
biomedicaldomain
ThissectionshowstherelatedworksfortheDrugNERtaskoftheDDIExtractionSharedTask
withadescriptionoftheproposedsystemsandtheresultsobtainedandtheconclusionsofthe
study.Firstly,themethodsbasedonfeatureengineeringaredescribedafterwards,theDeep
Learningsystemsarepresented.
3.2.1 FeatureEngineeringsystems
ThewinnersystemoftheDrugNERsubtaskofDDIExtractionSharedTask2013wasthe
systemof(Rockt¨ascheletal.,2013). ThemodelusesaCRFwithgeneraldomainfeatures,
whichwasappliedtomanyotherNERtasks(Klingeretal.,2008;Linand Wu,2009;Sha
andPereira,2003). However,theauthorsconcludethataddingspeciﬁcdomainfeaturescan
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improvetheresults. Firstly,theauthorscreateanindependent-domainfeaturesetcolected
from(Klingeretal.,2008;LeamanandGonzalez,2008;Settles,2005).Inaddition,thefour
precedingtokens,thefourfolowingtokensandtheappearanceofupper-casecharactersin
thesentenceareextractedtocomposethegeneralfeaturesetfortheﬁrstrun. Secondly,a
domain-speciﬁcfeaturesetthatcontainsinformationfromtheChemSpotsystem(Rockt¨aschel
etal.,2012),Jochemdictionary(Hettneetal.,2009),PHARE(Couletetal.,2011)andChEBI
(de Matosetal.,2010)ontologiesisaddedtotheprevioussetforthesecondrun. 10-fold
cross-validationisperformedfortrainingtheCRFmodelwiththeDrugNERdataset.Athird
systemistrainedusingthebestfeaturesgivenbycross-validationthatcontainsthedatasetsof
theDrugNERandDDIsubtasks.Theperformanceoftheconﬁgurationwiththeselectionof
featuresgivenbythecross-validationreaches71.5%inF-measure.Themainconclusionofthis
workisthatdeﬁningaspeciﬁcdomainfeaturesetextractedfromhealthresourcesandadding
ittoageneralpurposefeaturesetboosttheperformanceintheDrugNERtask.
Thesystemof(Liu,Tang,Chen,WangandFan,2015)uses8typesofmanualydeﬁnedfeatures
withaCRFfortheDrugNERtask. Thefeaturesetincludesthewords,POStags,chunks,
orthographical,aﬃxes(preﬁxesandsuﬃxesoflengthsof3,4and5),wordshapes(generalized
andbriefwordclass),dictionaryfrequencies(usingDugBank,Drugs@FDAandJochem)and
wordembeddings. ThismethodistheﬁrstCRFmodelthattakesthewordembeddingof
eachwordinthesentenceasthefeaturesfortheextractionofdrugentities. Theskip-gram
modelof Word2vectoolistrainedoverMedLineabstractinordertoextracta50-dimensional
vectorrepresentationofeachword. Afterthat,ak-meansmodelperformstheclusteringin
400semanticclassesofthesevectorstobeusedasthefeatures. Experimentswithdiﬀerent
featuresconcludethatusingacombinationwithpairsoffeaturesobtains78.37%inF-measure
andusingthefeatureselectionreachesto79.36%,whichchoosesthebestfeaturesubsetofthe
conjunctions.ConcretelythebestfeatureselectionmethodisgivenbytheInformationGain
methodwhenthenumberoffeaturesisreducedto40%(from294782to117913).Theauthors
provideresultsforthewholeDDICorpusdividedbytypeofentitiesobtainingastate-of-the-
artperformanceof79.36%inF-measurefortheclassiﬁcationofdrugentities. However,the
performanceoftheirsystemoneachdatasetofthecorpusisunknownandwhetherthissystem
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canovercomethesystemof(Rockt¨ascheletal.,2013)ontheMedLinedataset.
Theauthorsof(Liu,Tang,Chen, WangandFan,2015)presentedaworkofthesamearchi-
tecturewithoutusingthefeatureselection(Liu,Tang,Chenand Wang,2015). Thearticle
presentstheperformanceof89.7%and68.25%inF-measureforthedatasetsofDrugBankand
MedLine,respectively.Despitebeingalaterwork,thereisnonoveltyinthissystem.Themain
ideaoftheworkof(Zengetal.,2016)istoextenddrugdictionarieswithasemi-supervised
learningtechniqueinordertoenrichthedictionaryfeaturesusedfortheclassiﬁcationofdrug
entitieswithaCRF.Forthisend,aCRFwithfeaturesextractedfromthewords,suchas
POStags,aﬃxes,aﬃxesthatappearinthedictionary,one-worddrugname,wordshape,word
embeddingas(Liu,Tang,Chen, WangandFan,2015)andtheenlargeddictionariesofDrug-
Bank,Drugs@FDAandJochemperformstheclassiﬁcationofnamedentitiesinDrugNERof
DDIExtractionSharedTask. Thesystemreaches89.26inF-measureusingtheexternalfea-
tures,addingthedictionaryfeaturesandthewordembeddingfeature.However,itisnotclear
iftheresultsaregivenonlyinthetypeofentityDrugbecausethesystemperformshigher
thanthe(Liu,Tang,Chen, WangandFan,2015)system,whichincludesthesamefeatureset
withthesameclassiﬁer. Aproofofthisisthatthecomparisontableusedintheirstudyfor
theresultsof(Liu,Tang,Chen, WangandFan,2015)and(Rockt¨ascheletal.,2013)arethe
sameastheyindividualyreportedfortheDrugtype. Thus,itisnotpossibletoclaimthat
thissystemisthestate-of-the-artinDrugNER.
3.2.2 DeepLearningsystems
Theauthorsof(Sadikinetal.,2016)proposethreediﬀerentdatarepresentationtakingthe
informationaboutthedistributionandsimilaritiesofthewordembeddings.Then,eachdata
representationisevaluatedwithan MLP,andthreediﬀerentdeeplearningtechniquesDeep
BeliefNetwork(DBN),StackedAutoEncoder(SAE)andRNN-LSTM.Thisarticleistheﬁrst
workthatusesdeeplearningtechniquesfortheDrugNERtask.Althearchitecturesuseword
embeddingsfromWord2vecusingCBOWinacontextwindowlength5andavectordimension
100. TheLSTMisbetterthanthe MLP,DBNorSAEsystemsforextractingdrugnames
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andhas78.59%and94.3%inF-measureoverMedLineandDrugBankdatasets,respectively.
However,theauthorsclaimthattheyonlyextractthetypesofDrugandDrugntoevaluate
theexperiments,wherebytheresultsareonlygivenfortheDrugtype. Theﬁnalresultsare
measuredwiththeaverageoftheMedLineandDrugBankwhichisnotafaircomparisonwith
therestofstate-of-the-arttechniques.
Thepaper(Chalapathyetal.,2016)explorestheuseofthreeRNNsarchitecturesforthetask
ofdrugnamerecognition,Elmannetwork(Elman,1990),Jordannetwork(Jordan,1997)anda
bidirectionalRNNwithLSTMcelstogetherwithaCRFclassiﬁer(Lampleetal.,2016).This
istheﬁrstworkthatappliedtheRNNmodeltothewholecorpusofDDIgivingtheresults
foreachdrugtypeinDrugBankandMedLine.Theauthorssplitthedatasetusing30%ofthe
trainingsetforvalidationandﬁne-tuningthehyper-parametersofthenetworksforobtaining
thenumberofhiddenlayersnodes25,50,100,thecontextwindowsize1,3,5,thedimension
oftheembeddings50,100,300,500,1000andthedropoutratesampledfromanuniform
distributionwithintherange[0.05,0.1].Earlystoppingcriteriaover100epochswasusedto
determinatethebestperformingmodelonthevalidationset. ThebidirectionalLSTM-CRF
issigniﬁcantlybetterthantheothertwoRNNmodelsobtaining52.75%inF-measureforthe
MedLinedatasetand85.19%fortheDrugBankset. Theresultsforbothdatasetsarevery
closetothetaskwinnersystemintheDrugNERTask(Rockt¨ascheletal.,2013)withoutthe
externalknowledgeandrandomembeddinginitialization.
Thesystemproposedin(Zengetal.,2017)deﬁnesthecharacterembeddingsofeachword
togetherwiththewordembeddingsfortheDrugNERtask.Concretely,abidirectionalRNN
withLSTMextractsavectorrepresentationofthewordstakingtheircharactersastheinput
ofthenetwork.Firstly,thesystemtakeseachsentenceanddivideseachwordintocharacters.
ThesecharactersaretheinputofabidirectionalLSTMwhoseﬁnalcomputedvectorsofboth
directionsareconcatenatedtoformthecharlevelrepresentationoftheword(seeFigure3.3a).
Theauthorscolectacharactersetthatconsistsof26upperandlowercaseletters,10numbers
and33punctuation. Then,theimputofthebidirectionalLSTMistheconcatenationofthe
characterembeddingsofeachwordandthewordembeddings. Finaly,theoutputofthe
bidirectionalLSTMistheinputforaCRFclassiﬁcationlayerinordertoidentifythosetokens
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whicharedrugsandclassifytheirtypes(seeFigure3.3b). Theperformanceofthemodel
obtains79.26%inF-measurebeinghigherthanthewinnersystemintheDrugNERTask
(Rockt¨ascheletal.,2013). However,theauthorsdonotprovideresultsforDrugBankand
MedLineindividualy.
(a) Characterembeddingrepresentationofthe
word”acid”. (b)BidirectionalLSTMwithaCRFclassiﬁer.
Figure3.3:AbidirectionalLSTMwithwordandcharacterembeddingwithaCRFclassiﬁcation
layer.Imagesextractedfrom(Zengetal.,2017).
Theperformanceofthemodelobtains79.26%inF-measurebeinghigherthanthewinner
systemintheDrugNERTask(Rockt¨ascheletal.,2013).However,theauthorsdonotprovide
resultsforDrugBankandMedLineindividualy.
Themodeldescribedin(Unanueetal.,2017)isanextensionoftheworkof(Chalapathyetal.,
2016). ApartfromabasicbidirectionalLSTM-CRF,theauthorsexploretheuseofaCRF
andanLSTMwithaSoftmaxclassiﬁcationlayerincorporatingcharacterrepresentationlearnt
byabidirectionalLSTMappliedtoeachword.Figure3.3representsthewholeframeworkof
thebidirectionalLSTM-CRF.Thissystemconcatenatesthewordembeddingandacharacter
embeddingrepresentedbythetwooutputvectorsofabidirectionalLSTMmodel. Asword
features,thewordembeddingmodelistrainedusingGloveoverthegeneralpurposecorpus,the
CommonCrawl(cc)(Penningtonetal.,2014). Additionaly,themodelisextendedwiththe
concatenationofccwiththehealthdomaindatasetMIMIC-IIIembeddings(cc/mimic)(John-
sonetal.,2016).Furthermore,theinputembeddingofthemodelincorporatesmorphological,
semanticandclusteringfeaturesofthewordsgivinga146-dimensionalvector(features).
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Figure3.4:ThedrugnamesdetectionsystemusingabidirectionalLSTM-CRFandcharacter
embeddinginformationlearntbyabidirectionalLSTM.Imageextractedfrom(Unanueetal.,
2017).
TheexperimentalresultssuggestthatthebidirectionalLSTM-CRFmodeloutperformstheoth-
ersbeing60.66%and88.38%itsperformanceinF-measureMedLineandDrugBankdatasets,
respectively.Itseemsthataddingthefeaturesdonotimprovetheresults. Moreover,theuse
oftheextendedmodelwithMIMICembeddingincreasestheresultsoftheLSTMmodels.Fur-
thermore,itisbettertoaggregatecharacterembeddingsthanonlyusingthewordembeddings.
Contraryto(Chalapathyetal.,2016),themodeldoesnotperformaconcatenationofthe
wordembeddingsinawindowofthecontext.Besides,theauthorstestthepre-trainedword
embeddingmodelsovergeneralandspeciﬁcdomaincorpus,andtheyevaluatetheperformance
ofaggregatingthecharacterembeddings.Consequentialy,thesechangesimprovetheresults
inthetaskofclassifyingdrugnameentities.
3.3 State-of-the-artforRelationExtractioninthebiomed-
icaldomain
ThissectionshowstherelatedworksfortheDDItaskoftheDDIExtractionSharedTask
withadescriptionoftheproposedsystemsandtheresultsobtainedandtheconclusionsof
thestudy. Firstly,themethodsbasedonfeatureengineeringaredescribedafterwards,the
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DeepLearningsystemssuchasConvolutionalNeuralNetworks,RecurrentNeuralNetworks
andHybridNetworksarepresented.
3.3.1 FeatureEngineeringsystems
ThewinnersystemoftheDDIsubtaskofDDIExtractionSharedTask2013wasthemodel
of(ChowdhuryandLaveli,2013b). Theauthorscreateatwo-stagesystemforrecognizing
andclassifyingdrug-druginteractioninbiomedicaldocuments. Themainideasaretotake
thescopenegationcuesandthesemanticrolesinformationinordertodiscardthenegative
instances,andtousetwoSVMmodelswithahybridkernelthatperformstherecognitionand
theclassiﬁcationsub-sequentialy.
Asapreprocessingstep,thesentencesaretokenized,taggedandparsedusingtheCharniak-
Johnsonparser(CharniakandJohnson,2005)withabiomedicalparsingmodelfrom(Mc-
Closkyetal.,2010). Furthermore,thesyntacticdependenciesareextractedfromtheparse
treewiththeStanfordparser(Manningetal.,2014). Firstly,thescopeofnegationdis-
cardsthelessinformativesentences(LIS)andthesemanticroles,andcontextualevidence
discardsthelessinformativeinstances(LII).Secondly,ahybridkernel,whichisdeﬁnedas
KHybrid(R1,R2)=KHF(R1,R2)+KSL(R1,R2)+w∗KPET(R1,R2),determinestherepresen-
tationofarelationbetweenentities.ThiskerneliscomposedbyafeaturebasedkernelKHF
from(ChowdhuryandLaveli,2013a),theShalowLinguistickernelKSLfrom(Giulianoetal.,
2006),andthePath-enclosedTreekernelKPET from(Moschitti,2004)wherewisaweight
thatassignstheinformationtakenfromthiskernel.ThemodelcomputestheSVM-Light-TK
toolkit(Joachims,1999)inordertoobtainthekernel.Then,cross-validationof5-foldtunesthe
SVMhyper-parametersforperformingthedetectionoftheinteractionsbetweendrugs.Finaly,
fourseparateonevsalSVMrecongnizesandclassiﬁeseachdrugrelationship.
ThesystemoutperformstheotherparticipantsintheDDIExtractionTask(Segura-Bedmar
etal.,2014)obtaining65.1%inF-measure.Theworkshowsthatthemulti-phaseREsystem
performingtheidentiﬁcationandclassiﬁcationofDDIswithdiﬀerenttrainedmodelovercomes
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thesinglestepsystems. Moreover,theproposedhybridkernelisveryusefulforthisspeciﬁc
task.
Theworkof(Kimetal.,2015)exploresthedetectionandclassiﬁcationofDDIswithtwo
SVMswithlinearkernelfunctions.Forthisend,arichsetoffeaturesaredesignedtocapture
thelexicalandsyntacticinformationofthesentences. Additionaly,themodelsimplement
theone-vs-onestrategyfortheclassiﬁcationofDDIs,whichisveryeﬀectivefordealingwith
imbalanceddatasets.
Intheﬁrststep,apreprocessingphaseisperformedovertheDDIcolectionthatinvolvessen-
tencesegmentation,tokenization,POStaggingandsyntacticparsingthatgeneratesconstituent
parsestreeanddependencygraphs.Aspartofthepreprocessing,numbersarereplacedtothe
tag”NUM”,andthedrugmentionsareanonymizedtoensuregeneralizationfothefeatures
usingacommonnameforthetwotargetdrugs,”DRUG”,andanothernamefortherestof
thenameddrugsinthesentence,”DRUGOTHER”.Furthermore,someinstancesareremoved
whetherthetwotargetdrugsrefertothesamenameandthedetaileddescriptionsentences
whereadrugisnamedfolowedbyacolonandadescription,inthiscasestheleftpartofthe
colonisremoved.ThefeaturesusedfortherepresentationofeachinteractionareWordfeature,
Wordpairfeature,Dependencygraphfeature,ParsetreefeatureandNounphrase-constrained
coordinationfeature.
AnSVMclassiﬁerwithalinearkernelperformstherecognitionofdrugpairsthatinteract
takingthesetoffeaturesforeachinstance.Sub-sequentialy,thepairsdetectedareclassiﬁed
byamulti-classSVMwithone-against-onestrategy.Contrarytotheone-against-alstrategy
whereaclassiscomparedwiththeremainingclasses,one-against-onestrategycomparesonly
twoclassesandthepredictedclassisdeterminedbyamajorityvotingofaltheclassiﬁers.
One-against-onestrategyproducesbetterperformanceinthefewerrepresentativeclassesthan
theone-against-alstrategyobtaining67%intheclassiﬁcationofDDIs,whichishigherthan
thewinneroftheDDIExtractionSharedTask(ChowdhuryandLaveli,2013b).Theauthors
concludethatthelinearkernelwiththerichfeaturesetisenoughtoperformthedetection
andclassiﬁcationofdrug-druginteractionandtheuseofone-against-onestrategysolvesthe
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imbalancedproblemsofthisdataset.
Thesystemof(Zhengetal.,2016)createsanewtypeofnonlinearkernel,caledcontextvector
graphkernel. Thisgraphkernelextractsthesurroundinginformationofeachtokeninthe
dependencygraphandthelinearsequenceofthesentences.
Atﬁrststep,thetextsarecleanedandnormalizedﬁlteringoutsomenegativeinstanceslike
relationshipsthatinvolvethesameentityname,replacingthemulti-tokenentitiesbyasingle
tokenandnumbersto”NUM”. Moreover,thetargetdrugsarereplacedto”DRUG1”and
”DRUG2”,andtheremainingentitymentionsto”DRUG0”. Oncethesentencesareprepro-
cessed,twographsrepresentationsextractthecontextsofeachtokenindiﬀerentdistances.On
theonehand,theStanfordparsergivesthedependencysubgraph0fthesentenceandthePOS
tagsofthewords.Theedgesintheshortestpathbetweentheinteractingdrugsareweighted
to0.9andtheremainingedgesaresetto0.3.Ontheotherhand,thesequentialorderofthe
wordsandtheirPOStagsinthesentencearetakenasalinearsubgraph. Thethreeedges
fromthethreeprevioustokensof”DRUG1”untilthethreefolowingtokensof”DRUG2”are
weightedto0.9,andtheremainingaresetto0.3.Aftertakingthesesubgraphs,agraphkernel
basedonthecontextofeachnodeiscomputedbasedonthesimilarityofeachgraph. This
similarityisthesumoftheweightsofalpathsofcontextvectorpairsofallayers.
TwoSVMswiththecomputedkernelsperformsthedetectionandtheclassiﬁcationofDDI
sentences,whicharetrainedby5-foldcross-validationtoadjusttheparameterofthemodels.
Theperformanceofthismodelreaches68.4%inF-measurefortheclassiﬁcationofDDIs.The
contextualinformationextractedfromtheproposedkernelbasedongraphsismoreeﬀective
thantheperformanceofpreviouskernelapproaches.
Theauthorsof(RaihaniandLaachfoubi,2016)deﬁneatwo-stagesystemthatﬁrstly,performs
thedetectionusinganSVMwithlexicalfeatures,correctionpatternsandtriggerwords,and
secondly,performstheclassiﬁcationwithmultipleone-vs-alSVMwhichworksequentialyand
takethelexicalfeaturesofthesentenceasinput.
Thissystemproposesthreeenhancementswithrespecttothesystemof(Buietal.,2014)for
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thedetectionoftheDDIs. Atitlecorrectionpreprocessingisdeﬁnedwithrulestoidentify
correctlythesentencesstructuresthatinvolvethedeﬁnitionofdrugsas(Kimetal.,2015).In
addition,203newtriggerwordsareaddedtothepreviouslistincreasingto501thenumberof
triggerwords.Finaly,thedeﬁnitionofnewfeatureshelpstocapturemoreinformationabout
possibledruginteractions.Unigramsandbigramsoflemmatizedtokensandgrammaticaltags
areextractedasfeatures.Inaddition,somefeaturesareaddedifanydependencytypedescribes
anegation,ifapathexistsbetweentheinteractingdrugsandifthetargetdrugsbelongtothe
samecoordinatestructure.
Byanalysingthespeciallexicalﬁeldcomparingaclasswithotherclasses,theauthorssuggeststo
buildthreesubsequentone-vs-alclassiﬁersfortheclassiﬁcationofeachdetectedDDI:Advice-
vs-alSVMwithRBFkernel,Mechanism-vs-(Eﬀect+Int)SVMwithlinearkernelandEﬀect-
vs-IntSVMwithlinearkernel(System1).Inaddition,afourthInt-vs-alSVMclassiﬁerwith
linearkernelseparatestheIntclassatthebeginninginordertohavehighprecisioninthisclass
(System2).
Theresultssuggestthatthesubsequentarchitectures(System1andSystem2)arebetterthan
themulti-classSVMmodelandthattheperformanceofthehighprecisionclassiﬁeratthe
beginningofthearchitectureobtainsbetterresultswith71.14%inF-measure.
Thesystemproposedin(RaihaniandLaachfoubi,2017)isanadaptationoftheirpreviouswork
(RaihaniandLaachfoubi,2016).Themaindiﬀerenceisthattheauthorscreateanewsetof
featuresforthedetectionofsentencesinvolvingdruginteractions.
Thepreprocessingoftextsisverysimilartotheprevioussystem,butthetwointeractingdrugs
arereplacedtothestring”ARG”inthedrugblindingstep.Comparedtothepreviouswork,
thissystemdeﬁnesadiﬀerentfeaturesettakingtheunigramsandbigramsofthelemmatized
tokensandthemain-verbwiththepositioninformation,thesurroundingwordsofeachdrug
mention,andthen-gramswindows.Inaddition,somefeaturesareaddedifanydependency
typedescribesanegationandifthetargetdrugsareinthesamechunk.
TheDDIclassiﬁcationisacascadeofone-against-al SVMclassiﬁerswhichisthesamear-
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chitecturedeﬁnedin(RaihaniandLaachfoubi,2016).Theexperimentalresultsshowthatthe
richfeaturesetdeﬁnedbythisworkoutperformstheprevioussystembasedonkernels.The
two-stagemethodreaches71.79%whichisstate-of-the-artforthesetechniquesintheDDI
classiﬁcationtask.
TheworksforextractionofDDIsonlyexploittheinformationaboutdruginteractionsinthe
sentencelevel. However,somedrugsintheDDIsentences,suchasbrandednameorgeneric
name,appearfrequentlyandtheirinformationisveryvaluableforothersentences.Forthis
reason,thestudypresentedin(Tuetal.,2017)takescorpus-levelfeaturestoperformthe
classiﬁcationintheDDICorpus.
Theproposedsysteminvolvesadrugnamenormalizationandthecalculationofoddsratio,
whichisthenumberofoccurrencesofadrugdividedbythetimesthisdruginteractswith
otherdrugs. Fortheclassiﬁcaitonstep,5SVMclassiﬁerswithRBFkernelincludesbasic
featurestogetherwithtemplatefeautesfromtheoddsratiocalculation.Amajorityvotingof
theclassiﬁeroutputsgivestheﬁnalclassprediction.
ThismodelachievesanF-measureof65.3%intheclassiﬁcationsubtaskandisbetterthanthe
winnersystemoftheDDIExtrationTask(ChowdhuryandLaveli,2013b). Theworkshows
thatthecorpus-levelfeaturesareimportantandcouldbeappliedforfutureworks,butthe
experimentalresultsarequitefarfromthestate-of-the-artresultsonthistask.
3.3.2 ConvolutionalNeuralNetworksystems
Theauthorsof(Liu,Tang,Chenand Wang,2016)exploreaConvolutionalNeuralNetworks
(Lecunetal.,1998)forDDIExtractionTask,whichconsistsoffourlayers:alook-uptable
layer,aconvolutionallayer,amaxpoolinglayer,andaSoftmaxlayer.
Thesentencesofthecorpusaretokenized,convertedtolower-caseandpreprocessedusing
drugblinding,whichreplacesmentionsbylabels.Additionaly,paddingtokensareaddeduntil
reachthemaximallengthoftokensgivenbythelongestsentenceinthecorpus.Furthermore,
anegativeinstanceﬁlteringdiscardsthenon-interactingdrugpairsinthecasesthattwodrugs
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havethesamename,onedrugistheabbreviationoracronymoftheother,twodrugsappear
inthesamecoordinatestructurethathasmorethantwodrugsaselementsoronedrugisa
specialcaseofanotherone.
Afterthepreprocessingphase,thelook-uptablegeneratestherepresentationoftheDDIin-
stancesconcatenatingthewordembeddingsandtwopositionembeddingswhichdescribesthe
distanceswithrespecttoeachdrugofinterest.Intheconvolutionallayer,thematrixofaDDI
sentencegeneratesfeaturesinacontextwindowofkwordswithﬁltersofdiﬀerentsize.Then,
theseﬁltersgenerateafeaturevectorinalthecontextwindows.Inthemaxpoolinglayer,
themaximumvalueofthefeaturesforeachﬁltercreatesthenewvectoroffeatures.Thus,the
dimensionalityofthevectorisreducedtothelengthofﬁlters.
Afterwards,intheSoftmaxclassiﬁcationlayer,eachfeatureisselectedrandomlywithaBernouli
probabilityinorderpreventover-ﬁttingduringthetrainingphase.Oncethetraininghasﬁn-
ished,thefeaturevectorofthemaxpoolinglayerisfeddirectlytotheSoftmaxlayerwithout
dropoutinthetestphase.
Themodelobtains65.00%withoutpositionembeddingsandnegativeinstanceﬁltering.The
architecturethataggregatesbothtechniquesachievesa69.75%inF-measure.Thisworkdemon-
stratesthatDeepLearningtechniquescanoutperformfeatureengineeringsystemlikeSVMfor
DDIExtractionTask.
ThemajorlimitationofCNNisthelackofgoodrepresentationinlong-distancedependencies
forDDIinstances.Thecaptureofthisrepresentationishelpfulforagoodperformancewhere
theinteractionhaslongdistancesbetweenthedrugsinthesentence.Toovercomethisproblem,
theworkof(Liu,Chen,ChenandTang,2016)proposesaDependency-basedConvolutional
NeuralNetwork(DCNN)toimprovetheCNNmodelusingconvolutionoperationoverthe
dependencyparsetreeoftheDDIinstances.
Thesamepreprocessingof(Liu,Tang,Chenand Wang,2016)isdeﬁnedincludingthepadding
ofthesentences,thedrugblinding,thenegativeinstanceﬁlteringandthepositionembedding.
ThetokenizerofNLTK(Bird,2006)performsthedependencyparsetreeofasentence,then
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theCharniak-JohnsonParser(Charniak,2000)generatestheconstituentparsetreeandthen
thePyStandfordDependenciesoftheStanfordCoreNLP(Manningetal.,2014)createsthe
dependencyparsetreefromtheconstituentparsetree.
Thesystemisbasedontheirpreviouswork(Liu,Tang,Chenand Wang,2016),whereaCNN
withpre-trainedwordembeddingclassiﬁestheDDIsentences.Besides,threeparalelconvo-
lutionallayersaredeﬁnedinthismodelregardingtheconcatenationofthewordembeddings.
Theﬁrstoperationtakestheembeddingsofthekadjacentwordsinthesamewayas(Liu,
Tang,ChenandWang,2016),thesecondoperationtakestheembeddingsofthewordandtheir
aancestornodesinthedependencyparsetreeandthirdoperationtakestheembeddingsof
theword,theirancestorandtheirbsiblingnodesinthedependencyparsetree.Incasethe
numberofancestorsandsiblingsarelessthanthesizeofthewindow,themodelappendsto
theconcatenationthewordsROOTandSIBLINGrespectivelyuntilﬁlingthewindow.
ThedependencyparserproduceswrongtreesforlongDDIinstanceswhichaﬀectstheresultsin
performance.Toovercomethisproblem,theauthorsalsoproposeacombinedmethodtaking
theoutputsofCNNandDCNN.TheCNNclassiﬁesthesentenceslongerthan30words,while
theDCNNclassiﬁesthesentencesshorterthanthisthreshold.TheresultsshowthatDCNN
obtains70.19%inF-measureand70.81%forthecombinationsystem.
In(Zhaoetal.,2016),theauthorscreateasystemcaledSyntaxConvolutionalNeuralNetwork
(SCNN).Inthisarticle,anewsyntaxwordembeddingisproposedtocapturethesyntactic
informationoftheDDIsentences.
Thewordembeddingsofthepreviousworksarebasedonthesurroundingwordsinthelinear
orderofthesentence. Therefore,theseembeddingsignorethesyntacticinformationofthe
words. Forthatreason,theauthorsof(Zhaoetal.,2016)proposetopre-traintheword
embeddingswiththe Word2vectool(Mikolov,Sutskever,Chen,CorradoandDean,2013)of
thewordsintheshortestpathfromthedependencyparsetree(SDP)givenfortheEnju
parser(MiyaoandTsuji,2008). Thus,thesyntaxwordembeddingcapturesthesyntactic
structureofthesentenceinashortsyntaxwordsequence.Theprocessesofthismodelincludea
negativeinstanceﬁltering,abiomedicaltokenizer(JiangandZhai,2007),andatransformation
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ofnumbersregardingiftheyareintegersordecimals.
FeatureextractionphasegeneratestwokindsofrepresentationforeachDDIsentence.Firstly,
aCNNwithmax-poolingcomputesanoutputvectorwiththeconcatenationofsyntaxword
embeddings,therelativedistancesofeachwordwithrespecttothetwointeractingdrugs
andPOStagembeddingfromEnjuparser. Additionaly,ahiddenlayergeneratestheﬁnal
vectorfortherepresentationoftheDDIsentence. Secondly,asinglehiddenlayercreates
otherrepresentationtakingtheconcatenationofthesyntaxvectorsgivenbythetwotarget
drugnames,theirpredicatewords,theirsurroundingwords,thepredicateoftheirsurrounding
words,thewordsintheSDPandtheirdependenciestypes.Finaly,theserepresentationsare
concatenatedtobeclassiﬁedbyaSoftmaxlayer.Furthermore,theauthorscomparetheone-
stageclassiﬁcation,whichonlyperformsthedetectionandclassiﬁcationofdruginteractions
withoneclassiﬁer,andthetwo-stageclassiﬁcation,whichperformsthetwosubtaskswithtwo
classiﬁers.
Theexperimentalresultsshowthatmodelsreach67%and68.6%inF-measureusingtheSCNN
withtheone-stagemethodandtheSCNNwiththetwo-stagemethod,respectively. Despite
thesecomplexmethods,themodeldoesnotreachtheperformanceofasimpleCNNlikein(Liu,
Tang,ChenandWang,2016).However,thisarticleshowsthatatwo-stageclassiﬁcationmethod
improvestheresultsagainstaone-stageclassiﬁcationmethodintheDDICorpusbecauseof
theirimbalancedinstances.
Theworkof(Quanetal.,2016)proposesaCNNmodelthattakesmultiplechannelsforrepre-
sentingeachwordinthesentences(MCCNN).Basedontheideaofaddingthethreeparalel
channelsoftheimage(RGB)totheirclassiﬁcationwithCNNs,thesystemintegratesmultiple
wordembeddingsfromdiﬀerentsourcestoincreasethesemanticinformationofeachword.
FivediﬀerentwordembeddingmodelsareextractedusingthearticlesofPubMed,PMC,Med-
Line,and Wikipediafrom(Pyysaloetal.,2013)andanotherwordembeddingusingMedLine
withCBOWmodel.Figure3.5showstheCNNarchitecturefortheﬁvechannels.
Likethepreviousworksthemodelusesanegativeinstanceﬁlteringstepandreplacesthe
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Figure3.5: The MultichannelCNNarchitecturewithﬁvediﬀerentwordembedding.Image
extractedfrom(Quanetal.,2016).
twotargetentitiesandtheremainingentitieswith”Entity1”,”Entity2”and”EntityOther”,
respectively. The MCCNNsystemwiththeﬁvechannelsprovidesanF-measureof70.21%,
a10%higherthantherandomlyinitializedwordembeddings. Thismodelobtainsagood
performancewithoutthepositionembeddingsorsyntacticinformationlikeintheprevious
works(Liu,Chen,ChenandTang,2016;Liu,Tang,Chenand Wang,2016;Zhaoetal.,2016).
SomepreviousworksapplytheattentionmechanismwithRNN,buttheperformancewith
CNNhasnotbeenexploredfortheDDIExtractionTask.Similarlyto(Wang,Cao,deMelo
andLiu,2016a),theauthorsof(Asadaetal.,2017)applyaninputattentionmechanismtothe
representationoftheembeddingsfortheDDIsentencesbeforeaCNNmodel.
ThewholesystemisabasicCNN,withembeddinglayer,convolutionlayer,max-poolingand
classiﬁcationlayer. Textsarepreprocessedwithdrugblindingtoreplacesthementionsbya
predeﬁnedname.Themodelpre-trainsthewordembeddingswithSkip-gramusingPubMed
articles.Incontrasttopreviousworks(Liu,Chen,ChenandTang,2016;Liu,Tang,Chenand
Wang,2016;Quanetal.,2016;Zhaoetal.,2016),theembeddingrepresentationistransformed
byanattentionmechanismbeforetheconvolutionaloperation.Inthiscase,eachwordinthe
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sentencereceivesanattentionweightsbasedonthetwotargetdrugentityembeddings{e1,e2},
whichare
αi=αi,1+αi,22 +bα where,αi,j=


Softmax(βi,j),ifi/∈{e1,e2}
adrug, otherwise
(3.5)
βi,jisthedotmultiplicationofthewordembeddingsiandj,adrugisanattentionparameter
fortheentitiesandbαisthebiasterm.Afterthat,eachwordembeddingismultipliedbytheir
correspondingattentionweightgivenbyαandfedtotheconvolutionallayer(seeFigure3.6).
Figure3.6:TheproposedmodelofCNNwithaninputattentionappliedtothewordembed-
dings.Imageextractedfrom(Asadaetal.,2017).
Additionaly,theauthorsdeﬁnetwodiﬀerentobjectivefunctionsforgeneratingthepredictions,
thetraditionalSoftmaxlayerandtheranking-basedproposedby(dosSantosetal.,2015).
TherankingCNNishigherthantheSoftmaxCNNwith69.12%and67.94%inF-measure,
respectively. Thissystemisverycompetitivetothestate-of-the-art-techniqueswithoutthe
negativeinstanceﬁltering.Concretely,thispreprocessingmethodcouldincreasetheresultsfor
thismodelintheclassiﬁcationofDDIsentences.
FewworksarefocusedondeeparchitectureswithmultiplelayersfortheDDIExtractionTask,
suchas(Huangetal.,2017;Kavuluruetal.,2017;Rajetal.,2017). Theseauthorsexplore
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theadditionoftwoorthreelayersinordertogeneratethevectorrepresentationofthecur-
rentsentence. However,theauthorsof(Dewietal.,2017)proposeadeeparchitectureof10
CNNlayerstogetherwithmultichannelwordembeddings(DeepCNN)inordertolearnhigher
abstractionrepresentationfortheDDIinstancesthanpreviousworks.
Firstly,thesentencesareconvertedtolower-case,drugblindedandnegativeinstanceﬁltered.
Five-wordembeddingsareincludedinthemodelastherepresentationofeachword,which
includesPMC,PubMed,PMCandPubMed, WikipediaandPubMed,Medline.Then,aCNN
withamax-poolinglayergeneratesavectorforaﬁxedwindowlengthfromtheseembeddings.
Altheresultingvectorsforthediﬀerentwindowsizesareconcatenatingasamatrixtobe
theinputforanewCNNwithamax-poolinglayer. TheSoftmaxlayertransformsthelast
matrixintoavectorwhichrepresentstheprobabilityofeachDDIclassforthecurrentinstance.
Figure3.7showsanoverviewofthemodelforonechannelandonewindowsize.
Figure3.7:ThedeeparchitectureofaCNN,wheretheﬁltersareconcatenatedtobetheinput
ofasecondCNNlayer.Imageextractedfrom(Dewietal.,2017).
Thestudyconcludesthat10layerswithdropoutreach86.27%,whichishighlysuperiorto
thestate-of-the-arttechniques. Thisworkshowsthataddingmorelayerstogeneratemore
abstractionforDDIinstancesboosttheperformancefortheirclassiﬁcation.
ApartfromthefeaturevectorgeneratedbyDeepLearningmodels,externalknowledgecanbe
addedbeforetheclassiﬁcationlayertoextendthevectorinformationrepresentingeachDDI
sentence.Theauthorsof(Asadaetal.,2018)proposetotakethemoleculargraphstructureof
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thetwointeractingdrugsintoaGraphConvolutionalNetwork(GCN)inordertoencodetheir
internalchemicalcompoundsinformation.
Inordertotransformthemolecularstructureinformationintoavector,twokindsofGCN
areproposed:CNNsforﬁngerprints(NFP)(Duvenaudetal.,2015)andGatedGraphNeural
Networks(GGNN)(Lietal.,2015).Furthermore,aninteractionpairsdatasetiscreatedfrom
DrugBankfortrainingthesemethods. Figure3.8showsthemoleculargraphstructuresof
aDrugBankentrygiventhetransformationtotheRDKit(Landrum,2013)oftheSMILES
encoding(Weininger,1988).TheresultingvectorisfedtoafulyconnectedlayerandaSoftmax
layerwhichpredictsiftwodrugsinteractfromtheirmolecularstructureinformation.
Figure3.8: ExtractingthemoleculargraphstructuresfromtheDrugBankentries.Image
extractedfrom(Asadaetal.,2018).
Figure3.9showsanoverviewoftheproposedmodel.Firstly,sentencesarepreprocessedby
thedrugblindingandaretokenizedbyGeniatagger(Tsuruokaetal.,2005). Eachwordis
describedbyitswordembeddingspre-trainedwithWord2veconMedLinearticlesandposition
embeddings,whoseconcatenationisfedtoaCNN.Themax-poolingoperationisappliedto
theresultingmatrixtogetherwiththeGCNoutput.Then,afulyconnectedlayeraggregates
moreabstractiontotherepresentationofthisvector.Finaly,aSoftmaxlayerpredictsaDDI
classtakingthefulyconnectedoutput.
NFCmethodobtains72.21%,whileGGNNobtains72.55%,bothinF-measure,whichare
betterthanonlytakingthetextinformation.Themolecularstructureinformationhasshown
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Figure3.9: ThearchitectureoftheGraphConvolutionalNetwork.Imageextractedfrom
(Asadaetal.,2018).
veryvaluableandusefulintheDDIclassiﬁcationthatshouldbeincludedinfutureworks.The
mainimprovementofthissystemistoreachastate-of-the-arttechniqueusingasinglelayerof
convolutionwithoutnegativeinstanceﬁltering.
TheTurkuEventExtractionSystem(TEES)(Bj¨orneetal.,2014)isaframeworkforrelation
andeventextractionforthebiomedicaldomain.Thissystemrepresentstheentitiesandevent
triggersasnodesandrelationsandeventargumentsasedgesinagraph.Forthisend,themodel
includesapipelineoffourclassiﬁcationtasks,namedentitydetection,relationshipdetection
ofthedetectedentities,unmergingofoverlappingentitiesandthemodiﬁerdetectionsuchas
speculationornegation.Intheoriginalmodel,amulti-classSVMperformstheclassiﬁcationof
eachpahse.Theworkof(Bj¨orneandSalakoski,2018)proposesanextensionofTEESreplacing
theSVMclassiﬁersbytheCNNarchitecture.
ThefourCNNclassiﬁershavethesamearchitecture(seeFigure3.10).Theinputofthemodelis
composedbythewordembeddings,POStagembeddings,entitytypeembeddings,distancesto
thetokensofinterest,relativelocationsinthesentence(Before,MiddleorAfter),dependency
pathtypeembeddings,SDPsequencewordsandeventargument.Firstly,sentencesarecentred
withpaddingfrombothsides.Later,thewordsofthesentencearetransformedintovectors
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of200-dimensionalfromthewordembeddingsconcatenatedwith8-dimensionalforeachem-
beddinggivenbyPOStag,entitytypeandposition.Afterthat,fourconvolutionlayersof512
ﬁltersareappliedwithﬁltersizesof1,3,5and7givingavectorofsize2048.Amax-pooling
layerreducestheresultingmatrixoffeaturestoavector. Additionaly,adenselayerof400
neuronsisbuilttothisvectorbeforetheSoftmaxclassiﬁcationlayer.
Figure3.10: TurkuEventExtractionSystemimplementedwithCNNclassiﬁers.Imageex-
tractedfrom(Bj¨orneandSalakoski,2018).
Theauthorsevaluatethesystemon12diﬀerentNER,REandeventextractionsharedtasks
corporaincludingtheDDICorpus. TheimplementationoftheTEESwithCNNsobtains
68%and73.51%inF-measureforDrugNERTaskandDDIExtractionTask,respectively.This
systemachievesthestate-of-the-artresultsonseveralcorporaandhighperformanceforthe
DDIExtractionTask.
Similarlyto(Dewietal.,2017),thesystemof(Sunetal.,2018)explorestheadditionofmultiple
layersforaCNNmodelinordertoclassifytheDDIsentences(DDNet).Folowingtheideaof
deeparchitecturesintheﬁeldofcomputervision,theoutputofaconvolutionoperationisthe
inputofthenextlayer.
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Theauthorsofthemodelincludeapreprocessingofdrugblindingandconverttolower-casethe
sentencesfromtheDDICorpus. Thewordembeddingsarepre-trainedwith300dimensions
usingGlovewheretheunknownwordsareinitializedasanal-zerovector. The matrices
thatrepresenttheDDIsentencesaccordingtotheembeddingsoftheirwordsarefedinto
ahierarchicalCNNwithconvolutionalblocksappliedsequentialy. Aconvolutionalblockis
composedbyaconvolutionallayerappliedtotheinputwithanactivationlayerandabatch
normalizationlayerthatscalestheinputsandacceleratethetrainingofthenetwork. Then,
aSoftmaxlayerperformstheclassiﬁcationofthesentencesoveramax-poolinglayerapplied
tothelastconvolutionalblock.Figure3.11representsthecompleteframeworkfortheDDNet
system.
Figure3.11:ThewholesystemoftheDDNetwithconvolutionalblocksappliedsequentialy.
Imageextractedfrom(Sunetal.,2018).
Thenetworkwith16layersofdepthobtainsthebestperformancewithanF-measureof84.5%in
theclassiﬁcationofDDIsentences.Thisstudyand(Dewietal.,2017)validatesthatincreasing
thenumberoflayersusedsequentialyintheclassiﬁcationnetworksovercomestheperformances
oftheshalowDeepLearningtechniques.
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3.3.3 RecurrentNeuralNetworksystems
Theworkof(EbrahimiandDou,2015)demonstratesthatusingdependencyparseinsteadof
constituencyparseinaRecursiveNeuralNetwork(RecNN)model(Socher,Lin,NgandMan-
ning,2011)improvestheperformanceandreducesthetrainingtimeforthetaskofrelation
classiﬁcation.Themainhypothesisisthatdependencygraphscangiveamorecompactrep-
resentationoftherelationship.ThearchitectureisamodiﬁcationofaRecNNtoincorporate
dependencygraph(DG)nodeswherearelationshipbetweenentitieshasauniquecommonan-
cestor.Thus,thischainistransformedintoabinarytreestructureandcanapplycompositions
onthewordsthatbelongtotheshortestpathbetweenentities.InFigure3.12a,thesentence
”Thechildwascarefulywrappedintothecradle”,whichcontainsarelationshipbetweenthe
entitieschildandcradle,istransformedintoaDG.
(a) (b) (c)
Figure3.12:TheDirectedAcyclicGraphrepresentationforthedependencygraphofthesen-
tence”Thechildwascarefulywrappedintothecradle”in(a):thetreebasedchainRNN
(C-RNN)in(b)andtheDAGbasedchainRNN(DC-RNN)in(c).Imagesextractedfrom
(EbrahimiandDou,2015).
Tothisend,twomodelsareproposedwithaﬁxedstructureaswelasamodelwithapredicted
treestructure.ThemodelswithaﬁxedstructurearebuiltwithtwoDirectedAcyclicGraph
(DAG)structuresbyheuristics,accordingtothetreatmentofawordwithtwodependencies.
Therepresentationofthiswordisincludedinonecomposition,tree-basedchainRNN(C-RNN)
(seeFigure3.12b),ortwocompositionsandthensumtheirresults,DAGbasedchainRNN(DC-
RNN)(seeFigure3.12b). Moreover,aRecursiveAutoencoders(RAE)(Socher,Pennington,
Huang,NgandManning,2011)predictsthebesttreestructureofthechain(C-RNN-RAE).
Foralthemodels,someinternalfeaturesareaddedtotheclassiﬁcationlayer:thedepthofthe
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tree,thedistancebetweenentities,contextwordsandthetypeofdependencies.Theauthors
evaluatethesystemsfortheDDIExtractionTaskwhereC-RNNobtainsa68.64%inF-measure
versus67.68%obtainedbyMV-RNN.
Theworkof(SahuandAnand,2018)proposesthreediﬀerentmodelswithRNNs(Rumelhart
etal.,1986)basedonLSTMandexplorestheuseoftheattentionpooling.UnlikeCNN,RNN
capturestheinformationofdatainsequencesreceivingtheoutputofthepreviouscomputation
ineachstep. Concretely,LSTMcelsdealwiththelongdependenciesdeﬁningamemory
mechanism.
Asapreprocessing,Geniataggertool(Tsuruokaetal.,2005)isperformedtotokenizethe
sentences,aldigitsarereplacedwithaspecialtoken,andallettersareconvertedtolower-
case. Moreover,thedrugblindingprocesstotransformthedrugnamesintocommonnames
andasimilarnegativeinstanceﬁlteringisdeﬁnedasinthepreviousworks.Later,thesystem
createsalayerwiththewordembeddingsandthepositionembeddingstodescribeeachwordin
aDDIsentence.Then,abidirectionalLSTMlayer(Bi-LSTM)extractsavectorineachword
takingthetwodirectionsofthesentence,forwardandbackward. Themodelsimpliﬁesthis
setofresultingvectorswithapoolinglayer.Theauthorsevaluatetwodiﬀerentpoolinglayers:
thetraditionalmax-poolinglayer(Figure3.13adescribesthemodelB-LSTM),whichtakesthe
maximumvalueofeachfeaturedimension,andanovelattentivepooling,whichhasaparalel
NNtotakeaweightedlinearcombinationofthefeaturevectors(Figure3.13bdescribesthe
modelAB-LSTM).TheﬁnalvectorisfedtoaSoftmaxlayertogenerateapredictionofaDDI
class.Furthermore,themodelJointAB-LSTMconsistsoftwoparalelarchitecturesusingthe
twokindsofpoolingandconcatenatingtheoutputsfortheclassiﬁcationlayer(Figure3.13c).
Fortheexperiments,wordembeddingsarepre-trainedwithGloVemethod(Penningtonetal.,
2014)onPubMedarticles(THetal.,2015)withalengthof100.Thedimensionoftheposition
embeddingsaresetto10andarerandomlyinitialized.Theexperimentalresultsshowsthatthe
jointmodelperformsbetterthanthewinnersystemintheDDIExtractionTask(Chowdhury
andLaveli,2013b)witha71.48%inF-measure,concludingthatattentionmodelsshouldbe
beneﬁcialfortheDDIExtractionTask.
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Figure3.13:TheRNNwithLSTMcelsarchitectureswithmax-poolingandattentivepooling.
Imageextractedfrom(SahuandAnand,2018).
AttentionmodelshaveshowngoodperformanceinRelationExtractiontaskssuchas(Wang,
Cao,deMeloandLiu,2016b;Zhouetal.,2016). Concretely,theworkof(Linetal.,2016)
proposesaselectiveattentionlayeroverinstanceswhichexploitstheinformationofalsentences
thatsharethesameentitypair.Basedonthiswork,theauthorsof(Yietal.,2017)propose
thesameattentionmechanismappliedtotheDDIExtractionTask.
Figure3.14showsanoverviewoftheproposedmodel.Firstly,eachwordoftheDDIinstances
arerepresentedbytheirpre-trainedwordembeddingswithGloVe(Penningtonetal.,2014)
andthepositionembeddings. Then,theseembeddingsarefedtoabidirectionalRNNwith
GRUcelstogeneratetherepresentationofeachwordwiththeadditionoftheforwardandthe
backwardoutputvectors. Afterthat,anattentive-poolinglayerisappliedtocreatethebest
linearcombinationoftheresultingGRUoutputs.Anotherattentionlayerisappliedtocapture
thefeaturesofsentencesthathavethesamedrugpair.Finaly,aSoftmaxclassiﬁercalculates
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theprobabilityofeachclassforthecurrentDDIinstance.
Figure3.14:ThebidirectionalRNNmodelproposedwithmultipleattentions.Imageextracted
from(Linetal.,2016).
Theexperimentalresultspresentedforthismodelreachto72.2%inF-measure.However,the
predictionresultspresentedinaconfusionmatrixfromthearticleobtains67,58%inF-measure
withmicro-average,whicharefewerthanotherstate-of-the-arttechniques.
Theworkof(Zhengetal.,2017)appliestheinputattentionmechanismoverwordembeddings
ofanRNNwithLSTMcelsfortheDDIExtractionTask. Thesystemisverysimilartothe
modelof(Asadaetal.,2017),buttheyconcatenatethepositionembeddingsandPOStag
embeddingaftertheperformingoftheattentionmechanism.
ThesystemperformsabasicpreprocessingoftheDDIsentenceswhichinclude:drugentity
blinding,replacingeachdigitstringwithaspecialtokenandremovingbracketcharacters.Two
patternsaredeﬁnedtosolvetheco-referenceresolution,whichcontributestodecreasingthe
numberofFalseNegatives. Besides,thesentencesareprunedtoaﬁxedinputlengthlonger
thanthemaximalseparationbetweendrugs,exceptthetextbetweenthem,inordertoavoid
theredundantinformation.Shortersentencesarepaddedwithaspecialtokenuntilﬁlingthis
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length.
Afterthepreprocessing,althewordsintheprunedsentencesarerepresentedbytheirword
embeddings,positionembeddingsandPOStagembeddingsobtainedwithStanfordParser.In
ordertodeterminewhichwordsarethemostrepresentativefortheDDIrelationship,themodel
appliesaninputattentionmechanismtothewordembeddingsmatrixcalculatedas
αi=αi,1+αi,22 (3.6)
whereαi,j=Softmax(score(uwi,uej))beinguwianduejthewordembeddingsoftheword
wiandthetargetentitydrugej,respectively. However,theattentionparameterforentities
andthebiastermarenotusedinthisarticlelikein(Asadaetal.,2017).Theoutputofthe
attentionlayerismultipliedtothewordembeddingvectorandisconcatenatedtotheposition
embeddingsandPOStagembeddingswhicharetheinputoftheneuralarchitecture.
ThemodeldeﬁnesabidirectionalRNNwithLSTMcelstogeneratetwovectorsattheendof
theforwardandthebackwarddirections.Finaly,aSoftmaxlayergeneratesapredictionofa
DDIclasswiththeconcatenationofthevectors(seeFigure3.15). Thepoolinglayerinthis
systemisavoidedforcalculatingthevectorrepresentationofeachsentence.
Fortheexperiments,wordembeddingsarepre-trainedusing Word2vecwithacorpusobtained
fromPubMed.Furthermore,POStagembeddingsarealsopre-trainedusing Word2vecwith
theDDICorpus,whilepositionembeddingsarerandomlyinitialized.Theexperimentalresults
suggestthattheco-referenceresolutionrulesandtheprunedsentencesincreasetheresults.
Comparedwithotherworks,thismodelreaches77.3%inF-measurebeingthehighestperfor-
manceinthestate-of-the-artfortheDDIExtractionTaskapplyingtheattentionmechanisms.
Thesystemof(Wangetal.,2017)integratesthedependencyparsetreegeneratedwithStanford
ParseofthesentencesintoanRNNtoperformtheclassiﬁcationofDDIinstances.Theauthors
proposethreechannelsforthemodel:thelinearchannel,whichtakesthesequenceofthe
sentence,theDFSchannel,whichgoesthroughthedependencyparsetreeusingtheDepth
FirstSearchalgorithm,theBFSchannel,whichgoesthroughthedependencyparsetreeusing
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Figure3.15:TheoveralsystemofabidirectionalRNNwithLSTMandaninputattention.
Imageextractedfrom(Zhengetal.,2017).
theBreadthFirstSearchalgorithm.
Theembeddinglayerappliesthewordembeddingsrandomlyinitialized(DLSTM1)orthesyn-
taxwordembeddingbasedon Word2vecbytheSkip-gramalgorithm(DLSTM2)foreachword
inthesequence.Inaddition,thelinearchannelconcatenatesthepositionembeddingsofeach
word,whiletheembeddinglayeroftheDFSandBFSchannelsconcatenatetwodistanceem-
beddingsthatrepresentthediﬀerencesbetweenthedistancetotherootandthedistancesto
thetargetdrugentitiesofthecurrentword.Similarly,to(Zhaoetal.,2016),theposition
andthedistanceembeddings,arerepresentedbyaten-bitbinaryvector.Eachchannelhasa
separatedbidirectionalRNNwithLSTMcelswhichtakestheembeddinglayerasinput.The
resultingvectorsofthetwodirectionsRNNsareaveragedinsteadofconcatenatingthem.Then,
amax-poolinglayerisappliedtotheaveragingoutputstobuildthevectorrepresentationof
eachchannel. ASoftmaxlayerpredictstheDDIclassfromtheconcatenationofthethree
channelsoutputs.Figure3.16ilustratestheframeworkofthemodel.
Duetotheimbalanceddataset,atrainingsetsamplingisperformedtoincreasethenumberof
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Figure3.16:TheframeworkofthethreechannelsbidirectionalLSTMmodel.Imageextracted
from(Wangetal.,2017).
instancesfortheclassIntanddecreasetheinstancesfortheclassNone.Fundamentalsam-
plingtechniquestothisendaretheRandomunder-samplingandtheRandomover-sampling,
whichtakeaﬁxednumberofsampleschosenrandomlyinthesetsanddiscardorrepeatthem,
respectively.Additionaly,thepreprocessingstepincludesdrugblindingandnegativeinstance
ﬁlteringasinpreviousworks. Thedimensionforwordembeddingsis100,forthedistance
embeddingsis10andforthehiddenlayerintheRNNis300.Thepercentageschosenforthe
Randomunder-samplingis50%andfortheRandomover-samplingis50%.
DLSTM1obtains72%,whileDLSTM2obtains71.37%inF-measureshowingthatrandom
wordembeddingsarebetterthansyntaxwordembeddings. Theexperimentalresultsalso
showthatthesamplingtechniquesareveryeﬀectiveoverDDICorpusduetoitsimbalanced
nature. Moreover,averagingtheoutputsofthebidirectionalRNNwithLSTMcelsisbetter
thanconcatenatingthem.Furthermore,DFSandBFSchannelsincreasetheresultsalmost3%
points,showingthatthedependencyinformationisalsovaluablefortheDDIExtractionTask.
Thearticle(Jiangetal.,2017)proposesamethodtodeﬁnethestructureoftheDDIinstances,
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whichisintegratedwithanLSTMcaledSkeleton-LSTM.Fourkindof”bones”aredeﬁnedfor
eachwordinthesentence:redbone(R)whetherthetokenisatargetdrug,bluebone(B)for
wordsbetweentheinteractingdrugs,greenbone(G)forsurroundingwordsofthetwodrugsof
theDDI,andblue-greenbone(BG)whicharethesurroundingwordsbetweentheinteracting
drugs.
Eachwordisembeddedinarealvaluevectorusing Word2vec. Theconcatenationofthe
positionembeddingsandthe”bone”embeddingscreatestheskeletonembeddingsx(skeleton)t
ofthewordt. Thus,anRNNwithLSTMcelscomputestheconcatenationoftheword
embedding,thehiddenlayeroutputofthepreviousword,andtheoutputofaskeletongate
deﬁnedasSt=g(WSx(skeleton)t +bS).Figure3.17showsanexampleofthesystem.
Figure3.17:TheskeletonstructureincludedintoanRNNwithLSTMcels.Imageextracted
from(Jiangetal.,2017).
Thissystemperforms71.4%inF-measureusingasimpleRNNwithLSTMcelsdeﬁningan
embeddingthatdeﬁnesthestructureofeachDDIsentence.
Mostofthepreviousworkstakethewordembeddingsastherepresentationofeachwordin
thesentence.However,modelscouldexploitlowerlevelinformationprovidedbythecharacters
ofeachword.Thus,theauthorsof(Kavuluruetal.,2017)investigatetheeﬀectsofanRNN
thattakestheinformationfromthecharacterlevel(Char-RNN)fortheDDIExtractionTask.
Besides,theyproposeabootstrappingmethodtoaveragemultiplemodelsandincreasetheir
performancejointly.
Textsarepreprocessedconvertingaltheletterintolower-caseandperformingthedrugblinding.
Moreover,thesentencesaretokenizedandrepresentedasasequenceofwords.Thesentences
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arezeropaddedtothelongestsentenceinthedataset.Twodiﬀerentembeddingsaredeﬁned
torepresenteachword,thewordembeddingandthecharacterembedding.Thewordembed-
dingsarepre-trainedusing Word2vecwithMedLinecitations,while128ASCIIcharactersare
transformedintoavector,andthentheyarefedtoasimpleRNNwithLSTMcelsinorderto
createthevectortakingtheoutputofthelastcharacter.Additionaly,apositionembedding
isconcatenatedtotheﬁnalvector. Afterthat,abidirectionalRNNwithLSTMcelsanda
max-poolinglayergeneratethevectorthatrepresentsthesentence.Finaly,aSoftmaxlayer
performstheclassiﬁcation(seeFigure3.18).
Figure3.18:CharandwordembeddingsastheinputofabidirectionalLSTMlayerforthe
classiﬁcationinaDDItype.Imageextractedfrom(Kavuluruetal.,2017).
Additionaly,topreventthemodelreachesalocalminimum,10,000ensemblesof10models
(5ofeachgroup)arechosenfrom20RNNwithwordembeddingsand20RNNwithchar
embeddingstrainedwithdiﬀerentparameterinitializationwith10%ofthetrainingsetasthe
validationset.
Theensemblemethodwithnegativeinstanceﬁlteringobtainsthebestperformancewith72.13%
inF-measure.Thisarticleistheﬁrstworkthatexploresthecharacter-levelinformationand
theaggregationofmultiplemodelsknowledgefortheclassiﬁcationintheDDIsentences.Fur-
thermore,itdemonstratedthat128charactersembeddingsareenoughtorepresentthewords
andreachasimilarperformanceofstate-of-the-arttechniques. Moreover,anotherconclusion
isthatensemblemethodsshouldbeconsideredtoincreasetheresultsintheDDICorpus.
Thearticle(Zhang,Zheng,Lin, Wang,YangandDumontier,2018)describesamodelthat
70 Chapter3. Related Work
integratesthesentencesanditsSDPsequencetoahierarchicalRNNwithaninputattention
mechanism. Similarlyto(XiaoandLiu,2016),thesentenceisdividedintoﬁveparts:the
subsequenceofwordsbeforetheﬁrstdrugtarget(S0),theﬁrsttargetdrugname(e1),the
subsequenceofwordsbetweenthetargetdrugs(S1),thesecondtargetdrugname(e2),and
thesubsequenceofwordsaftertheseconddrugtarget(S2).
Figure3.19presentstheoveralsystemarchitectureofthehierarchicalmodelproposed.Each
wordinthesentenceisrepresentedbyitswordembeddingstrainedonPubMedabstractswith
Word2vec,POStagembeddingsandpositionembeddings.ThePOStagsoftheentitiesareset
toNoun,andthewordembeddingformulti-wordentitiesisthemeanofthewordembeddings
ofaltheirwords. ThemodelgetsthedependencyparsetreeandthePOStagsequenceof
thesentencefromtheStanfordparser. Afterthat,aninputattentionmechanismtransforms
therepresentationoftheentiresentenceandtheirSDP.Then,theresultingwordembeddings
withattentioninthesentenceisdividedintotheﬁveparts,wherethethreesubsequencesand
theSDPsequencearefedtofourdiﬀerentbidirectionalRNNlayers.Theconcatenationofthe
twodirectionsoutputvectorsoftheRNNcreatesthevectorrepresentationofthesequences.
AnotherbidirectionalRNNisappliedtotheoutputvectorsofS0,thewordembeddingofe1,
S1,thewordembeddingofe2,S2andSDPsequence. Thetwodirectionsoutputvectorsof
thisRNNareconcatenatedandfedtoaSoftmaxclassiﬁcationlayertogenerateaprediction.
TheauthorsperformexperimentswithdiﬀerentRNNarchitecturessuchassimple,LSTM
andGRU.ThehierarchicalbidirectionalRNNwithLSTMappliedtotheSDPsequenceand
thesentencewiththeattentionmechanismobtainsaperformanceof72.9%inF-measure.The
resultsofthemodelsconcludethatSDPcontributesvaluablesyntacticinformationandreduces
thecomplexityofthesentence.
MostoftheworksfortheDDIExtractionTaskarefocusedonDeepLearningtechniques,con-
cretelyintwoofthem,RNNandCNN.RecNNmodelsarelessusedduetothediﬃcultiesofthe
parsersforcapturingtheinformationinbiomedicalsentences. However,theauthorsof(Lim
etal.,2018)developasystembasedontheparsetreestructureoftheinstanceswithLSTM
celsandperformanensemblemethodtoimprovetheperformanceintheDDIExtractionTask.
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Figure3.19:TheoverviewofthesystemtakingtheSDPandtheﬁvepartsofthesentences
dividedbythetwoentities.Imageextractedfrom(Zhang,Zheng,Lin, Wang,YangandDu-
montier,2018).
Firstly,thesentencesaretokenized,ﬁlteredoutsomenegativeinstancesandreplacedentities
withdrugblinding,andnumberswiththespecialtoken”#”.Inaddition,theBiomedicalEntity
SearchTool(BEST)(Leeetal.,2016)ﬁndsalentitieswithoutannotationinthesentences.
TheStanfordParsergetsthebinarizedconstituencyparsetree,whichisthestructureofthe
modelforeachsentence. Wordembeddingsarepre-trainedusing Word2vecofgensimtool
(ˇReh˚uˇrekandSojka,2010)withPubMed-and-PMC-w2vdatasetfrom(Pyysaloetal.,2013).
ThearchitectureofthemodelisbasedontheChild-SumTree-LSTMfrom(Taietal.,2015)(see
Figure3.20).Concretely,ifanodeisnotaleaf,itswordrepresentationisrandomlyinitialized,
otherwiseitswordembeddingistaken.EachnodeinthetreestructurecomputesanLSTM
celforthetwochildren,andtheiroutputsarecombinedinthenextnode.Finaly,theDDI
classpredictionisgeneratedbyaSoftmaxlayerthattakestheresultingvectoroftherootin
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eachtree.Similarlytothemodelof(Zhaoetal.,2016),positionembeddingsareabitvector
regardingsomepositionranges.Inaddition,asubtreecontainmentfeatureisdeﬁned,which
indicateswhetherthecurrentnodecontainsatargetdruginitssubtree.Thismodelisatwo-
stagemethod,whichusestwoclassiﬁersforthedetectionandclassiﬁcationsub-sequentialy,
andasaone-stagemethod,whichusesoneclassiﬁerforbothtasks.Furthermore,anensemble
methodgeneratesapredictionaggregatingtheoutputprobabilitiesof10modelstrainedwith
diﬀerentinitialization.
Figure3.20:IlustrationofthetreearchitectureofRNNwithLSTMcels.Imageextracted
from(Limetal.,2018).
TheexperimentalresultsreporttheF-measurefortheone-stagemethodusingasinglemodel,
71.7%,andtheensemblemodel,73.5%,andforthetwo-stagemethodusingasinglemodel,
71.4%,andtheensemblemodel,72.7%.Thisarticleconﬁrmesthattheensemblemodeloutper-
formsthesinglemodelbecauseitpreventstoreachinalocalminimum.However,contraryto
previousstudies(ChowdhuryandLaveli,2013b;Huangetal.,2017;Kimetal.,2015;Raihani
andLaachfoubi,2016,2017;Zhaoetal.,2016),theone-stagemethodforthisarchitectureis
betterthanthetwosystemsforthetwotasks. TheTree-LSTMdoesnotseemtobebetter
thantheRNNwithLSTMcelsfortheDDICorpus.
Positionembeddingsandtheinputattentionmechanismincreasetheresultsinmostofthe
previousarticlesonDDICorpus.Forthisreason,themodeldescribedin(Zhouetal.,2018)
istheﬁrstworkthatcombinestheattentionmechanismoverthepositionembeddingsand
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theoutputsofabidirectionalRNNwithLSTMcels.Furthermore,thesystemperformsthe
detectionandtheclassiﬁcationofDDIclasseswithtwoparalelsclassiﬁcationlayers.Thus,a
multi-tasklearningframeworkislearnedatthesametimeinordertotakeinter-tasksknowledge.
Textsarepreprocessedwithdrugblindingandnegativeinstanceﬁltering. Wordembeddings
pre-trainedusing Word2vecwithPubMedandpositionembeddingsdeﬁnethevectorrepresen-
tationofeachwordinaDDIsentence.AbidirectionalLSTMisappliedtothesevectors,and
theconcatenationofthelastvectorsinthetwodirectionsaretakenasthefeaturevectorofthe
sentence. Anattentionmechanismperformsaweightedcombinationofalthehiddenstates
andthepositionembedding.TwoSoftmaxlayersperformsthedetectionandtheclassiﬁcation
separatelyovertheresultingvectortogetherwiththeRNNrepresentation.Figure3.21shows
thecompletesystemforaDDIinstance.
Figure3.21: Overviewofthewholeprocessfortheposition-awaremulti-taskbidirectional
LSTM.Imageextractedfrom(Zhouetal.,2018).
Theexperimentalresultsofthreevariantsofthemodel,theposition-awareattentionmechanism
(P-BLSTM),themulti-tasklearning(M-BLSTM)andthecombinationofbothtechniques(PM-
BLSTM)obtains72.25%,71.75%and72.99%inF-measure,respectively.Theposition-aware
attentionmechanismandthemulti-tasklearningcontributetoincreasingtheperformance
obtaininga72.99%inF-measure.
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Therecentdeeplearningtechniquesappliedtobiomedicaltextsdonotconsiderthevaluable
informationthatontologiescontainaboutthespeciﬁcwordsinthesedocuments.Thesystem
proposedin(Lamuriasetal.,2018)integratestheknowledgeofeachentityasthesequenceof
itsancestorsfromadomain-speciﬁcontology.Concretely,theauthorsimplementanRNNwith
LSTMcelsusingwordembeddingsofeachconceptextractedfrom WordNet(Felbaum,1998)
andChemicalEntitiesofBiologicalInterest(ChEBI)(Degtyarenkoetal.,2008).
ThearchitectureisverysimilartotheSDP-LSTMmodelof(Xuetal.,2015),wherethe
informationoftheSDPsequenceareincludedintomultiplechannels,suchaswordembedding,
WordNethypernyms,POStagsandthegrammaticalrelations.Firstly,textsfromDDICorpus
aretokenizedandparsedwithSpacylibrary(ExplosionAI,2017). Then,thedependency
parsergivestheSDPofthesentence,andadrugblindingprocessreplacesthetargetentities
bygenericstrings. The WordNethypernymisextractedfromeachtokenintheSDPwith
thetooldevelopedin(CiaramitaandAltun,2006). Moreover,somerulesﬁlteroutthemost
commonnegativeinstances,suchascandidateentitieswiththesamename,candidatesthatare
enumeratedinalistwithpunctuationsbetweenthem,andthecasewherebothentitieshave
anti-positivegovernorsasin(ChowdhuryandLaveli,2013b).
Figure3.22showsthediﬀerentprocessesfolowedtobuildthesystemfromtheSDPsequence.
Figure3.22(A)takesthewordsembeddingof200dimensionsandFigure3.22(B)transforms
the WordNetrepresentationofeachtokenintoa50dimensionalvector.Tworepresentations
fortheChEBIancestorsareconsidered,andtheirconceptsfromtheontologyareembeddedto
a50-dimensionalvector.Figure3.22(C)representstheconcatenationoftheancestorsforthe
twotargetentityconceptsandFigure3.22(D)takesthecommonancestorsofthetwotarget
entityconcepts.AlofthemuseanRNNwithLSTMcelof200dimensionsandamax-pooling
layertoencodethevectorrepresentationoftheDDIsentence.Afterthat,adenselayerof50
unitsandaSoftmaxlayerperformstheﬁnalclassiﬁcation.
TheexperimentalresultsdemonstratethattheadditionofChEBIancestorinformationand
WordNethypernymsincreasestheperformancefortheDDIExtractionTaskobtaininga57.49%
inF-measureagainst55.42%takingonlythewordembeddings.However,theseresultsarelower
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Figure3.22: ThesystemsproposedfortheextractionofDDIsusingBO-LSTM.Imagesex-
tractedfrom(Lamuriasetal.,2018).
thanthestate-of-the-arttechniquesthatuseanRNN.
Theauthorsin(Xuetal.,2018)proposetoaddaBiomedicalResourceConceptembeddings
intotherepresentationofeachword. Similarlytothemodelproposedin(DeVineetal.,
2014),abiomedicalresourceinformationismappedintoembeddingsusingtheSkip-grammodel
withthecolectionsofOHSUMED(MedLineabstracts)(Hershetal.,1994)and MedTrack
(clinicalpatientrecords)(Voorhees,2013),whichareconvertedtoUMLSconceptsequence
withMetamap(Aronson,2001)(seeFigure3.23a).
Thepreprocessingstepincludesnegativeinstanceﬁltering,drugblindingandtokenization
withGeniatagger(Tsuruokaetal.,2005). Wordembeddingspre-trainedusing Word2vecwith
PubMedandPMC,andpositionembeddingsaretakentogetherwiththeconceptembedding
tocreatetheinputofabidirectionalRNNwithLSTMcels. Thetwodirectionoutputsare
thevectorrepresentationofthesentencesandareclassiﬁedbyaSoftmaxlayertogeneratea
prediction(seeFigure3.23b).
Themodelreaches71.15%inF-measure,whichisasimilarperformanceincomparisonwith
thestate-of-the-artsystemsbeingasimpleapproach.Experimentalresultssuggestthattaking
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(a)Conceptembedding (b)BR-LSTM
Figure3.23: Theprocessofextractingtheconceptembeddingsandthearchitectureofthe
BR-LSTM.Imagesextractedfrom(Xuetal.,2018).
staticconceptembeddingscandecrease2.45%pointsinF-measureagainsttakingdynamic
conceptembeddings,buttheoptimizationspeedisfasterduetothefactthatthesevectors
havenottobeupdated.
3.3.4 HybridNeuralNetworksystems
Thepaperof(Rajetal.,2017)introducestheideaofmixingtwolayersofCNNandRNNin
sequence(CRNN)fortheDDIExtractionTask. Thisarchitectureiscreatedtoextractlocal
andglobalcontextsofthesentenceswithCNNandRNN,respectively.Folowingtheirprevious
work(SahuandAnand,2018),twokindsofpoolinglayeraretested:themax-pooling(CRNN-
Max)andtheattentivepooling(CRNN-Att).
Firstly,abidirectionalRNNwithLSTMcelsisappliedtothevectorrepresentationofeach
wordinthesentence. Then,amax-poolingreducessomeoutputvectorsofthebidirectional
LSTMaccordingtoawindowsize.ThesevectorsaretheinputtoaCNN,andtheoutputsare
fedtoamax-poolingoranattentivepooling.Finaly,aSoftmaxlayerclassiﬁeseachresulting
vectorintoaDDIclass(seeFigure3.24).
Thepreprocessingissimilartotheworkof(SahuandAnand,2018),includingdrugblinding,
replacingnumberswiththetoken”NUM”andanegativeinstanceﬁltering. Moreover,the
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Figure3.24:ArchitecturesfortheCRNNwithmax-pooling(CRNN-Max)andattentivepooling
(CRNN-Att).Imageextractedfrom(Rajetal.,2017).
authorstraina100-dimensionalwordembeddingmodel.
Thehybridsystemwithmax-pooling,CRNN-Max,obtains65.89%inF-measurebeingbetter
thantheattentivepooling,whichobtains63.24%. Furthermore,theauthorstrydiﬀerent
initializationandupdateofthewordembeddingconcludingthattherandominitializationand
non-trainableembeddingsarebeneﬁcialforCRNN-MaxwhilethePubMedinitializationand
trainableembeddingsarebeneﬁcialforCRNN-Att.Themodelsshowhighperformancewithout
deﬁningpositionembeddingswhichcanboosttheirresults.
SVMmodelshaveshowngoodresultsforthedetectionandclassiﬁcationintheDDIExtraction
Task(ChowdhuryandLaveli,2013b;Kimetal.,2015;RaihaniandLaachfoubi,2016,2017).
Currently,DeepLearningsystemsobtainthestate-of-the-artperformancefortheDDICorpus,
butfewofthemperformatwo-stagemethodwheretwoclassiﬁersforthedetectionandthe
classiﬁcationasin(Zhaoetal.,2016).Thesystemproposedin(Huangetal.,2017)istheﬁrst
workthatusesaclassicalalgorithmsuchasSVMforthedetectionofDDIsinsentencesand
aDeepLearningsystemsuchasRNNfortheclassiﬁcationofthedetectedDDIs.Two-stage
methodsmayoutperformthemulti-classclassiﬁersintheone-stagemethodbecausetheDDI
typesareveryimbalanced,mostlyforthenegativeclass.
ThesetoffeaturesdeﬁnesforthedetectionstagewiththeSVMincludestheleftandright
threewordsofthetwotargetdrugs,threepatternsthatindicatethetriggeroftherelationand
theunigramsandbigramsfromtheverbchunk,thesyntacticstructureoftheDDI.Moreover,
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someauxiliaryfeaturesaredeﬁnedtoindicatetherealnamesorpronounsofthetargetdrugs,
iftheirnamesarethesameandiftheyareinthesamechunk.
Amulti-classRNNwithLSTMcelsclassiﬁestheinstancesdetectedbytheSVM.Firstly,the
modelgeneratesthewordembeddings,thepositionembeddings,stemembeddings,POStag
embeddings,chunkembeddingandentityembeddingsextractingthesefeatureswiththemodel
of(Jiangetal.,2015)foreachword,andthedependencyparsetreeofthesentenceusing
GDEP(SagaeandTsuji,2007),whichistrainedontheGeniaTreebank(Kimetal.,2003).
Concretely,anon-linearfunctiontransformstherelativedistancestothetwointeractingdrugs
ineachwordintothepositionembeddingsass(d)=tanh(d/A)wheredisthedistanceto
theinteractingdrug,andAistheaveragenumberoftokensinaltheDDIsentences.Althe
embeddingsareconcatenatedandaretheinputtothebidirectionalRNNwithLSTMcels.
Figure3.25showstheentiresystemfortheclassiﬁcationofDDIinstances,wheretheblocks‘A’
representthreecomponents:amaxoutlayer,ahighwaylayerandabidirectionalLSTMlayer.
Beforetheblock‘A’,adropoutlayerrandomlydropssomeunitsoftheinput.Aftertheblock
‘A’,amean-poolinglayerisappliedtoaltheoutputs.Finaly,aSoftmaxlayerclassiﬁesthis
vectorintooneoftheDDIcategories.Besides,thisworkalsoexploresadeepersystemadding
morethanonelayerwithmultiple‘A’blocks.
TheauthorsconcludethatthebidirectionalLSTMisbetterthanasingleLSTM.Besides,
theembeddingsofstem,chunkandentitydonotimprovetheresults,whiletheembeddings
oftheword,positionandPOStagsareenoughtohaveagoodperformance. Moreover,the
two-stagemethodisbetterthantheRandomover-samplingtogenerateduplicatesoftheleast
representativeclass,i.e.the”Int”class.Furthermore,thearchitecturewiththetwolayershas
ahigherperformancethanonelayeroreventhreelayers.Thus,thebestperformanceof60%in
F-measureisobtainedwiththetwo-stagemethodoftwobidirectionalRNNlayerswithLSTM
cels,whichtakestheembeddingsoftheword,relativedistancestothetwointeractingdrugs
andthePOStags.
ThisworkistheﬁrstoneinexploringmorethanonelayerandthecombinationofSVMwith
RNN.However,thesystemonlyreportsF-measurewithmacro-averageandcannotbecompared
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Figure3.25:ThemodelforclassiﬁcationofDDIsentenceswhere‘A’representsablockwith
maxout,highwayandbidirectionalLSTMlayers.Imageextractedfrom(Huangetal.,2017).
withthestate-of-the-arttechniquesbecausetheyappliedtheF-measurewithmicro-average,
whichistheoﬃcialmeasureintheDDIExtractionTask2013.
Thesystemof(Zhang,Lin,Yang, Wang,Zhang,SunandYang,2018)proposesahybrid
modelthatcombinesRNNandCNNwiththewordsequenceandtheSDPsequenceoftheDDI
sentencesasinputs.Contraryto(Rajetal.,2017)themodelperformsthecombinationofRNN
andCNNinaparalelmanner.Apartfromthedependencygraphofeachword,theStanford
Parsergetsthedependencyrelationsofeachedgeofthegraphwhichisnotfrequentlyusedfor
theneuralmodels.Thisinformationisaddedtothemodeltoobtainabetterunderstandingof
thesyntacticpartofthesentence.
Figure3.26ilustratesthreeparalelnetworksdeﬁnedforbuildingthearchitecture. Firstly,
abidirectionalRNNwithLSTMcelsthattakesthewordembeddingsandthepositionem-
beddingsofthesentenceasinput.Secondly,aCNNwiththewordembeddingsandpositions
embeddingsoftheSDPsequenceofthesentence. Thirdly,aCNNwhoseinputisthede-
pendencyrelationsoftheSDPrepresentedbyadependencyrelationembeddings.Inboth
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representations,amax-poolinglayerreducesthematricesintotheoutputvectors. Further-
more,theconcatenationofthetwodirectionalRNNoutputsandthetwomax-poolingvectors
areappliedtotwodiﬀerentsingleNN.Thus,theﬁnalclassiﬁerlayercomputestheSoftmax
operationofthetwoconcatenatedNNoutputs.
Figure3.26:Theoverviewofthesystemwiththesentence,thedependencywordandrelation
sequencesfromtheSDP.Imageextractedfrom(Zhang,Lin,Yang, Wang,Zhang,Sunand
Yang,2018).
Thehybridmodelreaches75.1%inF-measuresuggestingthattheSDPandtheirdependency
relationshipsareavaluablesourceofinformationinordertoclassifytheDDIinstances.
TheRecurrentHybridConvolutionalNeuralNetwork(RHCNN)proposedin(Sunetal.,2019)
isacombinationofanRNN,whichcapturesthesemanticembeddingofeachwordfromits
context,andtwoCNNlayers,whichbuildsthesentence-levelfeatureinordertoperformthe
classiﬁcation. ThismethodistheﬁrstsystemthatappliesdilatedconvolutionsfortheDDI
Corpus.Additionaly,thecross-entropylossfunctionisreplacedbythefocallossfunctionthat
ismoresuitableforimbalanceddatasets.
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Firstly,theentitiesinthesentencesaretransformedusingthedrugblindingtechnique,and
somenegativeinstancesareﬁlteredoutwithbasicmanualy-designedrules.Twobidirectional
RNNswithLSTMcelscapturethesemanticinformationofthewordinthedatasetaccording
totheirleftcontextandrightcontext(seeFigure3.27a). Todothis,thepre-trainedword
embeddingsfrom(Pyysaloetal.,2013)areusedinthisarchitecture. Thewordembeddings
andtheembeddingsextractedfrombothcontextsareconcatenatedandfedintoasingleNeural
Network.Afterthat,aCNNappliestheconvolutionandthedilatedoperationstotheoutput
vectorofeachwordconcatenatedwithitspositionembedding.Inthismodel,max-pooling
performsthedimensionalityreductionoftheresultingmatrixfromtheconvolutionsﬁlters.
Then,anotherCNNwithmax-poolingcreatesamoreabstractivesentencerepresentation(see
Figure3.27a).Finaly,aSoftmaxlayerclassiﬁeseachvectorrepresentationinoneoftheDDI
types.Anothercontributioninthisworkistheuseofthefocallossfunction(Linetal.,2017)
fordealingwiththeimbalancedDDICorpus.
(a)TwobidirectionalRNNswithLSTMcelsfor
theleftcontextandtherightcontextofeachword.
(b)CNNwithconvolutionanddilatedoperations
togeneratethesentencerepresentation.
Figure3.27:ThearchitectureofthesystemRHCNN.Imageextractedfrom(Sunetal.,2019).
TheRHCNNresultsfortheDDIExtractionTaskreachesto75.48%inF-measurebeingthe
state-of-the-arttechniqueforhybridsystems.Themethodincludesanovelextractionofthe
wordembeddingwithanRNNappliedoverthecontextofeachword,andtheuseofaCNN
combinedwithconvolutionanddilatedoperations. Furthermore,theworkshowsthatthe
deﬁnitionofalossfunctionfortheimbalanceddatasetsimprovestheresultsontheDDICorpus.
ThesetechniquesboosttheperformancefortheclassiﬁcationsofDDIsentenceswithoutusing
externaltoolsandshouldbeexploredforfutureresearches.
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3.4 Conclusions
Thischapterpresentsthestate-of-the-arttechniquesforthetasksofDrugNERandDDIExtrac-
tion.Someconclusionscanbeextractedanalysingtheperformanceofthesystemsovertime.
AltheparticipantsoftheDDIExtractionSharedTaskappliedsupervisedmachinelearning
withmanualygeneratedfeatures. ThebestresultsoftheDrugNERTaskparticipantswas
the WBIsystem(Rockt¨ascheletal.,2013)(StrictF-measure=71.5%),whichusesaCRF
withfeaturesgeneratedfromtheoutputofChemSpot(Rockt¨ascheletal.,2012),anexisting
chemicalnamedentityrecognitiontool,aswelasacolectionofdomain-speciﬁcresources.The
bestresultsoftheDDIExtractionTaskparticipantswastheFBK-irstsystem(Chowdhuryand
Laveli,2013b)(Micro-averageF-measure=65.1%),whichdesignsatwo-stageclassiﬁcation
systemusingtwoSVMsbasedonahybridkernelcomposedbyafeature-basedkernel,shalow
linguistickernelandthePath-enclosedTreekernel.
Ingeneral,theresultsontheDDI-DrugBankdatasetarebetterthanthoseobtainedonthe
DDI-MedLinedatasetforbothsubtasks. Themainreasonisthatthe MedLinedatasethas
alowersizeandgreatercomplexityintheirtextsthanDrugBankdataset.Anotherreasonis
thatDrugBanktextsinvolvedescriptionsofdrugsandtheirinteractions,whilethemaintopic
ofMedLinetextsdoesnotnecessarilyinvolveDDIs.
Currently,DeepLearningmodelshavebeensuccessfulyappliedfortheDrugNERandDDIEx-
tractiontasksobtainingthebestperformancewith79.36%(Unanueetal.,2017)and86.27%
(Dewietal.,2017)inF-measure,respectively. Thesemethodsnotonlyreachtheclassical
machinelearningmethods,buttheyoutperformthem.Besides,DeepLearningtechniquesau-
tomaticalydeﬁnethefeaturestobeused,andnoexpertknowledgeinaspeciﬁcdomainis
required. Thearchitecturesusualyonlytakethewordembeddingsofthewordsasinputto
generateapredictionofthesentences. Oneofthemainconclusionsisthatthepre-trained
wordembeddingwithspeciﬁcdomaincolectionsperformsbetterthantherandomlyinitialized
embeddingsinmostoftherelatedworks.
Table3.2,Table3.3,Table3.4andTable3.5showthecompilationofalthemodelsthat
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werebuiltfortheDDIExtractionTaskusingFeatureEngineering,ConvolutionalNeuralNet-
work,RecurrentNeuralNetworkandHybridNeuralNetwork,respectively. Entityblinding,
negativeinstanceﬁlteringandpositionembeddingsarecommonlyadoptedforthebestDDI
systemsbecauseithasbeentestedthatincreasetheresultsforRelationExtractionarchitec-
tures. Moreover,themodelsthatperformthedetectionandtheclassiﬁcationintwo-stages
havebetterperformancethantheone-stagemodels. Generaly,thetwo-stagesystemsinthe
ﬁrststepﬁlterthenegativeinstancesagainstalthepositiveinstancesbeingmorebalancedin
thenumberofsamplesandreducingthenumberofFPandFNforthesecondstep. Onthe
contrary,mostofDeepLearningmodelspresentedperformtheclassiﬁcationofDDIsentences
inone-stagebecausetheymustbeabletocreatetherightfeaturesforitsdetectionandclas-
siﬁcation.ItisnotclearwhichkindofDeepNeuralNetworkisbetter,butthebestsystem
onDDIExtractionTask(Dewietal.,2017)showsthathavingdeeperarchitecturesofneural
modelsincreasestheirperformance.Furthermore,thecombinationofhybridneuralmodelsand
theensembleofsystemsusualyoutperformthebasicconﬁgurations.Concretely,themodels
thataggregatediﬀerentlinguisticinformationasembeddingsimprovetheirperformance.
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Table3.2:
FeatureEngineeringsystemsresultsforthe
DDIExtractiontask.
Systems
Negativ e
instance
ﬁltering
Mac hine Learningtechnique
Kernel
Stages
Ensem ble
External resources
andtools
F-measure
Ric hfeature-basedkernel
(RaihaniandLaachfoubi,2017)
✓
SVM
(Int-vs-al land
one-vs-oneincascade)
RBF
kernel
with
arichfeatureset
2 stages
✗
LingPip eNLP,
OpenNLP,
StanfordParser,
LIBSVM
71.79%
EDDIDS
( Raihani
and Laachfoubi,2016)
✓
SVM
(Int-vs-al land
one-vs-oneincascade)
RBF
kernel
2 stages
✗
LingPip eNLP,
OpenNLP,
StanfordParser,
LIBSVM
71.14%
(System 2)
SVM
(one-vs-onein cascade)
70.61%
(System 1)
SVM
(one-vs-al l)
70.19%
(System 3)
Con text
Vector
(Zhengetal.,2016)
✓
SVM
(one-vs-al l)
Graph
kernel
2 stages
✗
Stanford parser
68.4%
Linear SVM
with
w ordandsyntacticfeatures
(Kimetal.,2015)
✓
SVM
(one-vs-one)
Linear
2 stages
✗
BioLemmatizer,
McClosky’s
biomodel,
Stanford parser
67%
Corpus-lev elfeatures
(Tuetal.,2017)
✗
SVM
(one-vs-al l)
RBF
kernel
1 stage
V otingstrategy
of5
models
RxNorm
tool,
SParseval,
LIBSVM
65.3%
FBK-irst
( ChowdhuryandLavelli,2013b)
✓
SVM
(one-vs-al l)
Hybrid
Kernel
(Feature-basedkernel,
Path-enclosed
Tree(PET)kernel,
ShallowLinguistic
Kernel)
2 stages
✗
Charniak-Johnson
parser,
McClosky’s
biomo del,
Stanfordparser,
BioEnEx(NERfordiseases),
SVM-Light-TK,
jSRE
65.1%
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Table3.4:
Recurrent
Neural
Networksystemsresultsforthe
DDIExtractiontask.
Systems
Negative
instance
ﬁltering
Wordem bedding
Positionem bedding
Other
emb eddings
Stages
Ensemble
Attenti on
Externalresources
andto ols
F-measure
AttentionLSTM
(Zhengetal.,2017)
✓
200-dimensional
usingWord2v ec
withPubMed
10-dimensional
10-dimensional
POStag
emb eddings
1stage
✗
Inputattention
mechanism
Stanfordparser,
Keras
77.3%
TreeLSTM
(Limet al.,2018)
✓
200-dimensional
PubMedandPMCfrom
(Pyysaloetal.,2013)
10bitbinary vector
10-dimensional
subtreecontainment
embeddings
1stage
Sumtheweigthresults
of10
models
✗
BEST,
Stanfordparser,
TensorﬂowFold
73.5%
(One-stage(ensemble))
2stages
Sumthew eigthresults
of10
models
72.7%
(Two-stage(ensem ble))
1stage
✗
71.7%
(One-stage(single))
2stages
✗
71.4%
(Two-stage(single))
PM-BLST
(Zhouet al.,2018)
✓
300-dimensional
usingWord2v ec
withPubMed
10-dimensional
✗
Multitask
✗
Position-aw are
attention
Keras
72.99%
(withﬁltering)
✗
71.61%
(withoutﬁltering)
HierarchicalRNN
(Zhang, Zheng,Lin,
Wang,
Yangand
Dumontier,2018)
✗
200-dimensional
usingWord2v ec
withPubMed
10-dimensional
10-dimensional
POStag
emb eddings
using
Word2vec
withPubMed
1stage
TwoRNN
in sequence
Inputattention
mec hanismof
thesentencesequence
andtheSDPsequence
Stanfordparser,
Keras
72.9%
(withSDP)
Inputattention
mechanismof
thesentencesequence
71.7%
(withoutSDP)
GRU
+
2ATT
(Yietal.,2017)
✗
100-dimensional
usingGlov e
10-dimensional
✗
1stage
✗
Attentivepooling
andsentence
levelattention
Tensorﬂow
72.2%
(paperresults)
67.58%
(con tingency
matrixresults)
WordRNN+
CharRNN
(Kavuluruetal.,2017)
✓
250-dimensional
32-dimensional
250-dimensional
characterem bedding
1stage
Bootstrapped model
averageof10,000
characterand
word
levelsinsequence
✗
Theano,
Tensorﬂow
Fold
72.13%
(withﬁltering)
✗
70.81%
(withoutﬁltering)
DLSTM
(Wang etal.,2017)
✓
100-dimensional
usingWord2vec
with
MedLine
10bitbinaryvector
✗
1stage
Multichannel
✗
Stanfordparser,
NLTK,
T ensorﬂow
72%
(syntaxem bedding)
100-dimensional
71.37%
(randomembedding)
JointAB-LSTM
(Sah uand
Anand,2018)
✓
100-dimensional
usingGlov e
withPubMed
10-dimensional
✗
1stage
B-LSTM
and
AB-LSTM
Attentivepooling
Genia
tagger,
Tensorﬂo w
71.48%
(withﬁltering)
✗
69.27%
(withoutﬁltering)
SkeletonLSTM
(Jiang etal.,2017)
✗
pre-trained
with
Word2v ec
✓
✗
1stage
✗
✗
71.4%
BR-LSTM
(Xu
etal.,2018)
✓
200-dimensional
usingWord2vec
withPubMed,PMC
and
Wikipedia
10-dimensional
200-dimensional
biomedicalresource
conceptem beddings
using
Word2vec
with
OHSUMED
and
MedTrack
1stage
✗
✗
Genia
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MetaMap,
Keras
71.15%
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basedRNN
(Ebrahimi and
Dou,2015)
✗
50-dimensionalfrom
(Collobert and
Weston,2008)
✗
✗
1stage
✗
✗
MaltParser,
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68.64%
BO-LSTM
(Lamuriasetal.,2018)
✓
200-dimensional
PubMedandPMC from
(Pyysaloetal.,2013)
✗
50-dimensionalof
ChEBI
and WordNet
embeddings
1stage
✗
✗
Spacy,
ChEBI
on tology
WordNethypernym
Keras
57.49%
3.4. Conclusions 87
Tab
le
3.5
:
Hy
bri
d
Neu
ral
Net
wor
ks
yst
em
sr
esu
lts
for
the
DD
IE
xtr
act
io
nt
ask
.
Sys
te
ms
Neg
ati
v e
ins
ta
nce
ﬁlt
eri
ng
W o
rd
em
be
ddi
ng
P o
siti
on
em
be
ddi
ng
Oth
er
em
b e
ddi
ngs
Sta
ges
Ens
em
ble
A t
ten
tio
n
Ext
ern
al
res
our
ces
an
dt
ool
s
F-
mea
sur
e
RH
CN
N
( Su
ne
ta
l.,
201
9)
✓
200
-di
men
sio
nal
Pu
bM
ed
an
dW
iki
p
edi
a
fro
m(
Py
ysa
lo
et
al.,
201
3)
15-
di
men
sio
nal
200
-di
men
sio
nal
of
rig
ht-
co
nte
xt
an
d
lef
t-c
ont
ext
em
be
ddi
ngs
1 s
tag
e
W o
rd
an
ds
em
ant
ic
lev
els
in
seq
uen
ce
✗
Ker
as
75.
48
%
Hy
bri
d
CN
N+
RN
N
(Z
ha
ng,
Lin
, Y
an
g,
Wan
g,
Zh
an
g,
Su
na
nd
Yan
g,
201
8)
✗
200
-di
men
sio
nal
usi
ng
Wo
rd
2ve
c
wit
hP
MC
50-
di
men
sio
nal
100
-di
men
sio
nal
dep
en
den
cy
rel
ati
on
em
be
ddi
ngs
1 s
tag
e
RN
N
an
d
tw
o
CN
N
In
put
att
en
tio
n
mec
ha
nis
m
Sta
nfo
rd
par
ser
75.
1%
SV
M+
2B
LS
TM
( Hu
an
g
et
al.,
201
7)
✗
pre
-tr
ain
ed
fro
m
(Ji
an
ge
ta
l.,
201
5)
no
n-li
nea
r t
ra
nsf
or
mat
io
n
PO
S t
ag
em
be
ddi
ngs
2 s
tag
es
SV
M a
nd
tw
o
RN
N
in
seq
uen
ce
✗
GD
EP
par
ser
,
Gen
ia
tag
ger
69
%
(M
acr
o-a
ver
age
)
CR
NN
(R
aj
et
al.,
201
7)
✓
100
-di
men
sio
nal
usi
ng
Glo
ve
wit
hP
ub
Med
✗
✗
1s
tag
e
RN
Na
nd
CN
N
in
seq
uen
ce
✗
Gen
ia
tag
ger
,
Te
nso
rﬂ
ow
65.
89
%
(C
RN
N-
Ma
x)
At
ten
tiv
ep
ool
in
g
63.
24
%
(C
RN
N-
Att
)
88 Chapter3. Related Work
Chapter4
BiomedicalNamedRecognitionusing
WordEmbeddings
Thischapterdescribesamachinelearning-basedapproachthatuseswordembeddingasfea-
turestorecognizenamedentitiesfrombiomedicaltexts.Asastartingpoint,abaselinesystem
isdevelopedbasedonCRFtrainedwithstandardfeaturesusedinNERsystems(Laﬀertyetal.,
2001;LiandMcCalum,2003;ShaandPereira,2003).Then,thesystemwasextendedtoincor-
poratenewfeatures,suchaswordvectorsandwordclustersgeneratedbythe Word2vectool.
Additionaly,alexiconfeaturefromtheDINTOontology1(Herrero-Zazoetal.,2015)orfrom
theDNormtool(Leamanetal.,2013)isaggregateddependingonthetask.TheWord2vectool
istrainedovertwodiﬀerentcorpora: WikipediaandMedLine.Thissectionstudiestheeﬀec-
tivenessofusingwordembeddingsasfeaturestoimproveperformanceonthebaselinesystem,
aswelastoanalysewhetherthedescribedlexiconfeaturescouldbeavaluablecomplementary
datasourceintegratedintoamachinelearningNERsystemproposedin(Segura-Bedmaretal.,
2015a;Segura-Bedmaretal.,2015b;Su´arez-Paniaguaetal.,2015).Toevaluatethisapproach
andcompareitwithpreviousworks,aseriesofexperimentsareconductedontheDDICorpus
(Herrero-Zazoetal.,2013),theChemicalEntityMentioninPatents(CEMP)subtaskofthe
BioCreativeVChemicalCompoundandDrugNameRecognition(CHEMDNER)patentstask
1http://www.obofoundry.org/cgi-bin/detail.cgi?id=DINTO
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(Kralinger,Leitner,Rabal,Vazquez,OyarzabalandValencia,2015)andtheDiseaseNamed
EntityRecognitionandNormalizationsubtaskoftheBioCreativeVChemical-DiseaseRelation
(CDR)task(Weietal.,2015).
4.1 Introduction
Analogueaudioandimagedatacanbedigitalizedandprocessedbycomputerfrompixelinten-
sitiesandvoltagechanges,respectively.Contrarytotheseprocessingsystems,naturallanguage
andmoreconcretelywordsdonothavehigh-dimensionalrepresentationencodedintoavector.
Typicaly,thewordsarerepresentedasanindexinlargevocabulary,butthisrepresentation
lacksinformationabouttherelationshipsbetweenwords.
Thebasicrepresentationofwordsaretheone-hot-encodingvectors.Thesearevectorswitha
lengthofthevocabularyﬁledwithzerosexceptintheindexofthewordthatﬁreswhichis
one. Thisdiscreterepresentationofwordsmakesvectorspacewithhighdimensionalityand
verysparsesuﬀeringthecurseofdimensionality(Belmanetal.,1957),i.e.statisticalmodels
needavastamountofsamplesthatrepresentthediﬀerentvaluesofalthedimensionsin
thedatasetfortraining(Trunk,1979).Forthisreason,itisdesirabletohaveadensevector
representationwithalowdimensionalitysizeforeachwordthatbelongstoaconcretemeaning
inthesemanticspace(Bengioetal.,2003).
Wordembeddingistherepresentationofwordsintoarealvaluevectorwithrespecttoa
semanticspace. Thesevectorspacemodelsarebuiltaccordingtothecontextinwhereeach
wordappearsbasedontheideaofdistributionalhypothesis(Harris,1954a)whichstatesthat
lexicalitemswithsimilardistributionshavesimilarmeanings.
Takingthisidea,the Word2vecmodel(Mikolov,Chen,CorradoandDean,2013)wastheﬁrst
systemthatusesaneuralnetworktoencodethemeaningofawordintoavector(auto-encoder)
accordingtothecontextitappears.Twoarchitectureswereproposedtoproduceadistributed
representationofwordsin Word2vecmodel.Thecontinuousbag-of-words(CBOW)(Mikolov,
Chen,CorradoandDean,2013)takesawindowofthesurroundingwordsandusestheword
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asthelabeltolearnitsprojectioninthespace(seeFigure4.1a).ThecontinuousSkip-gram
(Mikolov,Sutskever,Chen,CorradoandDean,2013)takesthewordandusesthewindowofthe
surroundingwordsasthelabeltolearnitsprojectioninthespace(seeFigure4.1b).Themain
diﬀerenceisthatCBOWisfasterthanskip-gram,butskip-gramlearnsabetterrepresentation
ofinfrequentwordsthanCBOW.
Input Projection Output
wordt−2
wordt−1
wordt+1
wordt+2
wordt
(a)CBOW
Input Projection Output
wordt−2
wordt−1
wordt+1
wordt+2
wordt
(b)Skip-gram
Figure4.1: Word2vecarchitecturesforwordrepresentation.
Thesedistributedvectorscapturethesemanticmeaningofthewordsavoidingtoprovidethis
informationwithanexternalresourceortool. Apropertyoftheseembeddingsisthatthey
preservethedistancesimilaritiesbetweenwordswiththesamesemanticrelationshipsinthe
space.Forinstance,Figure4.2showsthatsubtractingtovector(‘King’)themalemeaningof
vector(‘Man’)andaddingthefemalemeaningofvector(‘Woman’)resultsinapositioninthe
spaceclosetovector(‘Queen’)(Mikolov,YihandZweig,2013).
NamedEntityRecognition(NER)isacrucialcomponentformanyNaturalLanguageProcess-
ing(NLP)systemssuchasrelationextraction,textclassiﬁcationorsentimentanalysissystems,
amongmanyothers.Theautomaticrecognitionofbiomedicalentitiesfromscientiﬁctextscan
markedlyreducethetimethatexpertsspendpopulatingbiomedicalknowledgebasesaswelas
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Man
Woman
Uncle
Aunt
King
Queen
Figure4.2: Wordembeddingsofmasculine-femininepairs.
annotatingpapersandpatents.ConditionalRandomFields(CRF)(Suttonetal.,2012)often
showbestresultsintherecognitionofdrugsandchemicalnames(Kralinger,Leitner,Rabal,
Vazquez,OyarzabalandValencia,2015;Segura-Bedmaretal.,2013).Sofarthemostpopular
featuresforCRF-basedNERsystemsconcernsyntacticandsemanticpropertiesofwords(such
astokens,POStags,lemmas,orthographicandlexiconfeatures,amongothers).Tothisend,
asystembasedonaCRFtorecognizedrug,chemicalanddiseasementionsoccurringinthe
biomedicaltextsisdeveloped.
OneofthegoalsofthischapteristostudywhetherthelexiconfeaturesfromDINTOontol-
ogyandDNormtoolcanprovideavaluablesourceofinformationforthesetasks. Moreover,
thislexiconbinaryfeatureindicateswhetherthecurrenttokenwasfoundinagazetteerof
diseasesprovidedbytheDINTOontologyorDNormtool.Asfarasweknow,DINTOisthe
ﬁrstontologyprovidingacomprehensiveandaccuraterepresentationofdrug-druginteractions
knowledge.TheDINTOontologycontainsatotalof25,809classes,inparticular,8,786drugs
and11,555DDIs.SeveraldomainresourcessuchastheCheBIontology(Degtyarenkoetal.,
2008),theDrugBankdatabase(Wishartetal.,2006)ortheOAEontology(Heetal.,2014)
havebeenreusedtocreateDINTO.Furthermore,itwasdesignedtobeusedbythecomputer
sciencecommunityworkingontheDDIdomain.(HerreroZazo,2015)describestheDINTO
ontologyindetail.
Asthemaincontribution,thischapterexplorestheeﬀectivenessofnewfeaturesforthebiomed-
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icalNERtasks,concretely,wordvectorsandwordclustersgeneratedusingthe Word2vectool
(Mikolov,Chen,CorradoandDean,2013). Themainhypothesisisthatthewordembed-
dingfeaturescanrepresentthesemanticinformationofthebiomedicalmentionsintohigh-
dimensionalvectorsinordertoaccuratelydetectthem. Wordembeddingshaveshownpromis-
ingresultsinNLPtasks,suchasnamedentityrecognition,sentimentanalysisorparsing
(Socher,Bauer,ManningandAndrewY.,2013;Socher,Perelygin, Wu,Chuang,Manning,Ng
andPotts,2013;Turianetal.,2010). Theessentialassumptionofwordembeddingsisthat
semanticalynearbywordshavesimilarvectors(Bengioetal.,2003).
Incontrastto(Liu,Tang,Chen, WangandFan,2015),theproposedmodelcreatestheword
embeddingfeatures(wordclustersandwordvectors)usingthelatest Wikipediadump2,which
containsmorethan3bilionwords,aswelasthe2013releaseofMedLine3,whichtheyused
forgeneratingtheirwordrepresentations. Thisreleasecontainsapproximatelyonemilion
words,beingthusmuchsmalerthanthe Wikipediacolection. WhileMedLineisabiomedical
literaturedatabase, Wikipediacoversmanydiﬀerentdomainsofknowledge. However,the
hypothesisofthischapteristhatthelargerthedatasetusedfortrainingtheWord2vecmodels,
thebetterwordembeddingsshouldbeobtained.Thus,theeﬀectivenessofwordembeddings
featurestrainedonaspeciﬁcdomaincorpus,suchas MedLine,canbecomparedtothose
trainedonamoreextensivecolection,suchas Wikipedia. Anotherkeydiﬀerencewith(Liu,
Tang,Chen, WangandFan,2015)isthatwhiletheauthorsonlygaveresultsforthewhole
DDIcorpus,thischapteranalysesanddiscusstheeﬀectoftheDINTOand Word2vecfeatures
oneachoneofthedatasets:DDI-DrugBankandDDI-MedLine.Thisanalysisisnecessaryin
ordertoknowwhatfeaturesaremoreeﬃcientoneachdataset. MedLineabstractsarevery
diﬀerentfromDrugBanktexts. WhileabstractsfromDDI-MedLinearemainlyaddressedto
scientistsinlifesciences,textsfromDDI-DrugBankarewritteninalanguageunderstandable
topatients.
2http://dumps.wikimedia.org/
3http://www.nlm.nih.gov/databases/journal.html
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4.2 Method
Thissectiondescribestheproposedsystemandthedatasetsusedfortheevaluation.
4.2.1 Datasets
TheDDICorpusconsistsoftwodiﬀerentdatasets: DDI-DrugBank(792textsselectedfrom
theDrugBankdatabase)andDDI-MedLine(233MedLineabstractsonthesubjectofDDIs).
ThiscorpuswilalowustocomparethesystemtotheparticipatingsystemsintheDrugNER
Task.
TheCHEMDNERcorpuscontaining10,000PubMedabstractsannotatedwith84,355chem-
istryandchemicalentitymentionswasgeneratedwith19,805uniquechemicalnamestrings
(Kralinger,Rabal,Leitner,Vazquez,Salgado,Lu,Leaman,Lu,Ji,Loweetal.,2015). The
annotatorsfocusedonthetypesofmentionsthatrepresentthechemicalstructuralinforma-
tionfrompatentstoannotatethechemicalentities.(Kralinger,Leitner,Rabal,Vazquez,
OyarzabalandValencia,2015)anoverviewofthetaskandthemainrelevantcharacteristicsof
participatingsystems.
TheCDRtaskprovidedanewcorpusfortheevaluationthatcontainspiecesoftextwith
diseaseannotationsselectedfromCTD-Pﬁzerset(Davisetal.,2013).Thedatasetisdivided
intoatrainingsetandadevelopmentset,whichcontains500articleseachone.However,the
testingphaseusesrawPubMedabstractsfortheextractionofthediseasementionsandtheir
normalizedMeSHidentiﬁers.
4.2.2 Proposedsystem
MostsuccessfulapproachesforNERhaveusedmachinelearningalgorithmssuchasCRFs
trainedwithlinguisticfeatures(tokens,lemmasorPOStags,amongothers)andsemanticfea-
turesfromdomainresourcessuchasontologiesordictionaries.Encouragedbythegoodresults
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oftheCRF-basedmethods,asystembasedonCRFandalsoexplorewordembeddingfeatures
providedbythe Word2vectoolisproposed.Inparticular,apythonbinding4toCRFsuite
(Okazaki,2007)isusedasthecoreofthismachinelearningtechnique.
CRFperformstheNERtaskasaclassiﬁcationtaskoneachtoken,determiningwhetheritisan
entityornot.Inordertorepresenttheclassofeachtoken,theBIOtaggingschemeistakenasa
reference.Accordingtothisscheme,eachtokenistaggedaseitherbeginningentitytoken(B),
insideentitytoken(I)oroutsidetoken(O).Forthedetectionsubtask(exactcriterion),three
typesofentitiesareconsidered:B-ENTITY,I-ENTITYandOwhereENTITYrepresentsone
ofthediﬀerentclasses.
Asaﬁrststage,abaselinesystemisdevelopedusingaCRFalgorithminwhicheachtokenis
representedwiththefolowingfeatures:
•Thecontextwindowofthreetokenstoitsrightanditsleftinthesentence.Thecontext
windowalsoincludesthecurrenttoken.
•POStagsandlemmasinthecontextwindowarealsoconsidered.
•Anorthographyfeaturewhichcantakethefolowingvalues:upperInitial(thetoken
beginswithanuppercaseletter,andtherestarelowercase),alCaps(alitslettersare
uppercase),lowerCase(alitslettersarelowercase)andmixedCaps(thetokencontains
anymixtureofupperandlowercaseletters).
•Afeaturerepresentingthetypeoftoken:word,number,symbolorpunctuation.
ThegoalsaretostudythecontributionofthelexiconinformationfromDINTOontologyand
DNormtoolfortheNERtaskandbuildingabinaryfeaturethatindicatedwhetherthecurrent
tokenwasfoundornotinthem.
Figure4.3showsapipelinewiththeGeneralArchitectureforTextEngineering(GATE)com-
ponentsusedtoprocessthetextsandtoobtainthefeaturesetusedtotraintheCRFmodel.
4http://python-crfsuite.readthedocs.org/en/latest/
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Thereareﬁvemainprocessingmodules:sentencesplitter,tokenizer,POStagger,morphological
analyzerandtheGateontorootgazetteer,whichlinkstexttotheDINTOontology.Theontol-
ogyisprocessedtoproduceaﬂexiblegazetteertakingintoaccountalternativemorphological
formsoftheinstancesoftheontology.
Figure4.3:SystemarchitectureandthepipelineforNERofbiomedicalentitieswithaCRF
classiﬁer.
Themainhypothesisofthischapteristhattheincorporatingofwordembeddingsasfeatures
intoaCRFmodelcouldhelptorecognizeunseenorsporadicmentionsinthetrainingset.For
thisreason,thewordembeddingsweretrainedusingthe Word2vectool. Word2vecrequiresa
largecorpusofsentencesasinputdatasetinordertogeneratewordvectorsbytraininganNN
languagemodel.TheNNmodelcanlearnfromthediﬀerentcontextsinwhichawordappears
andthentocomputeitsrepresentationasavector. Thisstudyexploresthe Word2vectool
trainedontwodiﬀerentcorpora. Astheﬁrstoption,thelatest Wikipediadumpwastaken,
whichcontainsmorethan3bilionwords.Then,the Word2vecmodelistrainedon Wikipedia
toobtainthewordvectorsforaltokensintheDDIcorpus.
Basedonthedistributionalhypothesis(Harris,1954b),similarwordswilhavesimilarvectors
becausetheyoccurinsimilarcontexts.Thewordvectorforthecurrenttokenwasconsidered
asanewfeatureintoaCRFsystemwithdiﬀerentdimensionsofvectors(50,100and200)(see
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Table4.2).Thesewordrepresentationsaredesirableinputs,notonlyforNERbutalsoinmany
otherNLPtasks(POStagging,wordnamedisambiguation,andlexicalsimpliﬁcation,among
others).
Moreover,the Word2vectoolcontainsautilitytocomputewordclustersusingak-means
clusteringalgorithm.Thus,wordclustersareincludedinthecurrenttokenrepresentationas
anewfeaturefortheCRF-basedsystem. Wordclustersrepresentwordsatahigherlevelof
abstractionthatmayhelptorecognizeeventhosementionsthatarenotobservedinthetraining
set. Theexperimentsevaluatediﬀerentvaluesofkinthek-meansinordertoﬁne-tunethe
numberofclusters.
4.3 Evaluation
4.3.1 DrugNERTask
Table4.1summarizesaltheexperimentswithwordvectorsandwordclusterstrainedwith
WikipediaandMedLinewhereCRFisthebaselinesystemandCRFDonlyusesthebaseline
withtheDINTOfeature.
Table4.1:ListofexperimentsfortheDrugNERTaskwithdiﬀerentfeaturesconﬁgurations.
System Featureset
CRF standardfeatureset
CRFD CRF+DINTOfeature
CRFclusterK50Wiki CRFD+wordclustertrainedwithk=50on Wikipedia
CRFclusterK50MedLine CRFD+wordclustertrainedwithk=50onMedLine
CRFclusterK150Wiki CRFD+wordclustertrainedwithk=150on Wikipedia
CRFclusterK150MedLine CRFD+wordclustertrainedwithk=150onMedLine
CRFclusterK500Wiki CRFD+wordclustertrainedwithk=500on Wikipedia
CRFclusterK50MedLine CRFD+wordclustertrainedwithk=500onMedLine
CRFvec50Wiki CRFD+wordvectorsofdimension50trainedon Wikipedia
CRFvec50MedLine CRFD+wordvectorsofdimension50trainedonMedLine
CRFvec100Wiki CRFD+wordvectorsofdimension100trainedon Wikipedia
CRFvec100MedLine CRFD+wordvectorsofdimension100trainedonMedLine
CRFvec200Wiki CRFD+wordvectorsofdimension200trainedon Wikipedia
CRFvec200MedLine CRFD+wordvectorsofdimension200trainedonMedLine
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Table4.2showstheresultsforthediﬀerentsettingsstudiedforthedetectionsubtask(exact
criterion)andtheclassiﬁcationsubtask(strictcriterion).Thescorescorrespondtothemicro-
averagevalues,whichwerecalculatedwithregardingalclasses(B-andI-)ofeachcorresponding
subtask.Theresultsofthedetectionandtheclassiﬁcationarepresentedanddiscussedforeach
dataset:DDI-DrugBankandDDI-MedLine.
Table4.2:ExperimentalresultsfortheDrugNERTaskusingaCRF.
Exactcriterion Strictcriterion
Systems P R F1 P R F1
DD
I-
Dr
ug
Ba
nk
WBI 0.90 0.89 0.90 0.88 0.87 0.87
CRF 0.70 0.85 0.77 0.69 0.82 0.75
CRFD 0.72 0.84 0.77 0.68 0.81 0.74
CRFclusterK50Wiki 0.72 0.89 0.79 0.68 0.83 0.75
CRFclusterK150Wiki 0.73 0.89 0.80 0.68 0.83 0.74
CRFclusterK500Wiki 0.72 0.89 0.80 0.68 0.83 0.74
CRFclusterK50MedLine 0.72 0.86 0.79 0.69 0.82 0.75
CRFclusterK150MedLine 0.72 0.86 0.79 0.68 0.82 0.74
CRFclusterK500MedLine 0.72 0.86 0.79 0.69 0.82 0.75
CRFvec50Wiki 0.71 0.84 0.77 0.69 0.81 0.74
CRFvec100Wiki 0.72 0.84 0.77 0.69 0.81 0.74
CRFvec200Wiki 0.72 0.85 0.78 0.68 0.80 0.74
CRFvec50MedLine 0.72 0.84 0.78 0.69 0.82 0.75
CRFvec100MedLine 0.73 0.86 0.79 0.68 0.81 0.74
CRFvec200MedLine 0.73 0.85 0.79 0.68 0.80 0.74
DD
I-
Me
dLi
ne
WBI 0.81 0.74 0.77 0.61 0.56 0.58
CRF 0.69 0.54 0.61 0.62 0.44 0.52
CRFD 0.79 0.57 0.66 0.70 0.47 0.56
CRFclusterK50Wiki 0.74 0.63 0.68 0.66 0.48 0.56
CRFclusterK150Wiki 0.73 0.63 0.68 0.67 0.49 0.57
CRFclusterK500Wiki 0.72 0.64 0.68 0.65 0.51 0.57
CRFclusterK50MedLine 0.74 0.59 0.66 0.64 0.46 0.53
CRFclusterK150MedLine 0.75 0.63 0.68 0.66 0.49 0.56
CRFclusterK500MedLine 0.73 0.62 0.67 0.67 0.49 0.57
CRFvec50Wiki 0.77 0.57 0.66 0.68 0.47 0.56
CRFvec100Wiki 0.78 0.56 0.66 0.66 0.46 0.54
CRFvec200Wiki 0.77 0.57 0.66 0.68 0.46 0.55
CRFvec50MedLine 0.79 0.57 0.66 0.66 0.45 0.54
CRFvec100MedLine 0.81 0.57 0.66 0.69 0.46 0.55
CRFvec200MedLine 0.78 0.57 0.66 0.68 0.46 0.55
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ResultsonDDI-DrugBank
Forthedetectiontask,thelexiconfeaturefromDINTOachievedanincreaseinbothPrecision
andRecal(andconsequently,animprovementof1%inF1score). Theresultssuggestthat
Word2vecfeaturescanpotentialyleadtoimproveddetectionperformance.Ingeneral,theuse
ofwordclustersshowedasigniﬁcantincreaseinRecalvalues(from84%to89%)andhencea
gainof3%inF1.However,wordclustersdidnotseemsigniﬁcanttoaltertheoveralPrecision
values. Asexpected,thewordclusterisarelevantfeaturetoimprovethecoverageofthe
system.
Theinitialhypothesiswasthat Word2vecfeaturestrainedonMedLineshouldprovidebetter
performancebecausethesetextsarefocusedonthebiomedicaldomain.However,theresults
demonstratethatwordclustersfrom Wikipedia,ingeneral,hadabetterperformancethan
thosefromMedLine.Themainreasonisthatthesizeofthe Wikipediacorpusissigniﬁcantly
largerthanthereleaseofMedlineusedinthiswork.Therefore, Wikipediaisthebestoption
totrain Word2vecmodelsinthecurrentsettings,though Wikipediacoversavastarrayof
subjects,notnecessarilyrelatedtothebiomedicaldomain.
WordclusterfeaturestrainedonMedLinealwaysseemtoprovidethesamescores,thatis,there
isnodiﬀerencebetweentouseaclusterwhichwascalculatedusingk=50,k=150ork=500.
Wordclusterstrainedon Wikipediaproducedbetterresultswhenthenumberofclustersis
larger. Moreexperimentswithadiﬀerentnumberofclustersarenecessarytoconﬁrmordeny
theseresults.Ingeneral,wordclustersperformedbetterthanwordvectors.Tosumup,the
resultssuggestthatwordclustersarethemostimportantfeaturesforthedetectionsubtask,
achievinganimprovementof4%inRecaloverthebaselinesystem.
RegardingtheresultsoftheclassiﬁcationtaskontheDDI-DrugBankdataset,theuseof
Word2vecfeaturesdidnotnecessarilygivebetterresultsthanthebaselinesystemandmight
evenbeworse(seeTable4.2). ThebestF1(75%)wasobtainedbyﬁvediﬀerentstrategies
(seeTable4.2):baseline,wordclusters(k=50)on Wikipedia,wordclusters(k=50,k=500)
onMedLineandwordvectors(d=50)onMedLine.Similarly,DINTOdidnotovercomethe
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baselinesystemyet.Therefore,whiletheexperimentsonthedetectiontaskshowthattheuse
ofDINTOand Word2vecfeaturescouldhelptoimprovetheperformance,thispositiveeﬀect
doesnotseemtobepresentfortheclassiﬁcationtask.
ResultsonDDI-MedLine
Inthedetectiontask,theuseofDINTOledtoanincreaseinPrecision,achieving10%overthe
baselinesystem,andanincreaseof3%inRecal.Thus,F1-scorewentupfrom61%to66%.
Wordclusterfeaturesgeneratedfrom Wikipediaprovidedsigniﬁcantimprovementof6%in
Recal,butwithworsePrecisionthanthecombinationofbaselinewithDINTO.Asthecaseon
DDI-DrugBank,thewordclusterstrainedonMedLineobtainslowerimprovements. Moreover,
wordclustersseemedtoperformbetterthanwordvectors. Ontheotherhand,wordvectors
trainedonMedLineshowedPrecisionvaluesveryclosetothoseobtainedbythebaselinesystem
withDINTO.
ContrarytotheevaluationoftheDDI-DrugBankdataset,theuseofDINTOincreasedthe
baselinePrecisionby8%andthebaselineRecalby3%fortheclassiﬁcationtask. Thisim-
provementisbecauseDINTOincorporatesvaluableinformationfromseveralresourcessuchas
theChEBIontology,theDrugBankdatabaseandtheATCclassiﬁcationsystem5(adrugclas-
siﬁcationsystemdevelopedby WHO). Wordclusters(k=500)achievedthebestperformance
byincreasingtheRecal(by7%)andthustheF1accordingly.However,wordvectorsdonot
seemtoprovideanimprovementovertheresultsachievedbyDINTO.
Althoughthissystemdoesnotprovidebetterperformancethanthe WBIsystem,theuseof
theDINTOfeatureshowsasigniﬁcantimprovementby9%inPrecisionoverthe WBIsystem,
butwithasharpreductioninRecal.
5http://www.whocc.no/atc/structureandprinciples/
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4.3.2 CEMPTask
EncouragedbythegoodresultsoftheCRF-basedmethodsinthepreviouseditionofCHEMD-
NER(Kralinger,Leitner,Rabal,Vazquez,OyarzabalandValencia,2015),theproposedCRF
systemisbuiltforthistaskwiththestandardfeatureset,DINTOfeatureandthefolowing
features:
•Afeaturerepresentingthelongwordshapeofthecurrenttoken.Thisfeatureisdeﬁned
bymappinganyuppercaseletter,lowercaseletter,digit,andothercharactersto‘X’,‘x’,
‘0’,and‘O’respectively.Forexample,thelongwordshapeof‘C1-6alkyl’is‘X0O0xxxxx’.
•Afeaturerepresentingthebriefwordclassofthecurrenttoken. Consecutiveupper-
caseletters,lowercaseletters,digits,andothercharactersmapto‘X’,‘x’,‘0’,and‘O’
respectively.Forexample,thebriefwordshapeof‘C1-6alkyl’is‘X0O0x’.
ThecombinationofDINTOplus Word2vecclusterswithk=100,itisthebestmodelwithan
F1of83%inthedevelopmentset.Usingthenumberofclustersk=400,theRecaldecreases
a1%.Both Word2vecclustersfromMedLineand Wikipediaachieveverycloseresults.Thus,
basedonthepreviousobservations,thefolowingsettingswerechosenfortheruns:
•Run1:DINTO-W2VMD-100K(thewordclustersweretrainedonMedLine).
•Run2: W2VMD-100K(DINTOisnotusedinthisrun).
•Run3: W2VWIKI-200K(DINTOisnotusedinthisrun).
•Run4:DINTO-W2VWIKI-200K(thewordclustersweretrainedon Wikipedia).
•Run5:CRF+DINTO(Thisrundoesnotincludethewordclusters).
Table4.3showstheresultsobtainedonthetestdatasetbyaltheruns.Thebestrun(run1)
achievedaRecalof82.15%andPrecisionof86.3%(F1of84.17%).Altherunsachieveresults
veryclosebetweenthem.
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Table4.3:CEMPresultsonthetestdataset.
Systems P R F1
Run1 86.3% 82.15% 84.17%
Run2 86.32% 81.95% 84.08%
Run3 86.21% 81.99% 84.04%
Run4 86.3% 81.85% 84.02%
Run5 86.27% 82.02% 84.09%
Asaresultoftheranking,theﬁverunswereplacedinthepositions44to49overatotalof93
submissions.TherunsandthetopsystemachieveverycloseperformanceintermsofPrecision
(onlyonepointofdiﬀerence).However,theRecalofthetopsystemisalmost9%higher.
4.3.3 CDRTask
Inthefeatureextractionphase,eachtokenisrepresentedwiththebasicfeatureset,DNorm
toolfeatureandsomespecialfeaturesareincluded:
•Abinaryfeaturethatindicateswhetherthecurrenttokenwasfoundinagazetteerof
diseases,providedbytheDNormtool.
•Afeaturerepresentingthelongwordshapeofthecurrenttoken.Thisfeatureisdeﬁned
bymappinganyuppercaseletter,lowercaseletter,digit,andothercharactersto‘X’,‘x’,
‘0’,and‘O’respectively. Forexample,thelongwordshapeof‘d-glycericacidemia’is
‘xOxxxxxxxxxxxxxxxx’.
•Afeaturerepresentingthebriefwordclassofthecurrenttoken.Inthisfeature,consecu-
tiveuppercaseletters,lowercaseletters,digits,andothercharactersmapto‘X’,‘x’,‘0’,
and‘O’respectively.Forexample,thebriefwordshapeof‘d-glycericacidemia’is‘xOx’.
ThepipelineinGATEwasalsousedtopreprocessthesentences,andthe Word2vectoolwas
trainedusingthe WikipediaandMedLinecorpora.Diﬀerentexperimentsonthedevelopment
datasetareconductedinordertochoosethebestconﬁgurationforthissystem.Theresultsof
thevalidationsetshowthattheuseofDNormseemstoachieveaslightimprovementinthe
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baselinesystem.However,thecombinationofWord2vecfeatureswithDNormdoesnotseemto
overcomethesystemusing Word2vecfeaturesalone.Thatis,thesystemcouldignoreDNorm.
Furthermore,thesystemthatuses Word2vecfeaturestrainedonMedLinewithouttheDNorm
gazetteerprovidesbetterresultsthanthosetrainedonWikipedia. Moreover,ifthesystemdoes
notusetheDNormgazetteer,clustersprovidebetterresultsthanvectors.Inparticular,the
bestresultsareachievedusing Word2vecclusters(k=200ork=300)withMedLine.Apart
fromthat,theDNormonlyseemstohelpwhenDNormiscombinedwith Word2vec Wikipedia
vectors.
ThreediﬀerentconﬁgurationsweresentasthethreerunsfortheDNERtask,therebythethree
bestresultsonthedevelopmentdatasetwerechosen.Thus,eachrunusestheMedLinedata
totrainthe Word2vec,andthreediﬀerentkvaluesfortheclustering(Run1uses200,Run2
uses300andRun3uses100).NoneofthemusestheDNormgazetteer.
Table4.4showstheﬁnalresultsoftheDNERtaskforthediﬀerentrunsoftheproposed
system.ThebestF-scoreisobtainedbytherun1,whichisalsothebestonthedevelopment
datasetandimproves0.5%overtheothersruns. TheRun2andRun3obtainveryclose
results.Theperformancesuggeststhatitisnotsuitabletousekvalueshigherthan100.This
systemprovidesasigniﬁcantimprovementinPrecisionoverthebaselinesystemprovidedbythe
organizers(almost49%),thediﬀerenceinRecalistheopposite,sincethismodelgetsaround
32%less. TheprimarysourceofthisdecreaseisthehighnumberofFalseNegatives(FN),
mainlyduetothelackofanaccuratenormalizationsystem.Forthisreason,Table4.5shows
theanalysisoftheresultsobtainedinthediseasementionrecognitionphase. Asexpected,
theresultsinthisevaluationachieve77%inF-scoreinalrunswhichisverysimilartothe
validationresults.
Table4.4:CDRresultsofnormalizationevaluateonthetestset(500documents).
Systems TP FP FN P R F1
Run1 708 66 1280 91.47% 35.61% 51.27%
Run2 703 69 1285 91.06% 35.36% 50.94%
Run3 703 67 1285 91.30% 35.36% 50.98%
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Table4.5:CDRresultsofdiseasementionrecognitionevaluateonthetestset(500documents).
Systems TP FP FN P R F1
Run1 3223 718 1201 81.78% 72.85% 77.06%
Run2 3207 747 1217 81.11% 72.49% 76.56%
Run3 3210 711 1214 81.87% 72.56% 76.93%
4.4 Conclusions
Themaincontributionofthischapteristheincorporationofwordembeddingfeaturesintoa
CRF-basedNERsystemfordrugentities.Besides,theDINTOontologyfeatureisavaluable
resourceforthedrugandchemicalcompoundsnamesrecognition.However,theDNormtool
featureisnotrelevantforthedetectionandtheclassiﬁcationofdiseaseentities.
TheresultssuggestthatDINTOcanleadtoimprovingtheperformanceoverthedetection
subtask. Asaconclusionfromtheexperiments,theDINTOontologyisausefulresourcefor
thedrugnamerecognitiontaskfromscientiﬁctexts.Forthisreason,futureworkonhowto
betteruseDINTOinordertoincreasetheperformanceofthetaskistakenintoconsideration.
Moreover,theinclusionofadditionalsemanticfeaturesfrombiomedicalresources(suchas
DrugBank,CheBI,ChemIDPlus,theATCclassiﬁcationsystem,Drugs@FDA6amongothers)
isessentialinordertoimproveperformancefortheclassiﬁcationsubtask.
ContrarytotheDINTOfeatureresults,theuseoftheDNormfeatureproduceslowerperfor-
manceandcouldbediscarded. Moreover,using MedLineinsteadof Wikipediaenhancethe
resultsandthek-meansmodeisbetterthanthewholevectorwithoutDNorm.Theﬁnalre-
sultsshowthatwordembeddingclusteringfeaturesachieveanimprovementinPrecisionfor
thenormalizationtask.Precisely,anincreaseofalmost49%overthebaselinesystemprovided
bytheorganizers.However,itisslightlylessinF-scorebecausethepresentedapproachonly
usesalistofdiseasesandtheirMeSHidentiﬁersprovidedbytheDNormtool.Onthecontrary,
intherecognitiontask,thesystemovercomes28%duetothelownumberofFalsePositives.
Intheinitialhypothesiswasconﬁrmedand Word2vecfeaturesachieveamarkedimprovement
inRecalforthedetectiontask. WordclusterfeaturestrainedonWikipediaseemtoprovidethe
6http://www.accessdata.fda.gov/scripts/cder/drugsatfda/
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mostsatisfactoryresults. Moreexperimentsarenecessarytodeterminetheoptimumnumber
ofclustersforthetask.Althoughingeneral,theseresultsarenotbetterthanthoseachieved
bythetopsystemintheDrugNERTask,theuseofwordembeddingsforthistaskisworth
furtherresearch.
TheexperimentsconductedontheDDIcorpuscomparethisapproachwiththeparticipating
systemsoftheDrugNERTaskintheDDIExtractionTask.Ingeneral,theproposedsystem
doesnotperformbetterthanthetopsystem(WBI)inthissharedtask.However,theresults
fortheclassiﬁcationtaskontheDDI-MedLinedatasetshowthatDINTOcouldbeavaluable
resourcetoimprovePrecision.The WBIsystemprovidedanF1of87.8%onDDI-DrugBank
(whichisveryclosetotheIAA(0.91)),butperformedworseontheDDI-MedLinedataset
(showinganF1of58.1%).Itstandstoreasonthatthissystemcouldhavealreadyreachedthe
maximumthresholdresultsfortheDDI-DrugBankdataset.Ontheotherhand,thereismuch
roomforimprovementintheDDI-MedLinedataset.Theresultsreportedin(Liu,Tang,Chen,
WangandFan,2015)arebetterthanthoseprovidedbythe WBIsystem.However,sincethe
authorsonlyprovideresultsforthewholeDDIcorpus,theperformanceoftheirsystemoneach
datasetisunknownandwhethertheirsystemovercomestheWBIsystemontheDDI-MedLine
dataset.
Asfuturework,the Word2vectoolshouldbetrainedusingalargesetofMedLineabstracts.
Itcouldprovidebetterresultsthanthoseobtainedfromthe Word2vec modeltrainedon
Wikipedia.SinceMedLineisabiomedicalliteraturedatabase,Medlineabstractsshouldpro-
videbetterwordrepresentationsfordrugentitiesthanthoseobtainedfrom Wikipediaarticles.
Besides,anothertoolsuchastheGlobalVectorsforWordRepresentation(GloVe)(Pennington
etal.,2014)shouldbetestedinfutureworkstoinvestigatetheirperformanceinthebiomedical
domain.Furthermore,anerroranalysistodeterminetheleadingcausesofwrongdetectionand
classiﬁcationshouldbecarriedout.
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Chapter5
Matrix-VectorRecursiveNeural
NetworksforDrug-DrugInteraction
Extraction
ThepurposeofthischapteristoexploreindetailhowaRecursiveNeuralNetwork(RecNN)
canbeappliedtoclassifydrug-druginteractionsfrombiomedicaltexts(Su´arez-Paniaguaand
Segura-Bedmar,2016). ThehypothesisisthatDeepLearningarchitecturescanoutperform
classicalmachinelearningapproacheswithoutusingalargesetofhuman-deﬁnedfeaturesfor
theDDIExtractionTask. Precisely,thesystemisbasedon Matrix-VectorRecursiveNeural
Network(MV-RNN)(Socheretal.,2012)builtfromtheStanfordconstituencytreesofthe
sentences.TheexperimentsshowalowperformancethatmaybeprobablyduetotheStanford
parser(KleinandManning,2003)cannotcapturethestructuralcomplexityofsentencesbecause
thatDDIsareusualydescribedbylongsentenceswithcomplexstructures(suchassubordinate
clauses,appositions,andcoordinatestructures,amongothers).
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5.1 Introduction
MostofthesystemsdevelopedfortheDDIExtractionTaskhavebeenbasedonSupportVector
Machines(SVM)usinglinearandnonlinearkernels. Thesemodelsarethestate-of-the-art
performanceobtaining77.5%F-scorefordetectionand67%F-scoreforclassiﬁcation(Kim
etal.,2015).Alofthemuselargeandrichsetsoflinguisticfeaturesproposedbytextminers
anddomainexperts.
DeepLearningmethodscanbeanexcitingalternativetoclassicalmethodssincetheycanlearn
thebestfeaturestorepresentaproblem.Furthermore,theprominentuseofthesetechniques
forNaturalLanguageProcessingtasksanditsexcelentperformanceonthisﬁeldmakesit
apromisingtechniqueinRelationExtraction,suchasConvolutionalNeuralNetwork(CNN)
(Zengetal.,2014)orRecurrentNeuralNetwork(Xuetal.,2015).RecursiveNeuralNetwork
(RecNN)isaDeepLearningarchitecture,whichiscreatedfromtheconstituencyparsetree,that
capturesthesemanticmeaningforphrasesandsentences.Precisely,RecNNusedinMatrix-
Vectorspaces(MV-RNN)wastheﬁrstDeepLearningarchitecturethatobtainedimprovements
inRelationExtraction(Socheretal.,2012).ThismodelintroducesaRecNNthatcapturesthe
compositionalvectorrepresentationoflongphrasesorsentences. Thecompositionalityisby
deﬁnitiontheimportantqualityofnaturallanguagethatdeterminesthemeaningofitswords
andtherulesusedtocombinethem.Tothisend,themodelassignsavectorandamatrixto
everyword,anditlearnsacompositionalfunctionthatcaptureshowthisconstituentchanges
themeaningoftheirneighboursthroughmatrix-vectorspaces.
Fromthereviewoftherelatedwork,itseemsthatanyworkhasperformedafulanddetailed
studyoftheDDIclassiﬁcationbyusingMV-RNN.Therefore,theaimistoexplorethisarchi-
tectureinthebiomedicaldomainandworkinamulti-classclassiﬁcationsettingforreportinga
completeanalysisontheDDIcorpus,studyingindepthitsperformanceforeachtypeofDDI.
ThemainadvantageofthisapproachoverotherDeepLearningarchitecturesisthatcaptures
thesemanticinformationinthewholesentenceandeachwordthroughthematrixandthe
vector,respectively.
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5.2 Method
TheapproachisbasedontheRecursiveNeuralNetworks,whichtaketheparsetreeofthe
sentencesasthestructureofthenetwork.Inparticular,aRecNNwithMatrix-Vectorspaces
wastheﬁrstDeepLearningarchitecturethatobtainedimprovementsintheclassiﬁcationof
semanticrelationships(Socheretal.,2012). Thismodelcandeterminethemeaningofeach
wordandtherulesusedtocombinetheminlongsentences.Tothisend,themodelassignsa
vectorandamatrixtoeveryword,anditlearnsacompositionalfunctionforcomputingthese
representations(Figure5.1).
Figure5.1:AnexampleofhowMV-RNNarchitecturelearnsthevectorsinthenodesofthe
pathbetweenthetwoentities(dottedline)toclassifytheirrelationship(Socheretal.,2012).
Firstly,MV-RNNusesasinputabinaryparsetreeofphrasesandsentencesofarbitrarysyntac-
tictypeandlengthfromtheStanfordParser(KleinandManning,2003)astheRNNstructure.
Then, MV-RNNlearns,ineverynodeofthetree,avectorthatrepresentsthemeaningofa
constituent(awordorasentence)andamatrixthatcaptureshowthisconstituentchanges
themeaningoftheirneighbours.Initialy,itusesthepre-trained50-dimensionalwordvectors
from(Colobertand Weston,2008)andthewordmatricesasanidentitymatrixwithasmal
Gaussiannoise.Afterwards,theMV-RNNarchitecturecomputestheparentvectorpofeach
nodeasasinglelayerneuralnetwork:
p=g(W

C1c2
C2c1

+b) (5.1)
wherec1andc2arethewordvectorsoftheirchildreninthebinarizedtreewithdimensionality
n,C1andC2∈Rn×narematricesforsinglewords,W ∈Rn×2nisamatrixthatmapsboth
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wordsbackintothesamen-dimensionalspace,gisanonlinearityfunctionandbisthebias
term. Moreover,anotherfunctioncomputesthenon-terminalphrasematrices:
P=WM

C1
C2

 (5.2)
whereWM ∈Rn×2naretheweightmatrices.Finaly,theMV-RNNusesthecomputedvector
ofthehighestnodesinthepathbetweenthepairsofwordsasfeaturesforpredictingaDDI
typelabelusingasimpleSoftmaxclassiﬁer.
MV-RNNwasadaptedin(Socheretal.,2012)fortheSemEval-10task8,whosegoalwas
theclassiﬁcationofrelationshipsbetweennominals.Thus,theinitialstepistotransformthe
DDIcorpustotheformatoftheSemEval-2010task8.SincetheimplementationofMV-RNN
doesnotdealwithdiscontinuousentities,DDIcandidatesinvolvingthiskindofentitiesare
removed.Besides,whetherasentencecontainsmorethanoneinteractiontheyareseparated
intoindependentsentences,i.e.oneinstanceperinteraction.Folowingthisprocess,atotal
of33351sentencesarecreated.However,tehsentencesfromtheSemEval-2010task8dataset
aremuchsimplerthanthesentencesintheDDIcorpus. Drug-druginteractionsareusualy
describedbylongsentenceswithcomplexstructures(suchassubordinateclauses,appositions,
andcoordinatestructures,amongothers). Moreover,manydrugshaveverylongandcomplex
names,likechemicalcompounds(forexample,1,3-diﬂuoro-2-propanol). Thesedrugnames
poseasigniﬁcantchalengeforthetokenizationtaskofthebiomedicaltexts.Concretely,the
StanfordparsercannotprovideaccuratetokenizationofthesentencesintheDDIcorpus. Wrong
tokenizationcancauseawrongsyntactictreeparser,andthereby,abadinputfortheMV-
RNN.Forthisreason,chemicalcompoundnameswerereplacedbyeasiernamesofcommon
drugs.Forexample,1,3-diﬂuoro-2-propanolwassubstitutedbyRifampin.Similarly,numerical
expressionswerealsosimpliﬁedbyacommontokenaspartofthepre-processingphase.
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5.3 Evaluation
ThissectionsummarizestheevaluationresultswiththemethodMV-RNNwiththeDDIcorpus
andprovidesdetailedanalysisanddiscussion.Precision(P),Recal(R)andF-score(F1)are
themeasuresoftheresultsforalthecategoriesintheclassiﬁcation.
Table5.1showstheperformanceofMV-RNNovertheDDIcorpustestdataset. Themodel
achievesanF-scoreof46%usingsyntacticinformationforbuildingtheRNNarchitecture.In
general,PrecisionishigherthanRecalduetoalargenumberofFalseNegativesineachclass
causedbythemisclassiﬁcation. Theclassadviceachievesthebestperformance(54%inF-
measure)fortheotherclassesbecausetheserecommendationsfolowspeciﬁcpatternsandare
easytolearn.
Table5.1:ResultsonDDICorpususingMV-RNNwithoutexternalfeatures.
Classes TP FP FN P R F1
Eﬀect 163 206 197 0.44 0.45 0.45
Mechanism 105 102 194 0.51 0.35 0.42
Advice 108 71 113 0.60 0.49 0.54
Int 36 18 60 0.67 0.38 0.48
Overal 412 397 564 0.51 0.42 0.46
Table5.2showstheresultsaddingexternalfeaturessuchasPOStags,theWordNethypernyms
andthenameentitytagsofthetwowordstothecomputedvectorofthehighestnodein
therelationshipfortheclassiﬁcationintheSoftmaxlayer. Thesethreefeaturesincreasethe
performanceF-measure(+4%)andtheRecalforaltheclasses.Althoughthefeaturesraisethe
numberofinstancesclassiﬁedcorrectly,theFalsePositivesare38instancesbiggerthanwithout
usingexternalfeatures.Itmaybeduetoanover-ﬁttingintheSoftmaxlayerbecauseinal
thecasesthenumberofFalseNegativesdecreaseswhereasthattheFalsePositivesincreases
fortheTable5.1causingatrade-oﬀproblem.
TheleadingcauseofthelowperformanceiscausedbytheStanfordparserwhichcannotbuild
thesyntactictreesofsentencesfromtheDDIcorpuscorrectly. Mainly,thesentencesthat
involvedruginteractionsusualyhavecomplexstructures(suchassubordinateclauses,apposi-
tionsandcoordinatestructures,complexnamedentitiesamongothers).Thus,wrongsyntactic
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Table5.2:ResultsonDDICorpususingMV-RNNwithexternalfeatures.
Classes TP FP FN P R F1
Eﬀect 193 232 167 0.45 0.54 0.49
Mechanism 121 110 178 0.52 0.40 0.46
Advice 119 76 102 0.61 0.54 0.57
Int 37 17 59 0.69 0.39 0.49
Overal 470 435 506 0.52 0.48 0.50
treesinvolvewrongRNNstructuresthatcannotcapturethecompositionalityofsentences.
5.4 Conclusions
Inthiswork,aRecursiveNeuralNetworkusedin Matrix-Vectorspacesisexploredforthe
extractionofinteractionsbetweendrugsintheDDIcorpus. Fromthereviewoftherelated
work,DeepLearningarchitecturesoutperformthemostcommonmachinelearningalgorithms
appliedtorelationextractionsofar. MV-RNNcanlearnthemeaningofawordandhowthat
wordmodiﬁesthecontextofthesentencethroughthecombinationofvectorsandmatrices.
Thisrecursivenetworkcontainstheparsinginformationofeachsentenceregardlessoflength
andgrammaticalstructure.
However,MV-RNNdoesnotseemtoprovidesatisfactoryresultsfortheclassiﬁcationofDDIs.
Thus,theexperimentalresultsaremuchlowerthanthosereportedusingaCNN(Liu,Tang,
Chenand Wang,2016).ThislowperformanceismainlybecausetheStanfordparsercannot
capturethestructuralcomplexityofsentencesinthebiomedicalliterature.Theexperiments
showthatblindingtheentitiesisnotenoughtoreducethecomplexityofdrug mentions.
Thus,abiomedicalparsercapablecanprovideaccuratetokenizationandsyntactictreesof
thesentences. Furthermore, MV-RNNusesthe WordNetdictionaryinordertoachievethe
hypernymsforinteractingdrugs.However,mostdrugsarenotincludedin WordNetsinceitis
notabiomedicaldomainspeciﬁcresource.
Asfuturework,replacingtheinitialwordvectorsfrom(Colobertand Weston,2008)bythose
fromanewwordvectormodelgeneratedusingastate-of-the-artwordembeddingsystem,
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like Word2vec(Mikolov,Sutskever,Chen,CorradoandDean,2013)trainedonanextensive
colectionofbiomedicaltexts(forexample,thelatestversionofMedLine)couldimprovethe
semanticrepresentationofeachwordbecauseofitwilalsoincludebiomedicaltechnicalterms
andjargon,whicharenotgeneralyrepresentedin(Colobertand Weston,2008). Moreover,
thepositionembeddingsandnegativeinstanceﬁlteringtechniquescouldimprovethepresented
results. Alternatively,insteadoftheStanfordparser,itisalsoplannedtouseabiomedical
parsercapableofcapturingthecomplexstructuresofthebiomedicalsentencesinordertobuild
theRNNstructures.InsteadofusingWordNet,otherbiomedicalterminologicalresourcescould
includethehypernymssuchastheUMLSMethatesaurus(Aronson,2001)ortheATCdrug
classiﬁcationsystem1.
1http://www.whocc.no/atcdddindex/
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Chapter6
ConvolutionalNeuralNetworksfor
BiomedicalRelationExtraction
The MV-RNNpoorlycapturesthesyntacticinformationoftheDDICorpusgiventhatthe
Stanfordparserisnotpreparedforbiomedicaltexts.Forthisreason,thepropagationoferrors
fromtheﬁrststepmakesalowperformanceintheDDIExtractionTaskusingthisarchitecture.
Thus,thepurposeofthischapteristoexamineaConvolutionalNeuralNetwork(CNN)for
classifyingDDIsfrombiomedicaltexts,whichonlyuseswordembeddingsasinputfeatures
withouttheuseofexternalresources. TheproposedsystemisaCNNarchitecturewithone
convolutionallayerforcreatingamorecomputationalyeﬃcientmodel.Therefore,individual
experimentscandeterminethebestconﬁgurationforthisarchitecture(Su´arez-Paniaguaetal.,
2017)intheDDIExtractionTask.Oneofthegoalsofthissectionistosetthebestparameter
ofthisbasicCNNthatshouldbeconsideredforfutureresearches.
Consequently,theproposedCNNarchitectureistestedontwodiﬀerentdatasetsfromscientiﬁc
publications. Concretely,thissectiondescribestwoparticipationsatSemEval2017Task10:
ScienceIE-ExtractingKeyphrasesandRelationsfromScientiﬁcPublicationsandatSemEval
2018Task7:SemanticRelationExtractionandClassiﬁcationinScientiﬁcPapers.Thesubtask
ofextractionofrelationshipsbetweentwoidentiﬁedkeyphrasesoftheSemEval2017Task10
canbeveryhelpfulinimprovingsearchenginesforscientiﬁcarticles.Theextractionandthe
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classiﬁcationofrelationshipsbetweenentitiesinscientiﬁcpapersoftheSemEval2018Task7
areperformedbytheCNNclassiﬁerusingPOStagsandthedistancestothetargetentitiesas
partoftheembeddingforeachword.
MostCNNarchitecturesincorporateapoolinglayertoreducethedimensionalityoftheconvolu-
tionlayeroutput,preservingrelevantfeaturesandremovingirrelevantinformation.Concretely,
althepreviousCNNsfortheDDIExtractionTaskusedmax-poolinglayers.Additionaly,this
chaptershowsanevaluationoftheperformanceforvariouspoolingmethods(max-pooling,
average-poolingandattentivepooling)andtheircombinationsfortheDDIExtractionTask
(Su´arez-PaniaguaandSegura-Bedmar,2018).
6.1 Introduction
Informationextraction(IE)frombothstructuredandunstructureddatasourcesmaysigniﬁ-
cantlyassistthepharmaceuticalindustrybyenablingtheidentiﬁcationandextractionofrel-
evantinformationaswelasprovidinganovelwayofreducingthetimespentbyhealth-care
professionalstoreviewtheliterature. MostofthepreviousresearchontheextractionofDDIs
frombiomedicaltextsimplementsupervisedmachine-learningalgorithmswithextensivefea-
turesets,whicharemanualydeﬁnedbytextminersanddomainexperts.Theprominentuse
ofDeepLearninginNLPanditsgoodperformanceinthisﬁeldmakesitapromisingtechnique
forthetaskofRE.DeepLearningmethodsarepotentialalternativestoclassicalsupervised
machine-learningalgorithmsbecausetheycanautomaticalylearnthemostappropriatefea-
turesforagiventask. Matrix-VectorRecursiveNeuralNetwork(MV-RNN)(Socheretal.,
2012),RecurrentNeuralNetwork(RNN)(Xuetal.,2015)andConvolutionalNeuralNetwork
(CNN)(Zengetal.,2014)havebeensuccessfulyappliedtoREtasks.
CNNisarobustDeepLearningarchitecturewhichhasexhibitedexcelentperformancein
manyNLPtaskssuchassentenceclassiﬁcation(Kim,2014),semanticclustering(Wang,Xu,
Xu,Tian,LiuandHao,2016)andsentimentanalysis(dosSantosandGatti,2014). Oneof
itsmainadvantagesisthatitdoesnotrequirethedeﬁnitionofhand-craftedfeatures;instead,
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itcanlearnthemostsuitablefeaturesforthetaskautomaticaly. Thismodelcombinesthe
wordembeddingsofaninstance(i.e.asentenceoraphrasecontainingacandidaterelation
betweentwoentities)usingﬁltersinordertoconstructavectorwhichrepresentsthisinstance.
Finaly,aSoftmaxlayerassignsaclasslabeltoeachvector.(Zengetal.,2014)developedthe
ﬁrstworkthatusedCNNforREusingtheSemEval-2010Task8dataset(Hendrickxetal.,
2009). Thisworkconcatenatedthewordembeddingswithanewpositionembeddingwhich
representstherelativedistancesofeachwordtothetwoentitiesintheinstancerelationinan
embeddingvector. Moreover,theyaddedanonlinearlayeraftertheCNNarchitecturetolearn
morecomplexfeaturesobtaininganF1-scoreof69.7%.Theyobtainedanimprovementof13%
byaddingexternallexicalfeaturessuchasthewordembeddingsoftheentities,their WordNet
hypernymandthewordembeddingsofthecontexttokens.
Inparticular,thehypothesisisthatCNNmaybeaneﬀectivemethodtolearnthebestfeature
settoclassifyDDIswithouttheneedformanualandextensivefeatureengineering.Although
previousworkshavealreadyincorporatedtheuseofCNNs,noneofthemreportedadetailed
studyoftheinﬂuenceoftheCNNhyper-parametersontheperformanceforDDIExtraction
Task.
Concretely,diﬀerentwindowsizesshouldbetriedtoadapttheﬁltersizeparameterforDDIs
sentencesbecausetheyareusualyverylongandtheirinteractingdrugsareoftenfarfrom
eachother(theaveragedistancebetweenentitiesforaltheinstancesinthetrainsetis14.6).
Moreover,theperformanceofthesystemisprovidedforeachDDItypeonthewholetestset
andeachdatasetoftheDDIcorpus(DDI-DrugBankandDDI-MedLine).
Poolinglayersareusedtoachievemorecompactrepresentations,andtheymustpreserverel-
evantfeatureswhileremovingirrelevantdetails. Therearediﬀerentoperationsforappliying
asthepoolinglayer,suchastakingtheaverageorthemaximum,oralearnedlinearcombi-
nationofitsinputs. AlthepreviousCNNbasedsystemsfortheDDIExtractionTaskused
max-poolinglayers.Therefore,oneofthegoalsofthischapteristoevaluatetheeﬀectofseveral
poolingoperations(suchasmax-pooling,average-poolingandattentivepooling)ontheresults
ofthetaskseparately,butalsotheircombination.Summingup,thecomparisonofdiﬀerent
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poolingoperationsandtheircombinationontheperformanceinaCNNarchitectureforDDI
classiﬁcationhadnotbeenevaluatedbefore,anditisoneofthesigniﬁcantcontributionsofthe
thesis.
Nowadays,adelugeofscientiﬁcarticlesispublishedeveryyear,whichdemonstratesthatweare
livinginanemergingknowledgeera.Anessentialdrawbackofthissituationisthatthestudy
ofagivenﬁeldorproblemrequiresreviewingaconsiderablenumberofscientiﬁcpublications,
becomingsuchaveryarduoustask.Thus,expertscannotdealwiththehighincreaseinthe
publicationofscientiﬁcarticlesanditisveryhardtobeuptodateaboutthestate-of-the-art
techniques.Theautomaticalyclassiﬁcationoftheconceptsorkeyphrasesandtheirrelation-
shipsfromscientiﬁcarticleswithNLPtechniquescanreducethevastoftimeforthisprocess.
Mostsearchenginesapplylinguisticnormalization(suchaslemmatizationorstemming),and
someofthemalsoexploitthesemanticanalysisoftextsinordertodetectconceptstoimprove
theirRecal.
ThegoaloftheScienceIETaskatSemEval2017(Augensteinetal.,2017)istheextractionof
keyphrases(suchasMATERIALS,PROCESSESandTASKS)andrelationshipsbetweenthem
fromscientiﬁcarticles.Thiscompetitionprovidesacommonevaluationframeworktoresearches
alowingafairwaytoevaluateandcomparetheirapproaches. Thisparticipationfocuseson
thesubtaskofextractingrelationshipsbetweenkeyphrases.Inparticular,theserelationships
areHYPONYM-OF(forexample,‘femur’isHYPONYM-OF‘bone’),SYNONYM-OF(for
example,‘ophthalmologist’isSYNONYM-OF‘oculist’)andNONE.Thedetectionofthese
relationshipsbetweenkeyphrasescanimprovetheperformanceofcurrentresearches. The
SemanticRelationExtractionandClassiﬁcationinScientiﬁcPaperstaskatSemEval-2018
task7(G´aboretal.,2018)providesaframeworkformeasuringtheautomaticannotation
performancebymodelswhicharetrainedonscientiﬁcpublicationsabstracts.Thetaskdeﬁnes
sixcategoriesofrelationsbetweenconceptsandproposestwosubtasks:theclassiﬁcationof
therelationsbetweentwoentitiesinthepredeﬁnedcategories,whichincludestwoscenarios
accordingtothedataused:cleanornoisy;andtheextractionoftherelationsgiventheentities
fromthecleandata,whichalsocouldinvolvetheirsubsequentclassiﬁcation. Thissection
describestheparticipationinbothtasksusingtheCNNpreviouslyproposed.
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Themodelusesastheinputofeachinstancethetransformationintorealvaluevectorsof
thewordsofthesentence,thedistancestothetargetentitiesofeachwordandthePart-of-
Speechtypes.Furthermore,asamplingtechniquealeviatestheimbalanceissuesofthedataset
equalizingthenumberofinstancesforaltheclasses.
6.2 Method
ThisapproachisbasedontheCNNmodelproposedin(Kim,2014),whichwastheﬁrstwork
toexploitaCNNforthetaskofsentenceclassiﬁcation. Thismodelinferstheclassofeach
sentenceandreachestogoodresultswithouttheneedforexternalinformation.Tothisend,
themodelappliesconvolutionalﬁlterstotheinputthroughseveralwindowsofdiﬀerentsizes
andcomputesanoutputvectorthatdescribesthewholesentence.Finaly,thisvectorisused
inaclassiﬁcationlayertoassignaclasslabel.Thissectionpresentsthemodelfortheparticular
caseofsentencesthatdescribeDDIs.InsteadofusingtextclassiﬁcationCNNimplementedby
in(Kim,2014)1withTheano(apythonlibraryformathematicalcomputation2,thesystemis
anadaptationoftheimplementationprovidedbyDennyBritz3basedonTensorFlow(anopen-
sourcelibraryformachinelearning4).TensorFlowhasagraphicvisualizationofthemodeland
generatessummariesoftheparameterstokeeptrackoftheirvalues,thus,simplifyingthestudy
oftheparameters.
Figure6.1showsthewholeprocessoftheCNNmodelfromitsinput,whichisasentencewith
markedentities,untiltheoutput,whichistheclassiﬁcationoftheinstanceintooneofthe
classes.
1https://github.com/yoonkim/CNNsentence
2http://deeplearning.net/software/theano/
3https://github.com/dennybritz/cnn-text-classiﬁcation-tf
4https://www.tensorﬂow.org/
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Figure6.1:CNNmodelforclassifyingaDDIinstance.
6.2.1 Datasets
ThischapterexplorestheCNNperformacefortheDDICorpus. However,otherdatasets
fromscientiﬁcpublicationsareusedwiththesamemodelinordertoensuretheviabilityina
particulardomain.
SemEval2017Task10: ScienceIE-Extracting Keyphrasesand Relationsfrom
ScientiﬁcPublications
ThevaluablecontributionoftheScienceIEchalengewastoprovideanannotatedcorpusfor
trainingandevaluatingsupervisedalgorithmstoextractKeyphrasesfromScientiﬁcPubli-
cations. Thewholecorpuscontains500journalarticlesaboutComputerScience, Material
SciencesandPhysicsfromScienceDirect5.Thecorpusissplitintotraining,developmentand
5http://www.sciencedirect.com/
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testingsetswith350,50and100documents,respectively.Adetaileddescriptionofthemethod
usedtocolectandprocessdocumentscanbefoundin(Augensteinetal.,2017).
SemEval2018Task7:SemanticRelationExtractionandClassiﬁcationinScientiﬁc
Papers
TheSemEval-2018Task7providesanannotatedcorpusfortrainingandtestingthepartici-
patingsystems.Thedatasetcontains350and150abstractfromscientiﬁcarticlesfortraining
andtestingset,respectively.
Therelationinstancesaredividedintothefolowingclasses: USAGE,RESULT,MODEL,
PART WHOLE,TOPIC andCOMPARISON.AlofthemareasymmetricalexceptCOM-
PARISON,wherebothentitiesareinvolvedinthesamebidirectionalrelation. Adetailed
descriptionandanalysisofthecorpusanditsmethodologyusedtocolectandprocessthe
scientiﬁcabstractscanbefoundin(G´aboretal.,2018).
6.2.2 Pre-processingphase
Eachpairofdrugsinasentencerepresentsapossiblerelationinstance. TheCNNmodel
classiﬁeseachoftheseinstances.
TheDDIcorpuscontainsatinynumberofdiscontinuousdrugmentions(only47).Thefolowing
nounphraseshowsanexampleofdiscontinuousmention‘ganglionicorperipheraladrenergic
blockingdrugs’,whichcontainstwodiﬀerentdrugmentions:ganglionicadrenergicblocking
drugsandperipheraladrenergicblockingdrugs,withtheﬁrstonebeingadiscontinuousentity.
Asthiskindofmentionsonlyproducesatinypercentage(1.26%)ofthetotalnumberof
instances,theyareremovedforthetrainingset.
Firstly,folowingasimilarapproachasthatdescribedin(Kim,2014),thesentenceswere
tokenizedandcleaned(convertingalwordstolower-case,replacingnumbersbythelabelNUM,
separatingspecialcharacterswithwhitespacesbyregularexpressionsandperformingthedrug
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blinding).Then,thetwomentionsofeachinstancewerereplacedbythelabels‘entity1’and
‘entity2’forthetwointeractingentities,andby‘entity0’fortheremainingdrugmentions.
Thismethodisknownasentityblindingandveriﬁesthegeneralizationofthemodel. For
instance,thesentence:‘Amprenavirsigniﬁcantlydecreasesclearanceofrifabutinand25-O-
desacetylrifabutin’shouldbetransformedintothefolowingrelationinstances:
1.‘drug1signiﬁcantlydecreasesclearanceofdrug2anddrug0’fortherelation(Amprenavir,
rifabutin)
2.‘drug1signiﬁcantlydecreasesclearanceofdrug0anddrug1’fortherelation(Amprenavir,
25-O-desacetylrifabutin)
3.‘drug0signiﬁcantlydecreasesclearanceofdrug1anddrug2’fortherelation(rifabutin,
25-O-desacetylrifabutin)
However,therelationbetween(rifabutin,25-O-desacetylrifabutin)inthesentence:‘Ampre-
navirsigniﬁcantlydecreasesclearanceofrifabutinand25-O-desacetylrifabutin’cannotbea
DDIbecausethesedrugsareconjunctsinthesamecoordinatestructure. Therefore,althe
instancesthattheirdrugsoccurincoordinationcanberuledout.Similarly,altheinstances
thattheirdrugsoccurinahyponymousapposition(Meyer,2007)canbediscarded.Apposi-
tionisanounphrasethatfolowsanothernounphraseandfurtherdescribesorexplainsit.
Inahyponymousapposition,thenounphrasesarerelatedbytherelationofhyponymy.The
folowingsentenceshowsanexampleofthiskindofstructurewhereﬁrstpartofthesentenceis
anapposition:‘Anticoagulants,suchasheparinandwarfarin,areoftengivenprophylacticaly
topreventDVT.’Therelationinstances(Anticoagulants-heparin),(Anticoagulants-warparin)
and(heparin-warfarin)canbedirectlyremovedfromthesetofinstances.Folowingtheben-
eﬁcialresultsofusingnegativeﬁlteringpreprocessingonDDI(ChowdhuryandLaveli,2013b;
Kimetal.,2015;Liu,Tang,Chenand Wang,2016),asetofregularexpressionsaredeﬁned
tocapturethesentencesthatcontainthestructureofthemostfrequentcoordinationandhy-
ponymousappositionintheDDIcorpus.Thus,theimbalanceproblemoftheDDIcorpusis
alsoaleviated(almost85%ofinstancesarenegatives).
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Theseregularexpressionsachievetoautomaticalyidentifyandruleoutaround35%ofnega-
tiveinstances(8,409)fromthetrainingdatasetandapproximately29%(1,670)fromthetest
dataset,whilemistakenlyﬁlterout150and32positiveinstancesfromtrainingandtestdatasets,
respectively.Attheendofthisprocess,19,233relationinstances(positivesandnegatives)are
extractedtotrainthenetworkand4018totestitsperformance.
6.2.3 Wordtablelayer
Afterthepre-processingphase,theinputmatrixiscreatedfortheCNNarchitecture.Theinput
matrixshouldrepresentaltraininginstancesfortheCNNmodel;therefore,theyshouldhave
thesamelength.Themaximumlengthofthesentenceinaltheinstancesisﬁxed(denotedby
n)andthenextendedthosesentenceswithlengthsshorterthannbypaddingwithanauxiliary
token‘0’.
Moreover,eachwordhastoberepresentedbyavector.Todothis,twodiﬀerentoptionsare
considered:(a)torandomlyinitializeavectorforeachdiﬀerentword,or(b)touseapre-trained
wordembeddingmodelwhichreplaceseachwordbyitswordembeddingvectorobtainedfrom
thismodel:We∈R|V|×me whereVisthevocabularysizeandmeisthewordembedding
dimension.Finaly,avectorisobtainedx=[x1;x2;..;xn]foreachinstancewhereeachwordof
thesentenceisrepresentedbyitscorrespondingwordvectorfromthewordembeddingmatrix.
p1andp2aredeﬁnedasthepositionsofthetwointeractingdrugsmentionedinthesentence.
Thefolowingstepinvolvescalculatingtherelativepositionofeachwordtothetwointeracting
drugs,i−p1andi−p2,whereiisthewordpositioninthesentence.Forexample,therelative
distancesoftheword‘inhibit’inthesentenceshowninFigure6.1tothetwointeracting
drugmentions‘Grepaﬂoxacin’and‘theobromine’are2and-4,respectively.Inordertoavoid
negativevalues,therange(−n+1,n−1)aretransformedintotherange(1,2n−1).Then,these
distancesaremappedintoarealvaluevectorusingtwopositionembeddingWd1∈R(2n−1)×md
andWd2∈R(2n−1)×md. Finaly,theinputmatrixX ∈Rn×(me+2md)isrepresentedbythe
concatenationofthewordembeddingsandthetwopositionembeddingsforeachwordinthe
instance.
124 Chapter6. ConvolutionalNeuralNetworksforBiomedicalRelationExtraction
Oneoftheobjectivesofthisworkwastostudytheeﬀectofthepre-trainedwordembeddings
ontheperformanceofCNNs.Additionaly,theCNNistrainedwithdiﬀerentpre-trainedword
embeddingmodelsandcomparedwiththerandominitialization. First,thediﬀerentword
embeddingmodelsusingthetoolkit Word2vec(Mikolov,Sutskever,Chen,CorradoandDean,
2013)aretrainedontheBioASQ2016dataset(Kritharaetal.,2016),whichcontainsmorethan
12milionMedLineabstracts.Skip-gramandcontinuousbag-of-words(CBOW)architecturesof
Word2vecareappliedwiththedefaultparametersusedintheCversionoftheWord2vectoolkit
(i.e.minimumwordfrequency5,thedimensionofwordembedding300,samplethreshold10-5
andnohierarchicalSoftmax).Inaddition,diﬀerentvaluesfortheparameterscontextwindow
(5,8and10)andnegativesampling(10and25)arealsousedtopre-trainthemodels.For
adetaileddescriptionoftheseparameters,referto(Mikolov,Sutskever,Chen,Corradoand
Dean,2013).AwordembeddingmodelontheXMLtextdumpoftheEnglish2016versionof
Wikipedia6isalsousedwiththedefaultparametersof Word2vec.
6.2.4 Convolutionallayer
Oncetheinputmatrixisdeﬁned,aﬁltermatrixf=[f1;f2;..;fw]∈Rw×(me+2md)isappliedto
acontextwindowofsizewintheconvolutionallayertocreatehigherlevelfeatures.Foreach
ﬁlter,ascoresequences=[s1;s2;..;sn−w+1]∈R(n−w+1)×1isobtainedforthewholesentence
as
si=g(
w
j=1
fjxTi+j−1+b) (6.1)
wherebisabiastermandgisanonlinearfunction(suchastangentorsigmoid).Figure6.1
representsthemtotalnumberofﬁlterswiththesizewinthematrixS∈R(n−w+1)×m.However,
thesameprocesscanbeappliedtoﬁlterswithdiﬀerentsizesbycreatingadditionalmatrices
thatwouldbeconcatenatedinthefolowinglayer.Theﬁltersizeisanimportantparameter
intheCNNmodel,andmayinﬂuenceitsperformancebecauseitdirectlydeﬁnesthesizeof
thevector,whichrepresentseachinstance. Moreover,windowcontextshavebeentraditionaly
exploitedbymostrelation-classiﬁcationsystems.Inparticular,awindowwithasizeof3is
6http://mattmahoney.net/dc/text8.zip
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widelyadopted(Giulianoetal.,2006).
6.2.5 Poolinglayer
Themaingoalofthepoolingoperationistoextractthemostrelevantfeaturesofeachﬁlterusing
anaggregatingfunction. Thislayerisacriticalpartofthearchitecturebecauseitcompacts
theﬁlteredinformationintoavectorrepresentation.Thisvectormaycapturethesalientparts
ofthetextandcanbedirectlyusedasinputoftheclassiﬁerlayer. Forthisreason,the
selectionofacorrectpoolinglayerimprovestheﬁnalclassiﬁcationofthemodel.Theaimof
thischapterisalsotoexploreandselectthebestpoolingoperationforDDIandcreateavector
z=[z1,z2,..,zm∗k],whosedimensionisthetotalnumberofﬁltersmbythenumberofdiﬀerent
ﬁlterlengthkthatrepresentstherelationinstance.Inthisstudy,threediﬀerentpoolinglayers
areappliedtotheoutputmatrixoftheconvolutionallayer.
Max-pooling
ThemaxfunctionisthemostcommonchoiceforthepoolinglayerinCNNarchitectures.This
operationproducesasinglevalueineachﬁlteras
zf=max{s}=max{s1;s2;..;sn} (6.2)
Average-pooling
Theaveragepoolingiscommonlyusedinimageclassiﬁcationtasks,butitisnotverypopular
inNLPtasks.Inthisstudy,itsperformancewasmeasurefortheDDIExtractionTask.Inthis
case,theoperationcomputestheaverageofeachﬁltervalues:
zf=mean{s}=mean{s1;s2;..;sn} (6.3)
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Attentivepooling
Theattentivepoolingisaneuralattentionmechanismwhichfocusesontherelevantwords,
capturingtheimportantsemanticinformationwithoutusinglexicalresourcesorNLPtools.
Forthiswork,theattentivepoolingmethodisthesameastheproposedby(Zhouetal.,2016)
forthetaskofrelationextractionwithLSTM.
InthecaseofCNN,theoperationusesaweightvectorwT∈Rm×1whichismultipliedbya
ﬁlternormalizationM ∈R(n∗k)×m. Theresultingvectorα∈Rn×1determinatestherelevant
valuesofeachwordinthesentencefortheclassiﬁcation.
M =tanh(S) (6.4)
α=Softmax(Mwα) (6.5)
Finaly,thevectorαismultipliedbytheﬁltermatrixStoreduceitsdimensionalitygivenby
therelevancyoftheirwords
z∗=tanh(αTS) (6.6)
6.2.6 Softmaxlayer
Beforeperformingtheclassiﬁcation,adropoutpreventstheover-ﬁttingofthenetwork. To
dothis,theelementsofzarerandomlysettozerowithaprobabilitypfolowingaBernouli
distributioninordertogenerateareducedvectorzd.Afterthat,thisvectorisfedintoafuly
connectedSoftmaxlayerwithweightsWs∈Rm×ktocomputetheoutputpredictionvaluesfor
theclassiﬁcationas
o=zdWs+d (6.7)
wheredisabiasterm;inthedataset,therearek=5classes(advice,eﬀect,int,mechanism
andnon-DDI).Attesttime,thevectorzofanewinstanceisdirectlyclassiﬁedbytheSoftmax
layerwithoutadropout.
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6.2.7 Learning
Forthetrainingphase,theCNNparametersettobelearntisdeﬁnedasθ=(We,Wd1,Wd2,
Ws,Fm),whereFm arealofthemﬁltersf.Forthispurpose,theconditionalprobabilityof
arelationrisobtainedbytheSoftmaxoperationas
p(r|x,θ)= exp(or)k
l=1exp(ol)
(6.8)
tominimizethenegativelog-likelihoodfunctionforalinstances(xi,yi)inthetrainingsetTas
folows
J(θ)=−
T
i=1
logp(yi|xi,θ) (6.9)
Besides,theobjectivefunctionisminimizedtolearntheparameterswiththestochasticgradient
descentusingtheAdamupdaterule(KingmaandBa,2014)appliedovershuﬄedmini-batches.
Finaly,l2-regularizationisaddedtotheweightsoftheSoftmaxlayerWstopreventover-ﬁtting.
6.3 Evaluation
ThissectiondescribestheevaluationresultswiththeCNNmodelonthedatasetsandprovides
adetailedanalysisanddiscussion.TheresultsweremeasuredusingthePrecision(P),Recal
(R)andF-measure(F1)foralofthecategoriesintheclassiﬁcation.
6.3.1 DDICorpus
Toinvestigatetheeﬀectofthediﬀerentparameters,anevaluationprocesstochoosethebest
modelwasfolowedbyselectingtheparametersseparatelyinavalidationsettoobtainthe
bestvalues.SincetheDDIcorpusisonlysplitintotrainingandtestdatasets,2748instances
(candidatepairs)(10%)areselectedfromthetrainingdatasetatthesentencelevel,forming
thevalidationset,whichwasusedforaltheexperimentstoﬁne-tunethehyper-parametersof
thearchitecture.
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Inordertovalidateeachsetting,astatisticalsigniﬁcanceanalysisbetweenthemodelsisper-
formed. Forthispurpose,thesigniﬁcanceistestedwiththeχ2andp-valuestatistics. Two
modelsproducediﬀerentlevelsofperformancewhetherχ2isgreaterthan3.84andp-valueis
lowerthan0.05.
Firstly,theperformanceisshowninalearningcurvetoﬁndtheoptimalnumberofepochs
forwhichthesystemachievesthebestresultswiththestoppingcriteria.Secondly,abasic
CNNwascomputedusingpredeﬁnedparameterstocreateabaselinesystem,anditsresults
areanalysed.Thirdly,theeﬀectsoftheﬁltersizeandtheselectionofdiﬀerentwordembeddings
andpositionembeddingswereobserved.Finaly,aCNNmodelusingthebestparametersfound
intheabovestepswascreated.Foraltheexperiments,thevaluesoftheremainderparameters
forthesystemsaredeﬁnedasfolows:
•Maximallengthn=128.
•Filtersforeachwindowsizem=200.
•Dropoutratep=50%.
•l2-regularization=3.
•Mini-batchsize=50.
•RectiﬁedLinearUnit(ReLU)asthenonlinearfunctiong.
Theparameternisthemaximumlengthinthedatasetafterthepre-processingphase,misthe
sameasin(Liu,Tang,Chenand Wang,2016),andtherestoftheparametersarethesameas
in(Kim,2014).
Learningcurve
Figure6.2showsthelearningcurvefortheCNNmodelfromrandominitialization,i.e.instead
ofusingpre-trainedwordembeddingsasinputfeaturesforthearchitecture,randomvectorsof
300dimensionsaregeneratedusingauniformdistributionintherange(−1,+1). Thecurve
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Table6.1: NumberofinstancesineachdatasetoftheDDIcorpusafterthepre-processing
phase.TheclassOtherrepresentsthenon-interactionbetweenpairsofdrugmentions.
Classes DDI-DrugBank DDI-MedLine Total
Advice 1028 14 1042
Eﬀect 1815 214 2029
Int 272 12 284
Mechanism 1535 83 1618
Other 26486 1892 28373
Total 31136 2215 33351
Train 25885 1778 27663
Test 5251 437 5688
showstheperformanceofeachiterationofalearningstep(epoch),anditmeasurestheF1
performancefortheclassiﬁcationoftheSoftmaxlayer.Accordingtothislearningcurve,the
bestvalidationF1isreachedwith27epochs(77.7%),whichistheoptimumnumberofepochs
totrainthenetwork(seethegreenpointinFigure6.2). Moreover,thetrainingF1isstil
around100%,andthevalidationF1doesnotimprovebyusingmoreepochs.Thereisnota
largegapbetweenthetrainingandvalidationF1,andtherefore,themodeldoesnotappearto
produceover-ﬁtting.Figure6.2alsoshowsthatthevalidationandtestvariationperformvery
similar,conﬁrmingthatthechoiceoftheparametersinthevalidationsetisalsovalidforthe
testset.Finaly,thenetworkistrainedwith25epochsinthefolowingexperimentsbecause
afterthispointthemodelstartstodecreaseitsperformance. Moreover,itwasthevaluechosen
by(Kim,2014).
Baselineperformance
Aspreviouslymentioned,thebaselineCNNmodelistrainedwithrandominitialization(i.e.
withoutpre-trainedwordembeddings)of300dimensions,ﬁltersize(3,4,5)andnoposition
embeddings.TheperformanceofthismodelforeachoftheDDItypesisshowninTable6.2,
Table6.3andTable6.4.ThemodelachievesanF1of61.98%ontheDDI-DrugBankdataset,
whileitsF1ontheDDI-MedLinedatasetislower(43.21%).Thediﬀerencesbetweentheresults
aremainlybecausetheDDI-MedLinedataset(with327positiveinstances)ismuchsmalerthan
theDDI-DrugBankdataset(with4701positiveinstances).
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Figure 6.2: Learning curve of a CNN with random initialization. The blue line shows the
training-curve variation along the number of epochs, the green represents the validation and
the red one the testing curve.
Table 6.2: Results obtained for CNN from random initialization on the whole DDI corpus.
Classes TP FP FN Total P R F1
Advice 131 43 90 221 75.29% 59.28% 66.33%
Eﬀect 239 220 121 360 52.07% 66.39% 58.36%
Int 27 3 69 96 90% 28.12% 42.86%
Mechanism 176 84 122 298 67.69 % 59.06% 63.08%
Overal 573 350 402 975 62.08% 58.77% 60.38%
Focussing on the results obtained for each DDI type on the whole DDI corpus, theadviceclass
is the type with the best F1. The main reason of this result is that these interactions are
typicaly described by very similar patterns such as‘DRUG should not be used in combina-
tion with DRUG’or‘Caution should be observed when DRUG is administered with DRUG’.
Thus, the model can easily learn these patterns because they are very common in the DDI
corpus, like in the DDI-DrugBank dataset. Themechanismtype is the second one with the
best performance (F1 = 63%), even though its number of instances is lower than theeﬀecttype
(see Table 6.1). While the systems which were involved in the DDIExtraction-2013 chalenge
agreed that the second easiest type waseﬀect(Segura-Bedmar et al., 2014), this may have
been because it was the second type with more examples in the DDI corpus; the model appears
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toobtainbetterperformanceforthemechanismtype. Asdescribedin(Herrero-Zazoetal.,
2013),oneofthemostcommonreasonsfordisagreementbetweentheannotatorsoftheDDI
corpusistheDDIsthatrepresentmechanismandeﬀectbecausesometimestheselectionof
thesetypesisnotobvious.Forexample,thesentence‘ConcomitantadministrationofTEN-
TRALandtheophyline-containingdrugsleadstoincreasedtheophylinelevelsandtheophyline
toxicityinsomeindividuals’describesachangeinthemechanismoftheDDI(‘increasedtheo-
phylinelevels’),aswelasaeﬀect(‘theophylinetoxicity’).Inordertosolvethesecases,the
annotatorsdeﬁnedthefolowingpriorityrule:ﬁrstmechanism,secondeﬀectandthirdadvice.
Whilethesystemsdevelopedsofarcannotlearnthisrule,theCNNmodelappearstohave
acquireditcorrectly. Moreover,thesentencesthatdescribethetypemechanismincludethePK
parameterssuchasareaunderthecurve(AUC)ofbloodconcentration-time,clearance,maxi-
mumbloodconcentration(Cmax)andminimumbloodconcentration(Cmin).Thesekindsof
parameters,whichingeneralareexpressedbyasmalvocabularyoftechnicalwordsfromthe
pharmacologicaldomain,maybeeasilycapturedbytheCNNmodelbecausethewordvectors
areﬁne-tunedforthetraining.
Finaly,theresultsshowthattheintclassisthemostdiﬃculttypetoclassifybecausethe
proportionofinstancesintheDDIcorpus(5.6%)ismuchsmalerthanthoseoftheremainder
ofthetypes(41.1%foreﬀect,32.3%formechanismand20.9%foradvice).
Table6.3andTable6.4alsoshowthattheperformanceofeachtypeisdiﬀerentdepending
ofthedataset.Thus,whiletheaboveexplanationcanbeextrapolatedtotheDDI-DrugBank
dataset,theconclusionsareentirelydiﬀerentfortheDDI-MedLinedataset.Forexample,the
CNNmodelobtainslowerresultsfortheadvicetype(F1=25%)comparedtotheeﬀectand
mechanismtypes(withanF1around43-45%). Thisdiﬀerencecouldbecausedbecausethe
advicetypeisveryscarceintheDDI-MedLinedataset. Likewise,theCNNmodelcannot
classifytheinttype,whichisevenscarcerthantheadvicetypeinthisdataset.
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Table6.3:ResultsobtainedforCNNfromrandominitializationontheDDI-DrugBankdataset.
Classes TP FP FN Total P R F1
Advice 130 43 84 214 75.14% 60.75% 67.18%
Eﬀect 212 190 86 298 52.74% 71.14% 60.57%
Int 27 2 67 94 93.1% 28.72% 43.9%
Mechanism 169 79 109 278 68.15% 60.79% 64.26%
Overal 538 314 346 884 63.15% 60.86% 61.98%
Table6.4:ResultsobtainedforCNNfromrandominitializationontheDDI-MedLinedataset.
Classes TP FP FN Total P R F1
Advice 1 0 6 7 100% 14.29% 25%
Eﬀect 27 30 35 62 47.37% 43.55% 45.38%
Int 0 1 2 2 0% 0% 0%
Mechanism 7 5 13 20 58.33% 35% 43.75%
Overal 35 36 56 91 49.3% 38.46% 43.21%
Filter-sizeselection
Figure6.3showsthedistancesbetweenentitiesintheDDIcorpus,whichwereobtainedfrom
morethan100samples.Concretely,themostcommondistancesare2,4and6,with3205,1858
and1586samples,respectively.BecausebiomedicalsentencesdescribingDDIsareusualyvery
longandtheirinteractingdrugsareoftenfarfromeachother(theaveragedistancebetween
entitiesis14.6),diﬀerentwindowsizesareusedtoadaptthisparametertobiomedicalsentences.
Table6.5showstheresultsoftheCNNbaselinetrainedwithdiﬀerentﬁltersizes. Withthe
exceptingofsomecases(e.g.ﬁltersize=2),mostoftheﬁltersizesprovideverycloseresults.
Inthecaseofsingleﬁltersize,14isthebestonebecauseitcancapturelongdependenciesin
asentencewithjustonewindow.Althoughitseemslogicaltoconsiderthatlargerﬁltersizes
shouldgivebetterperformance,theexperimentsdidnotagreewiththisconclusion.Increasing
thesizeappearstocreateincorrectﬁlterweights,whichcannotcapturethemostcommoncases.
Concretely,thebestﬁltersizewas(2,4,6),whichmaybebecausetheyarethemostcommon
distancesbetweenentitiesintheDDIcorpus.
Table6.6showsthesigniﬁcancetestsfortheexperimentsassessingtheeﬀectoftheﬁltersize
parameter.Ingeneral,mostofthecomparisonsarestatisticalysigniﬁcant,andespecialythose
withtheﬁlter-size(2,4,6)thatachievesthebestperformance.Therefore,thebestperformance
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Figure 6.3: Distance between entities in sentences describing DDIs.
Table 6.5: Results for several ﬁlter sizes.
Filter Size P R F1
2 56.89% 52.1% 54.39%
4 65.65% 52.92% 58.6%
6 75.35% 49.23% 59.55%
(2, 3, 4) 63.15% 57.13% 59.99%
(3, 4, 5) 62.08% 58.77% 60.38%
(2, 4, 6) 73.57% 52.82% 61.49%
(2, 3, 4, 5) 71.31% 52% 60.14%
14 71.23% 51.79% 59.98%
(13, 14, 15) 72.64% 49.03% 58.54%
is obtained using a ﬁlter-size of (2, 4, 6). Thus, the most common distances between entities
are the best choice to be used as the ﬁlter size parameter.
Eﬀects of the embeddings
Table 6.7 shows the results for the diﬀerent word embeddings as wel as for several dimensions
(5, 10) of position embeddings with a ﬁlter size (3, 4, 5). As previously explained, position
embeddings represent the position of the candidate entities (which are involved in the DDI) as
a vector. Only the word embeddings are the input matrix when the position embeddings are
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Table6.6:χ2andp-valuestatisticsbetweenthediﬀerentﬁltersizes.Asteriskdenotesresults
statisticalysigniﬁcant.
FilterSize 4 6 (2,3,4) (3,4,5) (2,4,6) (2,3,4,5) 14 (13,14,15)
2 13.22* 50.68* 155.88* 1.20 25.77* 119.71* 44.52* 5.28*
2.77e-04* 1.09e-12* 8.99e-36* 2.73e-01 3.84e-07* 7.32e-28* 2.52e-11* 2.16e-02*
4 20.01* 118.53* 21.92* 3.87* 97.79* 17.79* 0.14
7.71e-06* 1.33e-27* 2.84e-06* 4.91e-02* 4.66e-23* 2.46e-05* 7.12e-01
6 44.14* 73.39* 7.92* 26.78* 0.08 22.25*
3.06e-11* 1.06e-17* 4.89e-03* 2.28e-07* 7.73e-01 2.39e-06*
(2,3,4) 177.61* 69.08* 4.82* 33.78* 81.04*
1.61e-40* 9.48e-17* 2.81e-02* 6.18e-09* 2.21e-19*
(3,4,5) 33.25* 146.78* 67.70* 11.33*
8.12e-09* 8.75e-34* 1.91e-16* 7.65e-04*
(2,4,6) 51.97* 7.16* 5.06*
5.63e-13* 7.45e-03* 2.45e-02*
(2,3,4,5) 20.44* 67.10*
6.16e-06* 2.58e-16*
14 31.01*
2.57e-08*
notincludedinthemodel.
Ingeneral,theimplementationofpositionembeddingsappearstorealizeaslightimprovement
intheresults,providingthebestscoreswhenthedimensionis10.Forexample,theinclusion
ofpositionembeddingsachievesaslightincreaseinF1forrandominitialization(i.e.theword
vectorsarerandomlyinitializedandﬁne-tunedforthetraining).Inthiscase,theposition
embeddingwithadimensionof5achievesthebestF1. Onthecontrary,theCNNmodel
whichwastrainedusingawordembeddingmodelon Wikipedia(withadefaultsettingin
theCversionof Word2vec,whichisrepresentedas Wikibow8w25ninTable6.7)appears
tobeneﬁtfromtheimplementationofpositionembeddings,achievingitsbestF1(60.91%)
withadimensionof10forthepositionembedding.Likewise,theCNNmodels,whichwere
trainedonthewordembeddingmodelfromtheBioASQcolectionwithskip-gramarchitecture
(Bioskip8w25nandBioskip10w10n),alsoprovidebetterresultswhenthedimensionis
10.IfthearchitecturesareCBOW(Biobow8w25nandBiobow5w10n),thebestF1are
obtainedwithdimension5.
TheresultsoftrainingtheCNNmodelsonpre-trainedwordembeddingsmodelfromWikipedia
areslightlylowerthantherandominitializationbecausethewordembeddingslearnedfrom
Wikipedia,whichcontainstextsfromdiﬀerentdomains,maynotbeappropriateforthephar-
macologicaldomain.NeitherofthewordembeddingmodelslearnedfromtheBioASQcolection
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(whichfocusesonthebiomedicalscientiﬁcdomain)appearstoprovidebetterresultsthanthe
CNNmodelinitializedwithrandomvectors. Apossiblereasonforthismaybethatmost
textsintheDDIcorpusarenotscientiﬁctextsbutalsofragmentsfromhealthdocumentsfor
patients,suchasdrugpackageinserts(whichcontaininformationaboutagivenmedication).
Furthermore,theeﬀectsofthe Word2vecparametersontheCNNperformancearealsoex-
plored.InTable6.7,thetwoarchitectures(skip-gramandCBOW)provideverysimilarscores.
However,theformerhasaveryhighcomputationalcomplexitywithaverylonggeneration
timecomparedtothelatter,therefore,CBOWappearstobethebestoptiontotraintheword
embeddingmodelsinsteadofskip-gram.FortheCBOWarchitecture,thebestF1is60.91%
(windowsize8andnegativesampling25,trainedonWikipedia). Whenthesamemodeltrained
onBioASQ,themodelobtainsaverycloseF1(60.78%).
Table6.7: Performancewithdiﬀerentwordembeddingandpositionembeddingsize. The
preﬁx Wiki(Wikipediacorpus)orBio(BioASQdataset)referstothecorpususedtotrain
thewordembeddingmodel.Thelabelbow(CBOW)orskip(skip-gram)referstothetypeof
architectureusedtobuildthemodel.Theprecedingnumberwandnindicatesthesizeofthe
contextwindowandthenegativesampling,respectively.
WordEmbedding PositionEmbedding P R F1
random
0 62.08% 58.77% 60.38%
5 69.34% 55.9% 61.9%
10 70.76% 54.36% 61.48%
Wiki bow8w25n
0 60.89% 54.46% 57.5%
5 59.2% 60.72% 59.95%
10 70.64% 53.54% 60.91%
Bioskip8w25n
0 62.39% 57.85% 60.03%
5 67.8% 53.33% 59.7%
10 66.92% 55.18% 60.48%
Bioskip10w10n
0 70.66% 49.64% 58.31%
5 61.84% 56.51% 59.06%
10 68.77% 54.87% 61.04%
Biobow8w25n
0 64.09% 54.36% 58.82%
5 69.43% 54.05% 60.78%
10 67.27% 49.95% 57.33%
Biobow5w10n
0 58.25% 59.38% 58.81%
5 60.18% 61.23% 60.7%
10 65.21% 56.72% 60.67%
Thesigniﬁcancetestsforthediﬀerentwordembeddingsandpositionembeddingsindicatethat
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Table6.8:
χ 2andp-valuestatisticsbetweenthediﬀerentwordembeddingsandpositionembeddings.
Asteriskdenotesresultsstatistically
signiﬁcant.
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0.00
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76.09*
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6.13e-03*
2.80e-16*
3.81e-08*
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2.71e-18*
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2.91e-33*
1.42e-01
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8.98e-24*
1.85e-15*
1.81e-03*
1.59e-02*
3.49e-24*
2.95e-03*
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70.92*
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20.83*
52.75*
19.67*
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3.63
55.44*
2.31
3.72e-17*
2.93e-07*
5.03e-06*
3.79e-13*
9.19e-06*
3.03e-01
5.66e-02
9.63e-14*
1.28e-01
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0
131.16*
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0.12
9.66*
61.23*
90.72*
0.00
71.64*
2.28e-30*
2.88e-30*
7.25e-01
1.88e-03*
5.09e-15*
1.66e-21*
1.00e+00
2.58e-17*
5
0.69
93.74*
53.76*
5.60*
2.69
100.91*
4.50*
4.07e-01
3.60e-22*
2.26e-13*
1.80e-02*
1.01e-01
9.61e-24*
3.39e-02*
10
95.72*
55.37*
7.98*
4.37*
95.76*
7.06*
1.33e-22*
9.96e-14*
4.72e-03*
3.66e-02*
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Bio
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0
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82.26*
8.01e-05*
3.44e-21*
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1.19e-19*
5
36.01*
45.52*
12.88*
47.91*
1.97e-09*
1.51e-11*
3.33e-04*
4.47e-12*
10
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90.31*
0.15
4.00e-01
2.04e-21*
6.99e-01
Bio
bow5w10n
0
96.01*
0.20
1.15e-22*
6.56e-01
5
95.07*
1.84e-22*
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manyofthecomparisonsaresigniﬁcant.Inparticular,thebestmodel(whosewordvectors
wererandomlyinitializedandthepositionembeddingwassetto5)isstatisticalysigniﬁcant
comparedtotheremaindermodels(seeTable6.8).
Optimalparameterperformance
Fromtheobservationoftheresultsoverthevalidationset,thebestmodelisobtainedwith
randomlyinitialized,ﬁltersize(2,4,6)anddimensionofpositionembedding5. Table6.9
showstheresultsofthismodelforeachtype.ThetypewiththebestF1isadvice(71.25%),
folowedbymechanism(58.65%)andeﬀect(58.65%).Theworsttypeappearstobeint,which
hasanF1ofonly41.22%.TheoveralF1is62.23%.Figure6.4showsthatthismodeldoesnot
achieveanewstate-of-the-artF1forDDIclassiﬁcation.However,thismodelisverypromising,
anditsresultsarecomparabletothoseofprevioussystems.
Finaly,thestatisticalsigniﬁcanceanalysisbetweenthebaselinesystemandthemodelgives
theoptimalparametervalueswiththeχ2andp-valuestatisticsbeing5.7y0.017,respectively.
Theseresultssuggestthatthetwomodelsproducediﬀerentlevelsofperformance.
Table6.9:ResultsobtainedforthebestCNNmodel(randominitialization,ﬁltersize(2,4,6)
andpositionembeddingofdimension5)ontheDDIcorpustestset.
Classes TP FP FN Total P R F1
Advice 145 41 76 221 77.96% 65.61% 71.25%
Eﬀect 183 81 177 360 69.32% 50.83% 58.65%
Int 27 8 69 96 77.14% 28.12% 41.22%
Mechanism 192 106 106 298 64.43% 64.43% 64.43%
Overal 547 236 428 975 69.86% 56.1% 62.23%
Diﬀerentpoolinglayersareexploredwiththeprovidedparametersinordertoﬁndthebest
operationfortheDDIExtractionTask.Besides,acombinationofthetwobetterpoolingoper-
ationsisperformedtocompareitsperformance.
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Figure6.4:State-of-the-artF1-scoresforDDIclassiﬁcation.Thedeepbluebarsrepresentthe
participatingsysteminDDIExtractionTask.Thelightblueistheworkof(Kimetal.,2015),
andthegreenbarsrepresentrecentsystemsbasedontheDeepLearningtechniquesforDDI
classiﬁcation,whichwerepresentedsubsequently. Thebestmodelisrepresentedbythered
bar.
Max-pooling
Firstly,theeﬀectsofnegativeﬁlteringaretestedonthemax-poolingoperationarchitecture.
Theresultsusingthemax-poolingCNNwithoutnegativeﬁlteringareverysimilarto(Su´arez-
PaniaguaandSegura-Bedmar,2016)becausethesameconﬁgurationisused(seeTable6.10).
However,ahigherF1(62.93%)isobtainedusingtheentiretrainingdataset.
Table6.10:Resultsobtainedformax-poolingCNNonthetestdatasetwithoutnegativeﬁlter-
ing.
Classes P R F1
Advice 79.33% 64.25% 71.00%
Eﬀect 68.90% 54.17% 60.65%
Int 81.08% 31.25% 45.11%
Mechanism 58.29% 70.57% 63.84%
Overal 67.13% 59.22% 62.93%
Table6.11showstheresultswiththenegativeﬁltering,whichincreasestheoveralperformance
inF1overthepreviousexperiment(+1.63%).Negativeﬁlteringalsoimprovestheperformance
forthreeofthefourDDIclasses,exceptfortheadvicetype,whereF1isslightlylowerandnot
signiﬁcant.Negativeﬁlteringisappliedfortheremainingexperiments.
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Table6.11:Resultsobtainedformax-poolingCNNonthetestdatasetwithnegativeﬁltering.
Classes P R F1
Advice 80.36% 61.09% 69.41%
Eﬀect 62.06% 64.15% 63.09%
Int 62.32% 44.79% 52.12%
Mechanism 67.24% 66.11% 66.67%
Overal 67.19% 62.14% 64.56%
Average-pooling
AscanbeseeninTable6.12,alperformancemeasurespresentadrasticdecrease,especialy
inRecal,whenaveragepoolinglayerisusedinsteadofthemax-poolingoperation.Apossible
reasonmaybethepaddingoperation.Inshortersentences,theaverage-poolingmaydisrupt
therepresentationcausedbytheappendingofthespecialpadtokens.
Table6.12:Resultsobtainedforaverage-poolingCNNonthetestdatasetwithnegativeﬁlter-
ing.
Classes P R F1
Advice 66.99% 63.35% 65.12%
Eﬀect 58.14% 63.03% 60.48%
Int 66.67% 31.25% 42.55%
Mechanism 61.90% 47.99% 54.06%
Overal 61.70% 55.35% 58.35%
Attentivepooling
Similarlytotheaverage-poolingresults,theattentivepoolinglayer(seeTable6.13)doesnot
achievebetterresultsthanthoseobtainedwithmax-pooling.Evenso,theresultsarebetter
thantheaverage-poolingresults.Inthiscase,theadverseeﬀectofpaddingontheresultsmay
bemuchlowerthanintheaverage-poolingbecausetheweightofPADtokensispossiblymuch
smalerthantherestofthetokens.
Poolingcombination
Similarlyto(SahuandAnand,2018),twoseparatelyCNNmodelsaretrainedusingtwodiﬀerent
poolingoperations(inparticular,max-poolingandattentive)toincreasetheperformanceofthe
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Table6.13: ResultsobtainedforattentivepoolingCNNonthetestdatasetwithnegative
ﬁltering.
Classes P R F1
Advice 78.74% 61.99% 69.37%
Eﬀect 58.29% 57.14% 57.71%
Int 79.07% 35.42% 48.92%
Mechanism 60.75% 54.03% 57.19%
Overal 64.42% 55.14% 59.42%
model.Then,thetwopoolingvectorsareconcatenatedintoasinglevector,thatistheinputof
theSoftmaxlayerfortheﬁnalclassiﬁcationoftheinstances.Table6.14showstheresultsofthis
combination.Neitherthecombinationofthemaxandattentivepoolingoperationsovercomes
theuseofasinglemax-poolinglayer.
Table6.14:Resultsobtainedforthecombinationofmax-poolingandattentivepoolingCNN
onthetestdatasetcorpuswithnegativeﬁltering.
Classes P R F1
Advice 79.23% 65.61% 71.78%
Eﬀect 65.28% 61.62% 63.40%
Int 80.49% 34.38% 48.18%
Mechanism 69.23% 60.40% 64.52%
Overal 70.40% 59.47% 64.47%
6.3.2 SemEval2017 Task10: ScienceIE-Extracting Keyphrases
andRelationsfromScientiﬁcPublications
Eachpairofkeyphrasesrepresentsapossiblerelationinstance.TheCNNmodelclassiﬁeseach
oftheinstancesinthreeclassesHYPONYM-OF,SYNONYM-OFandNONE.Thecorpusis
annotatedintheparagraphlevel,thatiswhythesentencesplitteroftheNLTK7separates
therelationsinthesentencelevelbecausetherelationsareannotatedwithinasentence.Once
eachinstanceisobtained,folowingasimilarapproachpreviouslydescribedthesentencesare
cleanedandpreprocessedusingtheentityblinding.
FortheparticularcaseoftheHYPONYM-OFclass,thedirectionalitymustbeconsidered.
Forinstance,ifanentityAisHYPONYM-OFB,therelationofBwithAisannotatedas
7http://www.nltk.org
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NONE.Fortheremainderclasses,bothdirectionsareannotatedwiththesameclasslabel.
Thekeyphrasescorpuscontainssomeannotatedentitiesthatareoverlapped.Asthiskindof
mentionsproduceswrongentityblinding,theyareremoved.Theclassiﬁcationofkeyphrases
involvingoverlappedentitiesisachalengingtaskwhichwilbetackledinfuturework. One
possiblesolutionwilconsiderdiﬀerentinstancesforeachoverlappedentities.
Firtsly,abasicCNNsystemwithpredeﬁnedparametersclassiﬁesthesentencesintotherela-
tionshipscategories.Secondly,theeﬀectsofthepositionembeddingsareobservedassigninga
dimensionMd=10.Besides,theparametersarethesameasin(Kim,2014):wordembeddings
dimensionMe=300,ﬁltersm=200withawindowsizew=(3,4,5).Forthetrainingphase,
thehyper-parametersaresetasfolows:dropoutratep=50%,mini-batchsizeofsize50and
theRectiﬁedLinearUnit(ReLU)asthenonlinearfunctiong.Theparametern=95whichis
determinedbythemaximumlengthsentenceinthedataset.Onlythenumberofepochswas
ﬁne-tunedinthevalidationsetusingthestoppingcriteria.
Table6.15showstheresultsofthebasicCNNconﬁgurationwithoutpositionembeddings.The
Recalperformanceinbothclassesisverylowbecausetheparameterswerenotexploredin
detailandthemodelisnotﬁne-tunedforthisproblemcorrectly.Inaddition,removingthe
overlappedentitiesdiscardsmanyexamples,andimprovestheresults.
Table6.15:ResultsovertheSemEval2017Task10datasetusingabasicCNN.
Classes P R F1
HYPONYM-OF 0.27 0.07 0.12
SYNONYM-OF 0.65 0.32 0.43
Overal 0.53 0.21 0.30
Table6.16showstheoﬃcialresultsobtainedbytheCNNwithpositionembeddings. The
PrecisionincreasesconsiderablyinthecaseofHYPONYM-OFandtheRecalofSYNONYM-
OF.Thisresultprovesthatsentencesarebestrepresentedusingpositionembeddings(+8%in
F1-scoreagainsttoCNNwithoutpositionembeddings).
Forbothcases,theclassSYNONYM-OFisclassiﬁedbetterthantheclassHYPONYM-OF
becausetheexamplesintheformerclassaresimpler,e.g.inthesentence‘trajectorysurface
hoping(TSH)’thekeyphrase‘trajectorysurfacehoping’isaSYNONYM-OF‘TSH’,andthe
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doubleofinstancesareobtainedduetotheclassisthesameinbothdirections.Thatisthe
mainreasonwhytheclassHYPONYM-OFobtainedlowRecalinbothmodels.Forthisreason,
somepreprocessingareneededtocorrecttheseclassiﬁcationerrorswitharule-basedsystem.
Table6.16:ResultsovertheSemEval2017Task10datasetusingaCNNwithpositionembed-
dingsizeof10.
Classes P R F1
HYPONYM-OF 0.54 0.07 0.13
SYNONYM-OF 0.61 0.46 0.52
Overal 0.60 0.28 0.38
6.3.3 SemEval2018Task7:SemanticRelationExtractionandClas-
siﬁcationinScientiﬁcPapers
Therelationsbetweenscientiﬁcconceptsareannotatedpairbypairintheabstracts.Althe
annotationsspanwithinonesentence,butthecorpusisgivenintheparagraphlevel.Forthis
reason,theNLTKtool8splitstheparagraphsoftheabstractsintosentencestogenerateal
thepossibleinstances.Then,theinstancesaretokenized,cleanedandpreprocessedwithentity
blinding.
FortheCOMPARISONclass,whichisabidirectionalrelationship,bothinstancesareannotated
withthesameclasslabel.Forexample,thesentence:‘Wesuggestamethodthatmimicsthe
behaviouroftheoracleusinganeuralnetworkoradecisiontree.’shouldbetransformedinto
therelationinstancesshowedinTable6.17.
Table6.18showsthenumberofinstancesextractedinthetrainingsetpereachclass. The
Noneclassrepresentsthenumberofpairsofentitiesthatarenotrelated(negativeinstances).
Thenumberofpositiveinstancesisverylowcomparedtothenegativeones,1323over19210
(around7%),mainlybecausemostclassesareunidirectionalandweannotatedthereverse
instanceasNone.
Asamplingtechniquedescribedin(Wangetal.,2017)adjuststhesamenumbersofinstances
8http://www.nltk.org
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Table6.17:Instancesofasentenceinthecorpusafterapplyingthepre-processingphasewith
entityblinding.
(entity1,entity2) Instancesafterentityblinding
(oracle,neuralnetwork) ‘Wesuggestamethodthatmimicsthebehaviourof
theentity1usingaentity2oraentity0.’
(neuralnetwork,oracle) ‘Wesuggestamethodthatmimicsthebehaviourof
theentity2usingaentity1oraentity0.’
(oracle,decisiontree) ‘Wesuggestamethodthatmimicsthebehaviourof
theentity1usingaentity0oraentity2.’
(decisiontree,oracle) ‘Wesuggestamethodthatmimicsthebehaviourof
theentity2usingaentity0oraentity1.’
(neuralnetwork,decisiontree) ‘Wesuggestamethodthatmimicsthebehaviourof
theentity0usingaentity1oraentity2.’
(decisiontree,neuralnetwork) ‘Wesuggestamethodthatmimicsthebehaviourof
theentity0usingaentity2oraentity1.’
pereachclass. Therefore,60%ofthenegativeinstancesarerandomlydiscarded,andthe
instancesineachclassareduplicateduntilhavingthesamenumberasthemorerepresentative
class,483correspondingtoUSAGE.Thus,thistechniquesolvespossibleissuesassociatedwith
theimbalanceddataset.
Table6.18:NumberofinstancesintheSemEval2018Task7dataset.
Classes Instances
COMPARE 190
MODEL-FEATURE 326
PART WHOLE 234
RESULT 72
TOPIC 18
USAGE 483
None 17887
Total 19210
TheproposedCNNistestedfortheclassiﬁcationofthesesentences. Additionaly,thePOS
tagfeaturesofeachword(entitiesaremarkedascommonnouns)areextractedinorderto
createaPOSembeddingmatrixas(Zhaoetal.,2016)WPOS ∈R|P|×mPOS wherePisthe
POStypesvocabularysizeandmPOSisthePOSembeddingdimension. Finaly,theinput
matrixX∈Rn×(me+mPOS+2md)representstheconcatenationofthewordembeddings,thePOS
embeddingsandthetwopositionembeddingsforeachwordintheinstance.
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Figure6.5:CNNmodelforthesemanticrelationclassiﬁcationinscientiﬁcpapersofSemEval-
2018Task7.
Wordtablelayer
Fortheexperiments,theCNNusesMd=5forthepositionembeddingsandMPOS=10for
thePOStagembeddings. Moreover,theparametersarethesameasin(Kim,2014): word
embeddingsdimensionMe=300,ﬁltersm=200withawindowsizew=(3,4,5).Forthe
trainingphasethehyper-parametersaresetasfolows:dropoutratep=50%,mini-batchsize
ofsize50andtheRectiﬁedLinearUnit(ReLU)asthenonlinearfunctiong.Theparameter
n=95whichisdeterminedbythemaximumlengthsentenceinthedataset.Onlythenumber
ofepochswasﬁne-tunedinthevalidationsetusingthestoppingcriteria.
TheCNNsystemobtainsanF1-scoreof35.4%fortherelationextractiontaskinwhichonly
thedetectionofrelationisconsidered.Table6.19showstheoﬃcialresultsobtainedforthe
relationclassiﬁcationtask.ThismodelreachesanF1-scoreinMacro-averageof18.5%withone
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stepclassiﬁer,whichmeansthattheextractionandclassiﬁcationareconsideredatthesame
time.Thisperformancewasexpectedbecausethevalidationset,whichwascreatedfromthe
trainingset,reachessimilarresults.Furthermore,147instanceswithcorrectdirectionalityover
367arecorrectlypredicted(i.e.40.05%incoverage).
ThemainproblemisthehighnumberofFPinthemajorityofclasses,whicharetheNone
instancesclassiﬁedasaclass.Insomeclasses,suchasPART WHOLEandUSAGE,the
numberofFNcomparedishigherthanthetotalnumberofinstances.Themainreasonisthat
therepresentationsofthetwodirectionsofeachrelationareverysimilar,onlytheposition
distancesandthetargetentitynamesareinverted,andtheCNNcannotdistinguishbetween
them.
Table6.19:ResultsovertheSemEval2018Task7datasetusingaCNNmodelmeasuredby
TruePositives,FalsePositives,FalseNegatives,Precision,RecalandF1-measure,respectively.
Classes TP FP FN P R F1
COMPARE 8 116 11 6.45% 42.11% 11.19%
MODEL-FEATURE 36 185 37 16.29% 49.32% 24.49%
PART WHOLE 22 66 60 25% 26.83% 25.88%
RESULT 2 21 14 8.7% 12.5% 10.26%
TOPIC 0 0 3 0% 0% 0%
USAGE 41 96 133 29.93% 23.56% 26.37%
Micro-averaged - - - 18.38% 29.7% 22.71%
Macro-averaged - - - 14.39% 25.72% 18.46%
6.4 Conclusions
State-of-the-artmethodsfortheDDIExtractionTaskuseclassicalsupervisedmachine-learning
algorithms(suchasSVM)andintensivefeature-engineering.CNNmodelcanbeusedtoclassify
DDIsandautomaticalylearnsthebestfeaturerepresentation.Themaincontributionsofthis
sectionare:tomakeadetailedcomparisonofpreviousworkfortheDDIExtractionTask;to
provideanin-depthstudyoftheinﬂuenceoftheCNNhyper-parametersontheresults;andto
evaluatetheperformanceofaCNNmodelfordiﬀerenttypesoftextssuchasscientiﬁcarticles
anddrugpackageleaﬂetsaswelasforthediﬀerenttypeofDDIs.
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UnlikesomepreviousworksbasedonDeepLearning(EbrahimiandDou,2015;Zhaoetal.,
2016),thisCNNmodeldoesnotemployanyexternalfeaturesintheclassiﬁcationlayer.Their
systemsusedexternalfeaturessuchasthedistancebetweentheentities,thedepthofthetree
oftheentities,thetypeofsyntacticdependenciesthatlinkstheentitiesorthecontextsaround
theentities,amongothers. Thereisanextensiveliteratureshowingthatthesefeaturescan
positivelycontributetosolvingtherelationextractiontask.Consequently,therealcontribution
ofaDeepLearningmodelasafeaturelearningmodelisnotclearifthearchitectureusesexternal
features.Despitethelowperformance,thesystemachievesverypromisingresultswithoutany
feature-engineering.TheclassiﬁcationofDDIsremainsanunsolvedchalengeinscientiﬁctexts,
suchasMedLineabstracts,andthisisprimarilybecausethesizeofthetrainingdatasetisnot
enoughtolearnthefeatures,whicharemoreappropriatefortheextractionofDDIsfrom
MedLineabstracts.Thus,itiscrucialtoincreasethesizeoftheDDI-MedLinedataset.The
sameproblemoccurswiththeclassiﬁcationoftheadviceandintDDItypes,whichhaveavery
lowfrequencyintheDDIcorpus,andtherefore,theirresultswereworsethanthoseobtained
forthemechanismandeﬀecttypes.
ComparingwithpreviousworksthatdidnotuseDeepLearningmethods,anautomaticfeature-
learningmethodisproposedandobtains62.23%inF1thatisasuitablealternativeforthe
classiﬁcationtaskwithoutanyexternalinformation.Thesesystemshaveahigherclassiﬁcation
rate(ChowdhuryandLaveli,2013b;Kimetal.,2015)usinganensembleofkernelmethodswith
anextensivefeaturesetbuiltfromademandingfeature-engineeringtask.Unlikepreviousworks,
anexhaustiveanddetailedstudyofpossiblesettingsisperformed(inparticular,theﬁltersize,
wordandpositionembeddings)oftheCNNarchitecture,andalsoanin-depthanalysisofthe
resultsforeachtypeofDDIandovereachdatasetoftheDDIcorpus.Itisplannedtostudy
theeﬀectofaddingadditionallayerstothisarchitectureandusethetwo-stepclassiﬁcation
(detectionandclassiﬁcationofeachDDI)as(Zhaoetal.,2016). Furthermore,otherDeep
LearningarchitecturesforDDIclassiﬁcation,e.g.recurrentneuralnetwork,andexploringits
parameterswithoutexternalfeaturescouldbeimplementedasinthepresentwork.
Theexperimentresultsshowedthattherandominitializationoftheinputwordvectorshave
abetterperformancethanthepre-trainedwordembeddingmodelsbecausethesemodelsare
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learnedfromtextcolectionssuchasWikipediaorMedLine,whichdonotcontaintextssimilar
tothoseondrugpackageinserts. MosttextsoftheDDI-DrugBankdatasetwereobtained
fromthiskindofdocuments.Thus,thewordembeddingmodelcanbetrainedonanexten-
sivecolectionofdrugpackageinsertsinordertostudytheireﬀectsontheperformancefor
theproposedsystem. Theperfromanceof Word2vecwithdiﬀerentparameterssuggeststhat
botharchitectures(i.e.skip-gramandCBOW)achievedverysimilarresults. However,itis
recommendedusingCBOWbecauseithasasigniﬁcantlylesscomputationalcomplexitycom-
paredtoskip-gram. Fortheother Word2vecparameters,thedefaultsettingusedintheC
versionof Word2vecappearstogivethebestperformance.Theﬁltersizeisanotherparameter
thatsigniﬁcantlyaﬀectsthemodelperformance.Althoughtheearlyassumptionswerethata
largeﬁltersizewouldprovidebetterresultsbecausebiomedicalsentencesareusualyverylong,
theexperimentsconﬁrmedthatthebestﬁlterwas(2,4,6).Furthermore,theaggregationof
positionembeddingsgeneralyimprovestheresults,being10dimensionsslightlybetterthan5.
Additionaly,threediﬀerentpoolingoperationsarecomparedforthetaskoftheDDIEx-
tractionTaskusingaCNNarchitecture. Theexperimentsshowthatmax-poolingexhibits
ahigherperformance(F1=64.56%)thanattentivepooling(F1=59.92%)andthanaverage-
pooling(F1=58.35%).Attentiveandaveragepoolingoperationsprovideworseresultspossibly
causedbythenegativeeﬀectofspecialpadtokensthatareappendingtotheshortersen-
tences. Concretely,thecombinationofmax-poolingandattentivepoolingdoesnotimprove
theperformanceascomparedwiththesinglemax-poolingtechnique.
TheoﬃcialresultsfortheScienceIEkeyphrasesRelationClassiﬁcationtaskofSemEval2017
showthatthisarchitectureobtainedanF1-scoreof38%forKeyphrasesRelationClassiﬁcation.
Thisperformanceispromising,buttheresultsarelowerincomparisonwithotherparticipant
results. However,thismodelisabasicconﬁgurationwithagenericpreprocessingphaseand
withoutexternalfeatures.Theresultssuggestthattheuseofthepositionembeddingimproves
theperformanceinbothclasses.ThetopsystemfortherelationextractionsubtaskwasaCNN
withmax-poolingthatusedtheword,position,typeofentityandPOStagsembeddingsofthe
wordsbetweenthetargetentitiesinthesentenceinordertogeneratetheclassprediction(Lee
etal.,2017)andobtaining63.8%inF-measure.
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TheRelationClassiﬁcationtaskofSemEval2018datasetisbalancedusingsamplingtechniques,
blindedtheentitiesinthesentenceandaggregatedpositionembeddingandPOSembedding
tothewordembeddingofeachwordtohavemorerepresentationofeachinstancewiththe
proposedCNN.ThisarchitectureobtainsanF1-scoreof35.4%fortherelationextractiontask
and18.5%fortherelationclassiﬁcationtaskwithabasicconﬁgurationoftheonestepCNN.
Thearchitectureof(Rotsztejnetal.,2018)rankedﬁrstintheclassiﬁcationsubtasksusingan
ensembleofCNNandLSTMwiththeword,POSandrelativepositionembeddingsofthewords
inthesentencewhichachieves49.3%inF1.
Infuturework,itisplannedtoavoidthepadtokensintheimplementationofattentiveand
averagepoolingoperations. Besides,usingamulti-channelwordembeddingbyintegrating
severalwordembeddingsmodelscanimprovetheperformanceofCNN.Moreover,atwosteps
modelthatovercomestheextractionoftherelationshipsbetweentwoconceptsandsubsequently
classifytheminthediﬀerentsemanticclassesisproposedbecauseitseemstoperformbetter
thanonestepmodelsforrelationclassiﬁcation(Kimetal.,2015; Wangetal.,2017;Zhao
etal.,2016).ForbothSemEvaltasks,itisplannedtoruleoutthereverseinstancesofeach
classasNoneinordertoavoidhavingverysimilarrepresentationwithdiﬀerentlabels. The
directionalityproblemcouldbesolvedwithsomepost-processingrulesaftertheclassiﬁcation
ordeﬁningdiﬀerentlabelsfortheclassesdependingonthedirection.
Chapter7
End-to-endInformationExtraction
Systeminscientiﬁcandbiomedical
texts
Thischapterpresentsamultilingualend-to-endsystemforNamedEntityRecognitionand
RelationExtractionfrombiomedicalandscientiﬁctexts.Thissysteminvolvestheentireprocess
ofclassifyingrelationsfromrawdata.Concretely,theNERandREtasksappliedasend-to-end
isacrucialsteptocreatearealscenarioapplicationintheclinicaldomain.
7.1 Introduction
TheproposedsystemisbasedontwoDeepLearningmethodsforsolvingtheNERandREtasks.
Firstly,NERisperformedcombiningabidirectionalRNNwithLSTMcels(Bi-LSTM)anda
ConditionalRandomField(CRF).Secondly,REappliesaConvolutionalNeuralNetworkwith
thepositioninformationoftheentities. Theapproachisdomainandlanguageindependent,
andeasilyexpandabletosupportotherlanguagesandclinicalapplicationsthatrequirethe
exploitationofsemanticinformationfromtexts.Thisisoneofthemostrelevantcontributions
ofthisthesisbecausethisistheﬁrstend-to-endsystemfortheDDIExtractionTask. Moreover,
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thisarchitectureobtainsstate-of-the-artresultsontheeHealth-KDchalenge,whichwaspart
oftheWorkshoponSemanticAnalysisatSEPLN(TASS-2018)(Mart´ınez-C´amaraetal.,2018).
Duringthelastdecade,tremendousadvanceshavebeenmadeinNLPandIEforbiomedical
andclinicaldomainsduetothenumeroussharedtasksorganized.Startingfromthepioneer
BioCreative(Hirschmanetal.,2005)untilthemostrecentNLPclinicalChalenge(n2c2)1.
Recently,theInternational WorkshoponSemanticEvaluation(SemEval)organizedsomeeval-
uationsofcomputationalsemanticanalysissystemsforRelationExtraction. Concretely,the
goalofSemEval2017Task10:ScienceIEistheautomaticextractionofkeyphrasesandtheir
relationshipsfromscientiﬁcpublications(Augensteinetal.,2017).Inaddition,SemEval-2018
Task7(G´aboretal.,2018)isfocusedontheextractionofsemanticrelationshipsinscientiﬁc
papersanddeﬁnedtwosubtasksfordetectionandclassiﬁcation. Moreover,TAC2017ADR
(Robertsetal.,2017)proposedtheevaluationofsystemsforextractingadversedrugreactions
fromdruglabels.Furthermore,thesecondSocialMediaMiningforHealthResearchandAp-
plicationsWorkshopdealtwiththedetectionofadversedrugreactionsfromtweets(Sarkerand
Gonzalez,2017).AlthesecompetitionshavebeenfocusedonEnglish,whileeHealth-KDchal-
lenge(Mart´ınez-C´amaraetal.,2018)hasbeentheﬁrstinitiativetopromotethedevelopmentof
informationextractiontechniquestoautomaticalyextractknowledgefromeHealthdocuments
writtenintheSpanishlanguage. Thesharedtaskproposestheidentiﬁcationandclassiﬁca-
tionofkeyphrases,aswelasthedetectionofalrelevantsemanticrelationshipsbetweenthe
recognizedentities.
7.2 Method
Folowingthestate-of-the-arttechniques,theproposedsystemforNERandREarebasedon
DeepLearning. Concretely,thecombininationofabidirectionalRNNwithLSTMcels(Bi-
LSTM)andaConditionalRandomField(CRF)andaCNNperformstheextractionofthe
entitiesandtheclassiﬁcationoftherelationships,respectively.Comprehensiveexperimentation
oftheapproachisprovidedforthediﬀerentdatasets,suchastheDDIcorpus(Herrero-Zazo
1https://n2c2.dbmi.hms.harvard.edu/
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etal.,2013)andthedatasetusedintheeHealth-KDchalenge.Tothebestofourknowledge,
thisistheﬁrstend-to-endsystemfortheDDIExtractionTask. Moreover,theproposedsystem
obtainsstate-of-the-artresultsontheeHealth-KDchalenge. Thisapproachisdomainand
languageindependent,andtherebyeasilyexpandabletosupportotherlanguagesandclinical
applicationsthatrequiretheexploitationofsemanticinformationfromtexts.Thissectionde-
scribesthedatasetsandtheproposedarchitectureforeachmoduleoftheinformationextraction
systemindependently.
7.2.1 Datasets
Theexperimentsarecalculatedtakentwobiomedicaldatasetswithdiﬀerentlanguages,English
andSpanish.OneofthemistheDDIcorpuswhichhasbeenpreviouslydescribed.Theother
corpusistakenfromtheeHealth-KDchalengethatinvolveselectronichealthdocuments.
TheeHealth-KDchalenge,whichispartofthe WorkshoponSemanticAnalysisatSEPLN
(TASS-2018),providedtoparticipatingteamsanannotatedcolectionof MedlinePlusdocu-
ments. MedlinePlus2isaninformativewebsitedirectedtopatients,whichoﬀersinformation
abouthealthtopicssuchasmedicinesanddiseases. Thedocumentswereannotatedwith
keyphrasesastheentitiesandtheirsemanticrelationships.Twodiﬀerententitytypesarepro-
posedtoclassifythekeyphrases:ConceptandAction.Likewise,sixtypesofrelationshipsare
deﬁned:is-a,part-of,property-ofandsame-as,whicharerelationshipsbetweenconcepts,and
subjectandtarget,whichcanrepresentrelationshipsbetweenactionsandconceptsorbetween
actionsthemselves.Table7.1andTable7.2showthestatisticsfortheentityandrelationtypes
intheeHealth-KDdataset,respectively.Thecorpuswassplitintothreesubsets:atrainingset
(559sentences),avalidationset(285sentences)andatestset(300sentences).Thetestsetis
dividedintothreediﬀerentsetsforeachscenario.
2https://medlineplus.gov/spanish/
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Table7.1:EntitytypesintheeHealth-KDchalengedatasets.
Classes Train Validation Scenario1 Scenario2 Scenario3
Test Test Test
Concept 2,427 849 432 439 434
Action 1,525 434 163 154 183
Total 3,952 1,283 595 593 617
Table7.2:RelationtypesintheeHealth-KDchalengedatasets.
Classes Train Validation Scenario1 Scenario2 Scenario3
Test Test Test
is-a 434 370 74 92 69
part-of 149 145 31 33 32
property-of 399 244 58 58 62
same-as 30 13 2 1 5
subject 693 339 147 117 137
target 991 504 180 195 212
Total 2,696 1,615 492 496 517
7.2.2 Systemoverview
Figure7.1presentsthetwomodulesthatcomposetheend-to-endIEsystem. Theapproach
dealswiththreediﬀerentsubtasks:A)entitydetection,B)entityclassiﬁcationandC)relation
extraction.Therefore,therearethreepossibleevaluationscenarios:
•Scenario1:Onlyplaintextisgiven(subtasksA,BandC).
•Scenario2:Plaintextwithmanualyannotatedentityboundariesaregiven(subtasksB
andC).
•Scenario3:Plaintextwithmanualyannotatedentitiesandtheirtypesaregiven(subtask
C).
7.2.3 NamedEntityRecognitionSystem
TheapproachforthemoduleofNERisbasedonaDeepNeuralNetworkwithabidirectional
RNNwithLSTMcelsandaclassiﬁcationlayerwithaCRFmodel(seetheNamedEntity
7.2. Method 153
Figure 7.1: Pipeline of the proposed end-to-end system.
Recognition module of Figure 7.2). The input for the ﬁrst Bi-LSTM layer is the character
embeddings of each word of the sentence. In the second layer, the output of the ﬁrst layer is
concatenated with word embeddings and sense embeddings, which takes into consideration the
word and its POS tag. Finaly, the last layer uses a CRF to obtain the most suitable labels for
each token.
Pre-processing phase
Firstly, texts are preprocessed in order to create the input for this network. The sentences are
split and tokenized by Spacy (Explosion AI, 2017), an open source library for advanced natural
language processing with support for 26 languages. After that, each extracted token in the
sentence are labeled by BILOU-V extended tag encoding with the BRAT format annotations.
The B tag indicates the beginning token of an entity, the I tag indicates the inside token of an
entity, the L tag indicates the last token of an entity, the U tag indicates a unit-length entity
token, and the O tag represents other tokens that do not belong to any entity. BILOU tag
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Figure 7.2: Overview of the whole end-to-end architecture.
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schemeisreportedtobebetterthanBIO-encoding(RatinovandRoth,2009).Furthermore,
italsoalowedtherepresentationofdiscontinuousentities,overlappingornestedentitieswith
theVtag.Somepost-processingruleswilbeappliedtoannotatetokenoftheVtagfortheir
surroundingtokentags.Thus,thetotalnumberofclassestobepredictedfortheNERarethe
sameasthetagsBILU-VforeachcategoryandanotherclassfortheclassO.
Bi-LSTMlayerwithcharacterembeddings
Althoughwordembeddingmodelscapturesyntacticandsemanticinformation,otherlinguistic
informationsuchasmorphologicalinformation,orthographictranscriptionandPOStagsare
notexploited.Forthisreason,thecharacterembeddingrepresentationisusedintheproposed
systemtoobtainmorphologicalandorthographicinformationofthetokens.
Thetokensinthesentencesaredividedintotheircharacters.Thesecharactersarerepresented
byarandomlyinitializedvectorof25dimensions,whichwilbeupdatedinthetrainingstep.
ABi-LSTMtakesthecharacterrepresentationofatokenandconcatenatestheoutputsofthe
twodirectionsofthenetworktocreateawordrepresentation.
Bi-LSTMlayerwithusingthewordandsenseembeddings
Theoutputofthepreviouslayerisconcatenatedtogetherwiththewordembeddingsandthe
senseembeddingsofeachtoken. Theconcatenationofembeddingsistheinputforanother
Bi-LSTMlayerthattakesalthetokenrepresentationsofaninputsentence.
Themostpopularmethodstocreatewordembeddingsare Word2vec(Mikolov,Chen,Corrado
andDean,2013),theglobalaggregatemodelofword-wordco-occurrencestatistics(Penning-
tonetal.,2014)andthemorphologicalrepresentationoffastText(Bojanowskietal.,2017).
Inaddition,therearemanypre-trainedwordembeddingmodelsfreelyavailablefortheNLP
communitytouse,whichweretrainedonlargecolectionsoftexts. Theembeddingmatrix
ofthesystemusestheSpanishBilion Words(Cardelino,2016),whichisamodelwordem-
beddingsmodelpre-trainedondiﬀerenttextcorporawritteninSpanish(suchAncoraCorpus
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(Taul´eetal.,2008),OPUSCorpus(TiedemannandNygaard,2004)and Wikipediaamong
others). Additionaly,thesystemusesawordembeddingfromGloVemodelpre-trainedon
2014WikipediaandGigaword5editioncorpuswritteninEnglish(Parkeretal.,2011).Oneof
themostcriticallimitationsofwordembeddingsmodelsisthatasinglewordvectorrepresents
alitspossiblemeanings,knownaspolysemy.Forthisreason,Sense2Vec(Trasketal.,2015)is
appliedinordertoprovidemultiplewordvectorsforeachmeaningoftheword.Themeaning
ofthewordinthismodelisdeﬁnedbythePOStagofawordbasedonitsdeﬁnition,itscontext
anditsrelationtoadjacentandrelatedwordswithinaphrase,sentenceorparagraph.Inthe
Sense2Vecmodel,eachwordisconsideredasapaircomposedofthetargetwordanditsPoS
tagwiththecontextoftheword.Thismethodanalysesthecontextofawordandthenassigns
itsmoreadequatevector.Inthiswork,thesense-disambiguationwordrepresentationvectors
aregeneratedwiththesense2vectoolandtrainedonacolectionofcommentspublishedon
Reddit(correspondingtotheyear2015).Table7.3showsthedetailsofalthreepre-trained
models.
Table7.3:Pre-trainedmodelsusedintheproposedmodel.
Parameters SpanishBilion Words Glove.6B Reddit
Corpussize 1.5bilion 6trilion 2bilion
Vocabularysize 1,000,653 2milion 1milion
Arraysize 300 100 128
Algorithm Skip-gramBOW GloVe Sense2Vec
Altheembeddingsareconcatenatedtogetherwiththecharacterembeddingoutputineach
tokenofthesentence.Then,aBi-LSTMlayercomputesaltheseembeddingsinordertoobtain
arepresentationofeachtokeninthesentence.
CRFclassiﬁer
AConditionalRandomFieldmodeltakestheoutputvectorofeachtokeninthesecondBi-
LSTMlayerastheinput.Thisclassiﬁcationlayerobtainsapredictionofthetagsequencefor
eachsentence.Finaly,oncetokenshavebeenannotatedwiththeircorrespondinglabelsinthe
BILOU-Vencodingformat,somerulesaredescribedinordertodiscardthewrongannotations
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ofthetags.Forinstance,anItagcannotbefoundbeforeaBtagorafteranLtag.Additionaly,
Vtags,whichidentifynestedoroverlappingentities,aregeneratedasnewannotationswithin
thescopeofothermentions.
7.2.4 RelationExtractionSystem
TheRelationExtractionmoduleofFigure7.2showsthesystemoverviewusedforthissubtask.
Themainprocessinvolvesapre-processingphaseforcleaningthesentencesandaconcatenation
ofthewordembeddings,thepositionembeddingsandtheentitytypeembeddingsofeachtoken
givenbythepreviousmodule.Then,aCNNclassiﬁersimilarto(Su´arez-PaniaguaandSegura-
Bedmar,2016)performstheclassiﬁcationoftherelations.
Pre-processingphase
Theﬁrststepofthismodulegeneratesalthepossiblerelationinstances.Arelationinstance
iscomposedbyapairofannotatedentitiesthatareinthesamesentence.GiventhateHealth-
KDdatasetcontainsrelationsinbothdirections,pairsareunorderediftherelationshipis
symmetrical,whilepairsareorderediftherelationshipisasymmetrical. Figure7.3shows
asentencetakenfromtheeHealth-KDdatasetwithseveralentitiesandtheirrelationships
annotatedforbothdirections.
Figure7.3:ExampleofsentencetakenfromtheeHealth-KDdataset.Englishtranslation:‘An
asthmaatackoccurswhensymptomsgetworse.’.
Inthisexample,therelations,TargetandSubject,areasymmetrical. Table7.4showsal
possiblerelationshipsinstancesandtheirrelationtypesgeneratedfromthissentence.ANone
typeisalsoconsideredforrepresentingthenon-relationshipbetweentheentities.
Oncetheinstanceswiththeirrelationsaregenerated,sentencesaretokenizedandcleanedwith
regularexpressionsconvertingthenumberstoacommonname‘NUM’,wordstolowercases
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Table7.4:PossiblerelationshipsforthesentenceshowninFigure7.3.
Relationinstances Relationtype
(ataquedeasma→ produce) None
(ataquedeasma← produce) target
(ataquedeasma→ s´ıntomas) None
(ataquedeasma← s´ıntomas) None
(ataquedeasma→ empeoran) None
(ataquedeasma← empeoran) None
(asma→ produce) None
(asma← produce) None
(asma→ s´ıntomas) None
(asma← s´ıntomas) None
(asma→ empeoran) None
(asma← empeoran) None
(produce→ s´ıntomas) None
(produce← s´ıntomas) None
(produce→ empeoran) subject
(produce← empeoran) None
(s´ıntomas→ empeoran) None
(s´ıntomas← empeoran) target
andreplacingspecialSpanishaccentstoUnicode,e.g.n˜ton.Inaddition,theapplicationof
theentityblindingprocessensuresthegeneralizationofthearchitecture.
Nestedentitiesarefrequentinbiomedicaltexts.Forthisreason,adeoverlappingmethodtakes
eachentitymentionthatcontainsanestedentityandcreatesanewinstancewithoutnestedor
overlappedentities. Moreover,alpossiblerelationinstancesthatinvolvearelationshipbetween
entitiesinthesamenestedentityareremoved.Tothisend,eachsentenceisconsideredasa
graphwheretheverticesaretheentitiesandtheedgesarethenon-overlappedentitieswith
itself.Thisgraphrecursivelyobtainsalthepossiblepathswithoutoverlapping.
Someentitiescancontaingapsintheirmentions.Forexample,thenounphrase‘ganglionicor
peripheraladrenergicblockingdrugs’containstwodiﬀerentdrugentities:ganglionicadrenergic
blockingdrugsandperipheraladrenergicblockingdrugs.Theﬁrstoneisadiscontinuousentity
becauseitcontainsagapinitsmention.Inthesecases,theoverlappingpartoftheentities
isremovedinthesentence.Inthepreviousexample,thewordsadrenergicblockingdrugsare
discardedandtheganglionicandperipheralarekeptastheinteractingdrugs.
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CNNclassiﬁer
Similarlyto(Su´arez-Paniaguaetal.,2017),randomlyinitializedwordembeddingsrepresents
eachwordofthesentencestogetherwiththetwopositionembeddings.Besides,thetypesofthe
twointeractingentitiesfromtheNERmoduleareconvertedtoarealvaluevectorwithanentity
typeembeddingmatrixandconcatenatedwiththewordandpositionembeddings. Then,a
convolutionallayercomputesthisinputmatrixinordertocreateahigherlevelrepresentationof
thesentence.Afterthat,apoolinglayerextractsthemostrelevantfeaturesofeachﬁltertaking
theirmaximumargument,andtheresultingfeaturesfordiﬀerentﬁltersizesareconcatenated
intoavector.Adropoutisperformedbeforetheclassiﬁcationtopreventoverﬁtting,whichwil
bedisabledintesttime.Finaly,aSoftmaxlayerclassiﬁesthereducedvectorfromthepooling.
7.2.5 Learning
Duringthetraining,theparametersofthenetworksareupdatedaccordingtothenegative
log-likelihoodgivenbythepredictionsfortheNERandREtasks.Tolearntheparameters,the
minimizationoftheobjectivefunctionisperformedovershuﬄedmini-batchesbythestochastic
gradientdescentforNERandAdamupdaterule(KingmaandBa,2014)forRE.Mainly,train-
inganddecodingtheCRFmodelcanbesolvedeﬃcientlybyadoptingtheViterbialgorithm.
Inthetestingphase,thesequencewiththehighestprobabilitygivenbythemaximumargument
oftheconditionallikelihoodwilbethepredictionintheNERsystem.Afterthat,theselabels
aretakenbytheREsystemtopredicttheclassoftherelationshipaccordingtothehighest
probabilityintheSoftmaxlayerofthismodule.
7.3 Evaluation
Thissectiondiscussestheresultsgivenbyeachmoduleoftheinformationextractionsystem
independently. Finaly,theend-to-endsystemisdevelopedtogivetheresultsoftheentire
process,whicheachmoduletakestheoutputoftheprevioussubsystemsastheinput.Precision
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(P),Recal(R)andF1arethestandardevaluationmetricsusedfortheentityandrelation
extractiontasks.
7.3.1 NERresults
TheNERmodelisevaluatedintwodiﬀerenttasks:i)thedetectionandclassiﬁcationofphar-
macologicalsubstancesintheDDIcorpus,andi)thedetectionandclassiﬁcationofkeyphrases
intheeHealth-KDchalengedataset.Table7.5summarizestheparametersofthesetsandthe
hyper-parametersfortheBi-LSTMCRFmodel:
Table7.5:ParametersforBi-LSTMCRFmodel.
Parameters DDI eHealth-KD
Senseembeddingdimension 100 128
Wordembeddingsdimension 100 300
Characterembeddingdimension 50 50
Hiddenlayersdimension(foreachLSTM) 100 100
Learningmethod SGD SGD
Dropoutrate 0.5 0.5
Learningrate 0.005 0.005
Epochs 100 100
Table7.6showstheperformanceofthemodelfortheentitydetectiontask. Table7.7and
Table7.8showstheresultsoftheclassiﬁcationforeachentitytypeinbothtasks.
Table7.6:Resultsfortheentitydetectiontask.
Datasets P R F1
DDI 87.24% 87.15% 87.19%
eHealth-KD 86.2% 88.2% 87.2%
ComparingtopreviousworksindrugnamedetectionontheDDIcorpus,thissystemalso
achievesgoodresults,only0.6%worsethanthetopsystemoftheDDIExtractionTask(Rockt¨aschel
etal.,2013),whichincludesarichlinguisticandsemanticfeaturesettotrainaCRFclassiﬁer.
Anessentialadvantageofthisapproachoverpreviousworksisthattheproposedsystemdoes
notexploitanydomain-speciﬁcfeatures,andthereby,itcouldbeeasilyadaptedtoanyentity
type.Furthermore,thisapproachachievesanF1of87.2%fortheentitydetectiontaskonthe
eHealth-KDdataset,whichisthebestresultforentitydetectionintheeHealth-KDchalenge.
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Moreover,theNERmoduleprovidesbetterresultsontheeHealth-KDdatasetthanontheDDI
corpus.ApossiblereasonmaybethattheDDIcorpuscontainsseveraldiscontinuousnamed
entities,whileentitiesintheeHealth-KDdatasetdonotcontainanygapintheirmentions,
whicharehardtodisambiguatewiththeVtag.
RegardingtheresultsfortheentityclassiﬁcationtaskontheDDIcorpus,theGrouptypeob-
tainsthebestperformance,folowedbytheDrugandBrandtypes. F1fortheGrouptype
(86.06%)isalmostninepointshigherthanthetopsysteminDDIExtractionTask. Groupof
drugsareusualynamedbymulti-wordexpressions,suchas‘NondepolarizingNeuromuscular
Blocker’or‘HMGCoAReductaseInhibitor’. Therefore,adeepnetworkbasedoncharac-
ter,wordandsenseembeddingsseemstoobtainbetterresultsintheclassiﬁcationofmulti-
wordexpressionsthantherichlinguisticandsemanticfeaturesetusedbytheCRFmodelin
(Rockt¨ascheletal.,2013).
Table7.7:EntityclassiﬁcationresultsontheDDIcorpus.
Classes P R F1
Drug 80.73% 89.22% 84.76%
Brand 75.00% 90.00% 81.82%
Group 84.06% 94.31% 88.89%
Non-humandrug 58.59% 35.21% 43.99%
Overal 76.11% 78.10% 76.21%
Theproposedmodelobtainedthebestperformancefortheentityclassiﬁcationtaskinthe
eHealth-KDchalenge,withanF-measureof85%.Table7.8showstheresultsforeachentity
type.TheConcepttypeiseasiertoclassifythanActiontypebecausetheinstancesoftheAction
typealmosthalfoftheConcepttypeinstances.Furthermore,thereisambiguityinActiontype
entitiesthatcansometimesrepresentConcept.Forinstance,theentity‘cuidado’(‘dangerous’)
inthesentence‘Losempleadosdedicadosalcuidadodelasaludest´anexpuestosamuchosriesgos
laborales.’(‘Employeesdedicatedtohealthcareareexposedtomanyoccupationalhazards.’)is
anActiontype,butinthesentence‘Practicardeportespuedeserdivertido,perosinosetiene
cuidadotambi´enpuedeserpeligroso.’(‘Playingsportscanbefunbutifyouarenotcareful,it
canalsobedangerous.’)isaConcepttype.
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Table7.8:ResultsfortheentityclassiﬁcationontheeHealth-KDdataset.
Classes P R F1
Concept 85.24% 86.77% 86.00%
Action 80.00% 83.22% 81.58%
Overal 84% 86% 85%
7.3.2 REresults
Table7.9summarizesthehyper-parametersfortheCNNmodelwhereMe,Md,Mt,wandm
wereﬁne-tuningwithagridsearchoneachdataset.
Table7.9:ParametersforCNNmodel.
Parameters DDI eHealth-KD
Maximallengthinthedataset,n 128 40
Wordembeddingsdimension, Me 300 300
Positionembeddingsdimension,Md 5 10
Typeembeddingsdimension,Mt 10 10
Filterwindowsizes,w 2,4,6 3,4,5
Filtersforeachwindowsize,m 200 200
Dropoutrate,p 0.5 0.5
nonlinearfunction,g ReLU ReLU
l2-regularization 3 0.1
Mini-batchsize 50 50
Learningrate 0.001 0.001
IntheeHealth-KDdataset,somesentencesdescriberelationshipsbetweennestedentities,that
is,betweenanentityanditsoverlappedentity.Itisnotpossibletoblindalpossibleentity
mentionsforminganestedentity.Forthisreason,theserelationinstancesarenotconsideredfor
thetrainingofthemodel. Moreover,therearerelationshipswithmorethanonetypeinwhich
onlytheﬁrsttypeistakenbecausethesystemcannotcopewithamulti-labelingproblem.
Table7.10andTable7.11showtheresultsonScenario3orREsubtask,whentheannotated
entitiesandtheircorrespondingtypesareprovidedasinputfortheproposedsystem. These
tablessuggestthattherelationextractiontaskismorecomplexthanthenameentityrecognition
task.
FocusingontheDDIcorpus,theREmoduleobtainsthebestperformancefortheadvicetype
becausemostoftheseinteractionsaretypicalydescribedbysimilarpatternssuchas‘DRUG
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shouldnotbeusedincombinationwithDRUG’or‘CautionshouldbeobservedwhenDRUG
isadministeredwithDRUG’.Themodeleasilylearnsthesepatternsbecausetheyarevery
commonintheDDIcorpus.Themechanismtypeisthesecondonewiththebestperformance
(68.68%),eventhoughitsnumberofinstancesislowerthantheeﬀecttype(seeTable7.10).
Finaly,theinttypeisthemostdiﬃculttypetoclassifybecausethetraininginstancesforthis
typearemuchmorescarce(5.6%)thanthoseoftheremainderofthetypes(41.1%foreﬀect,
32.3%formechanismand20.9%foradvice).
Table7.10:RelationclassiﬁcationresultsontheDDIcorpus.
Classes P R F1
mechanism 74.23% 63.91% 68.68%
eﬀect 65.57% 66.67% 66.12%
advice 75.12% 68.33% 71.56%
int 86.11% 32.29% 46.97%
Overal 71.26% 62.82% 66.78%
RegardingtheresultsontheeHealth-KDdataset,thesystemovercomesthetopsysteminthe
REsubtaskimprovingtheresultsfrom44.8%to54.23%. Besides,theyseemtobedirectly
correlatedtothenumberoftraininginstancesforeachrelationtypes.Inthisway,thesystem
obtainsthebestF1forthetargetrelation,folowedbythesubjecttypewhichisthemost
representativeclassinthisdataset.
Table7.11:ResultsfortherelationclassiﬁcationontheeHealth-KDdataset.
Classes P R F1
is-a 44% 15.94% 23.4%
part-of 37.5% 9.38% 15%
property-of 57.45% 43.55% 49.54%
same-as 50% 20% 28.57%
subject 57.69% 43.8% 49.79%
target 67.58% 69.81% 68.68%
Overal 61.73% 48.36% 54.23%
7.3.3 End-To-Endresults
ThesameevaluationmetricsdeﬁnedineHealth-KDTaskisperformedtoobtainacomparative
ofeachscenarioindependentlyfortheend-to-endperformance.TheresultsfortheScenario1
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arecalculatedwiththeaggregatedmetricsofthesubtaskA,BandCasfolows:
P= correct(A)+
1
2partial(A)+correct(B)+correct(C)
correct(A)+partial(A)+spurious(A)+correct(B)+incorrect(B)+correct(C)+spurious(C) (7.1)
R= correct(A)+
1
2partial(A)+correct(B)+correct(C)
correct(A)+partial(A)+missing(A)+correct(B)+incorrect(B)+correct(C)+missing(C) (7.2)
wherecorrectarethelabelsthatmatchedtothetestsetandtheprediction(truepositives),
missing arethelabelsthatareinthetestsetbutnotintheprediction(falsenegatives),
spuriousarethelabelsthatareinthepredictionbutnotinthetestset(falsepositives),
partialarethedetectedentitieswhoseboundariesdonotexactlymatch,andincorrectarethe
entitieswronglyclassiﬁed.InordertocalculatethesamemetricsforScenarios2and3,the
instancesfortheprevioustasksarecanceledintheequations. TheF-measureiscalculated
fromthePrecisionandRecalofeachscenarioofthetask.Furthermore,theﬁnalscoreinthis
competitionistheaverageofalthreescenarios. DiﬀerentlytoeHealth-KDwhichhasatest
setforeachscenario,inDDIcorpusthesametestistestedforalthescenarios.
Table7.12showstheresultsforeachScenariousingtheeHealth-KDdataset.Theﬁnalaveraged
scoreforaltheScenariosis67.62%,whichis21.2%higherthanthetopsysteminthistask.
ThemainreasonforthisimprovementisthatthewinnersystemdidnotuseaREsystemand
haslowerstatisticsforTaskCintheScenarios.Theend-to-endmodelobtainsastate-of-the-art
techniquewhichshowsahighPrecisioninthediﬀerentScenarios.Furthermore,itoutperforms
althepreviousF1measureintheeHealth-KDchalenge.
Table7.13presentsalScenariostakingtheDDIcorpustestsetgivenanaverageof61.92%F1.
DespiteScenario3inDDIcorpusobtainsbetterresultsthanontheeHealth-KDdataset,the
ﬁnalscoreislowerbecauseitisdirectlyaﬀectedbytheperformanceoftheNERmodulewhich
aﬀectstheremainingscenarios.Concretely,thenumberofspuriousandincorrectareveryhigh
fortaskAandBwhichcausingalowPrecisioninScenario1and2.
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Table7.12:eHealth-KDdatasetresultsforthediﬀerentscenarios.
Evaluation metrics Scenario1 Scenario2 Scenario3
CorrectA 505 - -
PartialA 40 - -
MissingA 50 - -
SpuriousA 64 - -
CorrectB 511 553 -
IncorrectB 34 40 -
CorrectC 168 205 250
MissingC 324 291 267
SpuriousC 240 183 155
Recal 73.78% 69.61% 48.36%
Precision 77.08% 77.27% 61.73%
F-measure 75.39% 73.24% 54.23%
Table7.13:DDIcorpusresultsforthediﬀerentscenarios.
Evaluation metrics Scenario1 Scenario2 Scenario3
CorrectA 2236 - -
PartialA 67 - -
MissingA 149 - -
SpuriousA 1488 - -
CorrectB 2149 2149 -
IncorrectB 1503 1503 -
CorrectC 559 559 615
MissingC 253 253 364
SpuriousC 951 951 248
Recal 71.97% 60.66% 62.82%
Precision 55.6% 52.46% 71.26%
F-measure 62.73% 56.26% 66.78%
7.4 Conclusions
Theend-to-endIEsystemforbiomedicalandclinicaltextsdealswiththreediﬀerenttasks:
A)entitydetection,B)entityclassiﬁcationandC)relationextraction. Thearchitectureis
composedoftwodiﬀerentmodulesbasedonDeepLearningarchitectures:onefordetecting
andclassifyingentities,andasecondoneforextractingrelationshipsbetweenthem.TheNER
moduleisbasedonaBi-LSTMnetwork,exploitingcharacter,wordandsenseembeddings
modelsasinput,andaﬁnalCRF-layer.TheREmoduleisaCNNmodelusingtheword,the
entitytypeandthepositionembeddingsasinputs,andaSoftmaxclassiﬁerinitslastlayer.
Inthissection,adetailedexperimentationontwodiﬀerentdatasetsispresentedfor:theDDI
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corpuscomposedofscientiﬁctextsinEnglishandannotatedwithpharmacologicalsubstances
aswelastheirpossibledruginteractions;andtheeHealth-KDdatasetcomposedbyarticles
abouthealthforSpanishspeakingpatientsandannotatedwithconcepts,actionsandgeneral
semanticrelationssuchaspart-of,property-of,amongothers(seeTable7.2).First,eachmodule
ofthesystemisevaluatedseparately. Thus,theNERmoduledoesnotrequireanyprevious
annotation,buttheREmoduletakesasinputthetextsannotatedwiththeentitiesfromthe
previousmodule.Finaly,toassesstheend-to-endsysteminarealscenario,thepaintextsare
takingasinput.
Thepresentedsystemachievesthestate-of-the-artresultsforalsubtasks(NERandRE),when
itisevaluatedintheeHealth-KDdataset.Additionaly,theend-to-endpipelineisthestate-of-
the-artsystemfortheeHealth-KDchalenge.FocusingontheDDIcorpus,theNERmodule
outperformsthesystemfordrugnamerecognitiontaskwiththeDDIcorpus(Rockt¨aschel
etal.,2013),butthismoduleisfarfromthestate-of-the-artsystemfortheDDIExtraction
TaskbecauseisabasicCNNcomparedtothesystemwithtenCNNlayersfrom(Dewietal.,
2017).
Thischapterdoesnotonlyachievethestate-of-the-artresultsfortheeHealth-KDchalenge,to
thebestofourknowledge,thesystemisalsotheﬁrstattempttodevelopanend-to-endsystem
forextractingDDIfromtexts.Anothersigniﬁcantcontributionisthattheapproachisatask
andlanguageindependentmethodbecauseitdealswithdiﬀerentlanguages(suchasSpanish
andEnglish)aswelasdiﬀerententityandrelationtypes.
Thereismuchroomforimprovementoftheend-to-endsystem.Asfuturework,itisplannedto
studydiﬀerentcombinationsofDeepLearningarchitecturesforNERandREmodules.Besides,
exploringdeeperlayerssystemsandtryingdiﬀerentwordembeddingspre-trainedintheclinical
domaincouldimprovetheresultsforbothtasksinDDIcorpus.Furthermore,thearchitecture
couldincludemoresyntacticinformationofthesentence,suchasPOStags,Chunklabels,
dependencytypes,throughtheembeddings. Mainly,theaugmentationoftheclassinstances
withdistantsupervisiontechniquesorGenerativeAdversarialNeuralNetworkscoulddealwith
theproblemofimbalanceddatasetsfortheIEtasks.
Chapter8
Conclusion
Thischapterpresentstheconclusionsoftheworkrealized. Thisdocumentshowsdiﬀerent
modelstotackleInformationExtractionintheBiomedicalDomain. Theseapproachesare
basedonDeepLearningarchitecturescreatedforNamedEntityRecognitionandRelation
Extraction.
Firstly,aCRF-basedNERsystemthatincorporateswordembeddingsasfeaturesandDINTO
ontologyinformationperformsthedrugmentiondiscovery,DrugNER.Theexperimentsshow
thatbothfeaturesimprovethedetectionperformancefortheextractionofdrugnames.Con-
cretely,theclustersofthewordembeddingsincreasetherecal,andtheuseofDINTOincrease
theprecisionofthemodel.Additionaly,thissystemisevaluatedforotherbiomedicalchalenge
taskssuchasCHEMDNER-patents(CEMP)andChemicalDiseaseRelation(CDR)obtain-
inggoodresultsinitsperformance.Asthemainconclusion,wordclusterfeaturestrainedon
Wikipediacorpusseemtoprovidethemostsatisfactoryresults. Moreover,theinclusionofad-
ditionalembeddingsfrombiomedicalresourcesshouldimprovetheclassiﬁcationperformance.
Secondly,the Matrix-VectorRecursiveNeuralNetwork,whichwastheﬁrstDeepLearning
architectureappliedtoRelationExtraction,isimplementedfortheclassiﬁcationofdruginter-
actionintheDDICorpus. TheStanfordparsetreeofeachsentencedeﬁnesthestructureof
thenetwork. Thisparserisnotabletocapturethestructuralcomplexityofthebiomedical
sentences,andthearchitectureproduceslowperformanceinclassiﬁcation.Thus,abiomedical
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parsershouldbeexploredfortheextractionofthetokensandthesyntactictreesfortheDDI
sentences. Despitethislackofrepresentation,thesystemoutperformsothersystemsofthe
participantintheDDIExtractionTaskthatemploymanualydesignedfeatures.
Thirdly,theConvolutionalNeuralNetwork,whichisastate-of-the-artDeepLearningarchi-
tecture,istestedfortheDDIExtractionSharedTask.Tothisend,anexhaustiveanddetailed
studyoftheCNNhyper-parametersevaluatestheperformanceofthearchitectureandobtains
thebestconﬁgurationfortheclassiﬁcationoftheDDIsentences.ThisCNNmodelonlyuses
thewordembeddingsandtherelativepositionofeachwordfortheinteractingentitiestrans-
formedintoarealvaluevectorasinputs.Theexperimentspresentpromisingresultswithout
addinganyexternalinformationorresourcetoperformtheclassiﬁcation. Moreover,theCNN
performancewithanegativeinstanceﬁlteringiscomparedfordiﬀerentpoolingoperationsin
theextractionofDDIs:max-pooling,attentivepoolingandaverage-pooling.Theexperiments
exhibitthatthemaximumoperationperformshigherthantheremainingpoolinglayers,mainly,
becauseofthepaddingtokensappendedtothesentences.Furthermore,thebasicconﬁguration
ofaCNNhasbeenvalidatedsatisfactorilyinotherRelationExtractionSharedTaskssuchas
theSemEval2017Task10:ScienceIEandSemEval2018Task7:SemanticRelationExtraction
andClassiﬁcationinScientiﬁcPapers.Theuseofpositionembeddingsincreasestheresultsfor
theformertask.AggregatingtotheCNNasamplingtechniquestounbalancethedataset,the
entitytypeembeddingsandPOSembeddingsimprovetheperformanceforthelattertask.
Finaly,anend-to-endIEsystemisbuiltforarealscenariowheretheinputsofthesystem
aretherawtexts. Thus,themodeldetectsandclassiﬁestheentitiesandtheirrelationships
inbiomedicalandclinicaldocuments. Thesystemconsistsoftwomodulesbasedondeep
learning.Firstly,abidirectionalRNNwithLSTMcels,whichtakesthecharacter,wordand
senseembeddings,performstherecognitionofnamedmentionsusingaCRFclassiﬁcationlayer.
Secondly,aCNNwithaSoftmaxlayer,whichtakestheword,relativepositionandentitytype
embeddings,classiﬁestherelationshipsoftheentitiesgiveninthepreviousstep.Thissystem
obtainsthestate-of-the-artinsometasksfordiﬀerentlanguagedatasets,EnglishandSpanish.
Besides,thearchitectureistheﬁrstattempttodevelopanend-to-endsystemfortheDDI
CorpusthatinvolvestheDrugNERandtheDDIExtraction.
169
ThemainobjectiveofthisthesisistoevaluatewhetherDeepLearningarchitecturesarea
realalternativetoclassicalmachinelearningmodelsforInformationExtractioninthepar-
ticulardomainofthebiomedicaltexts. Thestartinghypothesisisthatprevioussupervised
modelsforIEinthebiomedicaldomainrequiremuchexpertknowledgeinordertomanualy
designagoodfeaturerepresentation,contrarytothisfact,DeepLearningarchitectureslearn
thefeaturerepresentationautomaticaly. Thus,thetime-consumingtaskandthedeﬁnition
ofcomplexrepresentationsusedforfeatureengineeringmodelscanbeavoidedusingfeature
learningtechniqueswithoutanyexternalresource.
Themaincontributionofthisthesisistogiveacompletedescriptionofthecurrentsystemsfor
InformationExtractioninbiomedicaldocumentssofar.Concretely,thereviewpresentsDeep
Learningmodelsappliedtotextsthatcontaindruginteractions. Thus,Chapter3concludes
withtablesthatsummarizethestate-of-the-artsystemsfortheDDIExtractionTask.Besides,
Chapter4investigatestheuseofthewordembeddingsandtheirclustersasfeaturesforthe
recognitionofdrugs,chemicalcompounds,anddiseaseswithaCRFclassiﬁerinbiomedical
texts.AnothercontributionistheexplorationoftheMatrix-Vectorspacesfortheextraction
ofDDIsusingtheMV-RNN,whichistheﬁrstDeepLearningsystemforRE.Notably,Chap-
ter5describestheperformanceofthisarchitectureforeachDDItypeandthetwodatasets,
DDI-DrugBankandDDI-MedLine,inordertocheckthespeciﬁcmisclassiﬁcationerrorrates.
Moreover,thisdocumentpresentsadetailedstudyofthehyperparametersusedintheCNN
ﬁne-tuningthemuntilreachingthebestconﬁgurationfortheDDICorpus. Chapter6also
proposesandtesttheﬁrstCNNwithattentionpoolingforthistask.Additionaly,theCNNar-
chitectureisappliedtodealsimilartaskssuchasSemEval2017Task10:ScienceIE-Extracting
KeyphrasesandRelationsfromScientiﬁcPublicationsandatSemEval2018Task7:Semantic
RelationExtractionandClassiﬁcationinScientiﬁcPapersinordertochecktheireﬃciencyin
otherdomains.Furthermore,Chapter7deﬁnestheﬁrstend-to-endmodelforclassiﬁcationof
entitiesandtheirrelationshipsfromrawdatainsentencesthatinvolvedruginteractions.The
eHealthKnowledgeDiscoverydataset,whichcontainselectronichealthdocumentswrittenin
Spanish,isalsousedforthisarchitectureinordertotestitslanguageanddomainindependence
withsatisfactoryresults.
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Aftertestingtheproposedarchitecturesandreviewingthestate-of-the-arttechniques,thecon-
clusionisthatDeepLearningoutperforms machinelearningbasedonfeatureengineering.
Furthermore,theinputsofDeepLearningarchitecturesarethemappingofeachwordtoareal
valuevectorcaledembeddings.Forthisreason,theproposedsystemsaredomainandlanguage
independentwithouttheuseofexternalfeatures. Additionaly,thesesystemscouldaddthe
availableinformationextractedwithexternalresourcesasinputembeddingsforimprovingthe
featurerepresentation.
DeepLearningisagrowingﬁeldthatprovidestopperformanceinthemajorityofmachine
learningapplications. Theresearchonnewarchitectures,eventhecombinationofexisting
models,progressesveryfastinaconstantmanner. Forthisreason,thereismuchroomfor
improvementinBiomedicalInformationExtraction.Thus,theexplorationofstate-of-the-art
techniquesinIEisavitalprocesstovalidatethesystemsinthisspeciﬁcdomain.Therefore,
combinationsofDeepLearningmodelsshouldbeimplementedforfurtherimprove,evenadding
deeperlayerstogeneratediﬀerentabstractionlevels.
Giventhattheinputsofthearchitecturesarewordembeddingspre-trainedonanextensive
colectionofbiomedicaltextsshouldprovidebetterperformancethanrandomlyinitializedword
embeddingsimprovingthesemanticrepresentationforeachword.Currently,thereisatrend
todiscoverauniversalwordembeddingsthatcanbeappliedinmultipletasks.Forthisreason,
usingthemintheextractionofbiomedicalinformationcouldvalidatetheirperformanceonthis
speciﬁctaskadditionalytothegeneralpurposetaskbecausethisdomainincludesbiomedical
technicaltermsandjargon.Therelatedworksummarizesthatmulti-channelwordembedding
providesbetterresultsbecausetheseveralchannelsorembeddingmodelsincreasesthesemantic
spaceknowledgeofeachword.Furthermore,theaggregationofcharacterembeddingsprovide
morphologicalandorthographicinformationofthesub-wordunitsandincreasetheresultfor
thepresentedmodels. Additionaly,thearchitecturescouldincludemoreinformationabout
thesentencewiththeaggregationoflemmas,stems,POStags,Chunklabels,dependencyand
constituenttypes,amongothersastheinputembeddings.
Itisplannedtocreatetwo-stepmodelsfortheIEtasks(detectionandclassiﬁcation)which
171
performbetteraccordingtotherelatedworksthanthepresentedone-stagemodels.Inorder
toobtainbetterstructuresforthe MV-RNN,abiomedicalparsershouldbeusedinsteadof
theStanfordparser,whichistheleadingcauseofmisclassiﬁcation.IEsystemsbasedonDeep
Learningmethodsshouldincorporateattentionmechanisms,buttheyshouldavoidthepadding
ofsentencesforthepoolinglayer.
MostofIEtasksareveryunbalancedwhichgeneratesdiﬀerentperformanceforeachclassus-
ingsupervisedclassiﬁcationmodels.Forthisreason,theincorporationofsamplingtechniques
aleviatesthisproblem,suchastherandomundersamplingortherandomoversampling.Par-
ticularly,preparingnewexamplesforthelessrepresentativecategoriestoleadtoanincrease
inthevariabilityandtheperformanceofthemodelsfortheseclasses.Thus,theaugmentation
oftheclassinstanceswithdistantsupervisiontechniquesorGenerativeAdversarialNeural
Networkscoulddealwiththeproblemofimbalanceddatasets.
Finaly,itisahardtaskforDeepLearningsystemscreatinganexhaustiveevaluationforthe
classiﬁcationofthesentencesduetothehighabstractiveinformationgeneratedbythenetworks.
However,performingacomprehensiveerroranalysisofthemisclassiﬁedinstancesbyanexpert
wouldhelptounderstandwhythearchitectureisfailing.
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