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V diplomskem delu smo predstavili optimizacijsko metodo, ki jo poznamo pod imenom 
Simulirano ohlajanje, poleg tega pa smo opisali tudi uporabo orodja v programu MATLAB, s 
pomočjo katerega lahko omenjeno optimizacijsko metodo učinkovito uporabljamo. 
 
V uvodnem poglavju smo najprej predstavili pomen optimizacije ter nekatere kriterijske 
funkcije, ki jih v povezavi z optimizacijskimi postopki pogosteje uporabljamo. 
 
Sledi poglavje v katerem podrobneje predstavimo idejo za nastanek metode 
Simuliranega ohlajanja, ki sta jo razvila S. Kirkpatrick ter V. Černý, predstavimo pa tudi 
analogije med algoritmom in modelom ohlajanja materiala. 
  
Metoda Simuliranega ohlajanja je programsko realizirana v orodju Globalne 
optimizacije (Global Optimization Toolbox) v okviru programa MATLAB. V tretjem 
poglavju tega dela smo opisali lastnosti omenjenega orodja, ki so pomembne s stališča 
uporabnika. 
 
Četrto poglavje smo namenili opisu optimizacijskih primerov, s katerimi smo 
predstavili nekatere rezultate optimiranja z obravnavano metodo Simuliranega ohlajanja. Vse 
pripravljene datoteke smo uredili tako, da so ob uporabi zgrajenega uporabniškega vmesnika 
enostavne za uporabo in tako pojasnjujejo možnosti uporabe metode. Pri tem moramo 
poudariti, da smo pozornost posvetili tudi izbiri takšnih primerov, ki so zanimivi za probleme 
s področja avtomatike. 
 
Diplomsko nalogo zaključujejo sklepne misli in nekatere ideje za nadaljnje delo. 
 











The diploma thesis presents the optimization method known as Simulated annealing and 
also describes corresponding toolbox in the programme MATLAB which enables efficient 
optimization method usage. 
 
The introductory chapter deals with the importance of optimization and presents 
criterion functions which are frequently used in optimization procedures. 
 
The second chapter discusses in detail the idea that underpins the Simulated annealing 
method and was developed by S. Kirkpatrick and V. Černý. Analogies between the annealing 
algorithm and model of material annealing are also presented. 
  
The Simulated annealing method is realized in Global Optimization Toolbox software 
within the framework of the programme MATLAB. The third chapter delves into the 
characteristics of the abovementioned toolbox that are important for the user. 
 
The fourth chapter describes examples of optimization, which were used for Simulated 
annealing method illustration. All of the files were prepared in a way to simplify their use 
through a developed user interface, and thus illustrate how the method can be applied. It 
should be emphasised that attention was paid also to selecting examples that are interesting in 
relation to automation problems. 
 
The diploma thesis ends with a conclusion and some ideas for further work. 
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V matematičnem smislu pomeni optimizacija iskanje optimuma opazovane 
funkcije. To pomeni, da nas zanimajo vrednosti parametrov, pri katerih doseže funkcija 
minimalno ali pa maksimalno, torej optimalno vrednost. Ali iščemo minimum ali 
maksimum, je odvisno od narave problema, oziroma od oblike definicije problema. 
 
V inženirski praksi optimizacijo navadno razumemo kot postopek, kjer 
preiskujemo možnosti, kako izboljšati delovanje opazovanega sistema. Načrtovalec se 
mora pri tem jasno zavedati, kakšnega delovanja sistema si v opazovanem primeru želi. 
Želje, oziroma cilje delovanja mora znati opisati v obliki tako imenovane kriterijske 
funkcije, ki ji včasih kratko rečemo tudi kriterij. 
 
Na primer, če potujemo iz kraja v kraj, si lahko želimo to storiti čim hitreje, 
oziroma v čim krajšem času (iščemo rešitev, ki bo omogočala minimalni čas potovanja). 
Ni pa nujno vedno tako. Včasih je lahko v ospredju le čim manjša poraba goriva in 
stroškov potovanja (ponovno iščemo minimum, tokrat porabe denarja). Mogoče pa so 
tudi situacije, ko želimo zadostiti hkrati več nasprotujočih si ciljev. Takšen bi bil 
primer, ko bi želeli iz enega kraja v drugega pripotovati čim hitreje, vendar hkrati ob 
čim manjši porabi goriva in denarja. 
 
V postopek optimiranja so nemalokrat vključene tudi različne omejitve. Te se 
lahko nanašajo na omejitve pri delovanju samega sistema, lahko pa tudi na omejitve, ki 
jih smejo zavzeti parametri, od katerih je funkcija odvisna. 
 
Na področju avtomatike optimizacijo pogosto uporabljamo v povezavi z 
modeliranjem in simulacijo [1-8] in v povezavi z načrtovanjem vodenja dinamičnih 
sistemov [9,10]. V primeru modeliranja navadno prilagajamo nepoznane, oziroma 
nezanesljivo poznane parametre modela s ciljem, da bi se odzivi modela in sistema pri 
izbranem vzbujanju čim bolje prilegali. Pri načrtovanju vodenja pa zelo pogosto 
izbiramo ustrezno nastavitev parametrov načrtane regulacijske strukture s ciljem 
zmanjševanja signala pogreška, večkrat pa upoštevamo tudi željo po primernem 
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regulirnem signalu. V obeh omenjenih primerih navadno govorimo o parameterski 
optimizaciji, medtem ko bi v primeru strukturne optimizacije, ko bi bila optimiranju 
podvržena tudi struktura, lahko govorili tudi o identifikaciji [7]. 
 
V povezavi z omenjenimi problemi kriterijsko funkcijo pogosto izražamo z 
integralskimi kriteriji naslednjih oblik [6]: 
 

























kjer je e(t) signal pogreška in lahko nakazuje razliko med odzivom sistema in modela ali 
pa razliko med referenco in odzivom sistema, če gre za problem vodenja. Razmere 









Slika 1.2: Zaprtozančno vodenje sistema s prikazom pomembnih signalov 
 
Če kvadrat pogreška ali njegovo absolutno vrednost množimo z neodvisno 
spremenljivko t, torej s časom, močneje obtežimo razmere v ustaljenem stanju, oziroma 
kasnejše vrednosti odziva. 
 
Kvantitativne kriterije podobnosti med odzivi pa lahko izražamo tudi s funkcijo 


























Pri tem je ysi i-ta izmerjena vrednost odziva sistema, ymi pa i-ta izračunana vrednost 
odziva modela. Obe razliki pa se seveda lahko nanašata tudi na pogrešek pri regulaciji. 
Za dobro prileganje mora biti vrednost funkcije FIT blizu 1. 
 
Theil-ov koeficient – TIC pa določa enačba: 
 
𝑇𝐼𝐶 (𝑦) =










Za dobro prileganje mora biti vrednost tega koeficienta blizu 0. 
 
Parameterske optimizacijske metode običajno potekajo v petih značilnih 
korakih [6]: 
1. korak: določitev začetnih vrednosti parametrov, 
2. korak: ovrednotenje kriterijske funkcije, 
3. korak: testiranje pogojev ustavitve izračuna, 
4. korak: določitev spremembe parametrov, oziroma njihovih novih vrednosti, 




Definicijo kriterijske funkcije in pogojev ustavitve optimizacijskega izračuna 
določa načrtovalec sam glede na problem, ki ga rešuje, često pa izbere tudi začetne 
vrednosti parametrov. Določanje ustrezne spremembe parametrov pa praviloma poteka 
skladno z določenimi algoritiziranimi postopki, ki skušajo zagotoviti čim hitrejšo 
konvergenco k iskanemu optimalnemu rezultatu.  
 
Optimizacijske metode se torej razlikujejo predvsem po tem, kako poteka 4. korak 
[10]. V določenih primerih pa je tudi 1. korak že lahko del iskalnega postopka [6]. 
  
Optimizacijske metode lahko razdelimo glede na različne kriterije. Ločimo na 
primer med [10]: 
 neomejenimi in 
 omejenimi optimizacijskimi metodami. 
Omejevanje se najpogosteje nanaša na območja, ki jih lahko zavzamejo vrednosti 
parametrov, lahko pa določene omejitve upoštevamo tudi v kriterijski funkciji 
indirektno, z ustreznim vrednotenjem neželenih rešitev. Omejevanje lahko narekuje 
narava problema in/ali želja po zmanjševanju iskalnega prostora. 
 
Nadalje lahko optimizacijske metode razdelimo med [6]: 
 tako imenovane klasične (oziroma lokalno omejene) optimizacijske metode, ki 
so prednjačile v razvoju in 
 globalne optimizacijske metode, ki se živahno razvijajo v zadnjih dveh 
desetletjih, zaradi razvoja strojne in programske računalniške opreme. 
 
Med klasične optimizacijske metode uvrščamo [10]: 
 gradientne (prvega, drugega reda) in 
 direktne optimizacijske metode. 
 
Pri gradientnih metodah, ki so lahko prvega ali drugega reda, je potrebno poleg 
vrednosti kriterijske funkcije računati v vsaki iteraciji tudi njen gradient (naklon), pri 
postopkih drugega reda pa še metrično matriko. Relativna prednost tovrstnih algoritmov 
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je, da v bližini pravega optimuma relativno hitro konvergirajo, potencialno težavo pa 
predstavlja dejstvo, da bližine optimuma vedno ne poznamo dovolj dobro, da pogosto 
obtičijo v lokalnem optimumu in da je določanje gradienta lahko numerično težavno 
[10]. 
 
Direktne optimizacijske metode temeljijo na računanju kriterijske funkcije v 
različnih točkah parameterskega prostora [10]. Uporabljati jih je mogoče tudi takrat, 
kadar gradient ne obstaja (npr. za nezvezne kriterijske funkcije), ali ga je zaradi 
numerične zahtevnosti težko ustrezno določiti. V splošnem so te metode preprostejše od 
gradientnih, zahtevajo pa v glavnem več časa zaradi večjega preiskovalnega prostora 
[10]. 
 
Kadar imamo opravka z omejeno optimizacijo, so postopki odvisni tudi od narave 
kriterijske funkcije in omejitvenih funkcij. V splošnem tovrstne probleme prevedemo v 
tako imenovane probleme matematičnega programiranja (linearno, kvadratno, 
nelinearno programiranje) [10]. 
 
Povod za nastanek tako imenovanih globalnih optimizacijskih metod, ki 
praviloma vključujejo tudi stohastične pojave, je iskati v poskusih posnemanja 
narave pri njeni uspešnosti reševanja kompleksnih problemov [6, 11, 12]. To skupino 
metod bi lahko razdelili glede na pojave, ki jih posnemajo, na: 
 posnemanje naravne evolucije [13, 14] in 
 drugih naravnih pojavov [11, 12]. 
 
Med metodami, ki posnemajo naravno evolucijo, so zagotovo najbolj poznani 
genetski algoritmi [6, 13, 14], med drugimi metodami pa moramo omeniti 
optimizacijo z roji delcev, Simulirano ohlajanje, optimizacijo s kolonijami mravelj 
ali s kolonijami bakterij, novejše ideje vključujejo tudi kolonije čebeljih družin, 
optimizacijo s pametnimi vodnimi kapljicami in podobno [11, 12]. V zadnjem desetletju 




V pričujoči nalogi smo se osredotočili in natančno preučili metodo Simuliranega 
ohlajanja. 
 
Naloga je organizirana na naslednji način. V drugem poglavju smo opisali glavne 
značilnosti metode Simuliranega ohlajanja, ki so pomembne s stališča razumevanja 
delovanja metode. V tretjem poglavju smo predstavili glavne značilnosti orodja, ki je na 
voljo v programu MATLAB za izvajanje optimizacije z metodo Simuliranega ohlajanja. 
V četrtem poglavju smo ilustrirali, kako pristopiti k uporabi omenjenega orodja na 
primerih, pri čemer smo skušali največ pozornosti posvetiti situacijam, ki jih zelo 
pogosto srečujemo na področju avtomatike. Izkušnje smo povzeli v zaključku, kjer smo 







2. METODA SIMULIRANEGA OHLAJANJA 
Optimizacijska metoda Simuliranega ohlajanja je globalna optimizacijska metoda, 
ki sodi na področje stohastične optimizacije [11] in posnema, oziroma modelira 
fizikalni proces segrevanja materiala, ki ga v nadaljevanju počasi ohlajamo s ciljem, da 
bi v materialu zmanjšali nepravilnosti in povečali velikost kristalov. Pri ohlajanju 
material seveda izgublja toplotno energijo zaradi nižanja svoje temperature. Takšne 
procese uporabljajo v metalurgiji s ciljem doseganja ustreznih snovnih lastnosti 
materialov (večanje trdnosti, podaljševanje življenjske dobe) [11]. Metodo bi lahko 
interpretirali kot prehod sistema iz poljubnega začetnega stanja v stanje z minimalno 
energijo. Na podlagi tega pojava se je razvila ideja za razvoj algoritma Simuliranega 
ohlajanja. 
 
Med spremenljivkami algoritma Simuliranega ohlajanja in fizikalnimi količinami, 
ki nastopajo pri tem modelu, lahko predstavimo podobnost, oziroma analogije veličin, 
kot so predstavljene v tabeli 2.1 [15]. 
 
Tabela 2.1: Analogija med optimizacijskim algoritmom Simuliranega ohlajanja (SO) in 
modelom ohlajanja materiala 
 
Algoritem SO Model ohlajanja materiala 
Trenutna rešitev Stanje snovi (materiala) 
Spremenljivke Lega molekul 
Kriterijska funkcija Energija snovi 
Globalni minimum Stanje minimalne energije 
Lokalni minimum Druga stabilna stanja 
Temperatura (parameter) Temperatura 
 
Metodo so, neodvisno eden od drugega, predstavili Scott Kirkpatrick, C. Daniel 
Gelatt in Mario P. Vecchi  leta 1983 [16] ter Vlado Černý leta 1985 [15, 17]. 
Pravzaprav predstavlja adaptacijo Metropolis-Hastings algoritma in metode Monte 
Carlo za generiranje stanj termodinamičnega sistema [18], ki jo je razvil M. N. 
10 
 
Rosenbluth in je bila objavljena v [19]. Sprva so metodo uporabljali za reševanje 
problemov kombinatorične optimizacije, kasneje pa so jo posplošili in začeli uporabljati 
tudi za reševanje zveznih optimizacijskih problemov [15]. 
 
Optimizacijski algoritem v vsakem koraku naključno določi novo vrednost 
iskanih parametrov. Oddaljenost nove rešitve od trenutne je odvisna od verjetnostne 
porazdelitve v merilu, ki je proporcionalno tako imenovani trenutni temperaturi. 
Algoritem upošteva vse nove vrednosti rešitev, ki zmanjšajo vrednost kriterijske 
funkcije, z določeno verjetnostjo pa tudi rešitve, ki jo povečujejo. Na takšen način je 
zagotovljeno, da reševanje ne obtiči v lokalnem minimumu. Med izračunavanjem 
algoritma tako imenovani urnik ohlajanja poskrbi za ustrezno spreminjanje, oziroma 
nižanje temperature. Ko se temperatura niža, algoritem zmanjšuje prostor preiskovanja 
in se postopno bliža iskanemu minimumu. 
 
Glavni koraki izračuna po metodi Simuliranega ohlajanja so ilustrirani na sliki 
2.1. 
 
Izbira začetne nastavitve parametrov p=p0 ni ključna za potek reševanja in jo 
zato pogosto izbiramo naključno, ali pa jo določimo sami glede na naše predhodno 
poznavanje problema. 
 
Za razliko od začetne nastavitve parametrov pa je začetna izbira temperature 
T=T0 pomembna za potek optimizacije. Novo rešitev, ki pomeni poslabšanje kriterijske 







Pri tem je f(p) vrednost kriterijske funkcije pri izbranih parametrih p, medtem ko je f(ps) 
sosednja rešitev, T pa je trenutna temperatura. 
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Slika 2.1: Glavni koraki optimizacije po metodi Simuliranega ohlajanja 
 
Če je temperatura zelo visoka, bo vrednost b v enačbi (2.2) blizu nič, posledično 
pa bo vrednost verjetnosti A v enačbi (2.1) za sprejetje rešitve blizu ena. Takšna 
situacija pomeni, da bo zelo verjetno rešitev sprejeta ne glede na vrednost razlike v 
števcu. Takšno izhodiščno stanje ima lahko za posledico relativno dolgo preiskovanje 
definicijskega prostora kriterijske funkcije brez vidnega napredka. 
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Druga skrajnost je situacija, ko je temperatura zelo majhna in je blizu vrednosti 
nič. V tem primeru bo metoda sprejela praktično vse boljše rešitve in zavrgla vse slabše. 
To bo povzročilo hitro približevanje lokalnemu optimumu, ki pa ni nujno tudi globalni. 
 
Zato je primerno, da izberemo začetno vrednost temperature nekje vmes med 
obema omenjenima skrajnostima. V [15] predlagajo naslednji možnosti: 
 Začetno temperaturo T0 izberemo tako visoko, da algoritem še sprejme vse 
sosede. 
 Začetno temperaturo T0 izberemo kot: 
 
 





Pri tem je  standardna deviacija na vrednostih f(x1)-f(x2), f(x3)-f(x4), ... , 
f(x2n-1)-f(x2n), če so x1, x2, ... , x2n naključno izbrane vrednosti iz 
definicijskega območja parametrov. 
 
Ohlajanje je določeno s funkcijo, ki povezuje temperaturo v dveh zaporednih 
korkih, v koraku i in i+1: 
 
 
Naloga te funkcije je, da zagotovi, da temperatura pada dovolj počasi od začetne 
vrednosti T0 proti vrednosti 0. Možne izbire načinov ohlajanja so naslednje [15]: 











                                                      2.4
log






   1                                                             2.6i iT g T 
   1  ;   0,5 0,99                                    2.7i iT T    
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 Uporabimo lahko tudi funkcijo: 
 
 
Algoritem konča izračun, ko je temperatura 0, včasih pa celo prej. 
 Ohlajanje je lahko tudi nemonotono, saj nekateri optimizacijski problemi 
kažejo, da je v takšnem primeru potek optimizacije uspešnejši [15]. 
 V največ primerih potek ohlajanja določimo pred začetkom optimizacije, 
oziroma pred začetkom izvajanja algoritma. V nekaterih posebnih 
primerih pa lahko uporabimo še dodatne informacije, ki jih dobimo med 
računanjem. V tovrstnih primerih govorimo o prilagodljivem ohlajanju 
[15]. 
 
Za prekinitev računanja najpogosteje uporabimo naslednje kriterije: 
 maksimalno dovoljeno število iteracij izračuna, 
 maksimalni dovoljeni čas računanja, 
 kriterijska funkcija se več ne spreminja (zadnjih n korakov je enaka), 
 vrednost kriterijske funkcije je manjša od vnaprej predpisane vrednosti. 
 
Kot smo že omenili, je do razvoja metode Simuliranega ohlajanja prišlo v 
osemdesetih letih, kasneje pa so znanstveniki razvili še nekaj podobnih algoritmov, ki 
















3. ORODJE V PROGRAMU MATLAB 
Algoritem Simuliranega ohlajanja je v obliki ustreznih programskih funkcij 
realiziran tudi v MATLABu [20], oziroma točneje v Orodju za globalno optimizacijo – 
OZGO (Global Optimization Toolbox) [21], kjer poleg omenjene metode lahko 
uporabljamo še nekatere druge metode, podporne funkcije pa tudi grafični vmesnik, ki 
lahko poenostavi reševanje problemov. Izračune pri optimizaciji lahko startamo preko 
grafičnega vmesnika ali pa s klicem funkcije iz ukazne vrstice. 
 




ki odpre grafično okno, kot je prikazano na sliki 3.1. Namenjeno je v pomoč uporabniku 








V MATLABu 2014 lahko do obravnavanega okna dostopamo tudi tako, da v 





Slika 3.2: Zagon OZGO v MATLABu 2014 
 
Optimizacijski algoritem (Solver) izbiramo med tistimi, ki jih Orodje za globalno 
optimizacijo omogoča, kar je prikazano na sliki 3.3. Mi smo seveda opazovali možnosti, 
ki jih ponuja Simulirano ohlajanje. Ta način reševanja izberemo, če v oklepaju ob ukazu 




Slika 3.3: Izbira optimizacijskega algoritma s pomočjo grafičnega vmesnika 
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Funkcijo za izvajanje optimizacije z metodo Simuliranega ohlajanja pa lahko na 
ekvivalenten način kličemo v MATLABu tudi iz komandne vrstice. Ta oblika je 
posebno primerna, če želimo na primer funkcijo klicati večkrat iz datoteke pri 
spremenjenih vhodnih parametrih in smo optimizacije že vešči, medtem ko je uporaba 
grafičnega vmesnika morda bolj priročna za začetnike. 
 
Pri klicu funkcije iz ukazne vrstice lahko uporabimo naslednje oblike klica 
funkcije [21]: 
 
x = simulannealbnd(@objfun,x0) 
x = simulannealbnd(@objfun,x0,lb,ub,options) 
[x, fval] = simulannealbnd(@objfun,x0,lb,ub,options) 
[x, fval, exitflag] = simulannealbnd(@objfun,x0,lb,ub,options) 
[x, fval, exitflag , output] = simulannealbnd(@objfun,x0,lb,ub,options) 
 
Izhodni parametri funkcije so naslednji: 
x ... rezultirajoča nastavitev optimiranih parametrov, ki je lahko skalar ali vektor; 
fval ... vrednost kriterijske funkcije pri rezultirajoči nastavitvi parametrov x; 
exitflag ... opisuje pogoj zaustavitve izračunavanja; ta parameter lahko zavzame 
naslednje vrednosti: 
      1 ... pomeni, da je srednja vrednost spremembe kriterijske funkcije manjša od 
vrednosti, ki je definirana s parametrom TolFun (opisano kasneje) po številu iteracij, ki 
je definirano s parametrom StallIterLimit (opisano kasneje); 
      5 ... pomeni, da je dosežena vrednost določena s parametrom ObjectiveLimit 
(opisano kasneje); 
      0 ... pomeni, da je prekoračeno maksimalno definirano število ovrednotenj 
kriterijske funkcije ali maksimalno dovoljeno število iteracij; 
     -1 ... pomeni, da je optimizacijo prekinila izhodna funkcija (output) ali pa 
funkcija za risanje (plot funkcija); 
     -2 ... algoritem ni našel izvedljive rešitve (rešitve, ki bi ustrezala 
preiskovalnemu področju); 
     -5 ... pomeni, da je prekoračena časovna omejitev; 
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output ... ta struktura pa vsebuje naslednjo informacijo:  
problemtype: vrsta optimizacije, ki je lahko neomejena ali omejena s 
podanimi mejami; 
iterations: celotno število iteracij; 
funccount: celotno število ovrednotenj kriterijske funkcije; 
message: zaustavitveno sporočilo optimizacijske metode; 
temperature: temperatura, pri kateri je bilo računanje prekinjeno; 
totaltime: čas, ki ga je metoda porabila; 
rngstate: stanje naključnega generatorja števil, preden je metoda pričela z 
reševanjem. 
 
Pomen vhodnih parametrov v obravnavano funkcijo, ki jih lahko nastavljamo tudi 
preko grafičnega vmesnika, je naslednji: 
objfun ... ime kriterijske funkcije, ki jo želimo minimizirati; v ta namen zgradimo 
m-funkcijo (objfun.m), kjer definiramo želeni kriterij; pred imenom funkcije moramo 
uporabiti ob klicu funkcije znak @; ime kriterijske funkcije lahko definiramo tudi preko 
grafičnega okna (glej sliko 3.4); 
x0 ... začetna nastavitev optimiranih parametrov (glej tudi sliko 3.4); ker je 
parametrov, ki jih optimiramo, navadno več, gre najpogosteje za vektor začetnih 
nastavitev optimiranih parametrov, lahko pa je tudi skalar; 
lb ... spodnja meja parametrov x (glej tudi sliko 3.4); če je ne želimo definirati, 
uporabimo kot vhodni parameter prazno matriko; v tem primeru algoritem nastavi 
pripadajoče vrednosti na Inf, torej na neskončno; 
ub ... zgornja meja parametrov x (glej tudi sliko 3.4); če je ne želimo definirati, 
uporabimo kot vhodni parameter prazno matriko; v tem primeru algoritem nastavi 
pripadajoče vrednosti na -Inf, torej na minus neskončno; 
options ... pa je struktura, s pomočjo katere nastavljamo parametre izvajanja 
algoritma; če ni definirana, funkcija privzame prednastavljene vrednosti; v oknu 
grafičnega vmesnika je nastavljanju teh parametrov namenjen srednji del okna (glej tudi 
sliko 3.4). Če pa kličemo optimizacijo iz ukazne vrstice, lahko uporabljamo naslednjo 




Slika 3.4: Nastavitev optimizacijskega problema s pomočjo grafičnega vmesnika 
 
options=saoptimset('ime možnosti 1', vrednost možnosti 1, 'ime možnosti 2', 
vrednost možnosti 2, …) 
 
Ena skupina parametrov optimizacije, ki ji pogosto posvetimo precej pozornosti, 
je skupina parametrov, ki vpliva na pogoje ustavitve računanja (zgornja skupina 
parametrov na sliki 3.4). Pri tej skupini lahko nastavljamo naslednje parametre: 
'MaxIter': Algoritem se ustavi, ko število iteracij preseže definirano vrednost 
(glej tudi sliko 3.4). Prednastavljena vrednost je Inf, torej neskončno. 
'MaxFunEval': Ta parameter določa največje število ovrednotenj kriterijske 
funkcije (glej tudi sliko 3.4). Algoritem se ustavi, ko presežemo definirano 
število. Privzeto število je 3000*numberofvariables (število spremenljivk). 
'TimeLimit': Ta parameter določa maksimalni čas v sekundah pred zaustavitvijo 
izvajanja algoritma. Privzeta vrednost je Inf, torej neskončno. 
'TolFun': Algoritem se izvaja, dokler ni povprečna sprememba vrednosti 
kriterijske funkcije v StallIterLim iteracijah manjša od definirane vrednosti 
parametra TolFun. Privzeta vrednost je 10-6. 
'ObjectiveLimit': Algoritem se ustavi, ko je najboljša vrednost kriterijske 
funkcije manjša ali enaka nastavljeni vrednosti ObjectiveLimit. Privzeta vrednost 
je –Inf, torej minus neskončno. 
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'StallIterLim': Algoritem se ustavi, če je srednja vrednost spremembe kriterijske 
funkcije po StallIterLim iteracijah pod vrednostjo TolFun. 
 
Naslednja skupina parametrov se nanaša na parametre ohlajanja in so v 
grafičnem oknu pod parameri zaustavitve (glej sliko 3.4). V to skupino sodijo: 
'AnnealingFcn' to je funkcija ohlajanja, ki definira, kako se generirajo nove 
rešitve za naslednjo iteracijo. Nastavitve, ki jih lahko zavzame, so naslednje: 
 @annealingfast, oziroma hitro ohlajanje; naključni koraki imajo 
dolžino, ki je proporcionalna trenutni vrednosti temperature. To je 
privzeta nastavitev. 
 @annealingboltz, oziroma Boltzmanovo ohlajanje; naključni koraki 
imajo dolžino, ki je enaka kvadratnemu korenu trenutne temperature. 
 @myfun, ki pomeni, da lahko uporabnik sam pripravi funkcijo z želeno 
strategijo ohlajanja. Pri tem je potrebno upoštevati zahtevano sintakso. 
'ReannealInterval' določa število sprejetih rešitev pred ponovnim 
ohlajanjem. Privzeta vrednost je 100, zavzema pa lahko celoštevilske 
pozitivne vrednosti. 
'TemperatureFcn' določa spreminjanje temperature po vsaki iteraciji. 
Predpostavimo, da parameter k označuje ohlajanje. Imenujmo ga parameter 
ohlajanja (annealing parameter). Ta parameter je enak številu ponovitev 
algoritma. Vrednosti, ki jih lahko 'TemperatureFcn' zavzama so: 
 @temperatureexp temperatura je enaka začetni temperaturi * 0.95^k. 
To je privzeta vrednost. 
 @temperaturefast temperatura je enaka začetni temperaturi / k. 
 @temperatureboltz temperatura je enaka začetni temperaturi / ln(k). 
 @myfun za klic funkcije, ki jo sami izdelamo. myfun predstavlja ime 
funkcije. 
'InitalTemperature' določa začetno temperaturo, ki je privzeto nastavljena 
na 100. Nastavimo jo lahko kot skalarno vrednost, lahko pa tudi kot vektor, 





Naslednja skupina parametrov optimizacije je namenjena določitvi kriterija za 
sprejetje rešitve. V to skupino sodi samo: 
'AcceptanceFcn', to je funkcija, ki je privzeta (glej tudi sliko 3.5), in določa 
verjetnost sprejetja nove rešitve. Pri tem imamo na voljo dve možnosti: 
 @acceptancesa pomeni naslednji način sprejemanja nove rešitve: če je 
nova vrednost kriterijske funkcije manjša od stare, je nova rešitev vedno 
sprejeta. Če pa to ne drži, se nova točka sprejme z verjetnostjo: 
 
1





kjer je Δ=vrednost novega kriterija-vrednost starega kriterija (razlika med 
vrednostma kriterijskih funkcij), T pa je trenutna temperatura. Če sta Δ in 
temperatura pozitivni, je možnost sprejema med 0 in ½. Nižja 
temperatura vodi k manjši verjetnosti sprejemanja. Tudi večji Δ vodi k 
manjši možnosti sprejemanja. 
 @myfun pa omogoča klic funkcije, ki jo uporabnik izdela sam. 
 
 
Slika 3.5: Nastavitev optimizacijskega problema s pomočjo grafičnega vmesnika 
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Naslednja skupina določa tako imenovano vrsto problema. V to skupino sodi 
samo: 
'DataType', s katero določimo tip podatkov. Zavzame lahko vrednost 
'double' (double precision), ki je tudi privzeto nastavljena, druga možnost 
pa je 'custom'. 
 
Skupina, ki sledi prej omenjeni, predstavlja možnost izvajanja hibridne 
(kombinirane) simulacije. Ker se s hibridno simulacijo nismo ukvarjali, je bila izbira v 
tem delu vedno nastavljena na 'None' (glej sliko 3.5). 
 
Za uporabnika je vsekakor zanimiva in informativna možnost prikaza rezultatov v 
grafični obliki, čemur je namenjena skupina parametrov funkcije risanja, ki jih lahko 
nastavljamo tudi v grafičnem vmesniku, in sicer se nahajajo pod parametri hibridne 
simulacije (glej sliko 3.5). 
'PlotInterval' določa število iteracij med izrisi na grafu. Privzeta vrednost je 1. 
'PlotFcn' je ime parametra, s katerim nastavimo ustrezen grafični prikaz, ki se 
izvaja med izračunom, in ga lahko definiramo tudi z večimi nastavitvami, ki jih 
zapišemo v zavite oklepaje in ločimo z vejico in sicer v naslednji obliki: 
options = saoptimset('PlotFcn', {@saplotbestf, @saplottemperature, saplotf, 
saplotx});) 
Na voljo imamo naslednje nastavitve: 
 @saplotbestf izrisuje najboljšo vrednost kriterijske funkcije, 
 @saplotbestx izrisuje trenutno najboljšo vrednost rešitve, 
 @saplotf izrisuje trenutno vrednost kriterijske funkcije, 
 @saplotx izrisuje vrednost rešitve, 
 @saplotstopping izrisuje nivoje zaustavitvenih kriterijev, 
 @saplottemperature izrisuje temperaturo pri vsaki iteraciji, 
 @myfun izrisuje tisto, kar določa funkcija, ki jo izdela uporabnik.  
 
V naslednjo skupino parametrov optimizacije sodi tako imenovana skupina 
izhodna funkcija (output function) (glej tudi sliko 3.5). Izhodne funkcije so funkcije, ki 
jih algoritem Simulirano ohlajanje kliče ob vsaki iteraciji. Te funkcije pripravi 
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uporabnik in jih kliče z obliko @outputfun v 'Custom function', kjer je outputfun.m ime 
datoteke s pripravljeno funkcijo. Uporabiti je mogoče tudi več funkcij, in sicer tako, da 
podamo celično polje s klicem funkcij. 
 
Zadnja skupina možnosti, ki jih lahko vsebuje vektor options, pa je povezana z 
izpisom v ukazno okno. Nastavljamo jo z ukazom: 
'Display', ki določi, koliko informacij je prikazanih v ukaznem oknu. Vrednosti, 
ki jih lahko zavzame, so: 
 'off' – prikaz je izključen, 
 'final' - prikaže samo razlog zaustavitve računanja, 
 'iterative' - prikazuje informacije po vsakem intervalu prikaza in ob 
trenutkih ponovnega segrevanja, 
 'diagnose' - izpisuje informacije po vsakem intervalu prikaza in ob 
trenutkih ponovnega segrevanja. Poleg tega pa prikaže tudi nekatere 
potencialne probleme in vrednosti, ki so bile spremenjene glede na 
prednastavitve. 
 
Če uporabljamo parameter 'Display', je mogoče nastaviti tudi: 
'DisplayInterval', ki določa, koliko iteracij se zgodi pred vsakim izpisom v 
ukazno okno. Privzeta vrednost je 10. 
 
Povzetek privzetih vrednosti vektorja options je: 
 AnnealingFcn: @annealingfast  
 TemperatureFcn: @temperatureexp  
 AcceptanceFcn: @acceptancesa  
 TolFun: 1.0000e-006  
 MaxFunEvals: '3000*numberofvariables'  
 TimeLimit: Inf  
 MaxIter: Inf  
 ObjectiveLimit: -Inf 
 Display: 'final'  
 DisplayInterval: 10  
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 PlotFcns: []  
 PlotInterval: 1  
 InitialTemperature: 100  
 ReannealInterval: 100  
 DataType: 'double' 
 
Algoritem Simuliranega ohlajanja se izvaja v OZGO v naslednjih korakih [21]: 
 
1. korak:  
Algoritem generira naključno poskusno rešitev. Nato izbere razdaljo 
poskusne rešitve do trenutne rešitve z verjetnostno porazdelitvijo v merilu, ki je 
sorazmerno trenutni temperaturi. Uporabnik nastavi porazdelitev razdalje testne 
rešitve kot funkcijo, in sicer z opcijo, ki je imenovana AnnealingFcn. 
 
2. korak: 
Algoritem ugotovi, ali je nova rešitev boljša ali slabša od trenutne. Če je 
boljša, postane to nova rešitev. Če pa je slabša od prvotne, jo algoritem še vedno 
lahko sprejme za novo rešitev, in sicer se odločitev izvede na osnovi uporabe 




Algoritem sistematično niža temperaturo in shranjuje najboljšo rešitev, ki 
jo je do sedaj določil. Nastavitev parametra TemperatureFcn algoritem 
uporablja za to, da v vsakem koraku na ustrezen način posodobi vrednost 
temperature. 
 
4. korak:  
V tem koraku nastavimo parametre ohlajanja ki, in sicer s pomočjo 
funkcije simulannealbnd, ki se izvede po tem, ko sprejme ReannealInterval 
rešitev oziroma nastavitev. Omenjena funkcija nastavi parametre ohlajanja na 
nižje vrednosti od števila ponovitev in s tem doseže dvig temperature v vsaki 
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dimenziji. Parametri ohlajanja (annealing parameters) so odvisni od vrednosti 
ocenjenih gradientov kriterijske funkcije v vsaki dimenziji in jih računamo s 










ki … parameter ohlajanja za komponento i, 
T0 ... začetna temperatura komponente i, 
Ti ... trenutna temperatura komponente i, 
si ... gradient kriterijske funkcije v smeri i pomnožen z razliko obeh mej v smeri i. 
 
Funkcija simulannealbnd tudi nadzoruje vrednosti parametrov ohlajanja pred 
nastavitvijo na vrednost neskončno, oziroma pred drugimi nepravilnostmi. 
 
5. korak: 
V tem koraku pride do preverjanja pogojev za zaustavitev optimizacije. 









4. ILUSTRATIVNI PRIMERI 
Za ilustracijo metode Simuliranega ohlajanja smo zgradili skupino datotek (*.m in 
*.mdl) v programu MATLAB, s katerimi smo preučevali tudi učinkovitost metode pri 
reševanju različnih problemov. Zaradi preglednosti smo njihovo uporabo uredili s 
pomočjo grafičnega vmesnika. Izhodiščno okno zgrajenega grafičnega vmesnika (GUI) 
prikazuje slika 4.1. Uporabnik ga odpre s klicem datoteke grlica.m. 
 
 
Slika 4.1: Izhodiščno okno zgrajenega grafičnega vmesnika 
 
Tako izhodiščno, kot tudi ostala grafična okna, so narejena tako, da so gumbi 
osrednjega dela namenjeni predstavitvi obravnavane problematike, torej metodi 
Simuliranega ohlajanja, gumbi v spodnjem okvirju pa omogočajo končanje dela 
(konec), izpis informacij, ki so povezane s trenutnim nivojem grafičnega vmesnika 
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(info), na nižjih nivojih pa tudi vrnitev na višji nivo (nazaj), oziroma na začetek, to 
pomeni na izhodiščno okno (začetek). V imenu slike povsem na vrhu okna, je vedno 
predstavljeno tudi ime datoteke, katere izvajanje je povzročilo prikaz okna.  
 
Tako urejena informacija omogoča uporabniku enostavno sledenje datotekam, ki 
so povzročile izvajanje prikazanih izračunov, in s tem tudi možnosti preučevanja 
njihove vsebine. 
 
Osrednji del izhodiščnega okna GUI, kot je prikano na sliki 4.1, vsebuje pet 
gumbov. S pritiskom na gumb diplomsko delo uporabnik odpre datoteko s pričujočo 
diplomsko nalogo, s pritiskom na gumb predstavitev dela odpre datoteko s krajšo 
predstavitvijo diplomskega dela, ob pritisku na gumb literatura pa se odpre novo 
grafično okno, ki omogoča preprost dostop do literature, ki je bila v pomoč pri študiju 
problemov, povezanih z metodo Simuliranega ohlajanja. 
 
V drugem stolpcu sta dva gumba. S pritiskom na gumb optimtool odpremo 
grafično okno Orodja za globalno optimizacijo, kot je prikazano na sliki 3.1, s pritiskom 
na gumb primeri pa grafično okno, ki je ilustrirano na sliki 4.2. 
 
Izvajanje vseh primerov in njihovi rezultati so opisani v nadaljevanju. 
 
 
Slika 4.2: Grafično okno s pripravljenimi ilustrativnimi primeri 
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4.1 Optimizacija De Jongove funkcije 
Opazovanje rezultatov prvega primera pričnemo s pritiskom na gumb primer 1 na 
sliki 4.2, kar odpre grafično okno, ki je prikazano na sliki 4.1.1. 
 
 
Slika 4.1.1: Prikaz grafičnega okna za prvi primer 
 
Prvi primer, ki smo ga izbrali v namene ilustracije obravnavane metode, je povzet 
po orodju v MATLABu [21]. V tem primeru gre za iskanje minimuma tako imenovane 
De Jongove pete funkcije, ki je grafično ilustrirana na sliki 4.1.2, njen matematični 
zapis pa predstavlja enačba 4.1.1: 
𝑓(𝑥1, 𝑥2) = (0.002 + ∑(𝑗 + (𝑥1 − 𝑎1𝑗)
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aij pa so njeni elementi. 
 
Vsebino m-funkcije, ki določa De Jongovo peto funkcijo, si lahko ogledamo s 
klikom na gumb DeJong-datoteka v grafičnem vmesniku prvega primera. Funkcija je 
težavna za optimizacijo, ker ima na majhnem območju veliko strmih minimumov, zato 
je to dober zgled za uporabo algoritma, kot je Simulirano ohlajanje. 
 
V našem primeru smo optimum funkcije iskali na intervalu, kjer sta neodvisni 
spremenljivki x1 in x2 zavzemali vrednosti od -64 do 64, saj je tukaj najbolj zanimivo 
področje funkcije. Na tem območju ima funkcija 25 minimumov, od tega pa je le en 
globalni. Edini globalni minimum se nahaja pri vrednosti neodvisnih spremenljivk:  
x1=-32 in x2=-32  
in je prikazan je na sliki 4.1.2 (minimum v prvi vrsti skrajno levo). Do slike lahko 
dostopamo tudi s klikom na gumb izris De Jong funkcije v grafičnem oknu prvega 
primera.  
 
Ob izvajanju optimizacij s pomočjo metode Simuliranega ohlajanja je mogoče 
ugotoviti, da algoritem, kljub lastnosti, da se velikokrat izogne lokalnim minimumov, ne 
najde vedno globalnega minimuma, ampak se včasih ustavi v lokalnemu minimumu. 
Zato je za vsak primer potrebno izvesti več ponovitev in nato izbrati rešitev, ki je 
najboljša. 
 
Za začetek bomo globalni minimum De Jongove funkcije poiskali s pomočjo 
grafičnega vmesnika v okolju MATLAB. Do grafičnega vmesnika za globalno 
optimizacijo v verzijah MATLAB-a starejših od 2014 dostopamo tako, da v ukazno 
okno vpišemo optimtool('simulannealbnd'). V MATLABu 2014 in novejših pa lahko 
do grafičnega vmesnika dostopamo z navigacijo na zavihek APPS in nato izberemo 
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Optimization. V našem primeru lahko do grafičnega vmesnika dostopamo tudi s 
klikom na gumb Optimization Toolbox v grafičnem vmesniku prvega primera. 
 
 
Slika 4.1.2: Graf De Jongove pete funkcije in ilustracija lokacije številnih minimumov, 
ki jih ima funkcija 
 
Grafično okno, ki se odpre po kliku na gumb Optimization Toolbox, moramo 
izpolniti s podatki tako, kot je prikazano na sliki 4.1.3. Da bo primer lažji, lahko 
kliknemo tudi na okno Aplikacija 1. del. S tem se bo začel izvajati izpisan program z 
navodili v ukaznem oknu MATLABa za izpolnjevanje grafičnega vmesnika 
Optimization Tool. Pri izpolnjevanju okna si lahko pomagamo tudi s klikom na gumb 




V oknu Solver izberemo algoritem, s katerim bomo iskali minimum. V našem 
primeru bo to Simulirano ohlajanje (simulannealbnd - Simulated annealing 
algorithm). V okno Objectiv function (kriterijska funkcija) bomo zapisali ime 
funkcije, ki jo bomo minimizirali, torej @dejong5fcn, ki je že urejena v okolju 
MATLAB, za začetno točko (Start point) pa vpišemo [0, 0]. Vpis začetne točke je zelo 
pomemben, saj se brez te algoritem ne bo izvedel. Pomembno je še, da začetno točko 
določimo na intervalu, kjer je naša kriterijska funkcija definirana. To pomeni, da morata 
biti spremenljivki x1 in x2 v vektorju začetne točke med -64 in 64. Z vektorjem bi lahko 
določili tudi zgornjo in spodnjo mejo v oknu Bounds, in sicer na enak način kot začetno 
točko z vektorjem [x1, x2], kjer x1 in x2 lahko zavzemata vrednosti med -64 in 64, 
vendar to v tem primeru ni potrebno, saj je že naša kriterijska funkcija omejena. 
Izvajanje algoritma zaženemo s pritiskom na gumb Start. Medtem ko se algoritem 
izvaja, se v oknu Current iteration izpisuje število iteracij, ki jih je izvedel algoritem. 
V oknu, ki se nahaja spodaj, se izpiše vrednost funkcije pri najdenem minimumu (fval) 
in razlog za zaustavitev algoritma. V oknu Final point pa dobimo vrednosti iskanih 
spremenljivk. Iz dobljenih rezultatov lahko povzamemo, da se je algoritem dobro 
približal globalnemu minimumu, ki se nahaja pri točki x=[-32, -32], torej je vrednost 
rešitve x1=-32 in x2=-32, kjer ima kriterij vrednost 0.998004. 
 
V nadaljevanju bomo predstavili uporabo dodatnih možnosti za izrisovanje, 
nastavljanje temperature, zaustavitvene kriterije in sprotno izpisovanje, s katerimi lahko 
izboljšamo predstavitev izračunov. V ta namen je narejen program, do katerega 
dostopamo s klikom na gumb Dodatne možnosti 2. del, ki ga vidimo v grafičnem 
vmesniku prvega primera na sliki 4.1.1. Če želimo v nadaljevanju dostopati do kode 
programa in poljubno spreminjati vhodne parametre dodatnih možnosti, lahko kliknemo 
na okno Urejanje dod. možnosti ter spreminjamo kodo programa, ki je opisana v 
nadaljevanju.  
 
Tudi tokrat smo uporabili De Jongovo peto funkcijo iz MATLABove knjižnice, ki 
je predstavljena z grafom na sliki 4.1.2 in enačbo 4.1.1. Tokrat bomo izvedli algoritem 
tako, da bomo zgradili *.m datoteko. Ukaz za Simulirano ohlajanje je sestavljen iz 
izhodnih argumentov na levi strani, na desni strani pa so podani vhodni parametri: 
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[x, fval, exitFlag, output] = simulannealbnd(kriterijska funkcija, začetna točka, 
spodnja meja, zgornja meja, dodatne možnosti) 
V spremenljivko x funkcija zapiše vrednost rešitve, fval je vrednost kriterijske 
funkcije pri najdeni rešitvi, exitFlag vsebuje informacije o zaustavitvi algoritma, v 
output pa se zapišejo informacije o reševanju. Vhodne parametre določamo sami. 
 
 
Slika 4.1.3: Prikaz izpolnjenega okna Optimization Tool in izvršenega Simuliranega 
ohlajanja 
 
V našem primeru bo to De Jongova peta funkcija (@dejong5fcn) kriterijska 
funkcija. V začetno točko zapišemo točko, pri kateri bo algoritem začel iskati, v našem 
primeru je to vektor z dvema spremenljivkama ([x1, x2]). S spodnjo in zgornjo mejo 
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omejimo območje iskanja rešitve. Meji sta prav tako dvodimenzijski vektor, saj imamo 
dve neodvisni spremenljivki x1 in x2. V našem primeru pa nas bo najbolj zanimal 
vhodni parameter dodatne možnosti. Dodatne možnosti zapisujemo v vektor oblike 
dodatne_moznosti = saoptimset('ime možnosti 1', vrednost možnosti 1, 'ime 
možnosti 2', vrednost možnosti 2,… );. 
 
Možnosti za izrisovanje: 
Možnosti za izrisovanje nam omogočajo sprotno izrisovanje parametrov med 
izvajanjem algoritma. Za izrisovanje imamo na voljo parameter 'PlotInterval', ki 
določa število iteracij med izrisi na grafu. Vrednosti te opcije so lahko le naravna 
števila. Privzeta vrednost te možnosti je 1, kar pomeni, da se graf izrisuje za vsako 
iteracijo. Za prikazovanje grafa pa uporabljamo nastavitev 'PlotFcn'. Naenkrat 
lahko izrisujemo tudi več informacij, kar storimo tako, da v zavite oklepaje 
naštejemo ukaze za izrisovanje (primer: možnosti = saoptimset('PlotFcn', 
{@saplotbestf, @saplotbestx, @saplottemperature, @saplotstopping});). 
 
Možnosti, ki jih lahko ima možnost PlotFcn so: 
 @saplotbestf izrisuje najboljšo vrednost kriterijske funkcije 
 @saplotbestx izrisuje trenutno najboljšo vrednost iskanje spremenljivke 
 @saplotf izrisuje trenutno vrednost funkcije 
 @saplotx izrisuje vrednost točke 
 @saplotstopping izrisuje nivoje zaustavitvenih kriterijev 
 @saplottemperature izrisuje temperaturo pri vsaki iteraciji 
 @myfun izrisuje funkcijo, ki jo izdelamo sami. myfun predstavlja ime 
funkcije.  
Če parametrov za izrisovanje v vektor možnosti ne vpišemo, se bo Simulirano 
ohlajanje izvajalo s privzetimi nastavitvami, kar pomeni, da ne bo prišlo do grafičnega 
prikaza rezultatov.  
 
Možnosti ohlajanja določajo, kako se bo temperatura nižala z vsako iteracijo, 
določajo pa tudi njeno začetno vrednost. 'InitialTemperature' je parameter za 
nastavljanje začetne temperature. Privzeta vrednost tega parametra je 100. Začetna 
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temperatura je lahko tudi vektor, ki mora imeti enako dolžino, kot spremenljivka x. Če 
bomo vpisali samo eno skalarno vrednost, bo algoritem simulannealbnd samodejno 
razširil skalarno vrednost začetne temperature v vektor primerne dolžine. 
 
'TemperatureFcn' je funkcija, ki se uporablja za posodobitev temperaturnega 
načrta. Naj označuje k parameter ohlajanja. Kot smo omenili, imamo na voljo naslednje 
možnosti: 
 @temperatureexp temperatura je enaka začetni temperaturi * 0.95^k. To je 
privzeta vrednost. 
 @temperaturefast temperatura je enaka začetni temperaturi / k. 
 @temperatureboltz temperatura je enaka začetni temperaturi / ln(k). 
 @myfun za klic funkcije, ki jo sami izdelamo. 
Nastavitve algoritma: 
Nastavitve algoritma definirajo algoritmične specifične parametre, ki se 
uporabljajo za generiranje nove točke ob vsaki iteraciji. 
 
Parametri, ki jih lahko specificiramo za Simulirano ohlajanje, so: 
 
 'DataType' tip podatkov za uporabo v kriterijski funkciji, vrednosti te možnosti 
so lahko: 
 'double' (privzeto) – vektor tipa double 
 'custom' katerikoli drugi tip 
 
 'AnnealingFcn' funkcija, ki jo uporabljamo za generiranje nove točke pri 
naslednji iteraciji. Možnosti so: 
 @annealingfast korak ima enako dolžino, kot je vrednost temperature. 
To je privzeta vrednost. 
 @annealingboltz Korak je enak kvadratnemu korenu temperature. 





 'ReannealInterval' nastavitev števila sprejetih točk pred ponovnim ohlajanjem. 
Privzeta vrednost je 100. 
 
 'AcceptanceFcn' funkcija uporabljena za določanje, ali novo točko algoritem 
sprejme ali ne. Možnosti so: 
 @acceptancesa funkcija za sprejemanje Simuliranega ohlajanja (to je 
privzeta funkcija). Če je nova vrednost kriterijske funkcije manjša od 









Δ=vrednost novega kriterija - vrednost starega kriterija (razlika 
med vrednostma kriterijskih funkcij), T je trenutna temperatura. Če sta Δ 
in temperatura pozitivni, je možnost sprejema med 0 in ½. Nižja 
temperatura vodi k manjši možnosti sprejemanja. Tudi večja Δ vodi k 
manjši možnosti sprejemanja. 




Zaustavitveni kriteriji določajo, kaj bo povzročilo zaustavitev algoritma. Za 
zaustavitev Simuliranega ohlajanja imamo možnosti: 
 
 'TolFun': Algoritem se izvaja, dokler ni povprečna sprememba vrednosti 
kriterijske funkcije v StallIterLim iteracijah manjša od definirane vrednosti 
parametra TolFun. Privzeta vrednost je 10-6. 
 
 'MaxIter': Algoritem se ustavi, ko število iteracij preseže to definirano 
vrednost. Privzeta vrednost je Inf, torej neskončno. 
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 'MaxFunEval': Ta parameter določa največje število izračunov vrednosti 
kriterijske funkcije. Algoritem se ustavi, če presežemo definirano število 
MaxFunEval. Privzeto število je 3000*numberofvariables (število 
spremenljivk). 
 
 'TimeLimit': Ta parameter določa maksimalen čas v sekundah pred 
zaustavitvijo izvajanja algoritma. Privzeta vrednost je Inf, torej neskončno. 
 
 'ObjectiveLimit': Algoritem se ustavi, ko je najboljša vrednost kriterijske 
funkcije manjša ali enaka nastavljeni vrednosti ObjectiveLimit. Privzeta 
vrednost je -Inf. 
 
Možnosti izpisovanja: 
Možnost 'Display' specificira koliko informacij je prikazanih v ukaznem oknu, 
medtem ko se algoritem izvaja. Možnosti so: 
 'off' na zaslonu ne prikazuje nobene informacije, 
 'iter' prikazuje informacije za vsako iteracijo, 
 'diagnose' prikazuje informacije za vsako iteracijo, vendar se za diagnostiko 
izpisujejo tudi nekateri problemi, 
 'final' prikaže razlog zaustavitve. Ta možnost je privzeta. 
Pri možnosti izpisovanja je uporaben še ukaz 'DisplayInterval', ki lahko zavzema 
pozitivne celoštevilske vrednosti, ki določajo, koliko iteracij se zgodi pred vsakim 
izpisom v ukazno okno. 
 
V primeru, ki je izveden v programskem okolju, smo uporabili enako kriterijsko 
funkcijo kot v prejšnjem primeru (De Jongovo 5. funkcijo ObjectiveFunction = 
@dejong5fcn;). V prvem koraku smo izvedli Simulirano ohlajanje z vsemi privzetimi 





Naslednji korak izvajanja v okolju MATLAB ima dodane dodatne možnosti 
grafičnega prikazovanja, kar smo izvedli tako, da smo ustvarili vektor dodatnih 
možnosti z ukazi za sprotno izrisovanje:  
options = saoptimset('PlotInterval', 10, 'PlotFcns', {@saplotbestf, 
@saplottemperature, @saplotf, @saplotstopping});.  
 
Nov vektor options moramo dodati v ukaz za izvajanje Simuliranega ohlajanja tako, kot 
je opisano na začetku poglavja ([opti_param fval exitFlag output] = simulannealbnd 
(@dejong5fcn, x0, lb, ub, options);). Ob izvajanju Simuliranega ohlajanja se bo sproti 
izrisoval graf z vsemi ukazi, ki smo jih zapisali znotraj 'PlotFcn'.  
 
V našem primeru se bo izrisoval graf, ki je prikazan na sliki 4.1.4. Prvi graf levo 
zgoraj prikazuje, kako se giba najboljša najdena vrednost kriterijske funkcije (fval). 
Opazimo lahko, da je ta vrednost na začetku najvišja, potem pa se zniža, kar pomeni, da 
smo se približali minimumu. Na vrhu grafa se izpisuje še trenutna vrednost fval.  
 
Na drugem grafu desno zgoraj se prikazuje trenutna temperatura, ki pove dolžino 
koraka, ki jo bo algoritem uporabil za generiranje nove testne točke.  
 
Naslednji graf desno spodaj prikazuje trenutno vrednost kriterijske funkcije pri 
trenutni testni točki a0 in a1. 
 
Zadnji graf levo spodaj pa prikazuje nivoje do zaustavitve algoritma. Grafično 
okno, ki izrisuje grafe, ima v levem spodnjem kotu tudi gumba Stop, s katerim lahko 
zaustavimo algoritem in gumb Pause, s katerim lahko prekinemo in nato ponovno 
nadaljujemo s Simuliranim ohlajanjem s klikom na Resume, ki se pojavi namesto 
gumba Pause. Če želimo preveriti še druge možnosti, si lahko preberimo odstavek 
možnosti izrisovanja ter kliknimo na gumb Urejanje dodatnih možnosti v grafičnem 




Slika 4.1.4: Graf dodatnih grafičnih možnosti 
 
V naslednjem koraku smo dodali možnost za spreminjanje začetne temperature. 
Ker iščemo spremenljivki a0 in a1, lahko zapišemo dvodimenzijski vektor temperature. 
To storimo z ukazom options=saoptimset('InitialTemperature',[300 50]);. S 
spreminjanjem začetne temperature se lahko izognemo temu, da bi se algoritem zataknil 
v lokalnih minimum, kar je najpomembnejša lastnost algoritma Simuliranega ohlajanja 
in spreminjamo dolžino koraka pri izbiranju naslednje testne točke, ki jo algoritem 
preučuje. Tudi v tem primeru lahko poljubno spremenimo vektor temperature s klikom 
na gumb Urejanje dodatnih možnosti v oknu prvega primera na sliki 4.1.1 ter 
spreminjamo vektor options v tretjem koraku. 
 
V nadaljevanju bomo preizkusili še spreminjanje funkcije 'TemperatureFcn'. To 
možnost algoritem uporablja za to, da v vsakem koraku na ustrezen način posodobi 
vrednost temperature. Dodatno možnost 'TemperatureFcn' bomo v algoritem dodali 
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tako, da bomo v naš vektor možnosti vpisali 'TemperatureFcn', @temperaturefast. 
Tudi za ta korak lahko preizkusimo druge možnosti, ki so navedene v odstavku 
možnosti temperature s klikom na gumb Urejanje dodatnih možnosti v grafičnem oknu 
prvega primera, ki ga prikazuje slika 4.1.1, in poiščemo četrti korak. 
 
Naslednji, peti korak programa, dodaja spreminjanje možnosti intervala 
ponovnega ohlajanja (reannealing). To storimo z ukazom 'ReannealInterval', ki je 
specifikacija številske vrednosti intervala. V našem primeru je ta vrednost 50. S klikom 
na gumb Urejanje dodatnih možnosti v grafičnem oknu prvega primera, ki ga prikazuje 
slika 4.1.1, in navigacijo na peti korak, lahko spreminjamo to vrednost. 
 
Dodatne možnosti nam ponujajo tudi sprotno izpisovanje pridobljenih rezultatov v 
ukaznem oknu programa MATLAB. V tem šestem koraku moramo specificirati 
možnost 'Display' in 'DisplayInterval'.  
 
Možnost 'Display' nastavimo na 'iter', kar pomeni, da se bodo vrednosti 
izpisovale pri vsaki iteraciji, saj po privzeti vrednosti možnosti 'Display' algoritem ne 
izpisuje podatkov za vsako iteracijo, ampak uporablja vrednost 'final', ki izpiše samo 
zaustavitveni pogoj. Za večjo preglednost izpisa pa bomo 'DisplayInterval' nastavili na 
400, kar pomeni, da se bo izpisala rešitev na vsake 400 iteracij za boljšo preglednost. Če 
želimo nastavitve spremeniti in preizkusiti še ostale vrednosti za 'Dispaly' ter 
podrobneje pregledati gibanje algoritma, lahko s klikom na gumb Urejanje dodatnih 
možnosti v grafičnem oknu prvega primera slika 4.1.1 poiščemo šesti korak ter 
zmanjšamo vrednost 'DisplayInterval' za pogostejši izpis podatkov, ali povečamo za 
redkejši ter spreminjamo vrednost možnosti 'Display', ki so opisane v odstavku 
možnosti izpisovanja. 
 
V zadnjem sedmem koraku realiziramo še spreminjanje zaustavitvenega kriterija. 
To smo storili z ukazom 'TolFun', ki zaustavi algoritem takrat, ko je povprečna 
sprememba kriterijske funkcije manjša od specificirane. V našem primeru smo to 
vrednost nastavili na 10-5, saj je njena privzeta vrednost 10-6, kar pomeni, da se bo 
algoritem prej zaustavil, saj bo prej dosegel povprečno želeno spremembo najboljše 
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najdene rešitve (options = saoptimset(options,'TolFun',1e-5);). Z vpisom options v 
vektor smo zgolj prepisali še vse ostale shranjene spremenljivke vektorja iz prejšnjih 
korakov brez ponovnega pisanja.  
 
S klikom na gumb Urejanje dodatnih možnosti v grafičnem vmesniku prvega 
primera na sliki 4.1.1 in navigacijo na sedmi korak lahko spreminjamo še druge 
zaustavitvene kriterije, ki so opisani v odstavku zaustavitveni kriteriji. 
4.2 Optimizacija kompleksne funkcije 
Če v grafičnem oknu ilustrativnih primerov, ki je prikazano na sliki 4.1, kliknemo 
na gumb primer 2, se odpre okno, kot ga prikazuje slika 4.2.1. 
 
 




V tem primeru iščemo minimum naslednje funkcije: 
 










Datoteko s kriterijsko funkcijo lahko odpremo s klikom na gumb kriterijska 
funkcija. Klik na gumb graf funkcije pa izriše funkcijo, kot jo kaže slika 4.2.2, na kateri 
je z rumeno zvezdo označen minimum funkcije. 
 
 
Slika 4.2.2: Prikaz grafa funkcije podane z enačbo 4.2.1 
 




Vsebino datoteke za izvajanje optimizacije opazovane funkcije odpremo s klikom 
na gumb komandna datoteka, izvajanje minimizacije pa zaženemo s klikom na gumb 
minimizacija funkcije.  
 
V komandni datoteki, ki skrbi za izvajanje minimizacije kriterijske funkcije, smo 
izbrali naslednjo začetno nastavitev parametrov: x1=0.5 in x2=0.5. Vrednosti, ki smo ju 
izbrali, je potrebno zapisati v vektor začetnih vrednosti: x0=[x1, x2]. Pri izbiri začetnih 
vrednosti parametrov moramo biti pazljivi, da jih izberemo v iskanem območju in ne 
izven njega. Sama začetna izbira v večini primerov ne vpliva bistveno na iskanje in na 
rešitev. V primerih, ko domnevamo, da se algoritmu ne uspe rešiti iz lokalnega 
minimuma, je vseeno priporočljivo začetno izbiro spremeniti. Pomagamo si tako, da 
izrišemo graf funkcije, ki jo optimiramo, in postavimo začetno točko v bližino 
minimuma oziroma, tako da povečamo parameter temperature, ki bo algoritmu 
omogočil daljši korak pri generiranju novih testnih točk.  
 
Definiramo lahko tudi spodnjo in zgornjo mejo iskanega področja parametrov, saj 
iz slike grafa 4.2.2 vidimo, da je področje smiselno omejiti. Funkcija se strmo dviga in 
ima minimum v koordinatnem izhodišču. Vendar pa je potrebno poudariti, da to ni 
nujno za samo delovanje algoritma, saj lahko meji pustimo tudi prazni, tako da lb in ub 
definiramo kot prazni matriki [].  
 
Območje iskanja smo definirali kot: lb=[-64, -64] in ub=[64, 64]. 
 
V komandno datoteko smo vključili še nekaj dodatnih možnosti za grafični prikaz, 
ki naredijo izračun preglednejši, oziroma bolj informativen. Uporabili smo naslednji 
ukaz:  
options = saoptimset('PlotInterval', 10, 'PlotFcns', {@saplotbestf, 
@saplottemperature, @saplotf, @saplotstopping}).  
 
Ker je obravnavani primer vključen v Orodje za globalno optimizacijo, smo klic 
kriterijske funkcije realizirali z ukazom:  
preprostprimer = @simple_objective. 
44 
 
Izvajanje optimizacije izvedemo s klicem funkcije simulannealbnd v naslednji 
obliki: 
 [opti_param fval exitFlag output] = simulannealbnd (preprostprimer, x0, lb, 
ub, options). 
 
V nadaljevanju programa smo dodali še ukaze za izpise parametrov v ukazno 
okno. 
 
Na sliki 4.2.3 lahko opazujemo enega od rezultatov optimizacijskega izvajanja.  
 
 
Slika 4.2.3: Grafični prikaz reševanja 
 
Algoritem se je hitro približal minimumu in ostal v bližini vse do zaustavitvenega 
pogoja TolFun, kar pomeni, da je dosegel najmanjšo možno povprečno spremembo 
vrednosti kriterijske funkcije. Iz grafa lahko preberemo še, da je algoritem našel 
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minimum pri vrednosti kriterijske funkcije -0.0316. V ukaznem oknu pa lahko vidimo 
še vrednosti x1= 8.838907e-2 in x2 = - 7.136286e-1 in število iteracij, ki jih je 
algoritem potreboval da je našel rešitev. Potreboval je 2140 iteracij. 
4.3 Optimizacija parametrov modela 
V sklopu tretjega primera smo preizkušali možnosti optimiranja parametrov 
modela s ciljem, da bi se odziv modela pri izbranem vzbujanju čim bolje prilegal 
želenemu odzivu, ki navadno predstavlja odziv realnega procesa. Da bi lažje ocenjevali 
kvaliteto rezultatov, smo odziv optimiranega modela primerjali z odzivom znanega 
modela. 
 
Preizkusili smo dva scenarija, v prvem smo optimirali parametre pri ustrezno 
izbrani strukturi modela, v drugem pa smo strukturo modela namenoma izbrali 
neustrezno. 
 
Datoteke in rezultate tretjega primera lahko opazujemo tudi tako, da odpremo 
grafično okno, kot je prikazano na sliki 4.3.1. 
 
 
Slika 4.3.1: Grafično okno tretjega primera 
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S pritiskom na gumb v prvem stolpcu uporabnik odpre datoteko z natančnimi 
opisi pripravljenih datotek in eksperimentov. Gumbi drugega stolpca so namenjeni 
predstavitvi prvega scenarija, gumbi tretjega in četrtega stolpca pa predstavitvi drugega 
scenarija. 
4.3.1 Optimizacija parametrov modela s primerno strukturo 
Pritisk na gumb z oznako shema primera 4.3.1 odpre simulacijsko datoteko, kot je 
prikazana na sliki 4.3.1.1. 
 
 
Slika 4.3.1.1: Simulacijska shema primera 4.3.1 v Simulinku 
 
Z optimizacijo želimo določiti vrednosti parametrov a0, a1, b0 in b1 v spodnji 
prenosni funkciji. Vrednosti, ki bi jih morali najti, ali se jim ustrezno približati, so vidne 
v zgornji prenosni funkciji. 
 
Za izvajanje optimizacije smo zgradili še dve m-datoteki, katerih vsebino lahko 





Vsebina komandne datoteke poskrbi za definicijo vhodnih pdoatkov v 
optimizacijsko funkcijo simulannealbnd, ki jo v našem primeru kličemo v naslednji 
obliki: 
 
[opti_param, fval] = simulannealbnd (@grlica_prim_4_3_1, x0, lb, ub, 
opt_nastavi); 
 
pri čemer smo vhodne parametre določili na naslednji način: 
 
x0=[1 1 1 1];……………podali smo začetno rešitev (točko) 
lb=[0 0 0 0];…………….spodnja meja parametrov 
ub=[50 50 50 50];………zgornja meja parametrov 
opti_nastavi=optimset('TolX', 1.e-3, 'TolFun', 1.e-3);…………nastavitev parametrov 
optimizacije 
 
V datoteki s kriterijsko funkcijo, ki se imenuje grlica_prim_4_3_1.m, pa smo 
realizirali simulacijski tek modela na sliki 4.3.1.1 ob vzbujanju sistema z enotino 
stopnico, končna vrednost spremenljivke J pa predstavlja oceno uspešnosti trenutne 
nastavitve. 
 
Eden od rezultatov načrtovanja, ki smo ga dobili, je naslednji: 
𝐺(𝑠) =
4.164s + 3.583
𝑠2 + 20.29𝑠 + 22.21
=
4.1643(𝑠 + 0.8604)
(𝑠 + 19.12)(𝑠 + 1.162)
 (4.3.1.1) 
Odziv modela v primerjavi s pravim rezultatom je ilustriran na sliki 4.3.1.2 
 
Uporabnik lahko opazuje izvajanje optimizacije s pritiskom na gumb izvajanje 
primera 4.3.1. Med izračunavanjem se trenutni rezultat izriše v odprtem grafu in tako 
lahko spremljamo napredovanje iskalnega postopka. 
 
Rezultat, kot je ilustriran na sliki 4.3.1.2, lahko uporabnik izriše na zaslon s 














4.3.2 Optimizacija parametrov modela z neprimerno strukturo 
Datoteke za ta primer so strukturirane na enak način kot prej. Pritisk na gumb 
shema primera 4.3.2 odpre datoteko, kot je prikazano na sliki 4.3.2.1. 
 
 
Slika 4.3.2.1: Simulacijska shema pri optimizaciji modela s preveč preprosto strukturo 
 
Tako komandna datoteka kot datoteka s kriterijsko funkcijo sta skoraj enaki kot v 
prejšnjem primeru, le da je sedaj optimizaciji podvržen en parameter manj. 
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Slika 4.3.2.2: Primerjava odzivov sistema (○) in optimiranega modela ( ̶ ) prvega reda 
ob uporabi Simuliranega ohlajanja 
 
Uspešnost optimizacije smo preizkusili tudi za primer, ko je optimirana struktura 
kompleksnejša od tiste prve. S klikom na gumb shema primera 4.3.3 odpremo 
simulacijsko okno, kot je prikazano na sliki 4.3.2.3. 
 
Vse tri primere smo optimirali večkrat, rezultate pa smo shranjevali v datoteke, 
tako da jih je mogoče opazovati tudi kasneje. Temu so namenjeni spodnji trije gumbi 
prvega stolpca na sliki 4.3.1. Do sedaj najboljši končni rezultat, glede na vrednost 





Slika 4.3.2.3: Simulacijska shema pri optimizaciji modela s prekompleksno strukturo 
 
 
Slika 4.3.2.4: Primerjava odzivov sistema (○) in optimiranega prekompleksnega modela 
( ̶ ) 
 
Model optimiranega modela v tem primeru opisuje naslednja prenosna funkcija: 
 
𝐺𝑜𝑝𝑡𝑖(𝑠) =
0.65𝑠5 + 1.99𝑠4 + 3.851𝑠3 + 8.162𝑠2 + 3.221𝑠 + 2.101




Čeprav ni cilj tega dela natančno vrednotenje metode Simuliranega ohlajanja v 
primerjavi z drugimi algoritmi, smo tri predstavljene optimizacijske scenarije 
preizkusili tudi ob uporabi funkcije fminsearch, ki je na voljo v samem MATLABu, in 
uporablja direktno iskalno metodo Nelder-Mead simpleks. 
 
Za prvi scenarij je rezultat optimiranja skoraj identičen pravemu, za drugi pa je 






−0.02724 (𝑠 + 61.52)
(𝑠 + 47.9)
 (4.3.2.3) 
Odziv sistema pa je ilustriran na sliki 4.3.2.5. 
 
 
Slika 4.3.2.5: Primerjava odzivov sistema (○) in optimiranega modela ( ̶ ) določenega z 
uporabo funkcije fminsearch 
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Opisane izračune lahko uporabnik opazuje s pritiskom na gumb nadaljevanje, kot 
je prikazano v četrtem stolpcu na sliki 4.3.1. 
 
Omenimo, da so bili parametri optimizacije izbrani identično kot v primeru 
optimizacije s Simuliranim ohlajanjem, uporabljali pa smo tudi isti simulacijski shemi 
in kriterijski funkciji. 
 
Bistvene razlike, ki jih tukaj lahko opazimo, oziroma pričakujemo, so naslednje: 
 Ob uporabi metode Simuliranega ohlajanja so rezultati ob vsakem zagonu 
drugačni, kar za uporabo funkcije fminsearch ne drži. 
 Metoda Simuliranega ohlajanja je robustna glede na začetno izbiro 
parametrov, kar za metodo Nelder-Mead ne drži. 
 Stresanje poskusov je v splošnem pri metodi Simuliranega ohlajanja 
živahnejše. 
 Čeprav v prikazanih primerih to ni izrazito, je pričakovati, da bi se pri 
večanju parametrov metoda Simuliranega ohlajanja bolje odrezala. 
4.4 Optimiranje regulatorja PID 
Na podoben način kot v prejšnjem primeru, smo metodo Simuliranega ohlajanja 
preizkušali tudi pri problemu optimiranja regulatorja, in sicer smo se najprej odločili za 
PID-strukturo, saj je ena najpogosteje uporabljenih v procesni industriji pa tudi na 
številnih drugih področjih. Pri tem smo upoštevali realizabilno obliko regulatorja, kot jo 
opisuje naslednja prenosna funkcija: 
 













V našem primeru smo načrtovali PID regulator za sistem tretjega reda. Model 




𝑠3 + 8𝑠2 + 19𝑠 + 12
 (4.4.2) 
 
Za navigacijo po obravnavanem primeru je pripravljeno grafično okno četrtega 
primera, do katerega dostopamo s klikom na gumb primer 4 na sliki 4.2. Pri tem se 
odpre okno, ki je prikazano na sliki 4.4.1. 
 
Tudi v tem primeru gumb prvega stolpca odpre datoteko z natančnim opisom 
obravnavanega primera in pripravljenih datotek. V drugem stolpcu pa so gumbi, ki so 
namenjeni ilustraciji tega primera. 
 
 
Slika 4.4.1: Grafično okno četrtega primera 
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Pritisk na gumb shema primera 4.4.1 odpre simulacijsko datoteko, kot je 
prikazana na sliki 4.4.2. 
 
 
Slika 4.4.2: Simulacijka shema četrtega primera 
 
Z optimizacijo želimo določiti vrednosti parametrov KP, KI in KD, ki nastopajo v 
blokih PID regulatorja, konstanto T1 pa smo vedno izbrali kot TD/10. 
 
Za izvajanje optimizacije smo zgradili še dve m-datoteki, katerih vsebino lahko 
uporabnik odpre s pritiskom na gumb komandna datoteka 4.4.1 in kriterijska funkcija 
4.4.1. 
 
Tako kot v prejšnjem primeru, vsebina komandne datoteke poskrbi za definicijo 
vhodnih podatkov v optimizacijsko funkcijo simulannealbnd, ki jo kličemo z ukazom: 
 





pri tem smo vhodne parametre določili na naslednji način: 
 
x0=[1, 0.1, 0.01];………….podali smo začetno rešitev 
lb=[0, 0, 0];……….……….spodnja meja parametrov 




V datoteki s kriterijsko funkcijo, ki se imenuje grlica_prim_4_4_1.m, smo 
realizirali simulacijski tek modela na sliki 4.4.2 ob vzbujanju sistema z enotino 
stopnico. Končna vrednost spremenljivke J pa predstavlja oceno uspešnosti trenutne 
nastavitve regulatorja. 
 
Eden od rezultatov načrtovanja, ki smo ga dobili, je naslednji: 
 








Odziv sistema z načrtanim regulatorjem prikazuje slika 4.4.3, na sliki 4.4.4 pa je 
prikazan regulirni signal. 
 
Uporabnik lahko opazuje izvajanje optimizacije PID regulatorja s pritiskom na 
gumb izvajanje primera 4.4.1. Med izvajanjem se trenutni rezultat izriše v graf in tako 
lahko spremljamo napredek rešitev iskalnega postopka. 
 
Rezultat, ki je ilustriran na slikah 4.4.3 in 4.4.4, lahko uporabnik izriše s klikom 














4.5 Optimizacija prehitevalno-zakasnilnega kompenzatorja 
Grafični vmesnik za peti primer kaže slika 4.5.1. Odpremo ga s klikom na gumb 
primer 5 v oknu grafičnega vmesnika primerov na sliki 4.2. V prvem stolpcu je gumb, s 
katerim dostopamo do opisa primerov, drugi stolpec pripada optimizaciji prehitevalnega 




Slika 4.5.1: Grafično okno petega primera 
 
S Simuliranim ohlajanjem smo poskušali določiti tudi parametre kompenzatorjev, 
ki predstavljajo regulatorje. Pogosto jih načrtujemo v frekvenčnem prostoru, in sicer 
zaradi dejstva, ker so na takšen način pogosto definirani tudi cilji načrtovanja. Strukturo 





Slika 4.5.2: Prikaz vezave blokov s kompenzatorjem 
4.5.1 Optimizacija prehitevalnega kompenzatorja 
V prvem primeru smo optimirali prehitevalni kompenzator, ki je primer PD-
regulatorja. Naloga prehitevalnega kompenzatorja je izboljšanje stabilnostnih razmer in 
pohitritev zaprtozančnega obnašanja, zato to vrsto regulatorja uporabljamo, če imamo 
zaprtozančni sistem, ki je nestabilen oziroma premalo oddaljen od mej nestabilnosti [9]. 










kjer mora biti ∝<1, da bi imel kompenzator prehitevalni značaj. 
 
S Simuliranim ohlajanjem smo iskali neznane parametre kompenzatorja K, T in ∝ 




0.5𝑠3 + 1.5𝑠2 + 𝑠
 (4.5.1.2) 
Prepričamo se lahko, da bi bil zaprtozančni sistem nestabilen, če ga zapremo v 
enotino povratno zanko, saj je trenutna vrednost faznega razločka enaka -60.8°. 
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Predstavitvi optimiranja prehitevalnega kompenzatorja služi drugi stolpec 
gumbov na sliki 4.5.1. S pritiskom na gumb shema primera 4.5.1 lahko odpremo 
simulacijsko shemo sistema s prehitevalnim regulatorjem v Simulinku, kot je prikazano 
na sliki 4.5.1.1. 
 
 
Slika 4.5.1.1: Simulacijska shema sistema s prehitevalnim kompenzatorjem 
 
Z optimizacijo želimo določiti neznane parametre prehitevalnega kompenzatorja. 
 
Za izvajanje primera smo naredili še dve MATLABovi datoteki, katerih vsebino 
lahko uporabnik opazuje s klikom na gumb komandna datoteka 4.5.1 in kriterijska 
funkcija 4.5.1. Za izvajanje Simuliranega ohlajanja in definicijo vhodnih parametrov 
poskrbi komandna datoteka. Pri definiranju vhodnih parametrov moramo biti pozorni na 
to, da omejimo iskalno področje parametra ∝ (0 <∝< 1). 
 
Uporabnik lahko opazuje izvajanje optimizacije s pritiskom na gumb izvajanje 
primera 4.5.1. Med izračunavanjem se trenutni rezultat izriše v odprtem grafu in tako 
lahko spremljamo napredovanje iskalnega postopka. Ko se algoritem zaustavi, pa se 



















Slika 4.5.1.3: Regulirni signal načrtanega zaprtozančnega sistema 
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Na tem mestu je seveda potrebno omeniti, da je pred startom tovrstne optimizacije 
smiselno preveriti, če je z izbrano strukturo ustrezno rešitev sploh mogoče najti, sicer je 
potrebno najprej le-to ustrezno določiti. 
4.5.2 Optimizacija zakasnilnega kompenzatorja 
V drugem primeru smo optimirali zakasnilni kompenzator, ki je poseben primer 
PI-regulatorja. Zakasnilni kompenzator uporabljamo v primerih, ko smo pretežno 
zadovoljni s prehodnim pojavom, izboljšati pa želimo predvsem razmere v ustaljenem 











S Simuliranim ohlajanjem smo določali parametre kompenzatorja K, T in 𝛽 za 




𝑠3 + 3𝑠2 + 2𝑠
 (4.5.2.2) 
 
pri čemer si želimo doseči stabilen zaprtozančni sistem, čim boljše sledenje 
zaprtozančnemu signalu, fazni razloček enak ali večji od 45°, konstanto hitrostnega 
pogreška enako ali večjo od 10, torej 𝑘𝑣≥10. 
 
Predstavitvi optimiranja zakasnilnega kompenzatorja služi tretji stolpec gumbov 
na sliki 4.5.1. S pritiskom na gumb shema primera 4.5.2 lahko odpremo simulacijsko 





Slika 4.5.2.1: Simulacijska shema zakasnilnega kompenzatorja v Simulinku 
 
Celoten kriterij sedaj tvori vsota: 𝐽1+𝐽2+𝐽3, kjer je 𝐽1 vrednost spremenljivke J na 
sliki 4.5.2.1 ob koncu simulacijskega teka, 𝐽2 je 1000, če pogoj za frekvenčni razloček 
ni izpolnjen, sicer je 0, 𝐽3 pa je 1000, če je konstanta 𝐾𝑣 premajhna, sicer je 0. 
 
Za izvajanje primera smo naredili še dve MATLABovi datoteki, katerih vsebino 
lahko uporabnik opazuje s klikom na gumb komandna datoteka 4.5.2 in kriterijska 
funkcija 4.5.2. Za izvajanje Simuliranega ohlajanja in definicijo vhodnih parametrov 
poskrbi komandna datoteka. 
 
Uporabnik lahko opazuje izvajanje optimizacije s pritiskom na gumb izvajanje 
primera 4.5.2. Med izračunavanjem se trenutni rezultat izriše v odprtem grafu in tako 
lahko spremljamo napredovanje iskalnega postopka. Ko se algoritem zaustavi, pa se 
izriše graf z najboljšo najdeno rešitvijo. 
 
Primer rezultata, ki smo ga dobili, prikazuje enačba 4.5.2.3 ter grafa na slikah 




















4.5.3 Optimizacija prehitevalno-zakasnilnega kompenzatorja 
Zadnji primer v sklopu 4.5 predstavlja iskanje neznanih parametrov prehitevalno-
zakasnilnega kompenzatorja. Kot pove že ime kompenzatorja, je to kombinacija že 
omenjenih kompenzatorjev. Prehitevalno-zakasnilni kompenzator je tudi poseben 





















Vidimo, da se od PID-regulatorja razlikuje le po tem, da nima pola točno v 
koordinatnem izhodišču, ampak nekoliko bolj levo. 
 
S Simuliranim ohlajanjem smo iskali parametre kompenzatorja za model sistema, 




0.5𝑠3 + 1.5𝑠2 + 𝑠
 (4.5.3.2) 
 
Predstavitvi optimiranja prehitevalno-zakasnilnega kompenzatorja služi četrti 
stolpec gumbov na sliki 4.5.1. S pritiskom na gumb shema primera 4.5.3 odpremo 
simulacijsko shemo, kot je prikazana na sliki 4.5.3.1. 
 
Za izvajanje primera smo naredili še dve MATLABovi datoteki, katerih vsebino 
lahko uporabnik opazuje s klikom na gumb komandna datoteka 4.5.3 in kriterijska 
funkcija 4.5.3. Za izvajanje Simuliranega ohlajanja in definicijo vhodnih parametrov 





Slika 4.5.3.1: Simulacijska shema sistema in prehitevalno-zakasnilnega kompenzatorja 
 
Uporabnik lahko opazuje izvajanje optimizacije s pritiskom na gumb izvajanje 
primera 4.5.3. Med izračunavanjem se trenutni rezultat izriše v odprtem grafu in tako 
lahko spremljamo napredovanje iskalnega postopka. Ko se algoritem zaustavi, pa se 
izriše graf z najboljšo najdeno rešitvijo. 
 
Primer rezultata, ki smo ga dobili, prikazuje enačba 4.5.3.3 ter grafa na slikah 
4.5.3.2 in 4.5.3.3. 
 






























V nadaljevanju bi lahko vključili v optimizacijo tudi kriterij v frekvenčnem 
prostoru, še učinkoviteje pa bi bilo seveda načrtovanje v povezavi optimizacije z 












V diplomski nalogi smo predstavili optimizacijsko metodo, ki jo poznamo pod 
imenom Simulirano ohlajanje, in sodi v skupino tako imenovanih globalnih 
optimizacijskih postopkov. Opisali smo glavne značilnosti metode in tudi načine njene 
uporabe s pomočjo orodja, ki je realizirano v programu MATALB. S primeri, ki 
vključujejo tudi probleme modeliranja in vodenja, pa smo ilustrirali učinkovitost 
metode pri optimizaciji obravnavanih primerov. 
 
V prihodnje bi kazalo podrobneje obravnavano metodo primerjati z drugimi 
uveljavljenimi optimizacijskimi algoritmi ter raziskati še druge možnosti, katerih 
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