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ICCAS 2020 Detecting anomalous behaviors in …
Detecting anomalous behaviors in multivariate
systems using machine learning
Content
Aircrafts are complex systems that are generating more and more data. An Airbus A320 equipped
with FOMAX (Flight Operations and MAintenance eXchanger) records 24000 parameters and a
Pratt & Whitney PW1000G GTF engine incorporates 5000 sensors, leading to terabytes of data
being recorded for each flight. Modernization of military aircrafts and usage of Unmanned Aerial
Vehicle (UAV) fleets also lead to large quantity of data. Detecting anomalies in those systems is
valuable as a warning system to detect unexpected behaviors, faulty systems to be replaced or even
discard readings of faulty sensors.
Anomalies are defined by contrast to what is normal and thus are very rare events relatively to
the observed ones and can even be unique. Anomalies can be relative to one variable in particu-
lar or to the collective behavior of several variables. They can occur at one point in time or over
an extended time range. Those particularities make it impossible to train algorithm to recognize
anomaly patterns because such patterns are undefined, making the problem unsupervised. Human
are naturally good at finding the odd one out but translating this ability to rule-based systems is
prone to errors, and the ever-increasing quantity of data makes it impossible to screen everything
manually. We present in this study an innovative warning system enabling human experts to re-
view only automatically detected anomalous behaviors.
Anomaly detection, also known as outlier or novelty detection, has been well-studied within di-
verse research areas. Traditional algorithms like the Local Outlier Factor (LOF) have been exten-
sively used but usage of deep learning is an emerging research field. This study focuses on the use
of pattern mining techniques and neural networks for unsupervised anomaly detection on multi
variate time series.
In this study we explain the general approach of unsupervised anomaly detection on multivariate
time series and compare techniques using predictive or generative models on raw data or on auto-
matically transformed data. On one hand, predictive algorithms are trained to predict the future
behavior based on historical data. An anomaly is then detected when the observed behavior dif-
fers from the predicted one. On the other hand, generative algorithms are able to generate normal
data samples by learning the representation of the data. In that case, the difference between a
sample and its reconstructed representation by the generative model is an anomaly indicator. We
present one novel approach which uses traditional methods of time series feature extraction to
create an embedding of multivariate time series as an input of generative neural networks such as
variational auto encoders. We demonstrate how can this approach is used as an innovative warn-
ing system for aircrafts. We also propose a framework to evaluate anomaly detection algorithm
performances in an unsupervised context.
