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1. I NTR~DUCTION 
A number of interesting problems in the theory of hereditary systems 
arisen when the “forcing term” depends not only on the external excitation 
but also on the deviation of the system from a natural position of equilibrium. 
In those cases the problem can be generally reduced to the investigation of a 
system of Volterra integral equations whose kernels generally include func- 
tions of the external forces. A simple example, which however preserves 
the essence of much more complicated systems-thus clarifying the structure 
of the pertinent equation--comes from the field of hereditary mechanics, 
upon considering the model in Fig. 1. In this model, the deflection of the 
T S 
FIG. 1 
two hinged bars system, due to the action of the forces OL and 7, is prevented 
by a viscoelastic spring which in turn reacts with a force S. It is clear that in 
general the deflection w will result a nonlinear functional of the axial load 7. 
Our purpose, next, is to write an equation accounting for this dependence, 
under general assumptions regarding the nature of the viscoelastic spring. 
* This work was supported by the National Institutes of Health under Grant 
No. GM-14633-02. 
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Disregarding inertia effects, equilibrium requires that at time t, the force S 
in the spring be given by 
S(t) = a(t) + 7(t)gLT. (1.1) 
The relationship force-displacement in the spring is assumed to be given 
in terms of a functional 
which accounts for the hereditary effects in the system. 
Substitution of S given by Eq. (1 .l) in Eq. (1.2), furnishes a functional 
relation between the state of the system, represented by w in this case, and 
the external excitation 01 and 7. 
The linearized version of this problem may be obtained by considering 
S=a+rp (1.3) 
and 
(1.4) 
instead of Eqs. (1.1) and (1.2), respectively. The precise nature of the linear 
functional approximation appearing in Eq. (1.4) will not be discussed here. 
We note that the lower limit of integration comes from tacitly assuming the 
existence of a natural state of equilibrium w = cte when a(t) = 7(t) = 0, 
t < 0. 
Elimination of S between Eqs. (1.3) and (1.4) yields 
(1 - 7) w - [‘f(t, 4 7(7) W(T) d7 =g(t), (1.5) 
JO 
which is the pertinent approximate equation of the system. Here g(t) is given 
by 
g(t) = B(t) + /:ftt, ~1 P(T) dT, U-6) 
where p = 01 when we assume the condition of initial straightness of the bar, 
i.e., when w(t) = 0 at t = O-, or alternatively p = 01 + 7wo when an initial 
deviation wa is considered. In general, we will perform the analysis of the 
equations regardless the precise nature of the function g(t). 
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This simple model contains all of the most interesting features of consider- 
ably more complex systems. In fact, in several papers by the author [l]-[7], 
it was shown that the investigation of time behavior and long-term stability 
of a large variety of viscoelastic structures-shells, plates, beam-columns, 
ctc-can be reduced to consideration of an equation similar to (1.5) if the 
proper significance of the quantities appearing in that equation, is given. 
See for instance [4], [5], and [7]. Moreover, in subsequent work [8], [9], it 
was also shown what a fundamental role this equation plays in the discussion 
of long-term behavior and stability of more general, nonlinear, problems in 
the theory of hereditary phenomena. 
2. FORMULATION OF THE PROBLEM 
The function 77 in Eq. (1.5) is assumed to range over the interval 
0<7<1. (2-l) 
Clearly, the upper bound requirement 7 < 1 necessarily appears if we wish 
to avoid the trivial case of instantaneous instability originated as a result 
of the singularity of w at 7 = 1, see [93. 
The general problem associated with Eq. (1.5) is to obtain conditions on 
the external forces and the functionf(t, T) such as to insure boundedness of w 
as t -+ 03. Of importance, next, is to obtain bounds and approximate repre- 
sentations for w(t). The first goal clearly belongs to the class of Tauberian 
problems, and in fact, in previous work some Tauberian results have been 
used to investigate-under very general conditions-the behavior of w when 
TJ is a constant or exhibits an almost constant behavior. This was done in [I], 
[31, 191. 
However, more interesting problems arise when the quantities are less 
restricted, i.e., some knowledge on their bounds or statistical behavior is 
available. In the last fashion, the case of “1 possessing a small randomly 
fluctuating component was investigated in [5] in connection with the stability 
of a viscoelastic rectangular plate. In this paper we generalize the results 
previously reported, in several directions. 
Instead of Eq. (1.5) we shall consider the following, intimately related, 
integral equations 
u(t) - ,: ddf(4 7) 47) d7 = ‘e(t) (2.2) 
and 
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which under appropriate change of variables, namely 
v(t) 
v(t) = - 7 
1 - T(t) 
u=(l -n)w, 
v = rlw, 
reduce to the original equation (1.5). Clearly 
and 
ufv=w 
V -= 
u V* 
(2.4) 
(2.5) 
G-6) 
(2.7) 
(2.8) 
(2.9) 
3. ALMOST CONSTANT BEHAVIOR 
We recall here some basic properties and asymptotic behavior of the solu- 
tion of Eq. (2.2) which will be necessary in our subsequent analysis. 
First we consider the case F = pa constant and f a function of the type 
f(t - T). We can now enunciate the well-known theorem of Paley and 
Wiener [lo] on the Volterra integral equation. 
THEOREM 1 (Paley and Wiener). If the limit 
c = li+ig(t) (3.1) 
etits and f is absolutely integrable, i.e., 
s 
03 
lf(~) I dT < 00 o 
exists, then the limit of u(t) given by Eq. (2.2) is 
if, and only if, 
liiY u(t) = 
C 
1 - vo 
s 
;fW dT ' 
'PO s 
m e-“$f(t) dt # 1, Res>O. 
0 
(3.2) 
(3.3) 
(3.4) 
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If we require the kernel to be nonnegative, then the condition expressed 
by Eq. (3.4) is replaced by 
vo Yf(t) dt < 1, s (3.5) 
a condition which will play a fundamental role in our subsequent analysis. 
If g(t) does not have a limit but possess an upper bound, we may still use 
the following results. Introducing the operator 
(3.6) 
Eq. (2.2) can be written 
It is not difficult to prove now that the inverse operator LG~’ enjoys a monotone 
property in the sense that 
Hence, if c is an upper bound ofg(t), t E R, R = [0, co), 
u(t) < 
C 
s ;f(t) dt ’ 
(3-g) 
1 - TO 
provided f is nonnegative and Eq. (3.5) is satisfied. Further, the solution of 
the Eq. (3.7) can be obtained in terms of the solution of the equation 
LQX = H(t), (3.9) 
where H(t) is the unit step function, by means of the relation 
u(t) = g(t) 40) + To j;w(t - T) 443 
under conditions for which the integral exists, see Ref. [l 11. 
The forgoing results can be summarized in the following: 
(3.10) 
THEOREM 2. Let c be an upper bound of the nonnegative function g(t), 
t E R, f(t) > 0 satis$es Eq. (3.5), x(t) is the solution of Eq. (3.9). Then u in 
Eq. (3.7) is bounded in R and satisfies the Eqs. (3.8) and (3.10). 
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When the kernel f(t, T) = p)(~),f(t, T) is of a more general nature, the 
problem may be still tractable by means of a deep Tauberian result due to 
Pitt [12]. We restrict the kernel to belong to the class ‘6 of functions which 
may be approximated to functions of the type k(t ..- T) in the sense that 
fyt, T) E qq c-. u : ;. u1 , k(t)) implies F(t, T) e-O”- I) and k(r) e 0l belong 
to L and 
Y(t) sup J 
mn. I F(t, T) - k(t - T) 1 e-m(t-7) d7, 
0, I 0 02 () (3.11) 
is bounded and 
lhi y(t) = 0. (3.12) 
Clearly, if f(t, 7) E V(0, < (I < u2 , K(t)) and p)(t) >O has a limit P)~ as 
t -+ OG, then g(t)f(i, 7) and q(~)f(t, T) belong to %‘(ul < u < u2, v,K(f)). 
Then, application of the theorem by Pitt to Eq. (2.2) yields the following: 
THEOREM 3. Supposef(t, T) E~?(O < u1 < u < 02, K(t)), dt) .B 0 has a 
jinite limit ?m , g(t) is bounded in R and 
p)7F j," e--%(t) dt # 1, Re s :> 0. (3.13) 
Then u(t) in Eq. (2.2) is bounded and there exists r and G &pending 
on &)f(t, T) &g(t) such that 
u < rG, PER. (3.14) 
We note that a similar result is obtained by considering the Eq. (2.3). 
When the kernel is specified to be nonnegative, we further require the 
existence of nonnegative approximating functions h(t) such that the condition 
given by Eq. (3.13) is replaced by 
,. 7 
qs ) k(r) dt < 1. (3.15) 
.‘” 
We note that Theorem 3 embodies Theorems 1 and 2 in generality, but it is 
less precise as far as an estimate for an upper bound is concerned. For a 
discussion of upper estimates by assuming a monotone behavior of the kernel 
functions, see [3] and [4]. 
4. BOUNDS~MONOTONICITY OF THE INVERSE OPERATOR 
When q(t) does not have a limit as t -+ cc, it is more difficult to predict 
the behavior of u(t). In this section we discuss some lower and upper bounds 
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for u based on the assumption that y is a bounded function ranging over the 
interval 
v-3 G Fe> G v2, Vl > 0, t ER, v1 , v2 constants, (4.1) 
and that f is a nonnegative function of the type f( t - T). Under these con- 
ditions we can prove the following elementary theorems. 
THEOREM 4. Let c be an upper bound of the nonnegative function g(t), t E R, 
and let 9 satisfy Eq. (4.1). Then, ;ff > 0 and 
‘u(t) in the equation 
u(t) - J: ddf 0 - 4 dT = g(t), 
is bounded in R. 
PROOF. Consider the sequence (un} given by 
uo =g 
%+I = g + s 1 ddf(t - 4 47) dT. 
By recalling the conditions of the hypotheses and observing that 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
it is easily proved in the familiar way that the series CEO (I.J~+~ - u,J con- 
verges absolutely and that the sequence {Us} converges to the bounded func- 
tion u with an upper bound 
u,< 
c 
tsR. (4.6) 
1 - 9~~ I mf (t) dt ’ 0 
We may obtain a more precise upper bound, but we first prove the following 
THEOREM 5. Let z(t), t E R be a continuous bounded function, p(t) andf(t) 
satisfy the cottditkms of Theorem 4. Then 
z(t) 2 j%k)f(t - T> x(T) d7, teR (4.7) 
0 
implies z(t) > 0 in R. 
409/23/2-10 
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PROOF. From Eq. (4.7) we may have x(O) 3 0. Suppose a(0) = 0. We 
first prove that there exists a finite interval p = [0, tl] such that z(t) > 0, 
t E p. Taking into account Eqs. (4.1), (4.2), and (4.7) we see that z(t) < 0 in p 
implies 
where 
I es) I = wt I 40 I 9 t Ep. (4.9) 
. . 
In the same way we may prove that 
I +z> I G I 4td I 9 0 < t, < t, , (4.10) 
which contradicts the equation (4.9). Then z(t) > 0, t E p. The proof is 
completed by observing that z(t) cannot change the sign. In fact, if there 
exists t, such that z(tl) = 0, then from Eq. (4.7) we obtain 
02 s :’ dT>f(tl - 7) z T> dT, (4.11) 
which is a contradiction since v and f ace nonnegative functions, unless 
x=0, tER. 
If z(0) > 0, we omit the first part of the proof. 
We can now prove the following 
THEOREM 6. Let u(t) satisfy Eq. (4.3) and f (t - T), p)(t), g(t), satisfy 
the conditions of Theorem 4. If x and y are the solutions of the equations 
x(t) - v1 tf (t - T) x(T) dT = g(t) 
0 
and 
r(t) - VJZ JIf (t - T>YW dT = g(t), 
(4.12) 
(4.13) 
respectively, then 
0 < x(t) d u(t) <y(t), tER. (4.14) 
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PROOF. Using Theorems 4 and 5 we can establish that 
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(4.15) O<Yd 
C 
1 - Pz 
I 
;f(t) dt - 
Then, to prove that u(t) <y(t), it is enough to prove that 
44 = v(t) - 49 (4.16) 
is positive in R. In fact, comparison of Eqs. (4.3), (4.13), and (4.16) yields 
the following equation for z(t), 
z(t) - ,: v(r)f(t - T) Z(T) dr = ,I (q2 - v)f(t - T) V(T) dr. (4.17) 
The right hand member of Eq. (4.17) is positive and bounded, then z is 
bounded recalling Theorem 4 and z(t) > 0, t E R, recalling Theorem 5. 
In the same way it may be proved that cc > u - x > 0, completing the 
proof. 
We observe that from the last Theorem we may establish the following: 
LEMMA. Let F(T), f (t - r) satisfy the conditions of Theorem 4, and let c 
be a positive constant. If 
u G c + j’+)f (t - T) ~(7) dT, (4.18) 
0 
thm 
o<u<v< 
C 
1 - va /=f (t) dt ’ 
tER, (4.19) 
0 
where v(t) is the solution of 
V - q+ If (t - T) V(T) dr = C. (4.20) 
This is one of the ways that the fundamental lemma by R. Bellman [13] 
can be generalized. See also [14]. 
5. TIME AVERAGES 
We first consider a simple example. Let 
f (t, T) = U8e-b’t-‘), a, 8 > 0. (5-l) 
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be the memory function in Eq. (2.2). It is not difficult to prove that the 
solution II can be represented by 
u(t) z g(t) T &-6f[1-aolf)l f’cp(T)g(T) eh[l-oo(t)l ds, (5.2) ‘0 
where 
u(t) = +-j-l C+(T) dT, 
0 
is the Cesaro mean of function e(t). If the limit 
(5.4) 
exists, we may set v = +[l + #(t)] where # is a function with mean zero. 
Now Eq. (5.4) may be written 
If for instance # is a periodic function taking the values f Y at equal intervals 
of time, and g is an almost constant function with lim+, g = 1, then, for 
large t function u will oscillate from the value 
u,=l+ 4 + 4 
1 - a4(1 + y) ’ 
to the the value 
41 - 4 
% = l + 1 - a&l - “) ’ 
at equal intervals of time. So the mean zi for large t is 
4 
Ii= 1 -&$(l +V) l- 
h 
1 - @(I - V) . (5.6) 
This is a particular case of a more general result. In fact, consider the 
equation 
u - 4 s ; [l -t JI(~)lf(t L T) ~(7) d7 =g(r), 
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where + is a constant and I/ takes the value Y > 0 with probability p, and the 
value - v with probability 1 - p, . Suppose lim,,, g = 1, f > 0 and 
d(l + 4 /;f(t) dt < 1. (5.7) 
The mean value of u is then given by 
c”l-c&+v)+ 
(1 -PA 
1 -I$(1 - v) ’ 
for large t, (5.8) 
as it may be easily established from consideration of Theorem 6. 
6. THE STOCHASTIC CASE-GENERAL REMARKS 
We are interested in the representation of the mean values of u and v given 
by the Eqs. (2.2) and (2.3) under more general conditions than those con- 
sidered in the last section. To accomplish this purpose two different techni- 
ques will be used. An iterative procedure in the fashion of the method of 
successive approximations will be applied on Eq. (2.3), while a technique 
of truncated hierarchies in the way it was suggested by J. Richardson [15] 
to treat stochastic differential equations, will be used on Eq. (2.2). 
We consider v a function of the random variable 7, not necessarily defined 
as in Eq. (2.5). We may consider different cases for the function g(t). 
(1) g(t) not random. 
(2) d4 d P d’ g e en m on a random function OL statistically independent of 7. 
(3) g(a, 7) = gr(a) + ga(T) depending on both random functions cx and 7. 
Only the first case will be considered, but the procedures we use are applica- 
ble to the general case without modification. Function y will be considered a 
stationary random process and the symbol (.) will be used to denote ensemble 
averages. It is assumed that (v) exists and 
TJ = 4[1 + $4 (6.1) 
where + = (v) and z,L is a purely random function with mean zero. It is 
convenient to introduce the not random operator 
and the inverse operator 
,5,-l(-) = (-) + /;h(t - T) (*) dr 
(6.2) 
(6.3) 
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such that L;ly = x - y = L,x and such that y bounded implies x bounded, 
in R. This is insured provided f is absolutely integrable and 
d j-,“f (t> cst dt # 1, Res >O. (6.4) 
We consider here only nonnegative kernels so that the last condition is 
replaced by 
~5 j-,“f (t) dt < 1. (6.5) 
This equation insures that 
s 
m h(t) dt < co 
0 
exists. 
7. SUCCESSIVE APPROXIMATIONS] 
Let v(t) be the solution of the equation 
v(t) - dt> I:,, - 7) ~(7) d7 = g(t) dt). (7.1) 
We consider the sequence (v~} defined by 
4vo =& 
k4z+1 = is(t) + hw ,If (t - T> %(T) dT7 n =o, 1, 
If we introduce now the functions x, defined by 
&x0 =k!c 
L,% = &‘b + $4 l:f (t - T> Xo(T) d7 = ho 
L,+X, = +,h /If (t - T) X1(T) dT = #X1 - #“X0 
-&X2 =&) s:,, - T)+(T)dT = 94x2 - $"x~ + #%I 
. 
. . . 
(64 
(7.2) 
t 
(7.3.3) 
(7.3.4) 
1 It should be noted that the technique of successive approximations as it is used 
in this section is completely equivalent to expansion in a small parameter multiplying 
the fluctuation terms. The author wishes to thank Dr. John Richardson for the com- 
ment on this equivalence. 
(7.3.1) 
(7.3.2) 
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it may be proved by substitution that the nth order approximation V, is 
given by 
VJI = x0 + Xl + --* + % 9 n = 0, l,... . (7.4) 
Invertion of Eq. (7.3.2) yields 
Xl = $0) x0(t) + /)(f - 4 $(4x0(4 d7, 
which substituted in Eq. (7.3.3) furnishes 
L*% = w 1: w - 4 1cI(T> x0(4 dT* 
(75) 
(7.6) 
Recalling Eqs. (7.3.1), (7.3.2), (7.4), and (7.6) we obtain 
45% = 4&> + W) vow + w ,: w - 4 $(T> Vo)o(T) dTP (7.7) 
where v. is a not random function which satisfies the integral equation 
J&v0 = k?b 
Taking averages in Eq. (7.7) 
L,(Q) = &T(t) + ,I c(t - T) h(t - 7) %(T) dT, (7.8) 
where c(T) = (#(t) $(t -j- T)) is the autocorrelation function, we obtain an 
integral equation for the second-order approximation of the mean value of v. 
The same procedure can be used to obtain the corresponding integral equation 
for the higher order approximations of the mean, for instance, 
Ldv3) = U”3) - (Q> x0 
etc. 
+ 1” h(t - 7) dT j’ @J(t) #(T) #(t)> h(T - t) xo(t) dt, (7-g) 
0 0 
8. CONVERGENCE AND STABILITY OF THE APPROXIMATIONS 
Considering Eqs. (7.3) and taking into account the results obtained in 
Section 3, we may easily prove that 
II x0 II G II g II 4r 
318 
where 
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Then the series 
(8.3) 
(8.4) 
converges absolutely and the sequence {v~} converges to the function w, 
t E R, with an upper bound 
/Iv II G Ilg II II TJ II 
1 - II TJ II ,;f(t) dt ’ 
provided 
II VJ II j;f(t) dt < 1. (8.7) 
We are now interested in the accuracy of the approximations obtained with 
the foregoing procedure. It might be expected that a method of successive 
approximations yields good results by truncation at low orders, provided the 
randomly fluctuating component of the process is small enough, i.e., 
119 II< 1. We wish to show that this is not true, i.e., that smallness of (I# 11 
alone is not sufficient to insure accuracy in the present case. In fact, consider 
the simple process studied in Section 5, and assume that $ takes the values 
f Y with equal probability. Then, if we assume + lim,,,g = 1, the asymp- 
totic value of the mean (v), where B satisfies Eq. (7.1), is shown to be 
1 
(0) ---- 
[ 
1+v 
+ 
1 -v 
2 1 -+(l +v) j;fdT 1 -+(l -v) jgufdT 1 ’ for large t, 
while the asymptotic value of the second-order approximation (wz) given by 
the Eq. (7.8)-under the same conditions-is found to be 
<%> - 1 -,$;;fs, + forlarget- (8.9) 
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It is recognized that when +( 1 + V) $F f dt = 1, the exact value given by 
Eq. (8.8) becomes unbounded while the approximate result still remains 
finite. So, in general we must require not only I/$ II< 1 but also 
II P II j-)=(t) dt << 1, 
in order to obtain accuracy. The same remark applies also for higher order 
approximations since they satisfy integral equations of the type 
L*<%,> = F(<%-I), <%-LA-*> %lo)> 
which leads to asymptotic bounded results when + J:f(t) dt < 1. 
9. TRUNCATED HIERARCHIES 
We consider an alternative technique to obtain approximate solutions of 
random integral equations of the type (2.2) or (2.3). For further discussion 
of this method, see Ref. [15]. Consider as an example, Eq. (2.2). 
Under the general remarks of Section 6, we consider the unaveraged 
hierarchy 
obtained after multiplication of the original equation by I,$& **a #n , where 
$$ = qqtr), i = 1, 2, . . . . Taking averages in Eq. (9.1) we obtain the averaged 
hierarchy 
L&) = g + + ,I f(t - T) ($(T) U(T)> dT 
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Assuming local independence of &$a a.* &4(t) and u(t), i.e., 
the first meaningful approximation is obtained by truncation at the second 
order. In so doing we obtain the following consistent set of integral equations 
&&,U) = ‘$1’ f(t - 7) c(t, - T) (u(T)) dT. (94 
0 
In order to eliminate the term (I@) we observe that the first equation (9.4) 
can be written 
and that 
-cb<u) = g + ($4 -L* - (@Gu>> P-5) 
Consequently, we obtain 
L&> - + St h(t - T) dT j‘ c(T - i?)f(T - t) <u(t)> dl = g(t), P-7) 
0 0 
which is the pertinent approximate integral equation for the mean (u). 
A discussion of the solution of Eq. (9.7) is beyond the scope of this paper. 
We wish only to show, in a limiting case, the nature of the approximation 
involved. In fact, we consider the autocorrelation function to be a constant, 
i.e., C = vs. Since - #(t) and h(t) are reciprocal kernels, the following 
relation 
d j: & - T) dT j; f(T - 5) x(t) d5 
= j-1 h(t - T) X(T) dT - # ,: f(t - T) X(T) dr cw 
holds for all X. Then, if we assume C = y2, Eq. (9.7) reduces to 
(U> - 1; [+(I - V2)f(t - T) + v2h(t - T)] (U(T)) dT = g(t). P-9) 
VOLTFXRA INTEGRAL EQUATION 381 
Suppose g has a limit as t + CD and more precisely, lim,,, g = 1. Then 
we have 
(4 - 
1 
1 - #( 1 - v”) Q(t) dt - YZ j,” h(t) dt ’ 
for large t, (9.10) 
if, and only if, 
+(I - v”) f)(t) dt f v2 p(t) dt < 1. (9.11) 
0 
Since 
1 + Jrnh(l) dt = 
1 
0 1 - 4 (-f(t) dt ’ 
(9.12) 
0 
Eq. (9.10) reduces to 
<u> -
* 
1 - 4(1 + v) p(f) dt 
-f s 
1 - $(l - v) lrnf(t) dt ’ 
for large t, 
0 0 
(9.13) 
which is the exact asymptotic value of the mean (u) when t,L takes the values 
f v with equal probability, 
The condition of stability given by Eq. (9.11) reduces to 
1 
1 1 > 0, 
(9.14) 
1 - 4(1 + v) p(t) fit 
+ 
1 - C(1 - v) p(t) dt 
which is satisfied provided 
b(l f v) y(t) dt < 1. $ 
(9.15) 
0 
We note that the same asymptotic result is obtained if the autocorrelation 
function tends asymptotically to a constant value. 
10. DISCUSSION 
Consideration of long term stability of some linear hereditary phenomena 
has motivated the investigation of a Volterra integral equation of the type 
L,(u) = I( - 
I 
t cp(r)f(t - T) U(T) d7 = g(t). 
0 
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It is shown that the inverse operator L;’ enjoys some monotone properties 
in the sense that g, 3 g, ti L;‘g, 3 L,lg, and that p?r > pz * L;:g > Lzg. 
Under the conditions which insure monotonicity, bounds for u(t), t E R, have 
been obtained in Section 4. 
The stochastic version of this problem have been tackled by two alter- 
native methods. A technique of successive approximations yields a sequence 
of not random integral equations of the type 
Lm<un> = F(<u,-2, 0~s) *.. 4 ?I = 1, 2,..., 
for the successive approximations of the mean (u,). Conditions for the 
convergence of the procedure have been investigated, and the accuracy of the 
lower order approximations has been discussed. It was shown that the 
method yields good results provided 
II v I/ j-)(t) dt < 1, and II * II < 1. 
A technique of truncated hierarchy surmounts this restriction although 
yields to a more involved integral equation for the approximated mean (u). 
It was shown by consideration of a simple stochastic process that this tech- 
nique yields to the exact value of the mean for large values of t. 
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