Generation of geometrical phases and persistent spin currents in 1-dimensional rings by Lorentz-violating terms  by Casana, R. et al.
Physics Letters B 746 (2015) 171–177Contents lists available at ScienceDirect
Physics Letters B
www.elsevier.com/locate/physletb
Generation of geometrical phases and persistent spin currents in 
1-dimensional rings by Lorentz-violating terms
R. Casana, M.M. Ferreira Jr. ∗, V.E. Mouchrek-Santos, Edilberto O. Silva
Universidade Federal do Maranhão (UFMA), Departamento de Física, Campus Universitário do Bacanga, São Luís, MA, 65080-805, Brazil
a r t i c l e i n f o a b s t r a c t
Article history:
Received 26 January 2015
Received in revised form 23 April 2015
Accepted 23 April 2015
Available online 28 April 2015
Editor: M. Cveticˇ
We have demonstrated that Lorentz-violating terms stemming from the fermion sector of the SME are 
able to generate geometrical phases on the wave function of electrons conﬁned in 1-dimensional rings, 
as well as persistent spin currents, in the total absence of electromagnetic ﬁelds. We have explicitly 
evaluated the eigenenergies and eigenspinors of the electrons modiﬁed by the Lorentz-violating terms, 
using them to calculate the dynamic and the Aharonov–Anandan phases in the sequel. The total phase 
presents a pattern very similar to the Aharonov–Casher phase accumulated by electrons in rings under 
the action of the Rashba interaction. Finally, the persistent spin current were carried out and used to 
impose upper bounds on the Lorentz-violating parameters.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.1. Introduction
The standard model extension (SME) [1] was proposed as 
an extension of the minimal standard model including terms of 
Lorentz symmetry violation in all interaction sectors. Its gauge sec-
tor has been much investigated in several respects [2–6], includ-
ing photon–fermion interactions [7], nonminimal couplings with 
higher order derivatives [8], and higher dimension operators [9]. 
The initial investigations on the fermion sector of the SME were 
associated with the breaking of the CPT symmetry [10], its consis-
tency, stability, hermiticity, quantization respects [11], its nonrela-
tivistic regime, Foldy–Wouthuysen transformation [12], and some 
modiﬁed Dirac equations [13]. The fermion sector of the SME is 
described by the following Lagrangian,
LTotal = 12 iψ
ν←→∂ νψ − ψMψ, (1)
where the ﬁeld ψ is a Dirac spinor, and
ν = γ ν + cμνγμ + dμνγ5γμ + 1
2
gλμνσλμ, (2)
M =m + aμγ μ + bμγ5γ μ − 1
2
Hμνσ
μν, (3)
with the terms cμν , dμν , gλμν , aμ , bμ and Hμν standing for 
Lorentz-violating (LV) tensors, which have the following mass di-
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SCOAP3.mension: 
[
aμ
] = [bμ] = [Hμν] = 1, [cμν ] = [dμν ] = [gλμν] = 0. 
While aμ and bμ break the CPT symmetry, the terms cμν , dμν
and Hμν are CPT-even. The modiﬁed Dirac equation is[
iν∂ν − M
]
ψ = 0, (4)
whose nonrelativistic regime was analyzed in Ref. [12]. The phys-
ical effects induced by these parameters are used to state upper 
bounds on their magnitude [14,15].
Condensed matter systems constitute a proper environment in 
which Lorentz-violating theories may ﬁnd application, once are 
usually endowed with rotation invariance breakdown or privileged 
directions. Two dimensional electron systems have demonstrated 
to be a rich ﬁeld where spin–orbit interaction plays a very relevant 
role in connection with the spintronics, where geometrical phases 
and persistent currents are remarkable observables. Geometrical 
phases in quantum mechanics have been much investigated since 
Berry’s seminal demonstration about the phase accumulated in a 
cyclic adiabatic evolution [16], and the Aharonov–Anandan dis-
covery about the geometrical phase developed in a cyclic nona-
diabatic evolution [17]. Observable effects of geometrical phases 
in condensed matter systems have been reported since the 80s, 
as the conductance oscillations due to Aharonov–Bohm effect in 
mesoscopic systems [18]. In the early 90s, it was shown that the 
motion of electrons in mesoscopic rings in the presence of mag-
netic ﬁeld implies the generation of Berry phase [19]. In 1992, 
Mathur & Stone [20] showed that conductance oscillations in semi-
conductors are a signature of the Aharonov–Casher effect [21]. 
Balatsky & Altshuler [22] investigated the motion of electrons in  under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
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sponsible by the Aharonov–Casher effect. Aronov & Lyanda-Geller 
[23] investigated the motion of electron in conducting rings, show-
ing that the spin–orbit interaction gives origin to a Berry phase in 
an adiabatic cyclic evolution. Qian & Su [24] argued that electrons 
in a nonadiabatic cyclic evolution in mesoscopic rings acquire an
Aharonov–Casher phase composed of a dynamic and an Aharonov–
Anandan phase, which in the adiabatic limit recovers the Berry 
phase obtained by Aronov & Lyanda-Geller. Implications involv-
ing the geometrical phases associated with persistent currents [25]
and transport properties in mesoscopic rings [26] were addressed 
in several works [19,22,27–37].
The Rashba interaction on electrons conﬁned in a 1-dimensional 
ring can be addressed as stated in Ref. [26]. The starting Hamil-
tonian is H = 12m [p− μ(σ × E)]2, where the electric ﬁeld is 
E = E (cosχ rˆ − sinχ zˆ), the term p · (σ × E) represents the Rashba 
interaction, and σ = (σx, σy, σz) represents the Pauli matrices. The 
corresponding eigenenergies are
E = 1
2mr20
[
n − 
AC
2π
]2
, (5)
where r0 is the radius of the ring, and 
AC = −π (1− λ±) is the 
Aharonov–Casher phase developed by the eigenspinor,
(±) = einϕ
[
cos (β±/2)
± sin (β±/2) eiϕ
]
, (6)
after a complete cycle. Here, λ± = ±
√
ω21 + (ω3 + 1)2, β− = π −
β+ , tanβ± = ω1/ (ω3 + 1), ω1 = (μEr/c) sinχ , ω3 =
(μEr/c) cosχ . From the eigenspinors (6), one evaluates a dynamic 
phase, 
(±)dyn , and the Aharonov–Anandan geometrical phase, 

(±)
AA , 
whose sum yields the total AC phase that appears in Eq. (5).
Investigations about the generation of topological phases by 
Lorentz-violating terms have begun in the context of a CPT-odd 
nonminimal coupling between photons and fermions [38]. New 
studies involving Aharonov–Bohm, Aharonov–Casher and topolog-
ical phases in scenarios endowed with Lorentz symmetry break-
ing were developed in Refs. [39,40]. The interesting similarity 
between Lorentz-violating terms of the SME fermion sector, re-
garded in the nonrelativistic limit, and some spin–orbit inter-
actions of the condensed matter systems, as the Rashba term, 
HRashba = αR
(
σy px − σxpy
)
, and the Dresselhauss interaction, 
HD = β
(
σxpx − σy py
)
, were discussed in recent works [41–44]. 
It was veriﬁed that the nonrelativistic limit of the mass term, 
Hμνσμν , leads to the Rashba spin–orbit interaction, that appears 
as a consequence of an inversion asymmetry potential in a semi-
conductor interface, in the presence of an electric ﬁeld [31]. In this 
case, the tensor component H0i corresponds to the Rashba cou-
pling constant (αR ): αR = H0i/m, so that H0i plays the role of the 
electric ﬁeld, E . The Rashba term has appeared also in the con-
text of the Dirac equation modiﬁed by a CPT-even nonminimal 
coupling [42] and a CPT-odd nonminimal coupling [43]. Recently, 
it was discussed that the term dμν can recover the Dresselhauss 
interaction [41].
The purpose of this work is to show that the tensor background, 
dμν , provides nonrelativistic contributions to the Hamiltonian of 
electrons conﬁned in a 1-dimensional ring, which alter the corre-
sponding eigenenergies and eigenspinors in a compatible way with 
the generation of geometrical phases analogue to the ones pro-
duced by the Rashba interaction in condensed matter systems. It 
occurs in the entire absence of electric or magnetic ﬁelds. These 
phases are also associated with induced persistent spin currents, 
which constitute a feasible route to constrain the Lorentz-violating 
parameters in mesoscopic systems at a level much better than pre-
viously supposed [41].2. Induction of geometrical phases and persistent spin currents 
by Lorentz-violating terms
We now investigate the effects played by some terms stemming 
from the fermion sector of the SME on the wave function of elec-
trons conﬁned in 1-dimensional rings, pointing out that we are 
using natural units,  = 1, c = 1. Particularly, we are interested in 
the Dirac equation, in the absence of electromagnetic ﬁeld,(
iν∂ν −m
)
 = 0, (7)
where
ν = γ ν + dμνγ5γμ, (8)
with dμν being the CPT-even, symmetric and traceless tensor be-
longing to fermion sector of the SME. The nonrelativistic Hamil-
tonian associated with Eq. (7), obtained under the condition 
|p|2 <<m2, is
H = p
2
2m
+md j0σ j + d jk p jσ k + d00p jσ j
− 3
2
d0 j
p j plσ l
m
+ p
2
2m2
dmj p
jσm + d jk p j pk2m2 p
lσ l. (9)
The effective nonrelativistic Hamiltonian, composed of the more 
meaningful terms, is
H = p
2
2m
−md jσ j + d jk p jσ k + d00p jσ j, (10)
where d j = −d j0. The term d jσ j = d · σ acts providing a Zeeman-
like effect or a magnetic moment contribution in the case the 
vector d could play the role of a magnetic ﬁeld. This term will 
not be considered anymore, since we focus attention on the terms 
d jk p jσ k and d00p jσ j that provide analogue structures to the 
Rashba and Dresselhauss interactions. The tensor dμν is CPT-even, 
and its elements can be classiﬁed under the action of the discrete 
operations: P (parity), C (charge conjugation), T (time reversal). 
All them are C-odd, and PT-odd. The elements d00, dij are T -even 
and P -odd, while the coeﬃcients d0i are T -odd and P -even. The 
T-even character of d00, dij will allow to obtain persistent spin cur-
rent but no charge current [25,29,31] in the next sections.
2.1. Phases and spin currents generated by the coeﬃcients dij
We begin our investigation doing d00 = d0i = 0, and keeping 
our attention in the term d jk p jσ k , so that the Hamiltonian (10)
becomes
H = p
2
2m
+ dijσ i p j, (11)
presenting a general structure analogue to the Rashba and Dres-
selhauss interactions. The term dijσ i p j can be explicitly written 
as
dijσ i p j = d11σxpx + d22σy py + d12
(
σxpy + σy px
)
. (12)
Here, we have used d12 = d21, and taken pz = 0, once the elec-
tron moves on the plane. We have also set d32 = d31 = d33 = 0, so 
that dij becomes a 2 × 2 matrix. Choosing d22 = −d11, the tensor 
dμν becomes traceless, as required. Considering that the electron 
moves on a ring of ﬁxed radius, r = r0, we can write the momen-
tum in polar coordinates,
px = sinϕ
[
i
∂
]
, py = −cosϕ
[
i
∂
]
, (13)r0 ∂ϕ r0 ∂ϕ
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dijσ i p j = α11
(
σx sinϕ + σy cosϕ
)[
i
∂
∂ϕ
]
+ α12
(−σx cosϕ + σy sinϕ)
[
i
∂
∂ϕ
]
, (14)
where α11 = (1/r0)d11, α12 = (1/r0)d12.
The Hamiltonian (11), in polar coordinates, is
H = 
[
i
∂
∂ϕ
]2
+ α11
(
σx sinϕ + σy cosϕ
)[
i
∂
∂ϕ
]
+ α12
(−σx cosϕ + σy sinϕ)
[
i
∂
∂ϕ
]
, (15)
with  = 1/2mr20 . We can observe that the term dijσ i p j yields a 
contribution equal to the Dresselhauss interaction,
HDresselhauss = αD
(
σx sinϕ + σy cosϕ
)[
i
∂
∂ϕ
]
, (16)
and one analogue, but not equal, to the Rashba interaction,
HRashba = αR
(
σy sinϕ + σx cosϕ
)[
i
∂
∂ϕ
]
. (17)
When the Hamiltonian (11) is written in polar coordinates, as 
Eq. (15), it lets to be hermitian, as pointed out in Refs. [28,31]. 
In order to ﬁnd its hermitian form, we follow the procedure of 
Ref. [31], achieving
H = 
[
i
∂
∂ϕ
]2
+ [α11 (σ˜ρ)− α12 (σ˜ϕ)]
[
i
∂
∂ϕ
]
+ i
2
[
α11
(
σ˜ϕ
)+ α12 (σ˜ρ)] , (18)
where
σ˜ρ = σx sinϕ + σy cosϕ, (19)
σ˜ϕ = σx cosϕ − σy sinϕ, (20)
with σ˜ϕ = ∂ϕσ˜ρ , σ˜ρ = −∂ϕσ˜ϕ , and
σ˜ρ =
[
0 −ie−iϕ
ieiϕ 0
]
, σ˜ϕ =
[
0 eiϕ
e−iϕ 0
]
. (21)
Except for a constant term, 
(
α211 + α212
)
/ (2)2, the Hamilto-
nian (18) can be compactly read as
H = 
[
i
∂
∂ϕ
+ 1
2
[
α11
(
σ˜ρ
)− α12 (σ˜ϕ)]
]2
, (22)
the form to be considered henceforth.
Now, we should evaluate the eigenenergies of electrons gov-
erned by the nonrelativistic Hamiltonian (22). We solve this prob-
lem for H ′ , given as
H ′ =
[
i
∂
∂ϕ
+ [β11 (σ˜ρ)− β12 (σ˜ϕ)]
]
, (23)
that is, H ′ =  , so that the eigenenergies are E = 2. Here, 
β12 = α12/2, β11 = α11/2. This operator has the matrix form,
H ′ =
[
i ∂
∂ϕ −βei(ϕ+δ)
−βe−i(ϕ+δ) i ∂
∂ϕ
]
, (24)
whereβ =
√
β212 + β211, tan δ =
β11
β12
, (25)
or
β =mr0
√
d212 + d211. (26)
The eigenspinors have the general form,
n,λ (ϕ) = eiλnϕ˜ (ϕ) = eiλnϕ
[
a
be−iϕ
]
, (27)
with n ∈ Z, λ = ±1. Solving the equation, H ′ (ϕ) =  (ϕ), we 
ﬁnd eigenenergies
En = 
{
λn − 1
2
[
1+ (−1)μ
√
1+ 4β2
]}2
, (28)
associated with spin down (μ = 1) or spin up (μ = 2) states. This 
energy expression can be read as
En = 
[
λn − (−1)μ 

(μ)
Total
2π
]2
, (29)
where


(μ)
Total = (−1)μ π
[
1+ (−1)μ
√
1+ 4β2
]
(30)
is the total phase induced on the electron eigenspinors,

(μ)
n,λ = eiλnϕ˜(μ) (ϕ) , (31)
by the Lorentz-violating term, analogue to the Aharonov–Casher 
phase induced by the Rashba term [24–27,31,35]. This total phase 
is composed of a dynamic part and a geometrical contribution, as 
it will be seen as follows.
The normalized eigenspinors, ˜(μ) (ϕ), corresponding to the 
eigenenergies (29),
˜(1) (ϕ) =
[
cos (θ/2)
sin (θ/2) e−i(δ+ϕ)
]
, (32)
˜(2) (ϕ) =
[
sin (θ/2)
− cos (θ/2) e−i(δ+ϕ)
]
, (33)
represent the spin down and spin up, respectively. Here, we also 
have
tan (θ/2) = − 1
β
[
1
2
− 1
2
√
1+ 4β2
]
, (34)
sin2 (θ/2) =
(
1−
√
4β2 + 1
)2
, (35)
sin θ = −4β
(
1−
√
4β2 + 1
)
, (36)
cos θ = 1/
√
1+ 4β2, (37)
where  =
[(√
4β2 + 1− 1
)2 + 4β2]−1.
Now, we evaluate the phases developed by the spinors (μ)n,λ : 
the dynamic phase (dyn), the Aharonov–Anandan (AA) geometrical 
phase, and the total one. We ﬁrst determine the phases associated 
with the eigenspinor (1)n,λ . The AA geometrical phase [17,25] is 
given by


(1)
AA = i
2π∫ [
˜(1) (ϕ)
]† d˜(1) (ϕ)
dϕ
dϕ, (38)0
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(1)
AA = 2π sin2 (θ/2) . (39)
On the other hand, the dynamic phase [16,25,26] is given by


(1)
dyn = −
2π∫
0
[
˜(1) (ϕ)
]†
Heff ˜
(1) (ϕ)dϕ, (40)
involving
Heff = −
[
β11
(
σ˜ρ
)− β12 (σ˜ϕ)] , (41)
that takes on the matrix form
Heff =
[
0 βei(δ+ϕ)
βe−i(δ+ϕ) 0
]
. (42)
The evaluation implies


(1)
dyn = −2πβ sin θ. (43)
The total phase, 
(1)Total = 
(1)AA + 
(1)dyn , acquired by the spinor, 

(1)
n,λ , is:


(1)
Total = −π
(
1−
√
1+ 4β2
)
. (44)
Repeating all evaluations for the spinor (2)n,λ , in accordance 
with the deﬁnitions,


(2)
AA = i
2π∫
0
[
˜(2) (ϕ)
]† d˜(2) (ϕ)
dϕ
dϕ, (45)


(2)
dyn = −
2π∫
0
[
˜(2) (ϕ)
]†
Heff ˜
(2) (ϕ)dϕ, (46)
the generated phases are


(2)
AA = 2π cos2 (θ/2) , (47)


(2)
dyn = 2πβ sin θ. (48)
The total phase, 
(2)Total = 
(2)AA + 
(2)dyn , is


(2)
Total = π
(
1+
√
4β2 + 1
)
. (49)
Now, we note that it is possible to write the results (44) and 
(49) as


(μ)
Total = (−1)μ π
[
1+ (−1)μ
√
1+ 4β2
]
, (50)
with β given by Eq. (26). Note that it coincides with Eq. (30), jus-
tifying the expression (29) for the eigenenergies. Hence, we have 
shown that the Lorentz-violating term dijσ i p j generates, in the en-
tire absence of electromagnetic ﬁeld, geometrical and total phases 
analogue to the ones provided by the Rashba coupling in con-
densed matter systems, as previously discussed in Refs. [25–27,31,
35].
In the case the time reversal (T ) is a symmetry of the system, 
there exists no persistent charge current and only persistent spin 
current can arise [25,29,31]. More details about persistent currents 
can be found in Refs. [33,45]. As the parameters d00, dij are T -even 
and the Hamiltonian (11) is T -symmetric, a nonnull spin current 
may be induced [31], being deﬁned asJz = (μ)†n,λ
{
vϕ, sz
}

(μ)
n,λ , (51)
where (μ)n,λ is the spinor (31) and vϕ = ir0 [H,ϕ] is the azimuthal 
velocity along the ring,
vϕ = − i
mr0
∂ϕ −
(
d11σ˜ρ − d12σ˜ϕ
)
. (52)
The measurable current is a kind of average on the degenerate 
states of the system [33] divided by the dimension of the system, 
that is,
Iz = 1
2πr0
〈Jz〉 , (53)
with
〈Jz〉 =
[

(2)
1,+
]† {
vϕ, sz
}

(2)
1,+ +
[

(1)
0,−
]† {
vϕ, sz
}

(1)
0,−
+
[

(2)
−1,−
]† {
vϕ, sz
}

(2)
−1,− +
[

(1)
0,+
]† {
vϕ, sz
}

(1)
0,+,
(54)
being the average spin current carried out on the four degenerate 
states, (1)0,− , 
(1)
0,+ , 
(2)
1,+ , 
(2)
−1,− , with energy 
1
4
[
1−√1+ 4β2]2.
Performing the evaluation (54) with
{
vϕ, sz
}= 1
mr0
[−i∂ϕ 0
0 i∂ϕ
]
, (55)
we obtain the spin current density:
Jz = 2
mr0
(cos θ − 1) . (56)
Considering the expression (37), and expanding cos θ for small β2, 
the measurable current is
Iz = 1
πmr20
(cos θ − 1) 	 2β
2
πmr20
, (57)
which can be properly used to constrain the magnitude of the dij
coeﬃcients. For a consistency issue, it is possible to demonstrate 
that the charge current, (μ)†n,λ vϕ
(μ)
n,λ , evaluated over the degener-
ated states regarded in Eq. (54), is really null, as expected.
2.2. Phases and spin currents generated by the coeﬃcient d00
It is possible to show that similar effects are induced by the 
term d00σ j p j of the Hamiltonian (10), written as
d00σ
j p j = d00
(
σxpx + σy py
)
. (58)
In this case, we set dij = 0, and d33 = −d00, in (10), so that we 
consider the simple Hamiltonian
H = p
2
2m
+ d00σ i pi, (59)
which for an electron in a constant radius ring, r = r0, in polar 
coordinates, is
H = 1
2mr20
[
i
∂
∂ϕ
]2
+ α00
(
σx sinϕ − σy cosϕ
)[
i
∂
∂ϕ
]
, (60)
for α00 = (1/r0)d00. The hermitian form of this Hamiltonian is
H = 
[
i
∂
]2
+ α00σ¯ρ
[
i
∂
]
+ i α00σ¯ϕ, (61)
∂ϕ ∂ϕ 2
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σ¯ρ = σx sinϕ − σy cosϕ, (62)
σ¯ϕ = σx cosϕ + σy sinϕ. (63)
The Hamiltonian (61) can be read as a squared form
H = 
[
i
∂
∂ϕ
+ 1
2
α00σ¯ρ
]2
, (64)
except by the term α200/ (2)
2. Observing that H = H ′′ 2, the 
Hamiltonian (64) is expressed as
H ′′ =
[
i ∂
∂ϕ iβ00e
−iϕ
−iβ00eiϕ i ∂∂ϕ
]
, (65)
where
β00 = (mr0)d00. (66)
The eigenenergies are
En = 
{
λn + 1
2
[
1− (−1)μ
√
1+ 4β200
]}2
, (67)
En = 
[
λn − 

(μ)
Total
2π
]2
, (68)
with n ∈ Z, λ = ±1, and


(μ)
Total = −π
[
1− (−1)μ
√
1+ 4β200
]
. (69)
The eigenspinors have the general form
χ
(μ)
n,λ = eiλnϕχ˜ (μ) (ϕ) , (70)
and explicit solution
χ˜ (1) (ϕ) =
[
cos (ϑ/2)
i sin (ϑ/2) eiϕ
]
, (71)
χ˜ (2) (ϕ) =
[
sin (ϑ/2)
−i cos (ϑ/2) eiϕ
]
, (72)
with μ = 1 or μ = 2 representing spin down and spin up, respec-
tively, and
tan (ϑ/2) = 1
β00
[
1
2
+ 1
2
√
1+ 4β200
]
, (73)
sin2 (ϑ/2) =
(
1+
√
4β200 + 1
)2
(√
4β200 + 1+ 1
)2
+ 4β200
, (74)
cosϑ = −1/
√
1+ 4β200. (75)
Following the same steps of the ﬁrst case, we obtain the AA 
and dynamic phases for the spinor ˜(1):


(1)
AA = −2π sin2 (ϑ/2) , (76)


(1)
dyn = −2πβ00 sinϑ, (77)
and for the spinor ˜(2):


(2)
AA = −2π cos2 (ϑ/2) , (78)


(2) = 2πβ00 sinϑ, (79)dynimplying the total phases


(1)
Total = −π
(
1+
√
1+ 4β200
)
, (80)


(2)
Total = −π
(
1−
√
1+ 4β200
)
, (81)
which are in the pattern of expression (69). Thus, we conclude that 
the coeﬃcient d00 also succeeds in generating geometrical and to-
tal phases to electrons in 1-dim rings similar to the ones provided 
by the Rashba or Dresselhauss interactions.
The measurable current stems from Eq. (53), with spinors χ(μ)n,λ
given Eq. (70) and the average density current explicitly written as
〈Jz〉 =
[
χ
(2)
0,+
]† {
vϕ, sz
}
χ
(2)
0,+ +
[
χ
(2)
0,−
]† {
vϕ, sz
}
χ
(2)
0,−
+
[
χ
(1)
1,−
]† {
vϕ, sz
}
χ
(1)
1,− +
[
χ
(1)
−1,+
]† {
vϕ, sz
}
χ
(1)
−1,+, (82)
while χ(2)0,− , χ
(2)
0,+ , χ
(1)
1,− , χ
(1)
−1,+ are the four degenerate states with 
energy 14
[
1−
√
1+ 4β200
]2
.
The evaluation (54) leads to the following spin current density:
Jz = 2
mr0
(1+ cosϑ) , (83)
related to the corresponding persistent spin current
Iz = 1
πmr20
(1+ cosϑ) 	 − 2β
2
00
πmr20
, (84)
or Iz = −2md200/π , to be used in the next section to impose upper 
limits on the magnitude of the LV parameters.
3. Upper bounds on the LV parameters
An interesting issue concerns the use of these results to obtain 
upper bounds on the magnitude of the Lorentz-violating coeﬃ-
cients, dij , d00, responsible for the effects here reported. In accor-
dance with Ref. [14], the best upper bounds on the coeﬃcients dij
reach the level of 1 part in 1014–1015, being achieved by means 
of TeV inverse Compton radiation from astronomical sources [15]. 
There are not tight bounds at all for these coeﬃcients in the con-
text of condensed matter systems. In Ref. [41], there were esti-
mated upper bounds of the order dij < 10−2 by straightforward 
comparison with the Rashba constant magnitude in electronic sys-
tems. However, the phenomenology of electrons in 1-dim rings can 
provide some mechanisms that can “amplify” the Lorentz-violating 
effects, leading to much better upper bounds. There are at least 
two main routes to do it: one involving measurements of topo-
logical phases, other related to measurements of persistent spin 
currents.
The ﬁrst route to set upper limits in the LV parameters is an-
alyzing the geometrical phases induced in the absence of ﬁelds. 
Since 1989 it is experimentally known the possibility of measur-
ing A-Casher phases as small as 10−3 rad [46,48]. There are also 
several works analyzing the conductance oscillations and transport 
properties in 1-dim rings endowed with induced A-Casher phase 
[26,27,30,34,35,37,47]. As in the present work the LV terms pre-
dict phase and persistent current induction independently of elec-
tromagnetic ﬁelds, a suitable experiment to constrain such terms 
should investigate the generation of geometrical phase and corre-
lated effects on 1-dimensional electrons in the absence of spin–
orbit couplings and electromagnetic ﬁelds.
176 R. Casana et al. / Physics Letters B 746 (2015) 171–177We should ﬁrst consider the total phase yielded by the co-
eﬃcient d00, given by Eq. (69). Taking μ = 1 and considering 
β200 << 1, we have 
∣∣∣
(μ)Total
∣∣∣	 2πβ200 = 2π (mr0)2 d200, in accordance 
with Eq. (66). For electrons of effective mass m = 0.05me in a typ-
ical mesoscopic ring with r0 = 1 μm, it holds mr0 = 1.3 × 105 [47,
48]. If we consider a mesoscopic ring in the absence of ﬁelds and 
spin–orbit couplings, no phases can be generated at all, so that we 
state 
∣∣∣
(μ)Total
∣∣∣< 10−3 rad. This general condition leads to:
|d00| < 1.0× 10−7, (85)
standing for a bound that can be communicated for the compo-
nents dij , once the tensor dμν is traceless. In the conﬁguration 
of interest, |d00| = |d33|. This bound is not so good as the ones 
of Refs. [14,15], but we should remark that it is now estimated 
in the context of a mesoscopic condensed matter system, being 
much better than the best one suggested in Ref. [41], dij ∼ 10−2, 
by a factor 105. The same procedure can be applied to the total 
phase (50) provided by the coeﬃcient dij , implying the same result ∣∣dij∣∣ < 10−7. As the upper bound is proportional to 1/r0, increas-
ing the radius leads to tighter limits, obviously without loosing the 
mesoscopic character of the system.
Another effective way to constrain the LV parameters is ap-
pealing to the spin persistent current associated with this model. 
It is known that currents as small as 0.1 nA can be measured 
in mesoscopic rings [48]. Noting that persistent charge and spin 
currents can be distinguished from each other [33,45], working 
in a 1-dimensional ring endowed with T -symmetry in the ab-
sence of ﬁelds and spin–orbit couplings, no spin persistent current 
can be generated at all. This gedanken system allows to impose 
2md200/π < 10
−10 A, which yields
d00 < 1.4× 10−6,
and similarly, |d33| < 1.4 × 10−6. Here, we used 1A = 3.52 ×
102 eV. This second route yields a level of constraining one order 
of magnitude below that latter one but seems to be more conﬁ-
dent and realizable, once current measurements are much more 
precise and accessible than the ones of phases. Even in this case, 
the bound remains at least four order of magnitude better than 
the ones estimated in Ref. [41] by direct comparison with the 
Rash/Dresselhauss couplings.
4. Conclusions
In this work, we have shown that LV terms belonging to the 
fermion sector of the SME can induce geometrical phases to elec-
trons in 1-dim rings similar to the ones yielded by the Rashba 
and Dresselhauss interactions in condensed matter systems, in to-
tal absence of electromagnetic ﬁelds. Particularly, we analyzed the 
nonrelativistic terms stemming from dμνγ5γμ , belonging to 
the fermion sector. After carrying out the modiﬁed eigenenergies, 
we have used the evaluated eigenspinors for explicitly computing 
the geometrical and dynamic phases developed by the electrons. 
The phases achieved present a similar pattern to the ones induced 
by the Rashba coupling. The key role of the (absent) electric ﬁeld 
is now played by the LV background. We also carried out the spin 
persistent currents induced by these coeﬃcients, using it to im-
pose the upper bound d00 < 1.4 × 10−6, the best one obtained in 
the context of mesoscopic system until the moment.
Lorentz-violating effects here reported can be also induced by 
other terms of the SME fermion sector. Analyzing the full nonrela-
tivistic limit of the SME fermion sector, see Ref. [11], we focus on 
the following Hamiltonian terms,1
2
klmgmlj p
jσ k,
1
2
kjmgm00p
jσ k,  jkl
Hl0
m
p jσ k, (86)
that possess the Rashba or Dresselhauss-like form. The ﬁrst two 
ones yield analogue effects to the ones ascribed to the coeﬃ-
cient dij . We should still comment that other terms of the nonrel-
ativistic Hamiltonian could induce similar geometrical phases, but 
with smaller magnitude by the factor m−1. The Rashba-like contri-
bution of the nonminimal model [42] can also ﬁnd similar role as 
the aforementioned terms, but in the presence of electromagnetic 
ﬁeld.
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