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A new approach that is a combination of classical thermodynamics and macroscopic kinetics is offered 
for studying the nucleation kinetics in condensed binary solutions. The theory covers the separation of 
liquid and solid solutions proceeding along the nucleation mechanism, as well as liquid-solid 
transformations, e.g., the crystallization of molten alloys. The cases of nucleation of both unary and 
binary precipitates are considered. Equations of equilibrium for a critical nucleus are derived and then 
employed in the macroscopic equations of nucleus growth; the steady state nucleation rate is calculated 
with the use of these equations. The present approach can be applied to the general case of non-ideal 
solution; the calculations are performed on the model of regular solution within the classical nucleation 
theory (CNT) approximation implying the bulk properties of a nucleus and constant surface tension. The 
way of extending the theory beyond the CNT approximation is shown in the framework of the finite-
thickness layer method. From equations of equilibrium of a surface layer with coexisting bulk phases, 
equations for adsorption and the dependences of surface tension on temperature, radius, and composition 
are derived. Surface effects on the thermodynamics and kinetics of nucleation are discussed.     
 
 
1. Introduction 
 
 Binary nucleation covers a wide class of processes of phase transformations which can be divided 
into three groups: (i) gas-liquid (or solid) transformations, (ii) liquid-gas transformations, and (iii) 
transformations within a condensed state. The first group includes the binary droplet nucleation in a 
mixture of vapors of two substances [1-4], whereas the second group involves the bubble nucleation in 
binary fluids [5-7]. The third group includes liquid-liquid (LL), solid-solid (SS), and liquid-solid (LS) 
transformations. LL and SS transformations are the separation of liquid and solid solutions. LS 
transformation is the crystallization of a liquid alloy as well as the precipitation of a dissolved substance 
from a supersaturated liquid solution. Such a division is due to the different physics of the nucleation 
process within these groups, i.e. different equations of equilibrium for a critical nucleus as well as growth 
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equations for a postcritical one. These equations are common for the processes of the third group, so that 
LL, SS, and LS binary nucleation is the subject of the present theory. As a particular case, the nucleation 
of one-component precipitates from a binary solution is also considered. 
 Binary as well as multicomponent nucleation is described in the framework of the formalism of the 
multivariable theory of nucleation [8] which is a universal theory – it describes the nucleation processes 
in different systems according to the same algorithm [1, 9-11]. Taking into account any phenomenon 
leads to the appearance of the corresponding variable in the theory and thereby the accuracy of the 
process description is increased. E.g., the addition of droplet temperature to the theory of vapor 
condensation and the consideration of heat exchange between the droplet and vapor allow us to calculate 
nonisothermal effects in nucleation [1, 11]. Taking into account surface effects [12, 13] essentially 
advances the theory beyond the CNT approximation. 
 The classical work by Reiss [14] on binary nucleation can be considered also as the first work on the 
multivariable theory of nucleation; the basic concepts of the latter where introduced therein – the flux of 
nuclei in the phase space and the saddle surface representing the work of nucleus formation. The physical 
picture of nucleation was shown as the flow of nuclei in the saddle surface “gorge” through its pass. In 
the multivariable theory, a new-phase nucleus is described by the set of variables }{ iX  one of which, 1X , 
is “unstable” ; it describes the nucleus size - VX =1 , the nucleus volume, RX =1 , the radius, or NX =1  
the total number of particles. The remaining variables nXX ,...,2  are “stable”, so that the work of nucleus 
formation ), ... ,( 1 nXXW  is represented by a saddle surface in the n -dimensional space. In the vicinity of 
the saddle point }{ ∗iX , it can be expanded up to quadratic terms: 
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 Reiss’ work being an extension of the Zeldovich-Frenkel [15, 16] one-dimensional theory to binary 
case employs the microscopic kinetics; it operates with the probabilities )(+iw  and 
)(−
iw  of attachment and 
detachment of each kind monomers. This approach has become traditional for the binary-nucleation 
theory [17-21]; in particular, its finite difference equations are convenient for numerical studies of 
nucleation [3, 4, 18, 19]. In contrast to it, the approach of macroscopic kinetics is used in the present 
theory, as in the previous works [1, 9-12]. The advantages of this approach from the physical and 
analytical points of view were shown in Ref. [1] by the example of binary droplet nucleation. In 
particular, it is natural to use the fractions NNx ii /=  as the variables of nucleus description [8, 22], 
rather than the numbers iN ; the basic equations of the theory – the equations of equilibrium and growth 
equations – are formulated just in terms of ix , as shown below.  
 The basis of the offered approach is the equations of motion of a nucleus in the space }{ iX . In the 
vicinity of the saddle point, they are linear [8]: 
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where dtdXX ii /≡& ; B  is the matrix of “diffusivities” in the Fokker-Planck equation for the distribution 
function of nuclei ); ..., ,( 1 tXXF n . These equations are obtained from the conditions that the flux of 
nuclei 
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is equal to zero for the equilibrium distribution function )/})({exp(~) ..., ,( 1 kTXWXXF ine − . As is 
known from the theory of the Fokker-Planck equation,  
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where the averaging over all possible changes iX∆  (with the corresponding probability) in the time t∆  is 
done. Thus, despite the fact that the actual motion of a nucleus in the vicinity of the saddle point is 
chaotic (Brownian), only the regular component of this motion remains after the procedure of averaging, 
i.e. the velocities iX&  are macroscopic.  
 An equation for the steady state nucleation rate was derived in Ref. [8]: 
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where 111
−h  is the matrix 1−H element; 1κ  is the negative eigenvalue of the matrix Z , and 0C  is the 
normalizing factor of the one-dimensional equilibrium distribution function )( 1XFe - it is determined in 
the framework of statistical mechanical approach. This equation essentially corrects the preceding result 
by Trinkaus [23]; it is invariant with respect to the space dimensionality and gives the result of the 
Zeldovich-Frenkel theory for 1=n . Also, the derivation of this equation in Ref. [8] does not employ the 
simultaneous diagonalization of the matrices H  and B , which is possible only if the matrix B is 
symmetric; therefore, Eq. (5) is applicable also to the cases, when the matrix B  includes antisymmetric 
elements [10].    
 The work by Russell [24] on nucleation in condensed phases should be also mentioned. The 
nucleation of a binary precipitate of a fixed composition is studied therein within the “shell model”; the 
variables of the theory are N , number of A atoms in the nucleus and x , number  of A atoms in the 
nucleus’ shell of nearest neighbors. In other words, the variable N  relates to the nucleus, whereas x  does 
not belong to it. As is seen from the above description of a multivariable theory, this model does not 
correspond to it. Therefore, Russell’s model and the corresponding two-dimensionality seem artificial; the 
actual two-dimensionality appears, when both the variables describe the nucleus - N  is the total number 
of atoms and x  is the composition. When the fluctuations of nucleus composition are allowed, the 
problem becomes two-dimensional. The concentration of A atoms in the nucleus’ shell of nearest 
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neighbors is indeed an important quantity, however, it is considered within the present approach in 
connection with nucleus growth.  
 So, the LL, SS, and LS binary nucleation is studied here for the first time within the macroscopic 
approach. As is seen from the foregoing, the matrices H  and Z  are all we need to calculate the 
nucleation rate I . The consideration is carried out within the CNT approximation [12]: the nucleus 
properties are assumed the same as the properties of the bulk phase (the actual nucleus inhomogeneity 
and the surface effects are not taken into account). Accordingly, the surface tension σ  is constant; with 
the same accuracy, the partial molecular volumes iυ  are also constant. This approximation is justified as 
the first step in constructing the theory of binary nucleation in a condensed state; the aim of the paper is to 
show how the offered approach works in the given case. It should be noted that just this approximation is 
employed in the most of works on binary nucleation. 
 Nevertheless, the extension of the theory beyond the CNT approximation is also considered in 
Appendix, where the surface effects in binary nucleation are taken into account within the classical 
thermodynamics. Equations for adsorption and the dependences of surface tension on radius, temperature, 
and composition are derived. It is shown that all these dependences of surface tension are due to the 
nucleus inhomogeneity [12, 13]; in particular, the dependence of surface tension on composition is due to 
adsorption (the difference in the compositions of surface layer and bulk new phase) and therefore it 
makes no sense to consider this dependence within the CNT approximation, where a nucleus is 
homogeneous and there is no adsorption.     
 The outline of the paper is as follows. The thermodynamics of nucleation is considered in Section 2. 
The equations of equilibrium of a critical nucleus with the mother phase are derived, from which the 
critical radius and composition can be found. Section 3 is the kinetic part of the work: the macroscopic 
equations of diffusion growth of a one- and two-component nucleus are obtained here; the results of 
Section 2 are essentially used in these equations. In Section 4, the matrix Z  and the nucleation rate are 
calculated for all cases considering in Section 2 as well as the obtained results are discussed. The 
summary of results is given in Section 5. In Appendix, the thermodynamics of surface layer is considered 
and equations for adsorption and the mentioned dependences of surface tension are derived; also, surface 
effects on the thermodynamics and kinetics of binary nucleation are discussed.  
 
 
2. Equations of equilibrium for a critical nucleus 
 
 The new phase is denoted by α , the mother phase is β . The nucleation process is considered at 
constant temperature T  and pressure βP ; the solution is supersaturated with respect to composition βx  
(the component A fraction). The Laplace equation and its differential form are essentially used below: 
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∗
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in view of constP =β , 0=βdP ; asterisk denotes the critical value (it is omitted in equations of 
equilibrium for brevity).  
 
2.1. Nucleation of a one-component precipitate from binary solution 
 
 Let component A precipitates. The chemical potential of component A in a non-ideal solution is 
βββββββββ µµ xxPTfkTPTxPT ),,(ln),(),,( +=                                                  (7) 
where βx  and ),,( βββ xPTf  are the fraction and the activity of component A in the solution (the 
subscript A is omitted for brevity); the bar relates to pure component A. The condition of equilibrium 
),,(),( βββαα µµ xPTPT =  of the precipitate with the mother phase in the differential form  
βα µµ dd =                                                                                     (8) 
 at constant T  and βP  has the following form, in view of Eq. (6): 
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Eq. (8) means that the state of the system “nucleus + mother phase” changes while maintaining the 
equilibrium between them, i.e. the critical radius 
∗
R  is adjusted to composition βx  or vice versa. In other 
words, Eq. (9) is an equation for the dependence )( βxR
∗
. Integrating it from 0=LP  ( ∞=∗R ) to the 
current LP , we get LPxx
αβββ υµµ =−
∞
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where )(Txβ
∞
 is the composition of solution over the planar interface. This equation gives the desired 
dependence )( βxR
∗
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The quantity ββ
∞
= xxS /  is the supersaturation ratio; ∞=
∗
R  for 1=S . 
 For a regular solution, 
[ ]2)1(exp)( ββββ ω xxf −=                                                                    (12) 
where βω  is the characteristic parameter of the solution. Thus, Eq. (10) becomes                                                         
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from where 
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 The ideal solution approximation is obtained by putting 0=βω , or 1=βf ; hence, 
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The same equation holds for a dilute solution. This is the familiar Ostwald-Freindlich equation; it gives 
1
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It should be noted that Eqs. (15) and (16) are the same as the corresponding equations for a droplet in 
vapor [11] with replacing βx  by the vapor pressure; Eq. (15) is an analogue of the Kelvin equation for the 
equilibrium vapor pressure over the droplet of radius R . 
In literature, the linearized form of Eq. (15), )/21( kTRxx
∗∞
+= συαββ  is often used [25], which is 
valid only for large nuclei (near the binodal), or small supersaturations. At the same time, if the surface 
tension is not too small, the nucleation begins with nanosized nuclei and Eq. (15) has to be employed. On 
the other hand, Eq. (15) with constant surface tension σ  is not suitable for too small nuclei. It is seen that 
βx  increases with decreasing R , however, it has not to exceed unity; a stronger condition 1<<βx  must 
be satisfied for a dilute solution. This shortcoming of CNT Eq. (15) is easily corrected by using the 
radius-dependent surface tension βσ PTR ,)(  in it; σ  is radius-dependent in Eq. (6) [26] and the above 
procedure of integrating Eq. (9) does not imply the constancy of σ . In this way, the classical Kelvin 
equation was extended to small radii [13]. The linear asymptotics RTKR )()( =σ  at 0→R  [27, 28] 
ensures a finite (spinodal) value of βx  in this limit, ( )kTKxxs /2exp αββ υ∞= . Vice versa, the constant K  
can be found from this equation, if the spinodal value βsx  is known.   
 
2.1. Nucleation of a compound from binary solution 
   
 Let the compound AnBm precipitates from a non-ideal solution of components A and B: 
βββββββββ µµ xxPTfkTPTxPT AAA ),,(ln),(),,( +=  
)1)(,,(ln),(),,( βββββββββ µµ xxPTfkTPTxPT BBB −+=                                    (17) 
This is the chemical reaction 
CBAmBnA mn ≡=+                                                                 (18) 
in the two-phase system. The condition of equilibrium for chemical potentials is obtained from Eq. (18) 
by replacing the symbols A, B, and C by the corresponding chemical potentials [29]: 
ββαα µµµ BAC mnPT +=),(                                                                      (19) 
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The differential form of this equation, ββα µµµ BAC mdndd += , at constant T , βP  and in view of Eq. (6) is 
ββββα µµυ dxmdxndP BALC && +=                                                            (20) 
where the point denotes the derivative with respect to βx  and ααα υυυ BAC mn += . Integration of this 
equation gives 
[ ] [ ])()()()( ββββββββα µµµµυ
∞∞
−+−= xxmxxnP BBAALC                                          (21) 
where )(Txβ
∞
 is the equilibrium composition of solution over the planar interface with the compound. 
Employing Eq. (17), we get  
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from where the critical radius of compound nucleus for the given solution composition is found as 
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Eq. (22) is transformed to the following one: 
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For ideal or dilute solutions, 1== ββ BA ff , so that only the first summand in Eq. (22) remains. For a 
regular solution, 
[ ]2)1(exp)( ββββ ω xxf A −= ,   [ ]2)(exp)( ββββ ω xxfB =                                               (25) 
and Eq. (24) acquires the following explicit form: 
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 2.3. Nucleation of a two-component precipitate  
 
 Differently from the previous case, here the nucleus composition is not fixed: first, the critical 
nucleus composition depends on its radius, )(
∗∗
Rxα ; second, the composition can fluctuate around the 
critical value α
∗
x , which makes the problem two-dimensional. The variance of this fluctuation will be 
given later. As in the previous cases, it makes sense to start with a non-ideal solution, since the activities 
are experimentally determined quantity. For the convenience of using the resulting equations of 
equilibrium in the subsequent kinetic equations, the symmetric form of thermodynamic equations with 
respect to both components is employed here; in particular, the fractions Ax  and Bx  are used: 
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The equation of equilibrium ),,(),,( βββααα µµ iiii xPTdxPTd =  at constant T , βP  and in view of Eq. 
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This is a Pfaffian equation [1] for the vector field kjiF βαα µµυ iii && −+=  in the space ),,( βα iiL xxP=r . The 
necessary and sufficient condition of its integrability by one relation ),( Liii Pxxx αββ =  is 0)( =×∇ FF . We 
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in view of the obvious equality to zero of the derivatives in the first two summands and 
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Thus, the vector field is potential, U∇=F , and Eq. (28) has the form 0=dU ; its solution is constU = , 
the integration constant is determined by the chosen initial condition.  
 For component A, we integrate Eq. (28) in the space ( LP , αAx , βAx ) along the broken line whose 
segments are parallel to the coordinate axes, starting from the point corresponding to the planar interface 
with pure component A in phase α : ( 0=LP , 1=αAx , ββ ∞= ,AA xx ), where )(, TxAβ ∞  is the fraction of 
component A in phase β  over the planar interface of pure A in phase α . So, the path of integration is as 
follows: (i) LP  changes from 0 to the current LP  at 1=αAx  and ββ ∞= ,AA xx ; (ii) αAx  changes from 1 to the 
current αAx  at the given LP  and 
ββ
∞
=
,AA xx ; (iii) βAx  changes from β ∞,Ax  to the current βAx  at the given LP  
and αAx . As a result, one obtains 
[ ] [ ] 0)()()(
,
=−−−+
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ββββαααα µµµµυ AAAAAAALA xxxP                                                (29a) 
 For component B, we integrate Eq. (28) in the space ( LP , αBx , βBx ) in the similar way; the starting 
point is ( 0=LP , 1=αBx , ββ ∞= ,BB xx ), where )(, TxBβ ∞  is the fraction of component B in phase β  over the 
planar interface of pure B in phase α . As a result, 
[ ] [ ] 0)()()(
,
=−−−+
∞
ββββαααα µµµµυ BBBBBBBLB xxxP                                               (29b) 
It should be emphasized that these equations contain the partial volumes αυA  and αυB  of pure components 
in phase α  (which are therefore specific volumes αυi ), even if these quantities are composition-
dependent, as a consequence of the integration path (integration over LP  is performed at 1=αix ). 
 With the use of Eq. (27), Eqs. (29a, b) become as follows: 
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where )(
,,
βββ
∞∞
≡ AAA xff , )( ,, βββ ∞∞ ≡ BBB xff , and LPPP += βα . 
For a regular solution, [ ]2)1(exp ααα ω ii xf −=  and [ ]2)1(exp βββ ω ii xf −= , so that Eq. (30) has the 
following form: 
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Eqs. (30) and (31) give the desired dependence ),( Liii Pxxx αββ = . 
 For large amounts of phases α  and β , the equality ),,(),,( αβαβββ µµ AAAA xPTxPT =  for regular 
solutions is 
22 )1(ln),()1(ln),( αααβαβββββ µµ AAAAAA xxkTPTxxkTPT −Ω++=−Ω++ ,  )()( αβαβ ωkT≡Ω          (32) 
According to the definition of β
∞,Ax , 
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βαβββββ µµ PTxxkTPT AAAA =−Ω++ ∞∞                                      (33) 
Combining Eqs. (32) and (33), we get 
[ ] 22
,
2
,
)1(ln)1()1(ln αααββββ
β
ωω AAAA
A
A xxxx
x
x
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                                   (34) 
which is the first Eq. (31) for the planar interface ( 0=LP ), as it must. 
 If we assume ),(),( βαββ µµ PTPT AA =  instead of Eq. (33) and put ωωω βα ≡= , then we have 
22 )1(ln)1(ln ααββ ωω AAAA xxxx −+=−+                                                      (35) 
instead of Eq. (34); the same equations hold for component B. Hence, it is seen that the conditions 
αβ µµ ii =  are equivalent to 1,, == ∞∞ ββ BA xx  and 1== BA CC . These conditions together with βα ωω =   are 
fulfilled for transformations within the same state of aggregation – the separation of liquid or solid 
solutions with the same structure of both the phases, where the phases differ from each other only by 
composition; just these conditions were employed by Prigogine and Defay [29] in the analytical 
description of this phenomenon. In the model of regular solution, the binodal and spinodal were 
calculated in Ref. [29] and thereby the metastable region between these curves was shown, where 
nucleation occurs. On the other hand, generally αβ µµ ii ≠  for transformations between different state of 
aggregation, e.g. the crystallization of a melt (the equality holds only at the melting temperature of pure 
component i ). So, the form of Eq. (31) is the most general. 
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 The system of equations (30) determines the radius )( βxR
∗
 and composition )( βα xx
∗
 of a critical 
nucleus for the given composition of the mother phase. For deriving the dependence )( βα xx
∗
, we denote 
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α
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A
−
=
−
,   
[ ]
ββ
γββ
∞∞
∞∞
≡
,,
,,)(
AA
BB
xf
xf
TC                                     (36)   
This equation implicitly gives the desired dependence )( βα xx
∗
. The critical radius then can be found from 
any of Eqs. (30), say, the first: 
1
,,
)()(ln)(ln2)(
−
∗∗
∞∞
∗






−=
βααα
ββ
βββα
β συ xxxf
xf
xxf
kT
xR A
AA
AA
                                            (37) 
 For a regular solution, Eq. (36) acquires the following form: 
[ ]{ } [ ]{ }2222 )()1(exp)1()()1(exp)1( βββγβ
β
ααα
γα
α
γωγω xx
x
xCxx
x
x
reg −−
−
=−−
−
, 
[ ]{ }2
,
2
,
,
, )1()1(exp)()( ββββ
γβ
γω
∞∞
∞
∞
−−−≡ AB
A
B
reg xx
x
x
TC                                                                              (38) 
 
2.4. Mother phase dilute with respect to A, nucleus dilute with respect to B 
 
 Differently form the previous case, the composition cannot be arbitrary here, so that the integration of 
Eq. (28) differs by choosing the initial state for component B. We have for the chemical potentials of both 
components in both the phases: 
ββββ ψµ AA xkTTP ln),( += ,  αααα µµ AAA xkTTP ln),( +=  
ββββ µµ BBB xkTTP ln),( += ,   αααα ψµ BB xkTTP ln),( +=                                   (39) 
where by condition βAx , 1<<αBx  and αAx , 1~βBx ; )(βαψ  is not a pure-component chemical potential. 
 Eq. (28) for component A is integrated in the same way, as above: from the initial state ( 0=LP , 
1=αAx , 
ββ
∞
=
,AA xx ) to the current state ( LP , αAx , βAx ); the quantity )(, TxAβ ∞  has the same meaning, as 
before. As a result, we obtain Eq. (29a) which has the following form, in view of Eq. (39): 
kT
P
x
x
x LA
A
A
A
α
α
β
β υ
=−
∞
lnln
,
                                                               (40a) 
 For component B, we change the order of α  and β  in Eq. (28), 0=+− ααββα µµυ iiiiLi dxdxdP && , and 
choose the initial state ( 0=LP , 1=βBx , αα ∞= ,BB xx ), where )(, TxBα ∞  is the fraction of component B in 
phase α   over the planar interface of pure B in phase β . The path of integration is as follows: (i) LP  
changes from 0 to the current LP  at 1=
β
Bx  and 
αα
∞
=
,BB xx ; (ii) βBx  changes from 1 to the current βBx  at the 
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given LP  and 
αα
∞
=
,BB xx ; (iii) αBx  changes from α ∞,Bx  to the current αBx  at the given LP  and βBx . As a 
result, one obtains 
[ ] [ ] 0)()()(~
,
=−+−−
∞
ααααβββα µµµµυ BBBBBBBLB xxxP                                            (40b) 
where αυB~ is the partial volume of component B in phase α upon dilution; in view of our basic assumption 
of composition independence of iυ , it is equal to the specific volume αυB . With account for Eq. (39), Eq. 
(40b) is as follows: 
 
kT
P
x
x
x LB
B
B
B
α
β
α
α υ
=−
∞
lnln
,
                                                                  (40c) 
Finally, 













=






=
∞
∞
kT
P
x
x
x
kT
P
x
x
x
LA
B
B
B
LA
A
A
A
α
α
α
β
α
α
β
β
υ
υ
exp
exp
,
,
,     












−
=−






=
∞
∞
kT
P
x
x
x
kT
P
x
x
x
LA
B
LA
A
α
α
α
β
α
α
β
β
υ
υ
exp11
exp
,
,
                                        (41) 
where xxA ≡  and xxB −= 1  was put.  
 For the planar interface ( 0=LP ), 



−=−
=
∞
∞
ααβ
αββ
,
,
/)1(1
/
B
A
xxx
xxx
                                                                      (42) 
These equations can be derived directly from Eq. (39) with the use of β
∞,Ax  and 
α
∞,Bx  definition, as it was 
done above for a regular solution. From Eq. (42), the compositions of two coexisting bulk dilute solutions 
are determined: 
)1(1
1
1
,,
,,
, βα
αβ
α
α
∞∞
∞∞
∞
−−≈
−
−
= AB
BA
B
xx
xx
x
x ,  )1(
,,
αββ
∞∞
−= BA xxx ,  )1( ,, βαα ∞∞ −= ABB xxx                 (43) 
up to quadratic terms. 
 In order to obtain the composition )( βα xx
∗
 of critical nucleus, we take the logarithm of Eq. (41), then 
divide the first equation by the second one and denote αα υυγ BA /≡ . After transformations, one obtains 
 γβ
β
γα
α
)1()1( x
xC
x
x
−
=
−
,  γαβ )(
1)(
,, ∞∞
≡
BA xx
TC                                                 (44) 
The critical radius is then obtained from Eq. (41) with the use of )( βα xx
∗
, as before. 
 The critical radius also can be obtained directly form the system of equations (41). We express αx  
from the first equation and substitute it to the second one; after transformations, one obtains 
[ ]
)/exp(1
)/exp(1)/exp(
,,
,,
kTPxx
kTPxkTPx
x
LBA
LBBLAA
ααβ
αααβ
β
υ
υυ
∆−
−−
=
∞∞
∞∞
,   
ααα υυυ BA −≡∆                      (45a) 
Up to quadratic terms, 
 12 [ ])/exp(1)/exp(
,,
kTPxkTPxx LBBLAA
αααββ υυ −−=
∞∞
                                         (45b) 
from where )( βxR
∗
 is determined. If component B is not soluble in A, then 0
,
=
∞
α
Bx  and Eqs. (45a, b) 
convert to Eq. (15) for the precipitation of pure component A.  
 Equations for the above quantities )(Tx
∞
, )(
,
TxA
β
∞
, )(
,
TxB
β
∞
, etc. are found from the equality of 
chemical potentials of the corresponding bulk phases. E.g., for )(
,
TxA
β
∞
 in Eq. (29a), we have by 
definition ),(),,(
,
βαβββ µµ PTxPT AAA =∞ . The differential form of this equation, 
),(),,(
,
βαβββ µµ PTdxPTd AAA =∞  at constant pressure βP  reads 
dTsdxdTs AAAA
αβββ µ −=+−
∞,
& ,  dT
T
Tqdx AAA
)()(
,
αβ
ββµ =
∞
& ,  )()()( αβαβ AAA ssTTq −=                         (46) 
where )(αβAq  is the heat of transition “ β (solution) → α (pure A)” for A atom. From this equation, the 
dependence )(
,
TxA
β
∞
 is determined. The examples of similar equations are given in Refs. [29, 30].  
 
2.5. The work of nucleus formation 
 
 The work of a near-critical nucleus formation is given by Eq. (1). The work 
∗
W  of critical nucleus 
formation is given by the familiar Gibbs equation 
2
3
4
3
1
∗∗∗
== RAW σpiσ                                                                         (47) 
where the critical radius is given by the above equations. 
 The second differential of the work (the second summand in Eq. (1)) was calculated in Ref. [1] for a 
binary droplet; this calculation is also valid for the present theory. The variables (V , x ) – the nucleus 
volume and composition αAxx ≡  - are used here as the variables of nucleus description in the two-
dimensional problem. So, the matrix H  (the coefficients ikh )  is  












−
−
=
∗
∗
∗
∗
∗
x
N
V
P
A
L
1
0
0
3
,
αµ&H ,    α
α
α µµ
PT
A
A
x
,






∂
∂
≡&                                              (48) 
In the CNT approximation (a homogeneous nucleus with bulk properties), the matrix H  is diagonal, 
when the composition x  is used as a variable of nucleus description; it is non-diagonal, if the variables 
( 1N , 2N ) are employed [1].  
  It was mentioned above that the composition of a two-component precipitate can fluctuate around 
the critical value 
∗
x ; the element xxh  of Eq. (48) just determines the variance of this fluctuation: 
12)( −
∗
=− xxkThxx . The positiveness of the element xxh  is ensured by the thermodynamic condition of 
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stability 0>αµA& . The thermodynamic limit ∞→xxh  corresponds to transition to the single component 
)(V -theory; accordingly, it is realized for pure A ( 1→
∗
x ) or B ( 0→
∗
x ) component. In the latter case, 
we have for a dilute solution  xkTPTA ln),( += αα ψµ , ∞→= ∗∗ xkTA /,αµ&  at 0→∗x . 
 Transformations in solid state (SS) can create elastic stresses which affect the nucleation kinetics. 
The work of nucleus formation in Ref. [1] and Eq. (48) resulting from it do not take into account this 
effect and therefore they can be applied only to the cases, where it is not essential. The detailed analysis 
of this phenomenon and the overview of works on this topic are given by Christian [31].     
  
3. Equations of nucleus growth 
 
3.1. The growth of a precipitate from ideal or dilute solution 
  
 At first, we consider the growth of a one-component (A) precipitate from binary solution. The 
concentration AA cxc =  - the number of A atoms in unit volume - is employed in this Section; c  is the 
total number of atoms in unit volume. The flux of A atoms to the nucleus of radius R  across the interface 
is ARAlcRj νpi 24=+ , where Aν  is the probability of jump across the interface per unit time, l  is the mean 
length of jump, and ARc  is the concentration of A atoms near the interface; the similar quantity enters the 
Russell model [24] mentioned above, however, for other purpose. The reverse flux 
−
j  is assumed to be 
the same, as in the equilibrium of the nucleus of radius R  with the mother phase: 
)(4 2 RclRjjj AeAee νpi=== +−− , where )(RcAe  is the equilibrium concentration of component A for the 
nucleus of radius R ; it is given by  Eqs. (10), (24) and their particular cases derived above. So, the net 
flux is 
)(4 2 AeARAA cclRjjjN −=−=≡ −+ νpi&                                                             (49) 
 On the other hand, the flux j  can be found from the solution of stationary diffusion problem 
0)( =∆ rcA  with boundary conditions AA cc 0)( =∞  and ARA cRc =)( , where Ac0  is the given concentration of 
binary solution: rRcccrc AR
AA
A /)()( 00 −−=  and 
)(4 00 ARAA ccRDj −= pi                                                                     (50) 
where AD0  is the diffusion coefficient of component A in the solution. Comparing this equation to Eq. 
(49), we find the quantity ARc : 
RlD
RclcD
c
A
A
A
eA
AA
A
R ν
ν
+
+
=
0
00
                                                          (51) 
For the critical nucleus, 
∗
= RR , we have by definition AAe cc 0=  and hence 
AA
R cc 0= , as it must; according 
to Eq. (15), Aec  decreases with increasing R , thus AAe cc 0<  for ∗> RR . 
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 It should be noted that the boundary condition AeA cRc =)(  is often employed in literature [25]. 
However, there is a contradiction between kinetics and thermodynamics in this point: on the one hand, 
there is the flux of A atoms towards the nucleus, in view of the above inequality AAe cc 0< ; on the other 
hand, the nucleus cannot grow under this condition according to thermodynamics – it is in equilibrium 
with the mother phase. For this reason, the quantity ARc  is used here which is self-consistently determined. 
Substituting Eq. (51) in Eq. (50), we get finally 
)(4 00 AeAAAA ccRDN −Γ= pi& ,   
A
A
A γ
γ
+
≡Γ
1
,  A
A
A D
Rl
0
νγ ≡                                            (52a) 
   Obviously, the same analysis can be applied to B atoms in considering the growth of a two-
component precipitate, and 
)(4 00 BeBABB ccRDN −Γ= pi& ,   
B
B
B γ
γ
+
≡Γ
1
,  B
B
B D
Rl
0
νγ ≡                                            (52b) 
where ),( xRcAe  and ),( xRcBe  are given by Eqs. (30), (31), and (41). It should be emphasized that 
1),(),( ≠+ xRcxRc BeAe  for ∗≠ RR ; the equality holds only for ∗= RR , when AAe cxRc 0),( =∗∗  and 
BB
e cxRc 0),( =∗∗ . Eqs. (52a, b) determine the kinetics of evolution of a two-component precipitate – the 
change in its size and composition. 
 
3.2. The growth of a precipitate from non-ideal solution 
 
 According to the thermodynamic theory of diffusion based on linear non-equilibrium 
thermodynamics [31, 32], the driving force of a diffusion process is the gradient of chemical potential, 
rather than the concentration gradient. As a consequence, the dependence of the diffusion coefficient on 
concentration arises in a non-ideal solution [32, 33]: 




∂
∂
+=
x
xfDxD
ln
)(ln1)( 0                                                                   (53) 
where )(xf  is the activity employed above; the index A is omitted for brevity. For a regular solution, this 
gives 
[ ])1( 21)( 0 xxDxD −−= ω                                                                 (54) 
 Stationary diffusion equation is 
0)(1 22 =



dr
dx
xDr
dr
d
r
,   2
1)(
r
k
dr
dx
xD =                                                   (55a) 
Integration of this equation, in view of Eq. (54), gives 
2
132
0  3
2
 k
r
k
xxxD +−=



+− ωω                                                       (55b) 
The above boundary conditions 0)( xx =∞  and RxRx =)(  determine the integration constants: 
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



+−= 30
2
0002  3
2
 xxxDk ωω ,  



−+−−−= )( 
3
2)( )( 330220001 RRR xxxxxxRDk ωω                    (55c) 
 The desired flux of A atoms towards the nucleus, in view of Eq. (55a), is 1212 4/4 ckRckRj pipi == ,  




−+−−−= )( 
3
2)( )(4 33022000 RRR xxxxxxcRDj ωωpi                                        (56) 
Returning to concentrations and comparing this equation to Eq. (49), we have 
)(
3
2)()()( 33022200 RRReR cccccccccc −+−−−=−
ωωγ                                            (57a) 
Denoting zcc eR ≡−  and ycc e ≡−0 , we see that this equation implicitly determines the function )( yz , if 
we note that zycccccc eReR −=−−−=− )()( 00 ,  zczycycc eeR 22 22220 −−+=− , etc. The full 
representation of Eq. (57a) after rearrangements is as follows: 
3
2
2
22
2
3
2
2
22
2
3
22221
3
2222)1( y
c
y
cc
cy
c
c
c
c
z
c
z
cc
c
z
c
c
c
c eeeeee ωωωωωωωωωωγ +



−+





+−=+



−+





+−+  
(57b) 
It will be seen later that only the first (linear) term of the expansion yzyz )0()( ′=  is sufficient for our 
purpose; 0=y  corresponds to the critical nucleus, Re ccc == 0 , hence, 0)0( =z . The derivative 
dydzyz /)( =′  can be easily found by differentiating both sides of Eq. (57b) with respect to y . Its value 
at zero (with the restored index A) is 
AA
Az
γγ
γ
~
~
)0(
+
=′ ,    





−−≡
c
c
c
c Ae
A
e
A 1
 21~ ωγ                                              (57c) 
 Substituting yzyz )0()( ′=  for )( AeAR cc −  in Eq. (49), we get finally after simple transformations  
 )(~4 00 AeAAAA ccRDN −Γ= pi& ,   
AA
AA
A γγ
γγ
~
~
~
+
≡Γ                                                 (58a) 
 Eq. (53) has a symmetric form for both components: [ ]BBBB xxfDxD ln/)(ln1)( 0 ∂∂+= , so that the 
above analysis can be applied to component B without any changes, and 
)(~4 00 BeBBBB ccRDN −Γ= pi& ,   
BB
BB
B γγ
γγ
~
~
~
+
≡Γ ,   





−−≡
c
c
c
c Be
B
e
B 1
 21~ ωγ                                  (58b) 
Eqs. (58a, b) determine the kinetics of growth of a two-component precipitate from a regular solution. For 
an ideal solution, 0=ω , 1~~ == BA γγ  and AA Γ=Γ
~
, BB Γ=Γ
~
. 
 In conclusion, the analysis of coefficients iγ  and iΓ  should be done. Representing the diffusion 
coefficient as )(20
bulk
i
i lD ν= , where )(bulkiν  is the frequency of i  atom jumps in the bulk mother phase (it 
includes all necessary quantities such as the coordination number, the correlation factor, etc. [31]), we get 
)(bulk
i
i
i l
R
ν
νγ =                                                                               (59) 
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 The two limiting cases are as follows. (i) The interface-controlled growth with respect to 
component i : 1<<iγ , ii γ=Γ , and   
)(4 02 ieiii cclRN −= νpi&                                                                   (60a) 
This case corresponds to fast diffusion in the bulk and slow kinetics at the interface; the latter determines 
the growth with respect to component i . (ii) The diffusion-limited growth with respect to component i : 
1>>iγ , 1=Γi , and  
)(4 00 AeAii ccRDN −= pi&                                                                    (60b) 
This case corresponds to fast kinetics at the interface and slow diffusion in the bulk; the slowest process 
determines the growth, as before. 
 Just Eq. (60b) is usually employed in literature [25] for describing the growth from solution; the 
interfacial kinetics falls out from consideration. As is seen from above, the appearance of quantities iγ  in 
the present theory is due to introducing the quantity iRc  and employing the boundary condition 
A
RA cRc =)(  instead of AeA cRc =)( ; just iγ  allow revealing these limiting cases. In view of natural 
condition 2/lRR a ≈> , where aR  is the atomic radius, the interface-controlled growth requires 
)(bulk
ii νν << . For a sufficiently small (nanosized) nucleus, R  is few times 2/l , so that the diffusion-
limited growth requires the inverse condition )(bulkii νν >> . Likely, some intermediate case occurs for an 
actual growth. 
 The similar analysis holds for the quantities with tilde. (i) The interface-controlled growth: ii γγ ~<< , 
ii γ=Γ
~
, and Eq. (58a) goes to Eq. (60a). (ii) The diffusion-limited growth: ii γγ ~>> , ii γ~~ =Γ , and 
)(~4 00 ieiiii ccRDN −= γpi&                                                                   (60c) 
As 1~ <iγ , the condition for case (i) is stronger, whereas the condition for case (ii) is weaker, than in the 
previous consideration.  
Finally, it should be noted that always 0~ >iγ , though it involves a negative term. The equation for 
spinodal curve )(xT  of a regular solution is [29] )1(2/ xxkT −=Ω , or 1)1( 2 =− xxω ; it is the same for 
Ax  and Bx . This equation for 2>ω  (which corresponds to kTT c 2/Ω=< , cT  is the critical temperature) 
yields two spinodal values 2/)/211(1 ω−−=sx  and 2/)/211(2 ω−+=sx . The composition of mother 
phase can be sxx 10 <  or 
sxx 20 > ; the region 
ss xxx 201 <<  is unstable. Obviously, the equilibrium 
compositions iex  are located in the allowed regions, 
s
e xx 1<  and 
s
e xx 2> , so that 0)1( 21~ >−−= ieiei xxωγ . 
 
3.3. Nucleus motion equations in the ),( xV -space 
 
 Eq. (2) in the two-dimensional ),( xV -space has the following form: 
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


−−−−=
−−−−=
∗∗
∗∗
)()(
)()(
xxzVVzx
xxzVVzV
xxxV
VxVV
&
&
                                                            (61) 
The equation for x&  can be also represented as 
)(
∗
−−= xxVax xxx λ&&                                                                       (62) 
From comparison, the matrix Z is 






+
=
xxVxxVVx
VxVV
zaza
zz
λZ                                                                   (63)    
The condition of symmetry of the matrix 1 −= ZHB kT  (Onsager’s reciprocal relation) results in 
equation 
11 −−
= VVVVxxxVx hzahz  
 from where  
xx
VV
VV
Vx
x h
h
z
z
a =                                                                        (64) 
 In the one-dimensional (V )-theory, the equation of motion is      
)(
∗
−−= VVzV VV&                                                                  (65) 
 
4. Results and discussion 
 
4.1. Nucleation rate of a one-component precipitate 
 
 Calculations can be done for the general case of Eq. (10), however, they are given below by the 
example of explicit Eq. (13). According to Eq. (58a), 
)(~4 00 AeAAAAAA xxcDRNV −Γ== αα υpiυ &&                                                  (66) 
where )(RxAe  is given by Eq. (13), 
[ ] 





=−
kT
PCxx LAAe
A
e
α
β υω exp)1(exp 2                                                 (67) 
whereas Ax0  is the current fraction of component A in the solution. 
 All we need for calculating the nucleation rate is the quantity VVz  in Eq. (65), ∗−= )/( dVVdzVV & . As 
is seen from Eq. (66), this derivative is reduced to calculating the derivative 
∗
)/( dVdx Ae  ( AAe xx 0=  at 
∗
= VV , so that the derivative of the multiplier in front of brackets does not contribute to VVz ). The 
following useful equalities are employed below: 
VV
LLL h
V
P
dV
dR
dR
dP
dV
dP
dV
Ad
=−=





=





=





∗
∗
∗∗∗
32
2σ
                                          (68a) 
according to Eq. (48), and therefore 
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VV
L
A
eL
L
A
e
A
e h
P
x
V
P
P
x
V
x
∗∗∗






∂
∂
=





∂
∂
∂
∂
=





∂
∂
                                                (68b) 
 To get from Eq. (67) the derivative LAe dPdx / , we differentiate both sides of this equation with respect 
to LP : 
)1(21
2)1(
A
e
A
e
x
kT
P
A
L
A
e
xx
e
e
kT
C
dP
dx
A
eLA
−−
=
−−
β
ωυα
ω
υ
βα
                                               (69a) 
Taking this derivative at 
∗
= VV , we substitute AAe xx 0=  and employ Eq. (67): 
∗
∗
=
−−
=





A
A
A
AA
A
A
L
A
e x
kTxx
x
kTdP
dx
γ
υ
ω
υ α
β
α
~)1(21
0
00
0
                                                 (69b) 
In view of the equality  
A
AA
A
A
A Γ′≡
+
=
Γ
∗∗
∗
∗
∗
γγ
γ
γ ~~
~
                                                              (69c) 
we get finally   
VVVVVV
A
AA
A
VV hbkT
h
kT
xcDR
z
1 )(4 020
=
Γ′
=
∗
αυpi
,   
A
AA
A
VV xcDRb 0
2
0  )(4 Γ′= ∗ αυpi                           (70) 
where VVb  is the diffusivity of the Fokker-Planck equation in the (V )-space. It should be recalled that AΓ′  
is a function of composition Ax0 , since 
∗
Aγ~  is a function of Ax0 ; )1/( ∗∗∗ +=Γ=Γ′ AAAA γγ  for ideal solution, 
0=βω  and 1~ =∗Aγ .                                          
 Substituting VVhh ≡11  and VVz=1κ  in Eq. (5), we find the steady state nucleation rate: 
kT
WA
AA
A
kT
W
VV
VV e
R
xcD
kT
Ceb
kT
h
CI
∗∗
−
∗
− Γ′
==
0
2
0
00
 )(2
2
αυσ
pi
                                      (71a) 
which is the one-dimensional Zel’dovich-Frenkel equation with the diffusivity calculated within the 
present approach, Eq. (70). 0C  is the normalizing factor of the equilibrium distribution function 
αυAeee NFdVdNNFVF /)(/)()( == . So, if the ( N )-space is used, we put αυANCC /)(00 =  and 
NNAVV bb
2)( αυ= , 2)/( αυANNVV hh = . 
 In the case of interfaced-controlled growth, ∗∗ << AA γγ ~ , we have ∗∗=Γ′ AAA γγ ~/ ,   
∗
∗
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γ
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and the preexponential factor does not include 
∗
R . The same is true for the droplet nucleation [20]: the 
Zeldovich factor is proportional to 2−
∗
R , whereas the diffusivity is proportional to 2
∗
R ; both these factors 
cancel each other. 
 In the case of diffusion-limited growth ∗∗ >> AA γγ ~ , 1=Γ′A  in Eqs. (70), (71a) and the diffusivity is 
proportional to 
∗
R ; as a result, 
∗
R  appears in the denominator. On the other hand, Eq. (71b) includes ∗Aγ~  
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in the denominator (for a non-ideal solution). Formally, both 
∗
R  and ∗Aγ~  vanish on the spinodal. 
However, the values of 
∗
R  are bounded by aR  from below; the formal thermodynamic understanding of 
spinodal as corresponding to 0=
∗
R  must be also corrected for this condition. At the same time, the 
nucleation rate sharply increases at high supersaturations (small 
∗
R ), which is the well known fact. So, 
Eqs. (71a, b) are physically correct.   
 
4.2. Nucleation rate of a compound 
 
 It will be seen later that we should differ the roles of components here; let A and B be solute and 
solvent, respectively, so that the growth of compound is determined by component A:  
)(
~4
0
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e
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A
cAc xx
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cDR
n
NV −Γ==
αα υpiυ &
&
                                                           (72) 
where the division by n  means that n  A atoms from their full flux contribute to the formation of one 
compound molecule of volume ααα υυυ BAC mn += ; it is implied that the required m B atoms at once attach 
to the mentioned n  A atoms in this process. The quantity )(RxAe  is given by Eq. (26): 
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 Further algorithm is the same as above, Eqs. (65)-(71). Calculating the derivative LAe dPdx /  and 
taking it at 
∗
= VV , we substitute AAe xx 0=  and employ Eq. (73); as a result, 
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from where  
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 The condition of 0/ >L
A
e dPdx  and accordingly 0>VVb  is 0)1( 00 >−− AA mxxn , from where 
c
A x
mn
n
x ≡
+
<0                                                                     (75) 
i.e. the fraction of component A in the solution must be less than in the compound; this inequality can be 
regarded as a criterion for component A to be solute. Eq. (73) for component B is obtained simply by 
substituting Be
A
e xx −= 1 ; obviously, here the equality 1=+
B
e
A
e xx  holds, differently from the case of 
binary precipitate of variable composition. Hence, 
∗∗
−= )/()/( LAeLBe dPdxdPdx . This means that the flux of 
atoms B is opposite to the flux of atoms A, i.e. their excess near the compound takes place. The left-hand 
side of or Eq. (73) for components A and B is shown in Fig. 1. The curve is symmetric for mn =  and 
asymmetric for mn ≠ . The maxima are located at spinodal values, if sc
s xxx 21 << ; at cx  and sx2 , if 
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s
c xx 1< ; at 
sx1 and cx , if  
s
c xx 2> . Eq. (74a) has singularities both on the spinodal and at cA xx =0 ; the 
solution composition c
A xx =0  can be called degenerate. The derivative ∗)/( LAe dPdx  is positive on the 
ascending branch of the curve and negative on the descending one; the situation is mirror-symmetric for 
component B. In other words, when 0)/( <
∗L
A
e dPdx , component B as a solute determines the growth of 
compound.   
 From this reasoning and in view of the equality ∗∗∗ ≡= γγγ ~~~ BA , we get 
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The regions where A or B determines the nucleation rate are shown in Fig. 1a’-c’. In the case sc xx 1< , 
there is an additional narrow region sAc xxx 10 << , where B determines the nucleation (Fig. 1c’); the same 
holds for A in the case sc xx 2> . In the case of ideal solution, Fig. 1b”, only the quantity cx  separates 
regions A and B.  
 
4.3. Nucleation rate of a binary precipitate 
 
 An equation for V&  in this case is 
BBAA NNV &&&
αα υυ +=                                                                     (77a) 
where iN&  are given by Eqs. (58a, b): 
[ ])(~)(~4 0000 BeBBBBAeAAAA xxDxxDRcV −Γ+−Γ= αα υυpi&                                          (77b) 
 If the dependence of αυi  on composition is taken into account, then the term )( BBAA NN αα υυ && +  must be 
added to the RHS of Eq. (77a). In view of the equalities xxAA && )/( ∂∂= αα υυ  and xxBB && )/( ∂∂= αα υυ , where 
α
Axx ≡ , we have 
[ ] 0)1()1( =





∂
∂
−+
∂
∂
=−+=+
x
x
x
xxNxxNNN BABABBAA
αα
αααα υυυυυυ &&&&&                              (77c) 
since the expression in brackets is equal to zero, according to the familiar property of partial volumes 
[29]. So, the dependence of partial volumes on composition does not change basic Eq. (77a). 
 An equation for x&  is obtained by differentiating NNx A /=  as follows: 
BA NN
xN
N
x
x &&& −
−
=
1
                                                                   (78a) 
[ ])(~)(~)1(4 0000 BeBBBBAeAAAA xxDxxxDxNRcx −Γ−−Γ−= αα υυpi&                                       (78b) 
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 The equations of nucleus motion now have the form of Eq. (61) and our aim is to find an explicit 
form of the matrix Z , Eq. (63). Equations for ),( xRxAe  and ),( xRxBe  in Eqs. (77b) and (78b) are given by 
Eq. (31): 
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 Starting from calculating 
∗
−= )/( dVVdzVV & , we have to compute the derivatives VxAe ∂∂ /  
and VxBe ∂∂ / . For this purpose, we use the known from analysis theorem on the differentiation of an 
implicit function. The function ),( xPx LAe  is given implicitly by the relation 0),,( =xPxY LAe , where 
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According to the mentioned theorem, 
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 Calculating L
i
e Px ∂∂ / , we then take it at the saddle point ),( ∗∗ xV , i.e. substitute iie xx 0= , as before, and 
employ Eq. (79); as a result, 
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from where and in view of Eq. (68b) 
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where ∗∗Γ=Γ′ γ~/~ii , )1(21~ 00 ii xx −−=∗ βωγ , as before, and hereafter we put 00 xxA ≡  and 00 1 xxB −=  in final 
equations. It is seen that Eq. (82) is a direct extension of Eq. (70) to binary case. 
 Further, we employ Eq. (77b) to calculate 
∗
−= )/( dxVdzVx & ; the derivatives xxAe ∂∂ / and xxBe ∂∂ /  are 
computed according to the second Eq. (80b). Being taken at the saddle point with the use of Eq. (79), they 
have the following form: 
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As a result, 
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 Eq. (78b) is used to obtain the elements of the second row. To get 
∗
∂∂−= )/( VxzxV &  the derivatives 
VxAe ∂∂ /  and VxBe ∂∂ /  found above are employed again: 
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Similarly, the above derivatives xxAe ∂∂ / and xxBe ∂∂ /  are employed to compute ∗∂∂−= )/( xxzxx & , 
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 The element xVz  was found above directly from basic Eq. (78b). On the other hand, its value is 
dictated by Eqs. (63) and (64): xxVVVxVVxxV hhzzaz /== , as a consequence of Onsager’s principle. The 
element xxh , Eq. (48), for a regular solution is 
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With the use of this equation and Eq. (84), it is easy to see that the same Eq. (85) is obtained, i.e. the 
necessary condition of self-consistency of the theory is fulfilled - the thermodynamic and kinetic 
equations of the present approach are consistent with Onsager’s principle.  
 With the use of notations  
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as well as Eq. (87), the matrix Z  acquires the form 
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It should be recalled that 
∗
R  and 
∗
x  are functions of 0x . Such a representation of Z  is convenient to easy 
obtain the tensor of diffusivities of the Fokker-Planck equation in the ),( xV -space: 
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It is symmetric, as it must; this fact again shows that the thermodynamic and kinetic equations used here 
result in the fulfillment of Onsager’s principle. If we change the definition of iξ  as kTVN iii ∗∗=′ 3/αυξξ , 
the matrix Z elements expressed in terms of iξ ′  are the same as for binary droplet nucleation in a mixture 
of two vapors, Ref. [1], Eq. (66) therein. This fact shows the universality of the present approach: 
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although the physics is different in these two systems (different equations of equilibrium and different 
equations of growth), the kinetic matrix Z  has the same general form.  
 The remaining point in this part is to get the kinetic parameter xxλ ; according to Eq. (63), 
Vxxxxxx zaz −=λ  and VVxVx zza /= . From these equations, one obtains 
ααβα
α
υξυξ
ξξ
υυ
υλ
BBAA
BA
AA
xx
xx kTN
h
+
=
∗
2)(
,    
ααα υυυ BA xx )1( ∗∗ −+=                                    (91) 
 The matrix Z  for the nucleation of a precipitate dilute with respect to component B from mother 
phase dilute with respect to A is derived by the same algorithm with one simplification - ),( xRxAe  and 
),( xRxBe  are explicit functions now, they are given by Eq. (41): 
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So, their derivatives with respect to LP  and x  are calculated directly. Eqs. (52a, b) are substituted now in 
Eqs. (77a) and (78a); the element xxh  has the form 
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 As a result of application of the above procedure, the same Eq. (89) is obtained for the matrix Z , 
where iξ  are given by Eq. (88) with iΓ , Eqs. (52a, b), instead of iΓ′ . In the approximation of diffusion-
limited growth, 1=Γ′=Γ ii , so that the quantities iξ  become identical for both the problems; the matrices 
Z  for the same 
∗
R  differ by 
∗
x  and xxh . Since ∗x  is close to unity in Eq. (93), this xxh  is much greater, 
than xxh  given by Eq. (87) for a regular solution.  
 The characteristic equation for the matrix Z  is 
0det)(2 =+− ZZ κκ Sp ,  VxxxxVVxxVV zazzzSp ++=+= λZ ;   xxVVz λ=Zdet                (94) 
The negative root is 
{ }ZZZ det4)(
2
1 2
1 −−= SpSpκ                                                             (95) 
This quantity is substituted in Eq. (5) to get the steady state nucleation rate of a binary precipitate. 
 
4.4. Kinetic limits 
 
As is seen from the foregoing, the kinetics of binary nucleation in a condensed state within the CNT 
approximation is governed by the two parameters: VVz  and xxλ . The parameter VVz  characterizes the rate 
of nucleus growth; in a one-dimensional problem, this is the relative change of the nucleus volume per 
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unit time. The parameter xxλ  characterizes the rate of composition relaxation at constant V ; according 
to Eq. (62), )()(
∗
−−= xxx xxV λ& . Similarly to the thermodynamic limit ∞→xxh  discussed above, kinetic 
limits are also possible; they are determined by limiting relations between the kinetic parameters VVz  and 
xxλ . 
 The unary nucleation limit  ∞→xxλ , or VxxVVxx zaz  ,>>λ , leads to the conditions ZZ det)( 2 >>Sp  
and 0>ZSp ; Eq. (95) has the following asymptotics in this case: 
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which is the one-dimensional result. Indeed, a large value of xxλ  means that any deviation of the nucleus 
composition from 
∗
x  rapidly relaxes, i.e. the nucleus grows with constant composition 
∗
x . In other 
words, the problem becomes one-dimensional; the variable x  falls out from consideration, only the 
variable V remains. Alongside with the case of compound nucleation, the given case also can be 
attributed to Russel’s model [24], although the physics in both these cases is different. 
 In the opposite limit 0→xxλ , or VxxVVxx zaz  ,<<λ , under the same condition 0>ZSp , Eq. (95) 
yields 
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These results agree with the general rule that the nucleation rate is determined by the slowest kinetic 
process in the system [1, 9-11].  
Similarly to nonisothermal effect in droplet nucleation [1, 11], we can characterize the deviation from 
the one-dimensional nucleation kinetics by considering the ratio 
VV
D zI
I 1
)1(
κ
ε =≡                                                                          (98) 
 Eq. (91) for xxλ  allows us to determine some conditions for the above limits. It was mentioned above 
that xxh  is large for a dilute precipitate ( 1~∗x ), which is the thermodynamic limit; however, this 
precipitate grows from the mother phase dilute with respect to component A, i.e. 10 <<x . If, according to 
Eq. (88), BA ξξ << , then )1/(~~ 0 ∗− xxh Axxxx ξλ , i.e. xxλ  is determined by the relation of two small 
quantities which can be assumed of the same order of magnitude. This analysis implies that BA DD 00 ~ . If 
BA DD 00 >>  and therefore BA ξξ ~ , then xxλ  is of the same order of magnitude as xxh  and hence also large; 
so, the one-dimensional limit requires here the kinetic condition BA DD 00 >> . This is only a qualitative 
reasoning; a more exact quantitative criterion can be obtained by numerical comparison of xxλ  with VVz  
and Vxx za . As was shown by the example of binary droplet nucleation [1], the two-dimensional process 
does not differ greatly from the one-dimensional one ( 1~ε ), even if xxλ  and VVz  are of the same order 
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of magnitude; this means that the characteristic times of volume change and composition change are 
the same and the composition has a chance to adjust to the change in volume.  
For a regular solution, the condition 0→xxλ  can be ensured by 0→iξ ; e.g., Axx ξλ ~ , if BA ξξ << . 
According to Eq. (88), the latter condition can be fulfilled due to either 00 →x  (the mother phase is 
dilute with respect to component A) or BA DD 00 << . This case is similar to the nonisothermal limit in 
droplet nucleation [11, 12]; we have 0→ε , and the problem is essentially two-dimensional. 
In addition to the nucleation rate I , the matrices H  and Z  determine the steady state distribution 
function of nuclei ),( xVFst . It allows us to calculate the mean steady state enrichment of nuclei with 
respect to one of the components [1]. This effect is a manifestation of two-dimensionality; it is more 
pronounced for small values of xxλ . The nucleus composition does not have time to relax and its 
systematic deviation from 
∗
x  occurs in the steady state. The similar effect is the mean steady state 
overheat of droplets in nonisothermal condensation [1, 11, 12]. 
   
5. Conclusion 
 
 The universal approach combining classical thermodynamics and the macroscopic kinetics of nucleus 
growth was applied here to the calculation of nucleation rates of precipitates in condensed binary 
solutions. Accordingly, the nucleation rate is expressed via thermodynamic (T , 0x , αω , etc.) and 
macroscopic kinetic ( iD0 , iΓ′ ) parameters only. The macroscopic equations of nucleus growth, Eqs. (58a, 
b), have a simple form – the change in the number of i  atoms in unit time is proportional to the difference 
)( 0 iei cc −  between the current concentration of i  atoms in the mother phase and their equilibrium 
concentration ),( xRcie  over the nucleus of radius R  and composition x  (in the two-dimensional 
problem). This form is a result of application of the principle similar to detailed balancing in statistical 
mechanics: a nucleus loses atoms with the same frequency as in the state of equilibrium with the mother 
phase. In other words, the probability of losing an atom is determined by the nucleus state ( xR, ), rather 
than by the mother-phase state. While a nucleus grows ( R  and x change), the quantities ),( xRcie  change 
according to thermodynamic Eqs. (79), (92), or other. The nucleus grows with respect to component i , 
while ),(0 xRcc iei > ; the growth stops, when ),( xRcie  becomes equal to ic0 , and the nucleus dissolves with 
respect to i  at ),(0 xRcc iei < . So, these simple kinetic equations describe a complex evolution of a nucleus 
– the change both in size and composition.          
 It should be noted that the results of the present ),( xV - theory can be reformulated in terms of the 
variables ),( 21 NN  in the same way, as for a binary droplet in Ref. [1]. However, just the variable x  is 
natural for solving the given problem for the following reasons: (i) equations of equilibrium for a critical 
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nucleus in Section 2 are formulated in terms of x ; (ii) equations of nucleus growth are also written in 
terms of x ; (iii) Eq. (62) for x&  allows us to reveal the parameter xxλ  governing the nucleation kinetics. 
The work of a near-critical nucleus formation in the ),( xV -theory is a quadratic form with diagonal 
matrix.  
 The cases of both unary and binary precipitates were studied. As a particular case of binary 
precipitates, the nucleation of a precipitate of fixed composition (compound) was considered, which is the 
subject of Russell’ theory [24]; this problem is solved here as a one-dimensional one. However, the most 
significant result of the present approach is the kinetics of nucleation of binary precipitates of a variable 
composition from non-ideal solutions, which is a two-dimensional problem. It is shown that the theory is 
consistent with Onsager’s principle of symmetry of kinetic coefficients; also, the results are similar to 
those for a binary droplet nucleation [1], despite the fact that basic equations are different. The nucleation 
of precipitates of a fixed composition is also possible here as a one-dimensional limit of the theory at a 
large value of the kinetic parameter xxλ ; the composition rapidly relaxes to its critical value, and a 
nucleus growth with composition 
∗
= xx  in the CNT approximation (beyond this approximation, x  
relaxes to )(Vxeq  - see Appendix).  
 
Appendix: Surface effects in binary nucleation 
 
1. Equations for the chemical potentials of bulk and surface phases 
 
 We consider the three-phase system consisting of new (bulk) phase α , mother (bulk) phase β  and 
the surface layer between them which is phase σ  (Fig. 2); the surface of tension [27, 34] is employed as a 
dividing surface. This finite-thickness layer method (which is an alternative to Gibbs’ one) was developed 
in detail for curved interfaces by Rusanov [27, 28].  The fundamental equations for all these phases are 
given in Ref. [12]; only some of them are needed for our purpose. Equation 
0
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= BAi
ii dxdPdPdTsad
σσββσαασσσ µυυσ                                         (A1) 
is an analogue of Gibbs’ adsorption equation; here σNAa /= , σσσ NSs /= ,  σασασυ NV /= , 
σβσβσυ NV /= , σσσ NNx ii /=  and A  is the nucleus surface area, 
σS  is the entropy of the surface layer, 
σN  is the total number of particles in it, βσασσ VVV += . It is seen that these specific quantities are the 
mean values for the surface layer, by definition.  
 Hereafter we put xxA ≡  and xxB −= 1  for a binary system, as well as denote 
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and similarly for phases β  and σ . An equation for the chemical potential ),,,,( σβασσ σµ xPPTi  of 
component i  in the surface layer is [12] 
σσββσαασσσσ µσυυµ dxdadPdPdTsd iiiiii &+−++−=                                         (A2) 
where σis , etc. are the partial molecular quantities, 
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 For a bulk phase,  
ααααααα µυµ dxdPdTsd iiii &++−=                                                                  (A3) 
and the same for phase β . The isothermal-isobaric Gibbs-Duhem equation and Eq. (A1) for constant σT , 
αP , βP , and σ  result in the following relations: 
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                                                    (A4) 
 In the state of full equilibrium, the equality βσα µµµ iii ==  holds [12]; its differential form 
βσα µµµ iii ddd ==                                                                       (A5) 
is used below for deriving the needed relations, as well as equation 
LdPdPdP += βα                                                                      (A6) 
Also TTTT ≡== βσα , where T  is the common temperature of the system in equilibrium. 
 The complex consisting of phases α  and σ  being in equilibrium with each other (but generally not 
in equilibrium with phase β ) is the density fluctuation (DF) [35, 36] within phase β ; its volume is by 
βσV  greater, than the nucleus volume V  bounded by the surface of tension (Fig.2).   
 
1. Equilibrium of bulk phases 
 
 Equation βα µµ ii dd =  for =i A and B results in the following system of equations: 
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+−+−=
ααββαααβββ
ααββαααβββ
µυυµ
µυυµ
dxdPdPdTssdx
dxdPdPdTssdx
BBBBBB
AAAAAA
&&
&&
)(
)(
                                      (A7) 
Expressing αµB&  via αµA&  and βµB&  via βµA&  according to Eq. (A4), we reduce this set to the following 
equation: 
αα
α
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ββα
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β
αβ µυυυ dx
x
xxdPdPdTs A&
−
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1
)( )()(                              (A8) 
with 
))(()( αααβαβαβ BA ssxxsss −−−−≡∆  
))(()( αααβαβαβ υυυυυ BAxx −−−−≡∆  
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This equation gives the relationship between the composition of phase α and the system state 
parameters – temperature and pressures. For the flat interface, βα PP = , it reduces to the equation derived 
by Van der Waals [37].   
 
2. Relations between the compositions of coexisting phases  
 
 As is known, the composition of the nucleus surface layer differs from the composition of bulk phase 
α , i.e. adsorption takes place. The need to incorporate the phenomenon of adsorption into the nucleation 
theory was noted by Wilemski [38, 39]. The above fundamental equations for a surface layer together 
with the equations of equilibrium allow deriving equations for the surface composition σx  at different 
conditions. Below, relations between σx  and αx , as well as between αx  and βx , are derived. 
 Eq. (A7) is employed for deriving the dependence )( βα xx . Substituting Eq. (A6) to this set of 
equations and then excluding LdP  from it, we get an equation connecting 
αx , βx , T , and βP : 
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                                                                                         (A9) 
 Isothermal-isobaric dependences are of the most practical interest. Thus, one obtains from this 
equation 
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where equation )1( ααααα υυυ xx BA −+=  was utilized. 
For ideal solutions, ααµ xkTA /=&  and ββµ xkTA /=& , this equation acquires the form 
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 For deriving the relation between σx  and αx , we use σα µµ ii dd =  with account for Eqs. (A3) and 
(A2): 


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++−=+−++−
++−=+−++−
ααααασσββσαασσ
ααααασσββσαασσ
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&&
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                  (A12) 
Further, the following steps are done: (i) Eq. (A1) for σd  with αµid  instead of σµid , as well as Eq. (A6) 
are substituted; (ii) Eq. (A4) for αµi  is employed; (iii) LdP  is excluded from the resulting set of equations 
and Eq. (A4) for σµi  is employed. As a result, an equation connecting σx , αx , T , and βP  is derived. The 
isothermal-isobaric equation is then obtained as follows: 
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where equation )1( σσ xaxaa BA −+=  was utilized. 
 For ideal solutions in both phase α and surface layer, 
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                                                 (A14) 
It is seen that Eqs. (A13) and (A10) as well as (A14) and (A11) are quite similar. In the 
approximation of constant αυi  (not depending on αx ) and constant ia  (not depending on σx ), Eqs. (A11) 
and (A14) are equations with separated variables which are easily integrated. 
  Eq.(A13) allows us to determine the surface layer composition σx  for a given αx , i.e. to find the 
difference )( ασ xx −  of compositions of surface and bulk phases (adsorption). Of course, an equation for 
β
βσ
PT
dxdx
,
)/(  as well as other relations of interest can be derived in a similar way. 
 
3. Dependence of surface tension on the new-phase composition 
 
 Eq. (A1) is basic for determining the dependences of surface tension on different state parameters of 
coexisting phases. We replace σµid  by αµid  and βµid  in this equation and express )(βαµB&   via )(βαµA& , 
according to Eq. (A4); then Eq. (A7) for ββµ dxA&  and Eq. (A6) are employed. As a result, the following set 
of equations is obtained: 
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[ ] [ ] LAAA dPxxxdTssxxxsadx ασβασβαβσββσββ υυσ )()1())(()1()1( )( −+−+−−+−∆=−  
[ ] αασβββασββσβ µυυυ dxxxdPxxx AAA &)())(()1()( −+−−+−∆−+                                                (A16) 
with 
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))(()( ββσβσβσβ υυυυυ BAxx −−−−≡∆  
 Excluding LdP  from this set of equations, we get an equation connecting σ  with 
αx , T , and βP . An 
equation for the isothermal-isobaric dependence βασ PTx ,)(  has the following form: 
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The similar equation obtained in Ref. [27] is reduced to Eq. (A17) after simple transformations. For 
integrating this equation, it has to be complemented by the functions βαβ PTxx ,)(  and βασ PTxx ,)(  which 
are determined from Eqs. (A10) and (A13). 
 Excluding βdP  from Eqs. (A15) and (A16) and utilizing equation 
dR
R
d
R
dPL 2
22 σ
σ −=                                                               (A18) 
 we get an equation connecting σ  with αx , T , and R  [27] 
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where )()( σαασ υυ ∆−=∆ , )()( σαασ ss ∆−=∆ . From here, an equation for RTx ,)( ασ  is obtained as follows: 
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 It is of interest to consider the dependence RTx ,)( ασ  following from the condition of the DF internal 
equilibrium only, i.e. from the condition of equilibrium between phases α  and σ  at a fixed state of phase 
β , )()( βσα µµ ii dd = . It is easily derived from Eq. (A15) which is just an equation for the internal 
equilibrium. Employing Eq. (A18) and then putting 0=βdP  in Eq. (A15), we get 
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from where 
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For a liquid droplet (α ) in vapor ( β ), Eqs. (A19) and (A20) are simplified due to the condition 
)()( ασ
β
αβ υυυ ∆>>≈∆  and go into Eqs. (A21) and (A22), respectively. So, for a liquid binary droplet in 
vapor, an equation for RTx ,)( ασ  derived from the condition of full equilibrium coincides with that derived 
from the condition of the DF internal equilibrium only.  
It is seen from Eq. (A22) that the surface tension depends on αx  due to adsorption, or the difference 
in compositions αx  and σx . For integrating this equation, the dependence )(
,
)( DFRTxx ασ  is needed. It is 
obtained from Eq. (A12)  which is just an internal equilibrium equation. Substituting σd  from Eq. (A21) 
in Eq. (A12), as well as utilizing Eq. (A18) and putting 0=βdP , we get from any equation of this set 
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In the limit of planar interface, this equation goes into Eq. (A13). T  in Eqs. (A21)-(A23) is the DF 
temperature: σα TTT =≡ .   
 
4. Surface effects on the work of binary nucleus formation  
 
 The second differential of the work with the surface layer contribution was calculated in Ref. [12]; 
for a binary nucleus, it has the following form: 
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where σH  is just the mentioned surface layer contribution. αH  and σH  are the positive definite 
quadratic forms of stable variables for phases α  and σ ; only αH  enters this equation in the CNT 
approximation.  
 The matrix of the quadratic form αH  for an incompressible droplet was found in Ref. [1] as 
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with ααα
∗∗∗
+= BA NNN ; 
α
∗VC  is the heat capacity of the critical droplet. The same equation with the 
replacement of superscript α  by σ  holds for the expression in braces for σH , Eq. (A24), whereas the 
last term is represented as follows: 
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where  
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Droplet temperature is an important variable; it allows us to take into account nonisothermal effects 
in condensation [11, 12]. However, the heat conductivity in condensed matter is much higher, than in a 
vapor; thus, the temperature is not required as a variable of nucleus description and omitted below (it falls 
out from consideration as a result of the corresponding kinetic limit). From the above equations, the 
matrix of the work of binary nucleus formation in a condensed state is 
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Eq. (A24) for ∗ )(2 )( βWd  was derived at a fixed state of phase β  [12], which is marked by the 
subscript; it was assumed that the mother-phase state does not change upon the nucleus formation. 
Therefore, equations derived above from the condition of DF internal equilibrium at a fixed state of phase 
β  are employed for determining matrix H  elements. Specifically: (i) equations of Section 2 determines 
∗
R  and α
∗
x  for a given state (supersaturation) of phase β ; (ii) at the given 
∗
R  and βTT = , σ
∗
x  is a 
function of α
∗
x  which is determined from Eq. (A23); the derivative ασ dxdx /  is taken from this equation 
with 
∗
= RR  also. (iii) The derivatives of surface tension in Eq. (A29) are determined by Eq. (A21). 
When the nucleus is so small that phase α  is absent, 0→
∗
αN , ασVV = , only the surface parameters 
remain in Eq. (A29); the set of variables (V , σx ) is more convenient in this case for considering the 
kinetics of nucleus evolution. The element xxh  in these variables has the form 
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and the first summand vanishes together with α
∗
N . Thus, the matrix H  becomes as follows: 
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The factor χ  acquires the form 
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it follows that 
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i. e. 0<χ , which is an important property [12]. 
 Comparing Eq. (A30) to the CNT matrix H , Eq. (48), we see that the dependence of surface tension 
on radius changes the element VVh  (the nucleation barrier curvature), whereas the dependence on αx  
yields the off-diagonal elements Vxh . The presence of the derivative 
ασ dxdx /  in Eqs. (A29) and (A30) 
shows that taking into account the adsorption phenomenon is naturally required, when the nucleation 
work is written with the surface term, whereas this is not the case for the CNT nucleation work, Eq. (48).   
The quadratic form with the matrix H , Eq. (A29), can be identically transformed as follows: 
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Such transformation with respect to arbitrary stable variables was used in Ref. [8] for normalizing the 
equilibrium distribution function. The quantity eqx  is a solution of equation 0/ =∂∂ xH , or 0/ =∂∂ xW ; 
this fact together with the form of Eq. (A34) leads to the conclusion that eqx  plays the role of equilibrium 
composition for a noncritical nucleus. So, 
∗
= xxeq for noncritical nuclei holds only in the CNT 
approximation, where the dependence of surface tension on composition is absent, 0=Vxh . While the 
critical nucleus composition fluctuates around 
∗
x , the noncritical nucleus composition fluctuates around 
eqx  with the same rms.  
 The same Eqs. (A34) and (A45) with replacement Tx →  hold for a unary droplet nucleation due to 
the dependence of surface tension on droplet temperature T  [12]. The presence of the off-diagonal 
elements Vxh  does not allow us to get Eq. (64) for xa  and hence to write Eq. (62). In order to solve this 
problem, we must go to the new variables, ),(),( xVxV ′→ , where the matrix H′  is diagonal. This 
procedure with respect to temperature is performed in Ref. [12]; so the resulting equations from this work 
can be employed here with replacement xT → . The transition matrix is 
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The matrices H  and Z  are transformed according to equations HCCH T=′ , ZCCZ 1−=′  and acquire the 
form 
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 As the matrix H′  is diagonal now, we can write 
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VVxxV zaz ′′=′ ,   Vxxxxxx zaz ′′+′=′ λ                                                      (A39) 
and equation for xa′  has the form of Eq. (64), 
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Substituting the elements from Eq. (A37), we get 
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 Substituting the obtained xa′  in Eq. (A38) and returning to x , according to Eq. (A35), we have 
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λ&&                                           (A42)                                     
The quantity xxλ′  is obtained from Eq. (A39): Vxxxxxx zaz ′′−′=′λ . Taking xxz′  and Vxz′  from Eq. (A37), we get 
after simple transformations 
Vxx
VV
Vx
xx
Vx
xxxxxxx zah
h
h
h
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1
00 1
−






−
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



−−=≡′ λλ                                                (A43) 
This is the form of equations for x&  and xxλ  in the case of composition-dependent surface tension. The 
form of Eq. (A42) confirms the meaning of eqx  as the equilibrium composition for the given V ; the 
composition x  relaxes to eqx , rather than to ∗x . In the CNT approximation, 0=Vxh , Eq. (A42) acquires 
the form of Eq. (62), and xxλ  is transformed to its CNT value.  
 Finally, it should be noted that the equations of equilibrium of Section 2 for a binary precipitate must 
be rederived for the case of composition-dependent surface tension. If they have the same form, but with 
),( ασσ xR=  (as for a binary droplet [1]), nevertheless, the elements ikz in Eqs. (A41)-(A43) are not the 
CNT elements given by Eq. (89); they include the terms with derivatives 
∗
∂∂ )/( Rσ  and 
∗
∂∂ )/( ασ x . The 
surface parameters entering the above equations can be estimated within statistical mechanics, the density 
functional theory [40-43], or obtained from computer simulations. 
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Fig. 1. The LHS of Eq. (73), )( Aexy (solid) and )( Bexy (dashed), for 3=ω , 21.01 =sx , 79.02 =sx , and 
different pairs ),( mn  shown in figures (a), (b) and (c). The corresponding derivative 
∗
)/( LAe dPdx  - the 
function )( 0Axϕ  in Eq. (74a) – is shown in figures (a’), (b’) and (c’). The symbols A and B show here the 
regions, where the corresponding component is a solute and determines the nucleation kinetics. Fig. (b’’) 
shows the function )( 0Axϕ  for ideal solution, 0=ω . Fig. (a) also demonstrates graphical solving Eq. (73): 
the straight line represents the value of the RHS of Eq. (73) for some critical radius 
∗
R ; it intersects the 
curve (LHS) at two points Ax 1,0  and Ax 2,0  corresponding to the given ∗R . 
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Fig. 2. Phases α , σ , and β . The density fluctuation (DF) is bounded by bold line; the surface of 
tension is shown by dashed line. 
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