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SYMMETRIC SEMI-ALGEBRAIC SETS AND NON-NEGATIVITY OF
SYMMETRIC POLYNOMIALS
CORDIAN RIENER
Abstract. The question of how to certify the non-negativity of a polynomial function lies
at the heart of Real Algebra and has important applications to optimization. Timofte[12]
provided a useful way of certifying non-negativity of symmetric polynomials. In this note
we slightly generalize Timofte’s statement and investigate families of polynomials that allow
special representations in terms of power-sum polynomials. We also recover the consequences
of Timofte’s original statements as a corollary.
1. Introduction
Real Algebraic Geometry evolved around the question how to certify that a polynomial function
f ∈ R[X1, . . . ,Xn] assumes only nonnegative values and the study of so called semi-algebraic
sets. These subsets of Rn are defined by a Boolean formula whose atoms are polynomial
equalities and inequalities. Given polynomials f1 . . . , fm ∈ R[X1, . . . ,Xn] we will denote by
S(f1, . . . , fm) ⊂ R
n a semi-algebraic set, such that the equalities and inequalities appearing
in the description are given by the polynomials f1, . . . , fm. With this setup, problems such as
deciding if a semi-algebraic set is empty or not, or computing topological invariants of such sets
are central to Real Algebraic Geometry [1]. These algorithmic questions also have applications
to other areas of mathematics, for example to optimization. In recent years there has been
some interest to this question in particularly structured situations, for example polynomials
invariant under the action of a group. In this note we investigate symmetric polynomials, i.e.,
polynomials invariant under all permutations of the variables. In this setting Timofte [12] intro-
duced the following so-called half-degree principle: Let f be a symmetric polynomial in n real
variables of degree 2d. Then, if the inequality f(y) ≥ 0 holds on all points y ∈ Rn that do not
have more than d distinct components, it is valid for all y ∈ Rn. Furthermore, the called the
degree principle applies for a general semi-algebraic set S described by symmetric polynomials
f1, . . . , fm such that every symmetric polynomial fi has at most degree d. In this case empti-
ness of S can be certified by restricting to the points with at most d distinct components. Both
the half degree principle and the degree principle allow for a more efficient way to check for
non-negativity of a symmetric polynomial or to certify emptiness of a symmetric semi-algebraic
set. For k ∈ Z a k-partition of n (denoted as ϑ ⊢k n) is an ordered sequence ϑ := (ϑ1, . . . , ϑk) of
non-negative integers with ϑ1 ≥ ϑ2 ≥ . . . ,≥ ϑk and ϑ1 + ϑ2 + . . .+ ϑk = n. Given a symmetric
polynomial f and ϑ ⊢k n one can define a k-variate polynomial f
ϑ ∈ R[T1, . . . , Tk] via
fϑ(T1, . . . , Tk) := f(T1, . . . , T1︸ ︷︷ ︸
ϑ1
, T2, . . . , T2︸ ︷︷ ︸
ϑ2
, . . . , Tk, . . . , Tk︸ ︷︷ ︸
ϑk
).
Using this notation the half-degree principle states that if fϑ is non negative on Rk for all
ϑ ⊢k n, then the original symmetric polynomial f is non-negative. Since ϑ ⊢k n implies
that ϑ ∈ {1, . . . , n}k, the number of possible k partitions of n is bounded by nk. Hence the
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complexity of deciding if a symmetric polynomial of a fixed degree is non-negative depends only
polynomially on n. This construction can be applied appropriately to any semi-algebraic set
S defined by symmetric polynomials whose degrees are bounded by a fixed number. This idea
has remarkable consequences, for example in SDP- relaxations for optimization tasks defined by
symmetric polynomials [3, 9], or the study of topological complexity of projections of general
(i.e. non-symmetric) semi-algebraic sets [2]. In the remainder of this paper we want to show
that these remarkable statements and a slight generalization can be derived in an elementary
way by properties of the power sum polynomials.
2. Generalizing the degree principle
One of the main observations in the proof of the degree principle is the form of the representation
of a symmetric polynomial of degree d in terms of generators of the polynomial algebra of
symmetric polynomials: For integers n, i ∈ N define the power sum polynomials
p
(n)
i :=
n∑
j=1
Xij .
We will omit the superscript n whenever the number of variables is clear. The following state-
ment is well-known and sometimes referred to as the fundamental theorem of symmetric poly-
nomials.
Theorem 2.1. Let f ∈ R[X1, . . . ,Xn] be symmetric, then there is a unique polynomial g ∈
R[Z1, . . . , Zn] such that
(2.1) f(X1, . . . ,Xn) = g(p1(X1, . . . ,Xn), . . . , pn(X1, . . . ,Xn)).
Since the decomposition in (2.1) is unique, a closer inspection gives the following.
Corollary 2.2. Let f ∈ R[X1, . . . ,Xn] be symmetric of degree d ≤ n. Then setting k = ⌊
d
2⌋
and d′ = min{d, n}, we have
f(X1, . . . ,Xn) = g0(p1(X1, . . . ,Xn), . . . , pk(X1, . . . ,Xn))
+
d′∑
j=k+1
gj−k(p1(X1, . . . ,Xn), . . . , pk(X1, . . . ,Xn)) · pj(X1, . . . ,Xn)
The following definition generalizes this property to symmetric polynomials that are repre-
sentable using few power sums.
Definition 2.3. Let J ⊂ N be a set of cardinality d. Then a symmetric polynomial f is called
J−sparse, if it admits a representation in terms of the power sums associated to J , i.e.,
f = g(pj1 , . . . , pjd),
where jl ∈ J and g ∈ R[Z1, . . . , Zd].
Note that every symmetric polynomial of degree d is {1, . . . , d} - sparse. The following ob-
servation provides a simple method to verify if a given polynomial is J -sparse. We denote
by V ∈ R[X1, . . . ,Xn]
n×n the Vandermonde matrix, i.e., V = (Xj−1i )
n
i,j=1. Further, let
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V −1 ∈ R(X1, . . . ,XN )
n×n be its inverse. Notice that this inverse matrix can be calculated
via
V −1i,j :=
(
(−1)n+i−1en−i(X1, . . . , Xˆj , . . . Xn)∏n
l=1,l 6=j(Xj −Xl)
)
,
where ej(X) :=
∑
J⊂{1,...,n}|J |=j
∏
i∈J Xi is the j−th elementary symmetric polynomial and Xˆj
denotes leaving out this variable.
Proposition 2.4. Let f ∈ R[X] be a symmetric polynomial denote by ∇f ∈ R[X1, . . . ,Xn]
n
its
gradient vector and define h(X) ∈ R[X1, . . . ,Xn]
n via h(X) := (M ·∇f)t. If a set J ⊂ {1, . . . , n}
satisfies h(X)j = 0 for all j 6∈ J , then f is J-sparse.
Proof. Let g ∈ R[Z1, . . . , Zn] be the unique polynomial such that f = g(p1, . . . , pn). It follows
by the chain rule that
∂f
∂Xi
=
n∑
l=1
∂g
∂Zl
(p1(X), . . . , pn(X)) ·
∂pl
∂Xi
=
n∑
i=1
lX l−1i
∂g
∂Zl
(p1(X), . . . , pn(X)).
Now let D ∈ Rn×n be the diagonal matrix with diagonal entries (1, . . . , n). Then this identity
can be written as
∇f = V ·D · ∇g,
and hence ∇g = D ·V −1∇f . Therefore, g does not depend on pj if and only if (∇g)j = 0 which
in turn is the case if and only if (V −1∇f)j = 0, proving the statement. 
Definition 2.5. For x := (x1, . . . , xn) ∈ R
n, let π(x) := |{x1, . . . , xn}| denote the number of
distinct coordinates of x and π+(x) := |{x1, . . . , xn}∩R>0| denote the number of distinct positive
coordinates of x. Further, for k ∈ N define the sets
Ak := {x ∈ R
n : π(x) ≤ k} and A+k := {x ∈ R
n
≥0 : π
+(x) ≤ k}.
The following theorem is a generalization of the degree principle.
Theorem 2.6. Let J := {j1, . . . , jd} ⊂ N with j1 < j2 . . . < jd and let f1, . . . , fm ∈ R[X] be
symmetric J−sparse polynomials. Consider a non-empty semi-algebraic set S(f1, . . . , fm) ⊂ R
n.
Then the following holds:
(1) If all of j1, . . . , jd are even, then S contains a non-negative point with at most d distinct
non-zero coordinates, i.e., S ∩A+d 6= ∅.
(2) If at least one of j1, . . . , jd is odd, then S contains a point with at most ℓ := min{jd, 2d+
1} many distinct coordinates, i.e., S ∩Aℓ 6= ∅.
In particular we immediately recover the degree principle:
Corollary 2.7 (Degree Principle). Let S ⊂ Rn be a semi-algebraic set defined by symmetric
polynomials of degree at most d, then S 6= ∅ if and only if S ∩Ak 6= ∅, where k := max{2, d}.
The proof will use Descartes’ rule of signs, a statement on the number of positive and negative
roots of a univariate polynomial. Let
p(T ) =
n∑
i=0
aiT
i
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be a univariate polynomial with real coefficients. We define ν to be the number of variations in
sign of the sequence of coefficients a0, . . . , an, i.e. the number of values of times such that the
sign of the sequence a0, . . . , an changes.
Proposition 2.8 (Descartes’ rule of signs). Let f(T ) ∈ R[T ] be a univariate polynomial. Then
the number of positive roots, i.e. t ∈ (0,∞) with f(t) = 0 is at most ν.
Proof of Theorem 2.6. (1) Assume that j1, . . . , jd are even. Fix y ∈ S(f1, . . . , fl), set
a1 := pj1(y), . . . , ad := pjd(y),
and consider
H(a1, . . . , ad) := {v ∈ R
n : pj1(v) = a1, . . . , pjd(v) = ad}.
Clearly, H(a1, . . . , ad) ⊂ S(f1, . . . , fl). Since all of j1, . . . , jd are even, H(a1, . . . , ad) is compact.
Therefore, the polynomial function pjd+2 has an extreme point ζ ∈ H(a1, . . . , ad), and since
pjd+2 is an even function, we can assume that all coordinates ζi of ζ are non-negative. Since ζ is
an extreme point, it follows from Lagrange’s theorem that there are real λ0, . . . , λd, which are
not all zero, such that
λ0∇pjd+2(ζ) =
d∑
l=1
λl∇pjl(ζ).
Since ∂pi
∂Xj
= iXi−1j , this in turn implies that each of the ζi is a non-negative root of the
univariate polynomial
Λ(T ) := (jd + 2)T
jd+1 −
d∑
l=1
jlαlT
jl−1.
This polynomial has at most d+ 1 non zero coefficients and hence by Descartes’ rule there are
at most d distinct positive roots. Therefore, ζ has at most d distinct non-zero coordinates.
(2) We start in the case, when at least one of j1, . . . , jd is even. Consider the set H(a1, . . . , ad),
which is again compact and thus the function pjd+1 will have an extreme point. With the same
arguments the coordinates of the extreme points are roots of a univariate polynomial Λ′ of
degree jd. Descartes’ Rule implies that Λ
′(T ) can have at most d distinct positive roots and at
most d distinct negative roots. So in total the maximal number of distinct real roots (including
zero) is min{jd, 2d+ 1}. Finally, suppose that all of j1, . . . , jd are odd. Then H(a1, . . . , ad) can
be unbounded. However, the function p2 will have a minimum over H(a1, . . . , ad), and one can
argue in the same manner. 
3. Half-degree principle
The half-degree principle, which applies in the case of one polynomial (in)equality, an iteven a
stronger result can be achieved. We give here an elementary proof for the half-degree principle.
This idea of proof can easily be generalized to various situations where a set is described by one
polynomial (in)equality that has special representation in terms of power sums.
Theorem 3.1 (Half-degree principle). Let f be a symmetric polynomial of degree d. Then
(1) f(y) ≥ 0 for all y ∈ Rn if and only if f(y˜) ≥ 0 for all y˜ ∈ Ak 6= ∅, where k =
max{2, ⌊d2⌋},
(2) f(y) ≥ 0 for all y ∈ Rn≥0 if and only if f(y˜) ≥ 0 for all y˜ ∈ Ak,k 6= ∅, where k =
max{⌊d2⌋}
SYMMETRIC SEMI-ALGEBRAIC SETS AND NON-NEGATIVITY OF SYMMETRIC POLYNOMIALS 5
(3) V := {y ∈ Rn : f(y) = 0} 6= ∅ if and only if V ∩Ak 6= ∅, where k = max{2, ⌊d⌋}.
Before we prove the Theorem we will state some technical properties in the following lemma.
Lemma 3.2. Let n > 1 and ξ ∈ Rn with π(ξ) = n. Then there exists δ > 0 such that for
every 0 < ε < δ the ball Bε(ξ) around ξ with radius ε contains points ζ and ν with the following
properties:
(1) pi(ξ) = pi(ζ) = pi(ν) for all i ∈ {1, . . . , n− 1},
(2) pn(ζ) < pn(ξ) < pn(ν),
(3) ξi 6∈ {ζ1, . . . , ζn} and ξi 6∈ {ν1, . . . , νn} for all i ∈ {1, . . . , n}.
Proof. For (1) and (2) it suffices that the Jacobian of the map Π : Rn → Rn, with x 7→
(p1(x), . . . , pn(x)) has full rank n at ξ. The properties (1) and (2) then are consequences of the
inverse function theorem. For (3) we consider the elementary symmetric functions ej(X) and
define bj := ej(ξ). Then the coordinates of ξ are exactly the n roots of the polynomial
fξ(T ) := T
n +
n∑
i=1
(−1)ibi T
n−1.
Similarly, we define polynomials fζ , fν ∈ R[T ]. Since e1, . . . , en−1 are polynomials in p1, . . . , pn−1
we have by (1) that these three univariate polynomials only differ at by a constant scalar. Thus
it follows that fζ(ξi) = fξ(ξi)− (fξ(0)− fζ(0)) 6= 0 and fν(ξi) = fξ(ξi)− (fξ(0)− fν(0)) 6= 0 for
all i ∈ {1, . . . , n}, proving (3). 
Proof of Theorem 3.1. (1) : Let k := max{2, ⌊d2⌋}. We will show that for y ∈ R
n there is y˜ ∈ Ak
such that f(y˜) ≤ f(y). Let y ∈ Rn, define a1 := p1(y), . . . , ak := pk(y), and consider
H(a1, . . . , ak) := {ξ ∈ R
n : p1(ξ) = a1, . . . pk(ξ) = ak}.
We now examine the the optimization problem
min
ξ∈H(a1,...,ak)
f(ξ).
Let Mf (a1, . . . , ak) denote the set of minimizers. Since k ≥ 2 the set H(a1, . . . , ak) is compact
and thus Mf (a1, . . . , ak) 6= ∅. We will show that Mf (a1, . . . , ak)∩Ak 6= ∅. First remark that by
Corollary 2.2 we have
f = g0(p1, . . . , pk) +
d′∑
j=k+1
gj−k(p1, . . . , pk) · pj,
where d′ = min{d, n}. Therefore, setting ℓj := gj−k(p1(y), . . . , pk(y)) we have that over
H(a1, . . . , ak) the function f is equivalent to a linear combination of power sums defined as
φ :=
d′∑
i=k+1
ℓipi.
For every y˜ ∈ M(a1, . . . , ak) the first order Lagrange condition has to hold, i.e., there are
λ0, . . . , λk ∈ R which are not all zero, such that every coordinate y˜j of y˜ is a root of the
equation
(3.1) λ0
(
d′∑
i=k+1
i ℓiy˜
i−1
j
)
+
k∑
i=1
i λiy˜
i−1
j = 0,
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and it follows that π(y˜) ≤ d′ − 1. In the case that λ0 6= 0 but λi = 0 for all i 6= 0 this is clearly
only possible if y˜ ∈ Ak or all ℓi = 0. Since in the second case this in turn implies that f is
constant on H(a1, . . . , ak), i.e. Mf (a1, . . . , ak) = H(a1, . . . , ak) and further by Theorem 2.6 we
have H(a1, . . . , ak) ∩Ak 6= ∅, we can conclude that Mf (a1, . . . , ak) ∩Ak 6= ∅.
In the case that at least one λi 6= 0 for i ∈ {1, . . . , k} choose y˜ ∈Mf (a1, . . . , ak) in such away that
m := π(y˜) < n is maximal with respect to all points in Mf (a1, . . . , ak). Suppose that y˜ /∈ Ak,
i.e., that m > k and without loss of generality assume that the first m coordinates of y˜ are
pairwise distinct. Now, consider f locally only as a function of these first m coordinates. This
restriction is given by the polynomial f˜(X1, . . . ,Xm) := f(X1, . . . ,Xm, y˜m+1, . . . , y˜n). Denoting
Sm ⊂ Sn the subgroup permuting only the first m coordinates, clearly f˜ is Sm invariant and
since 2m > d there is a representation of the from
(3.2) f˜ = g˜0(p
(m)
1 , . . . , p
(m)
m−1) + g˜1(p
(m)
1 , . . . , p
(m)
m−1) p
(m)
m .
Lemma 3.2 now yields that in in every small enough (m-dimensional) ball around (y˜1, . . . , y˜m)
there exist points ζ ∈ Rm and ν ∈ Rm for which all but the last power sum agree with the eval-
uation on (y˜1, . . . , y˜m). Suppose that g˜1(p
(m)
1 (y˜1, . . . , y˜m), . . . , p
m
m−1(y˜1, . . . , y˜m)) 6= 0. Then it
follows from the representation in (3.2) it that f˜(ζ1, . . . , ζm) < f˜(y˜1, . . . , y˜m) or f˜(ν1, . . . , νm) <
f˜(y˜1, . . . , y˜m), which clearly contradicts y˜ ∈M(a1, . . . , ak).
Finally, suppose that g˜1(p
(m)
1 (y˜1, . . . , y˜m), . . . , p
m
m−1(y˜1, . . . , y˜m)) = 0. In this case it follows that
(ζ1, . . . , ζm, y˜m+1, . . . , y˜n) ∈ M(a1, . . . , ak). However by (3) in Lemma 3.2 we can infer that
|{ζ1, . . . , ζm, y˜m+1, . . . , y˜n)}| > m, which contradicts the choice of y˜. Therefore we can conclude
that M(a1 . . . , ak) ⊆ Ak.
(2) : Just observe that the polynomial f is copositive if f˜ := f(X21 , . . . ,X
2
n) non-negative. Then
observing that f˜ has a representation with only even power sums, the arguments follow the
same ideas.
(3) : Suppose V 6= ∅. Then minx∈Rn f(x) ≤ 0 and minx∈Rn −f(x) ≥ 0. Therefore it follows
from (1) that there is y1, y2 ∈ Ak such that f(y1) ≤ 0 and f(y2) ≥ 0. Since Ak is connected the
statement follows. 
Open question:
The proof presented in this article used properties of the power sum polynomials. In particular
the notion of sparsity in Definition 2.3 depends on this particular choice of generators for the
ring of symmetric polynomials and would be interesting to study if the results in Theorem 2.6
are dependent on this choice.
Acknowledgment: The author thanks Andrew Arnold, Alexander Kovacˇec, and an anonymous
referee for many valuable comments on an earlier version that helped to improve the presentation
of the results.
References
[1] S. Basu, R. Pollack, M.-F. Roy. Algorithms in real algebraic geometry. Algorithms and Computation in
Mathematics, 10. Berlin: Springer, 2003.
[2] S. Basu, C. Riener. Bounding the equivariant Betti numbers and computing the generalized Euler-Poincare´
characteristic of symmetric semi-algebraic sets. arXiv:1312.6582.
[3] G. Blekherman, C. Riener. Symmetric nonnegative forms and sums of squares. arXiv:1205.3102.
[4] M. D. Choi, T. Y. Lam. Extremal positive semidefinite forms. Math. Ann. 231:1–18, 1978 .
SYMMETRIC SEMI-ALGEBRAIC SETS AND NON-NEGATIVITY OF SYMMETRIC POLYNOMIALS 7
[5] M. D. Choi, T. Y. Lam, B. Reznick. Even symmetric sextics. Math. Z., 195:559–580, 1987.
[6] S. Iliman, T. de Wolff. Low Dimensional Test Sets for Nonnegativity of Even Symmetric Forms.
arXiv:1303.4241.
[7] W. R. Harris. Real even symmetric ternary forms. J. Algebra, 222:204–245,1999.
[8] I.G. Macdonald. Symmetric Functions and Hall Polynomials. Oxford Mathematical Monographs. Oxford:
Clarendon Press, 1979.
[9] C. Riener, T. Theobald, L. Jansson-Andre´n, J. B. Lasserre. Exploiting Symmetries in SDP-relaxations for
polynomial optimization. Math. of OR. 38:1, 122-141, 2013.
[10] C. Riener. On the degree and half degree principle for symmetric polynomials. J. Pure Appl. Algebra,
216:850–856, 2012.
[11] B. Reznick. Some concrete aspects of Hilbert’s 17th problem in Real Algebraic Geometry and Ordered
Structures, (C. N. Delzell, J.J. Madden eds.) Cont. Math., 253 (2000), 251-272
[12] V. Timofte. On the positivity of symmetric polynomial functions. Part I: General results. J. Math. Anal.
Appl. 284:174–190, 2003.
Aalto Science Institute, PO Box 11000, FI-00076 Aalto, Finland
