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In this paper we study the (2, k)-generation of the finite classical groups SL4(q),
Sp4(q), SU4(q
2) and their projective images. Here k is the order of an arbitrary
element of SL2(q), subject to the necessary condition k ≥ 3. When q is even
we allow also k = 4.
1. INTRODUCTION
We recall that a group is (2, k)-generated if it can be generated by two elements of respective
orders 2 and k. Our aim is to find uniform (2, k)-generators of the 4-dimensional classical groups.
Since two involutions generate a dihedral group, we assume k ≥ 3.
In this problem a special case of a formula of L. Scott [20, Theorem 1] plays a crucial role. E.g.
it gives constraints for the similarity invariants of a (2, k)-generating pair of the groups under
consideration (see (1)). Moreover it gives a rigidity criterion, proved by Strambach and Vo¨lklein
[21, Theorem 2.3], which is very useful (see (2)). We acknowledge A. Zalesskii for having brought
our attention to this subject and to a systematic study of Scott’s result. Sections 2 and 3 are
dedicated to this study, aiming to develop more general techniques for linear groups.
In Section 4 we fix the canonical forms of our uniform generators x, y. Having in mind the
(2, k)-generation of the projective images of the classical groups, we allow x2 = ±I. On the
other hand both y and its projective image have order k. The choice of the canonical form of y
is determined, for uniformity reasons, by the case k = 3 (see the beginning of Section 6). We
characterize the shapes of x and y, up to conjugation, subject to the condition that the group
〈x, y〉 is absolutely irreducible (see (11)). The matrix x is uniquely determined by its order,
y has an entry s which determines its order k and four indeterminate entries r1, . . . , r4: their
values which still produce a reducible group are described by Lemma 4.1.
In Section 6, we are ready to prove a list of negative results. They show that, apart from
the groups Sp4(q), which probably require a generator of order k ≥ 4 with similarity invariants
other than y, our positive results are the best possible. In particular the following groups are not
(2, 3)-generated: SL4(2), Sp4(q) for all q, PSp4(2
a), PSp4(3
a), SU4(9) and PSU4(9). Moreover
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SL4(3), SU4(9) and PSU4(9) are not (2, 4)-generated: this last fact has required an unexpected
amount of details. The exception of symplectic groups were detected by Liebeck and Shalev in
[13]. Here we give an alternative proof.
In Section 7 we specialize the values of the parameters r1, . . . , r4, aiming to our positive results.
Let F be an algebraically closed field of characteristic p > 0. If (k, p) = 1, let us denote by ǫ
a primitive k-th root of unity in F. If k = p or k = 2p, we set respectively ǫ = 1 or ǫ = −1.
Writing s = ǫ + ǫ−1, our uniform generators have shapes:
x =


0 0 1 0
0 0 0 1
d 0 0 0
0 d 0 0

 , d = ±1, y =


1 0 0 r2
0 1 0 r4
0 0 0 −1
0 0 1 s

 , r4 6= 0.
By Corollary 7.1 the group H = 〈x, y〉 is absolutely irreducible provided r2 6= −ǫ±1r4 and
r2 + r4 6= ±(2 − s)
√
d. We make the assumption that H is absolutely irreducible, which has
several consequences.
First of all, by Remark 4.1, the triple (x, y, xy) is rigid and xy must have a unique similarity
invariant. It follows that, for any field automorphism σ, the matrices (xy)σ and (xy)−1 are
conjugate if and only if their characteristic polynomials are the same. They are respectively:
χ(xy)σ(t) = t
4 − drσ4 t3 − dsσt2 − rσ2 t+ 1,
χ(xy)−1(t) = t
4 − r2t3 − dst2 − dr4t+ 1.
Suppose that r2, r4 and s belong to Fq. If H ≤ Sp4(q), then xy is conjugate to its inverse,
and we obtain the necessary condition r2 = dr4. If d = 1 and r2 = r4, then H ≤ SO±(q) by
Theorem 7.2(ii). This fact and Theorem 6.1(iv) explain why, in the symplectic case, we must
assume d = −1 and p odd. On the other hand, the conditions d = −1, p odd and r2 = −r4
are sufficient to guarantee that H ≤ Sp4(q) by Theorem 7.2(v). Next suppose that r2, r4 ∈ Fq2 ,
s ∈ Fq. If H ≤ SU4(q2), taking the Frobenius map α 7→ αq as the field automorphism σ,
we obtain the necessary condition r2 = dr
q
4. On the other hand, this condition is sufficient to
guarantee that H is contained in SU4(q
2) by Theorem 3.1(ii).
Now suppose that the group H is contained in one of the classical groups under consideration.
If H is not the whole group, then it is contained in some maximal subgroup M . Following
Aschbacher’s structure Theorem [1], the groupM belongs to one of nine classes. Eight of them,
denoted from C1 to C8, correspond to natural subgroups. The remaining class S results from
absolutely irreducible representations of finite simple groups. So, for fixed q and s,we have to
exclude all values of r2 and r4 for which H is contained in some M in the above classes. If
M ∈ C1 ∪ C3, then it is reducible over F: thus Corollary 7.1 takes care of this case. If M ∈ C2,
it stabilizes a direct sum decomposition: this possibility is considered in Section 8. If M ∈ C5,
it stabilizes a subfield: see Lemma 5.2. The case M ∈ C8, the class of classical subgroups,
is studied in Theorem 7.1. In dimension 4, this analysis includes also the case M ∈ C4 ∪ C7.
Indeed, up to conjugation, such an M is contained in GL2(F) ⊗ GL2(F): hence it fixes, up to
a scalar, the matrix J ⊗ J , where J = antidiag(1,−1). Finally, the cases M ∈ C6 and M ∈ S
are considered in Sections 9 and 10 respectively. The conditions obtained, except those given
by Lemma 5.2, are summarized in Table 4.
We are not aware of any published list of the maximal subgroups of the finite 4-dimensional
classical groups. So our reference was the Ph.D. thesis of Kleidman [11], whose list is based on
the work of several authors, namely [6], [9], [17], [18], [19], [22], [30].
The last Section contains our positive results. Their precise statements, formulated in Theorems
11.1, 11.2, 11.3 and 11.4, can be roughly summarized as follows. Up to a finite number of
exceptions, completely determined, we have that:
• if d = ±1, 0 = r2, 0 6= r4 ∈ Fq and Fq = Fp
[
s, r24
]
, then 〈x, y〉 = SL4(q);
• if d = −1, r2 = −r4, p 6= 2, s 6= 2, 0 6= r4 ∈ Fq and Fq = Fp
[
s, r24
]
, then 〈x, y〉 = Sp4(q);
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• if d = ±1, s ∈ Fq, r2 = drq4 , 0 6= r4 ∈ Fq2 and Fq2 = Fp
[
r24
]
, then 〈x, y〉 = SU4(q2).
As a consequence we obtain that, for all k ≥ 3 such that k | (q − 1) or k | (q + 1) or k = p or
k = 2p, the following simple groups are (2, k)-generated:
PSL4(q), q > 2, PSp4(q), k 6= p, q odd, PSU4(q2), q > 3.
In particular they are (2, 3)-generated, except PSp4(2
a) and PSp4(3
a).
Actually other papers establish explicitly the (2, 3)-generation of many of them. To our knowl-
edge the groups PSL4(q) were considered in [14], [23], [24] and the groups PSp4(q) were consid-
ered in [3].
More recent work in a related area is due to Marion [15], who studies the groups PSLn(q), n ≤ 3,
which are epimorphic images of a given hyperbolic triangle group.
Finally we note that most of our results are computer independent. Nevertheless MAGMA and
GAP have been of great help in the computational aspects of this paper.
2. SCOTT’S FORMULA AND RIGIDITY
We recall some basic consequences of Scott’s formula [20, Theorem 1]: for their background we
refer to [25]. Here 〈X,Y 〉 denotes an absolutely irreducible sugbgroup of GLn(L), where L is a
field. For a subset K of M = Matn(L), let d
K
M be the dimension of CM (K). Then, with respect
to the conjugation action of 〈X,Y 〉 on M , Scott’s formula gives the condition:
dXM + d
Y
M + d
XY
M ≤ n2 + 2. (1)
Moreover, if equality holds, namely if
dXM + d
Y
M + d
XY
M = n
2 + 2 (2)
the triple (X,Y,XY ) is rigid [21, Theorem 2.3]. This means that, for any other triple (X ′, Y ′, X ′Y ′)
with the same similarity invariants as (X,Y,XY ), there exists g ∈ GLn(L) such that X ′ = Xg
and Y ′ = Y g. In particular the groups 〈X,Y 〉 and 〈X ′, Y ′〉 are conjugate.
We may identify the space Ln⊗Ln with M , via the linear extension of the map ei⊗ ej 7→ eieTj .
In particular the symmetric square S of Ln ⊗ Ln is identified with the space of symmetric
matrices. Clearly, for any g ∈ K as above, the diagonal element g ⊗ g acts as m 7→ gmgT , for
all m ∈M . Now let us denote respectively by dKS and dˆKS the dimension of the space of K-fixed
points on S and on its dual. In this case, Scott’s formula gives the condition:
dXS + d
Y
S + d
XY
S ≤
n(n+ 1)
2
+ d
〈X,Y 〉
S + dˆ
〈X,Y 〉
S . (3)
By [25, Lemma 1], setting K = 〈X,Y 〉, we have dKS ≤ 1, dˆKS ≤ 1. If char L 6= 2, then dKS = dˆKS .
Moreover if dˆKS = 1, then d
K
S = 1 and K is contained in an orthogonal group.
In characteristic 2 it may happen that dˆKS = 0, and d
K
S = 1. To exclude this possibility in
certain situations, it may be useful the following:
Lemma 2.1. Let g ∈ GLn(L), with char L = 2. Assume that g is conjugate to its inverse. Then
dgS ≥ n/2 if n is even, dgS ≥ (n+ 1)/2 if n is odd.
Proof. Let V =
{
m ∈Matn(L) | gmgT = m
}
. Since g is conjugate to its inverse, there ex-
ists h ∈ GLn(L) such that gT = h−1g−1h. It follows that gmgT = m if and only if g
centralizes mh−1, whence dim V = dgM ≥ n. This inequality can be seen noting that,
for each companion matrix c of the rational form of g, the algebra L[c] centralizes c. Now
consider the map from V to S: m 7→ m + mT . The image of this map lies in V ∩ S.
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Since char L = 2, the kernel is also in V ∩ S. Since at least one of the dimensions of the
image and of the kernel is at least half of the dimension of V , this completes the proof.
3. GROUPS PRESERVING A FORM
The following theorem in the unitary case appeared in [29, Lemma 6.2]. When L is a finite field
see also [27, Theorem 2.12].
Theorem 3.1. Let L be a field and σ ∈ Aut(L). Let X,Y ∈ GLn(L). Suppose that Xσ ∼ X−1,
Y σ ∼ Y −1, (XY )σ ∼ (XY )−1. Assume further that 〈X,Y 〉 is absolutely irreducible and that
(2) holds.
(i) If σ = id, then 〈X,Y 〉 fixes a non-degenerate symmetric or skew-symmetric form.
(ii) If σ is an involution, then 〈X,Y 〉 fixes a non-degenerate hermitian form.
Proof. Let Mφ = Matn(L) be the 〈X,Y 〉-module equipped with the following action φ on it:
φ(h).m = hσmhT ,
for all h ∈ 〈X,Y 〉. Using the non-degenerate pairing (m1,m2) = Tr(m1m2) we can identify Mφ
with his dual. Via this identification, the dual representation φ∗ is equivalent to φˆ:
φˆ(h).m = (hT )−1m(hσ)−1.
Clearly hσ is conjugate to its transpose. If hσ ∼ h−1, then choose an invertible matrix g such
that (hσ)T = gh−1g−1. Then hσmhT = m if and only if h(mT g)h−1 = mT g. In particular,
dhMφ = d
h
M . Now, Scott’s formula for the module M
φ together with the assumptions of the
Theorem and (2) imply that either d
〈X,Y 〉
Mφ
≥ 1 or dˆ〈X,Y 〉
Mφ
≥ 1.
First, we show that d
〈X,Y 〉
Mφ
≥ 1 yields dˆ〈X,Y 〉
Mφ
≥ 1. To this purpose assume that, for some m 6= 0,
hσmhT = m (4)
for every h ∈ 〈X,Y 〉. Let V be the eigenspace of m relative to 0. In particular V 6= Ln, as
m 6= 0. For any h ∈ 〈X,Y 〉 and any v ∈ V , we have mhT v = (hσ)−1mv = 0. Therefore,
V is 〈XT , Y T 〉-invariant. By the absolute irreducibility of 〈X,Y 〉 it follows V = {0}, i.e., m
is non-degenerate. Inverting both sides of (4), we have (hT )−1m−1(hσ)−1 = m−1. Hence,
hTm−1hσ = m−1 and, since φˆ is equivalent to the dual representation φ∗, we have dˆ
〈X,Y 〉
Mφ
≥ 1,
as desired.
Now consider the case dˆ
〈X,Y 〉
Mφ
≥ 1. Assume that m 6= 0 is such that the equality
(hT )−1m(hσ)−1 = m (5)
holds for any h ∈ 〈X,Y 〉. We show that m is invertible. Let V be the eigenspace of mT
relative to 0. For any h ∈ 〈X,Y 〉 and any v ∈ V , we have (hv)Tm = vTm(hσ)−1 = 0, whence
mT (hv) = 0. Thus V is 〈X,Y 〉-invariant and V = {0} by the absolute irreducibility of 〈X,Y 〉.
Therefore, m is non-degenerate. In particular, this implies that any two non-zero matrices in
Matn(L) satisfying (5) must be proportional.
Equation (5) shows that 〈X,Y 〉 fixes a bilinear form m defined over L.
Transpose both sides of (5) and apply σ. We have
(hT )−1(mT )σ(hσ)−1 = (mT )σ.
By what observed above,
(mT )σ = βm for some β ∈ L∗. (6)
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(i) Assume that σ = id. Repeating (6) twice, we have β = ±1, i.e., m is either symmetric or
skew-symmetric.
(ii) Assume that σ is an involution. Let F = Inv(σ) be the subfield fixed pointwise by σ. Our
next aim is to find a suitable scalar α ∈ L∗ such that αm is hermitian, i.e., ((αm)σ)T = αm.
Iterating (6) we have that ββσ = 1. By Hilbert’s Theorem 90 [8, page 297] for the extension
L/F , there is α such that β = α/ασ. Therefore,
((αm)σ)T = ασβm = αm,
as desired.
Corollary 3.1. Let L be a field and σ ∈ Aut(L). Let X,Y ∈ GLn(L). Suppose that for some
λ, µ ∈ L we have Xσ ∼ λλσX−1, Y σ ∼ µµσY −1, (XY )σ ∼ λµ(λµ)σ(XY )−1. Assume further
that 〈X,Y 〉 is absolutely irreducible and (2) holds.
(i) If σ = id, then 〈X,Y 〉 is contained in a conformal orthogonal or in the conformal symplectic
group.
(ii) If σ is an involution, then 〈X,Y 〉 is contained in a conformal unitary group. Moreover, if
X, Y ∈ GLn(F ), where F = Inv(σ) is the subfield fixed pointwise by σ, then 〈X,Y 〉 is contained
in a conformal orthogonal or in the conformal symplectic group defined over F .
Proof. Set X1 = λ
−1X , Y1 = µ
−1Y . Then Xσ1 = (λ
−1)σXσ ∼ λX−1 = X−11 , Y σ1 ∼ Y −11 ,
(X1Y1)
σ ∼ (X1Y1)−1. By Theorem 3.1, 〈X1, Y1〉 fixes a non-degenerate (symmetric or skew-
symmetric or, respectively, hermitian) form m. Hence
XσmXT = λλσm, Y σmY T = µµσm,
i.e., 〈X,Y 〉 is contained in the corresponding conformal group.
Moreover, the proof of Theorem 3.1 shows that m is unique up to a scalar multiple. Therefore,
if σ is an involution and X , Y ∈ GLn(F ), then m = αm1, where m1 ∈ GLn(F ). (Since
λλσ , µµσ ∈ F , one can find the entries of m1 as a solution of a system of linear equa-
tions defined over F ). Since m is hermitian, we have mT1 = (α
σ/α)m1 = βm1. Applying
σ to the last relation, we find β = β−1, i.e., m1 is either symmetric or skew-symmetric.
When σ = id, Theorem 3.1 does not allow to distinguish between symmetric and skew-symmetric
forms, as both cases may arise. We give some conditions under which the symmetric case can
be detected.
Lemma 3.1. Let X,Y ∈ GLn(L) and suppose that 〈X,Y 〉 is absolutely irreducible. Assume
further that dXS +d
Y
S =
n(n+1)
2 and that XY is conjugate to its inverse. Then 〈X,Y 〉 is contained
in an orthogonal group.
Proof.
Setting K = 〈X,Y 〉, relation (3) gives dXYS ≤ dKS + dˆKS . From the assumption that XY is conju-
gate to its inverse it follows 1 ≤ dXYS . Actually, when p = 2, we have the stronger condition 2 ≤
dXYS by Lemma 2.1. Now we make repeated use of Lemma 1 of [25] which says, first, that d
K
S ≤ 1
and dˆKS ≤ 1. Moreover it says that, when p is odd, dKS = dˆKS . We conclude dKS = dˆKS = 1. Our
claim follows again from Lemma 1 of [25].
The previous Lemma is a special case of a more general fact (see Corollary 3.2 below), which
uses the following result, essentially proved in [28, Lemma 3.4].
Lemma 3.2. Let g ∈ GLn(L) and let
gTmg = m (7)
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for some non-degenerate matrix m which is either symmetric or skew-symmetric. Let µg be the
minimal polynomial of g. Assume that either (i) deg µg > 2a or (ii) deg µg = 2a and the middle
coefficient of µg is non-zero. Then d
g
S ≥ a.
Proof. Define θ : Matn(L)→ S as follows: θ(u) = u+ uT . Clearly, if
gTug = u, (8)
then gTuT g = uT and gT θ(u)g = θ(u). Notice that for any i the matrix u = mgi satisfies (8).
Let
U =
{
a∑
i=1
cimg
i : ci ∈ L
}
.
It follows from (7) that m−1(gi)Tm = g−i. Set λ = 1 if m is symmetric, λ = −1 if m is
skew-symmetric. Consider
gam−1θ
(
a∑
i=1
cimg
i
)
= ga
a∑
i=1
cig
i + gam−1
a∑
i=1
ci(g
i)TmT
= ga
a∑
i=1
cig
i + λga
a∑
i=1
cim
−1(gi)Tm
= ga
a∑
i=1
cig
i + λga
a∑
i=1
cig
−i
= λ
a−1∑
i=0
ca−ig
i +
2a∑
i=a+1
ci−ag
i.
Clearly, under the assumptions of the Lemma, this sum is zero only if all ci vanish. Therefore,
the kernel of the restriction of θ to U is trivial and dim θ(U) = dim U = a. In particular, dgS ≥
a.
Corollary 3.2. Let X,Y ∈ GLn(L) be as in Theorem 3.1 with σ = id and assume further
that:
dXS + d
Y
S ≥
n2 + n
2
− degµXY
2
+ 2. (9)
Then 〈X,Y 〉 is contained in an orthogonal group.
Proof. By Theorem 3.1(i), there exists a non-degenerate, symmetric or skew-symmetric, form
m which is preserved by X and Y . Clearly deg µg > 2
(
degµg
2 − 1
)
. Thus, applying Lemma
3.2 to g = XY , we have dXYS ≥ 12 degµXY − 1. If L has characteristic 2, we have the stronger
inequality dXYS ≥ n2 ≥ 12 deg µXY by Lemma 2.1. Thus, under assumption (9) we get
dXS + d
Y
S + d
XY
S ≥
n2 + n
2
+ 1
and, when L has characteristic 2
dXS + d
Y
S + d
XY
S ≥
n2 + n
2
+ 2.
Our claim follows by the same arguments used in the proof of Lemma 3.1.
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4. CANONICAL FORMS AND SHAPES OF A (2,K)-GENERATING PAIR
Let F be an algebraically closed field of characteristic p ≥ 0. We fix an integer k ≥ 3. If p = 0
or (p, k) = 1, we denote by ǫ a primitive k-th root of unity in F. If (p, k) = p we suppose
k ∈ {p, 2p} and, for k = p ≥ 3, we set ǫ = 1, for k = 2p ≥ 4 we set ǫ = −1.
Next we consider two linear transformations ξ, η of F4 with respective similarity invariants:
• t2 − d, t2 − d, d = ±1,
• t− 1, t3 − (1 + s)t2 + (1 + s)t− 1, s = ǫ + ǫ−1.
The projective image of ξ has order 2. The Jordan form of η is respectively

1
1
ǫ
ǫ−1

 ,


1
1 0 0
1 1 0
0 1 1

 ,


1
1
−1 0
1 −1

 (10)
according as (i) (k, p) = 1, (ii) k = p or k = 4 and p = 2, (iii) k = 2p ≥ 6. It follows that η and
its projective image have order k.
We assume further that 〈ξ, η〉 acts irreducibly on F4. As the eigenspace V of η relative to 1 has
dimension 2, and V ∩ ξ(V ) = 0 by the irreducibility of 〈ξ, η〉, we have V + ξ(V ) = F4. Thus
B = {ξ(v1), ξ(v2), v1, v2} is basis of F4 whenever {v1, v2} is a basis of ξ(V ). Considering the
rational canonical form of the linear transformation induced by η on F4/V , we may assume that
v1 and v2 are chosen so that the matrices of ξ and η, with respect to B, have shapes:
x =


0 0 1 0
0 0 0 1
d 0 0 0
0 d 0 0

 , y =


1 0 r1 r2
0 1 r3 r4
0 0 0 −1
0 0 1 s

 (11)
for suitable ri ∈ F with (r1, r3) 6= (r2, r4) if k = p or k = 4 and p = 2 (i.e. if s = 2).
For δ = ±
√
d, the corresponding eigenspace of x is:{
(a, b, δa, δb)T | a, b ∈ F} . (12)
For ǫ 6= 1, the eigenspace of y relative to ǫj (j = ±1) is generated by:
uǫj = (r1 − ǫjr2, r3 − ǫjr4, ǫj − 1, −ǫ2j + ǫj)T . (13)
Clearly when k = 2p ≥ 6, i.e., ǫ = −1, the two vectors coincide.
Lemma 4.1. Let x, y be defined as in (11). Then H = 〈x, y〉 is a reducible subgroup of SL4(F)
if and only if one the following conditions holds for some j = ±1, and some δ = ±
√
d:
(i) r4 = r1 − ǫjr2 + ǫ−jr3;
(ii) ∆ = r1r4 − r2r3 + δ−1 ((s− 1)r1 − r2 + r3 − r4) + (2− s)d = 0.
Proof.
If (i) holds, taking v =
(−ǫ−j , 1, 0, 0)T , we get yxv = d(r1 − ǫjr2)v + ǫjxv. Thus 〈v, xv〉 is a
2-dimensional H-module. On the other hand, if (ii) holds, there exists (a, b) 6= (0, 0) such that
w = (δa, δb, a, b)T is fixed by yT . Since w is an eigenvector of xT , the 1-dimensional space 〈w〉
is HT -invariant. It follows that H has a 3-dimensional submodule.
Viceversa, let W be a proper H-submodule.
Case 1. dim W = 1. In this case W is generated by a common eigenvector u of x and y. From
xW =W we get u 6∈ 〈e1, e2〉. Hence k 6= p if p is odd, k 6= 4 if p = 2 and, up to a scalar, u = uǫj
for some j = ±1. From xu = δu for some δ = ±√d, we get
r1 = ǫ
jr2 + δ
−1(ǫj − 1), r3 = ǫjr4 + δ−1(ǫj − ǫ2j).
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These conditions imply condition (i).
Case 2. dim W = 3. In this case HT has a 1-dimensional invariant space. A generator must
have shape (δa, δb, a, b)T , in order to be an eigenvector of xT . And a non-zero vector w of this
shape is an eigenvector of yT only if yTw = w. This condition gives (ii).
Case 3. dim W = 2. Assume first that there is a non-zero v ∈ W such that yv = v. It
follows that v and xv are linearly independent, hence generate W . By the shape of y, we may
assume v = (α, 1, 0, 0)T for some α ∈ F. From yxv = λv + µxv we get µα = −1, µ = ǫj ,
and these conditions easily give that (i) must hold. Next suppose that yv 6= v for all non-zero
v ∈ W . It follows that ǫ 6= 1 and the characteristic polynomial of the linear transformation
η0, say, induced by y on F
4/W must be (t − 1)2. Considering the minimum polynomial of
y, we have (η0 − I)(η0 − ǫI)(η0 − ǫ−1I) = 0. As the second and third factors are invertible,
we get η0 = I. Thus y must induce the identity on F
4/W . So we get that HT fixes the
space U of the fixed points of yT . Since U is fixed by xT , we can choose a non-zero vector
w ∈ U which is an eigenvector of xT . Hence 〈w〉 is HT -invariant, and condition (ii) must hold.
The characteristic polynomials of xy and (xy)−1 are respectively:
χxy(t) = t
4 − d(r1 + r4)t3 + (r1r4 − r2r3 − ds)t2 + (r1s− r2 + r3)t+ 1; (14)
χ(xy)−1(t) = t
4 + (r1s− r2 + r3)t3 + (r1r4 − r2r3 − ds)t2 − d(r1 + r4)t+ 1. (15)
Remark 4. 1. If x,y are as in (11), by a formula of Frobenius [8, Theorem 3.16, p. 207],
dim (CMat4(F)(x)) = 8, dim (CMat4(F)(y)) = 6. (16)
When H = 〈x, y〉 is absolutely irreducible, from (16) and (1) we get dim (CMat4(F)(xy)) = 4.
In particular equality holds in (1), i.e., the triple (x, y, xy) is rigid. Moreover xy has a unique
similarity invariant, equivalently its minimal and characteristic polynomials coincide.
5. FIELD OF DEFINITION
For lack of a reference, we sketch a proof of the following well known fact.
Lemma 5.1. Let Ω be the set of coefficients of the similarity invariants of h ∈ GLn(F). If
hg ∈ GLn(F1), with g ∈ GLn(F) and F1 ≤ F, then Ω ⊆ F1.
Proof. Call C and C1 the rational canonical forms of h and h
g respectively in GLn(F) and
GLn(F1). From C1 conjugate to C in GLn(F), we have C1 = C. As all elements of Ω appear as
entries of C, we conclude that Ω ⊆ F1.
We denote the centre of GL4(F) by F
∗I.
Lemma 5.2. For x, y defined as in (11), let H = 〈x, y〉 be conjugate to a subgroup of GL4(F1)F∗I,
for some F1 ≤ F. Then F1 ≥ Fp
[
s, (r1 + r4)
2
]
, where Fp denotes the prime subfield.
Proof. Assume Hg ≤ GL4(F1)F∗I and write xg = x1λ−1, yg = y1ρ−1 with x1, y1 ∈ GL4(F1),
λ, ρ ∈ F∗. The similarity invariants of ρy are t− ρ, t3 − ρ(s+1)t2 + ρ2(s+1)t− ρ3. As (ρy)g =
ρyg = y1, it follows from the previous Lemma that ρ and s are in F1. In the same way, as the sim-
ilarity invariants of λx are t2−dλ2, t2−dλ2, d = ±1; we get λ2 ∈ F1. As x1y1 = (λxρy)g has trace
dλρ(r1 + r4) ∈ F1, it follows that (r1 + r4)2 ∈ F1.
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Lemma 5.3. Let q = pa be a prime power, with a > 1. Denote by N be the number of non-zero
elements r ∈ Fq such that Fp
[
r2
] 6= Fq. Then:
N ≤ 2(p− 1) if a = 2;
N ≤ (p− 1, 2)p(p
⌊a/2⌋−1)
p−1 if a > 2.
Proof.
For each α ∈ F∗q such that Fp[α] 6= Fq, there are at most 2 elements r ∈ Fq such that r2 = α.
And, if p = 2 there is just 1. Thus our claim is clear for a = 2. For a > 2, considering the
possible orders of subfields of Fq, we have
N ≤ (p− 1, 2)
(
p+ · · ·+ p⌊a/2⌋
)
≤ (p− 1, 2)p
(
p⌊a/2⌋ − 1)
p− 1 .
6. NEGATIVE RESULTS
Let X,Y be elements of SL4(F) whose projective images have orders 2 and 3. Then X
2 = ihI,
for some h = 0, 1, 2, 3, where i satisfies i2 + 1 = 0. Multiplying Y for a scalar, if necessary, we
may suppose that Y 3 = I. Both X and Y have at least 2 similarity invariants, whence dXM ≥ 8
and dYM ≥ 6. Now assume that 〈X,Y 〉 is irreducible. If X or Y has more than 2 similarity
invariants, we get dXM ≥ 10 or dYM ≥ 10. From dXYM ≥ 4, we get a contradiction with respect to
(1). It follows that X and Y have 2 similarity invariants, which necessarily coincide with those
of x and y in (11), with s = −1 and some d = ±1.
Theorem 6.1. Let q = pa be a prime power.
(i) Sp4(q) is not (2, 3)-generated.
(ii) If p = 2, 3, then PSp4(q) is not (2, 3)-generated.
(iii) SL4(2) is not (2, 3)-generated.
(iv) Sp4(q) is not generated by elements having the same similarity invariants as x and y.
Proof. (i) and (ii). Let X,Y ∈ Sp4(q) be preimages of a (2, 3)-generating pair of PSp4(q). By
the above considerations, we may assume X = x and Y = y as in (11), with d = ±1, s = −1.
If d = 1, then dxS = 6. Moreover d
y
S = 4. Noting that xy is conjugate to its inverse, being a
symplectic matrix, we have that 〈x, y〉 is contained in an orthogonal group, by Lemma 3.1. This
contradiction proves (i) and also (ii) when p = 2.
If d = −1 and p = 3, equating Tr(xy) and Tr((xy)−1) we get r4 = r1 − r2 + r3. As ǫ = 1, the
group 〈x, y〉 is reducible by Lemma 4.1(i): a contradiction.
(iii) Let X,Y be a (2, 3) pair in SL4(2), which generates an absolutely irreducible subgroup.
Up to conjugation X = x, Y = y as in (11), with s = −1. In all the cases in which 〈x, y〉 is
irreducible, namely (r1, r2, r3, r4) ∈ {(1, 0, 0, 0), (0, 1, 0, 1), (0, 0, 1, 1)}, we have r4 = r2 + r3. It
follows that xy and (xy)−1 have the same characteristic polynomial. Hence, by Remark 4.1,
they are conjugate. As above, case d = 1, 〈x, y〉 is contained in an orthogonal group.
(iv) If the claim is false, then Sp4(q) could be generated by x, y of shape (11), with d = 1.
Again, by Lemma 3.1, the group 〈x, y〉 is contained in an orthogonal group. A contradiction.
The first three points of the previous Theorem give a unified proof of known results. Indeed it
had been shown by Liebeck and Shalev [13, Proposition 6.2] that PSp4(q) is not (2, 3)-generated
for p = 2, 3. And SL4(2) ∼= Alt(8) is not (2, 3) generated by a result of Miller [16].
We recall the presentations of certain groups that will be used. Some of them are well known.
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Lemma 6.1. Let G be a non trivial group. In (i)-(iv) suppose that G = 〈S, T 〉.
(i) If S2 = T 3 = (ST )5 = 1 then G ∼= Alt(5);
(ii) if S2 = T 3 = (ST )7 = [S, T ]4 = 1, then G ∼= PSL2(7);
(iii) if S2 = T 7 = (TS)3 = (T 4S)4 = 1, then G ∼= PSL2(7);
(iv) if S2 = T 4 = (ST )7 = (ST 2)5 = (T (ST )3)7 = T (ST )3T 2(ST )3S(T (T (ST )3)2TST )2 = 1
then G ∼= PSL3(4);
(v) If G = 〈T1, T2, T3〉 and T 21 = T 22 = T 23 = (T1T2)3 = (T2T3)3 = (T1T3)4 = (T1T2T3)5 = 1,
then G ∼= Alt(6);
(vi) If G = 〈T1, T2, T3, T4, T5〉, where T1, . . . , T5 satisfy the following conditions


T 3i = 1, i = 1, . . . , 5,
(TiTi+1)
2 = 1, i = 1, . . . , 4
[Ti, Tj ] = 1 |i− j| > 2,
TiT
−1
i+1Ti+2T
−1
i T
−1
i+2 = 1, i = 1, 2, 3.
,
then G ∼= Alt(7).
Proof. See [5] and [4] for (i)-(iii), [2] for (iv) and [26, Theorem 1] for (v), (vi).
Lemma 6.2. SU4(4) and PSU4(9) are not (2, 3)-generated.
Proof. SU4(4) ∼= PSp4(3) is not (2, 3)-generated by Theorem 6.1(ii). By contradiction, let
X,Y be the preimage in SU4(9) of a (2, 3)-generating pair of PSU4(9). By what observed at the
beginning of this Section, we may assume that X,Y are as x, y in (11), for some d = ±1 and s =
−1. Since (xy)3 must be conjugate to (xy)−1, we obtain the conditions r31 + r34 = d(r1+ r2− r3)
and r1r4 − r2r3 − 2 ∈ F3. By Lemma 4.1, we have also to impose that r1 − r2 + r3 6= r4 and
that r1r4 − r2r3 ± i(r1 − r2 + r3 − r4) 6= 0. Finally, not all the ri’s belong to the prime field.
We list the possible 4-tuples satisfying all these conditions, denoting by ξ an element of F9 such
that ξ2 − ξ − 1 = 0.
Case d = 1. There are 48 such 4-tuples. Namely:
A) ±(1, ξ, ξ7, 1) ±(ξ, 1, ξ7, ξ6) ±(ξ, ξ3,−1, ξ6)
B)
{ ±(0, 0, ξ, ξ7) ±(0, ξ, 0, ξ3) ±(ξ2, ξ5, ξ,−1) ±(ξ2, ξ6, ξ5, ξ) ±(ξ2, ξ, ξ2, ξ)
±(ξ, 0, ξ6, 0) ±(ξ, ξ2, 0, 0) ±(ξ, ξ6, ξ7,−1) ±(ξ, ξ3, ξ2,−1)
and their images under the field automorphism ξ 7→ ξ3.
Case d = −1. There are 54 such 4-tuples. Namely:
A) ±(0, 0, ξ2,−ξ2) ±(0, ξ2, 0, ξ2) ±(ξ2, 0, 0, 0) ±(ξ, ξ7, ξ2, 1) ±(ξ, ξ6, ξ3, 1) ±(ξ2, ξ5, ξ7, ξ2)
B)
{ ±(0, 0, ξ, ξ3) ±(ξ, 0, 1, 0) ±(ξ, 1, ξ3, ξ2) ±(ξ, ξ7,−1, ξ2) ±(1,−1, ξ, ξ5)
±(0, ξ, 0, ξ7) ±(ξ,−1, 0, 0) ±(1, ξ, ξ5, ξ6) ±(1, ξ5, 1, ξ5)
and their images under the field automorphism ξ 7→ ξ3.
In both cases A) the matrix (xy)5 is scalar, hence H/Z(H) ∼= Alt(5) by Lemma 6.1(i).
In both cases B), both (xy)7 and [x, y]4 are scalar and so H/Z(H) ∼= PSL2(7) by Lemma
6.1(ii).
Lemma 6.3. SL4(3) and SU4(9) are not (2, 4)-generated.
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Proof. Let G be one of the groups SL4(3), SU4(9) and assume by contradiction that X,Y is
a (2, 4)-generating pair of G. Clearly X must have Jordan form diag(1, 1,−1,−1) and Y must
have Jordan form either diag(i, i,−i,−i) or ih · diag(1,−1, i, i), for some h = 0, 1, 2, 3. The first
possibility is excluded by (1). For the remaining possibilities we make the following observations.
If G = SL4(3), then h = 1, 3 in order that Tr(Y ) lies in F3. From 〈X,−Y 〉 ≤ 〈X,Y,−I〉 ≤ G,
with G perfect we deduce that 〈X,Y 〉 = G iff 〈X,−Y 〉 = G. By similar considerations, when
G = SU4(9), we get 〈X,Y 〉 = G iff 〈X, ihY 〉 = G, h = 0, 1, 2, 3. So, up to conjugation, we may
suppose X = x, Y = y as in (11), with d = 1, s = 0.
Assume that r1 + r2 − r3 + r4 = 0. Setting J =
(
J1 J2
−J2 −J1
)
with
J1 =
(
0 1
−1 0
)
, J2 =
( −r3 − r4 r3 − r4
r3 − r4 r1 + r3 − r4
)
we get xT Jx = −J , yTJy = J . As J is non-zero, we have 〈x, y〉 6= G.
So, from now on, we suppose that
r1 + r2 − r3 + r4 6= 0. (17)
By Lemma 4.1(ii), we must have:
∆ = r1r4 − r2r3 ± (r1 + r2 − r3 + r4)− 1 6= 0. (18)
We claim that r1r4 − r2r3 ∈ F3 and (r1 + r2 − r3 + r4) ∈ F3 also when G = SU4(9). Indeed,
in this case, (xy)−1 and (xy)σ have the same characteristic polynomial. Comparing (14) with
(15) it follows that r1r4 − r2r3 ∈ F3 and r1 = (r2 − r3)3 − r4. Hence also r1 + r2 − r3 + r4 =
(r2 − r3)3 + (r2 − r3) ∈ F3.
Case r1r4 − r2r3 ∈ {0,−1}. Under assumption (17), we have ∆ 6= 0 precisely when r1 + r2 −
r3 + r4 6∈ F3. So this case does not arise.
Case r1r4 − r2r3 = 1. In this case ∆ 6= 0 when r1 + r2 − r3 + r4 = ρ with ρ = ±1.
The elements (r1, r2, r3, r4) of F
4
3 for which ∆ 6= 0 give rise to products xy whose characteristic
polynomial has shape: t4 + (r2 − r3 − ρ)t3 + t2 + (−r2 + r3)t + 1. If r2 − r3 = −ρ, then
χxy(t) = χ(xy)−1(t). It follows that xy is conjugate to (xy)
−1, whence 〈x, y〉 is contained in an
orthogonal group by Lemma 3.1. If r2−r3 = ρ, we get the solutions r1 = r4 = 0, r2 = −r3 = −ρ.
And, if r2 − r3 = 0, we get the solutions r1 = r4 = −ρ, r2 = r3 = 0. In both cases 〈x, y〉 is
reducible by Lemma 4.1(i).
The elements (r1, r2, r3, r4)of F
4
9\F43 for which ∆ 6= 0 give rise to products xy whose characteristic
polynomial has shape: t4+(r3− r2)3t3+ t2+(r3− r2)t+1 with (r3− r2) ∈
{±1,±√i,±(√i)3}.
If r3 − r2 = ρ = ±1, then (xy)5 = ρI. Setting T1 = x, T2 = ρxy−1xy2xyx and T3 = y−1xy,
then their respective projective images satisfy the presentation given by Lemma 6.1(v). Since
y = T3(T1T2T3)
2T1T2T1, we have that H/Z(H) ∼= Alt(6).
So, up to field automorphisms, we are left to consider one quadruple (r1, r2, r3, r4) for each of the
cases (r3−r2) =
√
i and (r3−r2) = −
√
i, e.g. (
√
i,
√
i, 1,
√
i) and (−√i, 1,√i,−√i). Direct calcu-
lation shows that the projective images x¯, y¯ of x, y, satisfy the relations of Lemma 6.1(iv), which
define PSL3(4). Since conjugate rigid triples generate conjugate subgroups, we have reached a
contradiction.
Theorem 6.2. PSU4(9) is not (2, 4)-generated.
Proof. Assume that (X,Y ) is a preimage in SU4(9) of a (2, 4)-generating pair of PSU4(9).
Since PSU4(9) has one class of involutions and two classes of elements of order 4, in virtue of
Lemma 6.3 we are left to consider the case in which X and Y have respective Jordan forms
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(1, 1,−1,−1) and (ξ, ξ3, ξ5, ξ7), with ξ2 − ξ − 1 = 0. Let {v1, v2, v3, v4} be such that
Y v1 = ξv1, Y v2 = ξ
3v2, Y v3 = ξ
5v3, Y v4 = ξ
7v4.
Clearly the vectors vi are defined up to non-zero scalar multiples. In particular the spaces
W = 〈v1, v2〉 and 〈v3, v4〉 must be totally isotropic. Since SU4(9) is absolutely irreducible, we
have dim (W ∩XW ) < 2.
Case 1: dim (W ∩XW ) = 1. Therefore, there is a non-zero vector v ∈ W such that Xv =
µv, µ = ±1. The Gram matrix of the hermitian form fixed by Y with respect to the basis
{v1, v2, v3, v4} must have shape: 

0 0 b1 0
0 0 0 b2
bσ1 0 0 0
0 bσ2 0 0

 . (19)
Again by the absolute irreducibility of SU4(9), we have 〈v〉 6= 〈v1〉 and 〈v〉 6= 〈v2〉. Replacing
v1 and v2 by appropriate scalar multiples, if necessary, we can always assume that v = v1 + v2.
Moreover, keeping this choice for v1 and v2, it is possible to replace v3 and v4 by appropriate
scalar multiples in order to obtain b1 = b2 = 1 in (19).
Now let us consider the basis {v1 + v2, v1 − v2, v3 + v4, v3 − v4} of F49. The Gram matrix with
respect to this basis remains the same, up to a scalar. Thus we have:
X =


a c1 d1 f1
0 c2 d2 f2
0 c3 d3 f3
0 c4 d4 f4

 , a = ±1 J =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 .
Imposing XTJ = JXσ we get c3 = f3 = 0 and d3 = a. Tr(X) = 0 gives f4 = −2a− c2 = a− c2.
After this substitution, the entry (4, 2) of X2 is ac4. Thus c4 = 0 and 〈v1, v2〉 is 〈X,Y 〉-invariant.
Therefore, case 1 actually does not hold.
Case 2: dim (W ∩XW ) = 0. Therefore v1, v2, Xv1, Xv2 is a basis for F49. Interchanging v3
with v4 and replacing them by appropriate scalar multiples, if necessary, we may assume either
that v3 = w +Xv1 or that v3 = w +Xv1 +Xv2 for some w ∈ W . With respect to this basis,
X = x and Y has one of the following shapes:
y1 =


ξ 0 r1 r2
0 ξ3 r3 r4
0 0 a b
0 0 0 −a− 1

 , y2 =


ξ 0 r1 r2
0 ξ3 r3 r4
0 0 c 1− c− c2
0 0 1 −c− 1


where a2 + a− 1 = 0, b = 0, 1, c ∈ F9. The Gram matrix of the form with respect to this basis
has now shape J =
(
0 B
B 0
)
, with B =
(
b1 c1
c31 b2
)
, where b1, b2 ∈ F3.
Case 2.1: Y = y1 with a = ξ
7, b = 0.
Then b1 = b2 = 0 and, multiplying e1 by a suitable constant, we may assume that c1 = 1. Then
we have that r4 = −r13, r2 ∈ {0, ξ3,−ξ3}, r3 ∈ {0, ξ,−ξ}. Let
K =


0 0 1 0
0 0 0 ±1
−1 0 0 0
0 ∓1 0 0

 ,
By a direct computation xTKx = −K. Moreover, yT1 Ky = K if and only if r2 = ±ξ−2r3. Thus,
if r2 = ±ξ−2r3, then 〈x, y1〉 ≤ CSp4(9). Hence 〈x, y1〉 6= SU4(9). In the remaining cases (r2, r3)
is one of the pairs (0, ξ), (0,−ξ), (ξ3, 0), (−ξ3, 0). In particular, 〈x, y1〉 is reducible since either
〈v1, Xv1〉 or 〈v2, Xv4〉 is 〈x, y1〉-invariant.
Case 2.2: Y = y1 with a = ξ
7, b = 1.
By direct computation we deduce that b1 = 0 and c
3
1 = ξ
2b2. If b2 = 0, then c1 = 0 and the
form is 0. Since the form is defined up to a scalar multiple, we can assume that that b2 = 1 and
c1 = ξ
6.
The condition yT1 Jy
σ
1 = J implies that r3 = a1ξ
3, a1 ∈ F3, r1 = −r34 − r3 = −r34 − a1ξ3, and
r2 = −r4 + a2ξ, a2 ∈ F3.
If, in addition, r4 = a3 + a1ξ
2, where a3 ∈ F3, then taking
K =


0 1 −a1 ξa1 + a3
−1 0 ξa1 + a3 −ξ2a1 + a2 − ξ3a3
a1 −ξa1 − a3 0 −1
−ξa1 − a3 ξ2a1 − a2 + ξ3a3 1 0


we obtain
xTKx = −K, yT1 Ky1 = −K.
Therefore, in that case 〈x, y1〉 is either reducible (if K is degenerate) or is contained in CSp4(9)
(if K is non-degenerate).
Notice that r3 6= 0, otherwise 〈(1, 0, 0, 0)T , (0, 0, 1, 0)T 〉 is 〈x, y1〉-invariant.
Altogether, there are 36 possibilities left. The remaining cases are:
r3 = a1ξ
3, r4 = a3 + a4ξ
2,
r1 = −a3 + a4ξ2 − a1ξ3 r2 = −a3 − a4ξ2 + a2ξ,
where a1, a2, a3, a4 ∈ F3, a1 6= 0, a4 6= a1.
In the following analysis, we denoting by x¯, y¯1 the projective images of x, y1.
Case 2.2.1: If (a1, a2, a3, a4) is one of the following tuples
±(1, 0, 0, 0), ±(1, 1, 0, 0), ±(1, 1,−1, 0), ±(1,−1,−1, 0).
then 〈x¯, y¯1〉 ∼= PSL3(4) by Lemma 6.1(iv).
Case 2.2.2: Set S = x¯, T = (y¯1x¯)
2 if (a1, a2, a3, a4) is one of the following tuples
±(1, 0,−1,−1), ±(1, 1, 0,−1), ±(1,−1, 0,−1), ±(1,−1,−1,−1).
Then 〈S, T 〉 ∼= PSL2(7) by Lemma 6.1(iii). Since S has odd order, we have 〈x¯, y¯1〉 = 〈T, S〉.
Case 2.2.3: If (a1, a2, a3, a4) = ±(1, 0, 1, 0), then set g = (xy1)4. In particular, g is non-scalar
and g2 = 1. Since xgx−1 = −g, y1gy−11 = −g and −1 = y41 ∈ 〈x, y1〉, we have that 〈x, y1〉
possess a non-central normal subgroup of size 4. Hence, 〈x¯, y¯1〉 6= PSU4(9).
Actually a MAGMA calculation gives that 〈x, y1〉 is a 2-group of size 128.
Case 2.2.4: If (a1, a2, a3, a4) = ±(1, 0, 0,−1) or ±(1, 1,−1,−1), take g1, . . . , g4 such that:
g1 = (xy1)
4, g2 = xg1x
−1, g3 = (y1x)g1(y1x)
−1, g4 = (xy1x)g1(xy1x)
−1.
Then,
g21 = 1, [gi, gj] = ±1 for all i, j = 1, . . . , 4, xg1x−1 = g2,
xg2x
−1 = g1, xg3x
−1 = g4, xg4x
−1 = g3, y1g1y
−1
1 = g2, y1g2y
−1
1 = g3.
Moreover, y1g3y
−1
1 = −g1g4, and y1g4y−1 = −g1g2. Therefore, 〈x, y1〉 possesses a normal
subgroup of order 25. Hence, 〈x¯, y¯1〉 6= PSU4(9).
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Case 2.2.5: If (a1, a2, a3, a4) = ±(1, 1, 1,−1), then take g1 . . . , g5 as in the case 2.2.4. Then,
they satisfy the same conditions, with the only differences: y1g3y
−1
1 = g1g2g3, and y1g4y
−1 =
g3g4. Therefore, 〈x, y1〉 possesses a normal subgroup of order 25. Hence, 〈x¯, y¯1〉 6= PSU4(9).
Remark. In Cases 2.2.4 and 2.2.5, by MAGMA calculations, 〈x, y1〉 is soluble of order 28 · 32.
Case 2.2.6: In each case listed below we indicate explicitly two elements u and g1 ∈ 〈x, y1〉
and set g2 = ug1u
−1, g3 = u
2g1u
−2, g4 = u
3g1u
−3, g5 = u
4g1u
−4. A direct computation shows
that in each case the projective images of g1, . . . , g5 satisfy the relations of Lemma 6.1(vi).
(a1, a2, a3, a4) u g1 x y
±(1, 0, 1,−1) (xy1)2 (xy21)−2 ∓t1 ξ2w1
±(1,−1, 1,−1) (xy1)2 (xy21)−2 ±t1 −w1
±(1, 1, 1, 0) xy1 (xy1xy−11 )2 ∓t2 −w2
±(1,−1, 1, 0) xy1 (xy1xy−11 )2 ∓t2 ξ2w2
where
t1 = ξ
2g21g2g4g3g5g4g3, t2 = ξ
2g21g2g1g3g2g4g3,
w1 = g
2
1g2g
2
1g4g3g2g1, w2 = g
2
1g2g1g3g2g1g4g3g2g5.
As x¯, y¯1 ∈ 〈g¯1, . . . , g¯5〉, this proves that 〈x¯, y¯1〉 ∼= Alt(7).
Case 2.2.7: The remaining cases are (a1, a2, a3, a4) = ±(1, 0,−1, 0) or ±(1,−1, 0, 0). First,
notice that H1 = 〈x, y1xy−11 , y21〉 is a subgroup of 〈x, y1〉 of index at most 2. (e.g., by induction
on the length in x, y1). Set g = y1xy
−1
1 . Clearly, h = xy
−1
1 xy
2xy1x ∈ H1. One can check that
y21 = −ξ2(ghx)3hgx, so y¯21 ∈ 〈x¯, g¯, h¯〉. Moreover, x¯, g¯, h¯ satisfy the following presentation for
Alt(6) of Lemma 6.1(v).
We note that in these cases MAGMA returns that 〈x, y1〉 modulo the center is Alt(6).2.
Case 2.3: Y = y1 with a = ξ
5, b = 0.
Then c1 = 0, b1 ∈ {1,−1} and b2 = ±b1. If b2 = −b1, substituting v2 with ξv2 we may assume
b2 = b1 and, up to a scalar, B = I. The following conditions must hold:
r1 = −α− iα3, r4 = iα3 − α, α ∈ F9; r3 = −r32.
We may assume r2 6= 0, otherwise 〈v1, Xv1〉 is 〈x, y1〉-invariant. Consider
K =


0 0 0 1
0 0 ±1 0
0 ∓1 0 0
−1 0 0 0


Then, K = −KT is non-singular and clearly xTKx = ∓K. If r4 = ±ξ2r1, then yTKy = K. So,
in this case, 〈x, y1〉 is contained in CSp4(9).
Now, if r4 6= 0, we take the involution
z =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0


and consider zxσz−1 = x and zyσz−1 instead of x and y. In such a way we may assume
r4 = 0. Furthermore, conjugating our generators by the diagonal matrix diag(1, r2, 1, r2), we
may consider only the following 4 cases: r1 = ±ξ3, r2 = 1, r3 = ±1, r4 = 0.
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Now we analyze the group generated by x and
y1 =


ξ 0 r1 1
0 ξ3 r3 0
0 0 ξ5 0
0 0 0 ξ7

 ,
where r1 = ±ξ3, r3 = ±1. The aim is to show that in all these cases 〈x, y1〉/Z ∼= Alt(7). In
each case, proceeding as done in case 2.2.6, we take g1, . . . , g5 such that their projective images
satisfy the relations of Lemma 6.1(iv).
r1 r3 u g1 x y
±ξ3 −1 xy (xyxy−1)2 ∓t2 w2
±ξ3 1 (xy)−2 (xy2)2 ±t1 w3
where t1, t2 and w2 are as in case 2.2.6 and w3 = ξ
2g1g2g
2
1g3g2g
2
1g5g4g3g2g
2
1 . Moreover, the
projective images of x and y lie in 〈g¯1, . . . , g¯5〉 ∼= Alt(7).
Case 2.4: Y = y1 with a = ξ
5, b = 1.
If b = 1, then B (hence J) is degenerate: in particular b2 = 1,b1 = c1 = 0 .
Case 2.5: Y = y2. Then, a first necessary condition so that H ≤ SU4(9) is c3 + c+ 1 = 0, i.e.
c ∈ {1, ξ5, ξ7}.
If c = ξ5, then B (hence J) is degenerate: in particular b1 = 1,b2 = c1 = 0.
If c = ξ7, taking the involution z of case 2.3, we obtain zxσz−1 = x and
zyσz−1 =


ξ 0 r34 r
3
3
0 ξ3 r32 r
3
1
0 0 ξ7 1
0 0 0 ξ5

 .
So we may refer to the previous case 2.2.
If c = 1, then in the Gram matrix b1 = 1, b2 = −1 and c1 = ξ2. We have the following
conditions: 

(r1 − r3)3 + ξ2(r1 − r3) = 0
r1 + r3 − (r2 − r4)3 = 0
(r2 + r4) + ξ
2(r2 + r4)
3 = 0
Moreover, if r1 − r3 + ξ2(r2 + r4) = 0 or r1 − r4 + ξ(r2 + ξ2r3) = 0, then H ≤ CSp4(9). We
obtain 36 possibilities for (r1, r2, r3, r4).
Case 2.5.1: If (r1, r2, r3, r4) is one of the following
±(0, ξ, 0, ξ) ±(0, ξ, ξ7, ξ5) ±(ξ, ξ3, 1,−1) ±(1, 1, ξ, ξ7)
±(1, 1, ξ6, ξ6) ±(ξ2, ξ6,−1, 1) ±(ξ3, 0, ξ7, 0) ±(ξ3, ξ5, ξ3, 0)
then, denoting by x¯, y¯2 the projective images of x, y2 satisfy the presentation of Lemma 6.1(i).
Consequently, 〈x¯, y¯2〉 ∼= PSL3(4).
Case 2.5.2: If (r1, r2, r3, r4) is one of the following
±(1, ξ3, 1, ξ6) ± (ξ2,−1, ξ5, 1),
then, taking g1 = (xy2)
4, g2, . . . , g5 as done in case 2.2.5, we obtain that 〈x, y2〉 possesses a
normal subgroup of order 25.
Case 2.5.3: In the following cases we take g1 . . . , g5 as done in case 2.2.6:
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(r1, r2, r3, r4) u g1 x y
±(0, 0, ξ7, ξ) xy (xyxy−1)2 ±t2 ξ2w2
±(ξ7, ξ5, 0, 0) xy (xyxy−1)2 ±t2 −ξ2w2
±(1, ξ3, ξ6, ξ7) (xy)2 (xy2)−2 ±t1 w1
±(ξ, ξ2, ξ,−1) (xy)2 (xy2)−2 ±t1 w1
where t1, t2, w1, w2 are as in case 2.2.6. The projective image of 〈x, y2〉 is thus isomorphic to
Alt(7).
Case 2.5.4: Finally, if (r1, r2, r3, r4) is one of the following
±(ξ, 1, ξ6,−1) ± (1, ξ2, ξ, ξ6) ± (1, ξ2, 1, ξ7) ± (ξ2, ξ7, ξ2, 1),
we proceed as done in case 2.2.7, taking g = −y3xy−1(xy)2 and h = −ξ2y2. Thus, the projective
image of 〈x, y2〉 isomorphic to Alt(6).2.
7. FURTHER ASSUMPTIONS
From now on we suppose p > 0, x, y defined as in (11), with:
r1 = r3 = 0, r4 6= 0. (20)
Under these assumptions, formulas (14) and (15) become respectively:
χxy(t) = t
4 − dr4t3 − dst2 − r2t+ 1;
χ(xy)−1(t) = t
4 − r2t3 − dst2 − dr4t+ 1.
(21)
Moreover we set:
H = 〈x, y〉 . (22)
Lemma 4.1 gives rise to the following:
Corollary 7.1. H is a reducible over F if and only if one the following conditions holds:
(i) r2 = −ǫ±1r4;
(ii) r2 + r4 = ±(2− s)
√
d.
Remark 7. 1. Let H be absolutely irreducible. By Remark 4.1, xy has a unique similarity
invariant. It follows that, for any field automorphism σ, the matrices (xy)σ and (xy)−1 are
conjugate if and only if they have the same characteristic polynomial.
When dealing with the unitary groups we denote by σ the Frobenius map α 7→ αq of Fq2 .
Theorem 7.1.
(i) If H ≤ CO4(q) or H ≤ CSp4(q), then r2 = ±dr4;
(ii) If H ≤ CU4(q2), then r2 = ±drσ4 and sσ = s.
(iii) In particular, if r2 = 0 and r4 6= 0, then H is not contained in any of the groups CSp4(F),
CO4(F), CU4(F).
Proof. Let
xT Jxσ1 = λJ, yTJyσ1 = µJ, (23)
where J is a nondegenerate symmetric or skew-symmetric or hermitian form and σ1 = id or,
respectively, σ1 = σ. Write
J =
(
j1 j2
j3 j4
)
,
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where j1, j2, j3, j4 are 2 × 2 matrices. Clearly, λ = ±1 and j3 = dλj2, j4 = λj1. If µ 6= 1, then
it follows from the second relation in (23) that j1 = 0 and
j2
(
0 −1
1 sσ1
)
= µj2.
In particular, the rank of j2 is at most 1 and J is degenerate. Therefore, µ = 1. Consequently,
(xy)T J(xy)σ1 = ±J and (xy)−1 is conjugate to ±(xy)σ1 . Using (21) we prove (i) and (ii). The fi-
nal claim is now obvious.
If H is absolutely irreducible, the previous Theorem can be (partially) reverted. Namely, we
have the following result.
Theorem 7.2. Assume that H is absolutely irreducible.
(i) If Fq2 = Fp[r4], s ∈ Fq, and r2 = drσ4 , then H ≤ SU4(q2).
(ii) If Fq = Fp[s, r4], r2 = r4 and d = 1, then H ≤ SO±4 (q).
(iii) If p 6= 2, Fq = Fp[s, r4], r2 = r4 and d = −1, then H ≤ CSO±4 (q), H 6≤ SO±4 (q).
(iv) If Fq = Fp[s, r4], r2 = −r4 and d = 1, then H ≤ CSp4(q) and, if p 6= 2, H 6≤ Sp4(q).
(v) If Fq = Fp[s, r4], r2 = −r4 and d = −1, then H ≤ Sp4(q).
Proof. (i) By the assumptions and by (21) together with Remark 7.1 we have that (xy)σ is
conjugate to (xy)−1. Our claim follows from Theorem 3.1(ii).
(ii) See Lemma 3.1.
(iii)–(v) Unfortunately, using only Theorem 3.1(i) or Corollary 3.1, we cannot distinguish sym-
metric and skew-symmetric forms. For the symmetric case, necessary conditions can be deduced
from Lemma 3.1. However, we are still unable to deal with the symplectic groups in this way.
Thus we prefer to present an alternative approach giving explicit forms. Namely, let r2 = λr4,
λ = ±1 and set
J =


2i1 i2 r4 r4
λi2 2i1 r4 r4
λr4 λr4 2di1 dλi2
λr4 λr4 di2 2di1


where i2 = 2 − s− 2i1 and i1 = 2−s−dr
2
4
s+2 if λ = 1, i1 = 0 if λ = −1. Notice that, for λ = 1, by
Corollary 7.1(i) we have ǫ 6= −1, i.e., s 6= −2. Thus, i1 is well defined.
By a straightforward calculation, xT Jx = λdJ and yTJy = J . Moreover, for λ = 1, J is
symmetric and
detJ =
((s− 2)2 − 4dr24)3
(s+ 2)2
6= 0,
by irreducibility and Corollary 7.1(ii). For λ = −1, J is skew-symmetric and detJ = (s−2)4 6= 0
again by irreducibility and Corollary 7.1(ii).
Lemma 7.1. Assume (xy)h = ρI, for some ρ ∈ F, with h > 0. Then:
(i) h > 4.
(ii) h = 5 only when s = ±1, r24 = −sd, r2 = −sr4. Moreover, if s = −1, the projective image
of H is isomorphic to Alt(5). If s = 1, then H is either reducible over F or contained in the
conformal symplectic group.
(iii) h 6= 6, unless 〈x, y〉 is reducible.
(iv) if h = 8, the following relations hold:
r24 + ρr
2
2 = −ds(1 + ρ)
sdr24 + d(1 − ρ)r2r4 = −s2 − ρ+ 1
−ρr42 − 3dsρr22 − 2dρr2r4 = ρs2 − ρ+ 1
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Proof.
(i) [xy]1,4 = −1, [(xy)2]1,2 = −d, [(xy)3]1,3 = −d, [(xy)4]1,3 = −r4.
(ii) Let D = (xy)5. Then
D1,3 = −dr24 − s = 0, D2,1 = r4ds+ r2d = 0, D3,1 = r2r4 − d = 0.
It follows that s = −dr24 , r2 = −sr4, r44 = 1. In particular s = ±1, whence the conditions in the
statement. On the other hand, if these conditions hold, then (xy)5 = −dr4I. In particular, if
s = −1, then r24 = d, r2 = r4 and H/(H ∩Z) ∼= Alt(5) by Lemma 6.1(i). If s = 1, then r24 = −d,
r2 = −r4 and either H is reducible over F or H ≤ CSp4(q) by Theorem 7.2(iv),(v).
(iii) Let D = (xy)6. Then, D4,1 = dr
3
4 + 2sr4 + r2 = 0, i.e. r2 = −dr34 − 2sr4. Under this
hypothesis, we have
D1,2 = dr
4
4 + sr
2
4 − ds2 + d = 0, D3,1 = −r54 − 3dsr34 − 2r4s2 − r4 = 0.
It follows that r44 + sdr
2
4 − s2 + 1 = 0 and r44 + 3dsr24 + 2s2 + 1 = 0, whence 2dsr24 + 3s2 = 0.
Thus, either s = 0 or 2dr24 + 3s = 0. In the first case, y has order 4, r2 = −dr34 and r44 = −1. It
follows that r24 = ±ǫ and so H is reducible by Corollary 7.1(i). In the second case we have p 6= 3
by the assumption r4 6= 0, hence s = − 23dr24 , r2 = 13dr34 and r44 = 9. It follows either s = −2d,
r2 = dr4 or s = 2d, r2 = −dr4. This implies that ǫ = ±1 and, in any case, that r4 = −ǫr2.
Again H is reducible by Corollary 7.1(i). (Note that in both cases (xy)6 is scalar).
(iv) Let D = (xy)4 − ρ(xy)−4. Then the system of equations D1,2 = D2,2 = D1,1 = 0 is
equivalent to the system in the statement.
8. CONDITIONS UNDER WHICH H ≤ M ∈ C2
Lemma 8.1. If H is absolutely irreducible, it does not stabilize any 2-decomposition of F4.
Proof. Assume, by contradiction, that H stabilizes a 2-decomposition F4 = V1 ⊕ V2. We claim
that y fixes V1 (and V2). To this purpose set W :=
{
w ∈ F4 | y2w = w}. As y2 fixes V1 and V2,
we have
W = (W ∩ V1)⊕ (W ∩ V2).
From 〈e1, e2〉 ≤ W and y2 6= I, it follows dim W = 2, 3. If dim W = 2, then W =
〈e1, e2〉. If dim W = 3, we may suppose V1 ≤ W . So, in both cases, there exists a non-
zero vector v1 ∈ 〈e1, e2〉 ∩ V1. We conclude that V1 is fixed by y. By the irreducibility
of H we must have V2 = (xy)V1 and V1 = (xy)V2, a contradiction as Tr(xy) = dr4 6= 0.
Lemma 8.2. If H is absolutely irreducible, it does not stabilize any 1-decomposition of F4.
Proof. By contradiction, let H stabilize a 1-decomposition F4 = V1 ⊕ V2 ⊕ V3 ⊕ V4. Then,
for some g ∈ GL4(F), the group Hg is contained in the standard monomial group D Sym(4),
where D consists of the diagonal matrices. From Tr(xy) = dr4 6= 0, it follows that the image of
(xy)g in Sym(4) is neither a 4-cycle, nor the product of two 2-cycles. Thus (xy)j ∈ Dg−1
for some j = 1, 2, 3. For the same j, also (yx)j =
(
(xy)j
)x
must be in Dg
−1
. In par-
ticular A := (xy)j(yx)j − (yx)j(xy)j = 0. We claim that j 6= 1, 2. Indeed, if j = 1,
then A23 = −r4d 6= 0 and, if j = 2, then A21 = −r24d 6= 0. We are left to consider
the case (xy)3 ∈ Dg−1 and xy 6∈ Dg−1 . The trace dr4 of xy must be an eigenvalue of xy.
Moreover χxy(t) factorizes as (t − dr4)(t3 − dr−14 ). It follows from (21) that r2r4 = d and
s = 0. From A11 = −r24 + d we get r4 = ±
√
d. Thus H is reducible by Corollary 7.1(ii).
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9. CONDITIONS UNDER WHICH H ≤ M ∈ C6
We refer to [12, Section 4.6, pages 148–155] for details. A maximal subgroup M ∈ C6 is the
normalizer of an absolutely irreducible symplectic-type 2-group N . It follows that p 6= 2 and the
centre Z of N is scalar. Moreover N has exponent 4, and the factor group N/Z is elementary
abelian of order 24. Note that, in every non identity coset of Z in N , the elements of the same
order are opposite to each other. Since conjugation preserves the order of elements, it follows
that, for all g ∈ CM (N/Z) and all n ∈ N :
ng = ±n. (24)
In particular N ′ = 〈−I〉, since N ≤ CM (N/Z), hence [n1, n2] = n−11 nn21 = n−11 (±n1) = ±I.
Now, the conjugation action of GL4(F) on Mat4(F) induces a homomorphism:
µ : GL4(F)→ GL16(F). (25)
As N is absolutely irreducible, its linear span FN coincides with Mat4(F). Hence any transversal
T of Z in N is a basis for Mat4(F). Noting that, when Z has order 4, we may choose T consisting
of involutions, we can assume that µ(M) consists of monomial matrices with entries 0,±1.
Now µ induces a homomorphism
τ : M → Aut (N/Z) (26)
whose kernel is CM (N/Z). If we identify N/Z with F
4
2, and set (Zn1, Zn2) = 0 if [n1, n2] = I,
(Zn1, Zn2) = 1 if [n1, n2] = −I, we define a non-degenerate symplectic form: indeed [n,N ] = I
only if n ∈ Z. As this form is preserved by τ(M), we have τ(M) ≤ Sp4(2). Note that µ(N)
consists of diagonal matrices. Let n1 ∈ T be such that Zn1 6= Z. Then space orthogonal to
Zn1 has dimension 3. So there are 2
3 = 8 elements n ∈ T for which nn1 = n. It follows that
the Jordan form of µ(n1) is diag(1
8, (−1)8).
Finally, let g ∈ Ker τ = CM (N/Z). It follows from (24) that g2 centralizes N , hence g2 ∈ Z by
the absolute irreducibility of N . Thus (Ker τ)/Z is an elementary abelian 2-group.
From (Ker τ)/Z normal in M/Z, we have that (Ker τ)/N is a normal 2-subgroup of M/N .
But for the groups that we are considering, M/N is isomorphic to one of the groups Alt(5),
Alt(6), Sym(5), Sym(6). Since in all these groups the only normal 2-subgroup is the identity,
we conclude that (Ker τ) = N .
Table 1 is deduced from the natural action of Sp4(2) on F
4
2. In the last column we consider that
case in which g ∈ M is such that τ(g) belongs to the corresponding class. Note that g is not
unique, nevertheless this column is consistent by the previous considerations.
Note that, for each g ∈ M , at least one diagonal entry of µ(g) is 1, since λI ∈ T , for some λ,
and (λI)g = λI.
Lemma 9.1. Let g ∈ M . If no power of µ(g) has the eigenvalue −1, in particular if g has odd
order, then dim CMat4(F)(g) is equal to the number of orbits of τ(g) on F
4
2.
Proof. Given Zn ∈ N/Z, let (Zn,Zg−1ng, . . . , Zg−h+1ngh−1) be its orbit under τ(g). If no
power of µ(g) has the eigenvalue−1, by (24) we have g−hngh = n. Thus (n, g−1ng, . . . , g−h+1ngh−1)
is an orbit of µ(g) consisting of linear independent matrices over F. In other words we can take
a transversal of Z in N which is the union of orbits of τ(g). It follows that a matrix z =
∑
λini,
with ni ∈ T , is centralized by g if and only if elements in the same orbit have the same co-
efficients. This means that the orbits sums are a basis for CMat4(F)(g), and the claim follows.
Lemma 9.2. If H ≤ M and y has even order k = 2m, then ym 6∈ N . In particular Ny has
order k.
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TABLE 1.
Conj. classes of Sp
4
(2) Orbit structure on F42 Tr(µ(g))
21, 22 1
4, 26 4, ±2
23 1
8, 24 8, ±6, ±4, ±2
31 1
4, 34 4, ±2
32 1, 3
5 1
41, 42 1
2, 2, 43 2
5 1, 53 1
61 1
2, 2, 32, 6 2
62 1, 3, 6
2 1
TABLE 2.
g Tr(µ(g))
y (s+ 2)2
xy dr2r4
(xy)2 r22r
2
4 + 2ds(r
2
2 + r
2
4) + 4s
2
Proof. Write y =
(
I R
0 S
)
, R =
(
0 r2
0 r4
)
, S =
(
0 −1
1 s
)
. Note that S has order k and Sm
has eigenvalues ǫ±m = 1 only if k = 2p, with p odd. But
ym =
(
I R
(
I + S + · · ·+ Sm−1)
0 −I
)
where Σ = I + S + · · ·+ Sm−1 is non singular as it is a factor of Sm − I and Sm does not have
the eigenvalue 1. Thus Y = RΣ has rank 1. Assume, by contradiction, that ym ∈ N . Then
(ym)x ∈ N . Moreover ym(ym)x = λ(ym)xym, i.e.,
( −I + dY 2 Y
−dY −I
)
= λ
( −I −Y
dY dY 2 − I
)
. (27)
We conclude λ = −1 and Y 2 = 2dI. But this is a contradiction as Y 2 has rank ≤ 1 and p 6= 2.
The last claim follows from the fact that N is a 2-group.
Lemma 9.3. If H ≤M , then k = 3, i.e., s = −1.
Proof.
Lemma 9.2 and consideration of the conjugacy classes of Sp4(2)
∼= Sym(6) give k ∈ {3, 4, 5, 6}.
Let k = 4, i.e., s = 0. By the third column of Table 1, Tr(µ(y)) = 2 and, by Table 2, µ(y) has
trace 4: a contradiction as 4 6≡ 2 (mod p).
Let k = 5. By the second column of Table 1, τ(y) has 4 orbits. Hence, by Lemma 9.1, CMat4(F)(y)
should have dimension 4, in contrast with (16).
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Finally, let k = 6 i.e., s = 1. Then µ(y) has trace 9 6≡ 1 (mod p). It follows that τ(y) cannot be
of type 62. On the other hand, τ(y) cannot be of type 61. Indeed, in this case, τ(y
2) would be of
type 31, which gives the contradiction dim CMat4(F)(y
2) = 8.
Lemma 9.4. Assume H ≤M . Then s = −1 and one of the following holds:
• τ(xy) has order 5, r2 = r4 = ±
√
d and the projective image of H is isomorphic to Alt(5);
• τ(xy) has order 6, r2 = 2/(dr4), r4 = ±
√
2d and H has order 2632.
Proof.
Letm be the order of xy mod N , i.e., the order of τ(xy), as N = Ker τ . It follows that µ ((xy)m)
is either scalar or has Jordan form diag
(
18, (−1)8). Note that, by Lemma 7.1, we have m 6= 2, 3.
Moreover, when (xy)m is not scalar, also µ ((xy)m) is not scalar.
Set T1 = Tr(µ(xy)), T2 = Tr(µ((xy)
2)). By Table 3, for s = −1:
dr2r4 = T1, (r2 + r4)
2 = d(T 21 + 4T1 − T2 + 4)/2 (28)
• Assume m = 4. Then, by Table 2, T1 ∈ {2, 0}. From N2 = N ′ = 〈−I〉 we have (xy)8 = ±I.
Recall that s = −1, by Lemma 9.3. So the system of equations of Lemma 7.1(iv) must be
satisfied with ρ = ±1, s = −1. If T1 = 0, then r2 = 0, and the third equation gives the
contradiction 0 = 1. If dr2r4 = T1 = 2, the system has the unique solution r
2
4 = r
2
2 = d(2 − ρ),
r42 = 2(1 − 2ρ). From (2 − ρ)2 = 2(1 − 2ρ) we obtain p = 3. Thus ρ = 1, r4 = ±
√
d. It follows
r2 = −r4 and H is reducible by Corollary 7.1(i).
• Assume m = 5. Then T1 = T2 = 1. From (28) we get r2 = d/r4, (r2 + r4)2 = 4d. It follows
r2 = r4 = ±
√
d. By Lemma 6.1(i), the projective image of H is isomorphic to Alt(5).
• Assume m = 6. Note that (xy)6 cannot be scalar by Lemma 7.1. If τ(xy) ∈ 61, then µ(xy)6 =
diag(12, α2, 16, β6) and if τ(xy) ∈ 62, then µ(xy)6 = diag(1, 13, α6, β6). As (xy)6 ∈ N \ Z, by
the above discussion we must have τ(xy) ∈ 61, and α = β = −1. The condition α = −1 gives
T2 = 0.
Case T1 = 2, whence r2 = 2/(dr4). As T2 = 0, from (28) we get (r2 + r4)
2 = 8d. It follows
r4 = ±
√
2d. Set a = [x, y], b = [x, y2], Q8 =
〈
a3, b3
〉
. Then Q8 is a normal subgroup of H ,
isomorphich to the quaternion group of order 8. From (ab)2 ∈ Q8 we get that 〈a, b〉 /Q8 ∼= Alt(4).
As x and y commute mod 〈a, b〉, we conclude that H has order 2632.
Case T1 = 0. By (28) we have r2 = 0, r4 = ±
√
2d. After substitution of these values, the entry
(1, 3) of (xy)12 becomes −8r4, a contradiction.
10. CONDITIONS UNDER WHICH H ≤ M ∈ S
A maximal subgroupM in the class S is such thatM/Z has a unique minimal normal subgroup,
which is an absolutely irreducible non-abelian simple group (cf. [7, p. 171]). Hence Z = Z(M)
is scalar. Table 3 below describes the possibilities which arise for the groups in which we are
interested (see [11]).
In view of Lemma 7.1(ii), in the following two Lemmas it is convenient to suppose that (xy)5 is
non-scalar.
Lemma 10.1. Assume that H ≤ M , with M/Z ∼= Alt(7). If H is absolutely irreducible and
(xy)5 is non-scalar, then s = −1,
r4 = di
h(ω4 + ω2 + ω + 1) = dih
(±√−7 + 1) /2,
r2 = −i3h(ω4 + ω2 + ω) = −i3h
(±√−7− 1) /2 (29)
where i2 = −1 and ω is a suitable primitive 7-th root of unity if p 6= 7, ω = 1 if p = 7.
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TABLE 3.
M/Z G Conditions under which
M/Z is maximal in G # Conj. Classes
Alt(7) PSL4(q) q = p ≡ 1, 2, 4 (mod 7) (4, q − 1)
PSU4(q
2) q = p ≡ 3, 5, 6 (mod 7) (4, q + 1)
PSp
4
(q) q = 7 1
PSp
4
(3) PSL4(q) q = p ≡ 1 (mod 6) (4, q − 1)
PSU4(q
2) q = p ≡ 5 (mod 6) (4, q + 1)
PSL3(4) PSU4(q
2) q = 3 2
PSL2(q) PSp4(q) p ≥ 5, q ≥ 7 1
Alt(6) PSp
4
(q) q = p ≡ 2,±5 (mod 12) 1
Sym(6) PSp
4
(q) q = p ≡ ±1 (mod 12) 2
Moreover p 6= 2 and h = 0, 2 if p = 7 or p ≡ 11, 15, 23 (mod 28), h = 0, 1, 2, 3 otherwise.
In particular the projective image of H is PSL2(7).
Proof. By Lemma 7.1 and our assumption, the projective image of xy can only have order 7.
Every element of order 7 in M/Z is conjugate to its square and its fourth power. It follows that
for p 6= 7, the Jordan form of xy must be ih · diag(1, ω, ω2, ω4) where ω is a suitable primitive
7-th root of 1 and h = 0, 1, 2, 3. If p = 7, a scalar multiple of xy is unipotent. Thus, for any p,
the characteristic polynomial of xy is
t4 − ih(ω4 + ω2 + ω + 1)t3 − i2ht2 + i3h(ω4 + ω2 + ω)t+ 1.
Comparison with (21), gives the relations (29) and the further condition ds = i2h. In particular
ds = ±1, hence s = ±1. If s = 1, then r2 + r4 = i3h, which is excluded by Corollary 7.1(ii).
Thus s = −1 and, in particular, p 6= 2.
If h is odd, then ih = dr4− r2 ∈ Fp[r2, r4]. According to Table 3 this may happen in the unitary
case or in the case PSL4(p), p ≡ 1 (mod 4).
Finally for all cases listed in (29) the projective images x¯, y¯ of x and y, respectively, satisfy the
presentation of PSL2(7) given in Lemma 6.1(ii).
Lemma 10.2. Assume that H ≤ M with M/Z ∼= PSp4(3). Then p 6= 2, 3. Moreover, if H is
absolutely irreducible and (xy)5 is non-scalar, then s = 0 and, for some h = 0, 1, 2, 3:
r2 = i
−hω, r4 = di
hω2 (30)
where ω is a primitive cubic root of 1 and i2 = −1.
Proof. By Table 3 we have q = p 6= 2, 3. Moreover M = ZM ′ with M ′ ∼= Sp4(3). The set of
orders of elements in PSp4(3) is {1, 2, 3, 4, 5, 6, 9, 12}. By Lemma 7.1 and the assumption that
(xy)5 is non-scalar, the projective image x¯y¯ of xy can only have order 9 or 12.
Assume first that x¯y¯ has order 9. Then, x¯y¯ is conjugate both to (x¯y¯)4 and to (x¯y¯)7. In this
case we may assume that also xy has order 9. By Remark 4.1, it has 4 different eigenvalues. So
its Jordan form must be ih · diag(α, α4, α6, α7), where α is a primitive 9-th root of 1. It follows
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that Tr(xy) = dr4 = i
hω2, Tr((xy)−1) = r2 = i
−hω and Tr((xy)2) = r24 + 2ds = i
2hω, where
ω = α3. We obtain that s = 0, r2 = i
−hω, r4 = di
hω2, as in the statement.
Now, suppose that x¯y¯ has order 12. Since Sp4(3) does not have elements of order 24, a scalar
multiple of xy is an element of order 12 in Sp4(3), whose projective image has the same order.
Sp4(3) has 4 classes of such elements. Over F3, with respect to the form blockdiag(J, J) where
J = antidiag(1,−1), they are represented by:
± blockdiag
((
1 1
0 1
)
,
(
0 1
−1 0
))
, ± blockdiag
((
1 −1
0 1
)
,
(
0 1
−1 0
))
.
Each of these representatives is conjugate to its 7-th power in Sp4(3), via blockdiag(I,
(
1 1
−1 1
)
).
Recalling that xy must have 4 different eigenvalues, its Jordan form can only be one of the fol-
lowing, where β is a primitive 12-th root of 1, and h = 0, 1, 2, 3:
ih diag(β, β4, β7, 1), ih diag(β, β5, β−1, β−5), ih diag(β, β7, β6, β10).
The second possibility is excluded, since it has trace 0. So xy has characteristic polynomial
t4 + iℓβ2t3 − i2ℓt2 − i−ℓ(β2 − 1)t+ 1,
for some ℓ = 0, 1, 2, 3. Comparison with (21) gives:
dr4 = i
ℓβ2, ds = i2ℓ, r2 = i
−ℓ(1 − β2).
If s = 1, then ǫ = β±2; if s = −1, then ǫ = β±4. It follows that H is reducible by Lemma
7.1(i).
Lemma 10.3. Assume p 6= 2, d = −1 and r2 = −r4. If H is absolutely irreducible and contained
in a subgroup M such that M/Z ∈ {Alt(6), Sym(6),Alt(7)}, then p = q = 7, r4 = ±4, s = −1
and H/Z ∼= PSL2(7).
Proof. First, suppose that (xy)5 is scalar. Then, r4 = ±1 by Lemma 7.1. However, in this
case (xy2)h is not scalar for all 1 ≤ h ≤ 7, whence H cannot be contained in a subgroup M
such that M/Z ∈ {Alt(6), Sym(6),Alt(7)}. So, we may assume that (xy)5 is not scalar. By
Lemma 7.1, M/Z must be isomorphic to Alt(7). Thus, the statement follows from Lemma
10.1.
Lemma 10.4. Let k = 3 (i.e., s = −1) and p 6= 2, 3. Assume d = −1 and r2 = −r4. Let
φ : SL2(q)→ SL4(q) be the homomorphism induced by the action of SL2(q) on cubic polynomials
in two variables. The group H is conjugate to the image, under φ, of some subgroup of SL2(q)
if and only if r44 = −3.
Proof. 1. Sufficiency. Let us consider
x2 =
(
0 −1
1 0
)
, y2 =
( −1/2 3/(2r)
−r/2 −1/2
)
for 0 6= r = r4 ∈ Fq. These matrices act on the graded algebra Fq[t1, t2] as follows:
t1
x27→ t2, t2 x27→ −t1,
t1
y27→ −t1/2− rt2/2, t2 y27→ 3t1/(2r)− t2/2.
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The restriction of this action to the subspace of cubic polynomials (with the standard basis t31,
t21t2, t1t
2
2, t
3
2) gives us
φ(x2) =


0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0

 , φ(y2) =


−1/8 3/(8r) −9/(8r2) 27/(8r3)
−3r/8 5/8 −3/(8r) −27/(8r2)
−3r2/8 r/8 5/8 9/(8r)
−r3/8 −r2/8 −r/8 −1/8

 .
Let
Q =


3 −3 r r
3r3 3r3 3r2 −3r2
−3r2 3r2 3r3 3r3
r r −3 3

 .
We have detQ = 26 · 32 · r6, which is non-zero under our assumptions. A direct calculation
shows that Q−1φ(x2)Q = x and
Q−1φ(y2)Q− y =
=
r4 + 3
64r5


−3r5 + 8r3 − 9r −3r5 + 8r3 − 9r −7r4 − 24r2 + 27 −r4 + 24r2 − 27
−3r5 − 8r3 − 9r −3r5 − 8r3 − 9r −7r4 + 24r2 + 27 −r4 − 24r2 − 27
3r6 + 9r2 3r6 + 9r2 7r5 − 27r r5 + 27r
−3r6 + 15r2 −3r6 + 15r2 −7r5 − 45r −r5 + 45r

 .
In particular, if r4 = −3, then Q−1φ(y2)Q = y, which proves sufficiency.
2. Necessity. Let g ∈ SL2(q). If g is semisimple, we denote its eigenvalues by η, η−1. If g is not
semisimple, let η = ±1 be the only root of its characteristic polynomial. In both cases we can
write the characteristic polynomial of φ(g) as
(t− η3)(t− η)(t − η−1)(t− η−3) = t4 − (η3 + η + η−1 + η−3)t3 +
(η4 + η2 + 2 + η−2 + η−4)t2 − (η3 + η + η−1 + η−3)t+ 1.
On the other hand, the characteristic polynomial of xy is
t4 + rt3 − t2 + rt+ 1.
In particular, if xy is conjugate to φ(g) for some g, then
{
r = η3 + η + η−1 + η−3,
η4 + η2 + 3 + η−2 + η−4 = 0.
Therefore,
r4 + 3 = (η3 + η + η−1 + η−3)4 + 3 = (η4 + η2 + 3 + η−2 + η−4)×
×(η8 + 3η6 + 4η4 + 6η2 + 8 + 6η−2 + 4η−4 + 3η−6 + η−8) = 0.
This completes the proof.
Lemma 10.5. Assume d = −1, r2 = −r4 and H ≤ M , with M/Z ∼= PSL2(q). Then p 6= 2, 3,
k = 3 and r44 = −3.
Proof. By the table at the beginning of this Section we may assume p ≥ 5. Let φ : SL2(q) →
SL4(q) be the homomorphism induced by the action of SL2(q) on cubic polynomials in two vari-
ables t1, t2. Then, M = Q
−1φ(SL2(q))Q for some Q ∈ GL4(q) by [17] (see also [10, Theorem
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3.8]). Let y ∈ SL2(q) be such that φ(y) = Q−1yQ. Assume first that y is semisimple, with
eigenvalues (α, α−1) over F. Then φ(y) has eigenvalues (α3, α, α−1, α−3). Imposing that two of
them are 1, we get that y has order 3. Next, assume that y is conjugate to
(
α 1
0 α
)
, where
α = ±1. Then φ(y) has the unique eigenvalue α3, whence we get the condition α = 1. In this case
the eigenspace of φ(y) relative to 1 has dimension 1, a contradiction. Our conclusion follows from
Lemma 10.4.
11. POSITIVE RESULTS
We recall that F is an algebraically closed field of characteristic p > 0 and 3 ≤ k ∈ N. If
(k, p) = 1, then ǫ ∈ F has order k. If k = p, 2p, then ǫ = 1, ǫ = −1 respectively. We set
H = 〈x, y〉 with x, y defined as in (11), with d = ±1, s = ǫ + ǫ−1, r1 = r3 = 0, r2 ∈ F,
0 6= r4 ∈ F, i.e.:
x =


0 0 1 0
0 0 0 1
d 0 0 0
0 d 0 0

 , y =


1 0 0 r2
0 1 0 r4
0 0 0 −1
0 0 1 s

 . (31)
For a fixed k, in Table 4 we summarize the results from Sections 7–10, and describe all the
exceptional values of r2, r4 for which H may be contained in some maximal subgroup of the finite
classical group under consideration. The values which correspond to the subfield subgroups do
not appear in Table 4; see Lemma 5.2 instead.
TABLE 4.
References p Conditions HZ/Z
Corollary 7.1 any r2 = −ǫ±1r4 reducible
any r2 + r4 = ±(2− s)
√
d reducible
Lemma 7.1 any s = −1, r24 = d, r2 = r4 ∼= Alt(5)
any s = 1, r2 = −d, r2 = −r4 ≤ CPSp4(F)
Lemma 9.4 6= 2 s = −1, r2 = r4 = ±
√
d ≤M ∈ C6
6= 2 s = −1, r2 = r4 = ±
√
2d ≤M ∈ C6
Lemma 10.1 6= 2 s = −1, ds = i2h, r2 = −i3h
(±√−7− 1) /2, ≤M ∈ S
r4 = di
h
(±√−7 + 1) /2
Lemma 10.2 6= 2, 3 s = 0, r2 = i−hω, r4 = dihω2, ≤M ∈ S
ω a primitive 3rd root of 1
Lemma 10.5 6= 2, 3 d = −1, s = −1, r2 = −r4, r44 = −3 ≤M ∈ S
For any power q = pa, we have Fq ≤ F. It is important to note that, whenever k | (q − 1) or
k | (q + 1) or k = p or k = 2p, then s ∈ Fq.
Theorem 11.1. Let Fq = Fp
[
s, r24
]
, with 0 6= r4 ∈ Fq. Define x and y as in (31), with r2 = 0,
r4 6= ±(s − 2)
√
d. Under these assumptions H = 〈x, y〉 = SL4(q). In particular, for all k ≥ 3
such that k | (q− 1) or k | (q+1) or k ∈ {p, 2p}, the groups SL4(q), q > 3, and PSL4(q), q > 2,
are (2, k)-generated.
Moreover SL4(2) is (2, 4)-generated and SL4(3) is (2, 3) and (2, 6)-generated.
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Proof. By Lemma 5.2 the group H is not conjugate to a subgroup of SL4(q0) for any q0 < q.
By Theorem 7.1(iii), H is not contained in the normalizer of any classical subgroup of SL4(q).
By the results of Sections from 7 to 10, H is not contained in any maximal subgroups of SL4(q).
Thus H = SL4(q).
Now let q and s be given, with q > 3 and s as in the statement. We claim that there exists
r4 6= 0,±(s− 2)
√
d such that Fq = Fp
[
r24
]
. This is clear when q = p ≥ 5. If q = pa with a > 1
we use Lemma 5.3. Namely, when q = p2 with p ≥ 3, then our claim follows from it and the
inequality p2− 2(p− 1)− 3 > 0. When q = pa with a ≥ 3, our claim follows from the inequality
pa −N − 3 ≥ pa − p
(
p⌊a/2⌋ − 1
)
− 3 ≥ p⌊a/2⌋+1(p− 1) + p− 3 > 0.
We are left with the cases q = 4 and (q, s, d) ∈ {(2, 0, 1), (3, 1,±1), (3,−1,±1), (3, 0,−1)}.
If q = 4, there exists r4 6= 0, 1, (s− 2)
√
d = s. In the remaining cases, except (q, s, d) = (3, 1, 1),
we may take r4 = ±1. Finally, if (q, s, d) = (3, 1, 1) the (2, 6)-generation of SL4(3) follows
from the (2, 3)-generation. Indeed 〈x, y〉 = SL4(3) gives 〈x,−y〉 ≤ 〈x, y〉〈−I〉 = SL4(3), whence
〈x,−y〉 = SL4(3), since this group is perfect. Alternatively, a MAGMA calculation shows that
SL4(3) is generated by x, y as in (11) with d = 1, s = 1, r1 = −1, r2 = r3 = 0, r4 = 1.
Theorem 11.2. Let Fq = Fp
[
s, r24
]
, with 0 6= r4 ∈ Fq. Define x and y as in (31), setting
d = −1, and r2 = −r4 6= 0. Assume p 6= 2, k 6= p. If k = 3 and p 6= 3, assume further that
r44 6= −3. Under these assumptions H = 〈x, y〉 = Sp4(q). In particular, for all k ≥ 3 such that
k | (q − 1) or k | (q + 1) or k = 2p, the groups PSp4(q), with q odd, are (2, k)-generated.
Proof. By Theorem 7.2(v), H is contained in Sp4(q). By Lemma 5.2 the group H is not
conjugate to a subgroup of CSp4(q0)F
∗I for any q0 < q. Now we analyze the conditions implied
by the results of Sections 7–10 (see Table 4). Notice that Corollary 7.1 may give exceptional
values for r4 only if ǫ = 1 or s = 2, i.e., when k = p, which is excluded by our assumptions.
Since r2 = −r4, Lemma 9.4 and Lemma 10.2 do not give extra conditions. Since d = −1, the
conditions given by Lemma 10.1 imply that i2h = 1, hence r2 = −r4 only when p = 7. In
particular r4 = ±3, values which are excluded in the statement. By the same reason, conditions
given by Lemma 10.4 are excluded. We conclude that H is not contained in any maximal
subgroup of Sp4(q). Thus, H = Sp4(q).
Now let q and s be given, with odd q = pa and k as in the statement. We claim that it is always
possible to find r4 6= 0, which satisfies the further assumptions of the theorem.
If k = 3 and p 6= 3, let N1 be the number of r4 ∈ Fq such that r44 = −3. Otherwise, let N1 = 0.
Now our claim is obvious for q = p ≥ 3, since p− 1 > N1 in these cases.
If q = pa with a > 1, we use Lemma 5.3 and the number N defined therein. For q = p2, our
claim follows from the inequality p2 − 1−N −N1 ≥ p2 − 2(p− 1)− 1−N1 > 0, which is valid
for any odd p. If a ≥ 3, our claim follows from
pa − 1−N −N1 ≥ pa − p
(
p⌊a/2⌋ − 1
)
− 1−N1 ≥ p⌊a/2⌋+1(p− 1) + p− 1−N1 > 0.
Finally, we consider the unitary case.
Lemma 11.1. Let x, y be as in (11), with d = 1, s = 1, r1 = r2 = ξ, r3 = ξ
7, r4 = 0, where
ξ ∈ F9 is such that ξ2 − ξ − 1 = 0. Then (x, y) is a (2, 6)-generating pair for SU4(9).
Proof. 〈x, y〉 is absolutely irreducible by Lemma 4.1. Using the rigidity of the triple (x, y, xy),
(14) and (15), it follows from (ii) of Theorem 3.1 that 〈x, y〉 ≤ SU(4, 9). Calling a, b the pro-
jective images of xy and (y2x)3 respectively, direct calculation shows that a and b satisfy the
presentation of PSL3(4) given in Lemma 6.1(iv). The only maximal subgroups of PSU4(9) whose
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order is divisible by 7 belong to the class S and are isomorphic either to A7, to PSL3(4) or to
PSU3(9) (see [4]). It follows that
〈
a, b
〉 ∼= PSL3(4) is maximal in PSU4(9). Finally let w =
(xy)2(xy2)4(xy5)2y3. Then w9 is scalar, of order 4. Since PSL3(4) does not have elements of or-
der 9, we conclude that 〈x, y〉 = SU4(9).
Theorem 11.3. Let s ∈ Fq, r4 ∈ Fq2 and
Fq2 = Fp
[
r24
]
. (32)
Define x and y as in (31), setting r2 = dr
q
4. Assume that q 6= 3. Suppose further that
(i) rq−14 6= −dǫ±1;
(ii) r4 + dr
q
4 6= ±
√
d(2− s);
(iii) if q = p ≡ 3, 5, 6 (mod 7) and s = −1, then for h = 0, 1, 2, 3
(r2, r4) 6=
(−i3h(λ√−7− 1)/2, dih(λ√−7 + 1)/2)) , λ = ±1;
(iv) if q = p ≡ 5 (mod 6) and s = 0, then (r2, r4) 6= (i−hω, dihω2), where ω is a primitive cubic
root of 1.
Then H = 〈x, y〉 = SU4(q2).
Proof. By (32), r4 6= 0. Hence, assumptions (i)–(ii) together with Corollary 7.1 imply that H
is absolutely irreducible. By Theorem 7.2(i), H ≤ SU4(q2). By Lemma 5.2 the group H = 〈x, y〉
is not conjugate to a subgroup of SL4(q0)F
∗I for any q0 < q
2.
Notice that H cannot be a subgroup of the groups described in Lemma 9.4, as for these cases we
would have r2 = r4 hence r4 ∈ Fq in contrast with (32). Thus, the analysis made in Sections 7–9
shows that, if H 6= SU(4, q2), then it can be only a subgroup of a maximal group M from the
class S.
Since we assume that q 6= 3,M/Z 6∼= PSL3(4). Thus, according to Table 3, it remains to consider
M with M/Z ∼= Alt(7) for q = p ≡ 3, 5, 6 (mod 7) and M/Z ∼= PSp4(3) for q = p ≡ 5 (mod 6).
By Lemma 7.1(ii), (xy)5 cannot be scalar, since this may happen only if r44 = 1, but in that
case r24 = ±1 in contrast with (32). Thus we may apply Lemmas 10.1 and 10.2. But these cases
are excluded by our assumptions (iii) and (iv), respectively. Therefore, H = 〈x, y〉 = SU4(q2).
Theorem 11.4. The groups SU4(q
2) and PSU4(q
2) are (2, k)-generated for all k ≥ 3 such that
k | (q − 1) or k | (q + 1) or k = p or k = 2p, except (q, k) = (2, 3), (3, 3), and (3, 4).
Proof. For any fixed q and k (i.e., s is also fixed) we count the number of non-zero r4’s that
satisfy the conditions of Theorem 11.3. Let N be the number of elements r4 6= 0 in Fq2 such
that Fp
[
r24
] 6= Fq2 and let N1 be the number of those r4’s that do not satisfy conditions (i)–(iv)
of Theorem 11.3. Conditions (iii) and (iv) may give at most 8 exceptions each, but they concern
different s. Thus, N1 ≤ 4q + 6 for any fixed k. Moreover, if q = pa with a > 1, then we have
N1 ≤ 4q − 2 since cases (iii) and (iv) do not arise.
If q = p, then using Lemma 5.3 for the field Fq2 we have
q2 − 1−N −N1 ≥ p2 − 1− (4p+ 6)− 2(p− 1) = p2 − 6p− 5 > 0
if p ≥ 7. If q = pa with a > 1, then using Lemma 5.3 for the field Fq2 we have
q2 − 1−N −N1 ≥ p2a − 1− (pa+1 − p)− (4pa − 2) = (pa − 4)(pa − p)− 3p+ 1 > 0
provided pa ≥ 8.
Thus, only q = 2, 3, 4, and 5 are left.
If q = 5, let α ∈ F25 satisfy α2 − α + 2 = 0. In Table 5, for each admissible k and d, we list b
such that r4 = α
b satisfies the conditions of Theorem 11.3. Since in each case the set of such b’s
is non-empty, this proves our Theorem also for q = 5.
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If q = 4, let α ∈ F16 satisfy α4 + α + 1 = 0. In particular ω = α5 is a cubic root of 1. It is
enough to consider d = 1. In Table 5, for each admissible k we list b such that r4 = α
b satisfies
the conditions of Theorem 11.3. Since in each case the set of such b’s is non-empty, this proves
our Theorem also for q = 4.
For q = 2, k = 4, notice that r4 = ω and r4 = ω
2, where ω is a primitive cubic root of 1, satisfy
the conditions of Theorem 11.3. Alternatively, one can use the isomorphism SU4(4) ∼= PSp4(3)
and Theorem 11.2.
Finally, for q = 3, k = 6, Theorem 11.2 does not produce suitable generators of shape (31), but
our claim follows from Lemma 11.1.
TABLE 5.
q d k s b
5 1 4 0 1,4, 5,8, 13,16,17,20
3 −1 4, 8, 16, 20
6 1 7, 11, 19, 23
5 2 1, 2, 4, 5, 7, 8, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23
10 −2 2, 7, 10, 11, 14, 19, 22, 23
5 −1 4 0 1, 2, 5, 7, 10, 11, 13, 14, 17, 19, 22, 23
3 −1 7, 11, 19, 23
6 1 2, 4, 8, 10, 14, 16, 20, 22
5 2 1, 2, 4, 5, 7, 8, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23
10 −2 1, 2, 4, 5, 7, 8, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23
4 1 3 −1 3, 6, 7, 9, 11, 12, 13, 14
5 ω 1, 4, 11, 14
5 ω2 2, 7, 8, 13
4 0 1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14
REFERENCES
1. M. Aschbacher, ‘On the maximal subgroups of the finite classical groups’, Invent. Math. 76 (1984), 469–514.
2. J. J. Cannon, J. McKay and K. C. Young, ‘The non-abelian simple groups G, |G| < 105-presentations’,
Comm. in Algebra 7 (1979), 1397-1406.
3. M. Cazzola and L. Di Martino, ‘(2, 3)-generation of PSp(4, q), q = pn, p 6= 2, 3’, Results Math. 23 (1993), no.
3-4, 221–232.
4. J. Conway, R. Curtis, S. Norton, R. Parker and R. Wilson, ‘Atlas of Finite Groups’, Clarendon Press, Oxford,
1985.
5. H. S. M. Coxeter and W. O. J. Moser, ‘Generators and Relations for Discrete Groups’, Springer, Berlin, 1972.
6. D. E. Flesner, ‘Maximal subgroups of PSp4(2
n) containing central elations or noncentered skew elations’,
Illinois J. Math. 19 (1975), 247–268.
7. R. Guralnick, T. Penttila, C. Praeger and J. Saxl, ‘Linear groups with orders having certain large prime
divisors’, Proc. London Math. Soc. (3) 78 (1999), no. 1, 167–214.
8. N. Jacobson, ‘Basic Algebra I’, Second Edition, W.H. Freeman and Company, 1985.
9. W. M. Kantor and R. A. Liebler, ‘The rank 3 permutation representations of the finite classical groups’,
Trans. Amer. Math. Soc. 271 (1982), 1–71.
10. O. H. King, ‘The subgroup structure of finite classical groups in terms of geometric configurations’, Surveys
in combinatorics 2005 29–56, London Math. Soc. Lecture Note Ser. 327, Cambridge Univ. Press, Cambridge,
2005.
11. P. Kleidman, ‘The maximal subgroups of the low dimensional classical groups’, Ph.D. Thesis, Cambridge
1987.
28
12. P. Kleidman and M. W. Liebeck, ‘The Subgroup Structure of the Finite Classical Groups’, Cambridge Uni-
versity Press, 1990.
13. M. W. Liebeck and A. Shalev, ‘Classical groups, probabilistic methods, and the (2, 3)-generation problem,
Ann. Math. 144 (1996), 77–125.
14. P. Manolov and K. Tchakerian, ‘(2, 3)-generation of the groups PSL4(2m)’, Annuaire Univ. Sofia Fac. Math.
Inform. 96 (2004), 101–104.
15. C. Marion, ‘Triangle groups and finite simple groups’, Ph.D.Thesis, Imperial College, London, 2009.
16. G. A. Miller, ‘On the groups generated by two operators’, Bull. AMS 7 (1901), 424–426.
17. H. H. Mitchell, ‘The subgroups of the quaternary abelian linear group’, Trans. Amer. Math. Soc. 15 (1914),
377–396.
18. B. Mwene, ‘On the maximal subgroups of the group PSL4(2m)’, J.Algebra 41 (1976), 79–107.
19. B. Mwene, ‘On some subgroups of PSL4(q), q odd’, Geom. Dedicata 12 (1982), 189–199.
20. L. L. Scott, ‘Matrices and cohomology’, Ann. Math. 105 (1977), 473-492.
21. K. Strambach and H. Vo¨lklein, ‘On linearly rigid tuples’, J. Reine Angew. Math. 510 (1999), 57–62.
22. I. Suprunenko and A. Zalesskii, ‘Classification of finite irreducible linear groups of degree 4 on fields of
characteristic p > 5’, Izv. Mat. Akad. Nauk. B.S.S.R.S. (1976).
23. C. Tamburini and S. Vassallo, ‘(2, 3)-generation of SL(4, q) in odd characteristic and associated problems’.
Boll. Un. Mat. Ital. B (7) 8 (1994), no. 1, 121–134.
24. C. Tamburini and S. Vassallo, ‘(2, 3)-generation of linear groups, Writings in honor of Giovanni Melzi’, Sci.
Mat. Vita e Pensiero, Milano 11 (1994) 391–399.
25. C. Tamburini and M. A. Vsemirnov, ‘Irreducible (2, 3, 7)-subgroups of PGLn(F), n ≤ 7’, J.Algebra 300 (2006),
339-362.
26. A. M. Vershik and M. A. Vsemirnov, ‘The local stationary presentation of the alternating groups and normal
form’, J. Algebra 319 (2008), no. 10, 4222–4229.
27. R. Vincent and A. Zalesskii, ‘Non-Hurwitz classical groups’, LMS J. Comput. Math 10 (2007), 21–82.
28. M. A. Vsemirnov, ‘More classical groups, which are not (2, 3)-generated’ (submitted).
29. M. A. Vsemirnov, ‘Hurwitz and (2, 3)-generated groups of low rank.’ D. Sci. Thesis, St. Petersburg State
University, 2009 (in Russian).
30. A. Zalesskii, ‘Classification of finite linear groups of degree 4 and 5 over fields of characteristic 2’, Dokl. Akad.
Nauk. BSR (1977), 389–392.
29
