We present initial results from a time-series BVI survey of two fields in NGC 4258 using the Advanced Camera for Surveys onboard the Hubble Space Telescope. This galaxy was selected because of its accurate maser-based distance, which is anticipated to have a total uncertainty of ∼ 3%. The goal of the HST observations is to provide an absolute calibration of the Cepheid Distance Scale and to measure its dependence on chemical abundance (the so-called "metallicity effect").
INTRODUCTION
During the last 15 years, the Hubble Space Telescope (HST) has been used to discover ∼ 10 3 Cepheid variables in ∼ 30 galaxies with D 25 Mpc, mostly through Vand I-band observations carried out with the WFPC2 instrument. The distance moduli to these galaxies have been determined through the use of a fiducial Cepheid Period-Luminosity relation (P-L) based on observations of variables located in the Large Magellanic Cloud. Several secondary distance indicators (such as type Ia SNe, the Tully-Fisher relation, the Surface Brightness Fluctuation method) have been calibrated based on these Cepheid distances. As a result of these investigations, there is some agreement that H 0 is about 70 km s −1 1 Based on observations with the Advanced Camera for Surveys onboard the NASA/ESA Hubble Space Telescope, obtained at STScI, which is operated by AURA, Inc., under NASA contract NAS 5-26555. These observations are part of program # GO-9810.
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Mpc −1 , perhaps with as little as 10% uncertainty (Freedman et al. 2001 ). However, two significant sources of systematic error stand out.
First, the entire Cepheid Distance Scale is underpinned by the distance to the Large Magellanic Cloud (LMC). The distance to that galaxy is used to establish the absolute calibration of the Cepheid P-L relations, and its uncertainty dominates the calibration of any secondary distance indicator. The suitability of the LMC for this purpose is problematic, since independent estimates of its distance disagree by as much as 0.5 mag, or 25% (Benedict et al. 2002) . Additionally, the internal structure of the galaxy along the line of sight remains poorly understood (Nikolaev et al. 2004; van der Marel 2001) . Faced with this situation, most Cepheid-based determinations of H 0 have adopted µ LMC = 18.5 ± 0.1 mag, which corresponds to a distance of D LMC = 50.1 ± 2.3 kpc.
Second, the effect of metal abundance on the Cepheid P-L relation is controversial. Several independent meth-ods for an observational determination have yielded a variety of results (Sasselov et al. 1997; Kochanek 1997; Kennicutt et al. 1998; Sakai et al. 2004 ) with the opposite sign to what has been predicted by some theoretical investigations (Fiorentino et al. 2002) , which also suggest a sensitivity to helium as well as metal content. Furthermore, the use of V and I photometry alone in previous HST surveys makes it difficult to disentangle the effects of reddening and metallicity and adds uncertainty to the determination of Cepheid distances.
We wish to establish a new Cepheid Distance Scale anchor galaxy, NGC 4258, for which accurate geometric estimates of distance are available. Herrnstein et al. (1999) estimated its distance modulus to be 29.29 ± 0.09 r ± 0.12 s mag, and it is anticipated that Humphreys et al., (in prep.) will reduce the total uncertainty of that estimate to 3%. Our goal is even more compelling in light of the recent WMAP results (Spergel et al. 2006 ) because many cosmological parameters depend sensitively on H 0 (e.g. Eisenstein & White 2004; Tegmark et al. 2004; Hu 2005 ). An accurate geometric distance to NGC 4258 can also be used to directly calibrate secondary distance indicators, such as the tip of the red giant branch (TRGB).
This paper contains the first results of our project: deep time-series BVI photometry of two fields in NGC 4258 and the discovery and analysis of Cepheid variables. The paper is organized as follows: §2 contains details of the observations, data reduction and photometry, and the search for variables; §3 describes the selection criteria and the Cepheid samples; §4 presents the determination of a Cepheid distance to NGC 4258, a measurement of the metallicity dependence of Cepheidbased distances, and a discussion of our results.
Throughout the paper, we denote random (statistical) uncertainties with a subscript r and systematic uncertainties with a subscript s, i.e., ±0.10 r ± 0.10 s mag.
OBSERVATIONS, DATA REDUCTION AND PHOTOMETRY

Observations
We used the Hubble Space Telescope (GO program 9810) to observe two fields located at widely different galactocentric radii within the disk of NGC 4258 (M106). This spiral galaxy is one of the brightest members of the Coma-Sculptor Cloud (Tully & Fisher 1987) , and has been classified as SAB(s)bc II-III (de Vaucouleurs et al. 1991 ) and Sb(s) II (Sandage & Tammann 1987) .
We carried out the observations using the Advanced Camera for Surveys / Wide Field Camera (Ford et al. 2003) , which consists of 2 back-illuminated SITe 2048 × 4096 pixel CCDs. The average plate scale of the focal plane is 0.
′′ 05 pix −1 , making each image ∼ 202 ′′ on the side. At the nominal NGC 4258 distance of ∼ 7.2 Mpc, this translates to a physical size of ∼ 1.7 pc pix −1 . Hereafter, we refer to the two fields based on their galactocentric radii as "inner" and "outer". The fields are centered at (α, δ) = 12 h 18 m 47.518 s , +47
• 20 ′ 20. ′′ 10 (inner) and 12 h 19 m 23.891 s , +47
• 11 ′ 37. ′′ 61 (outer), in J2000.0 coordinates. Figure 1 shows the location of these fields in the context of a digitized POSS-II image of NGC 4258
3 .
3 The Second Palomar Observatory Sky Survey (POSS-II) was carried out by the California Institute of Technology with funds
The fields were observed on twelve separate epochs between 2003 December 5 and 2004 January 19. The spacing of the visits followed a power-law distribution to minimize aliasing (Madore & Freedman 2005) . Table 1 contains a log of the observations. The fields were imaged in three colors on two consecutive orbits during each visit, following a standard two-point dither pattern that minimizes the effects of the geometric distortion present in ACS while ensuring a robust cosmic-ray rejection. Total exposure times per epoch were 2 × 900s using the F 435W filter (similar to Johnson B), 2 × 800s using the F 555W filter (similar to Johnson V ) and 2 × 400s using the F 814W filter (similar to Kron-Cousins I). One of the visits to the outer field was hampered by guide-star problems, reducing the total number of useful images by one relative to the inner field.
Data Reduction and Photometry
The raw observations were processed by the standard on-the-fly-reprocessing STScI ACS calibration pipeline, as described in the ACS Data Handbook (Pavlovsky et al. 2005) . Briefly, the pipeline performs bias level correction and subtraction, dark image subtraction, flat fielding correction, and generation of ancillary data quality information. The calibrated images were downloaded from the STScI Archive and further processed using STSDAS and PyRAF 4 . Specifically, we used the PyDrizzle task to apply the filter-dependent geometric distortion correction to individual images.
We performed PSF photometry using the DAOPHOT/ALLSTAR/ALLFRAME suite of programs (Stetson 1987 (Stetson , 1994 and following the general data reduction and analysis precepts of the HST Key Project on the Extragalactic Distance Scale (e.g., Stetson et al. 1998) . All the programs whose names appear in CAPITALS were developed and kindly provided to us by Peter Stetson.
We defined the PSF as a quadratically-varying Moffat function with β = 1.5 and a fitting radius of 2 pixels. The PSF extended out to a radius of 10 pixels (0.
′′ 5) and the local sky annulus was established from 20 to 25 pixels (1 − 1.
′′ 25). Aperture photometry was measured at logarithmically spaced radii from 3 to 10 pixels.
Determination of template PSFs
As expected in extragalactic Cepheid observations, our fields are rather crowded and lack bright, isolated stars suitable for the determination of the point-spread function (PSF). Given the long-term stability of HST, it is feasible to determine suitable PSFs from high S/N observations of dense yet uncrowded stellar fields. To this end, we retrieved a observations of an outer field of the globular cluster NGC 104 (program 9018), originally obtained for calibration purposes, from the HST Archive.
We analyzed 18 images in each of the F 435W , F 555W and F 814W filters, taken at various offset positions. We used ∼ 800 bright stars present in all the images to derive from NSF, NASA, the National Geographic Society, the Sloan Foundation, the Samuel Oschin Foundation, and the Eastman Kodak Corporation. The Oschin Schmidt Telescope is operated by the California Institute of Technology and Palomar Observatory. The Digitized Sky Survey was produced at the Space Telescope Science Institute under U.S. Government grant NAG W-2166.
4 STSDAS and PyRAF are products of the Space Telescope Science Institute, which is operated by AURA for NASA the PSF for each filter and to map its positional variation across the field of view of ACS/WFC. This was achieved using MULTIPSF, which is identical to the PSF routine in DAOPHOT but uses stars in multiple images.
PSF photometry
We carried out PSF photometry separately for each combination of field and filter, as follows: 1. Image registration & master image: We used DAOPHOT to detect bright stars in the individual images and ALLSTAR to perform preliminary PSF photometry and obtain accurate coordinates of those objects. We used DAOMASTER to determine coordinate transformations for every image, taking as reference the first image of each set. We used MONTAGE to create a "master" image by interpolating the individual frames and applying a median filter. Figures 2 & 3 are color composites of the ACS fields, created from the master BVI images. 2. Master object lists: We detected objects in the master image following a two-step iterative approach (detect all objects, subtract them from the image, detect all remaining objects and add them to the initial list). At each iteration, we required a 3σ detection. The total number of objects detected were ∼ 2, 3 and 6 × 10 5 in BVI, respectively, for the inner field and ∼ 0.6, 1 and 2 × 10 5 in BVI, respectively, for the outer field. 3. PSF Photometry: We used ALLFRAME to measure the magnitudes of every star in each master list across all individual images in a given field/filter combination. We used the same template PSFs ( §2.2.1) for all frames in a given filter. This generated a total of ∼ 2.3 × 10 7 photometric measurements. 4. Secondary standards: We searched the star lists for bright, isolated stars suitable to serve as secondary standards. We identified ∼ 30 − 50 suitable stars depending on the field and filter. We subtracted all other objects from each individual image and performed aperture photometry on these secondary standards to generate curves of growth. These were analyzed using DAOGROW (Stetson 1990 ) and compared to the curves of growth determined from bright, isolated stars in NGC 104. We found no difference between the two sets and decided to use both in our analysis. 5. Growth curves: We used COLLECT to apply the curves of growth and determine aperture corrections using the secondary standards. The corrections were small, with average values of +0.02±0.04, −0.04±0.03, −0.05± 0.02 mag in BVI, respectively. Epochs #10 and #11 had substantially larger aperture corrections (∼ 0.2 mag), probably due to telescope de-focusing. 6. Zeropoints: We used CCDAVE to compute mean instrumental magnitudes for the secondary standards. A typical r.m.s. scatter for these stars was 0.035 mag, and as low as 0.015 mag for the brightest objects. We used TRIAL to compute the final zero-point corrections for each frame, using as a reference the mean aperture-corrected instrumental magnitudes of the secondary standards. 7. Astrometry: We calculated celestial coordinates for all objects using the WCSTools/xy2sky program (Mink 2002 ) and the astrometric solutions provided by STScI in the FITS headers of the first F 555W image of each field.
Photometric calibration
As a first step in our photometric calibration, we corrected the instrumental magnitudes for the effect of charge transfer efficiency (CTE) by applying Eqn. (2) of the ACS Instrument Status Report 04-06 (Riess & Mack 2004) . We used the parameters derived by those authors for an aperture of 3 pixels in radius, since that is similar to the effective radius of the PSF for the bandpasses of interest (A. Riess, priv. comm.) . Given the appreciable sky background in both inner and outer fields, the CTE correction was fairly small (∼ 0.02 mag).
We calibrated our photometry following the procedures of Appendix B of Sirianni et al. (2005) , using the zero-points and color terms listed under the "observed" columns of their Table 22 :
where BVI are the standard magnitudes and F 435W , F 555W , F 814W are the CTE-corrected, aperturecorrected (to 0. ′′ 5) instrumental magnitudes derived in §2.2.2. The additional filter-dependent aperture corrections to infinity, AC05 i , are listed in Table 5 of Sirianni et al. (2005) . In the case of objects with three-color photometry (such as all the Cepheid variables), we gave preference to (1a) over (1b) because our I-band observations have higher S/N than our B-band observations. Since these transformation equations make use of the standard (rather than observed) colors, they were applied iteratively until convergence. Table 2 lists the positions and calibrated magnitudes of the secondary standards to facilitate future comparisons with our work.
Search for Variables and Classification
We searched for variables using the TRIAL program, which performs a scaling of the reported ALLFRAME measurement errors and calculates robust mean magnitudes and modified Welch-Stetson variability indices L V (Stetson 1996) . Figure 4 shows the distribution of L V as a function of V magnitude for the outer field (the inner field distribution is very similar but denser). By construction, the mean value of L V is zero. Given the observed 1σ dispersion in L V of 0.25, we set L > 0.75 as the minimum variability threshold. We calculated the twenty most likely periods for each variable using the Lafler-Kinman algorithm (Lafler & Kinman 1965) as encoded in TRIAL.
We applied an automated classification algorithm developed by the DIRECT project (Kaluzny et al. 1998) to the V-band light curves of the variables. The algorithm computed the chi-squared per degree of freedom, χ 2 ν , of each light curve for three cases: i) a constant magnitude (null hypothesis); ii) a linearly-varying magnitude (appropriate for objects with periods much longer than our observing window); iii) a Cepheid variable with a period equal to each one of the twenty tentative periods returned by the Lafler-Kinman algorithm. The latter case used the Cepheid template light curves developed by Stetson (1996) .
We selected as possible Cepheids those periodic variables with a χ 2 ν for case (iii) that was at least a factor of two smaller than the χ 2 ν of cases (i) or (ii), following the methodology of the DIRECT project. Adopting the best-fit period, we phased the B-and I-band light curves and fit them with Cepheid template light curves (absent B-band templates, we used suitably scaled Vband ones). Finally we phase-weighted mean magnitudes (Stetson 1996) through numerical integration of the bestfit template light curve for each variable.
SELECTION OF CEPHEID VARIABLES
3.1. Adopted Period-Luminosity relations Our analysis requires the adoption of fiducial PeriodLuminosity (P-L) relations to calculate distance moduli, as well as corresponding Period-Color (P-C) relations to correct for the effects of interstellar extinction. We adopted the P-L relations originally derived by Udalski et al. (1999) , as updated in the OGLE web site 5 . These relations are based on a sample of N > 600 Cepheids observed as part of the OGLE II project, with periods ranging from 2 to 30 days:
where P is the period of the Cepheid in days, and the errors in the zero-points and slopes are expressed in units of 10 −3 . The dispersions of the data relative to the relations are 0.24, 0.16 and 0.11 mag in BVI, respectively.
3.2. Extinction corrections and relative distance moduli NGC 4258 is located at l = 138
• .32, b = 68
• .84. We estimated the value of foreground Galactic interstellar extinction based on the values in the reddening map of Schlegel et al. (1998) for a number of positions near the galaxy. All of them yielded very low values of foreground extinction, E(B − V ) = 0.016 mag. We expect little additional (internal) extinction in the outer field, but the Cepheids in the inner field should be subject to a considerably larger amount of internal extinction with strong variations as a function of position.
We determined the total extinction to each Cepheid by comparing the observed B −V , V −I and B −I colors with the zero-extinction colors (B −V ) 0 , (V −I) 0 and (B −I) 0 predicted by the P-C relations formed by Eqns. (4-6). We transformed the values of E(V −I) and E(B −I) to E(B −V ) using the values of A λ from Table 6 of Schlegel et al. (1998) for R V = 3.1 and the extinction law of Cardelli et al. (1989) . We used the three color excesses to compute a mean E(B −V ) and standard deviation, but adopted a 0.025 mag uncertainty floor to account for the intrinsic width of the P-C relations.
We determined extinction-corrected LMC-relative distance moduli for each Cepheid by calculating:
where ∆µ I is obtained by subtracting the mean value of I(P ) from Eq. (6) from the mean I-band magnitude of a given Cepheid of period P . The values of totalto-selective extinction ratios were calculated using the A λ /E(B −V ) values in Table 6 of Schlegel et al. (1998) .
The three values of ∆µ 0 were averaged to obtain a mean value and standard deviation. Eqn. (7) is the classical Wesenheit distance modulus used by Freedman et al. (2001) and Saha et al. (2001) , although these authors apply it to distance moduli determined from an ensemble of Cepheids. We chose to form the additional two relations (Eqns. 8-9) to rule out any global systematic error in the calibration of the photometry. We note that in this analysis, all the calculated distance moduli are relative to the LMC, since the adopted P-L relations are expressed in observed magnitudes. We adopt this approach to accommodate the anticipated improvement in the geometric distance estimate for NGC 4258 to be obtained from new analyses of the maser observations (Humphreys et al., in prep.) .
Selection criteria
The selection of Cepheids from a larger set of periodic variables is not a trivial undertaking for HST observations, especially given the crowded nature of the fields, the sparse sampling of the light curves and the relatively low S/N of the individual data points at the faintest magnitudes (corresponding to the shortest periods). Different studies have adopted various selection techniques, some based on visual inspections of light curves and images (Saha et al. 1996) and some based on a more mathematical approach (Leonard et al. 2003) .
In the case of these observations of NGC 4258 -which is located significantly closer than most Cepheid-bearing galaxies studied with HST-it is fairly easy to select a sample of high-quality Cepheids with P 10 days for the primary scientific goals of deriving a distance and measuring the metallicity effect. The values we obtain are insensitive to the application of different selection techniques. The selection of shorter-period (P 10 d) Cepheids is less certain, especially in the case of the inner field. We have adopted a particular set of selection criteria, but we list all detected Cepheid candidates to facilitate alternative analyses by others.
We restricted the sample of variables using two cuts in L V : a fairly low value of 0.75 (hereafter, the "extended sample") and a more conservative value of L V = 2 (hereafter, the "restricted sample"). We applied additional selection criteria based on observed properties (light curve amplitude ratios, colors, etc.) in an attempt to remove contaminated Cepheids from the sample.
We detected a total of ∼ 10 6 distinct objects at the > 3σ level in the master images. To exclude false positives, we trimmed objects detected in less than 75% of the individual images of each band.
As stated in §2.4, variable stars were classified as Cepheids if the χ 2 ν was reduced by more than a factor of two (relative to the null hypothesis) when fitting the phased V -band data with a template Cepheid light curve. These requirements were met by 536 objects in the extended sample and 258 objects in the restricted sample. We applied the following secondary selection criteria: 1. Amplitude ratios: Relative BVI amplitudes for fundamental-mode pulsators obey the proportions 1.5 : 1 : 0.5. To discard obvious blue or red blends, we required (a) an I-to-V amplitude ratio of 0.5 ± 0.25 and (b) a B-to-V amplitude ratio of 1.5 ± 0.5. 2. Blue edge: We discarded objects with E(B −V ) more than 2σ below the Galactic foreground value of 0.016 mag, as these variables are likely to be blended with blue stars. We set E(B −V ) = 0.016 mag for objects between the threshold and the foreground value. 3. Large extinction: We rejected objects with E(B −V ) > 0.5 mag. These Cepheids are either blended with red stars or highly reddened, in which case the actual value of R V could deviate significantly from the adopted value of 3.1. 4. Pop II Cepheids: We imposed a conservative upper limit of ∆µ 0 < 12 mag to the LMC-relative distance moduli to reject long-period RV Tauri and W Virginis variables in our sample. These Population II Cepheidlike variables obey period-color relations that are similar to those of Cepheids, and therefore had passed the previous selection criteria. However, their absolute magnitudes are more than 1 mag fainter than Cepheids.
Once these cuts were applied, we computed a mean modulus for each sample using a least-absolute-deviation technique with iterative sigma clipping. This was motivated by the asymmetric tails of outliers that are caused by other sources of contamination, many of which make objects artificially brighter. Table 3 details the effects of the selection criteria ( §3.3) on the initial samples. 281 out of 536 variables in the extended sample pass all criteria, while 173 out of 258 variables in the restricted sample remain. Figure 5 shows the period distributions for both cuts in L V . We used the restricted sample (L V > 2) in the subsequent analysis.
Final Cepheid samples
The observed properties of the 281 Cepheids that passed our selection criteria are listed in Table 4 , while those of the 255 rejected candidates are listed in Table 5 along with the reasons for their rejection. Table 6 lists the derived properties of the Cepheids in Table 4 . Table 9 contains the individual photometric measurements of these objects. 
RESULTS AND DISCUSSION
The Maser Distance to NGC 4258
Water maser emission observed from NGC 4258 originates in a subparsec annular region within a nearly edge-on, warped accretion disk, bound by a supermassive black hole in the nucleus (Miyoshi et al. 1995; Greenhill et al. 1995) . Masers lie: (1) in a narrow sector on the near side of the disk and (2) on the disk-diameter perpendicular to the line of sight.
Geometric estimates of distance may be obtained from measurements of the centripetal acceleration or the proper motion of masers on the near side of the disk.
The acceleration is obtained from the time rate of change of the maser Doppler shifts, and the proper motion is obtained from the change in the positions of the nearside masers relative to the approaching/receding masers (which appear to be stationary on the sky). Herrnstein et al. (1999) reported acceleration and proper motion distance moduli that agreed to < 1%: µ maser = 29.29 ± 0.09 r ± 0.12 s mag. The quoted systematic uncertainty arises largely from unmodeled structure and an upper limit on the eccentricity of the disk. Initial models assumed circular orbits and a warp in position angle alone. More recently, Herrnstein et al. (2005) performed a detailed analysis of the disk rotation curve and detected a 2σ deviation from a Keplerian law, which they attributed to an inclination-warp in the disk. That also helps to explain the locus of the near-side masers. Humphreys et al., (in prep.) aim to reduce the random component of the uncertainty by including more epochs of observation, and more importantly, to reduce the systematic component by improving the dynamical model of the maser-disk system. The Herrnstein et al. (1999) distance relied on VLBI data collected at four epochs between 1994 and 1997, while data for 18 VLBI epochs (1997) (1998) (1999) (2000) and 40 spectroscopic epochs (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) are now available. The analysis also limited disk eccentricity to 0.1. More densely sampled data with a longer time baseline, coupled with a more sophisticated model of the disk warp and eccentricity, are anticipated to reduce the systematic and random uncertainties in distance by more than a factor of two, for a total uncertainty of ∼ 3% (Humphreys et al. 2005a,b) .
A Cepheid distance to NGC 4258
4.2.1. Minimum period cut We imposed minimum period cuts to the samples derived in §3.4 before we determined mean relative distance moduli. Several reasons motivate the use of such a cut. a) We are unable to differentiate between fundamental and overtone pulsators due to our sparse phase sampling. Overtone pulsators in the Magellanic Clouds have 2 < P < 6 days and are ∼ 0.75 mag brighter than fundamental pulsators with the same period (Udalski et al. 1999) . Hence, they can produce a large systematic bias in the derived distance. b) Confusion noise introduces a systematic bias in the photometry of Cepheids that becomes increasingly important at faint magnitudes, especially in the I-band (Saha & Hoessel 1990; Saha et al. 1996) . c) Observing objects near the detection limit may result in incompleteness bias at the shortest periods of the observed P-L relation (Sandage 1988) . d) The observed magnitudes of short-period Cepheids are more likely to be contaminated by unresolved blends with other disk stars (Mochejska et al. 2000) , especially in the denser regions of the inner field.
We applied the cut at minimum period and calculated the mean value of the individual relative distance moduli following the procedure described in §3.3. Figures 15  & 16 show the impact of this procedure for the outer and inner fields. Figure 17 shows the mean relative distance modulus and its uncertainty as a function of P min for both fields.
There is no statistically-significant variation in the mean relative distance modulus of the outer field as a function of P min . The primary use of the outer field Cepheids in this study is to test the maser distance of NGC 4258 against the distance to the LMC without having to worry about abundance differences (since they have the same mean metallicity). We chose P min = 6 d as the final period cut for this sample to avoid contamination by overtone pulsators and to maximize the sample size and the overlap of period ranges between these two galaxies; note that P max is 32 d for the OGLE LMC sample and 44 d for NGC 4258.
The inner field exhibits a mild trend with shorter distance moduli for smaller minimum period cut-offs, with a statistical significance of ∼ 2.7σ (P min of 20 d vs. 5 d). We chose P min = 12 d to avoid the observed bias in distance modulus at shorter periods. This value of P min is similar to the typical lower limit of the Cepheid samples discovered in other galaxies observed with HST (P min = 10 − 15 d).
Distance moduli
Taking the aforementioned period cuts into account, and using the restricted samples, we derive distance moduli relative to the LMC of ∆µ 0 = 10.87±0.05 r ±0.05 s mag (outer field, N = 20 Cepheids) and ∆µ 0 = 10.71±0.04 r ± 0.05 s mag (inner field, N = 69 Cepheids).
The quoted uncertainties for these relative distance moduli arise from terms B & C of our error budget, which is listed in detail in Table 7 . For comparison, we also list the error budget typical of Cepheid distance determinations based on HST/WFPC2 observations (e.g., Gibson et al. 2000) as well as the anticipated error budget after our follow-up NICMOS and ACS/HRC data are incorporated in the analysis and the uncertainty in the maser distance is reduced.
We derived relative distance moduli for the two fields using the methodology of Freedman et al. (2001) , in which one calculates mean V and I distance moduli for the Cepheid ensemble (i.e., neglecting differential reddening among Cepheids). We did not apply rejection criteria 2+3, since they were not used by those authors, and used the same period cuts as above. We obtained ∆µ V = 11.19 ± 0.04 r ± 0.02 s , ∆µ I = 11.05 ± 0.03 r ± 0.02 s and ∆µ 0 = 10.86 ± 0.04 r ± 0.05 s mag (N = 38, outer), and ∆µ V = 11.33±0.04 r , ∆µ I = 11.07±0.03 r and ∆µ 0 = 10.69 ± 0.04 r ± 0.05 s mag (N = 85, inner). These values are consistent with a previous HST/WFPC2 Cepheid distance to NGC 4258 derived by Newman et al. (2001) using the same methodology. Their ALLFRAME photometry of N = 7 Cepheids with P = 10 − 21 d yielded ∆µ 0 = 10.90 ± 0.10 r ± 0.06 s mag.
Metallicity dependence
The two fields under study provide an excellent opportunity to obtain a differential measurement of the metallicity dependence of the Cepheid P-L relation. We adopted an abundance gradient for NGC 4258 measured by Zaritsky et al. (1994) and expressed in their "empirical" metallicity scale as:
[O/H] = 8.97 ± 0.06 − 0.49 ± 0.08(ρ − 0.4) dex (10) where ρ is the deprojected galactocentric radius, expressed as a fraction of the isophotal radius ρ 0 :
We computed the deprojected galactocentric distances of the Cepheids using these equations. We adopted φ = 149
• .75, b/a = 0.413 and ρ 0 = 7 ′ .76 (derived from a leastsquares fit to the data in Table 2 of Zaritsky et al. 1994) and a position for the center of NGC 4258 in J2000.0 coordinates of (α, δ) = 12 h 18 m 57. s 5046, +47
• 18 ′ 14. ′′ 303 (Herrnstein et al. 2005) . Figure 18 shows the correlation between true distance modulus and deprojected galactocentric distance, or its corresponding abundance according to Eqn. 10. The sample plotted in this figure comprises all Cepheids from Table 4 with L V > 2 (i.e., the restricted sample) and P > 6 d (outer field) or P > 12 d (inner field). At the suggestion of the referee, we further restricted the samples to ensure that they cover the same range of extinction, 0.05 ≤ E(B −V ) ≤ 0.28 mag (N=69 Cepheids).
A least-squares fit to the data yields γ = −0.29 ± 0.09 r ± 0.05 s mag dex −1 and ∆µ 0 (NGC 4258 -LMC)= 10.88 ± 0.04 r ± 0.05 s mag, measured at 12 + log[O/H] = 8.5 dex. The best fit is represented by a solid line in Fig. 18 . Since this is a differential measurement within a single galaxy, the random uncertainty arises from the scatter in the individual distance moduli and the systematic error is due to the uncertainty in the determination of the Zaritsky et al. gradient. Figure 19 shows the residuals of the individual distance moduli about the fit, plotted as a function of E(B −V ).
Our measurement compares favorably with the recent determination of Sakai et al. (2004) , who used the tip of the red giant branch as a fiducial distance indicator under the assumption that is unaffected by abundance differences. They derived γ = −0.25 ± 0.09 mag dex −1 by comparing distances determined using Cepheid variables and the Tip of the Red Giant Branch (hereafter TRGB) to 17 nearby galaxies. The Cepheid distances were calculated using the same P-L relations we adopted (Eqns. 5 & 6).
Our result is also consistent with, but more statistically significant than an earlier differential determination of the metallicity effect by Kennicutt et al. (1998) , who found γ = −0.24 ± 0.16 mag dex −1 based on HST observations of Cepheids in two fields within M101.
Likewise, our findings are in agreement with the values of metallicity dependence derived by Kochanek (1997) through an analysis of Cepheid magnitudes and colors in multiple galaxies, and by Sasselov et al. (1997) from a differential comparison of Large and Small Magellanic Cloud Cepheids. We find a difference in distance modulus between the inner and outer fields of δµ 0 = −0.15 ± 0.04 mag for a mean abundance difference of ∆Z = 0.45 dex; the aforementioned studies would have predicted ∆µ 0 = −0.15 ± 0.06 mag and −0.18 ± 0.08 mag, respectively.
Adopting the T e metallicity scale of Kennicutt et al. (2003) , the coefficient of the metallicity dependence becomes γ = −0.49 ± 0.15 r mag dex −1 .
A Tip of the Red Giant Branch distance to NGC 4258
At the suggestion of the referee, we determined a distance to NGC 4258 using the TRGB method (Lee et al. 1993; Sakai et al. 2004 ). The I-band master image of the outer field reaches a depth of I ∼ 27 mag, which is significantly deeper than the expected TRGB magnitude. The V -band master image reaches a depth of V ∼ 28 mag, which is sufficient to reject all stars in the I-band luminosity function with V −I ≤ 1 mag. Such a color cut is standard practice in TRGB studies Sakai et al. (2004) ; Méndez et al. (2002) .
The outer field I-band master object list ( §2.2.2, 2), contains 2.05 × 10 5 objects. We rejected objects that appeared in less than half of the individual frames or exhibited signs of variability (L I > 0.75), reducing the sample to 1.37 × 10 5 objects. Then, we rejected a small fraction (2%) of the remaining objects which exhibited a poor fit to a stellar PSF relative to other objects of the same magnitude. These are either faint galaxies or crowded stars. We matched the remaining 1.35 × 10 5 objects against the V -band master list and rejected all objects with V −I < 1 mag. Thus, the final I-band luminosity function that served as input for the TRGB detection algorithm consisted of 1.2 × 10 5 stars with V −I > 1 mag. We computed the TRGB magnitude following the procedures described in Sakai et al. (1996) and Méndez et al. (2002) . We computed a continuous luminosity function φ(m) using Equation (A1) of Sakai et al. (1996) and a logarithmic edge-detection function E(m) using Equation (4) of Méndez et al. (2002) . We measured the TRGB magnitude by identifying the highest peak in the product E(m) φ(m) and fitting a cubic spline to the region ±0.15 mag about the peak. Lastly, we estimated the uncertainty in our measurement of the TRGB magnitude by performing a bootstrap test with 500 simulations, as carried out by Sakai et al. (2004) .
The right panel of Figure 20 shows the values of φ(m) and E(m) that we obtained, resulting in a clear detection of the TRGB at I T RGB = 25.42 ± 0.02 mag. For reference, the TRGB magnitude is also shown as a dashed line in the I-band CMD plotted in the left panel of Figure 20 ; note that the actual dataset used to measure the TRGB was far more complete than what can be shown in the CMD, containing 4× more stars with V −I > 1 mag and reaching I ∼ 27 mag.
We corrected the observed I magnitude of the TRGB for foreground reddening ( §3.2) by A I = 0.03 mag. We also applied bolometric and metallicity corrections, following Equations (1)- (4) of Sakai, Zaritsky & Kennicutt (1999) . These equations require the determination of the mean V −I color of stars at the TRGB edge and 0.5 mag below it. We determined those values to be (V −I) T RGB = 2 ± 0.25 and (V −I) −3.5 = 1.75 ± 0.25 by constructing histograms of the V −I color distribution for stars within ±0.1 mag of I = 25.42 and 25.92 mag, respectively. The bolometric and metallicity correction amounts to +0.02 ± 0.08 mag After these corrections, we find I 0 T RGB = 25.41 ± 0.04 r ± 0.08 s mag. The corresponding value for the LMC (Sakai, Zaritsky & Kennicutt 1999 ) is I 0 T RGB (LM C) = 14.54 ± 0.04 r ± 0.06 s mag. Thus, we determine an LMCrelative distance modulus to NGC 4258 based on the TRGB method, of ∆µ 0,T RGB = 10.87±0.06 r ±0.10 s mag, in excellent agreement with the Cepheid relative distance modulus obtained in §4.3. Additionally, this determination allows us to increase the sample of galaxy fields used by Sakai et al. (2004) to determine the Cepheid metallicity dependence based on the observed difference between TRGB and Cepheid distance moduli. Figure 21 is an updated version of the bottom panel of Figure  12 of Sakai et al. (2004) , with the addition of the two fields in NGC 4258. The best-fit line to the data is γ = −0.27 ± 0.06 mag dex −1 , in very good agreement with the metallicity dependence we independently derived in §4.3.
Other Period-Luminosity relations
We considered in our analysis a second set of LMC Period-Luminosity relations derived by Sandage et al. (2004) using the sample of Udalski et al. and additional long-period Cepheids (P = 10−80 d) from the literature. These P-L relations have two slopes, with the break point set at P = 10 d (as motivated by Kanbur & Ngeow 2004) . We found no statistically significant difference between the distance moduli derived using the Udalski et al. and the Sandage et al. relations . This is consistent with the observation of Ngeow et al. (2005) that very large samples of Cepheids (N > 10
2 ) are required to detect the change in slope of the P-L relations.
Additionally, we considered the P-L relations derived by Tammann et al. (2003) for Milky Way Cepheids. In that study, the individual distance to each variable was derived using the Baade-Wesselink method and/or the open-cluster main-sequence fitting method. The authors determined P-L relations with slopes that were significantly steeper than those derived using LMC Cepheids. They attributed the change in slope to abundance differences, since the Milky Way Cepheids in their sample have a mean metallicity that is close to solar. Recently, Saha et al. (2006) recalibrated the peak luminosities of type Ia SNe using P-L relations whose slopes vary as a function of abundance and Sandage et al. (2006) used the results to derive H 0 = 62 ± 6 km s −1 Mpc −1 . However, there is some controversy over the P-L relation slopes that are derived via the Baade-Wesselink method. Gieren et al. (2005) applied this technique to LMC Cepheids and derived different P-L slopes than those of Udalski et al. (1999) . They attributed the difference to a systematic error in the Baade-Wesselink technique, which requires the use of a period-dependent projection factor p. Gieren et al. proposed a new p factor that would resolve the discrepancy. However it still remains to be explained why Tammann et al. derived essentially identical Milky Way P-L relations using a completely independent method (open cluster main-sequence fitting). Parallax measurements to Galactic Cepheids be provided by GAIA in the next decade may yield a definitive answer on this matter.
We can test the hypothesis of Saha et al. (2006) with our large sample of Cepheids in the inner field, since the application of the correct V and I P-L relations should lead to a distribution of distance moduli that is uncorrelated with period. We started with the restricted sample of 195 Cepheids in the inner field and excluded 23 objects with anomalous amplitude ratios ( §3.3.1), 24 variables with P < 6 d, and 5 objects with µ W outside 11 ± 1 mag. Next, we fit a slope to ∆µ 0 vs P using an iterative leastabsolute-deviation procedure with 3σ clipping, which rejected 6 outliers. Thus, our final sample consisted of 137 Cepheids. We carried out this exercise for three choices of P-L relation: Udalski et al. (1999) , Sandage et al. (2004) , and Tammann et al. (2003) . We tested the null hypothesis by computing the Spearman rank-order correlation coefficient r s for each choice of P-L relation. For comparison, we carried out the same exercise for the outer field sample and the P-L relations of Udalski et al. Figure 22 shows the result of these tests.
The LMC P-L relations are a good fit to the samples of both fields. There is a small correlation for the inner field with r s = 0.2 (2.5σ), which decreases to r s = 0.15 (1.3σ) if we use P min = 12 d as in §4.2. The application of the Milky-Way P-L relations of Tammann et al. (2003) to the inner field sample yields a distribution that deviates noticeably from the null hypothesis, with r s = 0.6 (6.8σ). The correlation is still present, with r s = 0.45 (4σ), for P min = 12 d. Thus, we conclude that the LMC P-L relations are a better fit to both samples, regardless of their abundance difference. (Fig. 18) we have measured ∆µ 0 (NGC 4258 -LMC)= 10.88 ± 0.04 r ± 0.05 s mag ( §4.3). Combined with the maser distance modulus to NGC 4258, we infer the distance modulus of the LMC to be µ 0 (LM C) = 18.41 ± 0.10 r ± 0.13 s mag. This corresponds to a distance of D(LM C) = 48.1 ± 2.3 r ± 2.9 s kpc, which is in excellent agreement with the value of 48.3 ± 1.4 kpc derived from eclipsing binaries (see Case II in Table 8 of Fitzpatrick et al. 2003) . Importantly, both distance estimates are mainly geometric, independent of each other, and do not rely on any "standard candles".
We note that in the near future, there will be four galaxies with "geometric distances" that can serve as absolute calibrators for the Cepheid Distance Scale: the Large Magellanic Cloud (with multiple DEB distances, see Fitzpatrick et al. 2003 , and references therein), Messier 31 (with a DEB distance by Ribas et al. 2005) , Messier 33 (with a DEB distance by Bonanos et al. 2006) and NGC 4258 (with the maser distance by Humphreys et al., in prep.) . Thus, we can expect a significant reduction in the uncertainty of the "first rung" of the Extragalactic Distance Scale, which has been a dominant source of uncertainty in recent determinations of H 0 .
The implied decrease in the distance to the LMC derived in this paper, relative to the adopted value of D = 50.1 ± 2.3 kpc (Freedman et al. 2001; Saha et al. 2001) , affects previously-derived values of H 0 by ∼ +3%. The increase in the coefficient of the metallicity dependence from γ = −0.2±0.2 mag dex −1 (adopted by Freedman et al. 2001 ) to −0.29±0.09 r ±0.05 s mag dex −1 ( §4.3) has an opposite effect on H 0 of ∼ −2%. As a result, the net effect on the calibration of secondary distance indicators is mitigated. Table 8 shows a re-calculation of the peak absolute V magnitude of type Ia SNe recently determined by Riess et al. (2005) , which changes only by -0.03 mag to M 0 V = −19.14 ± 0.06 mag. The resulting value of H 0 is 74 ± 3 r ± 6 s km s −1 Mpc −1 . Recently, Spergel et al. (2006) presented a determination of cosmological parameters based on 3 years of WMAP observations. CMB observations cannot provide strong constraints on the value of H 0 on their own, due to degeneracies in parameter space (Tegmark et al. 2004) . Figure 23 shows the degeneracy in the Ω M − w plane. The addition of an independent of H 0 from Cepheids significantly reduces that degeneracy (Hu 2005) .
We calculated the improvement due to a prior on H 0 (solid contours of Fig. 23 ) by resampling the Monte Carlo Markov Chains kindly made available by the WMAP team, using Eq. B4 of Lewis & Bridle (2002) . We also calculated marginalized probability distributions for w for increasingly more accurate priors on H 0 . The results, which are shown in Figure 24 , indicate that a 5% prior on H 0 would reduce the 1σ uncertainty in w to ±0.1. As shown by Spergel et al., the combination of CMB data with more than one prior (e.g., Cepheids, type Ia SNe and large-scale structure) can further refine the measurement of w.
A determination of H 0 to 5% (see Table 7 ) is a conservative goal for the near term. It will require the reestimation of a maser distance to NGC 4258 (Humphreys et al., in prep.) , the analysis of follow-up observations of the Cepheids discovered in this paper with other HST instruments (Bersier et al., in prep.; Macri et al., in prep.) , and the inclusion in the Cepheid sample of longer-period (40 d < P <90 d) variables discovered with GMOS on Gemini North (Macri & Smith, in prep.) .
Further improvement on the accuracy of H 0 , down to 1%, may be obtained through maser distances to a large number of galaxies in the Hubble flow, which could be discovered with the Square Kilometer Array and its prototypes (Greenhill 2004 ).
CONCLUSIONS
The five main results presented in this paper are the following: 1. We discovered 281 Cepheid variables in two fields located within the galaxy NGC 4258, with accurately calibrated BVI photometry in twelve epochs per band. 2. We determined a relative distance modulus between NGC 4258 and the Large Magellanic Cloud, based on Cepheid variables, of ∆µ 0 = 10.88 ± 0.04 r ± 0.05 s mag. 3. We determined a relative distance modulus between these two galaxies, based on the Tip of the Red Giant Branch method, of ∆µ 0,T RGB = 10.87 ± 0.04 r mag. 4. We measured a metallicity dependence of the Cepheid distance scale of γ = −0.29 ± 0.09 r ± 0.05 s mag dex −1 . 5. Our observations are best fit with P-L relations that do not invoke changes in slope as a function of abundance.
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