Numerical package for solving the JIMWLK evolution equation in C++ by Korcyl, Piotr
Numerical package for solving the JIMWLK evolution
equation in C++
Piotr Korcyla,b
aInstitute of Theoretical Physics, Jagiellonian University, ul.  Lojasiewicza 11, 30-348
Krako´w, Poland
bInstitut fu¨r Theoretische Physik, Universita¨t Regensburg, D-93040 Regensburg, Germany
Abstract
Precise and detailed knowledge of the internal structure of hadrons is one
of the most actual problems in elementary particle physics. In view of the
planned high energy physics facilities, in particular the Electron-Ion Collider
constructed in Brookhaven National Laboratory [1], the Chinese Electron-
Ion Collider of China [2], or upgraded versions of CERN’s LHC experiments,
it is important to prepare adequate theoretical tools to compare and cor-
rectly interpret experimental results. One of the model frameworks allowing
to estimate hadron structure functions is the combination of the McLerran-
Venugopalan initial condition model together with the JIMWLK equation
which describes the evolution in rapidity of the initial distribution. In this
package we present a parallel C++ implementation of both these ingredi-
ents. In order to allow a thorough assessment of systematic effects several
discretizations of the JIMWLK kernel are implemented both in position and
momentum spaces. The effects of the running coupling in three different
definitions are provided. The main code is supplemented with test and check
programs for all main functionalities. The clear structure of the code allows
easy implementation of further improvements such as the collinear constraint
[3].
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Code Metadata
Nr. Code metadata description
C1 Current code version 1.0
C2 Permanent link to code/repository
used for this code version
https://bitbucket.org/piotrekkorcyl/
jimwlk/src/master/
C3 Code Ocean compute capsule None
C4 Legal Code License GNU general public license
C5 Code versioning system used git
C6 Software code languages, tools, and
services used
C++
C7 Compilation requirements, operat-
ing environments
g++ compiler, openMPI, openMP,
FFTW3 installations
C8 Link to developer documenta-
tion/manual
C9 Support email for questions piotr.korcyl@uj.edu.pl
Table 1: Code metadata
1. Motivation and Significance
Multiple experimental facilities designed to study the internal structure
of hadrons are currently being planned. In particular, high-energy exper-
iments such as the Electron-Ion Collider in the US, upgraded experiments
at the LHC or Chinese Electron-Ion Collider of China promise extensive
data about the three-dimensional, both in position and in momentum space,
tomography of the quark and gluon composition of hadrons. From the the-
oretical point of view, the relevant observables can be obtained from several
kinds of structure functions, ranging from the simplest parton distribution
functions (PDF), through two-dimensional transverse momentum dependent
(TMD) structure functions up to the most generic Wigner structure func-
tions. In this work we limit ourselves to the TMD structure functions. For
a given phenomenological process the latter can be obtained by combining
together a class of distributions [4] which can be evaluated numerically using
the code provided in this package.
The implemented calculations are based on the McLerran-Venugopalan
(MV) model of the initial condition [5, 6] coupled to an evolution equation
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in rapidity developed by Balitsky-Jalilian-Marian-Iancu-McLerran-Weigert-
Leonidov-Kovner (JIMWLK) [7, 8, 9, 10, 11, 12, 13, 14, 15]. Once the phe-
nomenological parameters of the MV model are fixed, the framework allows
to estimate all observables dependent on the TMD structure functions, in
particular cross-sections. In view of the mentioned advances on the experi-
mental side, it is important to accelerate progress on the theorical side, which
a common, open-source implementation of the MV model and the JIMWLK
evolution equation should facilitate.
The main object of studies are Wilson lines and their correlation func-
tions. Wilson lines in the discretized setting are constructed from products
of Ny elementary Wilson links,
Uab(x) =
Ny∏
k=1
Uabk (x) =
Ny∏
k=1
exp
(−igAabk (x)) = Ny∏
k=1
exp
(
−i gρ
ab
k (x)
∇2 +m2
)
. (1)
where the classical gauge potentials Aabk are connected to the color sources
ρabk through a single Poisson equation,
(∇2 +m2)gAabk (x) = gρabk (x). (2)
which is explicitly imposed in Eq. (1). The parameters g, µ belong to the
MV model, whereas Ny, m follow from a particular implementation of the
involved physics. All dependence of final results on these quantities have
been investigated in Ref.[16]. In its current state the code allows to evaluate
the gluon distribution dependence on the transverse momentum at a given
rapidity scale s from the Wilson line correlation function C(x− y, s) [17],
C(x− y, s) = 〈trU †(x, s)U(y, s)〉, (3)
where the average 〈·〉 is taken over different statistical realizations of Wilson
lines. The evolution in rapidity is performed using the Langevin formulation
of the JIMWLK equation as explained in the pionnering work by Weigert
and Rummukainen [18] and Lappi [19]. The advance in rapidity s by a step
δs is given by
U(x, s+ δs) = exp
(
−
√
δs
∑
y
U(y, s) (K(x− y) · ξ(y))U †(y, s)
)
×
× U(x, s) exp
(√
δs
∑
y
K(x− y) · ξ(y)
)
, (4)
where K(x) is the JIMWLK kernel function and ξ(x) are random Gaussian
vectors.
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2. Overview of Capabilities
The discretized problem is formulated on a transverse x− y plane of size
Lx = Ly, with a lattice spacing a. Although the evolution equation, given
in Eq. (4), is provided in position space, i.e. Wilson line at each position
x = (x, y) of the transverse plain is evolved independently, the matrices
appearing in the exponentials can be evaluated in position or momentum
space. Since this requires JIMWLK kernels defined in both spaces, which can
be discretized differently, the two formulations differ inherently by systematic
effects which should be estimated and controlled. In the code package we
provide both implementations.
It is known [18] that for the results to be phenomenologically relevant the
calculations have to include the effects of the running of the strong coupling
constant. In the code we provide three different prescriptions how such effects
can be taken into account. The physical discussion of the potential differences
is presented in Ref.[16].
2.1. ”Square root” prescription
Following Rummukainen and Weingert [18] we have introduced the run-
ning coupling with the coupling at the scale given by the size of the parent
dipole (x− y)2, i.e. we introduce a one-loop running
αs → αs(1/(x− y)2) = 4pi
β0 ln
1
(x−y)2Λ2
(5)
and we split the rapidity factor s = αs
pi2
y with y = ln x0
x2
by√
αsδy
pi
→
√
δy
pi
√
αs(|x− y|) (6)
The effects of the running coupling constant are accounted for in evolution
in both, position and momentum spaces.
2.2. Noise prescription
The alternative definition of the running coupling was proposed by Lappi
and Mantysaari [19, 20]. The running coupling can be implemented as a
modification of the properties of the noise vectors in the Langevin equation.
Hence, instead of uncorrelated noise vectors ξ in Eq. 4 we use
〈ηa,ix ηb,jy 〉 = δa,bδi,j
∫
d2k
(2pi)2
eik(x−y)αs(k) = δa,bδi,jα˜x−y. (7)
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The noise becomes correlated in both, momentum and position, spaces, and
we provide implementations in both spaces. In momentum space the con-
struction of the η vectors with required properties is rather straightforward,
because
〈ηa,ip ηb,jq 〉 = δa,bδi,jδ(q− p)αs(p). (8)
Contrary to that, in position space the nontrivial correlations exist between
any two lattice sites
〈ηa,ix ηb,jy 〉 = δa,bδi,jα˜x−y. (9)
These can be implemented through a construction of the desired correlation
matrix
Σ(x,y) = α˜s(x− y) ≡
∫
d2k
(2pi)2
eik(x−y)αs(k), (10)
which is subsequently decomposed using the Cholesky decomposition into L
such that LLT = Σ. Eventually, the required noise vectors in position space
are obtained from uncorrelated noise vectors by a linear transformation
η(x) =
∑
y
L(x,y)ξ(y). (11)
2.3. Hatta-Iancu prescription
Finally, following Ref.[3] we provide yet another prescription of the run-
ning coupling constant, this time only in position space. In this prescrip-
tion for each distance r in the correlation function of Eq. (3) between the
Wilson lines, we perform the evolution as in the ‘square root‘ definition,
with the modification that the coupling constant is evaluated at the scale
αs = αs(min{|x− y|, r}).
3. Software Description
The code operates on two fundamental classes:
template<class T, int t> class lfield{
std::complex<T>* u;
int Lxl, Lyl;
};
and
template<class T, int t> class gfield{
std::complex<T>* u;
int Lx, Ly;
};
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describing the t-component field of complex numbers of type T . The global
field is defined on the entire lattice with Lx × Ly sites, whereas the local
version corresponds to the piece of the global field operated on by a single
MPI process. In the latter case we assume that the entire problem is solved
using many processes and each direction, Lx and Ly was partitioned into
a number of pieces. Wilson lines being SU(3) matrices are instantiated as
9-component fields whereas real-valued correlation functions as 1-component
fields. All operations needed for the construction of the initial condition, evo-
lution equation and estimation of final correlation function are implemented
as class member functions, or external functions operating on fields. In order
to handle the correlation matrix Σ Eq. (10), two analog classes, lmatrix
and gmatrix have been implemented. For the encapsulation sake, all re-
maining parameters (MV model, parallelization) and objects (MPI exchange
functions, Fourier transforms) have been implemented as separate classes.
The code provides two main files which cover all the possibilities: momen-
tum vs. position evolution and three prescriptions implementations of the
running coupling. Apart of the optimized implementation invoked from the
main_optimized.cpp function, there exists an analogous implementation in
main_explicit.cpp where for each conceptual step of the construction of
the Wilson lines and for each quantity appearing in the evolution equation,
a separate object or function is provided and intermediate results are stored
in separate objects. Although, this way of writing the code clearly presents
the physical quantities existing behind the instantiated classes, it is not op-
timal from the memory utilization and thread creation and synchronization
points of view. In the optimized version thread creation is limited to the
minimum which requires merging of many operations into a single block and
hence a more cryptic code. Independently, most of the important functions
have a separate program intended to test and check their correctness. All
test programs are collected in the separate tests folder.
Simulation parameters can be set from a provided configuration file, where
the different evolution implementations and coupling constant prescriptions
can be selected from an enum type,
enum Evolution {
POSITION_EVOLUTION,
MOMENTUM_EVOLUTION };
enum Coupling {
SQRT_COUPLING_CONSTANT,
NOISE_COUPLING_CONSTANT,
HATTA_COUPLING_CONSTANT };
enum Kernel {
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Figure 1: Gluon distribution at rapidity s = 0.04. The value of LkT on the horizontal axis
for which the distribution has its maximum can be used as an observable for the saturation
scale LQs. Different discretizations and different implementations of the running coupling
constant are shown. Blue/red data correspond to the evolution implemented in momen-
tum/position space. Different running coupling prescriptions are marked with different
symbols. All simulations have been performed on a 512× 512 lattice, except the position
space evolution runs with the noise coupling constant for which a 128 × 128 lattice was
used, and the Hatta-Iancu coupling constant for which we used a 96× 96 lattice.
LINEAR_KERNEL,
SIN_KERNEL };
4. Illustrative Examples
The simplest observable obtained with the package is the gluon distribu-
tion as a function of the transverse momentum. We provide an example of
such distribution in Figure 1, where the gluon distribution evolved to rapidity
of s = 0.04 is shown. The figure presents a comparison of the many different
implementations included in the package and demonstrates the size of possi-
ble systematic effects associated with different algorithmic implementations.
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Figure 2: Scaling with volume and parallelization. The times on the vertical axis corre-
spond to the corresponding time on a single node. Volumes 24-768 were run on 4 nodes,
1024 and 1536 on 8 nodes, 2048 and 3072 on 16 nodes and 4086 and 6144 on 32 nodes.
The uncertainties of the data points correspond to the minimal and maximal time within
a single job. The large fluctuations for small volumes demonstrate the system jitter.
5. Performance
The code is prepared for High Performance Computing facilities. It is
fully parallelized for both inter- and intra-node communications using MPI
and openMP technology. The examplary scaling shown on Figure 2 was
obtained on the Prometheus installation in CYFRONET Krako´w equipped
with 24-cores Intel Haswell processors. The gathered timing corresponds to
the evolution of the initial condition to the rapidity of s = 0.04 using the
implementation in momentum space. The numerical cost of the latter is
saturated by multiple two-dimensional FFT transforms and hence scales as
L2 log(L). The position space implementation follows the expected L4 scaling
which was confirmed in numerical experiments.
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6. Impact
Impact of this open-source package is expected to be three-fold.
From the phenomenological perspective the presented code offers a tool
which can serve as a numerical model to estimate observables relevant for
the planning of future high-energy experiments. The existing experimental
data can be used to fit empirical parameters of the McLerran-Venugopalan
model in a spirit recently explained in Ref. [21]. Afterwards this allows
to generate gluon distributions at relevant values of the rapidity parameter
and use them to evaluate expectations for appropriate cross-sections. The
inclusion of multiple implementations of the evolution equation and especially
multiple prescriptions for the running coupling effects allows for a thorough
study of systematic uncertainties. The knowledge of the latter is crucial
for predictions covering rapidity ranges not included in the initial data sets.
Such theoretical calculations are necessary for the optimal planning of future
experiments.
The open-source nature of the package facilitates cross-checks and en-
hances reproducibility of the results obtained by different groups. So far the
numerical details of various independent implementations were either missing
or scattered between different publications. This package offers a common,
high-performance optimized basis, stored in a single git repository, which
should provide a quick way for bug finding and fixing and would be beneficial
for all involved groups.
Last but not least, the code in its current form is fully operational and al-
lows calculations for the simplest two-point correlation function. The clean,
highly-abstract implementation allows easy extensions. In particular, corre-
lators of other operators constructed out of Wilson lines, such as the ones
discussed in Ref. [22] in the case of fixed coupling constant, can be added
in a straightforward manner. Implementation of other, more complicated
correlation functions should not pose problems, as the basis for MPI point-
to-point boundary data exchanges is provided. This allows to attack new
physical observables and hence provide new ways of connecting experimental
data to theoretical calculations. We believe that further extensions of the
entire framework, such as the ones proposed in Ref. [23] or Ref. [3], could be
collaboratively undertaken based on the presented code.
7. Conclusions
We have presented a C++ implementation of the MV model coupled to
the JIMWLK evolution equations. The code allows to estimate transverse
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momentum dependent two-point gluon distributions. Other many-point cor-
relation functions can be relatively easily supplemented. The precise knowl-
edge of the latter is limited due to the insufficient coverage of experimen-
tal data in the rapidity variable. This fact, combined with the observation
that the relevant physical regime of small-x where non-perturbative Monte
Carlo simulations are not feasible, hints that model calculations such as the
ones proposed here, provide the sole theoretical framework allowing to pro-
duce predictions in the ranges of the envisaged high-energy facilities. It is
therefore important to prepare well-tested, easily extensible numerical codes,
which also allow modern, repository-based maintenance. We believe that the
present package can be a first step into this direction.
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