Abstract-Compressed video sequences are very vulnerable to channel disturbances when they are transmitted through an unreliable medium such as a wireless channel. Transmission errors not only corrupt the current decoded frame, but they may also propagate to succeeding frames. A number of post-processing error concealment (ECN) methods that exploit the spatial and/or temporal redundancy in the video signal have been proposed to combat channel disturbances. Although these approaches can effectively conceal lost or erroneous macroblocks (MBs), all of them only consider spatial and/or temporal correlation in a single frame (the corrupted one), which limits their ability to obtain an optimal recovery. Since the error propagates to the next few motion-compensated frames in the presence of lost MBs in an or frame, error concealment should simultaneously minimize the errors not only in the current decoded frame but also in the succeeding and frames that depend on the corrupted frame. In this paper, we propose a novel multiframe recovery principle which analyzes the propagation of a lost MB into succeeding frames. Then, MPEG-compatible spatial and temporal error concealment approaches using this multiframe recovery principle are proposed, where the lost MBs are recovered in such a way that the error propagation is minimized.
Multiframe Error Concealment for MPEG-Coded
Video Delivery Over Error-Prone Networks
I. INTRODUCTION
T HE DEMAND for real-time video transmission over the Internet has increased rapidly in recent years. This is not only because of the success of the Internet and the availability of broadband access technologies to residential users, but also because of the efficacy of image and video compression techniques.
Most video compression methods, such as those in the MPEG-2 and H.263 standards, use a block-based discrete cosine transform (DCT) with motion-compensation to remove spatial and temporal redundancy. In an MPEG-coded video bitstream, each frame is divided into slices, and each slice is divided into macroblocks (MBs), which, in turn, are split into blocks. The contents of each block are quantized and encoded using variable length entropy coding. Although these hybrid motion compensation-DCT based compression methods successfully reduce the bit rate, they are very sensitive to channel disturbances because of the variable length entropy encoding that they employ, especially in an error-prone environment, such as a wireless channel. A single bit error may corrupt all the MBs within a slice and significantly degrade the video quality. In addition, because of motion compensation, this error may propagate to succeeding frames.
Postprocessing error concealment (ECN) is an effective way to combat channel disturbances and has been widely investigated [1] . This approach exploits the spatial and/or temporal redundancy in the video sequence to estimate lost or erroneous MBs. For spatial ECN, intraframe interpolation, which uses the available neighbors of the lost MB, is probably the most common form. One simple spatial ECN approach uses bilinear interpolation from the neighboring available pixels [2] . Wang et al. proposed a method that operates in the frequency domain by minimizing a measure of spatial variation between adjacent pixels in the MB to be reconstructed and spatially neighboring pixels using the principle of "maximally smooth recovery" [3] . It reduces to bilinear interpolation when all DCT coefficients are lost. This method was later extended to include temporal smoothness [4] . Edge-adaptive and second-order extensions have also been proposed in [5] , [6] . Hemani and Meng proposed an algorithm that reconstructs the corrupted block from a linear combination of adjacent blocks [7] . Park et al. presented an approach that is a special case of Wang's method and applied it to MPEG-2 video [8] . Sun et al. adopted projection onto convex sets (POCS) to conceal the errors [9] . Lee et al. proposed a fuzzy logic approach to recover both lowand high-frequency coefficients [10] .
Another group of post-processing error concealment methods exploits temporal redundancy. Motion-compensated temporal prediction, which is the most common of these approaches, has been shown to be effective at concealing lost MBs by simply exploiting the strong temporal correlation between the current decoded frame and the previous one [1] . However, this approach requires knowledge of the motion information of the lost MBs. Because of the variable length coding that is employed, the motion vector of the corrupted MB might also be lost, in which case it needs to be estimated. One way to handle this case is to replace an impaired MB by the spatially corresponding MB from the previous frame. However, this approach may cause objectionable artifacts if the motion between frames is significant. A more robust method uses the motion vectors of the neighboring MBs. Haskell et al. used the median of the motion vectors from the spatially adjacent MBs as an estimate of the missing motion Fig. 1 . Illustration of the multiframe recovery principle. In the spatial domain, the spatially interpolated MB (center) in (b) should maximize the boundary smoothness measure at F and the following frames. In the temporal domain, the lost motion vector is selected such that the motion compensated MB maximizes the boundary smoothness measure at F and F . The arrows in (b) and (c) indicate where the boundary smoothness is imposed.
vector [11] . This can be further extended to search for a motion vector that best matches the neighboring pixels of the lost MB in the previous frame. Lam et al. proposed a boundary matching algorithm (BMA) to search for the motion vector based on a spatial smoothness constraint on the boundaries of a lost MB [12] . The drawback of this method is that the boundary information may not be sufficient to estimate the motion vector accurately, especially if the left and right MBs are not available. In addition, slanting edges and rapid gray-level changes may cause a large variation and the BMA may fail [13] . Park et al. proposed an improved BMA to estimate the motion vector by imposing additional smoothness properties on the diagonal and anti-diagonal directions for slanting edges and subpixel samples for rapid gray-level changes [13] . Feng et al. also proposed a similar method to handle the cases when there are diagonal and anti-diagonal edges on the boundaries [14] . In addition to BMA-based methods, block-matching (BM) methods have also been proposed to recover the lost MBs. Zhang et al. presented an approach that estimates the motion vector by searching the most similar neighbors of the lost MB in the previous frame [15] . Tsekeridou developed a block-matching algorithm to match the upper and lower adjacent MBs of the lost one to conceal the damage [16] . Again, the unavailability of the left and right MBs may cause an improper motion vector estimate.
Although these spatial and temporal error concealment approaches can effectively conceal lost or erroneous MBs, all of them only consider spatial and/or temporal correlation in a single frame (the corrupted one). In other words, these existing error concealment approaches do not consider the fact that errors propagate to succeeding intercoded frames. This limits their ability to get an optimal recovery. Since errors propagate to the next few motion-compensated frames in the presence of lost MBs in an or frame, the operation of recovering the lost MBs should simultaneously minimize the errors not only in the current decoded frame but also in succeeding and frames. Motivated by this observation, we propose a novel multiframe recovery principle that analyzes the propagation of a lost MB in succeeding frames. Then, MPEG-compatible spatial and temporal error concealment approaches using this multiframe recovery principle are proposed, where the lost MBs are recovered in such a way that the error propagation is minimized.
The rest of this paper is organized as follows. The proposed approach is described in Section II. Section III presents spatial and temporal error concealment approaches using the multiframe recovery principle. The simulation results are illustrated in Section IV. Finally, our conclusions are given in Section V.
II. MULTIFRAME RECOVERY PRINCIPLE
Motion-compensation is used in MPEG-like video coding standards to reduce temporal redundancy. It exploits the temporal correlation between frames and establishes a frame dependence using motion vectors. However, this frame dependence causes errors in one frame to propagate to succeeding frames until an intracoded MB is encountered. This error propagation degrades the video quality in the succeeding frames, even when the succeeding data is received correctly. Thus, an error concealment procedure should not only minimize the immediate impact of packet loss (or bit errors) on the current frame, but should also minimize the propagation of errors to any dependent frames. Here, we propose a multiframe recovery principle that explicitly analyzes the error propagation of the lost MB and directly minimizes the propagation of errors across multiple frames.
Let us assume that a MB is lost in frame . This lost macroblock is depicted in the center position in Fig. 1(b) . Frame The arrows denote the subtraction of the intensities of two adjacent pixels. is a motion-compensated frame that references , as illustrated in Fig. 1(b) and (c). The dashed squares in Fig. 1(b) represent the MBs from which the intercoded MBs that are labeled as 1, 3, and 5 in are copied. Because of motion compensation, the error propagates to , where it affects the gray areas shown in Fig. 1(c) . For spatial error concealment, almost all algorithms maximize a spatial smoothness measure over a local neighborhood of the lost MB. For temporal error concealment, this boundary smoothness property is also successfully applied to search for the lost motion vector by minimizing intensity variations along the MB boundaries. With either spatial or temporal error concealment, this boundary smoothness property should be simultaneously applied to both frames and . Thus, the optimal solution for estimating this lost MB should apply the maximal boundary smoothness measure to both and the affected parts of . This is shown in Fig. 1(b) and (c), where the arrows indicate the boundaries where the smoothness constraint is to be imposed. If the boundary smoothness measure of the lost MB is defined as on , and on , the estimate of the lost MB should simultaneously maximize and . Thus, our goal is to find either the optimal interpolated MB (spatial error concealment) or the motion vector to perform motion compensation to recover the lost MB (temporal error concealment), shown in Fig. 1 (a) and (b), such that the boundary smoothness on both and is maximized. A more general and precise treatment can be given as follows: For a lost MB in frame , assume that there are intercoded MBs that are affected by its loss in frame . Based on the multiframe recovery principle, the optimal estimate should minimize the error not only in the impaired frame but also in the succeeding affected motion-compensated frames. Therefore, the optimal interpolated MB can be obtained by maximizing an objective function defined as a sum of the boundary smoothness measures in each frame (1) Notice that is the number of dependent frames that are used to conceal the lost MBs. It controls the quality of the concealed images. Equation (1) can be reduced to single-frame error concealment if is set to zero.
III. ERROR CONCEALMENT USING THE MULTIFRAME RECOVERY PRINCIPLE
In this section, two MPEG-compatible spatial and temporal error concealment methods that use the multiframe recovery principle are described. Both methods recover the lost MBs by utilizing the available boundary pixels of the local neighborhood. In the spatial case, the lost MB is recovered by maximizing a smoothness measure across multiple frames. In the temporal case, the motion-compensated MB uses an estimated motion vector that exhibits the minimal boundary variation in the current decoded frame as well as in the dependent succeeding intercoded frames. 
A. Multiframe Spatial Error Concealment
In this section, we present a spatial error concealment algorithm based on the multiframe recovery principle. For simplicity, assume that only one MB with pixel intensities, , , , in frame is lost, as shown in Fig. 2(a) . Based on the smoothness property underlying the image, this lost MB can be recovered by maximizing a smoothness measure within the lost MB as well as on the boundary pixels of the neighboring MBs [3] . This smoothness measure can be defined using a function that calculates the differences of pixel intensities of the boundary pixels of the local neighborhood in four directions (left, right, above, and below), as shown in Fig. 3 . Following [3] this can be expressed as the following: (2) represents the vector of the recovered (estimated) pixel intensities, , which are arranged in a row-major order. , , , and are weighting matrices for the left, right, above, and below directions, respectively. , , , and are the vectors formed individually from the boundary pixel values, , , and , respectively, of the local neighborhood, as depicted by the light gray areas in Fig. 2(a) . For example, for a 4 4 block, the elements of and can be defined as the following:
where (4) , , are the weights for smoothing two adjacent pixels in the left direction. Since some of the neighboring MBs may not be available to perform the estimation, we can simply drop the terms in (2) corresponding to unavailable boundaries. An alternative approach is to set the boundary vectors and the corresponding weights in the weighting matrices to zero to still maintain the smoothing operation within the estimated MB. We adopted the second approach in the simulation section. Additional details about these weight matrices can be found in [3] , and can be specified in such a way that they are equivalent to the second-order derivative smoothness measure proposed in [6] . Note that the maximization of the smoothness measure is equivalent to the minimization of the magnitude of (2) .
Consider an intercoded MB in that references the lost MB in as shown in Fig. 2(b) . The affected part of this intercoded MB is shown as the dark gray area in Fig. 2(b) , and the dashed square in Fig. 2(a) denotes its motion-compensated MB. The reconstruction of the affected part can be represented as (5) where is the motion vector and is the residual signal. Since only the affected part is of interest, (5) can be further expressed in a matrix form that only considers the affected region (6) and represent the pixel intensities and residual signal of the intercoded MB in vector form and are formed by setting the elements corresponding to the unaffected part to zero.
is a matrix that transforms into according to the motion vector . Thus, (6) establishes a direct relation between the affected intercoded MB in frame and the lost MB in frame .
The boundary smoothness measure in frame can be specified in the same way as in (2) and can be further written in terms of (7) It is noted that the boundary vectors, , , and , which are adjacent to the affected areas, as depicted the light gray areas in Fig. 2(b) , are used in (7). In [3] , the minimization of (2) is performed in the frequency domain using the available DCT coefficients. However, in an MPEG bitstream, because of the variable length coding, a single packet lost or bit error might cause the loss of all DCT coefficients. Here, we assume none of the DCT coefficients are received for the lost MB; therefore, the minimization of (2) is performed in the spatial domain. In this case, single-frame spatial error concealment amounts to minimizing by taking a derivative with respect to and setting the result to zero. Using the multiframe recovery principle, both and have to be minimized. Their sum, , is the total objective function: (8) Since is a quadratic function of , the minimal point occurs where the derivative with respect to is zero: (9) Fig. 9 . PSNR of (a) frame 24 and (b) frame 60 versus p in the sequence FLOWER GARDEN for multiframe spatial error concealment. The optimal solution for using two frames is given as (10) In the case where there are frames that reference frame and intercoded MBs that are affected by the lost MB in each frame, (8) can be straightforwardly extended to the following: (11) Therefore, the optimal estimate of a given lost MB using frames can be obtained from (12) 
B. Multiframe Temporal Error Concealment
Another class of error concealment algorithms exploits the interframe correlation to recover the lost MB by a motion-compensated MB using an estimated motion vector, , as illustrated in Fig. 4(a) and (b) . This approach usually performs better than spatial error concealment when the lost MB can be predicted from the previous decoded frame. This prediction requires a motion estimation. A simple approach is to use a zero motion vector; i.e., the lost MB is replaced by the spatially corresponding MB in the previous decoded frame. This can be improved by employing the spatial correlation of motion vectors of the neighboring available MBs. A more robust approach of estimating this motion vector is to perform a search among a set of candidate vectors in the previous frame. This approach also exploits boundary smoothness and the motion vector is selected to minimize the boundary variation between the boundaries of the current damaged MB and those of the adjacent ones [12] . However, the boundary information may not be sufficient to obtain an accurate motion vector. Here, we present a better temporal error concealment using the multiframe recovery principle and the boundary smoothness property. The proposed algorithm can be viewed as an extension of the method in [12] .
Again, assume only one MB with pixel intensities, , , , in frame is lost, as shown in Fig. 4(b) . This lost MB is replaced by a motion-compensated MB from frame using a candidate motion vector , as depicted in Fig. 4(a) and (b) . The boundary variation in using this prediction can be defined as the squared difference between the pixel intensities of the predicted MB and those of the neighboring MBs is the pixel intensity of the reconstructed frame and is the pixel intensity of the predicted MB using the motion vector from frame . , , , and are the boundary pixel vectors of this motion-compensated MB, as depicted by the dark gray areas in Fig. 4(b) . , , , and are the boundary pixel vectors from the boundary pixel values of the local neighborhood, as depicted by the light gray areas in Fig. 4(b) .
Consider that an intercoded MB in references the lost MB in as shown in Fig. 4(c) . The dashed square in Fig. 4 (b) denotes its motion-compensated MB. The boundary variation of the affected part in is defined as the following:
Since only the affected part is of interest, the boundary variation calculates the difference only on the boundary pixels from the left and above directions, and , as shown in the dark gray areas in Fig. 4(c) . and only contain the boundary pixels adjacent to the affected part in the local neighborhood, as shown in the light gray areas in Fig. 4(c) . If the boundary information is not available, then the terms corresponding to the unavailable boundaries are set to zero. Based on the multiframe recovery principle, in this simplified scenario, the motion vector should be selected to minimize and simultaneously
The general framework works as follows: Assuming that there are frames that reference frame and intercoded MBs that are affected by the lost MB in each frame, a selected motion vector should minimize the total boundary variation, which is simply the sum of individual boundary variations of the affected MBs for a given lost MB in frame (16) where (17) is the index of the affected intercoded MB. Notice that only the boundary pixels in the affected area are used to calculate the boundary variation . If any boundary is not available or is not of interest, we simply drop the term in (17) corresponding to the unavailable boundary. The predicted MB using the estimated motion vector that minimizes the total boundary variation is chosen to restore the lost MB in frame (18) is the set of all possible candidates. Since a full search algorithm is too complicated to be implemented in the decoder, an alternative way to determine is to search in a smaller range based on the following motion vectors:
• motion vector of the spatially corresponding MB in the previous frame; • motion vectors of the available neighboring MBs; • zero motion vector. Because the motion vectors of the neighboring MBs are highly correlated, it is reasonable to estimate the MB based on those motion vectors. A search range is specified in order to allow small variation. 
IV. SIMULATIONS
Two standard video sequences, FLOWER GARDEN and TABLE TENNIS, are used to evaluate the performance of the proposed multiframe error concealment algorithms. These video sequences are in the format 4 : 2 : 0, 352 240 pixels per frame, coded using MPEG-1 at the rate of 1.5 Mb/s. Each GOP consists of 12 frames ( , ), and a slice is composed of 22 MBs. In the simulation, spatial and temporal error concealment approaches using the multiframe recovery principle are performed individually. The peak signal-to-noise ratio (PSNR) is adopted for objective measurement. Transmission errors are simulated according to a two-state Markov model, namely the Gilbert channel model, with a 10 average packet loss rate (PLR). The probability of transiting from bad state to good state is 0.25. To simplify the simulations, we assume the picture header is not damaged and always received. The packetization approach is simply to partition the bitstream into equal-sized packets.
Tables I and II demonstrate the PSNR for the multiframe spatial error concealment method in FLOWER GARDEN and TABLE TENNIS, respectively. Only the PSNRs of frames are compared. In both video sequences, multiframe error concealment always outperforms single-frame error concealment. The performance can be further improved as the number of frames increases. It is noted that the maximum number of frames that can be used for concealment is limited to the number of frames in one GOP. Here, single-frame spatial error concealment simply sets to zero in (12) so that only the boundary information around the lost MBs is utilized. This single-frame error concealment can also be treated as a special case of Wang's method when all DCT coefficients are lost, if layered coding or data partitioning is not used [3] . Note that, in Wang's method, the operation of concealing the lost block is done iteratively in order to reduce the blocking artifacts on the left and right boundaries. However, since all the DCT coefficients are not available in our simulation, the iterative operation changes only the DC value around the boundaries of the lost MBs and does not help to recover the detail. Hence, in order to reduce the computation complexity, the operation of concealment is applied only once for both the single-frame and multiframe cases. Figs. 5 and 6 illustrate the PSNR comparisons of the impaired frames as well as the succeeding frames. The proposed multiframe error concealment method not only improves the quality of the corrupted frames ( frames) in both test video sequences, but also reduces the error propagation in the succeeding frames.
The visual comparisons of the spatial error concealment are given in Figs. 7 and 8 . The recovered MBs using single-frame error concealment are obviously blurred, and the detailed contents are completely lost, as demonstrated in Figs. 7(c) and 8(c) . The blurring effects result from the smoothing operation in four directions in (2) . Since the left and right boundary information may not be available, single-frame EC only utilizes the upper and lower boundary information to interpolate the lost MBs. Therefore, it only works well when the lost MBs are within an intensity-smooth area, as shown in the middle of the sky and the tennis table in Figs. 7(a) and 8(a) , individually. For multiframe EC, the detail of the lost MBs is gradually recovered as the number of frames increases, as illustrated in Figs. 7(d)-(f)  and 8(d)-(f) . Moreover, the blocking artifacts are also reduced because the motion-compensated MBs in the succeeding frames may lie across the borders of the lost MBs and the smoothing operation reduces the discontinuities between two MBs. The number of frames, in (12) , controls the quality of concealed images. Note that the incremental improvement of the video quality decreases as increases, because of the weakening of the frame dependence, as illustrated in Figs. 9 and 10. Figs. 17 and 18 depict the images for the packet loss rate of 1%.
For temporal error concealment, three methods have been implemented in our simulation: the copy method, the boundary matching algorithm (BMA) [12] , and the proposed multiframe method. The copy method simply replaces the lost MBs with the spatially corresponding MBs in the previous frame. BMA is equivalent to setting to zero in (18). The search range, , is set to 5 to allow small variations. The PSNR comparisons, as shown in Tables III and IV demonstrate that the motion vector can be estimated more accurately by using the information in multiple frames. Figs. 11 and 12 illustrate the PSNR comparisons of the impaired frames and the succeeding frames. Again, the proposed multiframe error concealment method not only improves the quality of the corrupted frames ( frames) in both video sequences, but also reduces the error propagation in the succeeding frames. available in the middle of the lost slice), it cannot successfully recover the MBs which contain edges across the left and right boundaries. The artifacts can be easily observed at the edges of the table in Fig. 14(d) . Multiframe temporal error concealment provides a better recovery, as demonstrated in Figs. 13(e) and 14(e). We clearly observe that the lost MBs at the edges can be recovered without noticeable errors. Figs. 13(f) and 14(f) show magnified portions of images using BMA and multiframe temporal error concealment. These sections demonstrate the ability of the multiframe temporal error concealment to exploit the interior information of the predicted MB to estimate the motion vector. As a result it has the capability of resolving the ambiguity caused by slanting edges and rapid gray-level changes on the boundaries [13] , [14] . Note that the quality does not change much as further increases, as shown in Figs. 15 and 16 . This shows that two or three more frames are usually sufficient to accurately estimate the lost motion vector. Figs. 19 and 20 depict the images for the packet loss rate of 1%.
There are two main issues associated with implementing the multiframe error concealment in a real-time MPEG video streaming system: the delay and the computational complexity. A certain time delay is essential in any MPEG decoder because a buffer is needed to hold the incoming data to handle the delay variation of the packets and provide a constant decoding time. In addition, this buffer is used to change the encoding order into display order. With respect to computational complexity, Park [8] and Alkachouh [17] proposed fast algorithms to reduce the computing complexity of Wang's method for spatial error concealment. These fast algorithms can also be applied to the multiframe case. For the temporal case, it is difficult to provide an analytical expression for the computational complexity because it depends on how the error propagates to the succeeding frames. Roughly speaking, the computation complexity of the multiframe temporal error concealment increases linearly as the number of frames, , increases as compared to BMA. For BMA, each candidate in the search range has 16 2 boundary pixels that need to be considered. This is the case when the left and right MBs are not available. Therefore, if the search range is , and neighboring motion vectors are available, the computing complexity requires multiplications and additions/subtractions. For the multiframe case, if frames are used, the maximum computation complexity is multiplications and additions/subtractions. This is still acceptable in a real-time streaming system since the number of frames can be adaptively set according to the computing power of the end users. Moreover, the complexity also depends on the patterns of error propagation in succeeding frames; that is, if the lost MB is referenced by every frame within the same GOP (e.g., on an frame), it requires more computation to get the optimal recovery. On the other hand, if there are no frame references to the lost MB (e.g., on a frame), it reduces to the computation of single-frame error concealment. In short, the proposed approach may have applications in real-time streaming or video-on-demand systems.
V. CONCLUSIONS
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