For tackling the well known cold-start user problem in model-based recommender systems, one approach is to recommend a few items to a cold-start user and use the feedback to learn a pro le. e learned pro le can then be used to make good recommendations to the cold user. In the absence of a good initial pro le, the recommendations are like random probes, but if not chosen judiciously, both bad recommendations and too many recommendations may turn o a user. We formalize the cold-start user problem by asking what are the b best items we should recommend to a cold-start user, in order to learn her pro le most accurately, where b, a given budget, is typically a small number. We formalize the problem as an optimization problem and present multiple non-trivial results, including NP-hardness as well as hardness of approximation. We furthermore show that the objective function, i.e., the least square error of the learned pro le w.r.t. the true user pro le, is neither submodular nor supermodular, suggesting e cient approximations are unlikely to exist. Finally, we discuss several scalable heuristic approaches for identifying the b best items to recommend to the user and experimentally evaluate their performance on 4 real datasets. Our experiments show that our proposed accelerated algorithms signi cantly outperform the prior art in runnning time, while achieving similar error in the learned user pro le as well as in the rating predictions.
INTRODUCTION
In order to generate good recommendations, one of the most popular methods in recommender systems is model-based collaborative ltering (CF) [5] , which assumes a generative model. An approach that has been particularly successful is the so-called matrix factorization (MF) approach, which assumes a latent factor model of low dimensionality for users and items, which are learned by factoring the matrix of observed ratings [12] . One reason for the success of latent factor models is that the latent factors can capture discriminating hidden features of items and users even when these features Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Conference'17, Washington, DC, USA © 2016 Copyright held by the owner/author(s). 978-x-xxxx-xxxx-x/YY/MM. . . $15.00 DOI: 10.1145/nnnnnnn.nnnnnnn are not explicitly available as part of the data or are di cult to obtain. ese extracted features are useful for making superior recommendations. As demonstrated by the Net ix prize competition, one of the most sophisticatd realizations of latent factor models is based on MF techniques [12] . In the rest of this paper, we consider recommender systems based on MF.
An important challenge faced by any recommender system is the so-called cold-start user and cold-start item problem. e former occurs when a new user joins the system and the la er when a new item becomes available or is added to the system's inventory. Since the system has very li le information on such users and items, CF techniques perform poorly on cold-start users and items. In order to learn a pro le or model of a cold-start user, we need to have the user's feedback on a certain minimum number of items, which involves recommending some items to that user. A key question is how to select items to recommend to a cold-start user. Active learning strategies try to answer this question, but most approaches that have been explored in the literature have mainly tended to be ad hoc and heuristic in nature [7, 11, 17, 19, 28] . While these works report empirical results based experiments conducted on some datasets, unfortunately, these works do not formulate the item selection problem in a rigorous manner and do not analyze its computational properties. Furthermore, no comprehensive scalability experiments have been reported on their proposed strategies for item selection.
Our Contributions: In this paper, we focus on the cold-start user problem.We assume a latent factor model based on matrix factorization for our underlying recommender system. Since user attention and patience is limited, we assume that there is a budget b on the number of items for which we can request feedback from a cold-start user.
e main question we then study is, how to select the b best items to recommend to such a user that will allow the system to learn the user's pro le as accurately as possible. e motivation is that if the user pro le is learned well, it will pay o in allowing the system to make high quality recommendations to the user in the future. We formulate the item selection problem as a discrete optimization problem, called optimal interview design (OID), where the items selected can be regarded as questions selected for interviewing the cold-start user for her feedback on those items (Section 3.3).
Our rst challenge is in formalizing the problem, i.e., de ning the true user pro le against which to measure the error of a learned pro le.
is is necessary for de ning the objective function we need to optimize with our choice of b items. e di culty is that there is no prior information on a cold-start user. We address this by showing that under reasonable assumptions, which will be made precise in Section 3, we can directly express the di erence between the learned user pro le and the true user pro le in terms of the latent factors of the b items chosen. is allows us to reason about the quality of di erent choices of b items and paves the way for our optimization framework (Section 4).
Our second challenge is to analyze the problem theoretically. We establish that OID problem is NP-hard. e proof is fairly nontrivial and involves an intricate reduction from Exact Cover by 3-sets (X3C) (Section 5.1). We subsequently show that the optimal interview design problem is NP-hard to approximate to within a factor α θ , where α and θ depend on the problem instance (Section 5.2). Furthermore, we show that the objective function, i.e., least squared error between the true and learned user pro le, is neither submodular nor supermodular, suggesting e cient approximation algorithms may be unlikely to exist (Section 5.3).
Our third challenge is computational. Since OID is both NPhard, hard to approximate, and the objective function is neither submodular or supermodular, we present several heuristic scalable algorithms for selecting the b best items to minimize the error (Section 6). Our empirical results demonstrate that our algorithms signi cantly outperform previously studied state-of-the art heuristic solutions in scalability, while achieving similar quality in terms of error (Section 7).
Related work is discussed in Section 2. e necessary background appears in Section 3, while Section 8 summarizes the paper and discusses future work.
RELATED WORK
We classify research related to the problem studied in this paper under the following categories.
Cold Start Problem in CF. e cold-start problem in CF-based recommender systems has been addressed using di erent approaches in prior work. A common approach combines CF with user content (metadata) and/or item content information to start o the recommendation process for cold users [13, 14, 22, 25] . Other approaches leverage information from an underlying social network to recommend items to cold users [10, 15] . Some researchers have tried to solve it as an active learning problem [17, 19] . In addition, online CF techniques, that incrementally update the latent vectors as new items or users arrive, have been proposed as a way to incorporate new data without retraining the entire model [1, 9, 21] . None of these works rigorously study the problem of selecting a limited number of items for a cold-start user as an optimization problem.
One exception is [2] , which studies the cold-start item problem and formalizes it as an optimization problem of selecting users, to rate a given cold-start item. We borrow motivation from this paper and study the cold-start user problem by formalizing an optimization function in a probabilistic manner. Unlike them, our recommender model is based on probabilistic MF. Furthermore, they do not study the complexity or approximability of the user selection problem in their framework.
ey also do not run any scalability tests, and their experiments are quite limited. As part of our technical results, we show that our objective function is not supermodular. By duality between the technical problems of cold-start users and cold-start items, it follows that the objective used in their framework is not supermodular either, thus correcting a misclaim in their paper. A practical observation about the cold-start user problem is that it is easy and natural to motivate a cold-start user by asking her to rate several items in return for be er quality recommendations using the learned pro le. However, it is less natural and therefore harder to motivate users to help the system learn the pro le of an item, so that it can be recommended to other users in the future.
Interactive Recommendation. Items may be recommended to a cold-start user in batch mode or interactive mode. In batch mode, the items are selected in one shot and then used for obtaining feedback from the cold-start user. E.g., this is the approach adopted in [2] (for user selection). In interactive mode, feedback obtained on an item can be incorporated in selecting the next item. Interactive recommendations are handled in two ways -o ine or online. We focus on the o ine approach which considers all possible outcomes for feedback and prepares an "interview plan" in the form of a decision tree [7, 11, 28] . While heuristic solutions are proposed in [7, 11, 28] , large scale scalability experiments are not reported. In contrast, multi-armed bandit frameworks that interleave exploration with exploitation have been studied [3, 4, 24, 27] in online se ing. However, these approaches require re-training of the model a er each item is recommended.
In sum, to the best of our knowledge, we are the rst to formalize the item selection problem for interviewing a cold-start user as a discrete optimization problem, and analyze its complexity and approximability, besides proposing scalable solutions.
PRELIMINARIES & PROBLEM STATEMENT
In this section, we summarize the relevant notions on collaborative ltering (CF) and [present further technical development.
Recommender Systems
Most recommender systems (RS) use a matrix R m×n of ratings given by users to some items, with r i j denoting the rating of item j by user i. We assume there are m users and n items, and an arbitrary, but xed rating scale. e goal of CF based on latent factor models is to factor R into a pair of matrices U ∈ R d ×m and V ∈ R d ×n , consisting of low dimensional latent factor vectors of users and items respectively, such that their product approximates R as closely as possible. e learned factor matrices are used to predict unknown ratings: the predicted rating of item j by user i, isr i j = U T i V j . Items with high predicted ratings are recommended to users. We denote the matrix of predicted ratings bŷ R. Matrix factorization (MF), a popular approach to CF, tries to nd factor matrices such that the RMSE between predicted and observed ratings is minimized: i.e., ar min U ,V ||R − U T V || 2 F , where
j=1 a 2 i j denotes the Frobenius norm of matrix [12] .
Matrix Factorization
For our underlying recommender system, we look at the probabilistic interpretation of matrix factorization (MF) models which assumes that user and item features are drawn from distributions. More precisely, it expresses the rating matrix R as a product of two random low dimension latent factor matrices with the following zero-mean Gaussian priors [20] : (1) where N (x |µ, σ 2 ) is the probability density function of a Gaussian distribution with mean µ and variance σ 2 . It then estimates the observed ratings as R =R + ε = U T V + ε, where ε is a matrix of noise terms in the model. More precisely, ε i j = σ 2 i j represents zero-mean noise in the model. e conditional distribution over the observed ratings is given by
where Σ is a d ×d covariance matrix, and δ i j is an indicator function with value 1 if user u i rated item j , and 0 otherwise.
Algorithms like gradient descent or alternating least squares can be used to optimize the resulting log posterior, which is a nonconvex optimization problem.
Problem Statement
Consider a MF model (U ,V ) trained on an observed ratings matrix R, by minimizing a loss function such as squared error between R and the predicted ratingsR = U T V (with some regularization). Let u ℓ be a cold-start user whose pro le needs to be learned by recommending a small number of items to u ℓ . Each item j recommended to u ℓ can be viewed as a probe or "interview question" to gauge u ℓ 's interest pro le. Since there is a natural limit on how many probe items we can push to a user before saturation or apathy sets in, we assume a budget b on the # probe items. We denote the true pro le of u ℓ by U ℓ and the learned pro le (using her feedback on the b items) asÛ ℓ . Our objective is to select b items that minimizes the expected error in the learned pro leÛ ℓ compared to the true pro le U ℓ . We next formally state the problem studied in this paper.
. Given user latent vectors U , item latent vectors V , cold start user u ℓ , and a budget b, nd the b best items to recommend to u ℓ such that E[||Û ℓ − U ℓ || 2 F ] is minimized. 
SOLUTION FRAMEWORK
A rst signi cant challenge in solving Problem 1 is that in order to measure how good our current estimate the user pro le is, we need to know the actual pro le of the cold user, on which we have no information! In this section, we devise an approach for measuring the error in the estimated user pro le, which intelligently circumvents this problem (see Lemma 4.1). Note that using the MF framework described in Section 3.2, we obtain low dimensional latent factor matrices U ,V . In the absence of any further information, we assume that the latent vector of the cold user "truly" describes her pro le. 1 Notice that the budget b on the number of allowed interview/probe items is typically a small number. Following prior work [2, 18, 21] , we assume that the responses of the cold user u ℓ to this small number of items does not signi cantly change the latent factor matrix V associated with items. Under this assumption, we can perform local updates to U ℓ as the ratings from u ℓ on the b probe items are available. A second challenge is that we consider a batch se ing for our problem. is means that we should select the b items without obtaining explicit feedback from the cold user. We overcome this challenge by estimating the feedback rating the user u ℓ would provide according to the current model. Speci cally, we estimate cold user u ℓ 's rating on an item j as R ℓj =R ℓj + ε ℓj = V T j U ℓ + ε ℓj , where ε ℓj is a noise term associated with the user-item pair (u ℓ , j ).
Let R ℓ denote the vector containing the ratings of the cold user u ℓ on the b items presented to her, and let V B be the d × b latent factor matrix corresponding to these b items. We assume that the noise in estimating the ratingsR depends on the item under consideration, i.e., E[ε 2
i j ] = σ 2 j , for all users u i . is gives us the following posterior distribution,
where C B is a b × b diagonal matrix with σ 1 , σ 2 , ..., σ b at positions corresponding to the items in B. Using Bayes rule for Gaussians, we obtain Pr[
u ℓ , the estimateÛ ℓ of the cold user's true latent factor vector U ℓ can be obtained using a ridge estimate. More precisely,
Here, γ is mainly used to ensure that the expression is invertible. Under this assumption, we next show that solving Problem 1 reduces to minimizing tr ((
, where tr (M) denotes the trace of a square matrix M i.e., the sum of its diagonal elements. More precisely, we have:
Given user latent vectors U , item latent vectors V , cold start user u ℓ , and budget b, a set of
, where V B is the submatrix of V corresponding to the b selected items.
P
. Our goal is to select b items such that using her feedback on those items, we can nd the estimate of the latent vector U ℓ of the cold user u ℓ , that is as close as possible to the true latent vector vector U ℓ .
Equation 3
gives us an estimate forÛ ℓ . For simplicity, we will assume that γ = 0, and that
where ε B is a vector of the b zero-mean noise terms corresponding to the b items. Replacing this in Equation 3, we get
From Equation 4 , it is clear that the choice of the b interview items determines how well we are able to estimateÛ ℓ .
e expected error in the estimated user pro le is
Replacing Equation 4 in Equation 5 and simplifying, we get
e second equality above follows from from replacing
B and simplifying the algebra. e lemma follows.
In view of the lemma above, we can instantiate Problem 1 and restate it as follows. P 2 (Optimal Interview Design (OID)). Given user latent vectors U , item latent vectors V , cold start user u ℓ , and a budget b, nd the b best items to recommend to
. Since the lemma shows that Problem 1 is essentially equivalent to Problem 2, we focus on the la er problem in the rest of the paper.
TECHNICAL RESULTS
In this section, we study the hardness and approximation of the OID problem we proposed.
Hardness
Our rst main result in this section is:
e proof of this theorem is fairly non-trivial. We establish this result by proving a number of results along the way. For our proof, we consider the special case where the items variances are identical, i.e., σ 2
. en C B = σI , and plugging it in to Equation 6 yields
. We prove hardness for this restricted case. e hardness of the general case follows.
e proof is by reduction from the well-known NP-complete problem Exact Cover by 3-Sets (X3C) [6] . Reduction: Given a collection S of 3-element subsets of a set X , where |X | = 3q, X3C asks to nd a subset S * of S such that each element of X is in exactly one set of S * . Let (X , S) be an instance of X3C, with X = {x 1 , ..., x 3q } and S = {S 1 , ..., S n }. Create an instance of OID as follows. Let the set of items be I = {a 1 , ..., a n , d 1 , ..., d k }, where k = 3q, item a j corresponds to set S j , j ∈ [n], and d j are dummy items, j ∈ [k]. Convert each set S j in S into a binary vector u j of length k, such that a j [i] = 1 whenever x i ∈ S j and a j [i] = 0 otherwise. Since the size of each subset is exactly 3, we will have exactly three 1's in each vector. ese vectors correspond to the item latent vectors of the n items a 1 , a 2 , ..., a n . We call them set vectors to distinguish them from the vectors corresponding to the dummy items, de ned next: for a dummy item
Let W be the set of all vectors constructed. We will set the value of η later. us, W is the transformed instance obtained from (X , S). Assuming an arbitrary but xed ordering on the items in I, we can treat W as a k ×(n +k) matrix, without ambiguity. Let A = {a 1 , ..., a n } and D = {d 1 , ..., d k } resp., denote the sets of set vectors and dummy vectors constructed above. We set the budget to b := q + k and the item variances σ 2 1 = ... = σ 2 n = 1. For a set of items B ⊂ I, with |B| = b, we let B denote the k × (q +k) submatrix of W associated with the items in B. Formally, our problem is to nd b items B ⊂ I that minimize tr ((BB T ) −1 ).
We will show the following claim.
encodes an exact 3-cover of X and f (B) > θ, otherwise.
Notice that eorem 5.1 follows from Claim 1: if there is a polynomial time algorithm for solving OID, then we can run it on the reduced instance of OID above and nd the b items B that minimize f (B).
en by checking if f (B) = θ, we can verify if the given instance of X3C is a YES or a NO instance.
In what follows, for simplicity, we will abuse notation and use A, B, W both to denote sets of vectors and the matrices formed by them, relative to the xed ordering of items in I assumed above. We will freely switch between set and matrix notations.
We rst establish a number of results which will help us prove the above claim. Recall the transformed instance W of OID obtained from the given X3C instance. e next claim characterizes the trace of BB T for matrices B ⊂ W that include all k dummy vectors of W.
Claim 2. Consider any B ⊂ W such that |B| = k + q and B includes all the k dummy vectors. en tr (
where b * i is the ith row, and || · || 0 is the l 0 −norm. is is nothing but the total number of 1's in B ′ , which is 3q = k. us, tr (BB T ) = k + kη 2 .
e next claim shows that among such subsets B ⊂ W, the ones that include all dummy vectors have the least f (.)-value, i.e., have the minimum value of tr ((
is the set of dummy vectors constructed from the given instance of X3C. 
P
. By Claim 2, tr (A ′ A ′T ) = k + kη 2 . By assumption, A has at least 1 fewer dummy vectors than A ′ and correspondingly more set vectors than A ′ . Since each set vector has exactly 3 ones, we have tr (AA T ) ≤ k + kη 2 + 3 − η 2 for η 2 > 3. Let us consider the way the trace is distributed among the eigenvalues. e distribution giving the least f (.) is the uniform distribution. For AA T , this is λ 1 = λ 2 = ... = λ k = tr (AA T )/k. e distribution yielding the maximum f (.) is the one that is most skewed. For A ′ A ′T , this happens when there are two distinct eigenvalues, namely η 2 with multiplicity (k − 1) and k + η 2 with multiplicity 1. is is because, the smallest possible eigenvalue is η 2 and the trace must be accounted for. 2 We next show that the largest possible value of f (A ′ ) is strictly smaller than the smallest possible value of f (A), from which the claim will follow.
Under the skewed distribution of eigenvalues of
Similarly, for the uniform distribution for the eigenvalues of AA T assumed above,
Set η to be any value ≥ (k + 3). en we have
Now, 2(k + 1) < (2k + 3). Multiplying both sides by k(k + 3) and rearranging, we get the desired inequality
, showing the claim. We can obtain a tighter bound on η by solving k−1
In view of this, in order to nd B ⊂ W with |B| = k + q that minimizes f (B), we can restrict a ention to those sets of vectors B which include all the k dummy vectors.
Consider B ⊂ W, with |B| = k + q that includes all k dummy vectors. We will show in the next two claims that the trace tr (BB T ) = k +kη 2 will be evenly split among its eigenvalues i B −D encodes an exact 3-cover of X . We will nally show that it is the even split that leads to minimum f (B).
2 Such extreme skew will not arise in reality since this corresponds to all q set vectors of A being identical (!), but this serves to prove our result.
Claim 4. Consider a set B, with |B| = k +q, such that B includes all the k dummy vectors. Suppose the rank q matrix B ′ = B − D does not correspond to an exact 3-cover of X . en B ′ B ′T has q non-zero eigenvalues, at least two of which are distinct.
. e q column vectors in B ′ are linearly independent, so rank(B ′ ) = rank(B ′ B ′T ) = q. Since B ′ B ′T is square, it has q non-zero eigenvalues. It is su cient to show that at least two of those eigenvalues, say λ 1 and λ 2 , are unequal. As B ′ does not correspond to an exact 3-cover, at least one row has more than one 1, and so at least one row is all 0's.
e corresponding row and column in B ′ B ′T will also be all 0's.
De ne the weighted graph induced by
e all-zero rows correspond to isolated nodes. We know that the eigenvalues of the the matrix B ′ B ′T are identical to those of the induced graph G, which in turn are the same as those of the connected components of G. Consider a non-isolated node i. Since each row of B ′ is non-orthogonal to at least two other rows, it follows that (B ′ B ′T ) i j ≥ 1 for at least 2 values of j i. us, each non-isolated node is part of a connected component of size ≥ 3 and since there are isolated nodes, the number of (non-isolated) components is < q.
us, the q non-zero eigenvalues of G are divided among the < q components of G.
By the pigeonhole principle, there is at least one connected component with ≥ 2 eigenvalues, call them λ 1 , λ 2 , say λ 1 ≥ λ 2 . We know that a component's largest eigenvalue has multiplicity 1, from which it follows that λ 1 λ 2 , as was to be shown.
We next establish two helper lemmas, where M denotes a k × k symmetric matrix. 
. e spectral decomposition of a rank q matrix M is given as
where λ i are eigenvalues and u i are orthonormal vectors. From the hypothesis of the lemma, we have 1
where a i √ s are orthonormal. Comparing this with Eq. 9, the eigen-
3. Let M be a symmetric rank k matrix and suppose that it can be decomposed into q i =1 a i a i T + κ · I , for some constant κ. en it has (k − q) eigenvalues equal to κ.
. Let the eigenvalues of M be λ 1 , λ 2 , ..., λ k . Let λ any eigenvalue of M, and the corresponding eigenvector. en we have (M + κI ) = ( e corresponding q eigenvalues of BB T are all η 2 + 3. Furthermore, by Lemma 5.3, the remaining k − q eigenvalues of BB T are all equal to η 2 . at is, the eigenvalues of
. Now, consider a set of vectors A ⊂ W, with |A| = k + q, such that that A includes all k dummy vectors. Suppose A ′ := A − D does not correspond to an exact 3-cover of X . Notice that A is a symmetric rank k matrix which can be decomposed into
, are k − q of the eigenvalues of AA T . Since both B and A include all k dummy vectors and q of the set vectors, by Claim 2, tr (BB T ) = tr (AA T ) = k + kη 2 . We have
us, to show that f (B) < f (A), it su ces to show that
, where AM(.) denotes the arithmetic mean. RHS =
, where H M(.) denotes the harmonic mean. It is well known that AM(.) ≥ H M(.) for a given collection of positive real numbers and the equality holds i all numbers in the collection are identical. On the other hand, we know that since A ′ does not correspond to an exact 3-cover of X , by Claim 4, not all eigenvalues of A ′ are equal, from which it follows that LHS < RHS, completing the proof of Claim 1 as also eorem 5.1.
We next establish an inapproximability result for OID.
Hardness of Approximation
It is NP-hard to approximate the OID problem (Problem 2) within a factor less than α θ , where α = θ + 2 (2+η 2 )(4+η 2 )(3+η 2 ) .
First we de ne a variant of the X3C problem which we refer to as Max q-Cover by 3-Sets (M3C), which will be convenient in our proof.
De nition 5.5. Given a number q and a collection of sets S = {S 1 , S 2 , ..., S n }, each of size 3, is there a subset S * of S such that the cover C = | s ∈S * s | = 3q and |S * | ≤ q?
Since each set has 3 elements, with |S * | ≤ q, we get C = 3q if and only if |S * | is an exact cover. us X3C can be reduced to M3C, making M3C NP-hard.
We convert an instance x of M3C to an instance of OID, h(x), in the same way as described in the NP-Hardness proof: let the set of items be I = {a 1 , ..., a n , d 1 , ..., d k }, where k = 3q, item a j corresponds to set S j , j ∈ [n], and d j are dummy items, j ∈ [k]. Let the dummy vectors be de ned as above, and b := q + k. As shown previously in Claim 3, we need to only consider those sets of vectors B that have all k dummy vectors. Similarly, we can transform a solution of OID, back to a solution of M3C, ( ), in the following manner: discard the chosen dummy vectors, and take the sets corresponding to the q set vectors.
As a YES instances of M3C corresponds to a YES instances of X3C, an instance x with C = 3q corresponds to f (B) = θ.
For the NO instances of M3C, C ≤ 3q − 1 (by the de nition). Unfortunately, a similar one-to-one mapping does not exist in such cases: with the same C, there could be multiple instances of M3C that correspond to di erent instances of OID and correspondingly f (B). From eorem 5.1, we know that it is NP-hard to determine whether f (B) ≤ θ for a given instance of OID -h(x).
To nd the lowest f (B) of a NO instance of OID, we rst use an intermediate result that shows that among the set of di erent f (B) values giving the same cover value C, the lowest possible f (.) value increases as C decreases.
Claim 5. As the cover value increases, the best (i.e., lowest) f(.) value among all the solutions with the same cover value decreases.
P
. Let B ′ = B \ D. By interpreting B ′ B ′T as a (k × k) adjacency matrix, the dimensions correspond to the k nodes in the graph. Dimensions that are uncovered are isolated nodes, and dimensions that are covered are part of a connected component. Sum of degrees of the entire graph = 3k (sum of all entries in the adjacency matrix B ′ B ′T ) which is a constant given k.
From this, given that the sum of the degrees over the graph is 3k (which is a constant), we argue that with more uncovered dimensions/nodes, average degree (d a ) (ignoring the isolated nodes) and maximum degree (d max ) increase. From this, it follows that each non-isolated node has degree at least 3, hence the average degree for such nodes is greater than 3 for any B ′ B ′T . If there are multiple components in a given graph, considering the one with the highest average degree,
is the highest average degree among all components. For a NO instance, the highest average degree among all connected components is greater than 3, since the vectors must overlap at least over 1 dimension. For a given cover C, the lowest value of λ 1 is thus lower bounded by d a > 3, which increases as the overlap increases. In turn, a higher value of λ 1 makes the distribution of eigenvalues more skewed, leading to a higher f (.). To have a lower f (.), we must have λ 1 as close to 3 as possible, by decreasing d a and d max , thereby, increasing coverage.
Following this claim, among the NO instances of OID, it is sufcient to show that the lowest f (.) corresponds to the highest C, where C = 3q − 1. Next we calculate its corresponding f (.), and moreover, show that for a NO instance with C = 3q − 1, we get a unique OID solution. For this scenario, it can be shown that there are exactly q − 2 disjoint sets, and 2 sets cover exactly one element twice. is can only be obtained from a solution of OID, if in the given solution, q − 2 set vectors are disjoint, and 2 have exactly one 1 in the same position. e following example illustrates this. 
Next, we show what f (B) of such a solution would be. As before, let B ′ := B \ D. Interpreting B ′ B ′T as the adjacency matrix of a graph G, we know that the eigenvalues of B ′ B ′T are the same as those of G, given by the multi-set union of its components, which are: q − 2 corresponding to the disjoint set vectors, and 1 corresponding to the two over-lapping vectors. e rst q − 2 components each form a 3-regular graph which contributes an eigenvalue of 3 each. It could be shown that the last one, which corresponds to the overlap, contributes to (0, 0, 0, 0, 2, 4). erefore,
. It follows from our arguments, that f (B) ≥ α if and only if C ≤ 3q − 1.
Let A be an approximation algorithm that approximates OID to within c < α θ , returns a value such that
Claim 6. x is a YES instance of M3C if and only if θ ≤ < α.
, so α ≤ . Since the intervals are disjoint, the claim follows.
Proof of eorem 5.4: Finally, if such an approximation algorithm A existed, we would be able to distinguish between the YES and NO instances of M3C in polynomial time. However as that is NP-hard, unless P = NP, A cannot exist.
Supermodularity and Submodularity
If the objective function were to satisfy the nice property of submodularity or supermodularity, we could exploit it to devise some approximation algorithm. First we review the de nitions of submodularity and supermodularity.
De nition 5.7. For subsets A ⊂ B ⊂ U of some ground set U , and x ∈ U \ B, a set function
In [2] , for a similar objective function for the user selection problem for a cold-start item, the authors claimed that their objective function is supermodular. e following lemma shows that the objective function f (.) for our OID problem is not supermodular.
of the OID problem is not supermodular.
P
. We prove the result by showing that the function f (M) = tr (MM T ) −1 ) is in general not supermodular. Consider the following matrices:
and vector
Notice that M 1 , viewed as a set of column vectors, is a subset of M 2 , viewed as a subset of column vectors. Now,
We remark that the lack of supermodularity of f (.) is not exclusive to binary matrices; supermodularity does not hold for realvalued matrices M as well. As a consequence, by the duality between the technical problems of cold-start users and cold-start items, the lemma above disproves the claim in [2] about the supermodularity of their objective function. Similarly, one can show that the objective function is also not submodular. ese results together with eorem 5.4 dash hopes for nding approximation algorithms for the OID problem.
ALGORITHMS
In view of the hardness and hardness of approximation results ( eorems 5.1 and 5.4), and the fact that the objective function is neither submodular nor supermodular (see Section 5.3), e cient approximation algorithms are unlikely to exist. We present scalable heuristic algorithms for selecting items with which to interview a cold user so as to learn her pro le as accurately as possible.
Forward Greedy
Recall that for a set of items S ⊆ { 1 , ..., n }, we denote by V S the submatrix of the item latent factor matrix corresponding to the items in S, C S is a diagonal matrix with σ 1 , σ 2 , ..., σ |S | at positions corresponding to items in S and f (V S C S ) := tr ((V S C −2 S V T S ) −1 ) is the pro le learning error that we seek to minimize by selecting the best items. It can be shown, following a similar result in [2] (Proposition 3) that f (.) is monotone decreasing, i.e., for item sets
, and so −f (.) is monotone increasing. Overview. We start with B initialized to the empty set of items, and in the rst iteration, add the item that leads to the smallest expected error value, i.e., smallest value of f (.). en, in each successive iteration, we add to B an item that has the maximum marginal gain w.r.t. −f (.). at is, we successively add
Acceleration. In this section, we propose an accelerated version of Forward Greedy (FG), by borrowing ideas from the classic lazy evaluation approach, originally proposed in [16] to speed up the greedy algorithm for submodular function maximization.
Recall that our error function f (.) is actually not supermodular, and hence −f (.) is also not submodular. Our main goal in applying lazy evaluation to it is not only to accelerate item selection, but also explore the impact of lazy evaluation on the error performance. It allows us to save on evaluations of error increments that are deemed redundant, assuming (pretending, to be more precise) that f (.) is supermodular. We will evaluate both the prediction and pro le error performance as well as the running time performance of these optimizations in Section 7.
A further speed-up can be obtained by using the Sherman-Morrison optimization which saves on repeated invocations of matrix inverse, and instead computes incrementally and hence e ciently, using rank one updates [23] .
Apart from the algorithm described above, for the general Forward Greedy (FG2), we also study a more basic version (FG1) as a baseline, assuming that the noise terms are identical, i.e., C = σI , where I is the identity matrix. is saves some work compared to FG2. We refer to their accelerated versions as AFG1 and AFG2.
Backward Greedy
We compare the FG family of algorithms against the backward greedy algorithms BG1 and BG2 proposed in [2] . It was claimed there that the backward greedy algorithms are approximation algorithms. is is incorrect since their claim relies on the error function being supermodular. Unfortunately, their proof of supermodularity is incorrect as shown by our counterexample in Section 5.3.
us, backward greedy is a heuristic for their problem as well as our OID problem. Overview. Backward greedy (BG) algorithms essentially remove the worst items from the set of all items and use the remaining ones as interview items. We start with the set of all items and successively remove an item with the smallest increase in the error, until no more than b items are le , where b is the budget.
As with accelerated forward greedy, we use lazy evaluation to optimize backward greedy. We refer to the resulting algorithm as Accelerated Backward Greedy, and study the basic version (ABG1) with identical variances and the general version (ABG2).
One key shortcoming of the BG family of algorithms (BG1 and BG2 and their accelerated versions) is that they need to si through all items in the database and eliminate them one by one till the budget b is reached. In a real recommender system, the number n of items may be in the millions and b is typically << n, so this approach may not be feasible to deploy in real world systems.
In the next section, we conduct an empirical evaluation of the forward and backward greedy algorithms as well as their accelerated versions proposed here and compare them against baselines.
EXPERIMENTAL EVALUATION
In this section, we describe the experimental evaluation, and compare with prior art. We evaluate our solutions both qualitatively and scalability-wise: for quality evaluation , we measure prediction error and user pro le estimation error (see Section 7.2), whereas, for scalability, we measure the running time.
e development and experimentation environment uses a Linux Server with 2.93 GHz Intel Xeon X5570 machine with 98 GB of memory with OpenSUSE Leap OS.
Dataset and Model Parameters
We use Net ix and Movielens (ML) datasets. For each dataset, we train a probabilistic matrix factorization model [20] on only the ratings given by the warm users. We use gradient descent algorithm [26] to train the model, with latent dimension = 20, momentum = 0, regularization = 0.1 and linearly decreasing step size for faster convergence.
is allows us to move quickly towards the minima initially, decreasing the step size as we get closer, to avoid overshooting. We report the dataset characteristics, and the RMSE obtained a er training on the warm user ratings, in Table 2 . 
Experimental Setup
We simulate the cold user interview process as follows:
(1) Set up the system (a) Randomly select 70% of the users in a given dataset to train the model (U) (b) R := Matrix of ratings given by U only (c) Train a PMF model on R, to obtain U ,V (2) Construct item covariance matrix C given by, 2 , where R * j refers to the column(set) of ratings received by item j (3) For each cold user u ℓ U, (a) Construct U ℓ using gradient descent method [18] , and using the item latent factor matrix V (b) Randomly split items u ℓ has rated, into candidate pool CP and test set Test 
Step 2, we estimate the noise terms using the method outlined in [2] . For the case where the covariance matrix C = σI , we estimate σ that best ts a validation set (a randomly chosen subset of the cold user ratings).
In
Step 3a we compute true latent vectors of the cold users. We cannot compute that using the PMF model in Step 1c, as these ratings are hidden at that stage. Moreover, since each cold user is independent, we cannot train a model on their combined pool of ratings. Instead, we adopt the gradient descent based method given in [18] , to generate the latent vector for a new user keeping everything else constant. is method produces results comparable to retraining the entire model globally (with 1% error in the worst case), in a few milliseconds [18] . e user pro les thus generated are used as true pro les.
e estimated rating is computed by taking an inner product between the item and the cold user vector u ℓ . We call this the ideal se ing, as it corresponds to an ideal, zero error MF model. It has two advantages: rst, it allows us to decouple our problem from the problem of tuning a matrix factorization model. is way, the model error from using a possibly less than perfect PMF model does not percolate to our problem. Second, we do not have to be limited to only selecting the items for which we have ratings in our database, as we can generate ratings for all items. is allows us to run scalability tests more comprehensively, as we are not limited by the availability of ratings.
Algorithms Compared
We compare the following algorithms against their accelerated versions, as described in Section 6: Backward Greedy Selection 1 (BG), Backward Greedy Selection 2 (BG2), Forward Greedy Selection 1 (FG1) and Forward Greedy Selection 2 (FG2). Further, we use the following heuristics as baselines: Popular Items (PI), where b items with the most ratings are selected, Random Selection (RS), where the items are randomly sampled from the candidate pool, High Variance (HV), where b items with the highest variance in rating prediction among warm users are selected, Entropy (Ent) and Entropy0 (Ent0) [17] , where the b most contentious, and therefore most informative items are selected. Entropy0 is a modi cation of entropy that includes a notion of how many ratings have been received by each item, so as to discourage the selection of obscure items.
ality Experiments
Results: We run quality experiments to measure prediction error and pro le error for all four datasets. For the datasets ML 100K and ML 1M, we compare all 13 algorithms under the ideal se ing, where we note that BG performs almost exactly the same as FG (see Fig. 1 ), while BG2 and FG2 perform be er for both pro le and prediction error. For the larger datasets Net ix and ML 20M, we compare algorithms under the real se ing. For both, we observe that FG2 outperforms BG2 for both prediction and pro le error, and FG outperforms BG for smaller values of b.
Despite the lack of supermodularity or submodularity, the accelerated variants of all the algorithms always perform akin to their non-accelerated variants on prediction and pro le error (Fig. 1) .
is seems to indicate that the objective function may be close to supermodular in practice.
Scalability Experiments
To test scalability of our proposed solutions we run all 13 algorithms on 2 of the datasets, ML 100K and ML 1M under ideal setting and on Net ix and ML 20M under real se ing, and measure running times with varying budget. Note that due to the datasets' sparsity, the average number of items per cold user that the algorithms si through in the real se ing ranges from 263.8 to 281.4, while in the ideal se ing, it is signi cantly more (823 and 1833 for ML 100K and ML 1M respectively).
Results: In all cases, the accelerated algorithms produce error similar to their un-accelerated counterparts (Fig. 1 ), but running time performance is far superior (Fig. 2) . Among all algorithms, FG2 (both accelerated and unaccelerated) has the best qualitative performance, with prediction and pro le error comparable to BG2 (Fig. 1) or be er, and is signi cantly faster than BG2 in terms of running time. In fact, even for ML 100K, our smallest dataset, under the ideal se ing, the time taken by unaccelerated FG2 for b = 100 is less than a sixth of the time taken by ABG2 for b = 4. Moreover, running times of all backward greedy algorithms increase signicantly as we decrease b (see Fig. 2 ), which makes them unsuitable for use in a real world system, where b would typically be very small.
CONCLUSION
In this paper, we consider model-based CF systems and investigate the optimal interview design problem for a cold-start user, that consists of a small number of items with which to interview and learn the user's interest. We formalize the problem as a discrete optimization problem to minimize the least square error between the true and estimated pro le of the user, and present several non-trivial technical results. We present multiple non-trivial theoretical results including, NP-hardness, hardness of approximation, as well as proving that the objective function is neither submodular nor supermodular, suggesting e cient approximations are unlikely to exist. To our best knowledge, a rigorous theoretical analysis of this problem has not been conducted before. We present several scalable heuristic algorithms and experimentally evaluate their quality and scalability performance on four large scale real datasets. Our experimental results demonstrate the effectiveness of our proposed (accelerated) algorithms and show that they signi cantly outperform previous algorithms while achieving a comparable pro le error and prediction error performance. is is the rst time a large scale experimental study involving large real datasets has been reported and it shows that unlike our proposed accelerated versions, previously proposed algorithms do not scale. As ongoing work, we focus on how to design a single interview plan for a batch of cold users.
