We establish upper bounds on the blow-up rate of the gradients of solutions of the Lamé system with partially infinite coefficients in dimensions greater than two as the distance between the surfaces of discontinuity of the coefficients of the system tends to zero.
Introduction and main results
In this paper, we establish upper bounds on the blow-up rate of the gradients of solutions of the Lamé system with partially infinite coefficients in dimensions greater than two as the distance between the surfaces of discontinuity of the coefficients of the system tends to zero. This work is stimulated by the study of Babuska, Andersson, Smith and Levin in [10] concerning initiation and growth of damage in composite materials. The Lamé system is assumed and they computationally analyzed the damage and fracture in composite materials. They observed numerically that the size of the strain tensor remains bounded when the distance ǫ, between two inclusions, tends to zero. This was proved by Li and Nirenberg in [32] . Indeed such ǫ-independent gradient estimates was established there for solutions of divergence form second order elliptic systems, including linear systems of elasticity, with piecewise Hölder continuous coefficients in all dimensions. See Bonnetier and Vogelius [16] and Li and Vogelius [33] for corresponding results on divergence form elliptic equations.
The estimates in [32] and [33] depend on the ellipticity of the coefficients. If ellipticity constants are allowed to deteriorate, the situation is very different. Consider the scalar equation        ∇ · a k (x)∇u k = 0 in Ω, where κ 0 , κ 1 are constants independent of ǫ. We also assume that the C 2,γ norms of ∂D i are bounded by some constant independent of ǫ. This implies that each D i contains a ball of radius r
Assume that Ω and D 1 ∪ D 2 are occupied, respectively, by two different isotropic and homogeneous materials with different Lamé constants (λ, µ) and (λ 1 , µ 1 ). Then the elasticity tensors for the inclusions and the background can be written, respectively, as For ϕ ∈ H 1 (Ω; R 3 ), it is well known that there exists a unique solution u ∈ H 1 (Ω; R 3 ) of the Dirichlet problem (1.4), which is also the minimizer of the energy functional
More details can be found in the Appendix in [13] .
Introduce the linear space of rigid displacement in R 3 ,
Ψ := ψ ∈ C 1 (R 3 ; R For fixed λ and µ satisfying µ > 0 and 3λ + 2µ > 0, denoting u λ 1 ,µ 1 the solution of (1.4). Then, as proved in the Appendix in [13] , 
where
and n is the unit outer normal of D i , i = 1, 2. Here and throughout this paper the subscript ± indicates the limit from outside and inside the domain, respectively. In this paper we study solutions of (1.6), a Lamé system with infinite coefficients in
The existence, uniqueness and regularity of weak solutions of (1.6), as well as a variational formulation, can be found in the Appendix in [13] . In particular, the
The solution is also the unique function which has the least energy in appropriate functional spaces, characterized by
It is well known, see [38] , that for any open set O and
A calculation gives
We assume that for some δ 0 > 0,
Since D 1 and D 2 are two strictly convex subdomains of Ω, there exist two points P 1 ∈ ∂D 1 and P 2 ∈ ∂D 2 such that
(1.10)
Use P 1 P 2 to denote the line segment connecting P 1 and P 2 . Throughout the paper, unless otherwise stated, C denotes a constant, whose values may vary from line to line, depending only on d, κ 0 , κ 1 , γ, δ 0 , and an upper bound of the C 2 norm of ∂Ω and the C 2,γ norms of ∂D 1 and ∂D 2 , but not on ǫ. Also, we call a constant having such dependence a universal constant. The main result of this paper is for dimension three.
2), λ and µ satisfy (1.9) for some δ 0 > 0, and ϕ ∈ C 2 (∂Ω;
be the solution of (1.6). Then for 0 < ǫ < 1/2, we have
where C is a universal constant. Remark 1.1. The proof of Theorem 1.1 actually gives the following stronger estimates: 
. We apply the theorem in
Remark 1.4. Since the blow up rate of |∇u ∞ | for solutions of the scalar equation (1.1) when k = ∞ is known to reach the magnitude (ǫ| ln ǫ|) −1 in dimension three, see [11] , estimate (1.11) is expected to be optimal.
Following arguments in the proof of Theorem 1.1, we establish the corresponding estimates for higher dimensions 
, where λ and µ satisfy µ > 0, dλ + 2µ > 0, and
be the linear space of rigid displacement in
is a basis of Ψ. Denote the basis of Ψ as {ψ
(1.15)
Then we have Theorem 1.2. Assume as above, and ϕ ∈ C 2 (∂Ω;
be the solution of (1.15) . Then for 0 < ǫ < 1/2, we have 
We also have Remarks 1.2-1.4 accordingly.
The rest of this paper is organized as follows. In Section 2, we first introduce a setup for the proof of Theorem 1.1. Then we state a proposition, Proposition 2.1, containing key estimates, and deduce Theorem 1.1 from the proposition. In Sections 3 and 4, we prove Proposition 2.1. The proof of Theorem 1.2 is given in Section 5. A linear algebra lemma, Lemma 6.2, used in the proof of Theorem 1.1, is given in Section 6.
Outline of the Proof of Theorem 1.1
The proof of Theorem 1.1 makes use of the following decomposition. By the third line of (1.6), u is a linear combination of {ψ α } in D 1 and D 2 , respectively. Since it is clear that L λ,µ ξ = 0 in Ω and ξ = 0 on ∂ Ω imply that ξ = 0 in Ω, we decompose the solution of (1.6), as in [13] , as follows:
and
3)
The constants C
, are uniquely determined by u. By the decomposition (2.1), we write 
(2.6)
and C
Proof of Theorem 1.1 by using Proposition 2.1. Clearly, we only need to prove the theorem under the normalization ϕ C 2 (∂Ω) = 1. Since
estimate (1.13) follows from (2.10). By (2.5) and Proposition 2.1, we have To complete this section, we recall some properties of the tensor C. For the isotropic elastic material, let
The components C i j kl satisfy the following symmetric condition:
We will use the following notations: 
For an arbitrary d × d real symmetric matrix η = (η i j ), we have
It follows from (2.13) that C satisfies the ellipticity condition
3 Estimates of |∇v 0 |, |∇v
We first fix notations. Use (x 1 , x 2 , x 3 ) to denote a point in R 3 and x ′ = (x 1 , x 2 ). By a translation and rotation if necessary, we may assume without loss of generality that the points P 1 and P 2 in (1.10) satisfy
Fix a small universal constant R, such that the portion of ∂D 1 and ∂D 2 near P 1 and P 2 , respectively, can be represented by
, and
Then by the smoothness assumptions on ∂D 1 and ∂D 2 , the functions
In particular, we only use a weaker relative strict convexity assumption of ∂D 1 and
For 0 ≤ r ≤ 2R, denote
Estimates of |∇v
The proof of Lemma 3.1 is essentially the same as in [13] for dimension two. We omit it here. By Lemma 3.1, (2.6) and (2.7) is proved.
To estimate (2.8), we introduce a scalar functionū ∈ C 2 (R 3 ), such thatū = 1 on
In order to prove (2.8), it suffices to prove the following proposition.
Proposition 3.2. Assume the above, let v
and ∇v
Consequently,
A direct calculation gives, in view of (3.2)-(3.5), that
Thus |∇ū
Forū α i , defined by (3.11) and (3.12), making use of (1.8) and (3.22), we have, for
For |z ′ | ≤ 2R, we always use δ to denote
For simplicity, denote
The proof is divided into four steps. STEP 1. Proof of (3.15) and (3.16). By (3.26) and (2.2),
Multiplying the equation in (3.27) by w and integrating by parts, we have
By the Poincaré inequality,
Note that the above constant C is independent of ǫ. By the Sobolev trace embedding theorem,
It follows from the first Korn's inequality, (2.17), (3.28) and the definition ofũ that
while, using (1.8) and (3.30) ,
we have, from the above,
This estimate yields (3.15) . A consequence of (3.15) and (3.10) is
Applying classical elliptic estimates, we obtain (3.16). STEP 2. Proof of
. Multiplying the equation in (3.27) by wη 2 and integrating by parts leads to
For the left hand side of (3.34), using the first Korn's inequality and some standard arguments, we have
and for the right hand side of (3.34),
It follows that
Note that for
, we have
By (3.23), we have
It follows from (3.35), (3.36) and (3.37) that
. Using (3.38) with s = t i+1 and t = t i , we have
After k iterations, using (3.15), we obtain
This implies that
while estimate (3.37) becomes
Estimate (3.38) becomes, in view of (3.35), (3.39) and (3.40),
. By (3.41) with s = t i+1 and t = t i , we have
After k iterations, we obtain
This implies
STEP 3. Proof of (3.17). Making a change of variables, for 0 ≤ |z ′ | ≤ R,
the region Ω δ (z ′ ), becomes Q 1 , where
and the top and bottom boundaries of Q r become
respectively. Thusĥ
and, by (3.2) and (3.3), for |y ′ | ≤ 1,
Since R is small, Q 1 is essentially B 1 (0 ′ ) × (−1, 1) as far as applications of the Sobolev embedding theory and classical L p estimates for elliptic systems are concerned. Let
Since W = 0 on the top and bottom boundaries of Q 1 , we have, by the Poincaré inequality,
Using the interior and boundary W 2,p estimates (see [1] , and Theorem 2.5 in [23] ) and the Sobolev embedding theorem, we have, for some p > 3,
where C depends only on p and Q 1 , but not on ǫ. Thus
It follows from (3.45) that 
and, using (3.45),
STEP 4. Proof of (3.18) and (3.19) . Estimate (3.18) and (3.19) in Ω R follows from (3.17) and (3.20) . Proposition 3.2 is established. 
Estimates of |∇v
Using (3.20) and (3.10), we have
and ∇ū
It follows from (3.46), (1.8), (3.20) and (3.22) that, for i = 1, 2, α = 4, 5, 6,
Proof of Proposition 3.3. Denote
For simplicity, we also use the notation
The proof is divided into three steps. 
Using (3.51), we have
It follows from (3.31) for this situation that
This implies
Combining with (3.56), we obtain (3.47). Using (3.47) and recalling the definition ofũ, we apply the standard elliptic estimates (see [1] ) to obtain (3.48).
STEP 2. Proof of
57) with δ = δ(z ′ ) defined in (3.24). The proof is similar to that of (3.33). We still have (3.35). Case 1. Estimate (3.57) for
, using (3.53), we have, instead of (3.37),
Using (3.36), instead of (3.38), we have
We define {t i }, k and iterate as in the proof of (3.33), right below formula (3.38) , to obtain
Case 2. Estimate (3.57) for 0 ≤ |z ′ | ≤ √ ǫ. For 0 < t < s < √ ǫ, estimate (3.39) remains the same. Estimate (3.40) becomes
Estimate (3.41) becomes
Define {t i }, k and iterate as in the proof of (3.33), right below formula (3.41), to obtain
This implies as before that
(3.57) is proved. STEP 3. Proof of (3.49) and (3.50). The proof is similar to that of (3.17). In Case 1, for √ ǫ ≤ |z ′ | ≤ R, using estimates (3.57) and (3.53),
we obtain, using (3.45),
In Case 2, for 0 ≤ |z ′ | ≤ √ ǫ, using estimates (3.57) and (3.53),
we have, using again (3.45),
Estimate (3.49) is established. Estimate (3.50) follows from (3.49) and (3.51).
Estimates of |C
In this section, we first prove that C 
Boundedness of |C i |
Proof of (4.1). Let u ǫ be the solution of (1.6). By theorem 4.6 in the appendix in [13] , u ǫ is the minimizer of
on A. It follows that
By the Sobolev trace embedding theorem,
Recalling that
) T = 0, there is nothing to prove. Otherwise
It is easy to see that 
Estimates of
In the rest of this section, we prove (4.2). By the linearity of e(u),
It follows from the forth line of (1.6) that
Multiplying the first line of (2.2) and (2.3), respectively, by v β j , and integrating by parts over Ω leads to, in view of (1.7), that
Then (4.5) can be written as
For simplicity, we use a i j to denote the 6 × 6 matrix (a
, we only use the first six equations in (4.6):
(4.7) can be rewritten as
In order to prove (4.2), we first estimate the right hand side of (4.8).
Lemma 4.2.
Proof. For β = 1, 2, 3, using (3.16) and (3.18), we have
(4.10)
For β = 4, 5, 6, using (3.48) and (3.50), we have
For α, β = 1, 2, · · · , 6, using (2.7), (4.10) and (4.11), we have
Similarly, it follows from (2.6), (4.10) and (4.11) that
These estimates above, combining with (4.1), yield (4.9).
It can be proved that a 11 is positive definite and therefore, recalling (4.8),
Given (4.9), estimate (4.2) would follow from the above if (a 11 )
We need to make more delicate estimate as below. In view of the symmetry of a αβ 11 , we write it as a block matrix Moreover,
where I is the 3 × 3 identity matrix, and
Remark 4.1. Roughly speaking, the estimates of A and B in Lemma 4.3 is that, for some positive constants c 1 , c 2 , c 3 , independent of ǫ,
We postpone the proof of Lemma 4.3 and first make use of it to prove (4.2).
Proof of (4.2). For convenience, we introduce notations
and . Applying Lemma 6.2, we have
Now (4.8) can be rewritten as
It follows from (4.17) that
Thus, the proof of Proposition 4.1 is completed.
We are now in position to complete the proof of Proposition 2.1.
Proof of Proposition 2.1. Estimates (2.6)-(2.7) have been proved in Lemma 3.1. Under assumption (1.2),
Estimate (2.8) in Ω R follows from (3.17) and (3.21). Thus, using (3.16), (2.8) is proved. Combining (3.50) and (3.48) yields estimate (2.9). Estimate (2.10) and estimate (2.11) has been proved in Proposition 4.1. The proof of Proposition 2.1 is finished.
Proof of Lemma 4.3. STEP 1. Proof of (4.12) and (4.13).
In the last inequality we have used the fact that e ξ α v
On the other hand, 
By (2.16) agian, we have
, and recalling the definition of u, (3.9),ū(x ′ , x 3 ) is linear in x 3 for fixed x ′ , soū(x ′ , ·) is harmonic, hence its energy is minimal, that is,
.
Integrating on |x ′ | < R, we obtain
Thus,
Estimate (4.12) is proved. By (3.47), we have
By the same argument, the claim (4.18) in [13] for higher dimensions still holds. Therefore
Estimate (4.13) is proved. STEP 2. We deal with the cases α β. Proof of (4.14). By definition,
First,
We only need to estimate the integral on the part ∂D 1 ∩ B R , because the rest is bounded. On boundary ∂D 1 ∩ B R , we have
Clearly, using (3.2)-(3.4),
Combining with the estimates (3.18), we have
Using the definition ofū 1 1 , estimates (3.17), (3.18) , (3.19) , and T n
For the terms
, use the estimates (3.19), for k = l = 3, use the definitionū 1 1 and the estimates (3.17) to obtain
Therefore a T
is bounded. a are also bounded, essentially the same as above.
is the same as a T
is much better. a 56 11 = a 65 11 is the same better. Estimate (4.14) is proved. STEP 3. We will show
for some constant C, independent of ǫ.
For ξ ∈ R 3 , |ξ| = 1, using (1.9), we have
We claim that there exists a constant C > 0, independent of ǫ, such that 
As in Section 3, we write x = (x ′ , x d ), and let P 1 , P 2 , R be the same as in Section 3, and, instead of (3.1),
and Ω s = Ω s (0 ′ ) are defined accordingly.ū, u andū α i are defined as in (3.9), (3.13), (3.11) and (3.12) , with x 3 replaced by x d , and α = 1, 2, · · · ,
. We still have (3.10) and (3.14).
Proposition 5.1. Assume the above, let v
Proof. The proof is similar to that of Proposition 3.2, and we only point out the main difference. The proof of (5.3) and (5.4) are the same as that of (3.15) and (3.16). We prove (5.5).
(i) For α = 1, 2, · · · , d, the same as (3.21),
and, instead of (3.23),
Using (5.8), we have, instead of (3.37) and (3.38), for
, 9) and denoting F(t) : . Using (5.10) with s = t i+1 and t = t i , we have
Instead of (3.40) and (3.41), using (5.8), for 0 ≤ |z
. By (5.12) with s = t i+1 and t = t i , we have
After k iterations, we have
Therefore, we have, instead of (3.33),
As in Step 3 of the proof of Proposition 3.2, we have, instead of (3.45),
. (5.14)
Using (5.13) and (5.8), we obtain
Consequently, (5.6) follows from (5.7) immediately.
(
, we have 16) and, instead of (3.53),
Using (5.17), we obtain, for
, instead of (3.58),
Thus, we have
Taking the same iteration procedure as Case 1 of Step 2 in the proof of Proposition 3.2, set t i = δ + 2C 0 i |z ′ | 2 , i = 0, 1, 2, · · · , and let k = After k iterations, we obtain
For 0 ≤ |z ′ | ≤ √ ǫ, 0 < t < s < √ ǫ, using (5.17), we have, instead of (3.60), Thus, we obtain
Therefore, as in the proof of Proposition 3.3, using (5.14), (5.21) and (5.8), we have,
Consequently, using (5.16),
The proof of Proposition 5.1 is completed. 
Appendix: Lemmas on Ψ and matrices
We first give a lemma on the linear space of rigid displacement Ψ. The estimates for |E 11 | and E 12 follow from (6.1) and (6.2). For |E 22 |, we have
The proof is finished.
