INTRODUCTION
In recent years, several hemoglobin (HbA) functional studies have shown that allosteric effectors such as 2,3-diphosphoglycerate (DPG), inositol hexaphosphate, bezafibrate, and other synthetic effectors not only shift the quaternary equilibrium but also affect tertiary structure-linked functional properties (1) (2) (3) (4) (5) (6) (7) (8) . As a result, the classical Monod-WymanChangeux model (9) , as formulated by Szabo and Karplus to incorporate the Perutz stereochemical mechanism (10) (11) (12) , and which did not account for the role of heterotropic effectors, was recently reformulated as the Global Allostery Model (8) , stating that heterotropic effector-linked tertiary changes -rather than the homotropic ligation-linked T/R quaternary structural transition-are primarily responsible for modulating HbA function. The importance of tertiary changes was revealed by earlier time-resolved spectroscopy studies investigating HbA intermediates generated by photodissociation of Hb-CO and showing that purely tertiary relaxations could be observed (13) (14) (15) . Photolysis-induced tertiary structural changes involving the heme and the F-helix after CO dissociation and using X-ray crystallography to trap photoproducts at cryogenic temperatures have also been reported (16) but to date, none investigating the effect of allosteric effectors. However, recent sol-gel encapsulation experiments -used to maintain and stabilize deoxy HbA in either the T or R-state -have reported clear-cut monitoring of nitrite reductase activity as a function of quaternary state with and without effectors. The results were unambiguous, showing that the reaction is not only R-T dependent but also heterotropic effector-dependent within a given quaternary state (17, 18) .
The experimental studies, however, remain elusive as to the molecular details of the tertiary changes resulting from the presence of effectors, since they can not follow specific atomic motions in time. Attempts at relating the results of functional studies to the available HbA 3D structures have a long history since they provided the structural basis of the MWC-Perutz model (19) , but are limited because the static viewpoint may be misleading since a conformational change determined from X-ray crystallography provides information on the state of the protein before and after ligand binding, but not on the dynamics of the transition (20) . Further, recent studies also show that function and dynamics are significantly affected by the crystal environment. For instance, the HbA oxygen affinity is lower in a crystal than in solution with non-cooperative binding and no Bohr effect (21) . As for HbA effector-binding crystallographic studies, the only X-ray structure available for DPG, the 2.5Å-resolution structure of deoxyHbA bound to DPG (22) , shows no significant structural changes resulting from the binding of the effector, with a similar result reported more recently for deoxyHbA bound to the synthetic effector L35 (23) . Clearly, this absence of significant crystallographic structural differences implies a significant contribution from conformational dynamics. Time-resolved crystallography (24) , recently used to study the conformational dynamics of myoglobin (Mb) (25, 26) , definitely represents a more promising approach, but remains to be applied to tetrameric HbA, extremely difficult to crystallize in the presence of effectors, especially in the R-state (23, 27) .
Molecular dynamics (MD) simulations can be useful to describe the nature of these tertiary changes and their dependence on the presence or absence of effectors. The technique is currently the best available computational method to describe and correlate the dynamics and function of biological macromolecules such as proteins at the atomic level (28, 29) . There is a drawback, however, in performing MD simulations of large protein systems and it is that they are computationally demanding and subject to convergence problems due to sampling times being too short for adequate exploration of a complex conformational space (30) . In the case of conformational changes between two very different endstates, the sampling must be sufficiently thorough to capture the transition, hence the long-standing impediment to modeling the HbA quaternary transition since it occurs on the microsecond timescale (31) , well beyond what can be readily modeled on available computers. This is due to the severe requirement that the integration timestep be small enough to resolve the fastest components of the motion so as to provide numerical stability.
Due to its large size (574 amino acid residues) and complexity (α 2 β 2 tetrameric assembly, inequivalence of α and β-hemes) (16, 32) , hemoglobin MD simulations have accordingly been limited to subsets of interface residues (33), or to monomers or dimers within the framework of short timescale events, such as the dissociation of CO from one α-subunit (~350 fs) (34) , or distal heme perturbations transmitted to the interface of an αβ dimer (~100 ps) (35) . The first MD simulations reported on the fully tetrameric HbA structure were performed with a Path Exploration technique that used constraints to drive one endstate (T) to the another endstate (R) along a subset of pathways that fulfill the initial constarints within ~200ps (36) . The approach, assuming that T-and R-state HbA are described by only one quaternary state, successfully described multiple pathways for a T→R transition, but was not intended to investigate heterotropic effects nor conformational heterogeneity. The only long ns-timescale simulation reported on a HbA system is the very recent 45-ns trajectory acquired not on R-or T-state HbA, but on an oxy-HbA model constrained in the T-state through using initial coordinates obtained from a crystal grown at 4 o C (37) . The authors were seeking to observe the T→ R quaternary transition, obviously not possible within this timescale.
In this study, we report on 6ns-molecular dynamics (MD) simulations of HbA in the R and T states, as well as in the presence of DPG, performed to explore whether tertiary changes can be induced by effector binding. To date, no MD simulations have ever been reported on HbA in the presence of effectors, with the exception of our own model equilibration studies. The first was a docking study proposing sites for the binding of R-state HbA to DPG and various other heterotropic effectors (38) , and the second examined 2ns-simulations within the framework of experimental high-pressure studies aimed at investigating the effect of effectors on interface stability (39) . In this work, we aim to describe how DPG can perturb overall HbA dynamics with longer time simulations performed to achieve full relaxation of the models in solvent. Since no detailed all-atom MD analysis has ever been reported on the ns-timescale for the R or T HbA endstates, it is accordingly of interest to examine the overall conformational flexibility of this much-debated protein on a timescale in which the quaternary transition has not yet occurred (31, 37) . We first perform a cross-correlation analysis to identify the changes in concerted motions resulting from effector binding, followed by a principal components analysis to provide a description of the most functionally significant motions.
Recent studies have shown that biologically significant concerted motions can be extracted from MD simulations using cross-correlation analysis (40) and principal components analysis (PCA), also called essential dynamics (ED) or quasi-harmonic analysis (41) (42) (43) (44) . PCA divides the conformational subspace explored by proteins into a high dimensional near-constraints subspace characterized by high-frequency independent motions and a low dimensional subspace in which concerted, functionally relevant motions occur, termed the "essential subspace" (45) . In proteins, collective motions are those motions in which a number of atoms move in a concerted fashion and they are considered particularly adequate for describing protein internal dynamics. This is because proteins consist of rigid secondary structure elements and compact domains connected together by flexible loops that allow them to move as rigid bodies. Hence, to characterize their motion, only variables that describe the relative coordinates of these rigid body elements need to be determined. This reduction in the number of variables, has led to the concept of essential subspace and its description using PCA (43, 46) .
In this type of analysis, it has been shown that the eigenvectors that describe motion (principal components) converge in time towards a stable set in the ns-timescale, suggesting that MD simulations of a few ns can provide a reasonable definition of the essential subspace,valid beyond the ns-range (43, 47, 48) . PCA has been applied to several protein MD simulations, with results systematically showing that the most important fluctuations of a protein can be accounted for by the first few principal components (PCs) (49, 50) and that a good description of the essential dynamics of the protein can be thus achieved (51) (52) (53) (54) (55) (56) (57) (58) (59) .
METHODS

Preparation of HbA models, parameterization
Initial coordinates were obtained from the RCSB repository, namely 1HHO for R-state HbA (2.10 Å-resolution) (60) 2HHB for high salt T-state HbA (1.74 Å-resolution) (61) 1B86 for the T-state HbA-DPG complex (22) . Only one dimer is present in 1HHO, the other one was generated by symmetry. We used the R-state HbA-DPG complex generated in our previous docking study (38) . Recently, two 1.25 Å-resolution structures were reported for both oxy-and deoxyHb (62) . However, the oxyHb coordinates also include two toluene molecules that rotate Trp14 completely on the other side of the chain, distorting the backbone and introducing an artificial cavity in the subunit. Since the Ramachandran plots for the new structures were also quite similar to that of the 1HHO/2HHB structures, we accordingly concluded that the simulations were best performed with the 1HHO/2HHB structures. (cf. Supplementary Material). To model the chloride binding sites in T-state HbA model, two Cl -ions were placed in the central cavity close to α-Val1 and where DPG has been shown to bind (63) . DPG was parameterized as follows: initial structures were extracted from the available Xray structures of the T-state bound complex. Ab initio Density Functional Theory geometry optimizations at the B3LYP level were performed using GAMESS (64) Mulliken charges were obtained from HF/6-31G* calculations and were incorporated into the forcefield. Other parameters were derived following the CHARMM parameterization protocol (65) .
Energy minimization, solvation and simulation procedure All simulations were performed using CHARMM version c31b2 with the all-atom 27 protein forcefield included in the distribution (66) and with NAMD (67) Explicit hydrogens were added using HBUILD as implemented in CHARMM and consistent with pH 7.0. Models were explicitly solvated in equilibrated TIP3P water boxes under periodic boundary conditions in boxes of approximately the same size since they were all constructed by adding a 12 Å layer of water around the protein in all three dimensions. For example, the R-state Hb system consisted of 63155 explicit atoms in a box of size 90 Å x 81 Å x 81 Å, i.e. 582 protein residues and 18,029 water molecules. To achieve charge neutrality, counterions were added to all models using Helmut Grubmueller's Solvate 1.0 algorithm (68) which places Na + and Cl -counterions at physiological concentration (0.154 mol/l) according to a Debye-Hückel distribution, followed by a large number (2,000,000) of Monte-Carlo equilibration steps. After energy minimization, heating and equilibration MD, 6 ns-production trajectories were acquired. CPT simulations were performed (P = 0.1 MPa, T = 300 K). All hydrogen bonds were constrained during the simulations using the SHAKE algorithm with an integration timestep of 1 fs. Coordinates were saved every 10 ps and the nonbonded lists were updated heuristically. Full electrostatics were calculated using the particle mesh Ewald (PME) method (69)with a grid spacing on the order of 1 Å or less. For the short-range electrostatic direct summation part, the list of nonbond interactions was truncated at 13 Å. For the long-range reciprocal Ewald sum, a real space Gaussian width κ=0.34 Å -1 was used with order 6 (70) . The van der Waals interactions were treated with an atom-based nonbond cutoff of 12 Å and a switching function between 10.0 and 12.0 Å . The Hoover method (71) was used to maintain constant temperature and constant pressure was maintained using the Langevin piston method (72) with a piston mass of 400 amu, a piston temperature of 300 K with a damping coefficient γ of 10 ps -1 . Langevin dynamics was used throughout the 6ns-simulations, following a heating stage that brought the systems to 300 K in 25 increments of 10 K, followed by 500 ps equilibration dynamics.
Cross-correlation analysis
To examine the extent of correlated motions, we calculated the cross-correlation (normalized covariance) matrix ij C of the fluctuations of each of the x, y and z coordinates of the C α atoms (N=574) from their average during the two last ns of the simulations for all models. For the displacement vectors i r Δ and j r Δ of atoms i and j, this matrix ij C is given by (40): 
Principal components analysis
To identify correlated motions of functional significance, we used principal components analysis. PCA seeks to decompose the the atomic fluctuations of a protein into a set of principal components of motion. The first step is the generation of a covariance matrix C, analogous to that described above by equation (1) to describe whether two atoms move in the same or opposite directions. But whereas the cross-correlation matrix builds a N x N matrix, PCA constructs a 3N x 3N matrix of Cartesian displacements (41, 45) . For an Natom system, this matrix therefore has 3N columns and 3N-1 rows and it describes the positional deviations:
where q i are the Cartesian coordinates of the atoms fluctuating around their average positions i q . The average is calculated over all trajectory structures after superposition on a reference structure to remove overall translations and rotations using a least square fit procedure (73, 86) . This matrix was built for the equilibrated portion of the trajectories, namely for the 4 to 6ns timescale. We restricted our analysis to C α and backbone atoms as it has been shown that the analysis is then less biased by statistical noise and yields a more adequate description of the essential space motions (47) . C is symmetric and can be diagonalized by an orthogonal coordinate transformation T which transforms it into a diagonal matrix Λ of eigenvalues i λ :
in which the columns are the eigenvectors corresponding to the direction of motion relative to i q , each associated with an eigenvalue. The eigenvalues represent the total mean square fluctuation of the system along the corresponding eigenvector. Each eigenvector thus represents one single correlated displacement of a group of atoms in a multidimensional space and the eigenvalues are the amplitude of the motion along the eigenvector. Eigenvectors are then sorted according to their eigenvalues in decreasing order. The eigenvectors associated with the highest eigenvalues describe the principal components (PC) of motion. Our analysis yielded 1722 eigenvectors (3 X 574 atoms). It has been shown that the first few eigenvectors can successfully describe almost all conformational substates accessible to the protein.
If only a few PCs are needed to explain a large part of the total variance, the motions are highly correlated, i.e. collective. Instead, if many PCs are needed, the motions are more random. To estimate the width of the essential space explored by the system as a function of time, the motion described by an eigenvector can be visualized by projecting each frame i of the trajectory onto the eigenvector. The projection p ij is calculated as :
where x i is a 3 x N dimensional vector of the atomic coordinates for the i th trajectory frame and x are the trajectory average coordinates. Reconstructed trajectories were visualized using VMD (74) and the IED module (75) .
To evaluate the dynamical sampling of the principal components, we calculated the rootmean-square inner product (RMSIP) between the essential subspaces defined by the first 10 eigenvectors of two different sets of eigenvectors obtained by splitting the trajectories in halves, as these correspond to the dominant modes of motion. The RMSIP is defined as (48):
where ν i and ν j are the i th and j th eigenvectors of the two sets respectively. A good estimate of the overlap s of two eigenvectors belonging to two different sets is obtained from the square inner product:
RESULTS
The MD simulations were performed on all four HbA tetrameric models, namely on Tstate HbA (T-Hb), R-state HbA (R-Hb) and on their respective DPG-bound complexes (Rdpg and Tdpg). The time-evolution of the backbone rmsd is shown in Figure 1 for all four models. Average rmsd values were 1.85, 2.24, 2.60, 1.81 Å for R-Hb, Rdpg, T-Hb and Tdpg respectively. In all cases, the models reach equilibrium within the first ns of the simulations with the exception of T-Hb which required ~ 4 ns to equilibrate. We accordingly selected to analyze the last two nanoseconds of the trajectories.
Cross-correlation analysis
To provide insight into the effect of DPG on correlated/anti-correlated HbA motions, we plot the cross-correlation matrices of the fluctuations in Figure 2 . Highly positive regions (orange, yellow) are indicative of strong correlation in the movement of specific residues, while negative regions (dark blue, navy) are associated with strong anti-correlated motion of the residues. Overall, we note that among correlated motions, very few are highly correlated (orange), excepting the diagonal which represents the correlation of a residue with itself (red). The same applies to highly anti-correlated motions (dark blue), very few occur. This is not surprising as no large scale conformational change occurs during the timescale of our simulations. In each plot, the four squares enclosing the diagonal depict intrasubunit concerted motions, i.e. correlated motions within the individual α 1 , β 1 , α 2 and β 2 subunits. Generally, values ranging between 0.25 and -0.25 are not considered significant (76) .
In the case of T-HbA (Fig 2, upper left panel) we note that the strongest intrasubunit correlated motions occur in the α 2 and β 2 subunits (diagonal squares with highest levels of orange-yellow regions). The effect of DPG (Fig. 2, lower left panel) is to increase the extent of intrasubunit correlated motions in the α 1 and β 2 subunits while redistributing them in the α 2 and β 1 subunits. Anti-correlated motion is also introduced in the β 2 subunit in presence of the effector. Intersubunit correlated motions are also affected by DPG (off-diagonal squares). Correlated motion is somewhat decreased between residues of the α 2 and β 2 subunits, the α 1 and β 1 subunits and the α 1 and β 2 subunits. Intersubunit anti-correlated motions are increased between the α 1 and β 2 subunits, the α 1 and α 2 subunits, and the α 2 and β 2 subunits. They are decreased between the α 2 and β 1 subunits and also between the β 1 and β 2 subunits, where DPG binds.
In R-Hb (Fig. 2 , right panels), the presence of DPG significantly increases the extent of intrasubunit correlated motion in both the α 1 and β 2 subunits while decreasing it in the α 2 subunit and to a smaller extent in the β 1 subunit (Fig. 2, right panels) . As for intersubunit correlations, correlated motion increases between the β 1 and β 2 subunits. Anti-correlated motions similarly increase between the α 1 and β 1 subunits, between the α 1 and β 2 subunits and less significantly between the α 1 and α 2 subunits (DPG binding site).
The cross-correlation analysis reveals a complex pattern of correlated and anticorrelated intrasubunit and intersubunit HbA motions significantly affected by the presence of the effector. Most noticeable is the effector-induced pertubation of concerted interdimeric motions (α 1 β 2 and α 1 α 2 for T-state and α 1 β 2 and β 1 β 2 for R-state), regions that participate in the rotation of subunits relative to each other during the quaternary transition. However, since we model the addition of effector in the absence of this transition, our results show that the simple presence of DPG is sufficient to perturb the HbA intrinsic fluctuations to an extent affecting subunit dynamical coupling.
That the motions described by the cross-correlation plots are different for the α 1 β 1 and α 2 β 2 subunits of R-and T-state HbA deserves comment because the HbA tetramer is always described as consisting of two equivalent dimers. While this is certainly true when considering that the two αβ dimers consist of identical α-and β-subunit sequences, our analysis suggest that this symmetry breaks down as a result of conformational dynamics, i.e. from a dynamics perspective, the two dimers are not equivalent. This is supported by our having generated the R-state model by symmetry, unlike the T-state model for which coordinates are provided for the four chains. Asymmetry of the dimers can also be anticipated from the crystallographic B-factors. Using the starting X-ray coordinates of two of our HbA starting structures -namely those of T-state HbA (2hhb.pdb) and T-state bound to DPG (1b86.pdb)-to calculate isothermal fluctuations also results in "dynamic asymmetry" between the dimers of the same tetramer (data not shown). This could be a consequence of HbA subunits sequentially binding and releasing O 2 , with the asymmetric process reflected in the crystal growth mechanism.
Principal components analysis
We now turn to the results of our principal components analysis. Figure 3 shows a plot of the eigenvalues (3N=1722) obtained from the diagonalization of the covariance matrix of the atomic fluctuations, plotted in decreasing order versus the corresponding eigenvector indices for the four HbA models. The first few eigenvalues correspond to concerted motions that quickly decrease in amplitude to reach a large number of constrained, more localized fluctuations. The first four principal components account for 41, 53, 52 and 44 % of the motion observed in the last two ns of the trajectories for R-Hb, T-Hb, Rdpg and Tdpg respectively.
Comparing the four models, the plot indicates that the properties of the motions described by the first few principal components are not the same for T-Hb and R-Hb in that the magnitudes of the eigenvalues are higher for T-Hb. The presence of the effector drastically increases the magnitude of PC1 in R-Hb while decreasing it slightly in T-Hb. In T-Hb, it is rather the magnitude of PC2 that is most affected by the presence of DPG.
To assess the extent of sampling achieved within the timescale of our simulations, we analyzed the essential spaces using the average cumulative square inner products method (eq . 5). In Table 1 , we report the RMSIP between the first 10 eigenvectors extracted from the first and second halves of the trajectories for all models. The average summed square inner product curves shown in Figure 4A provide a good description of the subspace overlap of the 10 first eigenvectors of one R-Hb trajectory half onto all the eigenvectors of the second half. Similar results were obtained for all models and also when calculating the overlap of the first 5 eigenvectors. The dotted line represents the overlap of the first 10 eigenvectors of a 500-ps R-Hb trajectory segment onto all the eigenvectors of a 1ns-segment and the grey trace (straight horizontal trace in upper plot) was obtained for the inner product of the first 10 eigenvectors of one 1ns-simulation with itself (identity). The curves show to what extent the first 10 modes of the first half of a trajectory are present in the second half, i.e. predominantly in the low eigenvector index region. The more this occurs, the more convex the curves. In such plots, a straight diagonal would represent no correlation at all. In their investigation of the consistency of PCA (77), de Groot et al showed that the noise which causes overlap between eigenvectors from the essential subspace and near-constraint eigenvectors from the other set is not homogeneously spread over all near-constraint eigenvectors, but that it is concentrated in the near-constraints that have an appreciable eigenvalue, leaving negligible overlap with all other eigenvectors. This is also what we observe: the overlap of the 300ps-simulation with the 1ns-simulation (dotted line in Fig. 4A ) is not significantly higher than the overlap between the 1ns-simulations (solid traces) that contain less statistical noise. This shows that the convergence of the essential subspace is rapid and does not increase significantly in the time window from 300ps to 1ns. Figure  4B shows a plot of the squared inner product matrix for the α-subunit of R-Hb showing the eigenvectors calculated from the first half of the trajectory onto those calculated for the second half. All high inner products (black dots) are found close to the diagonal, showing that directions in conformational space have similar freedom in the two simulations. The first 10 eigenvectors spanning the essential subspace of the first half of the simulation show the largest inner products with the essential eigenvectors extracted from the second half. The same clustering result of the inner products along the diagonal was obtained for all models.
In PCA, the motion along any eigenvector can be obtained by projecting all trajectory frames on any given eigenvector. A new trajectory is generated revealing the motion in the direction defined by the eigenvector (41, 43, 51) . Figures 5 and 6 show plots of the trajectories projected onto the first five eigenvectors for all models and the corresponding histograms of the probability distributions. The plots are indicative of the degree of anharmonicity of the motions and clearly show that the probability distributions of the first four principal components are far from Gaussian for all models, exhibiting characteristic multiple-minima protein energy landscape features (43, 78, 79) . After ~PC5, the distributions of the motions along the eigenvectors become Gaussian, i.e. more harmonic, as illustrated by PC50 shown in Figure 5 for comparative purposes. Considering the projections on the first 2-3 eigenvectors, they describe a slow motion of large amplitude resulting from slow diffusion kinetics (80) , indicative of the sampling of this subspace during the timescale of our simulations. Convergence is seen to be almost achieved, showing that, at the same point in time, the principal components of motion are affected by the effector. Amadei et al. have shown that simulations of a few hundred picoseconds are usually sufficient to provide a stable and statistically reliable description of the essential subspace on the nanosecond timescale (48, 81) . Since the analysis was performed on equilibrated trajectories (Fig. 1) , it is accordingly reasonable to assume that the motion described by our sampling indeed belongs to the essential subspace. Examining PC1 to PC4 for all models, it can be seen that HbA explores more than one conformation within the R-and T-states suggesting that a given HbA quaternary state is best described as an ensemble of tertiary conformations undergoing structural transitions rather than by one specific structure. In the motion described by PC1, one conformation predominates in R-Hb from 4 to 4.3 ns, clearly evolving to a different one at ∼ 4.7 ns (Fig. 5, top panel, lhs) . The presence of DPG significantly affects PC1 with three conformations (Fig. 5, top panel, rhs) now distinctly recognizable. A similar effect can be seen in the T-state models (Fig. 6, top  panels) . In the absence of effector, one conformation predominates from 4 to 4.5 ns, evolving in another one at ∼ 5ns. The presence of DPG also affect the distribution of conformations. Figures 7 and 8 show the residue displacements corresponding to the motions described by the first three eigenvectors for R-and T-state Hb respectively. For a given model, a rich picture emerges describing the regions of specific displacements for each of the first three principal eigenvectors. It can be seen that some of the motions described by one eigenvector are also described by the second and third eigenvectors, thus reinforcing the concerted character of the motions (cf. stars in Figs 7-8) with a clear effect resulting from the presence of DPG in both HbA states. Figure 9 shows the motion of the models in phase space, projected along their two first principal components for atomic motion. These plots provide a measure of the mobility of the protein in the essential subspace, showing clusters representative of explored tertiary conformations that differ for all models. Figure 10 compares the residue displacements along the first eigenvector for all four models and Figure 11 is provided as a reference map to locate helices and loop regions. Functionally important conserved residues are labelled with a red asterisk (meaning that they are located near the heme) and the regions whose motion is affected by the presence of DPG (Figure 10 ) are indicated by arrows. It should be noted that the arrows only label residues with maximum displacements for clarity's sake, but that the motion is indeed concerted involving anywhere from ~5 to 30 neighboring residues as well. Figure 12 depicts the overall motion described by PC1 for the R-Hb tetramer.
In the R-Hb α 1 β 1 subunits, the protein sequentially visits ~ three conformational regions ( Fig. 9 left upper panel) , corresponding for PC1 to enhanced displacements in the α 1 −Ser49, α 1 −Phe117, β 1 −Gly46, β 1 −Asp79, and β 1 −Lys120 regions (Fig. 10, top panel, black trace) and occurring in loop regions between helices C and E (α 1 −Ser49, β 1 −Gly46), G and H (α 1 −Phe117, β 1 −Lys120), E and F (β 1 −Asp79). These displacements are indicative of the wide conformational space explored by the residues since these motions also have a large amplitude in PC2 and PC3 (Figs. 7 and 8 ). In the R-Hb α 2 β 2 subunits, maximum displacements also occur in the α 2 −Ser49, and α 2 −Ala115 regions and in the β 2 −Leu78, and β 2 −Gly119 regions as in the α 1 β 1 subunits, but there is additional displacement in the α 2 −Asp64 (helix E) and the β 2 −Met55 regions (CE loop), not seen in the α 1 β 1 subunits ("dynamic asymmetry", v. supra). Relative to the α 1 β 1 subunits, EF loop motion is also increased (β 2 −Leu78).
In the presence of DPG ( Figure 9 , right upper panel) the protein also visits ~three conformations in a direction of motion similar to that of R-Hb without effector, but with larger amplitude. From Figure 10 (upper panel, blue trace), the motion of PC1 is seen to correspond to displacements that are different relative to R-Hb in the CE loop region (increased α 1 −Asp47, α 1 −Gly51 and decreased α 1 −Ser49) as well as in the GH loop region (decreased motion of α 1 −Phe117) and in the FG loop region (increased α 1 −Lys90). In the β 1 region, the CE loop region motion is increased (β 1 −Ser49) with damping of the EF and GH loop regions (β 1 -Asp79 , β 1 -Lys120). In the α 2 subunit, motion in the CE loop region is also damped (α 1 −Gly51) as well as the α 2 −Asp64 region (helix E) and the GH loop region (α 2 −Ala115). In the β 2 subunit, the EF loop motion is damped (β 2 −Leu78) as well as the β 2 −Met55 region with perturbation of helix C motions. Figure 13 (lhs) compares the C α -motion described by PC1 (top) and C2 (bottom) for both R-Hb and Rdpg in the E and F helices and CE and FG loop regions. The changes between helices C and E are especially noteworthy since this region includes α 1 -Phe 43 and 46, two residues of functional significance located in the heme pocket distal to the heme, where oxygen binds (red asteriks in Figure 11 ). The same applies to perturbed motion in the region betwen helices F and G, since α 1 -Leu91, α 1 -Leu86 α 1 -His87 are all proximal heme pocket residues.
In the case of the T-state model, Figure 9 (lhs) shows that both the direction of motion and the amplitude of the visited conformational space differ from that of the Rstate protein (rhs). This corresponds for PC1 to maximum displacements in the α 1 −His50, α 1 −His72, α 1 −Phe117, β 1 −Ser49, β 1 −Asn80, α 2 −Val17, α 2 −Pro37, α 2 −Asp85, β 2 −Asp52 and β 2 −Glu121 regions (Fig. 10, lower panel, black trace) corresponding to motions in the CE, EF, GH loop regions and in helices A, C, F residues. As was the case for R-Hb, the presence of DPG also perturbs the dynamics of the T-state, changing both the direction and amplitude of motion (Fig. 9, right lower panel and Fig. 10, lower panel,  blue trace) . In the α 1 β 1 subunits, this corresponds to motion in the CE loop region (α 1 −Ala53) that is damped relative to the model without effector and enhanced in the loop region between helices F and G (α 1 −Lys90). The α 2 −Val17 region displacement is also damped. In the α 2 β 2 subunits, the CE loop region displacements are enhanced (α 2 -His45) with damping of helix A residue motion. In the β 2 subunit, there is increased mobility of the N-terminal residues (β 2 −Val1) and shifted displacements in the CE loop motion (β 2 Gly46) with enhanced displacements in the FG loop regions (β 2 −His97) (Fig. 11, blue arrows) . As was the case for R-Hb, the effect of DPG is to perturb motions in regions close to functionally important residues. Figure 12 (rhs) illustrates the motion described by PC1 and PC2 for both T-Hb and Tdpg for the E and F helices and in the CE and FG loop regions.
Overall, for all subunits in both models, structural rearrangements occur chiefly in the loop regions, in agreement with earlier (82) and more recent (57) Mb simulations showing that loop region fluctuations activate functionally significant conformational transitions. Additionally, the simulations reveal that the amplitude of concerted helical fluctuations is also affected by the effector (Fig.12) .
DISCUSSION
We organize our discussion in three sections. First, we evaluate the validity of our principal components analysis, second, we discuss the relevance of our results within the framework of the current models proposed to account for HbA function, and third, we explore the possible functional significance of the motions perturbed by the presence of DPG.
Validity of the simulations
Our simulations had the advantage of not seeking to describe the motions involved in the HbA quaternary transition, but rather to investigate the effect of the presence of a small effector molecule on the tertiary conformational dynamics of the HbA R-and T-states. Hence, the 6ns-timescale is considered adequate, since no attempt is made to model large quaternary conformational changes that would require longer exploration times. The simulations were long enough to cover an adequate amplitude in the essential subspace so as to analyze the fluctuation changes resulting from the presence of the effector. This is illustrated in Figure 4A , showing that the convergence of the essential subspace is rapid and does not increase significantly between 300ps and 1 ns. The RMSIP values reported in Table 1 are also in agreement with the 0.5-0.7 values considered representative of adequate convergence of the essential subspaces (48, 83, 84) , and validate the timescale used in our simulations.
PCA also proved effective to extract relevant insights describing motions. The information obtained from MD simulations performed on large protein systems is often lost because of the enormous amount of atomic detail generated and PCA yielded useful data reduction, the first few principal components identifying several regions affected by DPG binding, involving displacements in loop regions controling heme pocket residues. In spite of the complexity introduced by HbA's large size, details of the changes in the tertiary structural elements resulting from the presence of DPG clearly emerge. (Figs 5, 6 ). They also show that the presence of an effector perturbs the conformational substate distribution and also the concerted motions of the HbA tetramer in both states (Fig. 2) , as well as subunit dynamics in functionnally important regions (Figs 10-12 ). As such, they support the recently proposed Global Allostery Model postulating that the regulation of oxygen affinity i) is independent of the quaternary transition and ii) occurs as a result of tertiary structural changes induced by the presence of heterotropic allosteric effectors (8) .
Relevance of results in the context of HbA allosteric models
The evolution of allosteric models describing HbA function were recently reviewed, with focus on cooperative oxygen binding, i.e. on homotropic effects (85) . Of interest is that, after several decades of effort, the models now considered consistent with all the major experimental results reported on homotropic effects are those relating the oxygen affinity of a subunit solely to its tertiary conformation. The Global Allostery Model however, is especially attractive because it postulates not only tertiary equilibria in HbA states, but also their modulation by allosteric effectors, as shown by the wide range of experiments performed with DPG, IHP, BZF and L35 (3, 7, 8) . Our simulations are consistent with these experiments. Specifically, they support the experimental conclusion that the T and R quaternary states of deoxy-and oxyHb can remain unaltered in the presence of effectors by showing that the perturbations of the fluctuations induced by the presence of DPG occur in the absence of the quaternary transition. The experiments also reported changes of tertiary structure in the distal heme pocket of R-HbA (8) with agreement again found in the simulations pointing to perturbation of heme pocket residue fluctuations.
Functional significance of the HbA motions perturbed byDPG
Overall, our simulations imply that the modulation of O 2 affinity by HbA should be correlated more to dynamics than to structural considerations. The simulations are clearly indicative of fluctuation amplitudes being affected by the presence of the effector ( Fig.  12) . The idea that the efficiency of protein function must be strongly dependent on the amplitudes of the intrinsic structural fluctuations of a macromolecule is not new (86, 87) , but our work represents the first simulations showing that HbA fluctuations are perturbed by the presence of an effector in regions that are significant for oxygen binding (Fig. 11) . Of the structural interpretations proposed to account for the effect of heterotropic effectors on HbA function, it is noteworthy that none to date considered their role in perturbing HbA intrinsic dynamics (1-3, 5, 7, 8, 88-90) .
Our simulations can not describe the impact of dynamics on ligand binding mechanisms as this would require the use of mixed QM methods to model the ligand binding event(s) in presence/absence of effector (91) . However, they allow us to speculate on how DPG could modulate O 2 affinity. We propose that effectors act by finetuning the distribution of tertiary conformations within HbA quaternary states and the intersubunit correlated motions leading to a redistribution of energy. Hopfield first suggested that the HbA protein matrix could modulate the free energy of oxygen binding (92) . He proposed a model in which the modulation was small scale and stored as small amounts of strain energy not in the heme groups as proposed by Perutz (7) nor in the proximal histidine as proposed by Gelin (93) , but rather, distributed in the protein bonds. Our analysis indicates that the predominant components of HbA tertiary motion occur in an essential subspace spanning degrees of freedom over the entire HbA molecule, easily perturbed by the effector, and could correspond to the small scale modulation described by Hopfield (92) .
Our simulations also support the view that the concept of HbA existing in equilibrium between two discrete quaternary conformational states should then more fittingly be replaced by a description of HbA as a complex conformational and dynamical ensemble, with stabilization energies not uniformly distributed throughout the protein matrix but rather in regions of high and low dynamic stability within the ensemble of conformations defining the given native state. In this view, cooperativity may indeed be a more "dynamically" localized than global phenomenon. The action of DPG is not direct: in both states, it binds non-covalently in the central cavity at sites distant from the hemes, hence it regulatory effect occurs entirely in the dynamic domain. If this interpretation is correct, DPG would lower oxygen affinity by modifying the amplitude of HbA fluctuations required for optimal oxygen binding. As such, our simulations illustrate that the information content of a macromolecule consists not only of its average conformation, but also of the frequencies and amplitudes of fluctuations about its conformation ( Figure 12 ) with communication across the protein communicated simply by modifying fluctuations even in the absence of macromolecular conformational change, as proposed by Cooper's statistical thermodynamics model for allostery (94) .
CONCLUSIONS and FUTURE DIRECTIONS
Our simulations allowed us to show that both HbA states explore a range of different tertiary conformations whose fluctuations are perturbed by the presence of DPG. This supports HbA allosteric models based on the premise that tertiary conformational changes play the primary role instead of the quaternary transition (7, 8) . We also attempted to rationalize how the binding of DPG at a site distant from the hemes could affect oxygen affinity to such an extent and proposed that this could be achieved by perturbation of the dynamic equilibrium between the tertiary conformations of HbA states and associated network of correlated motions. DPG would then regulate affinity by modifying the global dynamic flexibility of the R-and T-states in the regions that anchor the hemes.
The next question that needs to be addressed is how the perturbed fluctuations effectively modify heme properties. This issue is currently under investigation with Normal Coordinate Structural Decomposition calculations (95) . In an earlier study performed on HbA energy-minimized crystal structures, we reported differences in the heme planarity of effector-bound structures (96) . Repeating the analysis on the hemes extracted from the present simulations will no doubt provide more insight into the heme properties affected by DPG.
Undoubtedly, the next challenge that requires addressing is the experimental monitoring of HbA dynamics. The experimental characterization of protein fluctuations is however, often complicated by the derivatizations required to obtain the experimental signal, as shown for example by the recent magnetic relaxation dispersion profiles recently obtained for bovine cyanoHb (97) . In this context, time-resolved Laue experiments come to mind, such as those reported for Mb which described the complex landscape of Mb structural dynamics following ligand dissociation (25, 26) . Performed in the presence and absence of effector, such experiments would provide much needed data on the timescale of the conformational transitions of the Hb protein matrix that are directly involved in ligand binding. 
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FIGURE CAPTIONS
Figure 1:
Evolution of the backbone rmsd over time from the starting structures for all four HbA models. The reference structures were the starting energyminimized structures.
Figure 2:
Cross-correlation matrix of the fluctuations of each of the x, y and coordinates of the C α atoms from their average during the two last ns of the simulations. Correlated and anti-correlated motions are color-coded. Red, orange and yellow indicate that the motions of the C a -atoms is concerted (positive correlation) and blue and dark blue that they move opposite to each other (negative anti-correlation). Grey regions are indicative of non-correlated, random motions. The analysis was performed on the 574 C α -atoms of all HbA models, namely: T-deoxyHb (a), R-oxyHb (b), T-deoxyHb + DPG (c), R-deoxyHb + DPG (d).
Figure 3:
Comparison of the eigenvalues plotted against the corresponding eigenvector indices obtained from the Cα covariance matrix constructed from the two last ns of the 6ns simulations for all Hb models. Upper panel: R-state HbA; lower panel: T-state HbA (triangles: without DPG; circles: with effector).
Figure 4:
(A) Average summed square inner products for the first 10 eigenvectors of one 1ns-simulation with all the eigenvectors of a second 1ns-simulation, averaged over all pairs for all models: R-Hb, T-Hb, Rdpg and Tdpg (colored traces). The dotted line is the result obtained for the comparison of a 500-ps subset of the R-Hb 1ns-simulation compared to an entire 1-ns. The grey trace represents identity (straight line on top of the graph), i.e the inner product of the first 10 eigenvectors of one 1ns-simualtion with themselves. (B) Squared inner product matrix for the α 1 -subunit of R-Hb showing the eigenvectors calculated from the first half of the trajectory onto those calculated for the second half.
Figure 5:
Projection of the C α -atom trajectory along the first five eigenvectors of the covariance matrices of the R-oxyHb models without (a) and with (b) DPG. On the right hand-side, histograms of the fluctuations show the corresponding probability distributions. For comparative purposes, "Gaussian" PC50 is also included.
Figure 6:
Projection of the C α -atom trajectory along the first five eigenvectors of the covariance matrices of the T-deoxyHb models with (a) and without (b) DPG.
Figure 7:
Residue displacements in the subspaces spanned by the first three eigenvectors for R-state HbA (lhs) and for the DPG-bound model (rhs).
Figure 8:
Residue displacements in the subspaces spanned by the first three eigenvectors for T-state HbA (lhs) and for the DPG-bound model (rhs).
Figure 9:
Projection of C α atom trajectories on both first two eigenvectors for all four models.
Figure 10:
Residue displacements of the first eigenvectors for all four models. From top to bottom: R-oxyHb, R-oxyHb + dpg, T-deoxyHb, and T-deoxyHb + dpg.
Figure 11:
Sequence alignment of HbA chains relative to the α-chain. The first alignment line is that of the α-chain and the second that of the β-chain. Helices are drawn and named (A-G) above the residue numbering. Helix D (50-56) that occurs only in the β-chain is shown below alignment lines. Strictly conserved residues are in red blocks and highly homologous residues are in red type inserted in blue boxes. Red asterisks indicate conserved residues located in the heme pocket. In the α-chains, the proximal and distal His are at positions 87 and 58 and at positions 92 and 63 in the β-chain. Arrows indicate the regions of R-Hb (red) and T-Hb (blue) where motions are affected by the presence of DPG. Residues that belong to the switch region are labeled as Sw (α 1 −Thr38, α 1 −Thr41, α 1 −Tyr42, α 1 −Asp94, α 1 −Asn97, β 2 −Arg40, β 2 −His97, β 2 −Asp99, β 2 −Asn102) and joint region residues (α 1 −Leu91, α 1 −Arg42, α 1 −Asp94, β 2 −Trp37, β 2 −Gln39, β 2 −Arg40, β 2 −Asn102) as Jn. The alignment was performed using the program ClustalW, v. 1.83 (98) , and the figure was generated with ESPript, v. 2.1 (99) with the various labels added manually. Ribbon renderings of an α-chain (all helices labeled) and a β-chain (only helix D labeled). The loop regions are color-coded as follows: blue for the CE loop region, orange for the EF loop and red for the FG loop. The structures were generated using the 1hho.pdb coordinates and the program VMD.
Figure 12:
Top row: Motion described by the first eigenvector (PC1) for R-Hb, Rdpg, T-Hb and Tdpg (left to right). Bottom row: Motion described by the second eigenvector (PC2) for the same models. For clarity's sake, only helices E and F from the α 1 -subunit are shown with the CE and FG loop regions. The hemes (CPK) and the distal and proximal histidines (sticks) are shown for the first trajectory frame only. The last two nanoseconds of the trajectories were projected on the eigenvectors. Only 10 frames out of 2000 are shown. The direction of motion goes from blue to green to yellow to red. That the red is observed near the blue indicates that the motion completes a fluctuation cycle within the 2 ns-timescale.
