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Local trace formulae and scaling asymptotics
in Toeplitz quantization, II
Roberto Paoletti∗
Abstract
In the spectral theory of positive elliptic operators, an important
role is played by certain smoothing kernels related to the Fourier trans-
form of the trace of a wave operator, which may be heuristically inter-
preted as smoothed spectral projectors asymptotically drifting to the
right of the spectrum. In the setting of Toeplitz quantization, we con-
sider analogues of these, where the wave operator is replaced by the
Hardy space compression of a linearized Hamiltonian flow, possibly
composed with a family of zeroth order Toeplitz operators. We study
the local asymptotics of these smoothing kernels, and specifically how
they concentrate on the fixed loci of the linearized dynamics.
1 Introduction
The object of this paper are the local asymptotics of certain smoothing ker-
nels in Berezin-Toeplitz geometric quantization [Bz], [BG], [Z1]; these may
be seen as local contributions to the singularities of the distributional traces
of certain ‘wave type’ operators, and these singularities are related to the
dynamics of a linearized flow.
In the spectral theory of a positive elliptic first-order self-adjoint pseudo-
differential operator P on a compact manifold, one is led to consider smooth-
ing operators of the form
Sχ e−iλ(·) =:
∫ +∞
−∞
χ(τ) e−iλτU(τ) dτ, (1)
where in this case U(τ) =: eiτP , and χ is a compactly supported smooth
function on R [H1], [DG], [GS]. It is suggestive to think of (1) as a ‘moving
∗
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smoothed spectral projector’, drifting to the right of the spectrum as λ →
+∞.
If λ1 ≤ λ2 ≤ · · · are the eigenvalues of P , the distributional trace
tr
(
U(τ)
)
=:
∑
j e
iλjτ is a well-defined tempered distribution on R; as a
smooth function of λ, the trace of (1) is the Fourier transform of the com-
pactly supported distribution χ · tr(U). Therefore, its asymptotics as λ→∞
yield information about the singularities of tr(U) on the support of χ, hence
about the asymptotic distribution of the eigenvalues [Ch], [DG], [Co].
Here we shall study certain analogues of these operators in Toeplitz quan-
tization. In this setting, one typically considers a connected complex d-
dimensional projective manifold M with an Hermitian ample line bundle
(B, h), such that the unique compatible covariant derivative ∇ on B has cur-
vature Θ = −2i ω, where ω is a Ka¨hler form (one can generalize this picture
to almost complex compact symplectic manifolds [BG], [SZ], but for ease of
exposition we shall confine our discussion to the complex projective cate-
gory). The symplectic manifold (M,ω) is viewed as a classical phase space,
and the spaces H0
(
M,B⊗k
)
of global holomorphic sections of tensor powers
of B, with the naturally induced Hilbert structure, as associated quantum
spaces at Planck’s constant ~ = 1/k.
A ‘classical observable’ is a smooth real function f on M , and a ‘quan-
tum observable’ is a family of self-adjoint operators T (k) : H0
(
M,B⊗k
) →
H0
(
M,B⊗k
)
. The Berezin-Toeplitz quantization T
(k)
f : H
0
(
M,B⊗k
) →
H0
(
M,B⊗k
)
of f is the zeroth order Toeplitz operator given by the compres-
sion of the multiplication operator by f in L2
(
M,B⊗k
)
(the Hilbert space
of square summable sections of B⊗k) with the orthogonal projector onto
H0
(
M,B⊗k
)
. One is then led to investigate how the Hamiltonian dynamics
of f captures in various ways the asymptotics of the corresponding quantum
dynamics.
For example, one wishes to quantize the Hamiltonian flow φMτ :M →M
of f . While there is a natural lift φBτ : B → B preserving h, the induced
unitary action V (τ) on L2
(
M,B⊗k
)
doesn’t generally preserve the closed
subspace H0
(
M,B⊗k
)
. A natural procedure to circumvent this obstruction
was proposed in [Z1], as follows.
Consider the Hilbert space direct sums L(M,B) =:
⊕
k≥0 L
2
(
M,B⊗k
)
and H(M,B) =:
⊕
k≥0H
0
(
M,B⊗k
)
, and let P : L(M,B) → H(M,B) be
the orthogonal projection. By the above, the compression P ◦ V (τ) ◦ P is
generally non-unitary as an endomorphism ofH(M,B). Nonetheless, there is
a canonically constructed smooth family of S1-invariant zeroth order Toeplitz
operators R(τ) such that the composition R(τ) ◦ P ◦ V (τ) ◦ P : H(M,B)→
H(M,B) is (essentially) unitary. This motivates considering analogues of (1)
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where U(τ) is replaced by R(τ) ◦ P ◦ V (τ) ◦ P , for a general smooth family
of zeroth order Toeplitz operators R(τ).
In this paper, we shall describe how the diagonal asymptotics of the lat-
ter smoothing kernels concentrate on appropriate fixed loci of the linearized
dynamics of f ; we shall not require R(τ) to be invariant for the S1-action
given by fibrewise scalar multiplication (so these operators belong to a more
general class than those discussed above).
These pointwise asymptotics may be viewed as local contributions to the
Fourier transform of the distributional trace of U , which motivates the heuris-
tic term ‘local trace formula’. Philosophically, a local trace formula yields
information about the asymptotic distribution of the eigenfunctions, and not
just of the corresponding eigenvalues. Although we won’t make this explicit
here, a genuine trace formula may then be obtained by a global integration,
as was done in Corollary 1.1 of [P2] for the special class of Hamiltonians
generating holomorphic flows.
For a more precise discussion, let us now backtrack and lift the analy-
sis to the circle bundle of B; this approach follows the philosophy and the
techniques of [BG], [Z2], [BSZ], [SZ], and has the advantage of replacing line
bundle sections with functions, and making available the microlocal descrip-
tion of the Szego¨ kernel as an FIO in [BS].
Thus as above letM a d-dimensional connected complex projective mani-
fold, and let (B, h) be a positive Hermitian line bundle on it. If B∨ is the dual
line bundle, let X ⊆ B∨ be the unit circle bundle for the induced Hermitian
structure, with projection π : X → M . Then X is a strictly pseudoconvex
domain, and the connection form α is a contact form on it; in particular,
dVM =: (1/d!)ω
∧d is a volume form on M , and dµX =: (1/2π)α ∧ π∗(dVM)
is a volume form on X .
Since the Hardy space H(X) ⊆ L2(X) is naturally unitarily isomorphic
to H(M,B), Berezin-Toeplitz operators on H(M,B) may be identified with
a class of Toeplitz operators on X in the sense of [BG]. These are operators
of the form Π ◦ Q ◦ Π, where Q is a pseudodifferential operator of classical
type on X , and Π : L2(X) → H(X) is the orthogonal projector; Π is called
the Szego¨ projector of X , and its distributional kernel Π ∈ D′(X×X) - with
abuse of notation - the Szego¨ kernel of X .
Any real f ∈ C∞(M) generates a 1-parameter group φMτ (τ ∈ R) of Hamil-
tonian symplectomorphisms of M , which lifts canonically to a 1-parameter
group φXτ of contactomorphisms of X . Infinitesimally, if υf is the Hamilto-
nian vector field of f with respect to 2ω, and if υ♯f is its horizontal lift to X ,
then
υ˜f =: υ
♯
f − f · ∂/∂θ (2)
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is a contact vector field on (X,α) lifting υf ; thus υ˜f and its flow φ
X depend
on f , and not merely on υf and φ
M (changing f by a constant will modify
the linearization).
The operators P ◦V (τ) ◦P : H(M,B)→ H(M,B) correspond under the
isomorphism H(X) ∼= H(M,B) to the compressed pull-backs of the contact
flow, Tτ =: Π ◦
(
φX−τ
)∗ ◦ Π : H(M,B)→ H(M,B). Motivated by the theory
in [Z1], we consider smooth families of operators of the form
Uτ =: Rτ ◦ Tτ , (3)
where Rτ is a smooth family of zeroth order Toeplitz operators in the sense
of [BG].
One may regard the distributional kernel of U as a distribution on R ×
X ×X . The trace of U is then defined functorially as a distribution on R as
trace(U) =: p∗ (∆∗(U)) , (4)
where p : R × X → R is the projection, and ∆ : R × X → R × X × X is
the diagonal map (λ, x) 7→ (λ, x, x) [BG]. Explicitly, for any γ ∈ C∞0 (R) the
averaged operator
Sγ =:
∫ +∞
−∞
γ(τ)Uτ dτ (5)
is smoothing (see below), and
〈trace(U), γ〉 = trace(Sγ) =
∫ +∞
−∞
Sγ(x, x) dµX(x).
Wave front considerations show that this functorial description is consistent,
and that the singular support of trace(U) is contained in the set of periods
of φX :
Definition 1.1. A real number τ ∈ R is a period of φX if there exists x ∈ X
such that φXτ (x) = x; let PerX (f) ⊆ R be the set of periods of φX . Similarly,
τ ∈ R is a period of φM if there exists m ∈ M such that φMτ (m) = m, and
PerM (f) ⊆ R will denote the set of periods of φM .
Thus, PerX (f) ⊆ PerM (f), and the inclusion is generally proper. Fur-
thermore, if τ ∈ PerX (f) then the fixed locus Fix
(
φXτ
) ⊆ X of φXτ is the
inverse image in X of the union Fix
(
φMτ
)′
of a collection of connected com-
ponents of the fixed locus Fix
(
φMτ
) ⊆M of φMτ .
If U = U(τ) is as just described, we shall view the diagonal asymptotics
of the smoothing kernel (1) as local contributions to the Fourier transform
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of χ · trace(U). When χ is compactly supported near an isolated period τ0 of
φX , these asymptotics will specifically detect the singularity of trace(U) at
τ0. Geometrically, a closed orbit in M will contribute non negligibly to the
asymptotics of (1) only if it lifts to a loop in X . Explicitly,
〈χ · trace(U), e−iλ(·)〉 = trace(Sχ·e−iλ(·)) =
∫ +∞
−∞
Sχ·e−iλ(·)(x, x) dµX(x), (6)
where as λ→ +∞ the integrand concentrates on the fixed locus of φXτ0 , and
is rapidly decreasing everywhere for λ→ −∞.
It is really only for a certain class of periods that we shall exhibit explicit
local asymptotics:
Definition 1.2. τ ∈ PerM (f) is very clean if Fix
(
φMτ
)
is a symplectic sub-
manifold of M , and
TmFix
(
φMτ
)
= ker
(
dmφ
M
τ − idTmM
)
(7)
for any m ∈ Fix (φMτ ).
If τ is a clean period (i.e., (7) holds), then it is very clean if and only if
in addition for every m ∈ Fix (φMτ ) we have
ker
(
dmφ
M
τ − idTmM
) ∩ im (dmφMτ − idTmM) = (0) (8)
(§4 of [DG]). Now both (7) and (8) are local conditions on Fix (φMτ ), and
on the other hand our analysis involves only those connected components of
Fix
(
φMτ
)
dominated by Fix
(
φXτ
)
. We shall thus adopt the following:
Definition 1.3. τ ∈ PerX (f) is very clean if Fix
(
φXτ
)
is a submanifold of
X , and (7) and (8) are satisfied ∀m ∈ Fix (φMτ )′.
Obviously, if τ ∈ is PerX (f) is very clean as a period of φM , then it very
clean as a period of φX .
Actually, in order for the local asymptotics in Theorem 1.1 below to hold
at a given x ∈ X with φXτ (x) = x, it is only necessary that (7) and (8) hold
at m = π(x). However, for brevity we shall require that τ is very clean as a
period of φX ; they then hold uniformly over the fixed locus.
The condition is always satisfied if φM is holomorphic. By a similar
principle any τ ∈ PerM (f) - and thus a fortiori any τ ∈ PerX (f) - will be
very clean if φM is periodic or, more generally, if φM is an immersed subgroup
of a compact Lie group acting symplectically on M . Indeed, averaging over
G one can then produce in a standard manner an auxiliary invariant and
5
compatible almost complex structure, and thus prove that every fixed locus
is clean and symplectic [MS].
The scaling asymptotics in Theorem 1.1 will be expressed in terms of
Heisenberg local coordinates on X centered at a given x ∈ Fix (φXτ ); Heisen-
berg local coordinates are defined and discussed in [SZ]. A choice of Heisen-
berg local coordinates centered at x entails a choice of preferred local coordi-
nates for M centered at m = π(x) [SZ], and therefore a unitary isomorphism
TmM ∼= Cd. If ζ is Heisenberg local chart centered at x ∈ X we shall set
x + (θ,v) =: ζ(θ,v) and x + v =: ζ(0,v) where these expressions are de-
fined; if m = π(x) we shall also set m + v =: π
(
x + (θ,v)
)
. Under the
induced unitary isomorphism TmM ∼= Cd, these expressions have a natural
interpretation also for v ∈ TmM of suitably small norm.
Given this, since dmφ
M
−τ : TmM → TmM is a real symplectic auto-
morphism, it corresponds to a symplectic 2d × 2d symplectic matrix A.
Thus if τ is very clean as a period of φX , then the symplectic subspace
TA =: ker(A − I) ⊆ R2d corresponds to TmFix
(
φMτ
)
, and NA =: im(A − I)
to the fibre at m of the symplectic normal bundle of Fix
(
φMτ
)
. In intrinsic
notation, under the same assumption will shall set
Tm =: TmFix
(
φMτ
)
, Nm =: T
⊥ω
m ,
that is, Nm is the symplectic normal space to Tm, and TmM = Tm ⊕Nm if τ
is very clean.
A further ingredient is required in the statement of Theorem 1.1. In
the near diagonal scaling asymptotics for the equivariant components of the
Szego¨ kernel, the off-diagonal exponential decay is controlled (in Heisenberg
local coordinates) by the function ψ2 : R
2d × R2d → C defined by
ψ2(v,w) =: −i ω0(v,w)− 1
2
‖v −w‖2 (v,w ∈ R2d), (9)
where ω0 denotes the standard symplectic structure and ‖·‖ is the Euclidean
norm (thus, ω0 is represented by −J0, where J0 is the matrix corresponding
to the standard complex structure).
Actually, ψ2 also controls the diagonal asymptotics for Sχ e−λ· for normal
scaled displacements away from a fixed locus when f is compatible [P2], but
in the present case of a general Hamiltonian it needs to be modified. For a
general symplectic matrix A, let us set
QA =: I + A
tA, (10)
FA =: J0
(
A−1 − I) , (11)
GA =: A
t (A− I). (12)
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Definition 1.4. If A is symplectic and A = OP , where O and P are
orthogonal and symmetric, respectively, let us define ΨA2 : R
2d → C by
ΨA2 (v) =: v
tPA v, where
PA =: −
(
At − I) OQ−1A Ot(A− I)− i (GtAQ−1A FA − AtJ0) . (13)
Suppose for example that A is unitary, that is, orthogonal and symplectic;
this will be the case if f is compatible, and A corresponds to dmφ
M
−τ : TmM →
TmM in Heisenberg local coordinates at a fixed point of φ
M
τ ; then P = I,
AtA = I, and
PA = −1
2
(
At − I) [I − iJ0] (A− I) + i AtJ0.
Thus for any v ∈ R2d if A is unitary we have
ΨA2 (v) = −
1
2
‖Av − v‖2 − iω0(Av,v) = ψ2(Av,v).
Returning to the general case, suppose now that ker(A−I)∩ im(A−I) =
(0), as will be the case under the previous identifications if τ is a very clean
period. Then A − I restricts to an automorphism of NA = im(A − I), and
so ℜ (ΨA2 ) is negative definite on NA.
Let distX denote the Riemannian distance function on X ×X , extended
to a distance between subsets in the usual manner.
Theorem 1.1. Suppose f ∈ C∞(M), f > 0. Let φX be the 1-parameter
group of contactomorphisms of (X,α) generated by f , and let τ0 ∈ R be a
very clean isolated period of φX . Also, let R = Rτ be a smooth family of zeroth
order Toeplitz operators on X, and set Uτ =: Rτ ◦
(
φX−τ
)∗ ◦Π. Finally, given
γ ∈ C∞0 (R) define Sγ by (5) above. Then Sγ ∈ C∞(X × X). Furthermore,
there exists ǫ > 0 such that for all χ ∈ C∞0
(
(τ0−ǫ, τ0+ǫ)
)
the following holds.
1. Sχ e−iλ(·)(x, x) = O (λ
−∞) uniformly on X as λ→ −∞.
2. Sχ e−iλ(·)(x, x) = O (λ
−∞) uniformly for distX
(
x,Fix
(
φXτ0
)) ≥ C λ−7/18
as λ→ +∞.
3. Uniformly in x0 ∈ Fix
(
φXτ0
)
and n ∈ Nπ(x0) ⊆ Tπ(x0)M with ‖n‖ ≤
C λ1/9, the following asymptotic expansion holds for λ→ +∞:
Sχe−iλ(·)
(
x0 +
n√
λ
, x0 +
n√
λ
)
(14)
∼ ρτ0(x0)
2π e−iλτ0
f(m0)d+1
· 2
d√
det(QA)
· ef(m0)−1ΨA2 (n) χ(τ0)
·
(
λ
π
)d [
1 +
∑
j≥1
λ−j/2Gj(x0,n)
]
,
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where ρτ is the symbol of Rτ , and the Gj’s are polynomials in n, de-
pending smoothly on x0.
4. Let us write
Sχ e−iλ(·)
(
x0 +
n√
λ
, x0 +
n√
λ
)
= Eλ(x0,n) +Oλ(x0,n),
where Eλ and Oλ are even and odd functions of n, respectively. Then
the asymptotic expansion for Eλ(x0,n) (respectively, for Oλ(x0,n)) as
λ → +∞ is obtained by collecting all integer powers (respectively, all
fractional powers) of λ in (14).
Notice that if R is S1-invariant (in particular, if it is the identity) then so
is the diagonal restriction of Sχe−λ· , which is then a function on M . Also, in
view of the above considerations (14) expresses an exponential decay of the
scaling asymptotics along directions symplectically orthogonal to the fixed
locus.
This result continues and extends those in [P1] and [P2]. Specifically, in
[P1] the focus was on the singularity at τ = 0, and its use towards a local
Weyl law for Toeplitz operators; in [P2], local asymptotics were given for
general periods, under restrictive assumptions on the underlying symplectic
dynamics (namely, that is preserves the holomorphic structure).
Finally, we remark that the previous discussion and results could be
phrased in the more general context of compact quantizable almost complex
symplectic manifolds, adopting the approach of [SZ].
2 Preliminaries and Notation
Let the cotangent bundle T ∗X be endowed with the canonical symplectic
structure ωcan = dp ∧ dq, where q are local coordinates on X and p linear
coordinates on the fibers. Then the cotangent lift φT
∗X : T ∗X → T ∗X of the
contact flow φXτ : X → X is the Hamiltonian flow generated by the smooth
function H
(
(x, β)
)
=: −β (υ˜f(x)).
Because ω is symplectic,
Σ =:
{
(x, rαx) : x ∈ X, r > 0
}
is a closed symplectic cone in T ∗X \ (0) with respect to the standard sym-
plectic structure. Since φX is a group of contactomorphisms, φT
∗X on T ∗X
leaves Σ invariant, and therefore it induces a flow of Hamiltonian symplecto-
morphisms φΣτ : Σ → Σ. The corresponding Hamiltonian on Σ is f˜ =: r · f .
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Explicitly,
φΣτ
(
(x, rαx)
)
=
(
φXτ (x), r αφXτ (x)
)
.
If T = Π ◦ Q ◦ Π is a Toeplitz operator, its symbol σT : Σ → C is the
restriction to Σ of the symbol of Q; it is well-defined by the theory of [BG].
If T has order r, σT is homogenous of degree r; in particular, since R(τ) is
zeroth order, its symbol ρτ = σR(τ) is a C∞ function on X .
Let us now discuss some useful matrix identities. Let A be a symplec-
tic 2d × 2d matrix, and define QA, FA, GA by (10), (11), (12). Define the
symmetric matrix:
RA =: −1
2
[(
At − I) (A− I) + F tAQ−1A FA −GtAQ−1A GA]
−i [GtAQ−1A FA −AtJ0] . (15)
Let PA be as in (13). Then
Lemma 2.1. RA = PA.
Proof. It suffices to consider the real parts. Since AtJ0A = J0, we have
FA = J0
(
A−1 − I) = J0A−1 (I − A) = −At J0 (A− I).
Thus (
At − I) (A− I) + F tAQ−1A FA −GtAQ−1A GA (16)
=
(
At − I) [I − J0AQ−1A AtJ0 − AQ−1A At] (A− I).
Let us write A = OP , where O and P are orthogonal and symmetric (and
symplectic), respectively. Being unitary, O (and Ot = O−1) commutes with
J0; on the other hand J0P
k = P−kJ0 for any integer k, so that (I+P 2)−1J0 =
(I + P−2)−1 J0. Using this, we get
− J0AQ−1A AtJ0 = −J0OP
(
I + P 2
)−1
POtJ0
= O
(
I + P 2
)−1
Ot. (17)
Furthermore,
− AQ−1A At = −OP
(
I + P 2
)−1
POt
= −OP 2 (I + P 2)−1Ot. (18)
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Let us insert (17) and (18) in (16). We get(
At − I) (A− I) + F tAQ−1A FA −GtAQ−1A GA (19)
=
(
At − I) [I +O (I + P 2)−1Ot −OP 2 (I + P 2)−1Ot] (A− I)
=
(
At − I) O [I + (I + P 2)−1 − P 2 (I + P 2)−1]Ot (A− I)
= 2
(
At − I) O (I + P 2)−1Ot (A− I).
In the following, we shall write F , G and Q for FA, GA and QA.
3 Proof of Theorem 1.1
We may assume χ(τ0) = 1.
By the theory of [BG], there exists a family Qτ of zeroth order pseudo-
differential operators on X such that [Π, Qτ ] = 0, and Rτ = Π ◦ Qτ ◦ Π.
Thus
Uτ = Π ◦Qτ ◦
(
φX−τ
)∗ ◦ Π. (20)
Now Qτ ◦
(
φX−τ
)∗
is an FIO associated to the conormal bundle of the graph
of φX−τ ; hence its kernel can be written microlocally in the form
Qτ ◦
(
φX−τ
)∗
(x, y) =
∫
R2d+1
ei[ϕ(τ,x,η)−y·η]b(τ, x, y, η) dη, (21)
where b(τ, ·, ·, ·) ∈ S0cl for every τ , and ϕ(τ, ·, ·) is a generating function for
φT
∗X
−τ . Thus in local coordinates ϕ satisfies the Hamilton-Jacobi equation
∂ϕ/∂τ = −(∂ϕ/∂x) · υ˜f . If we view (21) as a distribution on R×X ×X , its
wave front is therefore
WF
(
Qτ ◦
(
φX−τ
)∗)
=
{(
(τ, t),
(
x, ξ
)
, φT
∗X
−τ
(
x,−ξ)) : (22)
(x, ξ) ∈ T ∗X \ (0), τ ∈ R, t = −ξ (υ˜f(x))
}
.
By [BS], Π has wave front
WF(Π) =
{
(x, rαx, x,−rαx) : x ∈ X,R > 0
}
.
Therefore, in view of (20) and (22) the wave front of U ∈ D′(R×X ×X) is
WF
(
U
)
=
{((
τ, r f(x)
)
,
(
x, rαx
)
,
(
φX−τ (x),−r αφX−τ (x)
))
: (23)
x ∈ X, r > 0, τ ∈ R
}
,
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where of course f(x) = f(m) if m = π(x). Since f > 0 by assumption,(
τ, r f(x)
)
is never zero as a cotangent vector to R at τ .
Let q : R×X×X → X×X be the projection. For any β ∈ C∞0 (R), β ·U
is a compactly supported distribution on R×X ×X , and
Sβ = q∗(β · U) ∈ D′(X ×X).
Given (23), WF(Sβ) = ∅ by the functorial properties of wave fronts ([H1],
[H2], Proposition 1.3.4 of [D]); hence Sβ ∈ C∞(X ×X).
Fix a small δ > 0; then we can find ǫ > 0 so small that the following holds.
First PerX(f) ∩ (τ0 − ǫ, τ0 + ǫ) = {τ0}; furthermore, if distX
(
x,Fix
(
φXτ0
)) ≥
δ/2, then distX
(
x,Fix
(
φXτ
)) ≥ δ/4 for any τ ∈ (τ0 − ǫ, τ0 + ǫ).
Now choose χ ∈ C∞0
(
(τ0 − ǫ, τ0 + ǫ)
)
. As the singular support of U(τ) is
graph
(
φX−τ
) ⊆ X×X , we conclude that χ(τ) ·U(τ)(x, x) is C∞ in τ ∈ R and
x ∈ X such that distX
(
x,Fix
(
φXτ0
)) ≥ δ/2; hence its Fourier transform in τ
is rapidly decreasing. In other words, in the same range
Sχ e−iλ·(x, x) = O
(
λ−∞
)
for λ→∞.
Let us now consider the situation in a tubular neighborhood of Fix
(
φXτ0
)
.
We may then assume x = x0 + n, where x0 ∈ Fix
(
φXτ0
)
and n ∈ Nπ(x0) has
norm ≤ δ; the expression x0+n is interpreted in a system of Heisenberg local
coordinates centered at x0 and smoothly varying with x0, at least locally. In
particular, since Heisenberg local coordinates are isometric at the origin,
distX(x, x0) < 2δ, say.
We have Uτ = Rτ ◦ Πτ , where Πτ =:
(
φX−τ
)∗ ◦ Π : L2(X) → L2(X). In
terms of Schwartz kernels,
Πτ =
(
φX−τ × idX
)∗
(Π),
and WF(Πτ ) = graph
(
φΣ−τ
)
. In standard distributional short-hand,
Sχ e−iλ(·)(x, x) =
∫ +∞
−∞
χ(τ) e−iλτ
(
Rτ ◦ Πτ
)
(x, x) dτ (24)
=
∫
X
∫ +∞
−∞
χ(τ) e−iλτRτ (x, y)Πτ (y, x) dµX(y) dτ.
Define
X ′ = X ′(x0, δ) =:
{
x ∈ X : distX(x, x0) < 4δ
}
,
X ′′ = X ′′(x0, δ) =:
{
x ∈ X : distX(x, x0) > 3δ
}
,
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and let {̺′, ̺′′} be a partition of unity on X subordinate to the open cover
{X ′, X ′′}. Let Sχ e−iλ(·) (x, x)′ and Sχe−iλ(·)(x, x)′′ be given by (24), with the
integrand multiplied by ̺′(y) and ̺′′(y), respectively. Thus Sχ e−iλ(·)(x, x) =
Sχ e−iλ(·)(x, x)
′ + Sχe−iλ(·)(x, x)
′′.
Lemma 3.1. Sχe−iλ(·)(x, x)
′′ = O (λ−∞) as λ → ∞, uniformly for x0 ∈
Fix
(
φXτ0
)
, ‖n‖ ≤ δ, and x = x0 + n.
Proof. As we have remarked, we may assume distX(x, x0) < 2δ. On the other
hand, distX(y, x0) > 3δ where ̺
′′(y) 6= 0, whence distX
(
y, x
) ≥ δ if y ∈ X ′′.
Because the singular support of Rτ is the diagonal in X ×X ,
gx,τ(y) =: ̺
′′(y)Rτ(x, y)
is C∞, uniformly so in the given range. Define Πτ =: (idX × φX−τ)∗ (Π) (thus
Πτ (y, y′) = Πτ (y′, y)); as Π is regular, so is Πτ . We have:
Sχ e−iλ(·)(x, x)
′′ =
∫ +∞
−∞
e−iλτχ(τ)
[∫
X
Πτ (y, x) gx,τ(y) dµX(y)
]
dτ
=
∫ +∞
−∞
e−iλτχ(τ) Πτ (gx,τ) (x) dτ, (25)
the Fourier transform in τ of a smooth function compactly supported in τ .
The statement follows.
Thus Sχ e−iλ(·)(x, x) ∼ Sχ e−iλ(·)(x, x)′. To estimate the latter asymptoti-
cally, we may now work in Heisenberg local coordinates centered at x0, and
set y = x0+(θ,v), where (θ,v) ∈ (−π, π)×Cd, and
∥∥(θ,v)∥∥ = O(δ). Suppose
dµX(y) = V(θ,v) dθ dv in local coordinates.
By [BS], Π is an FIO of the form
Π (x′, x′′) =
∫ +∞
0
eit ψ(x
′,x′′) s (t, x′, x′′) dt, (26)
where ψ is a complex phase of positive type, and the amplitude admits an
asymptotic expansion s (t, x′, x′′) ∼∑j≥0 td−j sj (x′, x′′). Hence microlocally
Rτ (x
′, x′′) =
∫ +∞
0
eit ψ(x
′,x′′) aτ (t, x
′, x′′) dt, (27)
where aτ (t, x
′, x′′) ∼∑j≥0 td−j aj (x′, x′′), with a0 (x′, x′) = ρτ (x′) s0 (x′, x′).
Also,
Πτ (x
′, x′′) =
∫ +∞
0
eiu ψτ (x
′,x′′) sτ (u, x
′, x′′) du, (28)
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where ψτ (x
′, x′′) =: ψ
(
φX−τ (x
′) , x′′
)
, sτ (u, x
′, x′′) =: s
(
u, φX−τ (x
′) , x′′
)
.
Let us write ∼ for ‘has the same asymptotics as’. Working in the neigh-
borhood of x0, we can thus write
Sχe−iλ(·)(x, x) ∼ Sχ e−iλ(·)(x, x)′ (29)
∼
∫ +∞
0
∫ +∞
0
(∫ +∞
−∞
∫ π
−π
∫
Cd
eiΦA dτ dθ dv
)
dt du,
where
Φ =: t ψ
(
x, x0 + (θ,v)
)
+ uψ
(
φX−τ
(
x0 + (θ,v)
)
, x
)− λ τ, and
A =: aτ
(
t, x, x0 + (θ,v)
)
sτ
(
u, x0 + (θ,v), x
)
χ(τ) ̺′(θ,v)V(θ,v), (30)
where we have written ̺′(θ,v) for ̺′
(
x0 + (θ,v)
)
. In particular, integration
in (τ, θ,v) is compactly supported.
To proceed, we need to dwell on the argument φX−τ
(
x0+(θ,v)
)
appearing
in (30). It is convenient to make the change of variables τ  τ + τ0, where
now |τ | < ǫ.
In Heisenberg local coordinates, dm0φ
M
−τ0(v) = Av. If m0 = π(x0), for
v ∼ 0 in Cd we have
φM−τ0(m0 + v) = m0 +
(
Av +O
(‖v‖2) ). (31)
Lifting to X ,
φX−τ0
(
x0 + (θ,v)
)
= x0 +
(
θ + ϑ(v), Av +O
(‖v‖2) ), (32)
for a certain C∞ real function ϑ defined near the origin in Cd.
Lemma 3.2. ϑ(v) = O (‖v‖3) for v ∼ 0.
Proof. For v ∈ Cd of unit norm, consider the smooth path γ(s) =: m0 + sv
in M , defined for sufficiently small s. Let γ♯ be the unique horizontal lift of
γ to X such that γ♯(0) = x0. By Lemma 2.4 of [?], γ
♯(s) = x0+
(
g(sv), sv
)
,
where g(sv) = O (s3).
Let γ−τ0 =: φ
M
−τ0 ◦ γ. By (31), γ−τ0(s) = m0 + (sAv +O (s2)). Let γ♯−τ0
be the unique horizontal lift of γ−τ0 to X such that γ
♯
−τ0(0) = x0. Thus
γ♯−τ0(s) = x0 +
(
g
(
sAv +O
(
s2
))
, sAv +O
(
s2
) )
. (33)
On the other hand, since φX−τ0 is a contactomorphism covering φ
M
−τ0 and
fixing x0, the composition φ
X
−τ0◦γ♯ is also a horizontal lift of γ−τ0 , and satisfies
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φX−τ0 ◦ γ♯(0) = φX−τ0(x0) = x0; therefore φX−τ0 ◦ γ♯ = γ♯−τ0 . Given this, applying
(32) with θ = g(sv) we obtain
γ♯−τ0(s) = φ
X
−τ0
(
x0 +
(
g(sv), sv
))
(34)
=
(
ϑ(sv) + g(sv), s Av+O
(
s2
) )
.
Comparing (33) and (34), we get ϑ(sv) = O (s3).
Since Heisenberg local coordinates are horizontal at the origin, by (2) we
have
υ˜X(x0) =
(− f(m0), υf(m0)) ∈ R× Cd,
where υf(m0) is identified with its local coordinate expression at m0. For
(τ, θ,v) ∼ (0, 0, 0) ∈ R× Cd, by Corollary 2.2 of [P3] we get
φX−τ−τ0
(
x0 + (θ,v)
)
= φX−τ
(
x0 +
(
θ + ϑ(v), Av +O
(‖v‖2) ))
= x0 +
(
θ + τ f(m0) + τ ωm
(
υf(m), Av
)
+O
(‖(τ,v)‖3) ,
Av − τ υf(m) +O
(‖(τ,v)‖2) ). (35)
Let us consider the asymptotics for λ→ −∞. Given (30), we have
∂τΦ = u ∂τψτ
(
x0 + (θ,v), x
)
+ |λ|,
∂θΦ = t ∂θψ
(
x, x0 + (θ,v)
)
+ u ∂θψτ
(
x0 + (θ,v), x
)
.
(36)
Recalling that x = x0 + n and that d(x,x)ψ = (αx,−αx), in view of (35)
we have
∂τψτ
(
x0 + (θ,v), x
)
= f(m0) ·
[
1 +O(ǫ, δ)
]
∂θψ
(
x, x0 + (θ,v)
)
= −1 +O(ǫ, δ)
∂θψτ
(
x0 + (θ,v), x
)
= 1 +O(ǫ, δ),
(37)
since
∥∥(θ,n,v)∥∥ = O(δ), |τ | < ǫ.
Therefore,
∇θ,τΦ =
(
t
(− 1 +O(τ, δ))+ u (1 +O(τ, δ)), u f(m0) · [1 +O(τ, δ)]+ |λ|)t
=
(− t+ u, u f(m0) + |λ|)t +R
where ‖R‖ ≤ √t2 + u2 · O(τ, δ). Since f(m0), u, t > 0, we have if δ is
sufficiently small∥∥∥(− t + u, u f(m0) + |λ|)t∥∥∥2 ≥ ∥∥∥(− t+ u, u f(m0))t∥∥∥2 + |λ|2
≥ C (t2 + u2)+ |λ|2,
14
where C is a positive constant depending only on f . A similar estimate thus
holds for ∇θ,τΦ, that is,∥∥∇θ,τΦ∥∥ ≥ C√t2 + u2 + |λ|,
for λ→ −∞, possibly for a different constant C > 0.
The differential operator L =:
∥∥∇θ,τΦ∥∥−2 · (∂θΦ · ∂θ + ∂τΦ · ∂τ) satisfies
L
(
eiΦ
)
= 1; furthermore, its coefficients are rational functions in (t, u, λ)
of homogenous degree −1, and having homogenous denumerator of degree 2
and positive definite in the range −λ, u, t > 0.
Using L to integrate by parts in dθ dτ in (29), we conclude
Lemma 3.3. Uniformly in x, as λ→ −∞ we have Sχ e−iλ(·)(x, x) = O (|λ|−∞).
Next let us focus on the asymptotics for λ → +∞, always assuming
x = x0 + n as above. In this range, we can make the change of variables
t 7→ λ t, u 7→ λ u in (29), so as to obtain
Sχe−iλ(·)(x, x) (38)
∼ λ2 e−iλ τ0
∫ +∞
0
∫ +∞
0
(∫ +∞
−∞
∫ π
−π
∫
Cd
eiλΦ1 A1 dτ dθ dv
)
dt du,
where now
Φ1 =: t ψ
(
x, x0 + (θ,v)
)
+ uψ
(
φX−τ−τ0
(
x0 + (θ,v)
)
, x
)− τ, and
A1 =: aτ+τ0
(
λ t, x, x0 + (θ,v)
)
sτ+τ0
(
λ u, x0 + (θ,v), x
)
·χ(τ + τ0) ̺′(θ,v)V(θ,v)
(39)
(and the integrand is supported where |τ | < ǫ).
Now I claim that only a negligible contribution is lost as λ → +∞, if in
(38) integration in dt du is restricted to a suitable compact domain. Indeed,
for some C ≫ 0 let ρ ∈ C∞0
(
(1/2C, 2C)
)
be ≥ 0 and ≡ 1 on (1/C, C). Then
Sχe−iλ(·)(x, x) ∼ Sχ e−iλ(·)(x, x)1 + Sχe−iλ(·)(x, x)2,
where Sχe−iλ(·)(x, x)j is defined by the right hand side of (38), with A1 re-
placed by A′1 =: A1 ·ρ
(‖(t, u)‖) for j = 1, and by A′′1 =: A1 · [1−ρ(‖(t, u)‖)]
for j = 2.
Lemma 3.4. Sχ e−iλ(·)(x, x)2 = O (λ
−∞) as λ→ +∞.
Proof. By construction,
(
x0+n, x0+(θ,v)
)
is at distance O(δ) from (x0, x0),
and
(
φX−τ−τ0
(
x0 + (θ,v)
)
, x0 + n
)
is at distance O(δ+ ǫ) from (x0, x0). Since
d(y,y)ψ = (αy,−αy) for any y ∈ X , using (35) we conclude
∂θΦ1 = −t + u+ t O
(
δ
)
+ uO
(
δ + ǫ
)
,
∂τΦ1 = u f(m0)− 1 + uO
(
δ + ǫ
)
.
(40)
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On the support of 1 − ρ(‖(t, u)‖), we have either ‖(t, u)‖ ≥ C, or else
‖(t, u)‖ ≤ 1/C.
Where ‖(t, u)‖ ≥ C, given (40) we have ‖∇θ,τΦ‖2 ≥ C ′ (1 + t2 + u2).
Introducing the operator L1 = ‖∇θ,τΦ‖−2
(
∂θΦ1 · ∂θ + ∂τΦ1 · ∂τ
)
, we have
λ−1 · L1
(
eiλΦ1
)
= eiλΦ1 ; arguing as before, we may use L1 to integrate by
parts in dθ dτ and obtain that the contribution to the asymptotics of the
locus where ‖(t, u)‖ ≥ C is O (λ−∞) for λ→ +∞.
On the other hand, where ‖(t, u)‖ ≤ 1/C we have ‖∇θ,τΦ‖2 ≥ 1/2; the
same argument implies that the corresponding contribution is also O (λ−∞).
By (38) and Lemma 3.4, for some D = 2C ≫ 0 we have for λ→ +∞
Sχ e−iλ(·)(x, x) (41)
∼ λ2 e−iλ τ0
∫
Cd
(∫ π
−π
∫ D
1/D
∫ D
1/D
∫ +ǫ
−ǫ
eiλΦ1 A′1 dθ dt du dτ
)
dv.
To proceed, we need some asymptotic control on distX
(
x, φX−τ−τ0(x)
)
for
x→ Fix (φX−τ0) and |τ | < ǫ. Let Z0 be the connected component of Fix (φX−τ0)
through x0, and set F0 =: π(Z0). By assumption, F0 is a compact symplectic
submanifold of M , and Z0 = π
−1(F0). Let furthermore M ′ be a tubular
neighborhood of F0 and set X
′ =: π−1(M ′).
Let us define, for C, λ > 0,
Vλ =:
{
x ∈ X ′ : distX(x, Z0) ≥ C λ−7/18
}
. (42)
For λ → +∞, Uλ =: X \ Vλ is a shrinking tubular neighborhood of Z0,
invariant under the circle action; in particular it is disjoint from the other
connected components of Fix
(
φX−τ0
)
.
Since π is a Riemannian submersion, distX(x, Z0) = distM(m,F0) if m =
π(x). Therefore, if x ∈ Vλ and m = π(y) then
distX
(
x, φX−τ0(x)
) ≥ distM (m,φM−τ0(m)) ≥ aC λ−7/18
for some a > 0. More generally,
Lemma 3.5. Suppose that τ0 is a very clean period of φ
X . Then, perhaps
after suitably decreasing ǫ, we may find a constant C ′ > 0 such that if λ≫ 0,
x ∈ Vλ and τ ∈ (τ0 − ǫ, τ0 + ǫ) then
distX
(
x, φX−τ (x)
) ≥ distM (m,φM−τ (m)) ≥ C ′ λ−7/18,
where m = π(x).
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This is essentially Lemma 3.2 of [P2], with some adjustments to the
present more general setting.
Proof. It suffices to prove the second inequality. Suppose 2r = dimF0.
Locally in F0, we may find unitary trivializations of the restricted tangent
bundle TM |F0 , inducing for any m′ ∈ F0 unitary identifications
Tm′M ∼= R2r ⊕ R2(d−r),
under which R2r ⊕ (0) corresponds to Tm′F0, and (0) ⊕ R2(d−r) to the Rie-
mannian orthocomplement Nm′ = (Tm′F0)⊥ ⊆ Tm′M (the latter is generally
different from the symplectic normal space Nm′).
Using the exponential maps for F0 andM as in [?], we may then construct
a smoothly varying family ξm′ of preferred local coordinates centered at m
′ ∈
M0, with the following properties.
For m′ ∈ F0 and v ∈ R2d sufficiently small, let us set
m′ + v =: ξm′(v),
and let us write the general v ∈ R2d as v = t ⊕ p, where t ∈ R2r and
p ∈ R2(d−r). Then m′ + t ⊕ 0 ∈ F0 for every t ∈ R2r; furthermore, for any
p ∈ R2(d−r) the path m′ + 0⊕ (sp), defined for s ∈ (−ǫ, ǫ), is perpendicular
to F0 at m
′ for s = 0.
If m′ ∈ F0, then φM−(τ+τ0)(m′) = φM−τ (m′) ∈ F0 for any τ ∈ R; therefore,
by construction for τ ∼ 0 we have φM−(τ+τ0)(m′) = m′ + υ(τ) ⊕ 0, where
υ(τ) = τ υf(m
′) +O (τ 2) (here υf(m′) ∈ R2r in the local coordinates ξm′).
On the other hand, for p ∈ R2(d−r) we have
φM−τ0
(
m′ + 0⊕ p) = m′ + dm′φM−τ0(0⊕ p) +O (‖p‖2) ,
where again dm′φ
M
−τ0 : R
2d → R2d is computed in local coordinates.
Since F0 is invariant under φ
M
−τ0 , by construction dm′φ
M
−τ0
(
R2r ⊕ (0)) =
R2r ⊕ (0); in fact, the latter is the +1-eigenspace of dm′φM−τ0 . Therefore,
dm′φ
M
−τ0
(
(0)⊕ R2(d−r)) ⊆ R2d is transverse to R2r ⊕ (0). Thus
dm′φ
M
−τ0
(
0⊕ p) = p′ ⊕ p′′,
where p′ ∈ R2r and p′′ ∈ R2(d−r) depend linearly on p ∈ R2(d−r), and p′′ 6= 0
whenever p 6= 0.
We also have p′′ 6= p, for any p ∈ R2(d−r) \ {0}. Indeed, suppose p ∈
R2(d−r) and dm′φM−τ0
(
0⊕ n) = p′ ⊕ p for some p′ ∈ R2r. Let idm′ : Tm′M →
Tm′M be the identity. Then(
dm′φ
M
−τ0 − idm′
) (
0⊕ p) = p′ ⊕ 0 ∈ ker (dm′φM−τ0 − idm′) .
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Since τ0 is a very clean period, im
(
dm′φ
M
−τ0 − idm′
) ∩ ker (dm′φM−τ0 − idm′) =
(0). Thus p′ = 0, which implies 0 ⊕ p ∈ ker (dm′φM−τ0 − idm′) = Tm′F0,
whence p = 0.
Summing up, for p ∼ 0 ∈ R2(d−r) and τ ∼ 0 we have
φM−(τ+τ0)
(
m′ + 0⊕ n) = m′ + (H(τ,p), K(τ,p)), (43)
where
H(τ,p) = τ υf(m) + p
′ +O
(
τ 2 + |τ | ‖p‖+ ‖p‖2) ,
K(τ,n) = p′′ +O
(|τ | ‖p‖+ ‖p‖2) ,
and there exists C1 > 0 such that ‖p′′ − p‖ ≥ C1 ‖p‖, for any m′ ∈ F0 and
p ∈ R2(d−r).
Since preferred local coordinates are isometric at the origin, we have
distM(m
′ + u, m′ +w) ≥ 1
2
‖u−w‖, (44)
for any u,w ∈ R2d of sufficiently small norm. Given this, (43) implies that
for (τ,p) ∼ (0, 0) ∈ R× R2d we have
distM
(
φM−(τ+τ0)
(
m′ + 0⊕ p), m′ + 0⊕ p) ≥ 1
3
C1 ‖p‖, (45)
uniformly in m′ ∈ F0. On the other hand, in the same range we have
1
2
‖p‖ ≤ distM(m′ + 0⊕ n, F0
) ≤ 2 ‖p‖.
Therefore, any m ∈ π(Vλ) may be written in a locally unique manner as
m = m′+0⊕p, with m′ ∈ F0 and p ∈ R2(d−r) such that ‖p‖ ≥ (C/2) λ−7/18.
We then see from (45) that
distM
(
φM−(τ+τ0)
(
m
)
, m
)
≥ 1
6
C1C λ
−7/18
if |τ | < ǫ.
We can now prove statement 2 in the Theorem. We shall denote by
C1, C2, . . . suitable positive constants that may be chosen uniformly in the
pertinent local data.
By the above, any x ∈ Vλ may be written in a locally unique manner
as x = x0 + 0 ⊕ p, where x0 ∈ Z0, p ∈ R2(d−r), ‖p‖ ≥ C1 λ−7/18, and the
expression is interpreted in a smoothly varying Heisenberg local coordinate
system centered at x0.
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By Lemma 3.5, if m0 = π(x0) and m = π(x) = m0 + 0⊕ p then
distX
(
x, φX−τ (x)
) ≥ distM (m,φM−τ(m)) ≥ C2 λ−7/18,
for any τ ∈ (τ0 − ǫ, τ0 + ǫ). Given any v ∈ R2d with ‖v‖ ≤ δ, therefore,
C2 λ
−7/18 ≤ distM (m,m0 + v) + distM
(
m0 + v, φ
M
−τ(m)
)
,
so that
max
{
distM (m,m0 + v) , distM
(
m0 + v, φ
M
−τ(m)
)} ≥ 1
2
C2 λ
−7/18.
Where distM (m,m0 + v) ≥ (C2/2) λ−7/18, for any θ ∈ (−π, π) we also
have distX
(
x, x0 + (θ,v)
) ≥ (C2/2) λ−7/18. Either by the discussion of ψ
in [BS] or by a direct inspection using the computations in §3 of [SZ], this
implies ∣∣∣ψ(x, x0 + (θ,v))∣∣∣ ≥ ℑψ(x, x0 + (θ,v)) ≥ C3 λ−7/9.
Given this and (39), iterated integration by parts in t in (41) introduces at
each step a factor λ−2/9, and therefore the corresponding contribution to the
asymptotics is O (λ−∞).
On the other hand, where distM
(
m0 + v, φ
M
−τ (m)
) ≥ (C2/2) λ−7/18 we
have distX
(
x0 + (θ,v), φ
X
−τ(x)
) ≥ (C2/2) λ−7/18; therefore∣∣∣ψ(x0 + (θ,v), φX−τ(x))∣∣∣ ≥ ℑψ(x0 + (θ,v), φX−τ(x)) ≥ C4 λ−7/9.
Iteratively integrating by parts in u, we then deduce that also in this case
the contribution to the asymptotics is O (λ−∞). This proves statement 2 in
Theorem 1.1.
Let us now consider statement 3. By our geometric assumption, work-
ing with smoothly varying Heisenberg local coordinates centered at points
x′ ∈ Z0, any x ∈ X with distX(x, Z0) ≤ C λ−7/18 may be written in a locally
unique manner as x = x′ + n, where x′ ∈ Z0 and n ∈ Nm′ ⊆ Tm′M ∼=
R2r ⊕ R2(d−r) satisfies ‖n‖ ≤ C ′ λ−7/18. In fact, in terms of the previous
decomposition n = t(n) ⊕ p(n) where t(n) ∈ R2r and p(n) ∈ R2(d−r) de-
pend linearly on n, and in intrinsic notation the projection map n 7→ p(n)
is a linear isomorphism Nm′ ∼= Nm′ ; therefore, there exist a, A > 0 such
that a
∥∥p(n)∥∥ ≤ ‖n‖ ≤ A ∥∥p(n)∥∥. So to determine the asymptotics on the
shrinking tubular neighborhood Uλ = X \Vλ (see (42) we may set x = x0+n,
where x0 ∈ Z0 and ‖n‖ ≤ C λ−7/18 (perhaps after changing the value of the
positive constant C > 0).
We can modify (41) as follows:
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Lemma 3.6. There exists β ∈ C∞0
(
R× R× Cd) with β ≥ 0 and ≡ 1 in a
neighborhood of the origin, such that the following holds. Set
βλ(τ, θ,v) =: β
(
λ7/18 (τ, θ,v)
)
.
Then uniformly in x = x0 + n ∈ Uλ we have
Sχe−iλ(·)(x, x) (46)
∼ λ2 e−iλ τ0
∫
Cd
(∫ π
−π
∫ D
1/D
∫ D
1/D
∫ +ǫ
−ǫ
eiλΦ1 A′′1 dθ dt du dτ
)
dv,
as λ→ +∞, where A′′1 =: A′1 · βλ.
Proof. We are assuming x = x0 + n, with n ∈ Nm0 (where m0 = π(x0)) and
‖n‖ ≤ C λ−7/18. On the other hand, since Heisenberg local coordinates are
isometric at the origin, we have
distX
(
x0 + (ϑ,u), x0 +w) ≥ 1
2
∥∥(ϑ,u−w)∥∥, (47)
for any sufficiently small ϑ ∈ R and u,w ∈ R2d. Therefore, if ∥∥(θ,v)∥∥ ≥
2C λ−7/18, say, we have for some constant C ′ > 0
distX
(
x0 + n, x0 + (θ,v)
)
≥ C ′ λ−7/18,
and so by (39) ∣∣∂tΦ1∣∣ = ∣∣∣ψ(x, x0 + (θ,v))∣∣∣ ≥ C ′′ λ−7/9
for a suitable constant C ′′ > 0. As before, iteratively integrating by parts
in dt in (41) we conclude that only a rapidly decreasing contribution is lost
if integration in dθ dv is restricted to an open neighborhood of the origin
of radius 2C λ−7/18. In other words perhaps after discarding a negligible
contribution we may multiply the amplitude A′1 in (41) by a factor of the
form β ′λ(θ,v) =: β
′ (λ7/18 ∥∥(θ,v)∥∥), where β ′ : R → [0, 1] is a compactly
supported bump function, identically equal to 1 on (−2C, 2C).
In this range, if in addition |τ | ≥ (D/2) λ−7/18 for some sufficiently large
D > 0 then by (35)
distX
(
φX−(τ+τ0)
(
x0 + (θ,v)
)
, x0 + n
)
≥ C ′′′λ−7/18,
since f(m0) > 0. It follows from (39) that∣∣∂uΦ1∣∣ = ∣∣∣ψ(φX−(τ+τ0)(x0 + (θ,v)), x)∣∣∣ ≥ D′′ λ−7/9.
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Integrating by parts in du, again we conclude that the corresponding con-
tribution to the asymptotics is O (λ−∞) as λ → +∞. Thus, we may fur-
ther multiplyA′1 · β ′λ by an appropriate bump function in τ of the form
β ′′λ(τ) =: β
′′ (λ7/18τ), where β ′′(s) = β ′(s/D) for some fixed D ≫ 0. with no
effect on the asymptotics.
Finally, we may let β =: β ′ · β ′′.
Let us now set x = x0 + n/
√
λ for a fixed x0 ∈ Z0 and n ∈ Nm0 , with
the understanding that ‖n‖ ≤ C λ1/9, and make the change of integration
variables (τ, θ,v) 7→ (τ, θ,v)/√λ, so that integration in dτ dθ dv is now over a
ball centered at the origin of radius O
(
λ1/9
)
. In the following computations,
we shall loosely denote by Rk a generic smooth function vanishing to order k
at the origin on some appropriate Euclidean space (which may change from
line to line).
By §3 of [BSZ], with ψ2 as in (9),
t ψ
(
x0 +
n√
λ
, x0 +
(
θ√
λ
,
v√
λ
))
(48)
= it
[
1− e−iθ/
√
λ
]
− it
λ
ψ2
(
n,v
)
e−iθ/
√
λ + t R3
(
n√
λ
,
v√
λ
)
e−iθ/
√
λ,
= − tθ√
λ
+
it
λ
[
1
2
θ2 − ψ2(n,v)
]
+ t R3
(
θ√
λ
,
n√
λ
,
v√
λ
)
,
where R3 = O
(
λ−7/6
)
in the present range.
Similarly, in view of (35) we have
uψ
(
φX−(τ+τ0)
(
x0 + (θ,v)
)
, x0 + n
)
(49)
= iu
[
1− eiEλ]− iu
λ
ψ2
(
Bλ,n
)
eiEλ + uR3
(
Bλ√
λ
,
n√
λ
)
eiEλ ,
where
Eλ =
1√
λ
(
θ + τ f(m0)
)
+
1
λ
τ ωm0
(
υf(m), Av
)
+R3
(
τ√
λ
,
v√
λ
)
,
and
Bλ =
(
Av − τ υf(m0)
)
+
√
λR2
(
τ√
λ
,
v√
λ
)
.
Expanding the exponential, we get
iu
[
1− eiEλ] = u√
λ
(
θ + τ f(m0)
)
(50)
+
u
λ
[
i
2
(
θ + τ f(m0)
)2
+ τ ωm0
(
υf(m0), Av
)]
+ uR3
(
θ√
λ
,
τ√
λ
,
v√
λ
)
;
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furthermore,
ψ2
(
Bλ,n
)
= ψ2
(
Av − τ υf(m0),n
)
+ λR3
(
v√
λ
,
τ√
λ
,
n√
λ
)
.
The analogue of (48) then is
u · ψ
(
φX−(τ+τ0)
(
x0 +
(
θ√
λ
,
v√
λ
))
, x0 +
n√
λ
)
(51)
=
u√
λ
(
θ + τ f(m0)
)
+
u
λ
[
i
2
(
θ + τ f(m0)
)2
+ τ ωm0
(
υf(m0), Av
)− i ψ2(Av − τ υf(m0),n)]
+uR3
(
n√
λ
,
τ√
λ
,
θ√
λ
,
v√
λ
)
,
where the remainder is O
(
λ−7/6
)
on the domain of integration.
With the rescaling by λ−1/2, (46) may be rewritten:
Sχ e−iλ(·)
(
x0 +
n√
λ
, x0 +
n√
λ
)
(52)
∼ λ1−d e−iλ τ0
∫
Cd
(∫ +∞
−∞
∫ D
1/D
∫ D
1/D
∫ ∞
−∞
eiλΦ2 A2 dθ dt du dτ
)
dv,
where Φ2 = Φ1 and A2 = A′′1 with n,v, θ, τ replaced by the rescaled argu-
ments n/
√
λ,v/
√
λ, θ/
√
λ, τ/
√
λ. Integration in (θ, τ,v) is still compactly
supported, but on an expanding domain of radius O
(
λ1/9
)
.
Given (39), (48) and (51) we have
iλΦ2 = i
√
λΥ+Θ (53)
+λ
[
t R3
(
θ√
λ
,
n√
λ
,
v√
λ
)
+ uR3
(
n√
λ
,
τ√
λ
,
θ√
λ
,
v√
λ
)]
,
where
Υ =: θ(u− t) + τ (u f(m0)− 1), and (54)
Θ =: − t
2
θ2 − u
2
(
θ + τ f(m0)
)2
+ t ψ2(n,v) (55)
+uψ2
(
Av − τ υf(m0),n
)
+ i uτ ωm0
(
υf(m0), Av
)
.
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We can then rewrite (52) as follows
Sχ e−iλ(·)
(
x0 +
n√
λ
, x0 +
n√
λ
)
(56)
∼ λ1−d e−iλ τ0
∫
Cd
(∫ +∞
−∞
∫ D
1/D
∫ D
1/D
∫ ∞
−∞
ei
√
λΥ eiΘ · B dθ dt du dτ
)
dv,
where
B =: eλ
[
tR3
(
θ√
λ
, n√
λ
, v√
λ
)
+uR3
(
n√
λ
, τ√
λ
, θ√
λ
, v√
λ
)]
A2. (57)
The real part of Θ is
ℜ(Θ) = −u
2
(
θ + τ f(m0)
)2 − t
2
θ2 (58)
− t
2
∥∥n− v∥∥2 − u
2
∥∥Av − τ υf(m0)− n∥∥2.
Lemma 3.7. There exists a > 0 such that
ℜ(Θ) < −a (θ2 + τ 2 + ‖n‖2 + ‖v‖2) .
for u, t ∈ (1/D,D).
Proof. Clearly,
ℜ(Θ) ≤ − 1
2D
[(
θ + τ f(m0)
)2
+ θ2
+
∥∥n− v∥∥2 + ∥∥Av − τ υf(m0)− n∥∥2] . (59)
With N = im (A− I) ⊆ R2d, let us consider the linear map
F = Fm0 : R
2 ×N × R2d −→ R2 × R2d × R2d
given by
F
(
(θ, τ,n,v)
)
=
(
θ, θ + τ f(m0),n− v, Av− τ υf(m0)− n
)
.
On ker(F ), since f(m0) > 0, we need to have θ = τ = 0 and n = v = Av,
whence n − An = 0. But then n ∈ im(A − I) ∩ ker(A − I), and the latter
intersection is the null space by assumption. Thus n = v = 0 and f is
injective. The claim follows from this and (59).
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We may use Taylor expansion of B in (θ/√λ, τ/√λ,v/√λ,n/√λ) at
the origin to express it as an asymptotic expansion in descending powers
of λ1/2, with an N -th step remainder bounded by λ2d−N/2QN(θ, τ,v,n), for
appropriate r,N > 0, and a certain polynomial QN . By Lemma 3.7, this
expansion may be integrated term by term to obtain an asymptotic expansion
for (56). More explicitly, we can write B = B(N) + R(N), where ∣∣R(N)∣∣ ≤
C λ2d−(N+1)/2QN(θ, τ,v,n), while, recalling that V = 1/(2π) at the origin,
we have
B(N) = ρτ0(x0)
2π
(
λ
π
)2d
td ud
(
1 +
N∑
j=1
λ−j/2Pj(u, t, θ, τ,n,v)
)
, (60)
for appropriate polynomials Pj. We deduce from this and (56) that
Sχ e−iλ(·)
(
x0 +
n√
λ
, x0 +
n√
λ
)
∼
∫
Cd
Iλ(n,v) dv+O
(
λ1+d−(N+1)/2
)
,
where
Iλ(n,v) =:
ρτ0(x0)
2πd
(
λ
π
)1+d
e−iλτ0 (61)
·
∫ +∞
−∞
∫ D
1/D
∫ D
1/D
∫ ∞
−∞
ei
√
λΥ eΘ · S(N)λ dτ dt du dθ,
with
S
(N)
λ =: t
d ud
(
1 +
N∑
j=1
λ−j/2Pj(u, t, θ, τ,n,v)
)
. (62)
Let us evaluate asymptotically the inner integral (61), by viewing it as an
oscillatory integral in
√
λ with phase Υ. To begin with, from (54) we obtain
∂tΥ = −θ, ∂uΥ = θ + τ f(m0). Since f(m0) > 0, this implies ‖∇t,uΥ‖ ≥
C
√
θ2 + τ 2 for some C > 0. We may use the partial differential operator R =:
‖∇t,uΥ‖−2
(
∂tΥ·∂t+∂uΥ·∂u
)
to integrate by parts in t, u, and obtain that for
any a > 0 the contribution to the asymptotics of the locus where |(θ, τ)| ≥ a
is rapidly decreasing; since on the other hand the domain of integration in
dv is a ball of radius O
(
λ1/9
)
, the same holds for the contribution to the
global integral (equivalently, one may invoke again the rapidly decreasing
exponential in v). Therefore the asymptotics are unchanged, if the integrand
is multiplied by a compactly supported bump function in (θ, τ), identically =
1 near the origin. We shall leave this bump function implicit in the following,
and proceed assuming that the integrand is compactly supported.
We have:
24
Lemma 3.8. The phase Υ = Υ(θ, t, u, τ) has the unique stationary point
(θ0, t0, u0, τ0) =
(
0,
1
f(m0)
,
1
f(m0)
, 0
)
.
The stationary point is non-degenerate, and the Hessian matrix there is
H(Υ)0 =

0 −1 1 0
−1 0 0 0
1 0 0 f(m0)
0 0 f(m0) 0
 ,
with determinant det
(
H(Υ)0
)
= f(m0)
2. In particular, the quadratic form
associated to H(Υ)0 has vanishing signature.
We can then apply the stationary phase Lemma in
√
λ. We have√√√√det(√λ
2πi
·H(Υ)0
)
=
λ
(2π)2
· f(m0). (63)
Applying Theorem 7.7.5 of [H3], we obtain
Iλ(n,v) ∼ 2π · ρτ0(x0)
πd
·
(
λ
π
)d
e−iλτ0
f(m0)2d+1
(64)
·ef(m0)−1
[
ψ2(n,v)+ψ2(Av,n)
]
·
(
1 +
∑
j≥1
λ−j/2Pj(n,v)
)
,
with the Pj’s polynomials. The N -th step remainder is uniformly bounded
by λd−(N+1)/2 e−a(‖n‖
2+‖v‖2) for some a > 0 (and integration in dv is over a
ball of radius O
(
λ1/9
)
), so the expansion may be integrated term by term in
dv. We end up with an asymptotic expansion of the form
Sχe−iλ(·)
(
x0 +
n√
λ
, x0 +
n√
λ
)
∼
∑
j≥0
λd−j/2pj , (65)
where, with P0 = 1, the j-th coefficient is given by
pj = 2π · ρτ0(x0)
π2d
· e
−iλτ0
f(m0)2d+1
(66)
·
∫
Cd
ef(m0)
−1
[
ψ2(n,v)+ψ2(Av,n)
]
Pj(n,v) dv.
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The standard identification Cd ∼= R2d associates (xt yt)t ∈ R2d to x+iy ∈
Cd, for any x,y ∈ Rd. Multiplication by i then corresponds to the 2d × 2d
matrix
J0 =
(
0 −Id
Id 0
)
,
and the standard symplectic structure ω0 is represented by −J0. Using this
and the change of variables v = u+ n, we obtain
ψ2(n,v) + ψ2(Av,n) (67)
= −i ω0 (n,v)− 1
2
‖n− v‖2 − i ω0 (Av,n)− 1
2
‖Av − n‖2
= ψ2 (An,n) + i ω0
(
A−1n− n,u)− 1
2
(‖u‖2 + ‖Au‖2)− g0(Au, An− n)
= ψ2 (An,n) + iu
tJ0
(
A−1 − I)n− 1
2
ut
(
I + AtA
)
u− utAt(A− I)n,
where g0 denotes the standard Euclidean structure on R
2d.
As in the Introduction, let us set F =: J0 (A
−1 − I) = (At − I) J0, Q =
I + AtA, G =: At (A − I); furthermore, let us set n′ =: n/√f(m0). Then,
applying (67) and the further change of integration variable u =
√
f(m0)w,
(66) may be rewritten as follows:
pj = 2π · ρτ0(x0)
π2d
· 1
f(m0)d+1
· e−iλτ0+f(m0)−1ψ2(An,n) (68)
·
∫
Cd
eiw
tFn′− 1
2
w
tQw−wtGn′Qj(n′,w) dw
for certain polynomials Qj .
Now let us set w = s−Q−1Gn′, and define
Γ(n′) =: −in′tGtQ−1F n′ + 1
2
n′tGtQ−1Gn′.
Then for appropriate polynomials Q˜j we can rewrite the integral in (68) as
eΓ(n
′)
∫
Cd
ei s
tFn′− 1
2
s
tQsQ˜j(n
′, s) ds. (69)
Let us consider the leading term of the expansion (65). Since∫
Cd
ei s
tFn′− 1
2
s
tQs ds =
(2π)d√
det(Q)
e−
1
2
n
′tF tQ−1Fn′, (70)
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we obtain from (68), (69) and (70) that the leading term of the expansion is
λd p0 =
(
λ
π
)d
· ρτ (x0) 2π e
−iλτ0
f(m0)d+1
· 2
d√
det(Q)
(71)
· exp
(
1
f(m0)
[
ψ2(An,n) + Γ(n)− 1
2
ntF tQ−1Fn
])
.
By Lemma 2.1, the exponent on the second line of (71) is
f(m0)
−1ntRAn = f(m0)−1ntPAn = ΨA2 (n).
Now let us consider the lower order terms of (65), given by (68) and (69).
Up to a multiple of 2π, (69) is eΓ(n
′) times the evaluation at −Fn′ of the
Fourier transform of e−
1
2
s
tQs · Q˜j(n, s). The latter Fourier transform, as a
function of ξ ∈ R2d, has the form Sj(n, Dξ)
(
e−
1
2
ξtQ−1ξ
)
, where Sj(n, Dξ) is
an appropriate differential polynomial in ξ, whose coefficients are polynomials
in n. It thus still has the form S ′j(n, ξ) · e−
1
2
ξtQ−1ξ for some polynomial S ′j.
Statement 3 of the theorem follows by setting ξ = −Fn′.
Finally let us prove the last statement of the Theorem. Since the asymp-
totic expansions for the amplitudes aτ and sτ in (27) and (28) go down by
integer steps, the appearance of half-integer powers of λ in (64) is due to
the combined effect of first Taylor expanding the amplitudes (with various
remainders incorporated) in (v,n, θ, τ)/
√
λ at the origin in (60), and then
applying the stationary phase Lemma in
√
λ in (64).
On the one hand, therefore, S
(N)
λ in (62) may be decomposed as the
sum of terms of the form λ−(r1+r2)−(dv+dn+dθ+dτ )/2 Fd(v,n, θ, τ), where rj is
an integer, and Fd is a polyhomogeneous polynomial of multidegree d =
(dv, dn, dθ, dτ ).
On the other hand, the inverse of the Hessian matrix H(Υ) in Lemma
3.8 is
H(Υ)−1 =
1
f(m0)

0 −f(m0) 0 0
−f(m0) 0 0 1
0 0 0 1
0 1 1 0
 ,
and therefore when apply the stationary phase in
√
λ to each of the previous
summands we introduce (up to scalar multiples irrelevant to the present
argument) terms of the form
2 λ1−(r1+r2)−(dv+dn+dθ+dτ )/2−k/2
(
−f(m0) · ∂
2
∂θ∂t
+
∂2
∂τ∂t
+
∂2
∂τ∂u
)k
Fj
∣∣∣∣∣
θ=τ=0
.
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In turn, this splits as a linear combination of terms of the form
λ1−(r1+r2)−(dv+dn+dθ+dτ )/2−k/2D(k)t,u ◦
∂a
∂θa
◦ ∂
b
∂τ b
Fj
∣∣∣∣
θ=τ=0, t=u=1/f(m0)
,
where a+ b = k and D
(k)
t,u is a differential operator of degree k in (t, u). Since
we are evaluating at the origin in (θ, τ), a non-zero contribution is obtained
only for a = dθ, b = dτ , so that k = dθ + dτ . As in (66), we conclude that,
up to factors that we may presently omit, each of the previous terms gives
rise in the final expansion to a summand of the form
λr−(dv+dn)/2
∫
Cd
ef(m0)
−1
[
ψ2(n,v)+ψ2(Av,n)
]
Sj(n,v) dv, (72)
where r is an integer, and Sj is bihomogeneous in (n,v) of bidegree (dn, dv).
Furthermore, under the change of variables v = u+n in (67), the rescaling
by
√
f(m0) in (68), and the further change of variables w = s− Q−1Gn′ in
(69), the collective degree dv + dn is unchanged. Thus, as in (69), (72) splits
as a linear combination of terms of the form
λr−(dv+dn)/2
∫
Cd
ei s
tFn′− 1
2
s
tQsRj(n
′, s) ds, (73)
where Rj is bihomogenous in (n, s), of bidegree (dn, dv).
Taking the Fourier transform, this is the evaluation at ξ = −Fn′ of an
expression of the form
λr−(dv+dn)/2e−
1
2
ξtQ−1ξSj(n
′, ξ) ds, (74)
where Sj is the sum of various monomials, each of which has degree dn in n,
and dξ = dv− 2k for some k ≥ 0 in ξ. If we set d′ =: dξ + dn, we obtain from
each such summand a contribution of the form
λr−k−(dξ+dn)/2e−
1
2
n
′tF tQ−1Fn′S˜j(n
′, Fn′) (75)
= λr−k−d
′/2e−
1
2
n
′tF tQ−1Fn′S˜ ′j(n
′),
where r and k are integers, and S˜ ′j(n
′) =: S˜j(n′, Fn′) is homogeneous of
degree d′. Thus the exponent of λ is integer (respectively, fractional) if and
only if d′ is even (respectively, odd).
The proof of the Theorem is complete.
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