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Abstract
Let G be a finite group. It is easy to compute the character of G corresponding to a given complex
representation, but much more difficult to compute a representation affording a given character. In
part this is due to the fact that a class of equivalent representations contains no natural canonical
representation.
Although there is a large literature devoted to computing representations, and methods are known
for particular classes of groups, we know of no general method which has been proposed which is
practical for any but small groups.
We shall describe an algorithm for computing an irreducible matrix representation R which
affords a given character χ of a given group G. The algorithm uses properties of the structure of G
which can be computed efficiently by a program such as GAP, theoretical results from representation
theory, theorems from group theory (including the classification of finite simple groups), and linear
algebra. All results in this paper have been implemented in the GAP package REPSN.
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1. Introduction
The construction of representations is a classical problem which dates back over a
century. One early example appears in Burnside (1955, page 302) where an irreducible
representation of degree 3 for the alternating group on five elements is constructed.
Even earlier (1878) C. Jordan constructed the primitive linear groups of degree 2 and
his work was extended in Blichfeldt (1917), Brauer (1967), and Wales (1969, 1970). Using
the classification of finite simple groups, Dixon and Zalesskii (1998) describes all primitive
finite linear groups of prime degree.
We can divide the methods and algorithms which have been proposed for constructing
representations of finite groups into two main classes: the methods which deal with the
problem theoretically and the methods and algorithms which deal with it in a practical
sense. So far none of them has proved effective as a method of solving the problem for
more than a very limited class of groups.
There are satisfactory methods for constructing modular representations of groups over
finite fields and Parker’s MEATAXE is an effective tool for computing with modular
representations (see Parker, 1984; Holt and Rees, 1994). This method is extended to the
ring of integers in Parker (1998).
Some computer programs have been written for computing complex representations of
finite groups (see, for example, Flodmark and Blokker, 1967; Brott and Neubüser, 1970;
Gollan and Grabmeier, 1990; Müller and Clausen, 2001).
Also there have been presented some methods for constructing or approximating
representations of some particular groups (see, for example, Böge, 1993; Dixon,
1970; Dixon and Gollan, 1993; Janusz, 1966; Pergler, 1995; Piatetski-Shapiro, 1983;
Plesken and Souvignier, 1996, 1997, 1998).
Some theoretical methods are established in Babai and Rónyai (1990), Babai and Friedl
(1991), Baum (1991), Baum and Clausen (1995), and Eberly (1989) for finding irreducible
representations of a finite group G over the field of complex numbers. These methods show
that the computational complexity of the problem is bounded by a polynomial in |G|. In
our situation the input to the program is much more concise than listing the elements in the
group. This suggests that from our point of view these theoretical results are not using the
right measure of complexity.
Let G = 〈S〉 be a finite group and χ be an ordinary irreducible character of G. In
this paper we present a method for constructing a representation R of G affording χ .
We proceed recursively, reducing the problem to smaller subgroups of G or characters of
smaller degree until we obtain a problem with which we can deal directly.
The inputs of this algorithm are a given set S of generators of G, and the character
χ . The output is a list of matrices R(x) (x ∈ S) corresponding to the generators of
G. We will show that this algorithm works for all groups and all irreducible characters
χ of degree less than 32 although in principle the same methods can be extended to
characters of larger degree. This algorithm has been implemented in the GAP package
REPSN (Dabbaghian-Abdoly, 2004).
There is no upper bound depending only on n for the order of a group with a faithful
representation of degree n (but see Jordan’s theorem (Isaacs, 1976, Theorem 14.12)).
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However, in general such groups may have orders which are exponential in n. For example,
Sn+1 has a faithful representation of degree n.
Our object is to construct a program for computing a representation of a group G
affording a specific character of degree n whose execution time depends principally on
steps which take time bounded by a small power of n and avoid dependence on the size
of G. Our program uses a number of functions from GAP whose time complexity may
be difficult to estimate (such as solution of linear equations over a cyclotomic field), and
the execution time of some of these functions certainly depends on the way in which G
is originally presented. For example, if G is provided as a permutation group, then the
execution time of some of the functions will depend on the degree of the permutations,
but in general not on the size of G. In practice, we seem to have been successful, and our
program REPSN is able to handle quite large groups provided the degree is not too large.
Overview: Our algorithm is recursive. Given a set of generators for a group G in a
suitable form (often as permutations) and a faithful irreducible character χ we try to reduce
the problem to the corresponding problem for a proper subgroup of G.
Our first series of subprograms perform this reduction in the case G′ < G and use
induction method (Section 2.1) and Theorems 2.2 and 2.1. These subprograms do not
depend on bounding the degree of χ by 32. In particular, if G is solvable, then they
eventually reduce the problem to the trivial group and so complete the construction of
the representation of G.
If G is not solvable then the problem is recursively reduced to the case where G = G′,
so G is a perfect group. It is only in this situation that we require the character to have
degree <32. When G is perfect, G will either have a normal abelian subgroup A  Z(G),
or Z(G) is the unique maximal normal subgroup of G. In the former case χ is imprimitive
and recursion can be used again (see Section 4.3). In the latter case, we know that G can be
written as a central product by Corollary 3.5. If there is more than one factor in this central
product then Theorem 3.4 applies and we can recursively reduce to a smaller group.
If there is only one factor in this central product, then either G is a central cover of a
non-abelian simple group or G is a perfect group such that Soc(G/Z(G)) is abelian. We
deal with these two cases in Section 4.2 (using the character restriction method) and in
Section 4.3 (using ad hoc methods).
In implementing this algorithm as RESPN we use a number of GAP functions. These
include: computing generators for subgroups, finding the derived series for a group, finding
minimal normal subgroups, and character calculations such as computing constituents of
a character. In particular, it is necessary to compute the irreducible characters for some of
the subgroups involved in order to carry out the reduction of χ restricted to that subgroup.
2. Reduction to perfect groups
In this section we introduce the methods of induction and extension and then explain
how the methods of induction and extension enable us to reduce our problem to the case
where G is perfect. The case where G is perfect is dealt with using the tensor product
construction and the character restriction method.
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2.1. Induction
Let χ be an irreducible character of a finite group G. If N is a normal subgroup of G
then using Clifford’s Theorem we have
χN = e
t∑
i=1
θi
where θ = θ1, . . . , θt are the distinct conjugates of an irreducible character θ of N and e
is an integer 1 .
If we consider T := IG(θ), the inertia subgroup of θ in G, then t = |G : T |. It is shown
in Isaacs (1976, Theorem 6.11) that there exists an irreducible character ψ of T such that
ψN = eθ and ψG = χ .
If t > 1, then T is a proper subgroup of G, and from a representation of T affording ψ
we can construct an induced representation of G affording ψG = χ . Let l1, . . . , lt be a left
transversal of T in G. IfR is a representation of T affording ψ thenRG(g) = [R˘(l−1i gl j )]
is the induced representation of G affording χ where g ∈ G and
R˘(x) =
{R(x) if x ∈ T
0 if x ∈ T .
This will enable us in many cases to reduce our problem of finding a representation
affording χ to one of finding a representation affording a character on a proper subgroup.
2.2. Extension
Theorem 2.1. Let H = 〈a1, . . . , am〉 be a normal subgroup of a group G and χ be
an irreducible character of degree n of G such that χH is irreducible. Let R0 be a
representation of H affording χH . Suppose z ∈ G\H and χ(z) = 0. If a representation
R of G affording χ is the extension of R0, then R0(at)R(z) = R(z)R0(bt ) where
bt = z−1at z ∈ H and t = 1, . . . , m. LetR(z) = [zi j ],R0(at ) = [ati j ] andR0(bt ) = [bti j ].
Then the system of mn2 + 1 equations
n∑
k=1
(atik zkj − zik btkj ) = 0 for 0  i, j  n, t = 1, . . . , m (1)
and
tr([zi j ]) = χ(z) (2)
has a unique solution which determines the entries of R(z).
Proof. We first show that there exists a representation R of G which affords χ and
RH = R0. Indeed, let S be any representation of G affording χ . Then SH affords
χH and so is equivalent to R0. Hence there exists an invertible matrix C such that
C−1S(x)C = R0(x) for all x ∈ H . Now R defined by R(z) = C−1S(z)C for all z ∈ G
clearly satisfies the required conditions.
We next show that the Eqs. (1) and (2) determine R(z) = [zi j ] completely when
χ(z) = 0. Indeed, suppose W = [wi j ] is an n × n matrix whose entries satisfy (1) and (2).
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Then Eq. (1) shows thatR0(at)W = WR0(bt ) for t = 1, . . . , m. Since H = 〈a1, . . . , am〉,
we conclude that WR(z)−1 commutes with allR0(x) (x ∈ H ). BecauseR0 is irreducible,
Schur’s lemma now shows that WR(z)−1 = λI for some scalar λ. Now (2) shows that
χ(x) = tr W = tr λR(z) = λχ(z). Since χ(z) = 0 this implies that λ = 1 and so
W = R(z) as claimed. 
The condition χ(z) = 0 in the theorem is easily satisfied. Indeed, Theorem 2.2 below
shows that if χ(z) = 0, then χ(zw) = 0 for some w ∈ N .
Extending a representation using Theorem 2.1 requires solution of a system of
(consistent) linear equations in n2 unknowns. The time taken to carry this out is known
to be asymptotic to cn6 where c measures the time for carrying out a multiplication or
division of two scalars. This is often a bottleneck in the execution of our program especially
when the coefficients lie outside of Q. In the latter case GAP deals with the coefficients as
cyclotomic expressions and this slows down the computation.
It is also possible to extend an irreducible representation in a similar way from
subgroups which are not normal, as Theorem 2.2 will show. The computations are more
complicated, and fortunately we do not require this case very often.
Theorem 2.2. Let G be a group with an irreducible character χ of degree n and H
be a subgroup of G such that χH is irreducible. Let R0 be a representation of H
affording χH . By a theorem of Burnside there exist w1, . . . , wn2 ∈ H such that B =
{R0(w1), . . . ,R0(wn2)} is a basis for the full matrix algebra Mn×n . Then R0 can be
extended uniquely to a representation R of G affording χ and the entries of R(z) for
z ∈ G are determined by the equations
χ(wkz) = tr(R0(wk)R(z)) for k = 1, . . . , n2.
Proof. Let R be a representation affording χ and extending R0. We find the entries of
R(z) := [zi j ] for z ∈ G. Suppose S = {Eij | 1  i, j  n} is the standard basis of
Mn×n , where the entries of Eij are 1 at position (i, j) and 0 elsewhere. Since B is a basis
for Mn×n , for each 1  i, j  n we have
Eij =
n2∑
k=1
αi j kR0(wk) for some αi j k ∈ C
where the αi j k are unique. Since
χ(wkz) = trR(wkz) = tr(R0(wk)R(z))
we have
n2∑
k=1
αi j kχ(wkz) =
n2∑
k=1
αi j k tr(R0(wk)R(z))
= tr

 n2∑
k=1
αi j kR0(wk)R(z)

 = tr(EijR(z)).
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However tr(EijR(z)) = z j i so
z j i =
n2∑
k=1
αi j kχ(wkz) for 1  i, j  n.
This completes the proof. 
In order to apply Theorem 2.2 it is necessary to construct a suitable basis B. This can
be done using a probabilistic algorithm. The following theorem shows that on average at
most 2n2 random selection of elements of H are enough to yield the basis B.
Theorem 2.3. Let H = 〈T 〉 be a group where T = {t1, . . . , tn} and let V be an irreducible
H -module. Suppose U is a proper subspace of V . Put X = {t11 . . . tnn | i = 0 or 1 for 1 
i  n}. As the i take values 0 or 1 at random, the probability that U x = U for x ∈ X is
at least 1/2.
Proof (Compare with Cooperman and Finkelstein (1993, Prop 2.1)). For h ∈ H we say h
has P if Uh = U . At least one ti has P since otherwise Uh = U for all h ∈ H contrary to
hypothesis. Now every element of X has the form
x =
y︷ ︸︸ ︷
t11 . . . t
k−1
k−1 t
k
k
z︷ ︸︸ ︷
tk+1k+1 . . . t
n
n
where k is the largest i such that ti has P .
To prove the theorem it is enough to show that for fixed y and z at least one of ytkz or
yz has P . Indeed Uz = U by the choice of k. Hence if U yz = U then U y = U . But then
U ytk = Utk = U and so ytkz has P as required. 
Minkwitz (1996) proposed another method for extending a representation affording χH
of H to G, when the character χH is irreducible. His method requires a loop over the set
of all elements of the subgroup H . Thus this method appears to be limited to cases where
the subgroup H is fairly small (see Section 5). We have not used his method since we are
looking for execution times which depend principally on the degree n of the character and
not on the size of the groups involved.
2.3. Reduction to G(∞)
If G is not perfect then we can reduce our problem to constructing a representation for
a proper subgroup using induction and extension methods.
Suppose
G = G(0)  G(1)  · · · G(∞)
is the derived series of G. If G is solvable then G(∞) = 1; otherwise G(∞) is a non-trivial
perfect subgroup of G. Since each G(i) is normal in G, for each i  1 we have
χG(i) = ei
ti∑
j=1
θi j (3)
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where θi = θi1, . . . , θiti are the distinct G-conjugates of the irreducible character θi of
G(i). Now we consider three different possibilities for the values of ti and ei in (3) for
i  1.
Case I. At least one ti > 1.
Put θ := θi1 and T := IG(θ), so G(i)  T < G and |G : T | = ti . Then
there exists an irreducible character ψ of T such that ψG(i) = eiθ and ψG = χ .
Hence if R is a representation of T affording ψ then RG is a representation of G
affording χ .
Case II. All ti = 1 and e1 > 1.
Let
G = K0  K1  · · · Km = G(1)
be a composition series of G through G(1). Then for 1  u  m, |Ku−1 : Ku |
is a prime and Ku is a normal subgroup of G. Since t1 = 1 and e1 > 1, χG(1) is
reducible. This means there exists 1  u  m such that χKu−1 is irreducible and
χKu is reducible. Since |Ku−1 : Ku | = p is a prime and Ku is normal in G, Isaacs
(1976, Corollary 6.19) shows that
χKu =
p∑
j=1
ϕ j
where ϕ = ϕ1, . . . , ϕp ∈ Irr(Ku) are the distinct conjugates of ϕ in G. Hence if
we consider T := IG(ϕ) then Ku  T < G and |G : T | = p, so there exists
ψ ∈ Irr(T ) such that ψKu = ϕ and ψG = χ . Now if R is a representation of T
affording ψ then RG is a representation of G affording χ .
Case III. All ti = 1 and e1 = 1.
If for some j  1, e j = 1 and e j+1 > 1 then χG( j) is an irreducible character
of G( j ). Let R be a representation affording χG( j) for G( j ). Then Theorem 2.1
shows how to construct an extension of R to G which is a representation of G
affording χ .
If all ei = 1 then put H := G(∞). If G is solvable then H = 1 and this will
never happen except in the trivial case when χ(1) = 1. If G is not solvable then
χH is an irreducible character of H = 1. Since H is perfect, we have to deal with
the irreducible characters of perfect groups.
3. Decomposition of perfect groups
In Section 2 we have seen how we can recursively reduce our problem to the case
where G is perfect. We now turn to construction of representations of perfect groups.
We classify the class of perfect groups G into two subclasses depending on whether the
socle Soc(G/Z(G)) is abelian or non-abelian. We introduce the tensor product method and
explain how this method enables us to reduce the problem of constructing representations
of perfect groups to the case where G is a simple cover.
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3.1. Tensor product
Suppose G = H K is the central product of groups H and K . This means that H and K
are normal subgroups of G and [H, K ] = 1, so H∩K  Z(G). Suppose χ is an irreducible
character of G and R is a representation of G affording χ . Then a representation of G
affording χ can be constructed from representations of H and K using tensor products.
Theorem 3.1. Suppose G = H K is the central product of groups H and K . Let χ ∈
Irr(G). Then χH = ψ(1)φ and χK = φ(1)ψ for some φ ∈ Irr(H ) and ψ ∈ Irr(K ).
Furthermore if S and T are representations of H and K affording φ and ψ , respectively,
then xy 	−→ S(x) ⊗ T (y) is a representation of G affording χ .
Proof (Compare with Curtis and Reiner (1962, Corollary 51.13)). Define f : H ×K −→
G by f (x, y) = xy for x ∈ H and y ∈ K . Since [H, K ] = 1, f is a homomorphism onto
G. By Isaacs (1976, Lemma 2.22) each element of Irr(G) corresponds to an element of
Irr(H × K ). Suppose χˆ ∈ Irr(H × K ) corresponds to χ . Then by Isaacs (1976, Theorem
4.21) there exist irreducible characters φ ∈ Irr(H ) and ψ ∈ Irr(K ) such that
χ(hk) = χˆ((h, k)) = φ(h)ψ(k) for all h ∈ H, k ∈ K .
Since (h, 1) ∈ H × K for each h ∈ H , χ(h) = χˆ(h, 1) = φ(h)ψ(1), and this means
χH = ψ(1)φ. Similarly we have χK = φ(1)ψ .
Suppose S and T are representations of H and K affording φ and ψ , respectively. We
show that if x, x ′ ∈ H and y, y ′ ∈ K then xy = x ′y ′ implies S(x)⊗T (y) = S(x ′)⊗T (y ′).
Indeed since xy = x ′y ′ and [H, K ] = 1, z := x−1x ′ = y(y ′)−1 ∈ H ∩ K . On the other
hand H ∩ K  Z(G). Thus by Isaacs (1976, Lemma 2.27) there exist linear characters λ
and µ on H ∩ K such that S(z) = S(1)λ(z) and T (z) = T (1)µ(z) for all z ∈ H ∩ K .
Since z ∈ H ∩ K ,
χ(z) = ψ(1)φ(z) = ψ(1)φ(1)λ(z)
= φ(1)ψ(z) = φ(1)ψ(1)µ(z)
and we conclude that λ = µ. Thus
S(x ′) ⊗ T (y ′) = S(xz) ⊗ T (yz−1)
= S(x)λ(z) ⊗ T (y)µ(z−1)
= S(x) ⊗ T (y)
as required. This shows that xy 	−→ S(x)⊗T (y) is well defined, and then it is easily seen
that this is a representation of G.
Finally let h ∈ H and k ∈ K . Then
tr(S(h) ⊗ T (k)) = tr(S(h))tr(T (k)) = φ(h)ψ(k) = χˆ ((h, k)) = χ(hk).
This implies that hk 	−→ S(h) ⊗ T (k) is a representation of G affording χ . 
3.2. Perfect groups with Soc(G/Z(G)) non-abelian
Lemma 3.2. If H is a perfect subgroup of a group G and K is normal in G such that G/K
is solvable then H  K .
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Proof. Since H/(H ∩ K ) ∼= H K/K  G/K , H/(H ∩ K ) is solvable. But H is perfect,
so H/(H ∩ K ) = 1, and this implies H  K . 
Lemma 3.3. Let T1, T2, . . . , Tk be k non-abelian simple groups and Sk the symmetric
group of degree k. Then there exists a homomorphism
σ : Aut(T1 × T2 × · · · × Tk) → Sk
with ker(σ ) = ∏ki=1 Aut(Ti ).
Proof. Let G := T1 × T2 × · · · × Tk , A := Aut(G). By assumption for 1  i  k,
the group Ti is a non-abelian simple group so it is a minimal normal subgroup of G
and T1, T2, . . . , Tk are the only minimal normal subgroups of G. Hence if we consider
Ω = {T1, T2, . . . , Tk} then A acts on Ω by mapping each minimal normal subgroup of G
to a minimal normal subgroup of G. Therefore for each ψ ∈ A there exist a permutation
π ∈ Sk such that ψ(Ti ) ∼= Tπ(i) for 1  i  k, where the mapping
ψ
σ	→ π
defines a homomorphism from A to Sk .
Now consider ψ ∈ ker(σ ). Then ψ(Ti ) = Ti and
ψ|Ti : Ti → Ti
is an automorphism of Ti for each i , so ψ|Ti ∈ Aut(Ti ). Hence ψ ∈
∏k
i=1 Aut(Ti ).
Conversely each ψ ∈ ∏ki=1 Aut(Ti ) is an automorphism of G which maps each Ti into
itself. Thus ker(σ ) = ∏ki=1 Aut(Ti ). 
According to the lemma above if A = Aut(T1 × T2 ×· · ·× Tk) and A∗ = ∏ki=1 Aut(Ti )
then A/A∗ is isomorphic to a subgroup of Sk .
Let Z = Z(G) be the centre of the group G. For each subgroup H of G which contains
Z denote H/Z by H¯ .
Theorem 3.4. Let G be a finite perfect group and S¯ = Soc(G¯) = T¯0 × T¯1 × · · · × T¯n
where T¯0 is the abelian part of S¯ and for 1  i  n, T¯i are non-abelian simple groups.
Let S¯∗ = T¯1 × T¯2 × · · · × T¯n and C¯ = CG¯ (S¯∗). If n  4, then G¯ = C¯ × S¯∗ and G is the
central product of C, T1, T2, . . . , Tn. In particular if T¯0 = 1 then C¯ = 1 and so G is the
central product of T1, T2, . . . , Tn.
Proof. By assumption, C¯ = CG¯(S¯∗) so S¯∗  G¯ implies C¯  G¯ and C¯ ∩ S¯∗ = 1 since
Z(S¯∗) = 1. Since G¯ acts by conjugation on S¯∗, we define a homomorphism
φ : G¯ −→ Aut(S¯∗)
with ker(φ) = C¯ and G¯/C¯ isomorphic to a subgroup B = φ(G¯) of A := Aut(S¯∗). On the
other hand
A∗ = Aut(T¯1) × Aut(T¯2) × · · · × Aut(T¯n) A.
Since n  4 Lemma 3.3 shows we can embed A/A∗ in S4.
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Since C¯ ∩ S¯∗ = 1, the restriction of φ on S¯∗ is one to one and this means S¯∗ ∼= φ(S¯∗).
Since T¯i are non-abelian simple for i = 0, Z(T¯i ) = 1 and thus
S¯∗ ∼= Inn(T¯1) × Inn(T¯2) × · · · × Inn(T¯n) = Inn(S¯∗) = φ(S¯∗) = I ∗, say.
Now by “Schreier’s Conjecture” the group of outer automorphisms of each finite simple
group is solvable (the proof uses the classification of finite simple groups). Thus Out(T¯i ) =
Aut(T¯i )/Inn(T¯i ) is solvable for i > 0 and so
A∗/I ∗ ∼= Out(T¯1) × Out(T¯2) × · · · × Out(T¯n) = O∗
is solvable.
Since A/A∗ is isomorphic to a subgroup of S4, it is solvable. On the other hand B
is a perfect subgroup of A, so by Lemma 3.2 we have that B is a perfect subgroup of
A∗. I ∗ is a normal subgroup of A∗ and A∗/I ∗ ∼= O∗ is solvable; thus by Lemma 3.2
we get that B is isomorphic to a subgroup of I ∗. However we have S¯∗ ∼= I ∗ embedded
in B . Hence S¯∗ ∼= B ∼= G¯/C¯ . Since C¯ ∩ S¯∗ = 1, this implies G¯ ∼= C¯ × S¯∗ which is
G¯ ∼= C¯ × T¯1 × T¯2 ×· · ·× T¯n . Now we show that G is a central product of C, T1, T2, . . . , Tn .
Suppose U equals C or some Ti and V is the product of the remaining factors. This
means if U = C then V = T1 × · · · × Tn and if U = Ti for some 1  i  n then
V = C × T1 × · · · × Ti−1 × Ti+1 × · · · × Tn . We show that [U, V ] = 1. Let u ∈ U and
consider the mapping fu : V −→ Z(G) defined by fu(y) = [u, y]. Since [u, y] ∈ Z(G),
fu(yy ′) = [u, yy ′] = u−1(y ′)−1 y−1uyy ′ = u−1(y ′)−1uu−1 y−1uyu−1uy ′
= [u, y]u−1(y ′)−1uu−1uy ′ = [u, y][u, y ′] = fu(y) fu(y ′)
shows fu is a homomorphism. Since Im( fu)  Z(G) is abelian, ker( fu) contains V ′.
Since G is perfect, V = V ′ and so ker( fu) = V . Thus [u, y] = 1 for all y ∈ V . Therefore
[U, V ] = 1 and G is a central product of U and V . Now the general result follows by
induction on the number of factors in G.
If T¯0 = 1 and C¯ = 1 then C¯ contains a minimal normal subgroup of G¯ and we get
C¯ ∩ S¯∗ = 1 which contradicts Z(S¯∗) = 1. Therefore C¯ = 1 and G is a central product of
T1, T2, . . . , Tn . 
The relevance of this theorem to our problem is the following corollary.
Corollary 3.5. Let G be a group satisfying the conditions of the theorem above and
suppose that G has a faithful character of degree <32. Then G is a central product of
C, T1, . . . , Tn with n  4.
Proof. Under the hypotheses of Theorem 3.4, T1, . . . , Tn are non-abelian perfect groups,
so the degree of a nontrivial character of each Ti is at least 2. Therefore if n  5 and χ is a
faithful character of G then χ(1)  25 = 32 (Theorem 3.1). Thus for faithful characters of
degree less than 32 we have n  4 and the second part of the theorem above applies. 
Suppose G is a group satisfying the conditions of the theorem above with n  4. If
G¯ has more than one factor then we can use the tensor product method to construct
representations of G from representations of proper subgroups of smaller degree
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(Theorem 3.1). Otherwise S¯ = T¯1 = G¯ or S¯ = T¯0. In other words, G/Z(G) is a non-
abelian simple group or Soc(G/Z(G)) is abelian. We consider these cases separately.
4. Perfect groups with a single component
4.1. Character restriction
Suppose χ is an irreducible character of a finite group G. One method of constructing
a representation of G affording χ has been presented in Dixon (1993). This is applicable
whenever G has a subgroup H such that χH has a linear constituent with multiplicity 1.
We call such a subgroup H a χ-subgroup and will refer to this method as the character
restriction method. In general there is no method for locating χ-subgroups, but in many
cases when the method described in Dixon (1993) is applicable, we have found that some
p-subgroup is a χ-subgroup (see Dabbaghian-Abdoly, 2003). Practically it is more difficult
to find a character subgroup for characters of higher degrees.
Following Dixon (1993) the character restriction method can be described briefly as
follows.
Suppose H is a χ-subgroup and that θ is a constituent of degree 1 and multiplicity 1 in
χH . Define
α(t) :=
∑
z∈H
θ(z−1)χ(zt−1) for all t ∈ G.
Then A = [α(yx−1)]x,y∈G is a |G| × |G| hermitian matrix of rank d := χ(1). It is
possible to choose d elements x1, . . . , xd ∈ G such that the d × d submatrix [α(x j x−1i )] is
nonsingular. Define A(x) to be the d × d matrix [α(x j x−1x−1i )] for each x ∈ G. Then the
mapping x 	−→ A(x).A(1)−1 is a representation of G which affords χ . See Dixon (1993)
for proof (note that in several places x−1i is incorrectly written as xi ).
4.2. Perfect groups with Soc(G/Z(G)) non-abelian simple
One of the main problems in using the character restriction method is finding a suitable
χ-subgroup (indeed, it is known that for some characters no such χ-subgroups exist). In
our algorithm the method will only be applied to perfect groups of two special types: (i)
simple groups and their covers; and (ii) some exceptional perfect groups G with abelian
Soc(G/Z(G)).
The author has shown in his thesis (Dabbaghian-Abdoly, 2003, Section 4) that, for every
group G which is a simple group or its central cover, and every χ ∈ Irr(G) of degree
<32, G has a χ-subgroup. In most cases this χ-subgroup is a Sylow p-group (often a
p-subgroup). Exceptions occur for certain characters for the groups 3.O7(3),
3.U6(2) and the covering groups of U4(3). See Dabbaghian-Abdoly (2003) for
details.
Hence using the character restriction method we can compute representations of degree
<32 of finite simple groups and their covers.
682 V. Dabbaghian-Abdoly / Journal of Symbolic Computation 39 (2005) 671–688
4.3. Perfect groups with Soc(G/Z(G)) abelian
Suppose G is a perfect group with Soc(G/Z(G)) abelian and χ is a faithful irreducible
character of G. If there exists an abelian normal subgroup A of G such that A  Z(G)
then using Clifford’s Theorem
χA = e
t∑
i=1
φi
where φ = φ1, . . . , φt are distinct irreducible characters of A of degree 1 conjugate to φ
in G. Since A  Z(G), t > 1 and we can use the induction method.
Thus suppose Z(G) is the maximal normal abelian subgroup of G. The following
theorem is due to Isaacs (1975).
Theorem 4.1 (Short, 1992, page 31). Let G be a group with centre Z := Z(G) and H be
a subgroup of G such that
(1) Z(H ) = Z,
(2) [H, G]  Z, and
(3) |Hom(H/Z , Z)|  |H/Z |.
Then G/Z = H/Z × CG(H )/Z.
We will also need:
Theorem 4.2 (Dixon, 1971, Theorem 4.4). Let χ be a faithful irreducible character of
degree n of a group G and suppose Z := Z(G) is the unique maximal normal abelian
subgroup of G. Let F := Fit(G) be the Fitting subgroup of G. Then:
1. F/Z is the unique maximal normal abelian subgroup of G/Z.
2. |F : Z | = d2 for some divisor d of n and in particular d = n if χF is irreducible.
3. The Sylow subgroups of F/Z are elementary abelian.
4. Let d = pl11 . . . plss be the prime decomposition of d. Then there exists a homomorphism
θ of G into∏si=1 Sp(2li , pi ) with
ker(θ) = {g ∈ G | [g, x] ∈ Z for all x ∈ F} = CG(F/Z).
Suppose G is a finite group, Z(G) is the maximal normal abelian subgroup and
Soc(G/Z(G)) = T0/Z(G) is abelian. We shall show that in this case the Fit(G) =
CG (Fit(G)/Z(G)) by proving the following lemma, which is a generalization of Dixon
(1971, Theorem 4.5).
Lemma 4.3. Let G be an irreducible subgroup of GL(V ) where V is a vector space over
C and let Z(G) be the maximal normal abelian subgroup of G. Suppose Soc(G/Z(G)) is
abelian. Then CG(Fit(G)/Z(G)) = Fit(G).
Proof. Define Z := Z(G), F := Fit(G) and C := CG(F/Z). Then by Theorem 4.2,
F/Z is abelian and we get F  C . Now we check the conditions of Theorem 4.1 for the
group C and subgroup F . Since Z is the maximal normal abelian subgroup of G and Z(F)
is a characteristic subgroup of F , Z(F) ⊆ Z and Z(C) ⊆ Z . Since Z ⊆ C therefore
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Z ⊆ Z(C), and since Z ⊆ F , Z ⊆ Z(F). Hence Z(F) = Z(C) = Z . This proves
condition (1) of Theorem 4.1. For (2) the definition of C shows [F, C]  Z(C). Finally
since Z is a group of scalars, Z is isomorphic to a subgroup of C∗ and this means each
homomorphism from F/Z to Z is a representation of degree one. By Theorem 4.2, F/Z
is abelian so there are exactly |F/Z | representations of degree 1 for F/Z which implies
condition (3). Therefore by Theorem 4.1, C/Z = F/Z × CC (F)/Z .
Finally we show CC(F)/Z = 1. If CC(F)/Z = 1 then G/Z has a minimal normal
subgroup contained in CC (F)/Z . Since CG(F)/Z ∩ F/Z = 1 and Soc(G/Z) ⊆ F/Z ,
by hypothesis we have a contradiction. Hence CC (F)/Z = 1 and so F/Z = C/Z and
therefore F = C . 
Theorem 4.4. Let G be a group such that Z(G) is the unique maximal normal abelian
subgroup of G and suppose Soc(G/Z(G)) is abelian. If χ is a faithful irreducible
character of G of degree n then |Fit(G) : Z(G)| = d2 for some divisor d = pl11 . . . plss
of n and the factor group G/Fit(G) is isomorphic to a subgroup of∏si=1 Sp(2li , pi ).
Proof. This follows at once from Theorem 4.2 and Lemma 4.3. 
Put F := Fit(G). If χF contains at least two distinct irreducible constituents, then χ is
imprimitive and we can reduce our problem to construction of a representation for a proper
subgroup of G. Thus we consider the case where χF = eθ for some e  1 and θ ∈ Irr(F).
In this case θ is G-invariant (i.e., IG(θ) = G).
If e = 1 then χF is an irreducible character of F , so Theorem 2.1 shows how we can
extend a representation of F affording χF to a representation of G affording χ and we
have reduced the problem to a smaller group.
Now consider the case where e > 1. We consider the different possible values of e and
θ(1). First of all we show that θ(1) > 1. If θ(1) = 1 then the elements of F are scalar
and so F ⊆ Z(G) and this means that F/Z(G) = 1. On the other hand T0/Z(T0) is a
homomorphic image of T¯0 and so is abelian. Therefore T0 is nilpotent and this implies
T0 ⊆ F . Hence T¯0 = Soc(G/Z(G)) = 1. This implies G = Z(G) contracting the
hypothesis that G is perfect. Thus θ(1) > 1 as claimed.
Recall that if H is a subgroup of G and µ is an irreducible character of H , then µ is
extendible to G if there exists an irreducible character ρ of G such that ρH = µ.
Theorem 4.5 (Gallagher). Suppose G is a group and χ is an irreducible character of G.
Let N be a normal subgroup of G and µ be an irreducible character of N such that
〈χN , µ〉 = 0. If µ is extendible to G with ρN = µ for some ρ ∈ Irr(G), then there
exists α ∈ Irr(G/N) such that χ = αρ.
Proof. See Isaacs (1976, Corollary 6.17). 
Thus in the case where χF = eθ (θ ∈ Irr(F) and e > 1) we can solve our problem if we
can find ρ ∈ Irr(G) such that ρF = θ and α ∈ Irr(G/F) such that χ = αρ. The theorem
below gives a condition for θ to be extendible to G.
Theorem 4.6. Let N  G and let θ ∈ Irr(N) be invariant in G. Suppose that for each
prime p there is a Sylow p-subgroup P/N of G/N such that θ is extendible to P. Then θ
is extendible to G.
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Proof. See Isaacs (1976, Corollary 11.31). 
By the theorem above, if we show that for each Sylow subgroup P/F of G/F the
irreducible character θ of F is extendible to P , then θ is extendible to G. Then we know
that there exists an irreducible character α of G with F ⊆ ker α such that α(1) = e
and χ = αρ. If R and S are representations of G affording α and ρ, respectively,
then tr(R(x) ⊗ S(x)) = tr(R(x))tr(S(x)) = α(x)ρ(x) = χ(x). This implies that
x 	−→ R(x) ⊗ S(x) is a representation of G affording χ .
Theorem 4.7. Suppose G is a perfect group, Z(G) is a maximal normal abelian subgroup,
and Soc(G/Z(G)) is abelian. Let χ be a faithful irreducible character of G, F := Fit(G),
and χF = eθ for θ ∈ Irr(F) and e > 1. If e = p is a prime then either θ is extendible to
G or χP is irreducible, where P/F is a Sylow p-subgroup of G/F.
Proof. Suppose Q/F is a Sylow q-subgroup of G/F and χQ = ∑ eiψi for ψi ∈ Irr(Q).
Since θ is invariant in G, there exists integer fi such that (ψi )F = fiθ for each i , and
χF = eθ implies e = ∑ ei fi . By Clifford’s Theorem fi | |Q : F |, so fi = qβi for some
βi  0. If βi = 0 for some i then fi = 1 and we have (ψi )F = θ and θ is extendible to Q.
Therefore using Theorem 4.6 we have that θ is extendible to G unless for some q we have
βi > 0 for all i .
Suppose βi > 0 for all i . Then q | fi for each i and so q | e. Since e = p is prime,
q = p. Since e = ∑ ei fi we conclude that e1 = 1, f1 = p and e = e1 f1. This implies
χQ = ψ1 is an irreducible character of Q and Q/F is a Sylow p-subgroup of G/F . 
Theorem 4.8. If χ is a faithful irreducible character of G of degree n and G/Z(G) is
abelian then |G : Z(G)| = n2.
Proof. See Isaacs (1976, Theorem 2.31). 
Corollary 4.9. Suppose G is a perfect group for which Z(G) is a maximal normal abelian
subgroup and F := Fit(G). If χ is a faithful irreducible character of G such that χF = eθ
for θ ∈ Irr(F), then |F : Z(G)| = θ(1)2.
Proof. Since Z(G) is the maximal normal abelian subgroup of G and Z(F) is a
characteristic subgroup of F , Z(F) ⊆ Z(G). On the other hand Z(G) ⊆ F implies
Z(G) ⊆ Z(F). Hence Z(F) = Z(G). Now since χ is faithful for G and χF = eθ , θ
is faithful for F . Hence the Theorem shows |F : Z(G)| = θ(1)2. 
Theorem 4.10. Suppose G is a perfect group with Z(G) a maximal normal abelian
subgroup and Soc(G/Z(G)) abelian. Put F := Fit(G). If χ is a faithful irreducible
character of G with χF = eθ for θ ∈ Irr(F), then θ(1) ∈ {2, 3, 6}.
Proof. If θ(1) = d = pl11 . . . plss then Theorem 4.4 and Corollary 4.9 implies G/F
is isomorphic to a subgroup of
∏s
i=1 Sp(2li , pi ). Since G is perfect, G/F is perfect.
If θ(1) = 2, 3 or 6, G/F is isomorphic to a subgroup of Sp(2, 2), Sp(2, 3), or
Sp(2, 2) × Sp(2, 3), respectively. But none of these groups contains any perfect subgroup
so θ(1) ∈ {2, 3, 6}. 
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Theorem 4.7 shows how to deal with the case where e is a prime and Theorem 4.10
shows that the case where θ(1) | 6 cannot occur. Thus if we restrict the degree of the
character χ to less than 32 then the only remaining cases to consider are
(χ(1), θ(1), e) = (16, 4, 4), (20, 5, 4), (24, 4, 6), (28, 7, 4), (30, 5, 6).
The next section deals with these exceptional cases and shows that for each of these
cases we can use the character restriction method to calculate a representation.
4.4. Exceptional characters of perfect groups with Soc(G/Z(G)) abelian
Lemma 4.11. If G is a perfect group and χ is a faithful irreducible character of degree n
for G, then |Z(G)| | n.
Proof. Let R be a representation of G affording χ . Since G is perfect, det(R(x)) = 1
for each x ∈ G. On the other hand, since χ is faithful, Z(G) is cyclic (see Isaacs, 1976,
Theorem 2.32). Suppose Z(G) = 〈z〉 has order m, say. Since R(z) is a scalar, there is an
mth root of unity ω such that
R(z) =


ω
ω
.. .
ω


with det(R(z)) = ωn = 1. This implies m | n. 
For the cases where χ has degree 16, 20, 24, 28, and 30, using Theorem 4.4 we have
that the perfect group G/F is isomorphic to a subgroup of Sp(4, 2), Sp(2, 5), Sp(4, 2),
Sp(2, 7), and Sp(2, 5), respectively. Therefore G/F is isomorphic to A5 or A6, PSL(2, 5),
A5 or A6, PSL(2, 7), and PSL(2, 5), respectively.
If χ has degree 20, 28, and 30 then using Holt and Plesken (1989), The GAP Group
(2004), and Lemma 4.11, for each character of these degrees, there exists only one perfect
group. Computations in GAP show that these perfect groups contain a χ-subgroup of order
50, 98, and 125, respectively.
For 16 or 24 we have more than one perfect group with characters of these degrees. But
computation shows that in each case these perfect groups contain χ-subgroups containing
the centre of G and having order 2α3β for some α and β. See Dabbaghian-Abdoly (2003)
for details.
Therefore using the character restriction method, we can construct a representation of
G affording χ .
5. Run-times
The results and the algorithm in this paper have been implemented in the GAP
package REPSN (Dabbaghian-Abdoly, 2004) as the function IrreducibleAffording
Representation. Finding a theoretical bound on the cost of the algorithm is a difficult
task, since it frequently uses high level subroutines, which, in the actual implementation,
are provided by GAP. The cost of these subroutines is usually not provided in the
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Table 1
Examples of the REPSN run-time behaviour
Group Order χ(1) TInd TExt TChr T TM T∗
G1 2744 14 0.06 0.82 0 84.78 174.45 Failed
G2 373248 32 0.04 0 0 250.16 250.16 880.61
G3 10368000 30 0.13 0 20.85 258.1 258.1 2744.4
G4 14400 25 0 0.4 2.359 19.53 85.9 112.14
G5 95040 16 0 0 18.1 18.23 18.23 24.36
G6 1920 8 0 1.95 0 3.58 2.6 29.13
G7 15000 10 0.02 24.5 0 43.5 52.44 53.17
G8 115248 42 0.11 0.55 1.98 13.94 69.61 42065.95
G9 360000 25 0.23 0 1.36 24.53 24.53 1390.86
GAP manual. For this reason we restrict ourselves to providing some examples (Table 1)
that illustrate the algorithm run-time behaviour.
The only previous program in GAP for computing representations of general groups was
IrreducibleRepresentationsDixon which was based on the algorithm described in
Dixon (1993). The program was not satisfactory, in part because it needed a long time
to search for χ-subgroups, and in part because the method is not always applicable, so
the program would often fail. For example, if G is the semidirect product of a Sylow
7-subgroup of SL(3, 7) and the quaternion group of order 8, then G is solvable and an
irreducible character χ of degree 14 of G has no χ-subgroups. This group is introduced by
G. Glauberman in Janusz (1966).
In the following table we give the time spent by GAP for constructing representations
of nine different groups affording an irreducible character χ of degree χ(1). These groups
are sorted according to the methods explained in this paper.
The group G1 is the Glauberman’s example explained above. This is a solvable group
of the form P  Q8, where P is a Sylow 7-subgroup of SL(3, 7). A representation of G1
of degree 14 is constructed by extending a representation of degree 7 of a subgroup of
G1 and then inducing to a representation of degree 14 of G1. The group G2 is solvable; its
derived series has length 7. The rest are nonsolvable groups. The group G3 is a nonsolvable
primitive permutation group of degree 125 such that G(4)3 is perfect and is isomorphic
to the direct product of three copies of A5. The group G4 is a primitive permutation
group of degree 25 of the form (A5 × A5):22 with A5 × A5 as its derived subgroup. A
representation of G4 of degree 25 was constructed by first computing a representation of
degree 25 of A5 × A5 as a tensor product of two representations of degree 5 and then
extending to a representation of degree 25 of G4. The group G5 is the Mathieu simple
group M12 as a permutation group of degree 12. The groups G6 to G9 are perfect groups.
These groups are available in the GAP library of perfect groups. We use the notation in
Holt and Plesken (1989) to describe the structure of these groups. The group G6 is a perfect
permutation group of degree 32 of the form A5 24
′C 21 with abelian Soc(G6/Z(G6)).
If F is the Fitting subgroup of G6, then G6 contains a subgroup P such that P/F is a
Sylow 2-subgroup of G6/F and the restriction of χ on P is irreducible. The group G7 is
a perfect permutation group of degree 125 of the form A5 21 52 C 51. A representation of
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G7 of degree 10 is computed by using the extension method (Section 2.2) twice: first for
extending a representation of degree 5 to a representation of a subgroup of G7 and then for
extending a representation of degree 10 to a representation of G7. The group G8 is also a
perfect permutation group of degree 343 of the form PSL3(2) 21 72 C 71. REPSN constructs
a representation of G8 of degree 42 by inducing a representation of degree 7. This is an
example which shows that, in some cases, REPSN is more than 1000 times faster than the
former program in GAP. Finally G9 is a perfect permutation group of degree 49 of the form
(A5 × A5) 22 # 52. A representation of G9 of degree 25 is found by computing a tensor
product of two representations of degree 5 of subgroups isomorphic to A5.
In the following table TInd, TExt and TChr are times spent for induction (Section 2.1),
extension (Section 2.2), and character restriction methods (Section 4.1), respectively. Also
T, TM , and T∗ are execution times for the REPSN program, the REPSN program using
Minkwitz’s method for extending a representation, and the formerly available program in
GAP, respectively. The numbers in this table are the cpu times (processor times) in seconds
(the machine used was a Pentium IV, 2.9 GHz).
The times given in the table show that most of the time taken in executing our program
is spent in standard GAP procedures such as computing normal chains, finding generators
for subgroups, and calculating with characters. The effectiveness of our program owes a
lot to the efficiency of these procedures.
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