Abstract. This paper establishes the global existence and regularity for a system of the two-dimensional (2D) magnetohydrodynamic (MHD) equations with only directional hyperresistivity. More precisely, the equation of b 1 (the horizontal component of the magnetic field) involves only vertical hyperdiffusion (given by Λ , where Λ 1 and Λ 2 are directional Fourier multiplier operators with the symbols being |ξ 1 | and |ξ 2 |, respectively. We prove that, for β > 1, this system always possesses a unique global-in-time classical solution when the initial data is sufficiently smooth. The model concerned here is rooted in the MHD equations with only magnetic diffusion, which play a significant role in the study of magnetic reconnection and magnetic turbulence. In certain physical regimes and under suitable scaling, the magnetic diffusion becomes partial (given by part of the Laplacian operator). There have been considerable recent developments on the fundamental issue of whether classical solutions of these equations remain smooth for all time. The papers of Cao-Wu-Yuan [8] and of Jiu-Zhao [26] obtained the global regularity when the magnetic diffusion is given by the full fractional Laplacian (−∆) β with β > 1. The main result presented in this paper requires only directional fractional diffusion and yet we prove the regularization in all directions. The proof makes use of a key observation on the structure of the nonlinearity in the MHD equations and technical tools on Fourier multiplier operators such as the Hörmander-Mikhlin multiplier theorem. The result presented here appears to be the sharpest for the 2D MHD equations with partial magnetic diffusion.
Introduction
The magnetohydrodynamic (MHD) equations are the center piece of the magnetohydrodynamics. Since their initial derivation by the Nobel Laureate H. Alfvén in 1924, the MHD equations have played pivotal roles in the study of many phenomena in geophysics, astrophysics, cosmology and engineering (see, e.g., [4, 13] ). The standard incompressible MHD equations can be written as where u denotes the velocity field, b the magnetic field, p the pressure, ν ≥ 0 the kinematic viscosity and η ≥ 0 the magnetic diffusivity. (1.1) reflects the interaction between the velocity field and the magnetic field. They consist of a coupled system of the Navier-Stokes equations of fluid dynamics and Maxwell's equations of electromagnetism.
The MHD equations are also of great interest in mathematics. Fundamental issues such as the global existence and regularity of solutions to the MHD equations have recently attracted considerable interest. Mathematically the MHD equations are not merely a combination of two parallel Navier-Stokes type equations but an interactive and integrated system. They contain richer structures than the NavierStokes equations and exploring these special structures can lead to interesting results that are not parallel to those for the Navier-Stokes equations.
Attention here is focused on the 2D MHD equations. When there is no kinematic dissipation or magnetic diffusion, namely (1.1) with ν = η = 0, the MHD equations become inviscid and the global regularity problem appears to be out of reach at this moment. In contrast, when both the dissipation and the magnetic diffusion are present, namely (1.1) with ν > 0 and η > 0, the MHD equations are fully dissipative and the global regularity problem in the 2D case can be solved following the approach for the 2D Navier-Stokes equations. It is natural to explore the intermediate equations that bridge the two extreme cases. The MHD equations with partial or fractional dissipation exactly fill this gap. There have been significant recent developments on the MHD equations with partial or fractional dissipation. Important progress has been made (see, e.g, [1, 5, 6, 7, 8, 9, 10, 11, 12, 14, 15, 16, 17, 18, 20, 21, 22, 23, 24, 25, 26, 28, 30, 31, 33, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51] ).
One special partial dissipation case is the 2D resistive MHD equations, namely
where η > 0 denotes the magnetic diffusivity (resistivity). (1.2) is applicable when the fluid viscosity can be ignored while the role of resistivity is important such as in magnetic reconnection and magnetic turbulence. Magnetic reconnection refers to the breaking and reconnecting of oppositely directed magnetic field lines in a plasma and is at the heart of many spectacular events in our solar system such as solar flares and northern lights. The mathematical study of (1.2) may help understand the Sweet-Parker model arising in magnetic reconnection theory [32] . Although the global regularity problem on (1.2) is not completely solved at this moment, recent efforts on this problem have significantly advanced our understanding.
In certain physical regimes and under suitable scaling, the full Laplacian dissipation is reduced to a partial dissipation. One notable example is the Prandtl boundary layer equation in which only the vertical dissipation is included in the horizontal component (see, e.g., [35] ). This paper focuses on a system of the 2D MHD equations that is closely related to (1.2), 
In addition, we also use Λ σ with σ > 0 to denotes the 2D fractional Laplace operator,
In comparison with (1.2), (1.3) only has vertical fractional Laplacian diffusion, no horizontal diffusion in the b 1 equation and no vertical diffusion in the b 2 equation.
Our goal here is to show that, when β > 1, any sufficiently smooth initial data (u 0 , b 0 ) leads to a unique global solution of (1.3). More precisely, we establish the following theorem. 
The proof of this result takes advantage of the special structure in the nonlinear terms of the magnetic field equation. Even though the system contains only directional fractional magnetic diffusion, we are still able to establish the regularization in all directions. Theorem 1.1 improves previous work of Cao-Wu-Yuan [8] and of Jiu-Zhao [26] . [8] and [26] obtained via different approaches the global regularity of a more regularized system The proof of Theorem 1.1 is not a simple generalization of those in the previous papers [8] and [26] . Since (1.3) contains only partial fractional diffusion, some of the classical tools such as the maximal regularity type estimates for the 2D heat equation can no longer be used here. The equation of b 1 in (1.3) involves only the vertical fractional diffusion and in general we would not be able to obtain the smoothing of b 1 in the horizontal direction. However, the special nonlinear structure actually allows us to prove that the derivatives of b 1 with respect to x 1 are globally bounded. The key observation is the following identity, thanks to ∇ · u = 0 and
To make use of this special structure, we write b 1 in the integral form,
where g denotes the 1D kernel functions associated with the Fourier multiplier e −t |ξ 2 | 2β , namely
The notation for the convolution here is given by
(1.5) and (1.6) together allow us to obtain the control on ∂ 1 b 1 and ∂ 1 ∂ 2 b 1 . Similarly, we can control ∂ 2 b 2 and ∂ 1 ∂ 2 b 2 even when the equation of b 2 involves no vertical dissipation. This explains how we take advantage of the special structure in the nonlinearity to control all the second-order derivatives of b. To control even higherorder derivatives of b, say Λ σ ∆b with a fractional power σ > 0, we first make use of the directional diffusion to obtain the directional regularization and then use the Hörmander-Mikhlin multiplier theorem to obtain the regularization in directions in which the directional diffusion is missing. More technical details can be found in the proof of Theorem 1.1 in Section 2.
The rest of this paper contains the proof of Theorem 1.1. Section 2 is divided into three subsections which successively provide more and more regular global bounds.
Proof of Theorem 1.1
This section proves Theorem 1.1. As we know, the core part of the proof is the global a priori bounds. For the sake of clarity, we divide this section into three subsections. The first subsection supplies the global H 1 -bound, which relies on the equations of the vorticity ω and the current density j = ∇×b. The second subsection proves the global bounds for ∇b L ∞ t L q with any 1 < q < ∞, and for ∆b
The proof makes use of the special structure of the nonlinear terms and a lemma assessing the behavior of the 1D kernel function on Lebesgue spaces. The third subsection establishes the global bounds for ∇j
To prose these global bounds, the key is to show that Λ σ ∆b L 1 t L q is globally bounded for any 0 < σ < 2β − 2. We need to overcome the difficulty due to the lack of full fractional diffusion. The strategy here is to first obtain the regularization along the direction of the diffusion and then make use of the Hörmander-Mikhlin multiplier theorem to obtain the regularization in other directions. 
where C = C(β) is a constant and
2 bound is obvious. Dotting (1.3) with (u, b), integrating by parts and using ∇ · u = 0 and ∇ · b = 0, we obtain (2.1). To obtain the global H 1 bound, we use the equations of the vorticity ω = ∇ × u and the current density j = ∇ × b,
Integrating by parts and using ∇ · u = 0 and ∇ · b = 0, we have
where
It suffices to estimate a typical term in I,
By the boundedness of Zygmund-Calderon operators and a standard Sobolev inequality,
Due to the elementary inequality, for β > 1,
we have
Inserting the bounds above in (2.4) yields
which yields the global H 1 bound
This completes the proof of Proposition 2.1. (1) For 1 < q < ∞ and t > 0,
To prove Proposition 2.2, we state a few properties for the kernel function associated with the 1D fractional heat operator. Lemma 2.3. Let β ≥ 1. Let t > 0 and denote by g = g(x 2 , t) the 1D inverse Fourier transform of e −|ξ 2 | 2β t , namely
Then g satisfies the following properties: (a) For any t > 0,
, 1 .
(b) For any integer m ≥ 0, any 1 ≤ r ≤ ∞ and any t > 0,
8)
which especially implies, for any
(c) For any fractional σ > 0, any 1 ≤ r ≤ ∞ and any t > 0,
where Λ σ 2 g(x 2 , t) is defined via the Fourier transform, for fixed t > 0,
Especially, for any
1 ≤ p ≤ q ≤ ∞ and f ∈ L p (R), (Λ σ x 2 g(x 2 , t)) * 2 f L q (R) ≤ C t − σ 2β − 1 2β ( 1 p − 1 q ) f L p (R) .
Proof of Lemma 2.3. (a) follows directly from the definition of g in (2.7)
. To prove (b), we first show that the L 1 -norm of g(x 2 , 1) is finite. In fact,
It is clear that, for β ≥ 1, the right-hand side of (2.9) is finite. Thus,
According to (a), for any t > 0,
For any t > 0,
, where C is a constant independent of t. Therefore, for any 1 ≤ r ≤ ∞, by a simple interpolation inequality,
(1− 
10) 
To prove (2.5), it suffices to prove the bounds for for ∂ 2 b 1 and ∂ 1 b 2 . Since, if
To show the bound for ∂ 2 b 1 , we write
and thus
First we take L q x 1 each side to obtain
We then take L q x 2 each side and apply Young's inequality for convolution to obtain
By Lemma 2.3,
where C is a constant depending on β only. By Hölder's inequality and Sobolev's inequality,
Inserting these estimates in (2.13) yields
. Similarly, for any t > 0,
). An elementary Sobolev inequality then implies that, for any q > 2,
Next we prove (2.6). To do so, we combine the estimates of
As in the proof of (2.13), we have
Furthermore, by Sobolev's inequality,
Taking L 1 in time on [0, t], applying Young's inequality for convolution and invoking (2.14), we have
is bound for the norms of (u, b) obtained previously. Clearly, by Young's inequality for convolution,
t L q , we resort to the special structure of the nonlinear term, namely (2.12), which allows us to write ∂ 1 ∂ 2 b 1 as
Then, as in the estimate of ∂ 2 ∂ 2 b 1 , we have
Similarly,
Then (2.15) and (2.17), together with Gronwall's inequality implies (2.6).
and proof of Theorem 1.1. This subsection proves that ω admits a global bound in L 
To prove Proposition 2.4, we need the following Hörmander-Mikhlin multiplier theorem (see, e.g. [34, p.96] 
Then m is an L p multiplier for all 1 < p < ∞, or the operator T m defined by
Proof of Proposition 2.4. Due to the embedding inequality, for any
it suffices to show that, for some σ > 0 and for all 2 ≤ q < ∞,
We first show, for 0 < σ < 2β − 2,
q and using Young's inequality for convolution, we obtain
According to Lemma 2.3,
Therefore, for 0 < σ < 2β − 2,
. By Hölder's inequality and Sobolev's inequality, (2.21) holds. Making use of the structure of the nonlinearity, we can also show that
In fact, applying Λ 
Therefore, (2.22) holds. Next we show that
23)
It appears that we can not prove (2.23) in the same way as (2.21) and (2.22) . The main reason is that, when we apply the operator Λ σ 1 ∂ 2 ∂ 2 to the integral representation of b 1 in (2.10), the part Λ σ 1 has to be applied to b·∇u 1 −u·∇b 1 , but unfortunately we have no control on Λ σ 1 ∇u 1 . Instead we prove (2.23) using the the Hörmander-Mikhlin multiplier theorem stated in Lemma 2.5. More precisely, due to the simple inequality
Plancherel's theorem and the global bounds in (2.21) and (2.22) imply that
It is easy to check that m obeys the conditions of Lemma 2.5. It then follows from Lemma 2.5 that
Therefore, the global bounds in (2.21) and (2.22) implies
. This proves (2.23). We can also prove in a similar fashion that 
This completes the proof of (2.18). Once we have the global bounds
the global bound in (2.19) then follows from a standard procedure (see, e.g., [3] ). This completes the proof of Proposition 2.4.
We finally provide the proof of Theorem 1.1.
Proof of Theorem 1.1. Once the global a priori bounds is at our disposal, the proof can be achieved via a standard procedure. First we seek the solution of a regularized system. We begin by introducing a few notation. For ε > 0, we denote by φ ε the standard mollifier, namely φ ε (x) = ε −2 φ(ε −1 |x|) with φ ∈ C ∞ 0 (R 2 ), φ(x) = φ(|x|), suppφ ⊂ {x||x| < 1}, A standard compactness argument allows us to obtain the global existence of the classical solution (u, b) to (1.3). The uniqueness can also be easily established. We omit further details. This completes the proof of Theorem 1.1.
