In machine learning, a nonparametric forecasting algorithm for time series data has been proposed, called the kernel spectral hidden Markov model (KSHMM).
Introduction
Wind energy is one of the most attractive renewable energy sources. However, owing to the uncertainty and stochastic nature of wind, electricity generated from wind energy is unstable and unreliable. One possible solution is to develop an accurate wind-speed and wind-power forecasting method. An accurate forecasting method provides optimized operation and planning with low costs, thus maintaining the balance with other electric supplies in an integrated power supply system. Numerous reviews of recent wind-speed and wind-power forecasting methods [1, 2, 3, 4, 5, 6, 7] have been reported. As detailed in [4] , the time scales of forecasts are (flexibly) divided into four categories: very short-term (few seconds to 30 min ahead), short-term (30 min to 6 h ahead), medium-term (6-24 h ahead), and long-term (1-7 days or more ahead). Different forecasting methods are used for different horizons.
In short-term wind-speed forecasting, statistical or machine learning approaches have been shown to be effective. A number of statistical or machine learning approaches have been applied to wind-speed forecasting: e.g., the Auto-Regressive Moving Average (ARMA), the Auto-Regressive Integrated Moving Average (ARIMA), the seasonal-ARIMA, Auto-Regressive Conditional Heteroskedasticity (ARCH), Vector Auto-Regression (VAR), artificial neural networks, fuzzy approaches, Kalman filters, decision trees, random forests, kernel ridge regressions, support vector regression (SVR), Gaussian processes, and ensembles of these. Jung and Broadwater [7] provided an extensive overview and a number of references with regard to these methods.
Many techniques listed above can be classified as regression approaches.
However, in regression approaches, the input variables to be used for regression in many candidate variables (in a long sequence of past data) to effectively predict an outcome (wind-speed value at the next time) are uncertain. Combinatorics of selecting appropriate input variables grow exponentially. Furthermore, the optimal input variables may differ in locations and seasons owing to the complex nature of wind.
Meanwhile, another approach is a time-series modeling of hidden Markov models (HMMs) (equivalently, state-space models
2 ). The model assumes that a hidden variable changes its state over time according to Markovian dynamics, and an observation (wind-speed value) is emitted depending exclusively on the current hidden state. An advantage of HMM is that it does not require the selection of input variables; it uses all the past sequences of wind-speed data.
A drawback of the HMM is that transition probabilities in the Markovian dynamics and emitting probabilities for observations must be learned exclusively from a sequence of observations (wind-speed data). Further, it requires accurate mathematical models of physical or meteorological equations of wind speed for defining the transition model and observation model, which may differ in locations and seasons.
In this paper, we propose a novel short-term wind-speed forecasting method based on the kernel spectral hidden Markov model (KSHMM) [8] . The KSHMM is a nonparametric kernel-based approach using spectral learning of HMMs. An advantage of the KSHMM is that, while it assumes an HMM, the algorithm does not require detailed definitions in the form of mathematical models of the physical or meteorological equations. Given a sequence of wind speed data, the KSHMM learns its internal model nonparametrically and forecasts the next value in a data-driven manner. The algorithm simply consists of matrix multiplications on data.
Herein, we numerically compare the performance of our proposed KSHMMbased forecasting to other techniques (viz., the persistence method, ARMA, and SVR) using wind-speed data pertaining to the United States offered by the National Renewable Energy Laboratory (NREL). We acquired this openly available data from the Wind Integration National Dataset (WIND) Toolkit [9, 10, 11, 12] . In our experiments, a naïve KSHMM-based wind-speed forecasting method occasionally showed unstable results due to nonparametric estimations.
Thus, we considered a simple switching method such that if the estimation of the next value is judged to be unstable in terms of the predictive mean and variances, then the forecasting is replaced with the simple persistence method.
interchangeably.
We call this switching algorithm the KSHMM-PST.
In this paragraph, we describe technical details regarding the spectral learning of HMMs [13] and KSHMM [8] . If hidden states and observations take discrete, continuous, or structured values, then we call them discrete, continuous, or structured HMMs, respectively. In the case of learning discrete HMMs, the Baum-Welch algorithm [14] is often used. However, this method suffers from local optima issues. Hsu et al. [13] thus proposed a spectral algorithm for learning discrete HMMs. This spectral algorithm is advantageous insofar as it can skip "intermediate" estimations of the transition probabilities and observation probabilities relevant to hidden variables, and instead "directly" estimate the probability of the next observation using observed quantities. The spectral algorithm utilizes an internal expression given by singular value decomposition (SVD), and avoids heuristics concerning hidden variables. Nevertheless, because wind speed takes continuous values, Hsu's algorithm cannot be directly used for wind-speed forecasting. Song et al. [8] thus extended Hsu's algorithm to continuous and structured HMMs by taking advantage of kernel methods. To derive the algorithm, they utilized a recent kernel embedding method [15, 16, 17] in which probability distributions are embedded into a reproducing kernel Hilbert space (RKHS) and operated in this space.
The contribution of this paper is summarized as follows.
• We used the KSHMM technique [8] for short-term wind-speed forecasting, and compared the performance to other techniques (the persistence method, ARMA, and SVR) via the wind-speed data offered by the National Renewable Energy Laboratory (NREL) [9, 10, 11, 12] .
• We proposed a simple switching method, KSHMM-PST, which utilizes estimation results of predictive mean and predictive variance by the KSHMM.
The rest of this paper is organized as follows. In the next section, we describe the wind-speed data and experimental settings used in the study. In Section 3, we review the methodology for the KSHMM. In Section 4, we show numerical results from our KSHMM-based wind-speed forecasting method. In Section 5, conclusions and future work are presented.
Wind-Speed Data
In this section, we detail the wind-speed data and experimental settings in this study. We used open data for wind speeds in the United States, offered by NREL. We downloaded these data from the Wind Integration National Dataset (WIND) Toolkit [9, 10, 11, 12] . Following [18] , we selected 34 wind turbines • area B: 2411, 2426, 2427, 2428, 2437, 2438, 2439, 2440, 2441, 2452, 2453, 2454, 2473.
• area C: 6272, 6327, 6328, 6329, 6384, 6385, 6386, 6387, 6388, 6453, 6454. training and test data. Figure 2 shows an example of training and test data for turbine ID 2028.
Let x 1:3000 = {x 1 , . . . , x 3000 } ⊂ R denote the training data andx 1:3000 = {x 1 , . . . ,x 3000 } ⊂ R denote the test data. For each turbine, the KSHMM learns its model using training data x 1:3000 , and forecasts the next wind speedx t+1 at time t given a sequence of observationsx 1:t (t = 0, . . . , 2999). For simplicity, we only considered one-dimensional forecasting using a single turbine, rather than simultaneous forecasting of multiple turbines.
As a result, for each turbine, the KSHMM forecasts the next wind speed 3000 times in the test data. Letx t+1 be the resulting predicted value of the next wind speedx t+1 given a sequence of observationsx 1:t . Letx 1:3000 = {x 1 , . . . ,x 3000 } denote its predicted sequence. To measure the prediction accuracy, the root mean-squared error (RMSE) [m/s] at test time t was used:
As such, RMSE(3000) is the eventual value of the accumulated RMSEs by the full test data.
Methodology
In this section, we briefly introduce the kernel spectral hidden Markov model (KSHMM) [8] , which we used for short-term wind speed prediction. In the following subsection, we review the spectral algorithm for learning discrete HMMs [13] as it pertains to the original algorithm. In Subsection 3.2, we review the KSHMM algorithm [8] obtained by extending Hsu's algorithm [13] to allow for continuous and structured HMMs using kernel methods.
Spectral Algorithm for Discrete HMMs
First, we consider a discrete HMM. Let H t be a discrete hidden random variable taking a value from a discrete set {1, ..., N }, and let h t be its instantiation.
Let X t be a discrete observed random variable taking a value from a discrete set {1, ..., M }, and let x t be its instantiation. Let T i,j = P(H t+1 = i|H t = j) be the state transition probability from state j to i, and let T ∈ R N ×N be the state transition probability matrix. Let O i,j = P(X t = i|H t = j) be the observation probability of state i at hidden state j, and let O ∈ R M×N be the observation probability matrix. Let π i = P(H 1 = i) be the initial state probability of state i, and let π ∈ R N be the initial probability vector. Owing to the conditional independence assumed in HMMs, an HMM is specified by the triplet (T, O, π).
A triplet (T, O, π) fully characterizes the joint probability of any sequence of states and observations.
Given a sequence of observationsx 1:t , the next valuex t+1 can be forecasted by computing the probability vector (P(X t+1 = i|x 1:t ))
The most probable state gives a point estimation.
Jaeger [19] observed that the probability vector can be written with matrix multiplications as follows:
where Ax t ∈ R N ×N is the matrix such that (Ax t ) ij = P(H t+1 = i|H t = j)P(X t =x t |H t = j), and the resulting matrix Ax t:1 ∈ R N ×N denotes the short-hand notation of matrix multiplications in order Ax t · · · Ax 1 . Matrix Ax t is called the observation operator atx t . Observation operator Ax t can be written in matrix form as follows:
Equations (1) and (2) imply that forecasting the next value requires exact knowledge of the transition matrix T and observation matrix O, which concern hidden variables.
Consequently, one challenge involves how Eq. (1) can be computed only using observed training data x 1:3000 . First, Eq. (1) can be rewritten with any invertible matrix S ∈ R N ×N as follows:
where
Let u ∈ R M , C 2,1 ∈ R M×M , C 3,x,1 ∈ R M×M be the following probability vector and joint probability matrices, respectively:
which can be empirically estimated using observed training data x 1:3000 . Let U ∈ R M×N be the top N left singular vectors of matrix C 2,1 . Hsu et al. [13] showed that if matrix S is chosen as S = U ⊤ O, then Eq. (3) can be computed exclusively from observed training data x 1:3000 , such that Eq. (4) is given by
where † denotes the Moore-Penrose generalized inverse.
The forecasting procedure is as follows. Given a sequence of training data
Bx for eachx ∈ {1, . . . , M }. Then, given a sequence of test datax 1:t , the next valuex t+1 can be forecasted by the probability vector given in Eq. (3).
KSHMM
The spectral algorithm presented in Subsection 3.1 is formulated only for discrete HMMs. Song et al. [8] extended Hsu's algorithm [13] to allow for continuous or generally structured HMMs by kernel methods. In this subsection,
we briefly review the KSHMM [8] . See [8] for technical details.
To derive the algorithm, Song et al. [8] utilized the recent kernel embedding method [15, 16, 17] . According to this method, any probability distribution is embedded into a reproducing kernel Hilbert space (RKHS) and operated in this space. The mapped element in the RKHS is called the kernel mean. An advantage of the kernel embedding method is that, whereas a complex probability distribution (e.g., a wind distribution) is difficult for nonparametric estimation, its kernel mean (a smooth RKHS function) is relatively easy for nonparametric estimation.
The KSHMM algorithm can be derived by replacing all the probability operations shown in the spectral learning of discrete HMMs (Subsection 3.1) with operations of RKHS embeddings (i.e., kernel means). We first need to briefly review the kernel embedding framework. Kernel Embedding Method. Let P be the set of all the probability distributions on R d . Let X be a random variable with distribution P ∈ P. Let k :
be a positive definite (p.d.) kernel, and let F be the unique RKHS associated with k. f,f F denotes the inner product among f,f ∈ F . k(x, ·) ∈ F denotes an RKHS function as a function of (·) with fixed x. Following [15] , for each P ∈ P, we define an RKHS element µ X ∈ F by
where E X∼P [·] is the expectation with respect to the random variable X. We also use notation µ X (·) = µ X = µ P interchangeably. µ X is called the kernel mean. If the mapping P → µ X is injective, then the p.d. kernel k is called characteristic [20] . Frequently used p.d. kernels (e.g., a Gaussian kernel or
Laplace kernel) are characteristic [21] . If characteristic kernels are used, then the kernel mean µ X ∈ F uniquely specifies the original probability distribution P ∈ P. Much information about P can be recovered from the kernel mean µ X .
For example, the expectation of any RKHS function f ∈ F with respect to P can be computed merely from the inner product among the kernel mean µ X and function f , i.e.,
An advantage of using µ X instead of P is that even if P is a complex probability distribution (e.g., a wind distribution), µ X is a smooth RKHS function and its nonparametric estimation is relatively easy. If x 1 , · · · , x n is a sample drawn i.i.d. from P, then the kernel mean (7) can be estimated as
Similarly, for a joint probability distribution, a covariance operator-that is, a covariance expression using RKHSs-can be defined as follows. Let P be the set of all the probability distributions on R d h ×R dx . Let (H, X) be the joint random variable with distribution P ∈ P. Let k : R dx × R dx → R be a p.d. kernel, and let F be the unique RKHS associated with k. Let l :
. kernel, and let G be the unique RKHS associated with l. The uncentered covariance operator C HX : F → G is defined as follows:
where E HX [·] is the expectation with respect to the joint random variable (H, X), and ⊗ is the tensor product. C HX can also be viewed as kernel mean µ HX of the joint random variable (H, X) using the tensor product kernel l(·, H)⊗
. from P, then the covariance operator (8) can be estimated as
To derive the KSHMM algorithm, all the probability operations in Subsection 3.1 are replaced with operations of kernel means, covariance operators, and related quantities using RKHSs. The formulation of the KSHMM is given as follows.
Formulation of KSHMM.
We consider a continuous HMM. Let H t be a continuous hidden random variable taking a value in R d h , and let h t be its instantiation.
Let X t be a continuous observed random variable taking a value in R dx , and let x t be its instantiation. Let P(H t+1 |H t ) be the conditional distribution of hidden state transitions, and let P(X t |H t ) be the conditional distribution of emitting observations. Let π be an initial probability distribution on the hidden variable. A continuous HMM is specified by the triplet (P(H t+1 |H t ), P(X t |H t ), π), which fully characterizes the joint probability of any sequence of states and observations.
Given a sequence of test observationsx 1:t , the next valuex t+1 can be forecasted by computing the predictive distribution P(X t+1 |x 1:t ). A point estimationx t+1 is obtained by the mode that maximizes the probability density function.
Since the KSHMM utilizes kernel methods, p.d. kernels on hidden variables and observation variables should be defined. Let k :
kernel, and let F be the unique RKHS associated with k. Let l :
be a p.d. kernel, and let G be the unique RKHS associated with l.
A goal of the KSHMM is to compute the RKHS counterpart (i.e., the kernel mean) µ Xt+1|x1:t of the predictive distribution P(X t+1 |x 1:t ). That is,
If a characteristic kernel (e.g., a Gaussian kernel or Laplace kernel) [21] is used for kernel k, then the kernel mean µ Xt+1|x1:t can uniquely identify the predictive distribution P(X t+1 |x 1:t ), and much information about P(X t+1 |x 1:t ) can be recovered from the RKHS counterpart µ Xt+1|x1:t . A point estimationx t+1 is obtained by the state x that maximizes the RKHS function µ Xt+1|x1:t (x).
The derivation of the KSHMM algorithm is obtained by arguments similar to those for the spectral algorithm (see Subsection 3.1) in the RKHS form. An overview is as follows. The RKHS version of Eq. (5) is obtained by
where C 3,1|2 is a conditional embedding operator C 3,1|2 := C Xt+2Xt|Xt+1 [8, 16] .
Let U be the top N left singular vectors of the covariance operator C 2,1 , by applying the thin SVD. The RKHS version of Eqs. (3) and (6) is given by
where β 1 ∈ R N , Bx ∈ R N ×N , and β ∞ : R N → F are defined by
A sketch of the KSHMM algorithm is given as follows. First, given a sequence of training data x 1:3000 , quantitiesμ 1 ,Ĉ Since the quantities above are RKHS functions or function operators, they are implicitly computed by their weight vectors. Given a training sample
Hence, an RKHS function f ∈ F is estimated by estimating the corresponding weight vector w ∈ R n . In the actual KSHMM algorithm given below, quantitieŝ • Input: We reshape the training data x 1:3000 to a collection of 3 sequential data {x
where m = 2998 by a sliding window, which can be used for training the KSHMM. Letx 1:t be a sequence of test data, where the next valuex t+1 should be forecasted.
• Output: An objective of the KSHMM is to compute the predictive kernel mean (9) . In Algorithm 1, the KSHMM actually estimates the weight vector η ∈ R m of the predictive kernel mean as follows:
2 ).
• Step 1: Compute the following kernel matrices K, L, G, F ∈ R m×m with the p.d. kernel k:
•
Step 2: Solve a generalized eigenvalue problem
, and obtain the top N generalized eigenvectors α i , i ∈ {1, . . . , N }. 6 In addition, we compute the matrices:
• Step 3: Compute the vector:
where 1 m ∈ R m is the all-ones vector.
• Step 4: Compute the matrix:
Although β ∞ : R N → F is not explicitly computed in Algorithm 1, it has the expressionβ ∞ = ΦQ where Φ = (k(x 1 2 , ·), . . . , k(x m 2 , ·)).
Step 5: For each τ = 1, . . . , t, compute the matrix:
and a test inputx τ , I ∈ R m×m is the identity
Algorithm 1 Kernel Spectral Hidden Markov Model (KSHMM)
Input: training data {x
, test datax 1:t . Output: weight vector η ∈ R m of predictive kernel mean µ Xt+1|x1:t
Step 1:
Step 2:
, and obtain the top
Step 3:
Step 4: Compute Q = KLADΩ −1 .
Step 5:
. . , t, where n denotes a weight normalization.
Step 6: Compute η = n(Qn(Bx t · · · n(Bx 1 n(β 1 )))), where n denotes a weight normalization.
matrix, and λ > 0 is the regularization parameter [8, 16, 17] . The choice of λ considerably affects the performance. λ is often determined by a grid search to minimize the cross validation (CV) error of the prediction accuracy (e.g., the RMSE) [8, 16, 17] .
In our experiments, we normalized the weight vectors for numerical stabil-
. Further, we computed Eq. (11) 
• Step 6: Compute the vector:
In our experiments, we normalized the weight vectors each time for numerical stability, and we computed Eq. (12) as η = n(Qn(Bx t · · · n(Bx 1 n(β 1 )))).
Computing statistics of predictive distribution. Here, we describe the statistics (mean, variance, and mode) of predictive distribution P(X t+1 |x 1:t ), given 
The mode estimation is obtained by solving the optimization problem [22, 23, 24 ]:x t+1 := arg min
where this implies thatμ Xt+1|x1:t is approximated only with an RKHS function
If k is a frequently used Gaussian kernel, then Eq. (15) is equivalent to solvingx t+1 = arg max xμ Xt+1|x1:t (x), and a fixed-point iteration algorithm is known as follows [22, 24] :
The initial value x (0) can start with a random choice or the training data point x l 2 that maximizes the weight η l . Equation (16) is iterated until x (t) converges.
The converged value x * is expected to be the optimumx t+1 .
To forecast the next wind-speed valuex t+1 for the data given in Section 2, we run Algorithm 1, and then compute the mode estimation (15).
Results
In this section, we provide the numerical results from wind-speed forecasting using the NREL data described in Section 2. We computed RMSE in Eq. (1) to evaluate our results. We compared five forecasting methods with the following experimental settings:
• KSHMM: Algorithm 1 requires a setting of a p.d. kernel k, a regularization parameter λ > 0, and dimension N for SVD. Gaussian RBF kernel
is used for k. Following [25] , the median of pairwise distances of training data x 1:3000 is used for setting σ > 0. Following [24] , the value λ = 0.01 √ m
, where m = 2998, is used for λ. N = 6 is used for SVD.
• Persistence Method (PST): This method is known as a naïve predictor, and predictsx t+1 to be the same as the wind speed at previous timex t (i.e.,x t+1 =x t ). In fact, PST is a surprisingly effective method for veryshort-term to short-term forecasts [1, 2, 3, 4, 5, 6, 7] . PST was used as a baseline method for comparison.
• ARMA: A linear model ARMA(p, q) requires a setting of the order p of AR and order q of MA. These were selected in the combinations of p ∈ {0, . . . , p max } and q ∈ {0, . . . , q max } in terms of information criteria, AIC and BIC (ARMA-AIC and ARMA-BIC, respectively). p max was determined by the cut-off value (95 % confidence intervals) of the sample partial autocorrelation function. q max was determined by the cut-off value (95 % confidence intervals) of the sample autocorrelation function.
• SVR: SVR is a nonlinear regression approach using a kernel method.
This algorithm requires selecting a set of input variables inx 1:t to predict outcomex t+1 . Similar to ARMA, the max lag p max was determined by the cut-off value (95 % confidence intervals) of the sample partial autocorrelation function, and p max was used for selecting past input variables
is used for k. Following [18, 26] , the bandwidth parameter σ > 0 and box constraint parame- • KSHMM-PST: Since the KSHMM-based forecasting algorithm, as described, above occasionally showed unstable results due to the nonpara- metric estimation, we introduced the following simple switching method:
if the estimation of the next valuex t+1 is judged to be unstable in terms of the predictive mean (13) and variance (14) , then the forecasting method is replaced with the naïve persistence method. Thus, we used the following simple switching rule:
-If the predictive mean (13) does not satisfy
(i.e., if ξ t+1 is outside the range of the training samples), then the next valuex t+1 is forecasted using the persistence method.
-If the predictive variance (14) does not satisfy
(i.e., if V t+1 is larger than the sample variance), then the next valuẽ x t+1 is forecasted using the persistence method. Tables 1, 2 , and 3 show the ultimate prediction accuracy, i.e., RMSE(3000) in Eq. (1), of one-hour-ahead wind-speed forecasts for several turbines in Areas A, B, and C, respectively. We observed that the KSHMM method and KSHMM-PST method showed comparable or superior results compared to the other methods. Moreover, the simple switching method, using Eqs. (17) and (18), worked to improve the prediction accuracy.
Conclusion
In research on wind-speed forecasting, a number of machine learning methods have been employed. In this paper, we proposed a novel KSHMM-based wind-speed forecasting technique. The KSHMM does not require the selection of a set of input variables from past sequencesx 1:t , but rather assumes hidden Markov models using all past sequencesx 1:t . Moreover, the KSHMM can be nonparametrically learned using only observable data x 1:3000 , by taking advantage of spectral learning and kernel embedding methods. In our experiments, the proposed KSHMM-based method showed comparable or better prediction accuracy compared to PST, ARMA, and SVR. Because the KSHMM-based forecasting is a new approach, our future research will involve improving the algorithm and exploring the use of ensemble forecasting. Table 3 : Prediction accuracy of one-hour-ahead wind-speed forecasts for turbines in Area C.
Turbine PST ARMA-AIC ARMA-BIC SVR KSHMM KSHMM-PST
