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Abstract As observations and models improve their resolution of oceanic motions at ever finer
horizontal scales, interest has grown in characterizing the transition from the geostrophically balanced
flows that dominate at large-scale to submesoscale turbulence and waves that dominate at small scales. In
this study we examine the mesoscale-to-submesoscale (100 to 10 km) transition in an eastern boundary
current, the southern California Current System (CCS), using repeated acoustic Doppler current profiler
transects, sea surface height from high-resolution nadir altimetry and output from a (1/48)◦ global model
simulation. In the CCS, the submesoscale is as energetic as in western boundary current regions, but the
mesoscale is much weaker, and as a result the transition lacks the change in kinetic energy (KE) spectral
slope observed for western boundary currents. Helmholtz and vortex-wave decompositions of the KE
spectra are used to identify balanced and unbalanced contributions. At horizontal scales greater than
70 km, we find that observed KE is dominated by balanced geostrophic motions. At scales from 40 to
10 km, unbalanced contributions such as inertia-gravity waves contribute as much as balanced motions.
The model KE transition occurs at longer scales, around 125 km. The altimeter spectra are consistent with
acoustic Doppler current profiler/model spectra at scales longer than 70/125 km, respectively. Observed
seasonality is weak. Taken together, our results suggest that geostrophic velocities can be diagnosed from
sea surface height on scales larger than about 70 km in the southern CCS.
Plain Language Summary Observations and numerical models are now able to resolve
changes in velocity or sea surface height over distances of just a few kilometers. Geostrophically balanced
flows dominate at large scales, while turbulence and waves dominate at small scales. One challenge is to
characterize the transition between large and small scales. This study employs spectral analysis of high
horizontal resolution observations and a numerical model simulation in order to determine the length scale
of the transition from balanced to unbalanced motions in the southern California Current System. We find
that in the California Current System, geostrophic motions dominate on scales larger than about 70 km.
Seasonality in the transition scale is also examined and is found to be weak.
1. Introduction
The partition between geostrophically balanced and unbalanced submesoscale upper-ocean flows and their
projection on sea surface height (SSH) have practical implications for the interpretation of new altimeter
missions that will resolve these relatively unobserved scales. A case in point is the upcoming launch of
the Surface Water and Ocean Topography (SWOT) altimeter, which will provide SSH estimates with 10-
to 15-km resolution (Fu & Ubelmann, 2014). Theoretical predictions of submesoscale variability originally
hypothesized largely geostrophic motions on scales smaller than 50 to 60 km in most parts of the ocean
(e.g., Capet et al., 2008; Lapeyre & Klein, 2006; Le Traon et al., 2008). Recent studies, however, suggest that
when tides and inertia-gravity waves (IGWs) are resolved, submesoscale SSH has a signature of internal
waves rather than geostrophic motions at these smaller scales (e.g., Bühler et al., 2014; Callies & Ferrari,
2013; Rocha, Chereskin, et al., 2016; Rocha, Gille, et al., 2016). The above studies were primarily focused on




• At scales between 10 and 200 km,
upper-ocean kinetic energy spectra
follow a -2 power law
• Observed transition scale from
primarily balanced (geostrophic) to
unbalanced motions is ∼70 km
• Seasonality is weak in spectra
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submesoscale upper-ocean flows in a contrasting eastern boundary current region, the southern California
Current System (CCS). The CCS is also of interest as the region chosen for the calibration/validation of the
SWOT altimeter.
Studies of strong baroclinic jets, such as western boundary currents (e.g., the Gulf Stream and the Kuroshio)
and the Antarctic Circumpolar Current (ACC), have identified a transition from balanced to unbalanced
flow that occurs where the kinetic energy (KE) spectral slope flattens within the submesoscale range
(100–10 km; e.g., Callies & Ferrari, 2013; Rocha, Chereskin, et al., 2016; Rocha, Gille, et al., 2016; Qiu et al.,
2017). The wavenumber of the transition varies between current systems, but it occurs where the contri-
bution from ageostrophic flows, such as IGWs, outweighs that from geostrophically balanced motions. For
example, the transition occurs around 15 km in the Kuroshio (Qiu et al., 2017), 20 km in the Gulf Stream
(Callies & Ferrari, 2013), and around 40 km in the ACC (Rocha, Chereskin, et al., 2016). While the studies of
these jets suggest a clear transition with a change in spectral slope around 15–40 km, Qiu et al. (2017) ana-
lyzed observations over a large range of latitudes in the northwest Pacific and found that the transition scale
depended strongly on the local mesoscale variability, with longer scales corresponding to lower mesoscale
energy level. Spectral slopes and slope changes have also been observed to vary more in regions outside of
strong jets, and these characteristics have been used to infer differing dynamics (Callies & Ferrari, 2013;
Qiu et al., 2017). Regions sampled with sufficiently high spatial resolution to examine the submesoscale are
rare, but the southern CCS is one such region, because of the cruises by the California Cooperative Oceanic
Fisheries Investigations (CalCOFI). The region is characterized by mesoscale (300–100 km) variability that
is weak and submesoscale (100–10 km) variability that is as energetic as in the strong jets. This study com-
bines high-resolution observations and numerical model output in order to examine the structure of the
transition from geostrophically balanced to unbalanced motions in the southern CCS, at scales from 100 to
10 km, hereinafter referred to as the submesoscale transition. Although submesoscale dynamics extend to
smaller length scales, this study is limited by the 10-km resolution of the CalCOFI observations.
2. Inferring Dynamics From Horizontal Wavenumber Spectra
Geostrophic turbulence theory has been used as a framework for analyzing high-frequency and
high-wavenumber variability in the ocean. Isotropic interior quasi-geostrophic (QG) turbulence theory pre-
dicts horizontal wavenumber (k) spectra of KE that roll off as k−3 in the mesoscale-to-submesoscale range
(Charney, 1971) and SSH spectra that are expected to be 2 orders of magnitude steeper (k−5). In contrast,
surface QG (SQG) turbulence predicts a shallower k−5/3 spectrum for KE (Blumen, 1978) and k−11/3 for
SSH. The theoretical predictions are made for two-dimensional isotropic spectra, but observations are more
often made along a one-dimensional track. Callies and Ferrari (2013) summarize the theoretical predictions
for isotropic two-dimensional wavenumber spectra and relate them to their one-dimensional along-track
counterparts. Two key diagnostics emerge: the spectral slope and the ratio of across- to along-track KE
components. Callies and Ferrari (2013) note that for an isotropic two-dimensional spectrum that follows a
power law k−n,n > 0, the one-dimensional spectrum will follow the same power law; furthermore, for a
horizontally nondivergent flow, the ratio of across- to along-track KE components of the one-dimensional
KE spectrum should equal the power law exponent (Charney, 1971). In other words, for a roll-off of k−n,
the across-track component should be n times more energetic than the along track. Thus, the ratio could
be used as an indicator of geostrophic balance. Bühler et al. (2014) note that for the other extreme, that
is, a purely divergent flow, the converse is true; the along-track component should be n times more ener-
getic than the across-track component (Charney, 1971). Exploiting these properties, Bühler et al. (2014)
develop a Helmholtz decomposition method for separating the divergent and rotational components of
one-dimensional along-track KE spectra.
KE spectra estimated from satellite data and global models roll off as k−2 and SSH spectra as k−4, and this
has been interpreted as evidence for SQG turbulence (e.g., Lapeyre, 2009; Le Traon et al., 2008; Sasaki &
Klein, 2012). KE spectra estimated from Gulf Stream velocity observations, however, roll off as k−3 in the
20- to 200-km range, with a ratio of across- to along-track KE of ≃ 3, and so both the slope and ratio are
consistent with interior QG turbulence (Bühler et al., 2014; Callies & Ferrari, 2013; Wang et al., 2010). Ana-
lyzing KE spectra from ACC velocity observations in Drake Passage, Rocha, Chereskin, et al. (2016) found
k−3 KE spectral slopes in the 40- to 200-km range, similar to the Gulf Stream, but observed a flatter spec-
tral slope in the 10- to 40-km range. Additionally, the KE component ratio in the ACC deviated significantly
from the expectation of isotropic interior QG turbulence. Following the methodology of Bühler et al. (2014),
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Figure 1. Mean (1993–2004) California Cooperative Oceanic Fisheries Investigations acoustic Doppler current profiler
currents at 20-m depth superposed on eddy kinetic energy (EKE) estimated from Aviso altimetry for the same time
interval. High-frequency radar (HFR) estimates were made by Kim et al. (2011) for the region denoted by the green box.
Rocha, Chereskin, et al. (2016) showed that IGWs likely accounted for the discrepancy between the observed
spectra and the predictions of isotropic interior QG turbulence. Qiu et al. (2017) applied these methods to
KE spectra estimated from repeated acoustic Doppler current profiler (ADCP) observations from 34◦N to
3◦N along 137◦W and found that the transition scale lengthened in regions of weak mesoscale eddy energy.
In this study, we employ the same methods in order to extend the results to a different dynamical regime,
an eastern boundary current system. As in prior studies, two diagnostics are used to interpret spectra in
the context of geostrophic turbulence theory: the spectral slope of one-dimensional along-track wavenum-
ber spectra and the ratio of across- to along-track KE spectra. Following Bühler et al. (2014) and Rocha,
Chereskin, et al. (2016), a Helmholtz decomposition is employed to separate the rotational and divergent
KE components, and a vortex-wave decomposition is used to further diagnose the flow into geostrophic
and IGW components. We follow the steps outlined by Rocha, Chereskin, et al. (2016, Appendix C) for
these two decompositions. The Helmholtz decomposition requires solving a coupled pair of ordinary dif-
ferential equations in spectral space, under the assumptions that the rotational and divergent components
are horizontally homogeneous, isotropic, and statistically uncorrelated (Bühler et al., 2014). These are
strong assumptions. In the California Current region, there is some observational support for horizontal
isotropy and homogeneity (section 3.1). Results from the Helmholtz decomposition are more robust than the
vortex-wave decomposition in that most of the assumptions are reasonable for the region, with the important
caveat that the rotational and divergent components are not likely to be totally independent. The Helmholtz
decomposition achieves an approximate separation into balanced and unbalanced motions corresponding
roughly to the rotational and divergent components, respectively. The wave-vortex decomposition provides
a more exact separation into vortex (balanced) and wave (unbalanced) components, but the trade-off is that
it requires the additional assumptions that the internal waves for the region can be characterized by the
Garrett-Munk (GM; Garrett & Munk, 1972) internal wave spectrum and that all divergent flow is due to
internal waves. The GM spectrum is a composite from many observations and difficult to assess against any
single set of observations. Savage et al. (2017) examined frequency-wavenumber spectra from seven regions
in the same global numerical simulation used in this study. Although none of their regions overlapped with
the southern CCS, in all seven regions they found good agreement with the GM spectral slope prediction
of k−2 for tidal frequencies but flatter spectral slopes (k−1) at supertidal frequencies, consistent with a more
energetic model internal wave field.
3. Data and Methods
3.1. Velocity Data
Since 1984 CalCOFI has conducted quarterly hydrographic surveys along six parallel lines oriented approx-
imately perpendicular to the coast from San Diego to Point Conception. The lines (numbered from south
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to north: 93, 90, 87, 83, 80, and 77) are spaced 74 km apart and extend from within 15 km of the coast to
about 700 km offshore (Figure 1). For this study we use shipboard ADCP velocity observations collected on
39 cruises over an 11-year period, 1993–2004, updated from Gay and Chereskin (2009). We chose to analyze
this decade-long interval because the data quality is high, and the data collection is the most consistent.
Roughly half the cruises were carried out on the R/V New Horizon and the other half on the R/V David
Starr Jordan; one cruise used the R/V Roger Revelle. In all cases, an RD Instruments 153.6-kHz narrowband
ADCP was configured to sample with an 8-m pulse and an 8-m vertical bin. Sampling interval (1-, 3-, and
5-min averages), transducer depth (4–5 m), and “blank-before-transmit” (4–12 m) varied between ships and
cruises. ADCP data collection continues to the present on CalCOFI cruises, but the quality is uneven, with
more gaps in the time series and more frequent changes in ships, instruments, and ADCP configurations
than in the record analyzed here.
The data were processed using methods and software developed at the University of Hawaii and described
by Firing and Hummon (2010). The main steps are summarized below. The constant sound speed used by
the acquisition software is corrected to in situ sound speed calculated from temperature measured at the
transducer and salinity appropriate for the CalCOFI region (33 psu). The velocities are navigated from ship
relative to absolute ocean currents using Global Positioning System (GPS) position measurements to esti-
mate ship speed. Smoothed positions and ship speeds are calculated by filtering a depth-averaged layer of
absolute ocean current with a Blackman filter (900-s half-width) and then subtracting out the ship-relative
current. Since the filter is tapered, ship speed estimates separated by 900 s are approximately independent.
An overall amplitude and misalignment angle (correcting for a mean gyrocompass-transducer misalign-
ment) are estimated and applied. The data were edited, primarily to remove data at the end of the profile
contaminated by bottom interference in the Southern California Bight region where there is complex and
shallow topography within range of the ADCP. In order to create a uniform time series, the ocean currents
from each cruise were block averaged over 900-s intervals (about 5 km along track at a steaming speed of
5 m/s) and interpolated to fifty 8-m depth bins, from 16 to 408 m.
ADCP instrumental bias was minimized through selection of profiling parameters affecting signal tracking
(Chereskin & Harding, 1993; Chereskin & Trunnell, 1996). Instrumental errors in ship-relative currents are
quite small, less than 0.5 cm/s for a 900-s average. GPS quality varies over the time series. During the 1990s,
the Department of Defense intentionally degraded GPS positions (SA or selective availability). However,
military grade receivers (P-code) that were not affected by SA came into use on research vessels. Between
1995 and 2004, P-code quality GPS was available on 31 of the cruises; the remaining 8 were affected by SA.
The uncertainty in absolute current due to errors in ship position over a 900-s average is estimated to be
4 cm/s (spectral noise level of 0.0015 m2/s2/cpkm) in the case of SA GPS measurements and less than 1 cm/s
(spectral noise level of 0.0001 m2/s2/cpkm) in the case of P-code measurements (Chereskin & Harris, 1997).
ADCP KE estimates lie above these noise levels.
For this study we present ADCP spectra calculated along CalCOFI line 90. Line 90 is one of the longest lines
and has the additional advantage that KE spectral estimates from high-frequency radar (HFR) are available
at the inshore edge (Kim et al., 2011). We used 650-km length segments, rotated by 30◦ counterclockwise
onto an along-/across-track coordinate system, averaged to a uniform 5-km spacing, with gaps less than
25 km filled by linear interpolation. A gridded time mean velocity section is not removed; KE spectra cal-
culated after removing a mean are indistinguishable from the ones shown here. For each transect, at each
depth, the velocity is rotated into along- and across-track components, detrended, multiplied by a Hanning
window and Fourier transformed. Spectral estimates are calculated by multiplying the Fourier coefficients
by their complex conjugate and averaging over all realizations in each of 15 depth layers. Two-bin depth aver-
aging is used between 16 and 152 m; four-bin depth averaging is used between 160 and 296 m. Confidence
limits are calculated assuming that the Fourier coefficients are normally distributed and their magnitudes
squared are chi-square distributed (Bendat & Piersol, 2010). Each transect is assumed independent; in depth
averaging, every other depth bin is assumed independent. Data gaps increase with depth, resulting in fewer
estimates at deeper levels. Increasing the vertical averaging from two to four depth bins keeps the confi-
dence limits approximately constant for all layers. ADCP spectra estimated for the other lines (not shown)
are similar to line 90, which suggests that the assumption of horizontal homogeneity is reasonable for the
CalCOFI region. Observational support for horizontal isotropy comes from velocity variance ellipses that are
nearly circular (not shown). We average together spectra from multiple CalCOFI lines in order to increase
the confidence in seasonal estimates (section 4.3). Treatment of the other lines is the same as that described
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Figure 2. Altimeter ground track segments used for this study, including
tracks from Jason-1 and Jason-2 (blue), Sentinel-3 (red), and AltiKa
(orange). Sentinel-3 and AltiKa tracks are descending (collected when the
satellite is moving southward), and Jason tracks are ascending (satellite
moving northward).
for line 90. For multiline spectral averages, we used a maximum length
segment of 340 km (length of line 77) with origin at the offshore end of
each of the lines (Figure 1).
Our interpretation of the ADCP KE spectra makes the same fast-tow
assumption used by previous authors, that is, that the ship speed is faster
than the propagation speed of the fluctuations (Callies & Ferrari, 2013;
Qiu et al., 2017; Rocha, Chereskin, et al., 2016). At a steaming speed of
5 m/s, the ship travels 10 km in about 30 min and 100 km in about 5.5 hr.
The fast-tow assumption is reasonable for high-frequency internal waves
that project onto small horizontal scales and for large-scale geostrophic
eddies that generally have time scales much longer than a day. Fluctu-
ations with intermediate scales such as tides and near-inertial currents
will be aliased. In the model the mesoscale flow is coherent over the line
90 sampling period (48 hr); Hovmöller diagrams (not shown) suggest that
there is some propagation of high-frequency signals along line 90, likely
internal tides. The effect of the aliasing on the spectra is difficult to assess,
however, hence the importance of comparing with other observations
such the HFR, altimetry, and the numerical simulation, where the sam-
pling is truly fast tow. An additional complication for CalCOFI cruises
is that the ship stops for hydrographic sampling, with stations spaced
roughly every 70 km and lasting about 2–2.5 hr. For wavelengths shorter
than 70 km, we examined the effect of the stations by computing KE spec-
tra for underway-only segments and compared to spectra computed from
the gridded data (not shown). The stations do not significantly alter the
spectral slopes nor the KE component ratios.
3.2. Altimetry Data
As an independent measure of high-wavenumber variability, we compute spectra from altimetric SSH for a
selection of exact repeat altimeter tracks that are roughly perpendicular to the California coast, as shown in
Figure 2, and are in the same region as the CalCOFI sampling lines of the ADCP, although they are more
meridional.
Standard altimeter products typically have a 7- to 15-km footprint (e.g., Dibarboure et al., 2014) and report
data at 1 Hz, roughly equivalent to one sample every 6–10 km. Given the autocorrelation of SSH, the effec-
tive spatial resolution of 1-Hz analyses of along-track altimeter data have emphasized resolving features at
scales larger than 30–60 km (e.g., Chelton & Schlax, 2003; Stammer, 1997). Since this study is focused on
high-wavenumber processes, we examine three altimeter products, each selected because of its potential to
provide high-wavenumber information: a retracked version of Jason-1/Jason-2 data and data from two satel-
lites that have introduced newer technology intended to resolve higher-wavenumber processes: AltiKa and
Sentinel-3.
For the Jason-1 and Jason-2 Ku-band altimeters, we use data processed with the Adaptive Leading Edge
Subwaveform (ALES) algorithm (Passaro et al., 2014), which was developed to meet the requirements of
small-scale coastal oceanography while providing a consistent product for the open ocean. Radar altimeters
typically exhibit a “spectral bump” at high wavenumbers that has been attributed to preferential satellite
returns from “bright” spots within the satellite footprint, associated with rain or backscatter coefficient (𝜎0)
“blooms” (e.g., Dibarboure et al., 2014; Raynal et al., 2018). The ALES retracking procedure considers only a
portion of the radar signal, with focus on the leading edge and therefore partially avoids the inhomogeneities
in the backscatter strength. This should reduce the effect of the spectral bump compared to the standard
processing as shown by Smith et al. (2017). Jason-1 launched in December 2001, and data are available
from January 2002 to January 2009. Jason-2 launched in June 2007, and data are available from July 2008 to
August 2016. Together, this provides a potential of 557 cycles, of which we use 80% to 90%, eliminating all
satellite passes with significant noise that could be associated with waves, rain contamination, or satellite
anomalies. The Jason satellites return to each ground track every 9.9 days, providing one track of nadir data
each cycle. We use three ground tracks, identified in the ALES product as 43, 119, and 195. All environmental
corrections are applied (including tides), and the mean sea surface is removed. The sea state bias correction
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is recomputed using ALES estimations of significant wave height and wind at high frequency, as explained
by Passaro et al. (2018). Data are screened to remove measurements when significant wave height is reported
to be greater than 11 m, when the radar fitting coefficient (“Err”) is greater than 0.3, when the SSH anomaly
exceeds 0.7 m, or when 𝜎0 > 30 dB.
The AltiKa altimeter launched in February 2013 as a joint French-Indian project with a Sun-synchronous
orbit that followed the ground track previously used by the European Space Agency altimeters, ERS and
Envisat, with a 35-day repeat (Verron et al., 2015). The use of the Ka band allows a reduced footprint and
higher pulse-repetition frequency, which leads to higher precision in the range estimation at 40 Hz, even
when compared to the 20-Hz sampling of the classic Ku-band altimeters (Quartly & Passaro, 2015; Verron
et al., 2015). We used AltiKa in earlier work (Rocha, Chereskin, et al., 2016), and the processing and quality
control followed the same editing criteria (Birol et al., 2010; Durand et al., 2008; Roblou et al., 2011; Rocha,
Chereskin, et al., 2016). AltiKa returned data on a consistent ground track from approximately October
2013 to May 2016. For the California Current, we use a total of 9 ground tracks, from the 25 cycles during
this period, yielding 208 usable passes after quality control. AltiKa environmental corrections, including
tides, are provided at 1 Hz, and, for this analysis, we use a spline interpolation to obtain environmental
corrections at 40 Hz. The 1-Hz sampling of the corrections effectively limits their influence to scales longer
than 15–20 km. For smaller scales, the spectral energy of the spline-interpolated corrections drops off rapidly;
this rapid drop-off would only pose a problem if the corrections themselves were highly energetic at 1 Hz,
in which case, the spectral drop-off could lead to an unphysical drop in spectral energy for scales around
15–20 km.
The Sentinel-3 altimeter (red lines in Figure 2) uses delayed Doppler (or synthetic aperture radar) process-
ing (European Organisation for the Exploitation of Meteorological Satellites, 2017; Raney, 1998), which is
designed to achieve significantly higher signal-to-noise ratios (Heslop et al., 2017). However, Sentinel-3's
Sun-synchronous orbit, with a 27-day repeat, is distinct from that of previous altimeters (cf. red and orange
lines in Figure 2), so the mean SSH is not well characterized along its ground tracks, and there are still com-
paratively few satellite passes over each of the Sentinel-3 ground tracks in the California Current, meaning
that SSH anomalies from Sentinel-3 may have more residual geoid contamination than those from other
satellites. Previous studies based on Cryosat-2 (also a delay-Doppler altimeter) in the Indonesian seas sug-
gest that the use of a global mean sea surface model to remove the mean SSH along sparsely sampled ground
tracks does not amplify the overall spatial variance of SSH within 50-km × 50-km test patches (Passaro et al.,
2016). Here, however, we are interested in along-track data and high-wavenumber spectra, and therefore, we
cannot exclude the possibility of residual geoid contamination in the along-track means. In total, we use 7
ground tracks from 20 cycles of data from the time period between January 2017 and May 2018, yielding 110
usable passes after quality control. Data are used only in regions deeper than 2,000-m depth, because geoid
uncertainties are expected to be larger in shallow water. For this analysis, we use sea surface height anoma-
lies (ssha) computed relative to the Earth's mean sea surface, with environmental corrections, including a
tidal correction, applied. The typical standard deviation of the reported ssha is about 6 cm; large standard
deviations are indicative of questionable satellite passes. For this analysis satellite passes with along-track
ssha standard deviations exceeding 11 cm are not used. Satellite passes are also not used if, after demeaning,
they have a standard deviation greater than 10 cm.
For all three altimeter data streams, SSH data are processed to retain high-wavenumber structure, while
removing the background time mean field, which could be associated with stationary geophysical structures
that determine the geoid. The time mean signal measured by the altimeter is associated with the Earth's
geoid, so we remove the time-averaged SSH to focus on the oceanographic portion of the signal. Our pro-
cessing procedure takes into account the fact that the latitude and longitude coordinates reported in the
data files shift slightly each cycle. High-frequency 20-Hz altimeter data are first linearly interpolated to
a common reference track. Then SSHs on the reference track are time averaged to produce a mean SSH.
One possible strategy would be to demean and analyze the interpolated SSHs. However, we do not do this,
since linear interpolation acts as a two-point smoothing process, which effectively applies a filter to the
high-wavenumber spectrum. Instead, for each cycle the along-track mean SSH is linearly interpolated onto
the cycle-specific latitude/longitude points to produce the mean most appropriate for the individual cycle.
Data are then demeaned, Hanning windowed in the same way as the velocity records, Fourier transformed,
and averaged together to produce spectra. In the case of Jason-1 and Jason-2, we compute separate mean
sea surfaces for the two satellites. Final spectra combine records from the two satellites.
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Figure 3. Snapshots of surface relative vorticity from the latitude-longitude cap 4320 model taken at midnight UTC on
1 March (left) and 1 September 2012 (right). The blue line corresponds to CalCOFI Line 90. Model kinetic energy
spectra are estimated along this line for comparison with observations. Model velocity gradient statistics are estimated
for the subdomain denoted by the black box.
3.3. LLC Numerical Simulation
We use output from a (1/48)◦ numerical simulation that is a forward solution of the Massachusetts Insti-
tute of Technology general circulation model (Hill et al., 2007; Marshall et al., 1997) configured on the
latitude-longitude cap (LLC) grid (Forget et al., 2015). The model was spun up through a hierarchy of
runs with increasing horizontal resolution, all with 90 vertical levels. The initial conditions are from a
(1/6)◦ adjoint-method-based state estimate constrained with millions of observations spanning 2009–2011
(Menemenlis et al., 2008) and provided by the Estimating the Circulation and Climate of the Oceans project.
The (1/48)◦ simulation (LLC 4320, nominal grid spacing of about 2 km in the CCS region, effective resolu-
tion of about 8 km) is forced by the 16 most significant tidal components and 6-hourly surface atmospheric
fields from the 0.14◦ European Centre for Medium-Range Weather Forecasts analysis starting in 2011. The
LLC 4320 simulation is the same one analyzed by Rocha, Gille, et al. (2016) and Qiu et al. (2018). The tidal
forcing is a critical aspect of the numerical simulation, as significant IGW energy results from the con-
version of barotropic tidal energy due to interaction with topography. We compute KE and SSH variance
spectra from snapshots of hourly averaged LLC 4320 model output along a line 90 transect in the simulation
(Figure 3). Spectra are also computed from daily averages in order to see the effect of filtering the tides and
high-frequency IGWs. The spectra are computed as described for the velocity and SSH observations. Addi-
tionally, the 1-year run of the LLC 4320 is used to examine seasonal variability. As in Rocha, Gille, et al.
(2016) we compute the second-order statistics of vertical vorticity:
𝜁 = vx − u𝑦, (1)
lateral rate of strain,
𝛼 = [(ux − v𝑦)2 + (u𝑦 + vx)2]1∕2, (2)
and horizontal divergence,
𝛿 = ux + v𝑦, (3)
where u and v are, respectively, the zonal and meridional velocity components. These higher-order statistics
estimated over the subdomain shown in Figure 3 emphasize fine lateral scales and are used to grossly dif-
ferentiate between submesoscale turbulence and IGWs. The separation is approximate, however, as IGWs
have vorticity and small-scale eddies are divergent.
We also computed the meridional component of geostrophic velocity vg along a line of constant latitude
(32◦N) and the zonal component of geostrophic velocity ug along a line of constant longitude (122◦W) in the
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Figure 4. Kinetic energy (KE) spectra at 20-m depth for acoustic Doppler
current profiler (ADCP; red) and latitude-longitude cap 4320 model-hourly
(blue) and model-daily (gray) transects along line 90. Also shown, the KE
surface spectrum (green) from high-frequency radar (HFR) estimated by
Kim et al. (2011) for the region denoted by the green box shown in Figure 1.
The 95% confidence limits are shown for the ADCP (red) and model-hourly
(blue) estimates. Black dashed lines show slopes of −2 and −3 for reference.
where g is gravity, f is the Coriolis parameter, and 𝜂 is the model SSH. Cen-
tered differences of 𝜂 (nominally 4-km separation) produced estimates
that were colocated with model velocity estimates.
4. KE Spectra
4.1. Partition Between Balanced and Unbalanced Motions
Line 90 KE spectra estimated from the ADCP observations and from the
LLC 4320-hourly averaged currents at 20-m depth have similar shape
and energy levels; the total surface KE spectrum from HFR estimates
(S.-Y. Kim, personal communication, February 10, 2016; Kim et al., 2011)
agrees well with the ADCP and model spectra (Figure 4). Although the
spectral slope is not constant through the submesoscale wavenumber
range, it is closer to−2 than−3. Computing daily averaged currents in the
model effectively removes the tides and higher-frequency components
and reduces KE at all spatial scales, especially short ones. The slope of the
model-daily KE spectrum is steeper (closer to −3) than the model-hourly
spectrum (Figure 4).
KE components are defined as one half of the across-track and
along-track velocity variance spectra, respectively, such that their sum is
the total KE spectrum. Slopes of the KE components for the ADCP and
the model-hourly spectra are similar to their respective total KE spec-
trum for the submesoscale range (upper left panels of Figures 5 and 6).
The ratios of the across-track to along-track components, however, are
not constant for the ADCP and the model-hourly KE estimates. For the
ADCP, the ratio is about 1.8 for wavelengths L in the range 70 < L <
300 km, and it is about 1 for L < 40 km (Figure 5, upper left). For the
model-hourly KE estimates, there is a switch in dominant KE compo-
nent: The across-track component dominates for wavelengths 125 < L <
300 km, the components are about equal for 30 < L < 125 km, and
the along-track component dominates for L < 30 km (Figure 6, upper
left). The switch in dominance at high wavenumbers, while not signifi-
cant at 95% confidence, persists over the high end range, 7 < L < 30 km.
For the model-daily components, the ratio of the across- to along-track
components is fairly consistent, averaging about 2.6 with a standard devi-
ation of 0.4 over wavelengths 10 < L < 100 km (Figure 6, upper
left). The model-daily spectra are consistent with balanced, nondivergent
geostrophic motions.
Decomposing the line 90 ADCP KE spectra into rotational and divergent components (Bühler et al., 2014;
Rocha, Chereskin, et al., 2016) indicates that the rotational component dominates for L > 70 km; KE is
equipartitioned between rotational and divergent components for L < 40 km (Figure 5, upper right). Fol-
lowing Bühler et al. (2014) and Rocha, Chereskin, et al. (2016), we diagnose the wave and vortex components
from the Helmholtz decomposition, assuming the GM spectrum for the IGW component with stratification
estimated from CalCOFI hydrography (Bograd et al., 2001). Specifically, we assume that the ratio of rota-
tional to divergent wave energy in the California Current region is the same as in the GM model. The vortex
components are purely rotational. The slopes are about−2 over most of the wavenumber range, and the ratio
between KE components is approximately constant, with the across-track component about twice as large
as the along-track component (Figure 5, lower left). These characteristics are consistent with geostrophic
motions. The wave components can have both a rotational and a divergent part. The amplitude of the wave
contribution is quite small at long wavelengths, but it contributes about equally to the total KE spectrum at
wavelengths shorter than 40 km (Figure 5, lower right). At wavelengths shorter than about 25 km, the two
wave components have similar slopes, about −2, and the along-track exceeds the across-track component by
about a factor of 2, consistent with purely divergent flow. The decompositions suggest that there is a change
in dynamics that occurs at about 70-km wavelength, but without a change in slope, since the slopes of the
wave and vortex components are both about −2, at least over the wavenumber ranges where they contribute
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Figure 5. Helmholtz and wave-vortex decompositions of the acoustic Doppler current profiler (ADCP) kinetic energy
(KE) spectra at 20-m depth for transects along line 90. (upper left) Across-track (red) and along-track (blue) KE
components at 20-m depth for ADCP transects. Total (gray) ADCP KE as shown in Figure 4. (upper right) Across-track
(red) and along-track (blue) KE components and the Helmholtz decomposition into rotational (green) and divergent
(orange) components. (lower left) Vortex across-track (red) and along-track (blue) components. (lower right) Wave
across-track (red) and along-track (blue) components. In all panels, black dashed lines show slopes of −2 and −3 for
reference; 95% confidence limits are also shown. In the lower panels, the slope of the solid black line is a least squares
fit to the KE estimates over the wavenumber range 0.01 to 0.06 cpkm, offset for clarity. CalCOFI = California
Cooperative Oceanic Fisheries Investigations.
significantly to the total KE. The energy level of the vortex and wave components is approximately equal
over the interval 10 < L < 40 km, consistent with the equipartion of the rotational and divergent KE and
with wave KE that is mostly divergent.
Decomposing the model-hourly KE spectra in a similar manner, the rotational component dominates at
the longest length scales, but the switch in dominance between rotational and divergent KE components
occurs earlier than for the ADCP, near 125 km (Figure 6, upper right). Equipartitioning between rotational
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Figure 6. Helmholtz and wave-vortex decompositions of the LLC 4320 model-hourly KE spectra at 20-m depth along
line 90. (upper left) Across-track (red) and along-track (blue) KE components at 20-m depth for model-hourly (solid)
and model-daily (dashed) transects. Total (gray) model-hourly KE as shown by the blue line in Figure 4. (upper right)
Across-track (red) and along-track (blue) KE components and the Helmholtz decomposition into rotational (green) and
divergent (orange) components. (lower left) Vortex across-track (red) and along-track (blue) components. (lower right)
Wave across-track (red) and along-track (blue) components. In all panels, black dashed lines show slopes of −2 and −3
for reference; 95% confidence limits are also shown. In the lower panels, the slope of the solid black line is a least
squares fit to the KE estimates over the wavenumber range 0.01 to 0.06 cpkm, offset for clarity. KE = kinetic energy;
LLC = latitude-longitude cap.
and divergent components is seen from 50 < L < 125 km. At shorter length scales, L < 50 km, the
divergent component clearly dominates the KE (Figure 6, upper right). Using the same GM assumptions
as for the ADCP, the vortex and wave components have slopes of about −2.2 and ratios of about 2 for the
fitted submesoscale wavenumber range (Figure 6, lower panels). Because the model vortex KE decreases
abruptly at the transition around L ≃ 125 km, the spectral slope appears to change from about −3 to −2.
The key differences between the model and ADCP spectra are found in the vortex-wave components; the
model has less vortex and more wave energy than observed over the submesoscale. The daily averaged model
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Figure 7. Total kinetic energy (KE) estimates for acoustic Doppler current profiler (ADCP; left) and latitude-longitude
cap 4320 model-hourly (right) transects along line 90 are shown for a subset of depth layers. The total KE surface
spectrum from high-frequency radar (HFR) was estimated by Kim et al. (2011) for the region denoted by the green box
shown in Figure 1 and is plotted in both panels. The 95% confidence limits are shown for the acoustic Doppler current
profiler (left, color coded for depth) and model (right, hourly averaged data). Black dashed lines show slopes of −2 and
−3 for reference.
spectra have greatly reduced energy at high wavenumbers (Figure 6, upper left) and therefore a reduced
wave component in the decomposition (not shown); hence, spectral slopes are steeper for the model-daily
versus model-hourly spectra.
4.2. Depth Dependence
The ADCP and LLC 4320 model KE spectra show similar depth dependence (Figure 7). At the longest wave-
lengths resolved (L > 200 km) the spectra are self-similar with depth; KE decays, but the shape of the
spectrum is maintained. The model has similar KE as observed at the longest scales resolved, but KE decays
more slowly with depth in the model estimates than observed. At scales 100 < L < 200 km, there is a com-
pression of the spectral lines. Over the range 50 < L < 100 km there is a split at around 100-m depth, with
slightly elevated KE in the layers above and slightly depressed KE in the layers below. The compression of
spectral lines is most pronounced at shorter wavelengths, L < 25 km, where deeper KE levels exceed those
of slightly shallower ones. Although a slope of −2 for the shallowest KE spectrum is roughly consistent with
SQG predictions of −5/2, the observed depth dependence is not. SQG turbulence predicts a steepening of
spectral slope with depth, approaching the interior QG slope of −3 (Blumen, 1978). In contrast, these slopes
remain −2 or less (Figure 7).
The decomposition into vortex-wave components for the ADCP spectra shows that the compression is
entirely in the wave component (Figure 8, right). Vortex KE (Figure 8, left) decays with depth. The compres-
sion in the wave component over these upper-ocean depths could be due to low vertical-mode internal waves
(heaving); it also occurs in the model (not shown). The slope of ADCP vortex KE remains roughly −2 over
the submesoscale for the depths examined. The slope of the wave KE changes more with wavenumber, flat-
tening at longer wavelengths (Figure 8). The ratio of the ADCP vortex:wave KE is used to look at the depth
dependence of the transition scale (Figure 9). Ratios larger than unity are interpreted as primarily balanced
motions. The transition scale is the wavelength at which the ratio equals unity, with ratios less than unity
interpreted as primarily ageostrophic motions. The curves fall into two groupings. Ratios at depths less than
100 m have transition scales L ≃ 70 km (52-m depth is anomalous in that it drops to a local minimum at
70 km but does not fall to unity). Ratios at depths greater than 100 m have transition scales L ≃ 120 km. The
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Figure 8. Spectra of vortex (left) and wave (right) kinetic energy (KE) components for acoustic Doppler current profiler
(ADCP) transects along line 90. Solid lines denote across-track components, and dashed lines denote along-track
components. Depths are differentiated by color. The 95% confidence limits are shown, color coded by depth. Black
dashed lines show slopes of −2 and −3 for reference. CalCOFI = California Cooperative Oceanic Fisheries
Investigations.
split in transition scales at 100-m depth occurs within the wavelength range 50 < L < 100 km where there
is a also a split in KE, with elevated KE above and depressed KE below (Figure 7).
4.3. Seasonality
The seasonality of submesoscale turbulence has been the focus of numerous recent studies (e.g.,
Buckingham et al., 2016; Brannigan et al., 2015; Callies et al., 2015; Qiu et al., 2014, 2018; Rocha, Gille,
et al., 2016; Sasaki et al., 2014; Su et al., 2018; Thompson et al., 2016). Using the same LLC 4320 simula-
tion as used here, Rocha, Gille, et al. (2016) found evidence for seasonality in submesocale IGWs as well
as in submesoscale turbulence in the Kuroshio Extension region. The tidal forcing included in the LLC
simulations distinguished Rocha, Gille, et al. (2016) from other modeling studies of the seasonality of sub-
mesoscale motions (Qiu et al., 2014; Sasaki et al., 2014) and allowed identification of the seasonal cycle of
the IGWs. They found that submesoscale turbulence peaks in winter/spring, whereas submesoscale IGWS
peak in summer/fall. Studies of the global LLC 4320 simulation found out-of-phase seasonality in surface
balanced and unbalanced motions everywhere except the Pacific and Indian sectors of the Southern Ocean,
where mixed layers remain deep even in summer (Qiu et al., 2018; Su et al., 2018).
Following Shcherbina et al. (2013) and Rocha, Gille, et al. (2016), we use higher-order statistics of horizon-
tal velocity gradient fields: root-mean-square (RMS) vertical vorticity, lateral rate of strain, and horizontal
divergence, to examine more closely the seasonality in the LLC 4320 simulation in the CalCOFI region. We
use the CalCOFI ADCP observations to groundtruth the model results.
Figure 10 shows monthly averages of RMS surface vorticity, strain, and divergence computed over the model
subdomain corresponding to the CalCOFI region (Figure 3). The seasonality in the California Current region
is similar to that observed in the Kuroshio Extension, with RMS vertical vorticity and lateral rates of strain
peaking in March. Peak values of vorticity approach 0.23f , where f is the local planetary vorticity, and are
about 0.15f in summer (red solid line in Figure 10). Strain peaks in March (0.3f ) with a minimum in May
(0.24f ) but remains relatively low over the summer and fall months (blue solid line in Figure 10). Although
the phasing in the CCS is similar to the Kuroshio Extension, the maximum RMS amplitudes of the vorticity
and the strain rates are about 40% of Kuroshio values.
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Figure 9. Ratio of vortex:wave kinetic energy (KE) versus wavelength at multiple depths for the acoustic Doppler
current profiler vortex-wave decompositions shown in Figure 8. Ratios larger than 1 are interpreted as dominated by
balanced (geostrophic) motions; ratios less than 1 are interpreted as dominated by ageostrophic motions.
The divergence estimated from model-hourly values is out of phase with the vorticity and strain fields, with a
peak value of about 0.2f in October (green solid line in Figure 10); this level lies between vorticity and strain
levels, which are both close to their seasonal minima in October. The phase and amplitude of the horizontal
divergence are similar to that estimated for the Kuroshio region. Daily averaging effectively removes the tides
and higher-frequency IGWs (dashed lines in Figure 10). Monthly averaging of RMS divergence estimated
from model-daily values greatly reduces the amplitude and reverses the phase, with the peak now occurring
in winter (February), similar to the other RMS fields. Monthly averaging of RMS vorticity and strain from
model-daily values reduces the amplitude but does not change the phase (dashed lines in Figure 10). Our
interpretation is the same as in Rocha, Gille, et al. (2016); with the IGW component reduced, the seasonal
cycle of vertical vorticity, lateral strain rate, and horizontal divergence are in phase and are due to subme-
soscale turbulence. The submesoscale IGWs are out of phase with the turbulence. The phase cancellation
reduces the seasonal cycle of upper-ocean submesoscale KE, and this is seen in model-hourly spectra, which
do not show significant seasonality in the model's contrasting seasons of spring and fall (Figure 11, left
panel). Seasonality is evident, however, in the model-daily spectra where daily averaging reduces the IGW
energy; the seasonality is confined to depths shallower than 130 m (Figure 11, right panel). Although not the
focus of this study, seasonality is also evident in the mesoscale (L > 200 km), and the phase is reversed rel-
ative to the submesoscale, with mesoscale KE peaking in fall whereas submesoscale KE is largest in spring
(Figure 11).
Similar to the model results, KE spectra estimated from the ADCP data on line 90 do not reveal signifi-
cant seasonality; however, the uncertainty in the seasonal estimates is quite large (Figure 12, left). We can
increase the statistical significance by treating the CalCOFI lines as independent estimates, to increase the
confidence in the individual cruise estimates over that obtained from using line 90 alone. For these spec-
tra, a common maximum section length of 340 km was used, decreasing the value of the largest wavelength
resolved. Winter KE is significantly larger than the other seasons for wavelengths of 340 to about 100 km
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Figure 10. Monthly averages of normalized root-mean-square (RMS) vorticity (red), strain (blue), and divergence
(green) estimated at the ocean surface. RMS is averaged over the subdomain shown in Figure 3 from one year of the
(1/48)◦ latitude-longitude cap 4320 model. RMS gradients are normalized by the local Coriolis parameter f .
Solid/dashed lines are computed from hourly/daily averages, respectively.
Figure 11. Seasonal kinetic energy (KE) spectra from the latitude-longitude cap 4320 model velocity estimates along
line 90 for fall (red) and spring (blue). (left panel) KE estimates from hourly averages at depths of 20 (solid) and 130 m
(dashed). (right panel) KE estimates from daily averages at depths of 20 (solid) and 130 m (dashed). Black dashed lines
show slopes of −2 and −3 for reference.
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Figure 12. Seasonal averages of total kinetic energy (KE) at 20-m depth for (left) acoustic Doppler current profiler
(ADCP) transects along line 90 and (right) ADCP transects averaged over all six CalCOFI lines. In both panels transects
were averaged according to seasons: fall (September/October/November), winter (December/January/February), spring
(March/April/May), and summer (June/July/August). The 95% confidence limits are shown, color coded by season.
Black lines show slopes of −2 and −3 for reference.
(Figure 12, right). At smaller scales there is no significant seasonality at 95% confidence. Decomposing the
spectra into wave and vortex contributions reveals that winter vortex KE is significantly larger than summer
vortex KE at almost every wavenumber (Figure 13, left). At scales less than 70 km, summer wave KE is high,
but except at a few wavenumbers, it is not statistically distinguishable from the other seasons (Figure 13
right).
The model is sampled uniformly in time with sufficient temporal resolution to resolve the seasonal cycle.
While the quarterly sampling of CalCOFI allows an attempt to assess seasonality, the sampling falls short
of resolving the seasonal cycle. The cruises tend to repeat in fixed months: The winter cruise is normally
in January/February, the spring cruise in March/April, the summer cruise in July, and the fall cruise in
September/October. In addition to concerns about the distribution of cruises, the number of cruises per
season in this data set is relatively small, about 9. A final concern is that the shallowest depth sampled is
16 m, which could miss a significant fraction of a seasonal IGW signal in summer and fall when the mixed
layer over much of the CCS lies above that depth, although the model seasonal signal persists to about 130-m
depth. More years of sampling with more temporal and vertical resolution closer to the surface, such as with
repeated glider tracks, are needed to resolve the seasonal cycle from observations.
5. SSH Spectra
Satellite altimeter measurements of SSH provide an independent measure of wavenumber variability to
compare with ADCP measurements. For geostrophic flows, velocity is computed from the first derivative of
SSH: Since spectral quantities are squared, this means that, in the geostrophic regime, the k−2 KE spectra
found from ADCP velocities imply an expectation of k−4 spectral slopes for SSH (e.g., Le Traon et al., 2008).
For unbalanced or ageostrophic flows (i.e., for L ≲ 70 km, as identified from the ADCP data), there is not
a similar simple spectral slope relationship between velocity and height spectra. Figure 14 shows spectra
computed from altimetric SSHs and from the LLC 4320 model.
The Jason-1/Jason-2 spectra with ALES processing (Passaro et al., 2014), shown in blue in Figure 14, are
red for low wavenumbers with slopes near k−4, flatten to white for scales shorter than 20–30 km, are red
between scales of 2–10 km, and then have a white noise floor at high wavenumbers, which is associated with
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Figure 13. Seasonal averages of total kinetic energy (KE) decomposed into vortex (left) and wave (right) contributions
for acoustic Doppler current profiler (ADCP) transects at 20-m depth averaged over all six CalCOFI lines. Transects
were averaged according to seasons: fall (September/October/November), winter (December/January/February), spring
(March/April/May), and summer (June/July/August). The 95% confidence limits are shown, color coded by season.
Black lines show slopes of −2 and −3 for reference.
instrumental white noise (Dibarboure et al., 2014). Despite their geographic separation, all three ground
tracks agree within error bars. Although the Jason-1/Jason-2 data are well sampled, seasonal subsets of
spring and autumn data (not shown) indicate no statistically significant differences.
Sentinel-3's synthetic aperture radar mode processing (red line in Figure 14) has a higher signal-to-noise
ratio than conventional altimetry. Previous studies have concluded that the beam-limited footprint of a
synthetic aperture radar altimeter should eliminate the spectral bump seen in conventional pulse-limited
altimeters, as demonstrated using Cryosat-2 data in the tropical Pacific (Dibarboure et al., 2014) and in a
global assessment of Sentinel-3 data (Vergara et al., 2017). In this case, as well, we find that Sentinel-3 spec-
tra show no evidence of a spectral bump. However, the short Sentinel-3 record implies large uncertainties,
and Sentinel-3 spectra are formally consistent with the ALES-processed Jason-1/Jason-2 spectra, both for
low wavenumbers and for the highest resolved wavenumbers. We note that this agreement could be specific
to the geographic region, perhaps indicative of residual geoid errors, which are particularly significant in
coastal regions with high bathymetric variability, such as the CCS.
The AltiKa spectrum (orange line in Figure 14) agrees with the Jason-1/Jason-2 and Sentinel-3 spectra for
length scales L ≳30 km. At shorter scales, AltiKa displays a classic spectral bump (Dibarboure et al., 2014;
Raynal et al., 2018), albeit with a lower noise floor than is found in either Sentinel-3 or Jason-1/Jason-2.
Sentinel-3 data typically indicate red spectra at high wavenumbers in high swell conditions (Boy et al., 2017).
California Current swell varies seasonally, but significant wave heights are typically less than 3 m (Villas
Bôas et al., 2017), and in this analysis, we find the high-wavenumber segment of the spectrum to be white.
(However, as noted in section 3.2, it would be red if we limited ourselves to using data interpolated onto a
common grid.) The low noise floor in AltiKa relative to Sentinel-3 could be an indication that for this region,
the Sentinel-3 white noise floor is influenced by inadequate removal of the high-wavenumber geoid, which
might be improved as the record grows longer.
All three altimeter products are largely in agreement within statistical uncertainties for scales larger than
∼30 km, with steep low-wavenumber spectra with slopes near k−4, as has also been reported in global assess-
ments (e.g., Le Traon et al., 2008; Stammer, 1997; Xu & Fu, 2012). For scales shorter than 50 km, the spectra
gradually flatten out to slopes near k−1. The agreement suggests the possibility that in the 30- to 70-km
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Figure 14. Sea surface height spectra for the California Current altimeter tracks shown in Figure 2 and for the
latitude-longitude cap 4320 model output. For reference, black lines indicate k−2 and k−4 spectral slopes.
range, the new altimeter products are identifying reproducible characteristics of the wavenumber spectra,
albeit with the caveat that these similarities could be coincidental, since the spectral structures at higher
wavenumbers differ significantly (with a strong spectral bump in AltiKa, a moderate two-tiered flattening
in the ALES-processed Jason-1/Jason-2 data, and no spectral bump in Sentinel-3).
The LLC 4320 model SSH spectra (green lines in Figure 14) agree with altimeter spectra for scales L ≳125 km
but are steeper at higher wavenumbers. The model spectrum based on model-hourly data (solid green line)
becomes less steep around L ≃70 km. At higher wavenumbers, for scales less than ∼25–50 km, the model
spectrum is expected to be red as suggested in Figure 11) because of the grid-scale diffusion in the model.
The differences in spectral energy in the model-derived results relative to altimetric spectra are not fully
understood and could be due to the model SSH having low energy at high wavenumbers, interannual vari-
ability not accounted for by the 1-year LLC 4320 simulation, or the altimetry reporting too much energy,
perhaps associated with residual geoid or mean sea surface effects in the altimeter data.
6. Diagnosing Geostrophic Velocity From SSH
We used the model to further explore the scale dependence of estimating geostrophic velocity from SSH.
Figure 15 shows the power spectral density of the meridional velocity component v along 32◦N, together
with geostrophic velocity vg estimated using equation (4), as well as the coherence and phase for both hourly
and daily averaged estimates from the full year of model output. The spectra estimated from hourly data
compare reasonably well between 300 and 125 km, corresponding roughly to the balanced flow regime
of the model (Figure 15, red lines in the left panel). The coherence is significant and greater than about
0.4 for scales larger than 125 km, with zero phase lag, implying that these are largely the same quantity
(Figure 15, red lines in the right panels). An exception is the coherence dip at 150 km, together with a phase
shift, that are hard to interpret. The model line 90 KE spectra show a drop in the vortex KE components at
about this length scale (Figure 6). One possibility is that the coherence dip results from a wavelength of the
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Figure 15. (left) Spectral density of meridional velocity v (colored solid lines) and geostrophic velocity vg (colored
dashed lines) estimated from the latitude-longitude cap 4320 model along latitude 32◦N in the subdomain shown in
Figure 3. Black dashed lines show slopes of −2 and −3 for reference. (upper right) Coherence between v and vg; 95%
significance level is shown by the black dashed line. (lower right) Phase between v and vg; 95% confidence is denoted
by shading. In all panels, values corresponding to hourly and daily averaged velocities are denoted by red and blue,
respectively.
baroclinic tide. At scales smaller than 125 km, there is a large phase shift between v and vg, but the coherence
becomes marginal to insignificant. The spectra estimated from daily averaged data compare well at all length
scales, with high coherence and near-zero phase shift (Figure 15, blue lines). This reinforces the earlier
finding shown in Figure 6 (upper left panel) that the daily averaged model KE spectrum is consistent with
geostrophic balanced flow. We found similar results using the zonal component along 122◦W (not shown).
Examining the LLC 4320 model in the Kuroshio extension region, Torres et al. (2018) found seasonality in
diagnosing geostrophic velocity from SSH in the Kuroshio region (their Figure 5) as originally suggested by
Rocha, Gille, et al. (2016). That does not appear to be the case in the CCS region of the LLC model. Looking at
seasonal estimates (not shown), daily averaged v and vg have the same seasonality shown in Figure 11 (right
panel), but they track each other in each season, as in the annual average shown in Figure 15. The seasonal
estimates of hourly v and vg have seasonality at high wavenumbers (not shown), but not in the balanced
range from 300 to 125 km. Most importantly, the discontinuity in the v and vg hourly spectra occurs at the
same wavenumber, around 125 km, in all seasons. Thus, the CCS region provides a strong contrast to the
Kuroshio Extension region: It exhibits weaker mesoscale energy and seasonality, together with a very short
balanced regime. Although the RMS velocity gradient statistics shown in Figure 10 indicate a seasonal cycle,
the amplitude is small compared to that shown for the Kuroshio Extension region (Rocha, Gille, et al., 2016).
7. Discussion and Summary
We have used high-resolution altimetry, in situ velocity observations, and a high-resolution numerical sim-
ulation in order to examine the contributions to horizontal velocity and SSH variance in the transition
from mesoscale to submesoscale (from 200 to 10 km) in the southern California Current. In this region,
geostrophic flow can be characterized by the local Rossby internal deformation radius of ∼30 km (Chelton
et al., 1998). Smaller eddies with diameters 1–2 times the deformation radius form near the coast and
propagate offshore (e.g., Chenillat et al., 2018); larger eddies with diameters ∼100 km are observed off-
shore (Chelton et al., 2007). Additionally, even larger-scale features such as the Southern California eddy
(∼300 km), a recirculation of the California Current offshore of the U.S.-Mexico border (e.g., Lynn &
Simpson, 1987), contribute to the velocity variance at large scales. Ageostrophic motions (e.g., IGWs,
mixed layer instabilities, Langmuir cell convection, filaments, and fronts) are particularly important in the
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submesoscale range because they typically project onto small scales and result in flatter spectra. Internal
waves, however, such as the internal tide, can project onto large scales; Rocha, Chereskin, et al. (2016) found
that waves projected onto horizontal scales as large as 150 km in Drake Passage. The mixed layer defor-
mation radius (Thomas & Ferrari, 2008) is an important scale for the submesoscale. Although mixed layer
depth varies over the CCS region, it is generally less than 100 m, and so the mixed layer deformation radius
is of order 1–2 km, below the 10-km resolution of the ADCP observations.
KE spectra estimated from a high-resolution numerical simulation with embedded tides and from in situ
velocity observations from shipboard ADCP transects follow an approximately −2 power law at scales from
100 to 10 km. A Helmholtz spectral decomposition was used to separate rotational from divergent KE com-
ponents, and a vortex-wave decomposition was used to discriminate between geostrophically balanced and
unbalanced contributions to KE spectra. These methods, applied here as in prior studies (e.g., Bühler et al.,
2014; Qiu et al., 2018; Rocha et al., 2016), invoke a number of assumptions (section 2). The most limiting are
that the rotational and divergent components are statistically independent (Helmholtz decomposition) and
that the southern CCS internal wave field can be characterized by the GM (Garrett & Munk, 1972) internal
wave spectrum and that all divergent flow is due to internal waves (vortex-wave decomposition). At large
scales (L > 70 km), the observed KE is dominated by balanced geostrophic motions; ageostrophic motions
begin to contribute equally at scales L < 40 km. For the observations, slope alone does not distinguish
the transition from balanced to unbalanced flow dominance, as the diagnosed vortex and wave contribu-
tions each have −2 slopes over a broad range of scales from 200 to 10 km. In the model, KE is dominated
by geostrophically balanced motions for L > 125 km; ageostrophic motions are significant at shorter scales
and dominate for L < 50 km. The diagnosed vortex and wave contributions estimated from model-hourly
spectra each have −2 slopes over the submesoscale range of scales from 100 to 10 km. The model vortex com-
ponents have less submesoscale KE than observed; the model wave components have more submesoscale
KE than observed. We note, however, that the model time series is short, 1 year, compared to the 11-year
time series for the ADCP and could underestimate the balanced motions, which have longer periods than
IGWs as well as interannual variability.
SSH variance spectra estimated from three altimeter data sets were in agreement for length scales longer
than ∼30 km. They agreed with the spectra estimated from model-hourly SSH for scales longer than
∼125 km, corresponding to the wavenumber range where balanced geostrophic flow dominated the model
KE spectra. The spectral slope of the altimeter estimates was about −4 for longer length scales L ≳ 70 km,
consistent with the −2 slopes of the KE spectra estimated from the ADCP observations and corresponding
to the wavenumber range where balanced geostrophic flow dominated the ADCP spectra.
The ADCP results in the CCS are similar to those for ADCP observations in the North Equatorial Current
(NEC) region of the western North Pacific analyzed by Qiu et al. (2017). In both the southern CCS and the
NEC, the transition from geostrophically balanced to unbalanced flows occurs at longer length scales, 70
and 200 km, respectively, than in the strong jets where the transition occurs at scales from 15 to 40 km (e.g.,
Callies & Ferrari, 2013; Qiu et al., 2018; Rocha, Chereskin, et al., 2016). Also in contrast with the strong
jets, in both the CCS and NEC regions there is no discernible change in spectral slope at the transition;
the slope remains about −2, primarily because the mesoscale energy level at longer length scales is weak
compared to the submesoscale turbulence and IGWs that dominate at shorter scales. The KE spectral slopes
in both regions change very little with depth; in particular, the depth dependence is inconsistent with SQG
theory that predicts spectral slope to steepen rapidly with depth. Unlike the NEC, the CCS transition scale
increased with depth in the upper 250 m, likely due to increasing IGW contributions in the thermocline.
In the NEC the transition scale remains constant through the upper 300 m and decreases at deeper depths
(deeper than sampled in the CCS) due to the subthermocline eddy-forced North Equatorial Undercurrent
jets. In both regions, no significant seasonality is observed in the total KE spectra, but when decomposed,
there is significant seasonality in the components. In the CCS, the ADCP vortex spectra have more energy
in winter while in the NEC, the ADCP wave spectra have more energy in summer.
The model allowed a more systematic exploration of the seasonality. Model estimates of RMS vertical vor-
ticity, lateral rate of strain, and horizontal divergence indicate that submesoscale turbulence and waves
undergo out-of-phase seasonal cycles; submesocale turbulence peaks in late winter/early spring, and IGWs
peak in late summer/early fall. The in situ observations show weaker seasonality than the model. Total KE
from ADCP transects has insignificant seasonality. The submesoscale ADCP KE vortex component has weak
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but significant seasonality, peaking in winter. The submesoscale ADCP KE wave component, however, lacks
a statistically significant seasonality. The altimeter data also did not exhibit a statistically significant season-
ality. For the ADCP, this lack could be due to insufficient sampling within the summer mixed layer, which
lies above the shallowest depth bin of the ADCP. Likewise, for altimetry, this could be a sign that even with
many years of ALES-processed Jason data, noise levels remain too high to discern seasonal patterns. Alterna-
tively, it could be that the model overestimates the IGW variability in the CCS. The phase cancellation in the
CCS indicated by the numerical simulation is similar to results from the same simulation for the Kuroshio
Extension region (Rocha, Gille, et al., 2016). The global LLC 4320 analysis by Qiu et al. (2018) finds that this
phase cancellation occurs in the model throughout most of the ocean and is due to the occurrence of mixed
layer instability in winter and trapping of unbalanced motions in shallow mixed layers in summer. The Qiu
et al. (2018) study also indicates that seasonality in the CCS region of the LLC 4320 simulation (from about
30◦N to 40◦N) is weaker than most other regions.
Our model calculations suggest that geostrophic velocity can be estimated from SSH over the model's bal-
anced motion regime, for scales greater than about 125 km. The observations find a larger balanced regime,
for scales greater than 70 km, confirmed by ADCP KE spectra and SSH variance spectra from three different
altimeter products. Both observations and model indicate weak to insignificant seasonality in the balanced
regime. With respect to high-resolution altimeters such as SWOT, our results for the southern CCS indicate
a transition in SSH spectral slope, with flatter SSH spectra for scales smaller than about 70 km, consistent
with the ADCP transition from balanced to unbalanced motion. This suggests that the limit on diagnosing
geostrophic velocity from SSH is about 70 km in the southern California Current and is set by the ocean
dynamics of the region rather than the resolution of the altimeter.
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