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SUBEXPONENTIAL POTENTIAL ASYMPTOTICS WITH APPLICATIONS
VICTORIA KNOPOVA AND ZBIGNIEW PALMOWSKI
ABSTRACT. Let X♯t be a multivariate process of the form Xt = Yt − Zt, X0 = x, killed at some stop-
ping time T , where Yt is a Markov process having only jumps of the length smaller than δ, and Zt is a
compound Poisson process with jumps of length bigger than δ for some fixed δ > 0. Under heavy-tailed
assumptions we investigate the asymptotic behaviour of the potential function u(x) = Ex
∫
∞
0
ℓ(X♯s)ds.
The main approach is based on fact that u(x) satisfies a certain renewal equation.
KEYWORDS. potential ⋆ renewal equation ⋆ sub-exponential distribution ⋆ applications ⋆ Le´vy processes
1. INTRODUCTION
Let
(1) Xt = Yt − Zt, X0 = x,
where Yt is a ca´dla´g, R
d-valued Markov process with the jumps of size strictly smaller than some
δ > 0, and Zt is an independent of Yt compound Poisson process with jumps having the length
bigger than δ. That is,
(2) Zt =
Nt∑
k=1
Uk,
where {Uk} is a sequence of i.i.d. random variables with a distribution function F such that
(3) |Uk| ≥ δ, k ≥ 1
and Nt is an independent Poisson process with intensity λ. We define both processes on a common
probability space (Ω,F, {Ft}{t≥0},P
x), with a natural filtration {Ft}{t≥0} generated by the process
(Yt, Zt), where the upper index in P
x underlines the initial position X0 = x.
Let T be some stopping time. Then for t ≥ 0 we define the killed process
(4) X♯t =
{
Xt t < T
∂ t ≥ T,
where ∂ is a fixed cemetery state ofX .
In this note we consider the asymptotic properties of the potential of X♯:
(5) u(x) = Ex
∫ ∞
0
ℓ(X♯s)ds, x ∈ R
d,
where ℓ ∈ B+b (R
d) is some function and ℓ(∂) = 0. Having appropriate upper-and lower bounds on
the transition probability density pt(x, y) of Xt one can estimate u(x). However, in some cases one
can get the asymptotic behaviour of u(x). In fact, using the strong Markov property, one can show
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that u(x) satisfies the renewal type equation
(6) u(x) = h(x) +
∫
Rd
u(x− z)G(x, dz),
with some h ∈ Bb(R
d) and a (sub-)probability measureG(x, dz). Note that this equation has a unique
bounded solution (cf. Remark 3). In the case when Yt has independent increments, this is a typical
renewal equation, i.e. (6) becomes
(7) u(x) = h(x) +
∫
Rd
u(x− z)G(dz),
for some (sub-)probability measure G(dz).
In the case when T is an independent killing, the measureG(x, dz) is a sub-probability measure with
ρ := G(x,Rd) < 1 (note that ρ does not depend on x, see (18) below). This makes it possible to give
precisely the asymptotic behaviour of u for G(x, dz) having sub-exponential tails, uniformly in x.
The case when the time T depends on the process might be different though. We discuss this problem
in Example 19, whereX is one-dimensional risk process with Yt = at, a > 0, and T is a ruin time, that
is, the first time when the process gets below zero. In this case we suggest to rewrite equation (7) in a
different way in order to deduce the asympotics of u(x).
Asymptotic behavior of the solution to the renewal equation of type (6) was studied quite a lot, see
the monograph of Feller [18] and also C¸inlar [9], Asmussen [1]. The behaviour of the solution heav-
ily depends on the integrability of h and the behaviour of the tails of G. We refer to [18] for the
classical situation when the Crame´r-Lundberg condition holds true, i.e. when there exists a solution
α = α(ρ,G) to the equation ρ
∫
eαxG(dx) = 1, see also Stone [31] for a moment condition. In the
multi-dimensional case under the generalization of the Crame´r-Lundberg or moment assumptions,
the asymptotic behaviour of the solution was studied in Chung [8], Doney [13], Nagaev [28], Carls-
son, Wainger [4, 5], Ho¨glund [22] (see also the reference therein for on multi-dimensional renewal
theorem). In Chover, Nei, Wainger [6, 7] and Embrecht, Goldie [16, 17] the asymptotic behaviour of
the tails of the measure µ =
∑∞
j=1 cjG
∗j on R was investigates under the sub-exponentiality con-
dition on the tails of G, e.g. when the moment condition is not necessarily satisfied. These results
were further extended in the works of Cline [10, 11], Cline and Resnik [12], Omey [29], Omey, Mallor,
Santos [30], Yin, Zhao [33], see also the monographs of Embrechts, Klu¨ppelberg, Mikosh [15], Foss,
Korshunov, Zahary [20]. Note that although the case when F is sub-exponential intersects with that
treated in [22], it would be hard to retrieve it from that general result. The main tools used in deriv-
ing the above mentioned asymptotics of the potential u(x) given in (5) are based on the properties of
sub-exponential distributions in Rd introduced and discusses in [29, 30].
The paper is organized as follows. In Section 2 we construct the renewal equation for the potential
function u. In Section 3 we give main results of this paper. Some particular examples and extensions
are described in Section 4. Finally, in Section 5 we give some possible applications of proved results.
2. RENEWAL TYPE EQUATION: GENERAL CASE
Let ζ ∼ Exp(λ) be the moment of the first big jump of size ≥ δ. Denote
(8) h(x) := Ex
∫ ζ
0
ℓ(X♯s)ds =
∫ ∞
0
e−λrE[ℓ(x+ Yr)1T>r]dr.
Define
(9) G(x, dz) := Ex[F (dz + Yζ), T > ζ].
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In the case when Ys is not a deterministic function of s, the kernel G(x, dz) can be rewritten in the
following way:
(10) G(x, dz) :=
∫ ∞
0
∫
Rd
λe−λsF (dz + w)Px(Ys ∈ dw + x, T > s)ds.
In the theorem below we derive the renewal (-type) equation for u.
Theorem 1. Assume that the integral in (5) is well defined, and that one of the assumptions is satisfied:
a) T is independent of X ;
b) T is a killing time and u(∂) = 0, where ∂ is the cemetery ofX .
Then the function u(x) given by (5) is a solution to the equation (6),
(11) u(x) =
(
h ∗
∞∑
n=0
G◦∗n(x, ·)
)
,
where G◦∗0(x, dz) = δ0(dz) and for n ≥ 1,
(12) G◦∗n(x, dz) :=
∫
Rd
. . . (n− 1) . . .
∫
Rd
n∏
k=1
G
(
x−
k−1∑
ℓ=1
zi, dzk −
k−1∑
ℓ=1
zi
)
,
where zn = z.
Below we formulate a particular case of Theorem 1, when Yt has independent increments. Let
(13) G(dz) :=
∫ ∞
0
λe−λs
∫
Rd
F (dz + w)P0s(Ys ∈ dw, T > s)ds.
In this case G◦∗n is the usual n-fold convolution of G.
Theorem 2. Suppose that Yt has independent increments. Then the statement of Theorem 1 holds true and
(14) u(x) =
(
h ∗
∞∑
n=0
G∗n
)
(x).
Remark 3. Note that since ℓ ∈ Bb(R), u(x) is the unique bounded solution to (6). The proof is similar
to that in Feller [18, XI.1, Lem.1]. Indeed, suppose that v(x) is another bounded solution to (6). Then
w(x) := u(x)− v(x) satisfies the equation
w(x) =
(
w ∗G(x, ·)
)
(x) =
(
w ∗G◦∗2(x, ·)
)
(x) = · · · =
(
w ∗G◦∗n(x, ·)
)
, n ≥ 1,
which in turn implies for any fixed x ∈ Rd
max
y≤x
|w(y)| ≤ max
y≤x
|w(y)|G◦∗n(x, {y : y ≤ x})→ 0, n→∞.
Hence, w(x) ≡ 0 for x ∈ Rd. Here and below by the inequality x ≤ y we mean that xi ≤ yi, 1 ≤ i ≤ d.
Below we provide the proof of Theorem 1; the proof of Theorem 2 follows as a particular case.
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Proof of Theorem 1. Using the strong Markov property we get
u(x) = Ex
[∫ ζ
0
+
∫ ∞
ζ
]
ℓ(X♯s)ds
=
∫ ∞
0
λe−λs
[ ∫ s
0
E[ℓ(x+ Yr)1T>r]dr
]
ds
+
∫ ∞
0
λe−λs
[∫ ∞
s
∫
Rd
E[1T>rℓ(x+ Yr −
Nr∑
k=2
Ui − y)]F (dy)
]
drds
= h(x) +
∫ ∞
0
λe−λs
∫
Rd
E
x
[
1T>s
[
E
Xs−y
{∫ ∞
0
ℓ(X♯r)dr
}]]
F (dy)ds
=: h(x) + I(x),
(15)
where we used that∫ ∞
0
λe−λs
[ ∫ s
0
E[ℓ(x+ Yr)1T>r]dr
]
ds =
∫ ∞
0
e−λrE[ℓ(x+ Yr)1T>r]dr = h(x).(16)
Further,
I(x) =
∫ ∞
0
λe−λs
[∫
Rd
P
x
s (Ys ∈ dw, T > s)
{∫
Rd
u(w − y)F (dy)
}]
ds
=
∫
Rd
u(x− z)
[∫
Rd
∫ ∞
0
λe−λsF (dz + w)Pxs (Ys ∈ dw + x, T > s)ds
]
=
∫
Rd
u(x− z)G(x, dz).
(17)
The case when T is independent of X is straightforward.
Thus, u satisfies (6), which in turn implies the representation (12). 
3. ASYMPTOTIC BEHAVIOR IN CASE OF INDEPENDENT KILLING
Assume now that T is an independent killing. We assume that Ys admites a probability density
ps(x,w). Note that in the Le´vy case ps depends on the difference w − x; in order to simplify the
notation we will write in this case ps(w − x). Denote
q(x,w) :=
∫ ∞
0
λe−λsP(T > s)ps(x,w)ds, resp., q(w) =
∫ ∞
0
λe−λsP(T > s)ps(w)ds.
Then we can rewrite G(x, dz) and G(dz) as, resp.,
(18) G(x, dz) =
∫
Rd
F (dz + w)q(x,w + x)dw,
(19) G(dz) =
∫
Rd
F (dz + w)q(w)dw.
In this section we show that under certain conditions one can get the asymptotic behaviour of u(x).
We begin with the case when Yt is a Le´vy process. Clearly, the case when Yt is Markov is dramatically
different, but under certain restriction on q(x, y) it is still possible to get not only estimates but the
asymptotic behaviour of u(x).
Recall some notions. Suppose that for all b, a ∈ Rd and all x ∈ Rd such that x0 := min1≤i≤d xi < ∞
we have
(20) lim
b0→∞
F
(
bx− a
)
F
(
bx
) = 1, and lim
b0→∞
F ∗2
(
bx
)
F
(
bx
) = 2,
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where we use standard notation for the tail distribution F (x) = 1 − F (x), and by bx we understand
the vector (b1x1, . . . , bdxd). If d = 1, a distribution F satisfying (20) is called sub-exponential (notation:
F ∈ S). In the multi-dimension case it is shown in [29] that the first relation in (20) and the sub-
exponentiality of the marginals Fi imply the second relation in (20). The following definition is due
to Omey [29].
Definition 4. We say that a distribution is weakly sub-exponential (notation: WS(Rd)) if the second re-
lation in (20) is satisfied. If (20) is satisfied with b = (b, . . . , b), then we say that F is sub-exponential and
write F ∈ S(Rd).
We also need the following notion. Given an increasing to infinity function φ : R → (0,∞), we
call a distribution F φ-insensitive, if F (x ± φ(x)) ∼ F (x) as x → ∞; see [20, Def.2.33]. We modify
appropriately this definition in the multi-dimensional case: given an increasing function φ : Rd →
(0,∞)d, we call a distribution F φ-insensitive, if F (x± φ(x)) ∼ F (x) as x0 →∞.
In order to apply the results for the sub-exponential distributions, we normalize G and define
Gρ := ρ
−1G,
where ρ :=
∫∞
0
λe−λsPx(T > s)ds < 1. Note that Gρ(R
d) = 1. Then one can rewrite u(x) as
(21) u(x) =
(
h ∗
∞∑
k=0
ρkG∗kρ
)
(x).
In the theorem below we describe the behaviour of u(x) in the case when Gρ ∈WS(R
d).
Theorem 5. Assume that ℓ(bx) is regularly varying at infinity, Gρ ∈ WS(R
d) and has sub-exponential
marginals.
a) If limb0→∞
ℓ
(
bx
)
Gρ
(
bx
) = C1 ∈ (0,∞), then
(22) u
(
bx
)
=
C1ρ
1− ρ
Gρ
(
bx
)
(1 + o(1)), b0 →∞, x0 <∞, bx ∈ (0,∞)d.
b) Suppose that limb0→∞
ℓ
(
bx
)
Gρ
(
bx
) = 0. Then
(23) u
(
bx
)
= o(1)Gρ
(
bx
)
, b0 →∞, x0 <∞, bx ∈ (0,∞)d.
c) Suppose that limb0→∞
ℓ
(
bx
)
Gρ
(
bx
) =∞. Then
(24) u
(
bx
)
=
ρℓ
(
bx
)
1− ρ
(1 + o(1)), b0 →∞, x0 <∞, bx ∈ (0,∞)d.
Proof. a) Relation (22) follows fromOmey [29, Cor.11, Rem.12], where it is stated, that ifH ∈WS(Rd),
has sub-exponential marginals and ρ ∈ (0, 1), then
(25) H ∈WS(Rd) =⇒ G := (1− ρ)
∞∑
k=0
ρkH∗k ∈WS(Rd) and
G
(
bx
)
H
(
bx
) → ρ
1− ρ
, b0 → +∞.
We apply the above result toH = Gρ. Let R(x) :=
h(0)−h(x)
h(0) . Note that R(x) is a distribution function
and it inherits the properties of ℓ. Indeed, since ℓ is regularly varying we have limb0→∞
ℓ(bx+a)
ℓ(bx) = 1.
Then by the dominated convergence theorem we have
lim
b0→∞
h(bx)
h(0)ℓ(bx)
= lim
b0→∞
R(bx)
ℓ(bx)
=
1
h(0)
lim
b0→∞
∫∞
0 e
−λr
P(T > r)Eℓ(bx+ Yr)dr
ℓ(bx)
=
ρ
h(0)
.
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Thus, limb0→∞
R
(
bx
)
Gρ
(
bx
) = ρC1h(0) , and supp R = [0,∞)d. Observe that∫
Rd
R(x − y)G(dy) =
∫
y≤x
(1 −R(x− y))G(dy) = G(x) − (R ∗ G)(x) = (R ∗ G)(x) − G(x).
Under the assumption of the lemma we can apply Omey [29, Th.10] which states that
(R ∗ G)
(
bx
)
= (R(bx) + G(bx))(1 + o(1)), b0 →∞.
This result together with (25) gives
(
h ∗
∞∑
k=0
ρnG∗nρ
)(
bx
)
=
h(0)
1− ρ
∫
Rd
R(bx− y)G(dy) =
h(0)
1− ρ
R(bx)(1 + o(1))
=
C1ρ
(1− ρ)
Gρ
(
bx
)
(1 + o(1)), b0 →∞.
(26)
In order to show b), let φ(x) be Gρ –insensitive, and split∫
Rd
h(x− y)G(dy) =
(∫
y≤φ(x)
+
∫
φ(x)≤y≤x
)
h(x− y)G(dy) = I1(x) + I2(x).
By our assumption on ℓ (and, hence, on h), limb0→∞
I1
(
bx
)
Gρ
(
bx
) = 0. For I2 we have
I2(x) ≤ G(φ(x)) sup
x/2≤y≤x
h(y),
and since φ is G insensitive, we get I2(bx)
G(bx)
= o(1), b0 →∞.
The argument in case c) is similar.

Remark 6. a) In the one-dimensional case the proof follows from [14, Cor. 3], [15, Thm. A.3.20], or
[20, Cor. 3.16-3.19].
b) As we see from (22), the asymptotic behaviour of u(x) depends on the distribution of the killing
time only via the constant ρ, i.e. the particular type of killing is not important.
In Theorem 5 the asymptotics of u(x) is given in terms of the function Gρ. Under some additional
assumptions, in next theorem we express it in terms of the distribution function F of the generic
jump U . We begin with the following lemma, where we identify the behaviour of G∗nρ , n ≥ 1, and
thus apply Theorem 5.
Lemma 7. If F ∈WS(Rd) and the function q(x) defined in (19) satisfies
(27) q(w) ≤ C3e
−θ|w|,
then
(28) lim
b0→∞
G∗nρ (bx)
F (bx)
= n.
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Proof. We have
G∗2ρ (z) = ρ
−2
∫
Rd
[ ∫
Rd
F (z − z2 + y2)q(y2)dy2
][ ∫
R
F (dz2 + y1)q(y1)dy1
]
=
∫
Rd
∫
Rd
∫
Rd
F (z − w + y1 + y2)q(y2)dy2F (dw)q(y1)dy1
= ρ−2
∫
Rd
F ∗2(z + v)q∗2(v)dv.
By induction, we have
(29) G∗nρ (z) = ρ
−n
∫
R
F ∗n(z + v)q∗n(v)dv.
To calculate the asymptotic of G∗nρ (x) as x → ∞, we use [29, Th.10], which implies the following
1: If
for H1, H2 : R
d → R the first relation in (20) is satisfied and limb0→∞
H2(bx−a)
H1(bx)
= 0, then H1 ∗ H2 ∈
WS(Rd) and limb0→∞
H1∗H2(bx−a)
H2(bx)
= 1. Note that ρ−1q(x) is a probability density. By (18), we have
q¯(x) = o(F¯ (x)) as |x| → ∞, where q¯(x) =
∫
y>x q(y)dy, and the same behaviour is inherited by the
convolutions q∗n(x) of q(x).
Hence,
(30) G∗nρ
(
bx
)
= F ∗n
(
bx
)
(1 + o(1)) = nF
(
bx
)
(1 + o(1)), b0 →∞,
(the latter equality follows because F ∈WS(Rd)), in particular,Gρ ∈ S(R
d), and Gρ
(
bx
)
= F
(
bx
)
(1 +
o(1)), b0 →∞. 
Lemma 7 admits a natural extension to the Markov case. Observe that in the case of independent
killing we also have (cf. (18))
sup
x
G(x,Rd) =
∫ ∞
0
λe−λsP(T > s) ds = ρ < 1.
Denote
Gρ(x, z) := ρ
−1G(x, z).
Lemma 8. If F ∈WS(Rd) and the function q(x,w) defined in (18) satisfies the estimate
(31) q(x,w) ≤ Ce−θ|w−x|
for some θ, C > 0, then
(32) lim
b0→∞
sup
x
G◦∗nρ (x, bz)
F (bz)
= lim
b0→∞
inf
x
G◦∗nρ (x, bz)
F (bz)
= n, n ≥ 1,
and there exists C0 > 0 such that
(33) lim
b0→∞
sup
x
G◦∗nρ (x, bz)
F (bz)
≤ C0n(1 + ǫ)
n.
Proof. The proof is similar to that of [20, Th.3.34]. The idea is that the parametric dependence on
x is hidden in the function qt(x, x + w), which decays much faster than F . Take φ such that F is
1For d = 1 this result is proved in Embrecht et. al. [14, Prop.1]
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φ-insensitive and split
Gρ(x, z) = ρ
−1
∫
Rd
F (z + w)q(x,w + x)dw
= ρ−1
(∫
w≤φ(z)
+
∫
w>φ(z)
)
F (z + w)q(x,w + x)dw =: I1 + I2.
Then by the sub-exponentiality of F we get
lim
b0→∞
sup
x
I1(x, bz)
F (bz)
= lim
b0→∞
inf
x
I1(x, bz)
F (bz)
= 1,
and by (31) we get
sup
x
I2(x, bz) ≤ C
∫
v≥φ(bz)
e−θ|v|dv = o(F (bz)), b0 →∞,
which gives (32) with n = 1.
Consider the second convolution G◦∗2ρ (x, z). We have
G◦∗2ρ (x, z) =
(∫
z1≤φ(x)
+
∫
φ(x)<z1≤x−φ(x)
+
∫
z1>x−φ(x)
)
G(x− z1, z − z1)G(x, dz1)
= I21(x) + I22(x) + I23(x).
From (32), there exist 0 < C1 < C2 <∞ such that
(34) C1 ≤ lim inf
z0→∞
Gρ(x, z)
F (z)
≤ lim sup
z0→∞
Gρ(x, z)
F (z)
< C2,
uniformly in x. This allows to bound
I22(z) ≤ C
∫ x−φ(x)
φ(x)
F (z + w)F (dz),
which is o(F (z)), z0 → ∞ (see [20, Th.3.7] for the one-dimensional case, the argument in the multi-
dimensional one is the same). For I21 and I23 we have
I21(z) ∼ I23(z) = F (z), z
0 →∞.
For general n the proof follows by induction.
Finally, the above calculation shows that G◦∗2(x, z) ∼ F ∗2(z), z0 → ∞, uniformly in x. Since the
sub-exponential distributions satisfy the Kesten’s bound (cf. [20, Ch.3.10]), we get (33). 
Theorem 9. Suppose that the conditions of Lemma 8 hold. Assume that ℓ(bx) is monotone decreasing at
infinity to a non-negative constant.
a) If limb0→∞
ℓ
(
bx
)
F (bx)
= C1 ∈ (0,∞), then
(35) u
(
bx
)
=
C1ρ
1− ρ
F (bx)(1 + o(1)), b0 →∞, x0 <∞, bx ∈ (0,∞)d.
b) Suppose that limb0→∞
ℓ
(
bx
)
F (bx)
= 0. Then
(36) u
(
bx
)
= o(1)F (bx), b0 →∞, x0 <∞, bx ∈ (0,∞)d.
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c) Suppose that limb0→∞
ℓ
(
bx
)
F (bx)
=∞. Then
(37) u
(
bx
)
=
h
(
bx
)
1− ρ
(1 + o(1)), b0 →∞, x0 <∞, bx ∈ (0,∞)d.
In the next section we provide the examples in which (19) and (31) are satisfied.
4. EXAMPLES AND EXTENSIONS
We begin with a simple example which illustrates Theorem 5.
Example 10. Let d = 1, T ∼ Exp(µ), µ > 0, Yt = at with a > 0, and ℓ(x) = F (x). In this case ρ =
λ
λ+µ .
For simplicity, we assume for a moment that F (dz) is absolutely continuous with density f(z). Then
we easily get
h(x) =
∫ ∞
0
e−(λ+µ)tF (x+ at)dt = a−1e
λ+µ
a
x
∫ ∞
x
e−
λ+µ
a
sF (s)ds.
Then h(x) = F (x)λ+µ (1 + o(1)) = o(G(x)).
Now we discuss more general cases when the assumption of Lemmas 7 and 8 are satisfied. In order
to make the paper self-contained we give below a technical lemma, which provides the necessary
estimate for pt(x) in the case when
a) Yt = at+ Z
small
t , where a ∈ R
d and Zsmall is a Le´vy process with jumps size smaller than δ, i.e. its
characteristic exponent is of the form
(38) ψsmall(ξ) =
∫
|u|≤δ
(1− eiξu + iξu)ν(du),
where ν is the respective Le´vy measure;
b) Yt = at+ Vt, where Vt is an Ornstein-Uhlenbeck process driven by Z
small
t , i.e. Vt satisfies the SDE
dVt = ϑVtdt+ dZ
small
t .
We assume that ϑ < 0 and that Zt in this model has only positive jumps.
Assume that for some α ∈ (0, 2)
(39) inf
ℓ,∈Sd
∫
ℓ·u>0
(
1− cos(R · u)
)
ν(du) ≥ cRα, R ≥ 1,
where Sd is the sphere in Rd. Under this condition there exists (cf. [24]) the transition probability
density of Yt in both cases, which we also denote by pt(x), and
(40) pt(x) := F
(
e−ψt(·)
)
(x),
ψt(ξ) = −ita · ξ +
∫ t
0
ψsmall(f(t, s)ξ)ds,
where f(t, s) = 1s≤t in the case a), and f(t, s) = e
(t−s)ϑ
10≤s≤t in case b). Note that since ϑ < 0,
0 < f(t, s) ≤ 1.
Lemma 11. Suppose that (39) is satisfied. We have
(41) pt(x) ≤


Ce−(1−ǫ)θν |x−at|, t > 1, |x− at| ≫ t,
Ce−(1−ǫ)θν |x−at|, t ∈ (0, 1], |x− at| ≫ 1,
Ct−d/α, t > 0, x ∈ Rd,
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in case a), and
(42) pt(0, x) ≤ Ce
−(1−ǫ)θν |x−at|, t > 0, x ∈ Rd, |x− at| ≫ 1
in case b). Here θν is a constant, which depends on the support of ν, and ǫ > 0 is arbitrary small.
Proof. In the proof below we use the notation pt(x) also for pt(0, x). For simplicity, we assume that in
case b) we have ϑ = −1.
Without loss of generality assume that x > 0. Rewrite pt(x) as
pt(x) = (2π)
−d
∫
Rd
eH(t,x,ξ)dξ,
where
H(t, x, ξ) = iξ(x− at)− ψt(−ξ).
It was shown in Knopova [24, p.38], that the function ξ 7→ H(t, x, iξ), ξ ∈ Rd, is convex, there exists
a solution to ∇ξH(t, x, iξ) = 0, which we denote by ξ = ξ(t, x), and by non-degeneracy we have
x · ξ > 0, |ξ(t, x)| → ∞, |x| → ∞. Further, by the same way as in [24], see also Knopova, Schilling
[25] and Knopova, Kulik [23] (for the one-dimensional version), one can apply the Cauchy-Poincare´
theorem and get
pt(x) = (2π)
−d
∫
iξ(t,x)+Rd
eH(t,x,z)dz
= (2π)−d
∫
Rd
eH(t,x,iξ(t,x)+η)dη
= (2π)−d
∫
Rd
eReH(t,x,iξ(t,x)+η) cos
(
ImH(t, x, iξ(t, x) + η)
)
dη
≤ (2π)−d
∫
Rd
eReH(t,x,iξ(t,x)+η)dη.
(43)
We have
ReH(t, x, iξ + η) = H(t, x, iξ)−
∫ t
0
∫
|u|≤δ
ef(t,s)ξ·u
(
1− cos(f(t, s)η · u)
)
ν(du) ds
≤ H(t, x, iξ)−
∫ t
0
∫
|u|≤δ, ξ·u>0
(
1− cos(f(t, s)η · u)
)
ν(du) ds
≤ H(t, x, iξ)− c|η|α
∫ t
0
|f(t, s)|αds,
where in the last inequality we used (39); here
H(t, x, iξ) = −(x− at) · ξ −
∫ t
0
∫
|u|≤δ
(
ef(t,s)ξ·u − 1− f((t, s)ξ · u)
)
ν(du)ds.
Hence,
(44) pt(x) ≤ (2π)
−deH(t,x,iξ)
∫
Rd
e−c|η|
α
∫
t
0
|f(t,s)|αdsdη.
Now we estimate the function H(t, x, iξ). Differentiating, we get
∂ξH(t, x, iξ) = −(x− at) · eξ −
∫ t
0
∫
|u|≤δ
(
ef(t,s)ξ·u − 1
)
f(t, s)u · eξν(du)ds
=: −(x− at) · eξ + I(t, x, ξ),
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where eξ = ξ/|ξ|. For large |ξ| we can estimate I(t, x, ξ) as follows:
I(t, x, ξ) ≤ C1
∫ t
0
∫
|u|≤δ
|f(t, s)u|2ef(t,s)ξ·uν(du) ds
≤ C2e
δ|ξ|maxs∈[0,t] f(t,s)
∫ t
0
|f(t, s)|2ds.
For the lower bound we get for
I(t, x, ξ) ≥ C1
∫ t
(1−ǫ0)t
∫
δ−ǫ≤|u|≤δ
|f(t, s)u|2ef(t,s)ξ·uν(du) ds
≥ C2e
(δ−ǫ)|ξ|mins∈[(1−ǫ0)t,t] f(t,s)
∫ t
(1−ǫ0)t
|f(t, s)|2ds.
where ǫ0 can be chosen arbitrary close to 1. Thus, we get
(45) C1te
(δ−ǫ)|ξ| ≤ I(t, x, ξ) ≤ C2te
δ|ξ|
in case a), and
(46) C1e
(δ−ǫ)eǫ0 |ξ| ≤ I(t, x, ξ) ≤ C2e
δ|ξ|
in case b).
From now we handle each case separately.
Case a). If |x− at|/t→∞, we get for any ζ ∈ (0, 1)
(1− ζ)θν ln
(
|x− at|/t
)
(1 + o(1)) ≤ ξ(t, x) ≤ (1 + ζ)θν ln
(
|x− at|/t
)
(1 + o(1)),
where θν is a constant which depends on the support supp ν. Therefore,
(47) H(t, x, iξ(t, x)) ≤ −(1− ζ)θν |x− at| ln
(
|x− at|/t
)
+ C,
for t > 0, |x− at| ≫ t.
It remains to estimate the term
∫ t
0
|f(t, s)|αds in (44). We have
∫ t
0
|f(t, s)|αds = t, hence
(48)
∫
Rd
e−c|η|
α
∫
t
0
|f(t,s)|αdsdη = Ct−d/α.
Thus, we get
(49) pt(x) ≤ Ct
−d/αe−(1−ζ)θν |x−at| ln
(
|x−at|/t
)
.
For t ≥ 1 the first estimate in (41) follows from (49), because t−d/α ≤ 1.
Consider now the case t ∈ (0, 1]. For t ∈ (0, 1] and |x| ≫ 1we have for K big enough
e−ζ(1−ζ)θν |x−at| ln
(
|x−at|/t
)
≤ e−ζ(1−ζ)θν(|x|−|a|)| ln
(
|x−at|/t
)
≤ Ce−K ln
(
|x−at|/t
)
.
Without loss of generality, assume thatK > d/α. Then
pt(x) ≤ Ct
−d/αe−(1−ζ)
2θν |x−at| ln
(
|x−at|/t
)
−ζ(1−ζ)θν |x−at| ln
(
|x−at|/t
)
≤ Ct−d/α
(
t
|x− at|
)K
e−(1−ζ)
2θν |x−at|
≤ Ce−(1−ζ)
3θν |x−at|,
which proves the first estimate in (41) by taking C4 = C and 1 − ǫ = (1 − ζ)
3. For the third estimate
in (41) observe that H(t, x, iξ) ≤ 0; then the bound follows from (48).
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Case b). If |x− at| → ∞ we get for any ζ ∈ (0, 1)
(1− ζ)θνe
ǫ0 ln |x− at|(1 + o(1)) ≤ ξ(t, x) ≤ (1 + ζ)θν ln |x− at|(1 + o(1)),
where θν is the constant which depends on the support supp ν.
Now we estimate the right-hand side in (48) in case b). Note that
∫ t
0
|f(t, s)|αds = α−1(1 − e−αt)
implies
(50)
∫
Rd
e−c|η|
α
∫
t
0
|f(t,s)|αdsdη ≤ C.
Thus, there exist C > 0 and ǫ ∈ (0, 1) such that for x ∈ Rd and t > 0 such that |x− at| ≫ 1we get
pt(0, x) ≤ Ce
−(1−ǫ)θν |x−at|,
which proves (42). 
Remark 12. a) The same estimates can be shown also for the model Yt = at+ σBt + Z
small
t .
b) Note that the constant in the exponent in (41) and (42) can be chosen arbitrary close to θν , i.e. is in
a sense sharp.
Lemma 13. Let Y be as in case a). There exist C > 0 and ǫ ∈ (0, 1) such that the estimate
q(x) ≤ Ce−(1−ǫ)θq|x|, |x| ≫ 1,
holds true, where
(51) θq = θν ∧ λ/|a|.
Proof. We have
q(x) ≤ c1
∫
{t:|x|>|a|t}
e−λte−(1−ǫ)θν|x−at|dt+ c2
∫
{t:|x|≤|a|t}
e−λtt−d/αdt =: I1 + I2.
For I1 we use the triangle inequality
I1 ≤ c1e
−(1−ǫ)θν|x|
∫
{t:|x|>|a|t}
e−(λ−(1−ǫ)θν |a|)tdt
≤ c1e
−(1−ǫ)θν|x|

c3, λ > (1− ǫ)θν |a|,c3e (1−ǫ)θν |a|−λ|a| |x|, λ < (1− ǫ)θν |a|
(we exclude the equality case by choosing appropriate ǫ > 0). Hence,
I1 ≤

c4e
−(1−ǫ)θν|x|, λ > (1 − ǫ)θν |a|,
c4e
− λ|a| |x|, λ < (1 − ǫ)θν |a|.
For I2 we get
I2 ≤ c2
∫
{t: |a|t>|x|}
t−d/αλe−λtdt ≤ c5e
− (1−ǫ)λ
|a|
|x|.
Thus, there exists ǫ > 0 and C > 0 such that
Ik ≤ Ce
−(1−ǫ)(θν∧λ/|a|)|x|, k = 1, 2.
This completes the proof. 
Consider now the estimate in case b). Recall that we assumed that the process Y has only positive
jumps. This means, in particular, that in the transition probability density pt(x, y)we only have y ≥ x
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(in the coordinate sense). Under this assumption it is possible to show that q(x, y) (cf. (18)) decays
exponentially fast as |y − x| → ∞.
Lemma 14. There exist C > 0 and ǫ ∈ (0, 1) such that the estimate
q(x, y) ≤ Ce−(1−ǫ)θq|y−x|, |y − x| ≫ 1,
holds true, where θq is the same as in Lemma 13.
Proof. From the representation of Yt, i.e. Yt = e
−t(x+
∫ t
0 e
sdZs), and (42) we get
pt(x, y) ≤ Ce
−(1−ǫ)θν |y−xe
−t−at|, t > 0, x, y > 0, |y − xe−t − at| ≫ 1.
Similarly to the proof of Lemma 13, we have
q(x, y) ≤ c1
∫
{t:|y−x|>|a|t}
e−λte−(1−ǫ)θν|y−e
−tx−at|dt+ c2
∫
{t:|y−x|≤|a|t}
e−λtdt
=: I1 + I2.
Since y > x, we have |y − e−tx| = y − e−tx > y − x > 0, and
I1 ≤ c1
∫
{t:|y−x|>|a|t}
e−(λ−(1−ǫ)θν |y−e
−tx|−(1−ǫ)θν|a|)tdt
≤ c1e
−(1−ǫ)θν |y−x|
∫
{t:|y−x|>|a|t}
e−(λ−(1−ǫ)θν|a|)tdt
≤ c1e
−(1−ǫ)θν |y−x|

c3, λ > (1− ǫ)θν |a|,c3e (1−ǫ)θν |a|−λ|a| |y−x|, λ < (1− ǫ)θν |a|.
Hence,
I1 ≤

c4e
−(1−ǫ)θν|y−x|, λ > (1− ǫ)θν |a|,
c4e
− λ
|a|
|y−x|, λ < (1− ǫ)θν |a|.
Clearly,
I2 ≤ ce
− (1−ǫ)λ
|a|
|y−x|,
which completes the proof. 
Remark 15. Direct calculation shows that estimate (31) is not satisfied for an Ornstein-Uhlenbeck
process driven by a Brownian motion, unless λ > θ.
Consider an example in R2, which illustrates how one can get the asymptotic of u(x) along curves.
Example 16. Let d = 2, b = (b1(t), b2(t)), bi(t) → ∞, t → ∞, so that b(t)x ∈ R
2\∂. Suppose that
F ∈WS(R2), and factorizes as F (x) = F1(x1)F2(x2), x ∈ R
2. Since
F (x) = 1− F1(x1)F2(x2) = F 1(x1)F (x2) + F 2(x2),
we get in the case of Theorem 5.a)
u
(
bx
)
=
C1ρ
1− ρ
(
F1
(
b1(t)x1
)
+ F2
(
b2(t)x2
)))
(1 + o(1)), t→∞, x0 <∞.
Thus, taking different (admissible) bi(t), i = 1, 2, we can achieve different effects in the asymptotic of
u(x). For example, take F i(z) = ciz
−1−αi , i = 1, 2, z ≥ 1, ci, αi > 0 are suitable constants. Direct check
shows that Fi(x) are sub-exponential, and the relations in (20) hold true for b as above. However, the
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behaviour of F depends on the constants αi and on the coordinates of b. We have:
(52) F (b(t) · x) =


c1(1+o(1))
(b1(t)x1)1+α1
, if limt→∞
b
1+α1
1 (t)
b
1+α2
2 (t)
= 0,
c2(1+o(1))
(b2(t)x2)1+α2
, if limt→∞
b
1+α1
1 (t)
b
1+α2
2 (t)
=∞,
(1+o(1))
b
1+α1
1 (t)
(
c1
x
1+α1
1
+ c2c
x
1+α2
2
)
, if limt→∞
b
1+α1
1 (t)
b
1+α2
2 (t)
= c ∈ (0,∞).
Taking, for example, b = (t, t) or b = (t, t2), and x1 = x2 = 1, we get the behaviour of u(x) along the
line y = x, or along the parabola y = x2.
Example 17. Let d = 2 and suppose that the generic jump is of the form U = (̺Ξ, (1 − ̺)Ξ), where
̺ ∈ (0, 1) and the random variable Ξ has a distribution functionH ∈ S(R). Then
F (x) = H
(
x1
̺
∧
x2
1− ̺
)
and F ∈WS(R), Furthermore,
F (b(t) · x) =


H
(
b1(t)x1
̺
)
(1 + o(1)) if limt→∞
b1(t)x1(1−ρ)
b2(t)x2̺
≤ 1
H
(
b2(t)x2
1−̺
)
(1 + o(1)) if limt→∞
b1(t)x1(1−ρ)
b2(t)x2̺
> 1.
Example 18. Let x ∈ Rd, T ∼ Exp(µ), independent of X , and Y is as in the cases a) or b). Recall that
in this case ρ = λλ+µ . Let ℓ(x) = 1|x|≤r. Then
u(x) =
∫ ∞
0
P
x(|X♯t | ≤ r)dt =
∫ ∞
0
µe−µtPx(|Xt| ≤ r)dt.
Then by Theorem 5.b) we get
u(x) = o(1)F (x), x0 →∞.
On the other hand, let ℓ(x) = 1minxi≥r. In this case
u(x) =
∫ ∞
0
P
x(X♯t ≥ r)dt =
∫ ∞
0
µe−µtPx( min
1≤i≤d
X it ≥ r)dt.
Then we are in the situation of Theorem 5.c), and
u(x) =
λ
µ
(1 + o(1)), x0 →∞.
Example 19. At the end of this section we consider a simple example when T is not independent of
X . We consider a simple well-known one-dimension case Xt = x + at − Zt with a > 0, EU1 = µ,
Nt ∼ Pois(λ) and T = inf{t ≥ 0 : Xt < 0} being a ruin time. We put
(53) ℓ(x) = λF (x).
Then the renewal equation (6) for u(x) is
(54) u(x) =
∫ ∞
0
λe−λtF (x+ at)dt+
∫ ∞
0
λe−λt
∫ x+at
0
u(x+ at− y)F (dy) dt.
Changing the variables we get
u(x) = h(x) +
∫ x
−∞
u(x− z)G(dz)
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with h(x) =
∫∞
0 λe
−λtF (x+ at)dt and
G(dz) = 1z≥0
∫ ∞
0
λe−λtF (dz + at) dt+ 1z<0
∫ ∞
−z/a
λe−λtF (dz + at) dt.
Note that suppG = R, and G(R) = 1, hence, the result of Theorem 5 cannot be applied directly. In
this situation the well-known approach is more suitable; below we recall this approach.
Taking
(55) v(x) = 1− u(x)
and starting from (54) we end up with
v(x) = −
∫ ∞
0
λe−λtF (x+ at)dt
+
∫ ∞
0
λe−λt
(∫ x+at
0
F (dy) + F (x + at)−
∫ x+at
0
u(x+ at− y)F (dy)
)
dt
=
∫ ∞
0
λe−λt
∫ x+at
0
v(x+ at− y)F (dy) dt,
where we used equality
∫ x+at
0
F (dy) + F (x+ at) = 1. Hence v satisfies the equation
(56) v(x) =
∫ ∞
0
λe−λt
∫ x+at
0
v(x+ at− y)F (dy) dt,
which coincides with [15, (1.19)]. On the other hand, (56) can be written in the form [15, (1.22)]
(57) v(x) =
θ
1 + θ
+
1
1 + θ
∫ x
0
v(x− y)FI(dy),
where FI(x) =
1
µ
∫ x
0
F (y)dy is the integrated tail of F , θ := aλµ − 1. Equivalently,
(58) u(x) = ρF I(x) + ρ
∫ x
0
u(x− y)FI(dy),
where ρ = 11+θ . Note that we can apply to the above equation Theorem 5 with FI instead of F . Under
the stronger assumption that FI is sub-exponential, the asymptotic behaviour of the solution to this
equation is well known (cf. [2, Thm. 2.1, p. 302]):
(59) u(x) =
ρ
1− ρ
F I(x)(1 + o(1)), x→∞.
5. APPLICATIONS
Properties of potentials of type (5) are important in many applied probability models, such as branch-
ing processes, queueing theory, insurance ruin theory, reliability theory, demography, and so on.
Renewal equation (7) and the one-dimensional random walk. Most of applications concern the
renewal function u(x) = E0Lt where L is a renewal process with the distribution G of inter-arrival
times. In this case the renewal equation (7) holds true with h(x) = G(x). For example, in demographic
models (such as modelling Geiger counter or in a branching theory) Lt corresponds to the number of
organisms/particles alive at time t; see for example [32, 33].
Other applications come from the distribution of all-time supremumS = maxn≥1 Sn of a one-dimensional
random walk Sn =
∑n
k=1 ηk (and S0 = 0) with ηk ≥ 0 and
(60) ρ =
∫
Rd
P(η1 ∈ dz) < 1.
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In this case the function v(x) = P0(S ≤ x) satisfies the equation (cf. [1, Prop. 2.9, p. 149])
v(x) = 1− ρ+ ρ
∫ x
0
v(x − y)Gρ(dy)
with G(dy) = P(η1 ∈ dy) and the proper distribution function Gρ(dy) = G(dy)/ρ. Hence u(x) =
1− v(x) = P0(S > x) satisfies the equation
u(x) = ρGρ(x) + ρ
∫ x
0
u(x− y)Gρ(dy),
which is (7) with h(x) = ρGρ(x). As it is proved in [1, Thm. 2.2, p. 224], in case of a general
non-defective random walk with negative drift, one can take the first ascending ladder height for
the distribution of η1. In particular, in the case of a single server queue GI|GI|1 the quantity S
corresponds to the steady-state workload; see [1, eq. (1.5), p. 268]. Then ηk being kth ascending ladder
height of the randomwalk
∑n
k=1 χk for χk being the difference between successive i.i.d. service times
Uk and i.i.d. inter-arrival times Ek. In the case ofM |G|1 queue we have χk = Uk − Ek, where Ek has
an exponential distribution with intensity, say, λ. Then
(61) G(dx) = P(η1 ∈ dx) = λP(U1 ≤ x)dx;
see [1, Thm. 5.7, p. 237]. Note that by (60) in this case
(62) ρ = λEU1.
By [1, Thm. 4.2, p. 261], in the risk theory the tail distribution of S corresponds to the ruin probability
of a classical Crame´r-Lundberg process defined by
(63) Xt = x+ t− Zt,
where Zt =
∑Nt
i=1 Uk is given in (2) and describes a cumulative amount of the claims up to time t, Nt
is a Poisson process with intensity λ and Uk is the claim size arrived at the kth epoch of the Poisson
processN . Here x describes the initial capital of the insurance company and a is a premium intensity.
Indeed, taking χk = Uk − Ek with exponentially distributed Ek with intensity λ one can prove that
for the ruin time
T = inf{t ≥ 0 : Xt < 0}
we have
(64) u(x) = Px(T < +∞) = P0(S > x).
Without loss of generality we assumed above that δ = 0 in (3) but Ys = s, that is, a = 1 in Example
19. Assuming that the net profit condition ρ = λEU1 < 1 (under which the above ruin probability is
strictly less than one) we can conclude that the ruin probability satisfies equation (58). Hence from
[20, Thm. 5.2, p. 106], under the assumption that FI ∈ S (which is equivalent to the assumption that
G ∈ S) we derive the asymptotic of the ruin probability given in (59).
Multivariate risk process. The understanding of the heavy-tailed asymptotic for the ruin probability
in the multi-dimensional set-up is significantly smaller. Consider the multivariate risk process Xt =
(X1t , . . . , X
d
t ) with possibly dependent components X
i
t describing the reserves of the ith insurance
company which covers incoming claims. We assume that the claims arrive simultaneously to all
companies, that is, Xt is a multivariate Le´vy risk process with a ∈ R
d, Zt is a compound Poison
process given in (2) with the arrival intensity λ and the generic claim size U ∈ Rd. Without loss of
generality we can assume that δ = 0 and Ys = as. Each company can have its own claims process as
well. Indeed, to do so it suffices to merge the separate independent arrival Poisson processes with the
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simultaneous arrival process (hence constructing new Poisson arrival process) and allow the claim
size to have atoms in one of the axes directions. Consider now the following ruin time
T = inf{t ≥ 0 : Xt /∈ (R+ ∪ {0})
d},
which is the first exit time of X from a non-negative quadrant, that is, T is the first time when at
least one company gets ruined. Assume the net profit condition λEU (k) < 1 (k = 1, 2, . . . , d) for kth
coordinate U (k) of the generic claim size U1. Then from the compensation formula given in [26, Thm.
3.4, p. 18] (see also [26, Eq. (5.5), p. 42]) it follows that
P
x(τ <∞) = u(x) = Ex
∫ ∞
0
l(X†s )ds
with x = (x1, . . . , xd) and
(65) l(x) = λ
∫
[x,∞)
F (dz)
where F is the claim size distribution. In fact, a more general Gerber-Shiu function
(66) u(x) = Ex[e−qτw(XT−, |XT |), τ <∞]
can be represented as a potential function with
l(z) = λ
∫ ∞
z
w(z, u− z)F (du);
see [19]. The so-called penalty function w in (66) is applied to the deficit XT at the ruin moment and
position XT− prior to the ruin time. We focus on the ruin probability though here.
If d = 1, then by (53) and (65) we recover heavy-tailed asymptotic of u from Example 19.
If d = 2 (we have only two companies) then using similar arguments to those from Example 19 for
v(x) = 1− u(x) and x = (x1, x2) ∈ R
2
+ we get
(67) v(x) =
∫ ∞
0
λe−λt
∫
y1≤x1+a1t,y2≤x2+a2t
v(x+ at− y)F (dy) dt,
where a = (a1, a2) and y = (y1, y2).
Assume now that the claims coming simultaneously to both companies are independent on each
other, that is U1 = (U
(1), U (2)) and U (k) are independent of each other with the distribution Fk (k =
1, 2). Then equation (67) is equivalent to
v(x) =
∫ ∞
0
λe−λt
∫ x1+a1t
0
∫ x2+a2t
0
v(x+ at− y)F2(dy2)F1(dy1) dt.
Following Foss et al. [21] we can also consider the proportional reinsurance where the generic claim
U is divided into fixed proportion into two companies, that is U (2) = βZ and U (2) = (1 − β)Z for
some random variable with distribution FZ and β ∈ (0, 1). In this case
v(x) =
∫ ∞
0
λe−λt
∫ (x1+a1t)∧(x2+a2t)
0
v (x+ at− (β, 1 − β)z)FZ(dz) dt.
Let a1 > a2 and x1 < x2. In this case by [21, Cor. 2.1 and Cor. 2.2] we have
v(x) ∼
∫ ∞
0
FZ
(
min
{
x1 +
(a1
λ
− βEZ
)
t, x2 +
(a2
λ
− (1− β)EZ
)
t
})
dt
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as x0 →∞ where Z is strong sub-exponential, that is, FZ ∈ S and∫ b
0
FZ(b− y)FZ(y) dy ∼ 2EZFZ(b) as b→∞.
Mathematical finance. Other applications of the potential function (5) come from the mathematical
finance. For example, the renewal equation (6) can be used in pricing a perpetual put option; see Yin,
Zhao [33, Ex. 4.2] for details.
The potential function appears in a consumption-investment problem initiated byMerton [27] aswell.
Consider a very simple model where on the market we have d assets Sit = e
−Xit , 1 ≤ i ≤ d, governed
by the exponential Le´vy processesX it (possibly depend on each other). In fact, takeXt = x+Wt−Zt
with Wt being d-dimensional Wiener process. and Z is defined in (2). Let (π1, π2, . . . , πd) be the
strictly positive proportions of its total wealth that are invested in each of the d stocks. Then the
wealth process equals
Wt =
d∑
i=1
πiS
i
t .
Let us assume that the investor withdraws the proportion ̟ of his funds for consumption. Then the
discounted utility of consumption is measured by the function
u(x) = Ex
∫ ∞
0
e−qtℓ(Xt)dt = E
x
∫ ∞
0
ℓ(X♯s)ds,
where q > 0, T is an independent killing time, exponentially distributed with parameter q and
ℓ(x1, x2, . . . , xd) = L
(
d∑
i=1
πie
−xi
)
for some utility function L; see also [3] for details. We take power utility L(z) = zα for α ∈ (0, 1) and
Assume that F ∈ WS(Rd). Note that all assumption b) of Theorem 5 holds true. Indeed, ℓ(b · x) ≤
C
∑d
i=1 e
−αbixi for sufficiently large constant C and thus
lim
b0→∞
ℓ(bx)
F (bx)
= 0
by [29, Thm. 7]. Moreover, ps(w) = P(Ws ∈ dw)/dw is Gaussian and by Lemma 7
lim
b0→∞
Gρ(bx)
F (bx)
= 1.
Hence the behaviour of the discounted utility consumption u(bx) follows from (36) when bi(t) →∞,
that is, when initial assets prices go to zero.
We choose only few examples where the sub-exponential asymptotics can be used but the set of
possible applications is much wider.
REFERENCES
[1] S. Asmussen. Applied probability and queues. Second edition. Applications of Mathematics (New York), 51. Stochastic
Modelling and Applied Probability. Springer, New York, 2003.
[2] S. Asmussen, H. Albrecher. Ruin Probabilities. World Scientific Publishing Company, Singapore, 2010.
[3] A. Cadenillas. Consumption-investment problems with transaction costs: Survey and open problems.Math. Meth. Oper.
Res. 51 (2000), 43–68.
[4] H. Carlsson, S. Wainger. An asymptotic series expansion of the multidimensional renewal measure. Compositio Math.
47(3) (1982), 355–364.
[5] H. Carlsson, S. Wainger. On the multidimensional renewal theorem. J. Math. Anal. Appl. 100 (1) (1984), 316–322.
SUBEXPONENTIAL POTENTIAL ASYMPTOTICS WITH APPLICATIONS 19
[6] J. Chover, P. Ney, S. Wainger. Degeneracy Properties of Subcritical Branching Processes Ann. Probab. 1(4) (1973), 663–673.
[7] J. Chover, P. Ney, S. Wainger. Functions of probability measures. J. Analyse Math. 26 (1973), 255–302.
[8] K.L. Chung. On the renewal theorem in higher dimensions. Skand. Aktuarietidskr. 35 (1952), 188–194.
[9] E. C¸inlar. Markov renewal theory. Adv. Appl. Probab. 1 (1969), 123–187.
[10] D.H. Cline. Convolution tails, product tails and domains of attraction. Probab. Theory Relat. Fields. 72(4) (1986), 529–557.
[11] D.H. Cline. Convolutions of distributions with exponential and subexponential tails. J. Austral. Math. Soc. Ser. A. 43(3)
(1987), 347–365.
[12] D.H. Cline, S.I. Resnick. Multivariate subexponential distributions. Stoch. Proc. Appl. 42(1) (1992), 49–72.
[13] R. Doney. An Analogue of the Renewal Theorem in Higher Dimensions. Proceedings of the London Mathematical Society
3-16(1) (1966), 669–684.
[14] P. Embrechts, Ch. Goldie, N. Veraverbeke. Subexponentiality and Infinite Divisibility. Z. Wahrscheinlichkeitstheorie verw.
Gebiete 49 (1979), 335–347.
[15] P. Embrecht, C. Kluppelberg, T. Mikosh.Modelling Extremal Events for Insurance and Finance. Springer, Berlin 1997.
[16] P. Embrechts, Ch. Goldie. On closure and factorization properties of subexponential and related distributions. J. Austral.
Math. Soc. Ser. A. 29(2) (1980), 243–256.
[17] P. Embrechts, Ch. Goldie. On convolution tails. Stoch. Proc. Appl. 13(3) (1982), 263—278.
[18] W. Feller. An introduction to probability theory and its applications. Vol. II. Second ed., Wiley, New York, 1971.
[19] R. Feng, Y. Shimizu. Potential measure of spectrally negative Markov sdditive process with applications in ruin theory.
Insurance: Math. and Econ. 59 (2014), 11–26.
[20] S. Foss, D. Korshunov, S. Zachary. An introduction to heavy-tailed and subexponential distributions. Second edition. Springer
Series in Operations Research and Financial Engineering. Springer, New York, 2013.
[21] S. Foss, D. Korshunov, Z. Palmowski, T. Rolski. Two-dimensional ruin probability for subexponential claim size. Probab.
Mathem. Stat. 37(2) (2017), 319–335.
[22] T. Ho¨glund. A multidimensional renewal theorem. Bull. Sci. Math. 112 (1988), 111–138.
[23] V. Knopova, A. Kulik. Exact asymptotic for distribution densities of Le´vy functionals. Electron. J. Probab. 16 (2011), 1394–
1433.
[24] V. Knopova. Asymptotic behaviour of the distribution density of some Le´vy functionals in Rn. Theory Stoch. Proc. 17
(2011), 35–54.
[25] V. Knopova, R. Schilling. Transition density estimates for a class of Le´vy and Le´vy-type processes. J. Theoret. Probab. 25
(2012), 144–170.
[26] A. Kyprianou. Gerber-Shiu Risk Theory. Springer, 2013.
[27] R.C. Merton. Lifetime portfolio selection under uncertainty: the continuous-time case. The Review of Economics and Statis-
tics 51 (1969), 247–257.
[28] A. V. Nagaev. Renewal theorems inRd. Teor. Veroyatnost. i Primenen. 24(3) (1979), 565–573.
[29] E. Omey. Subexponential distributions and the difference between the product and the convolution product of distribu-
tion functions in Rd. J. Math. Sci. 138 (2006), 5434–5449.
[30] E. Omey, F. Mallor, J. Santos. Multivariate subexponential distributions and random sums of random vectors. Adv. Appl.
Prob. 38 (2006), 1028–1046.
[31] Ch. Stone. On characteristic functions and renewal theory. Trans. Amer. Math. Soc. 120 (1965), 327–342.
[32] G.E. Willmot, J. Cai, X.S. Lin. Lundberg Inequalities for Renewal Equations. Adv. Appl. Probab. 33(3) (2001), 674–689.
[33] C. Yin, J. Zhao. Nonexponential asymptotic fo the solutions of renewal equations, with applications. J. Appl. Prob. 43
(2006), 815–824.
TU DRESDEN, ZELLESCHERWEG 12–14, DRESDEN, GERMANY
E-mail address: victoria.knopova@tu-dresden.de
FACULTY OF PURE AND APPLIEDMATHEMATICS,WROCŁAWUNIVERSITYOF SCIENCE AND TECHNOLOGY,WYB. WYSPIAN´SKIEGO
27, 50-370 WROCŁAW, POLAND
E-mail address: zbigniew.palmowski@pwr.edu.pl
