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Background
Transcriptional regulation in cells makes use of diverse mechanisms to ensure that functional states can be maintained and adapted to variable environments; among them are chromatin-related mechanisms. While mathematical models of transcription factor networks controlling development are well established, models of transcriptional regulation by chromatin states are rather rare despite they appear to be a powerful regulatory mechanism.
Results
We here introduce a mathematical model of transcriptional regulation governed by histone modifications. This model describes binding of protein complexes to chromatin which are capable of reading and writing histone marks. Molecular interactions between these complexes and DNA or histones create a regulatory switch of transcriptional activity possessing a regulatory memory. The regulatory states of the switch depend on the activity of histone (de-) methylases, the structure of the DNA-binding regions of the complexes, and the number of histones contributing to binding. We apply our model to transcriptional regulation by trithorax-and polycombcomplex binding. By analyzing data on pluripotent and lineage-committed cells we verify basic model assumptions and provide evidence for a positive effect of the length of the modified regions on the stability of the induced regulatory states and thus on the transcriptional memory.
Conclusions
Our results provide new insights into epigenetic modes of transcriptional regulation. Moreover, they implicate well-founded hypotheses on cooperative histone modifications, proliferation induced epigenetic changes and higher order folding of chromatin which await experimental validation. Our approach represents a basic step towards multi-scale models of transcriptional control during development and lineage specification.
Background
Regulation of the amount of transcript derived from a genomic locus makes use of diverse mechanisms to ensure that functional regulatory states can be maintained and adapted to variable environments. Such mechanisms can be based on binding of transcription factors forming cis-regulatory networks or can be related to chromatin reorganisation. Unravelling the interplay of different regulatory mechanisms represents a challenge to Molecular Systems Biology [1] , in particular, since the functional role of the mechanisms changes in the course of the life cycle. For instance, during gametogenesis and early embryonic development modules of transcription factors networks regulate differentiation while the bulk of the epigenome is reset to default [2, 3] . In subsequent stages new chromatin marks accumulate, e.g. via enzymatic activation of histone modifiers, and soon take control of the cell fate [4, 5] .
While mathematical models of transcription factor networks controlling development are a matter of intense debate [6, 7] , models of transcriptional regulation by chromatin states are rather rare [8] [9] [10] . Here, we introduce a model of chromatin-based transcriptional regulation for Metazoa. The model is motivated by the function of Polycomb group (PcG) and trithorax group (trxG) genes in heterochromatin and euchromatin formation. Both, PcG and trxG proteins form protein complexes, which are epigenetic readers and writers. Their binding to chromatin on one hand is governed by specific histone modifications and on the other hand modifies histones by attaching chemical groups [11] . These interactions contribute to transcriptional control during development and lineage specification [12, 13] .
In the absence of transcriptional induction, trxG and PcG complexes bind and remain attached to chromatin target loci and modulate the chromatin structure. Respectively, the complexes can induce, among others, trimethylation of lysin 4 (H3K4me3) and 27 (H3K27me3) of histone H3 [12] . These methylation reactions are catalyzed by SET domains of the trxG and PcG proteins which are responsible for methyltransferase activity in many proteins. The trimethylation marks at K4 and K27 were classified as activating and repressive marks, respectively, according to the overall effect of their occurrence on transcriptional regulation. Occurrence of both marks at a single histone is described as hallmark for embryonal stem cells (ESCs) [14] . Furthermore, histone methylation has been found to be reversible. Specific de-methlyases have been identified for both H3K4me3 and H3K27me3 [15, 16] . Recent studies show a differential distribution of H3K4me3 chromatin mark, at CpGrich versus CpG-poor promoters [17] . In ESCs nearly all genes with CpG-rich promotors are bound by trxG complexes but only a small subset of CpG-poor promoters [18] . There is increasing evidence that these complexes protect the CpGmotifs from becoming methylated and silenced. Consequently, most of these genes are actively transcribed [19] . Stable silencing of genes under the influence of trxG complexes can be achieved by association with PcG complexes which is the case for about 22% of the CpG-rich promotors of mouse ESCs as reported by Mikkelsen et al. [18] . Despite the detailed knowledge about correlations of trxG/PcG complex binding with histone modifications and genomic loci the basal mechanism of recruitment to specific genomic loci is currently unknown. While direct binding of trxG and PcG
Results
Mathematical model of an epigenetic switch controlling gene activity
General assumptions
In this section we introduce a model of transcriptional regulation based on reversible protein complex binding to genomic loci which, in turn, is governed by histone modifications via a feedback mechanism. In our model we make the following basic assumptions (see Figure 1 for (iii) On the other hand, ICs bound to a RE are capable to 'write' histone modifications by catalyzing the association reaction of the modifier with the histones. The inverse process, the histone de-modification reaction is independent of the presence of bound IC. (iv) Each RE is associated with one (or several) genes. Binding of ICs to the RE silences these gene(s) (OFF-state) the transcription of which is otherwise active (ONstate).
ICs thus act here as repressive complexes which repress transcription according to assumption (iv). Alternatively one can apply the same assumptions (i) -(iii) but reverse the action in (iv), namely that a bound IC activates gene expression. In the following we will focus on repressive ICs related to PcG complexes as potential example. Activating ICs such as trxG complexes are thought to function analogously however in reverse direction. 
The right-hand side is obtained after inserting Eq. (1) and rearrangement. The dimensionless free enthalpy of association,
where denotes a basal contribution per IC to ∆g and ε
BS and ε HM are the free enthalpy changes per RE-binding site and per modified histone, respectively, which are all dimensionless quantities given in units of kT. We assume ε 0 > 0 meaning that the basal contribution to ∆g hampers IC-binding. Contrarily, ε BS and ε HM are typically set to negative values. Consequently, IC binding is progressively facilitated with an increasing number of involved binding sites and modified histones, n BS and n HM , respectively.
The number of binding sites in each RE is a constant, n BS , given by, e.g., the presence of specific sequence motifs. In contrast, the number of modified histones can vary due to the changing binding and de-binding activities of the modifiers. We consider a simple rate equation:
where is the rate constant of de-modification whereas defines the rate of modification. The latter is assumed to scale with the RE-occupancy (0 ≤ Θ ≤ 1).
Hence, histones are modified in the presence of bound ICs only. The constants and will in general depend on the abundance of the respective modifiers. We 
Insertion into Eq. (5) provides finally the conditional equation linking the degree of histone modification with the molecular parameters describing the RE/IC-binding equilibrium,
Eq. (7) has either one or three solutions depending on the parameter values chosen (see Figure 2 ). Figure 2) . The feedback-to-noise ratio, F=∆θ HM /δθ HM defines the relation between the minimum increment ∆θ HM of θ HM that must be 'overleaped' by fluctuations of amplitude δθ HM  to switch between the ON and the OFF state. In the following we will assume the limiting case F ∞ referring to vanishing fluctuations. 
Switching regimes
The relations between the degree of histone modification, θ HM , and its molecular determinants K m and n BS ⋅ε BS are further disentangled in Figure 3 . Figure 3A shows the surface defined by solutions of Eq. 7 in dependence of K m and n BS ε BS . Projections of the solutions onto the θ HM -vs-K m and θ HM -vs-n BS ⋅ε BS coordinate planes provide iso-BS (n BS ⋅ε BS =const) and iso-K m (K m =const) curves. Examples are shown in Figure  3B ,C.
Essentially two types of such iso-curves can be distinguished. The first type monotonically changes over the whole range of the respective control parameter. The second type inverses the slope in the intermediate part of the curves. The region enclosed between the two turning points defines unstable solutions of Eq. (7). Moving along an iso-curve of the second type, the system switches from the OFF to the ON state or vice versa along a vertical line starting at the respective turning point. The continuum of turning points defines the region of bi-stability (orange lines, see also section "Methods"). Following the iso-curves either in direction of increasing or decreasing argument gives rise to different positions of the turning points and thus to a hysteresis. In case of bi-stable behavior the state of the system consequently depends on its history and, particularly, whether the state variables K m or n BS ⋅ε BS are increased or decreased, i.e. the system provides a regulatory memory. Figure 3D shows phase diagram of the epigenetic switch. It was obtained via a projection of g(θ HM ) into the n BS ε BS -vs-K m -coordinate plane.
The regimes of gene activity of the epigenetic switch indicated in Figure 3A -D are defined by the occupancy of the REs by IC complexes Θ via Eq. (6). Figure 4 shows selected iso-curves in the Θ-vs-θ HM coordinate system focusing on process control under iso-K m ( Figure 3A ) and iso-n BS ⋅ε BS ( Figure 3B ) conditions. The critical isocurves border the continuous regime of the switch in the left upper part of the figure. The other iso-curves refer to the hysteretic behaviour shown in Figure 3 . The dotted parts define their unstable regions. Upon approaching the bi-stability range along the stable part of the iso-curves, the system switches from the OFF into the ON state and vice versa along the respective arrows where the grey circles indicate the onset points of the switch and the arrowheads their completion points. The ON regime is enclosed within a narrow region at low RE occupancies and low degrees of histone modification (both in the order of magnitude of a few percent). Contrarily, the OFF regime occupies a larger area. It refers to large values of the REoccupancy at intermediate degrees of histone modifications. Interestingly, at large θ HM -degrees the 'OFF regime' progressively expands towards small Θ-values referring to unblocked and thus active genes contradicting its intended OFF status. The black iso-curves shown in Figure 4A and B reveal that this subregion refers to large values of -n BS ε BS and small values of the de-modification constant K m , respectively.
For such parameter values (see yellow areas in Fig. 4A and B) the system is dominated by the repulsion between the IC and the DNA. Although up to 100% of the histones are modified, due to vanishing de-modification activity, the resulting attraction of the IC by the modified histones is not sufficient to overcome the repulsive interaction with the DNA binding sites. Within these parts of the phase diagram the system does not function as epigenetic switch, since transitions between low and high degrees of histone modifications do not change the state of gene activity, which is assumed to depend on Θ. ) show iso-curves for -n BS ε BS and K m , respectively (ε 0 =5, N HM ε HM =20). The ranges of ON/OFF bi-stability are shown by grey areas. The continuous regime of the switch is determined by the respective critical iso-curve (dark blue) forming the tangent to the bi-stability range. The blue iso-curves illustrate hysteretic behavior as shown in Figure 3B and C. The small circles and the blue arrowheads indicate the onset and completion points of the respective transition. For parameters associated with the yellow region the system does not function as regulatory switch of gene activity (see text).
The above results demonstrate that our model is capable of describing an epigenetic switch of gene expression which is governed by the free energy of RE specific IC binding n BS ⋅ε BS and the equilibrium constant of histone de-modification K m . Additionally, the switch behaviour depends on the maximum interaction free energy of the IC with the histones of a RE, N H ε HM . Figure 5A reveals that with increasing -N H ε HM the range of bistability markedly expands to larger values of K m . (see also section "Methods", Eq. 10a). Changing -N H ε HM while keeping all other systems parameter constant a hysteretic behavior can be observed as well ( Figure 5B ). Thus, the system can provide a regulatory memory also in the case that the length L RE of the RE (here in terms of N H ) and/or the free energy of interaction between the IC and the histones ε HM is varied. Figure 3B ,C. It scales in free energy units and thus it adequately matches the n BS ε BS axis. B) Solutions of Equ. 7 for variable N H ε H, . Shown are iso-K m trajectories assuming a constant value n BS ε BS =0. A minimal value K m = 0.05 (blue curve) is required to surpass the critical value -N H⋅ ε HM =4.2 below which no bistable dynamics occurs. Details as in Fig. 3 B,C.
Experimental indications
Maintenance, lineage commitment and differentiation of various stem cell systems are under epigenetic control [26, 27] . A genome-wide combined ChIP-seq and gene expression microarray data set has been published by Mikkelsen et al. [18] addressing the state of histone modification and of gene activity in murine embryonic stem cells (ESCs), lineage-committed murine embryonic fibroblasts (MEFs) and neuronal progenitor cells (NPCs). We re-analyzed this data set to study whether properties of the observed histone modifications i) provide information about IC binding sites, lengths of REs and their genome-wide distribution and ii) would support our model results on a cooperative binding of ICs. While our model provides information about equilibrium states, biological data represent snapshots of dynamic systems. As a consequence, modified histones detected in the experiments may not be bound by ICs. This has to be considered for the analysis of binding properties [28] , but will not affect the identification of REs. We here assume that lineage committed cells have converged to a stationary regulatory state characterized by a well defined binding equilibrium.
Identifying response elements
Our model predicts that an increasing number of binding sites per RE strengthens IC binding and facilitates the modification of the histones involved. The recruitment of ICs such as trxG and PcG complexes to a genomic locus has been suggested to depend on the local CpG-density. Actually it has been shown that histones trimethylated at H3K4 preferentially associate with CpG-rich promoter regions [18] .
In a first step we asked whether such association can be observed not only for promoters but for any CpG-rich region throughout the genome. After mapping the ChIP-seq data using the mapper 'segemehl' [29] , we could infere H3K4me3 and H3K27me3 modified chromatin regions. Moreover, we computed the absolute amount of CpG within these regions by counting each CG dinucleotide in the plus strand (mouse genome version mm9) as one CpG (see section "Methods" for more details). Figure  6 ), which is slightly below the lower limit for CpG islands (0.0375, [14] ). It represents an upper bound of the CpG-density found in longer DNA-fragments (>1.5 kbp), which is about half as large as that near the CpG-rich promoters. Interestingly, the background branch remains virtually empty for H3K4me3 showing that all H3K4me3 are associated with CpG-rich DNA. In contrast, H3K27me3 modified histones were found to associate not only with CpGenriched regions, but also with regions of CpG-background density. This bimodal CpG-density distribution suggests two types of REs for H3K27me3 either requiring or not requiring an enriched CpG-density.
It is known that H3K4me3 and H3K27me3 are catalyzed by different ICs, namely the trxG-and the PcG-complexes, respectively. TrxG-complexes contain the CXXC1 protein including a CXXC domain capable of binding CpGs [23] . This explains the association of H3K4me3 with CpG-rich chromatin regions. In contrast PcGcomplexes do not contain such binding domains. A possible explanation of the association of H3K27em3 with CpG-rich domains is provided by experimental findings suggesting that trxG-complexes recruit polycomb repressor proteins [30] . As a consequence PcG-complexes may associate with trxG complexes and associate only indirectly with CpG-rich DNA regions. In the line of these arguments, one expects that the CpG-rich branch observed for H3K27me3 is reminiscent for bivalent, i.e. H3K4me3 and H3K27me3 modified regions. Indeed, after removal of such bivalent-modifications the respective CpG-rich branch nearly completely de-populates ( Figure 6C ). Interestingly many of the detected CpG-rich DNA-regions associated with bivalent modifications exceed 3kbp but only a few regions larger than 10kbp are identified. This suggests an upper limit of the number of modified histones of about 50 (assuming a DNA-length including linker DNA, of 200bp) per modified region, i.e. N H ≤50. In summary, our data analysis provides evidence that local CpG density, and hence the number of potential DNA binding sites in REs, is positively correlated with histone modification rate, as predicted by our model. A more detailed analysis of the length distribution of modified regions is carried out in the following section.
Cooperative binding of interaction complexes
Our model establishes a novel mechanism for cooperative control of histone states, mediated through a feedback loop established by ICs acting both as readers and modifiers of histone methylation states. The strength of IC binding increases with the number of modified histones, which in turn increases the modification rate and eventually the stability of modified states. As a consequence, larger modified chromatin regions are more stable against changes of the regulatory environment than shorter ones. Hence differentiation and lineage commitment are expected to change the length distribution of modified regions.
To prove this expectation we calculated the length distribution of modified chromatin regions for H3K4me3 and H3K27me3 in ESC, MEF and NPC (Figure 7) . In case of H3K27me3 we considered only CpG-rich regions with a CpG-density larger than ρ H /2 (see Figure 6 ). Regarding the NPC and MEF data only those regions are taken into account, which are enriched in ESCs as well. In other words, we focused on the length distribution directly referring to changes associated with lineage-commitment of ESCs into either NPCs or MEFs. It turned out that the number of modified chromatin regions strongly decays with their length L mod in all systems studied. The linear decays for L mod >500 in the double logarithmic plot indicate that the tail of the frequency distributions can be approximated by a power law. The theoretical curves in Figure 7 are calculated using a spatially extended version of our model assuming a geometrically decaying distribution of the number of cooperatively acting histones N H and independent modification of adjacent histones. This model well describes the overall decay of the length distribution of modified chromatin regions (see Fig. 7A, B) . Thereby, an increase of the de-modification constant K m systematically reproduces the trends for MEF and NPC compared to ESCs. As the de-methylation constant K m is governed by the activity of the respective de-methylases and/or methylases we assumed their changes to associate with changes of the expression degree of genes decoding these enzymes. To validate this prediction we analyzed microarray expression data of known methylases and de-methylases of H3K27me3 and H3K4me3 in all three cell types considered in the ChIP-seq experiments by Mikkelsen [18] . As expected, the expression of methylases for both lysines distinctly drops and that of de-methylases mostly increases in MEFs and NPCs compared with their expression level in ESCs ( Figure 7C, D) . Hence, these trends of the observed expression changes upon lineage commitment are consistent with the alterations of the level of histone methylation estimated from the ChIP-seq data. Applying the spatial extension of our model as described above, optimal fits of the experimental length distributions of modified regions (setting: ε 0 = 5) yielded values of n BS ε BS below 1. This suggests that sequence specific recruitment of the ICs is driven by relatively weak interactions with the DNA. Moreover, we obtained values of about 0.1 for K m . Accordingly, the H3K4me3 and H3K27me3 modification states of individual REs are approximately described by the black iso-K m trajectories (K m =0.1, n BS ε BS =0) in Figure 5B . For ε HM our fits provided values of about 0.15 for both the H3K4me3 and the H3K27me3 modification. Thus, the critical value of N H ε HM (~4) below which no bistable behavior can be observed (see section "Methods", Eq. 10a) refers to lengths of the RE of about 6kbp. This result suggests that only the longest REs are capable to create a memory effect. In summary, our results demonstrate a positive effect of the length of the modified regions on the stability of the modifications. Increasing the de-modification activity consequently de-stabilizes first short regions and only subsequently larger regions. In the framework of our model this behavior can be explained by cooperative modes of histone modifications for both H3K4me3 and H3K27me3. Moreover, the spatially extended version of our model on randomly generated genomes predicts that IC binding is mainly governed by the capabilities of the ICs to read and write histone marks, while interaction with DNA play a minor role. Thus, the length of the RE and the de-modification constant K m largely determine the regulatory state of the associated genes.
Discussion
Chromatin modifications can not only maintain regulatory states but also provide effective modes for changing them as required to adapt complex cell fates to variable environments. In our model this ambivalence is related to a positive feedback topology inducing bistable switch-like systems behavior that establishes a molecular memory. There is growing evidence that this kind of regulatory switches underlies many fate decisions in development and stem cell differentiation [31] .
The states of the regulatory switch and the respective pattern of gene expression are governed by complex molecular interactions. In our simple model the regimes of gene activity are determined by the interaction free energy of the ICs with DNA binding sites n BS ⋅ε BS and histones N H ⋅ε HM as well as by the equilibrium constant of histone demodification K m . Accordingly, for fixed properties of the interaction with histones (N H ε HM ), the state of the switch can be modulated by two complementary modes, either by varying the number and strength of binding sites per RE or by altering the activity of histone modifying enzymes in terms of the constant of histone demodification. In the following, we will briefly discuss selected aspects of our model related to the parameter settings that ensure functionality as an epigenetic switch, the time scales of regulation, the impact of fluctuations and non-local cooperative effects.
Model parameters associated to functional switch behaviour
In our model the free energy term ε 0 depends on the concentration of the ICs and comprises all the interactions related to non-specific IC-RE association. It increases with decreasing IC-concentration and with increasing steric repulsion. This parameter was set to 5kT to ensure that spontaneous IC binding without the presence of specific binding sites is virtually impossible. In fact, recruitment of IC is governed effectively by the difference (ε 0 -n BS ε BS ). The energy term n BS ε BS was chosen in the same range as ε 0 . Accordingly, IC binding to RE alone allows only a weak association and the regulatory capacity is modulated actually by association with chromatin modifications. This is in contrast to relatively strong binding of typical transcription factors to DNA with effective binding energies to DNA in the range of 14 kT [32] .
The term N H ε HM , describing the maximal free energy contribution of IC-histone interactions, was set to 10 to 20 kT which refers to about ε HM = 0.2 -0.4 kT per histone considering N H =50. Actually, the fits of the length distributions suggest even smaller values for ε HM between 0.1 to 0.2 kT. Accordingly binding to individual histones seems to be relatively weak which implies fast modulations of IC binding in agreement with experimental findings [33] . The total free energy at maximum occupancy of a RE has to be strongly negative to guarantee function of the regulatory switch. Our model suggests that in case of trxG-and PcG-omplex binding this requires long REs with a large number of associated histones (N H >30). As we discuss in section below, it is unrealistic to assume that a single IC can interact with such an extended region. Hence our results may be indicative of cooperative behavior of ensembles of consecutive ICs.
Time scales of regulation
The number n BS and strength ε BS of DNA binding sites are linked to DNA sequence which typically adjusts by mutational mechanisms on an evolutionary time scale. Consequently, they can be considered invariant during processes like development and differentiation. The same time scale usually applies to changes of the structure and composition of the interaction complexes. However, the variation of n BS ⋅ε BS due to changes in the composition of the IC may provide also an option for transcriptional regulation on short times scales. These complexes are composed of several molecular building blocks and thus alternative compositions of the IC can be functional as well [34] . Accordingly, monitoring changes of the composition of the interaction complexes will be of particular interest in understanding the systems behavior.
The equilibrium constant of histone de-modification K m depends on the local abundance of the respective (de)-modifying enzymes which are mostly under transcriptional and post-transcriptional control. This enables variation on the time scale of development and differentiation. The activity of the modifying enzymes is mainly determined by their abundance in the medium surrounding the DNA. One particular value of K m will consequently apply to several REs located for example in the same functional compartment of the cell nucleus. Thus, beside the composition of the interacting complexes, the spatial distribution of the modifying enzymes will be of interest for future extensions of our model. The length of REs and thus the number N H of associated histones has been suggested to self-organize along boundaries between domains of competitive histone marks [35] . Accordingly, N H could vary depending on the regulatory environment. We here assumed a fixed length and thus a fixed N H . This can be motivated by the idea of a sequence specific binding of a barrier insulator [35] (see also section "Methods"). In general, variation of N H may contribute to regulation of the binding equilibrium on both the time scales of differentiation and evolution.
The impact of fluctuations
A stationary chromatin structure, as described by the RE/IC binding equilibrium given by Eq. (7), requires that fluctuations of θ HM occurring in processes of reading and writing histone modifications are small. This can be expected if the number of cooperatively acting histones per RE and thus its length is large. Hence, we predict that the length of the regulated chromatin region has a clear impact on the stability of the regulatory states of the switch. In our model we neglect fluctuations of the binding energy and consequently of the degree of histone modification assuming infinite values of the feedback-to-noise ratio F. Under these conditions the hysteretic behaviour of the switch is most pronounced. With decreasing F, i.e. with increasing fluctuations, spontaneous transitions between ON and OFF states in the bistable region become relevant. At small F one expects a transition at a defined 'melting point' which resembles a first-order phase transition such as melting in a solid-liquid system. The fluctuations of the molecular interactions and local concentrations that lead to fluctuations of the degree of histone modification take here the role of thermal noise leading to density fluctuations at solid-liquid phase coexistence. A process which unavoidably induces large fluctuations of the degree of histone modification is proliferation. These fluctuations originate in mechanisms of the inheritance of histone marks during cell division. In order to conserve the regulatory state of the parent cell its histone modification state has to be hand down to the daughter cells. A simple model of this process assumes that the modified parental histones are distributed randomly onto daughter strands and are complemented by de novo synthesised unmodified histones [36, 37] . On average this process leads to the dilution of the modified histones per strand down to half their equilibrium value in the parent cell (i.e. θ HM θ HM /2 for parent daughter). Inheritance requires that the original state can be recovered from these diluted states (i.e. θ HM /2 θ HM ). Our model predicts that this recovery will be successful under defined conditions only. It requires that the diluted states of both daughter cells are part of the attractor basin of the modification state of the parent cell. Monostable parent states always meet this condition, whereas bistable parent states do not. In the latter case, the diluted states of a high modification parent state can be part of the attractor basin of the corresponding low modification state and consequently will relax into this state ( Figure 8A ). Accordingly, in the range of bistable solutions regulatory OFF-states are not necessarily inherited. A comparable behaviour has been described also by Micheelsen et al. [10] .
Non-local effects in cooperative dynamics
Early models for nucleosome modification, including histone modifications invoke a linear stepwise process, where a modified nucleosome stimulates the modification of its nearest neighbors [38] . Nucleosome modifications were thus envisioned to spread in a continuous fashion along the DNA. Alternatively, Dodd et al. [8] assume that in the recruitment reaction any nucleosome can act on any other nucleosome in the region, and thus modification states can "jump"across many nucleosomes that are in arbitrary modification states. This kind of non-local transmission is suggested to be facilitated by higher-order chromatin structure, e.g. by DNA-looping, or by more complex processes such as the passing of an RNA polymerase. Our model assumes that all histones in the region of a RE are potentially affected by modification reactions without explicitly assuming a propagation mechanism for modification.
We found rather extended genomic regions associated with modified H3K4me3 and H3K27me3 of a length up to about 10kbp. According to our model, this result suggests that one IC interacts with to up to 50 histones which appears to be very unlikely for individual trxG and PcG complexes. These extended regions contain up to about 300 CpGs which are rather equally distributed throughout the regions. We therefore assume that adjacent REs form cooperative units that enable modifications of extended genomic regions; for example via chromatin looping as proposed by Tiwari et al. [28] . Our model allows to consider this scenario assuming that IC binding to several adjacent REs is affected by all the histones associated with them. In this case Eq. 4 describes the modification of N H histones interacting with an ensemble of ICs. A sketch of such a hypothetical chromatin region after cooperative binding of ICs is shown in Figure 8B . The region is folded into multiple loops of a length of a few kbp, each of them containing a subset of the REs. Thereby, the adjacent REs cluster into a relatively small volume (dashed area). This generalization of the model does not require a change of the mathematical description of the switch. However, it implies non-local interactions between the IC and the modified histones, e.g. mediated through a particular 'biochemical milieu' created by the histones [39] . The interpretation raises questions about mechanisms of chromatin compartmentalization that define REs [35] and about the general relevance of chromatin looping for gene expression [40] . Recent experimental findings on frequent long range interactions among H3K27me3 modified domains support the idea of higher order folding of chromatin [41] .
While our epigenetic switch model provides new insights into an essential epigenetic layer of transcriptional regulation it does not address any cross-talk with other regulatory layers. Thus, in a next step we plan integrating the model into the framework of an Artifical Genome Model [32, 42] . This will provide a straight forward opportunity to study cross-talk between cis-regulatory networks of transcription factors and transcriptional regulation by histone modifications as explored here. Thereby, we will consider the combinatorics of different activating and repressing histone modifications [5] . Currently, the evolution of a versatile 'chromatin code' is still an intriguing hypothesis. Unraveling the syntax of the 'chromatin language' represents an important step towards realistic multi-scale models of transcriptional regulation.
Methods
Data analysis
ChIP-seq data: We re-analysed the data set provided by Mikkelsen et al. (GSE12241: H3K27me3, H3K4me3, H3K9me3 and whole cell extract of ESC, MEF and NPC cells as well as H3 of ESC cells) in order to enable some general comparisons with our model. The read data were mapped against the UCSC mouse genome version mm9 using the in-house tool 'segemehl' [29] . This tool has been designed for fast mapping of short reads under consideration of mismatches, insertions and deletions. We considered only seeds with at most two sequence differences. The top-scored hits were selected under the condition that the obtained accuracy was at minimum 90%. On average, 90.21% of all reads could be mapped by this procedure. Afterwards, we counted the number of mapped reads for each position in the genome.
Chip-seq data from experiments using an antibody against the H3 histone provide reliable information about the positioning of relevant nucleosomes. In the case of ESC data sets, we used them in order to verify the H3 modification data. Only reads overlapping with reads from the H3 data, i.e. with defined nucleosome positions, were passed on. Since less than 1% of the reads were not passed on, we did not assume a bias in comparison with MEF or NPC data. All data were normalized by the read count of the corresponding whole cell extracts. We required a 3-fold enrichment of reads in the modification data compared to the whole cell extracts to consider a site as modified. Modified sites were merged together if the distance between them was less than 100nt (about one half of the average nucleosome spacing) into modified regions.
In order to count the number of CpGs in each modified region, we simply counted the number of CG di-nucleotides in the respective genomic sequence from the plus strand defined in the mm9 genome. We counted each CG di-nucleotide as one CpG. The CpG content of randomly selected DNA regions of the same size distribution as that of the modified regions was calculated as 'background' CpG-density. This approach accounts for size dependent variations of the CpG-density.
Microarray data: Microarray data referring to the same experiment as the ChIP-seq data were downloaded from GSE8024. The raw probe intensities were calibrated using the hook method [43, 44] , normalized and analyzed for differential expression of the selected genes. We collect genes transcribing selected methylases and demethylases responsible for the trimethylation or de-methylation of lysines K3 and K27 of the H3 histone subunit into four functional gene sets ( Table 1) . The summary differential expression of each gene set was estimated using the gene set Z (GSZ) [45] : (8) where log E denotes the logged expression of a particular gene and ∆logE its difference between the state of interest and its mean expression in all cell systems studied. The angular brackets denote averaging either over all genes of the set or over all genes of the array. N set is the number of genes in the set and var(…) is the respective variance. The GSZ-score thus simply estimates the differential mean expression of a set of genes relatively to that of all genes in units of the respective standard error.
Calculating the range of bistability
The onset-points of ON/OFF bi-stability are given by curves meeting the maximum and minimum condition of the respective iso-curves in Figure 3 B and C. The two solutions of θ HM (1, 2) referring to the upper and lower branches of the ON/OFF-range are obtained in two steps. Firstly, we rearranged Eq. (7) 
respectively. Secondly, we took the first derivative of Eq. (9a,b) with respect to θ HM and calculated the roots: 
either analytically (Eq. 10a) or solving Eq. 10b numerically.
The onset-points of ON/OFF bi-stability shown in Figure 5B were calculated analogously.
Model of the length distribution of modified regions
In the following, we will outline the model which has been applied to generate the theoretical probability w(L mod ) to find modified chromatin regions of length L mod throughout the genome (compare Fig. 7 ).
1) The number of histones N H defines the length of the DNA sequence L RE of the respective RE under control of a given IC (L RE = 200 N H bp). We further assume that adjacent REs are separated by so-called barrier insulators [35] representing short sequence motifs of length l 0 . To estimate the probability distribution of L RE we make use of an artificial genome which is generated as random integer sequences with an alphabet of size 4, similar to the ATGC alphabet random genome model [32, 42] . Accordingly, specific insulator sequences of length l 0 occur with probability and the probability that two neighbouring insulators are separated by a sequence of length L 
where is the mean fraction of modified histones given by the solution of Eq. (7) for RE no. i. h We set an upper cut-off limit of n BS,max = 5 because ICs are likely to be limited in the number of binding sites they can bind simultaneously.
3) w(L mod ) was obtained by counting the number of adjacent histones with h ij =1, irrespectively of their membership to the same or to different RE and subsequent normalization with respect to the total number of modified histones. The length of each modified chromatin region L mod is simply given by the scaling factor 200 as explained above. Finally, w(L mod ) was calculated as mean averaged over hundred independent genome realizations. 
where L is the maximal observed length of modified regions and δ is a small offset (typically set to 10 ) to avoid divergence of the logarithms for cases where w = 0. The optimum fit parameters are listed in Table 2 . 
Tables
