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Naı̈ma El Farouq∗ Pierre Bernhard†
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Abstract
We prove the missing uniqueness theorem for the viscosity solution of a quasi-variational
inequality related to a minimax impulse control problem modeling the option pricing with pro-
portional transactions costs. This result makes our robust control approach of option pricing in
the interval market model essentially complete.
Keywords Option pricing; viscosity solutions; robust control.
1 Introduction
In a series of papers [4, 5, 8, 9] culminating with [10], we have developed a robust control, probability-
free approach of option pricing, for both vanilla and digital european options. We claim that, on the
one hand, we have the possibility of constructing a consistent theory of hedging portfolios with either
continuous or discrete time trading paradigms, with one and the same market model, and, on the other
hand, we can accommodate transaction costs and closing costs in a natural way, with a nontrivial
hedging portfolio.
We also argue that the probabilistic description of future securities prices, as used by the classic
approaches, imbeds much more information on these prices future histories than does the interval mar-
ket model of the robust control approach which only assumes bounds on the rate of relative variation.
As a consequence, the new approach is less sensitive to modelling uncertainties.
The last missing item in our theory was a uniqueness theorem for the viscosity solution of a
particular, highly degenerate, Isaacs quasi-variational inequality (QVI). This degeneracy comes first
from the fact that the QVI is of first order, so it cannot enjoy the ellipticity property [3]. The other
fact is that we assume that the transaction costs are proportional to the amount of transactions, so that
the infimum of impulse costs is zero. We will show that the uniqueness of the viscosity solution of
this QVI can not be guaranteed. We also recall the general result in [12] where uniqueness of the
viscosity solution is proved under the assumption that the infimum of impulse costs is positive. That
paper was motivated by our theory of option pricing where we consider that a fixed cost is charged for
any transaction in addition to a variable part depending on the amount of the transaction.
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In [9], the authors replace the minimax impulse control problem with an equivalent problem with-
out impulses. They prove that they have the same value function. In this paper, we deal with the as-
sociated differential QVI (DQVI). The technique in [11], where the author considers infinite-horizon
time control problems where the infimum of impulse costs is zero is, in a large extent, different. The
idea is to give a new QVI that admits the same viscosity subsolutions than the original one and to
prove that the value function is the unique viscosity solution of the new QVI.
A first direct and different proof of uniqueness of the viscosity solution of our DQVI was presented
in the conference paper [7].
In this article, we sketch the overall context and prove the uniqueness sought, with a new proof
requiring less regularity on the data. Notice, however, that the present proof does not account for the
discontinuous payment digital options, while the indirect argument of [6] can be extended to that case,
thanks to the concept of barrier.
We are obliged to recall the basics of our modelling of the problem to introduce the DQVI. The
uniqueness of its viscosity solution is the object of this article. A more detailed exposition can be
found in [8], where the uniqueness theorem is not proved, and the more recent [10], where a complete
theory of hedging in the interval market model is developed.
2 Modeling
2.1 The robust control approach to option pricing
In our previous papers, we have introduced and discussed a probability free, robust control approach
to option pricing, as follows.
2.1.1 Notation
We use the following notation:
• t ∈ [0, T ]: time, 0 = date when the option is sold, T = exercise time.
• u(t): the time varying, unpredictable, market price of the underlying security.
• v(t): the currency value of the risky part of the hedging portfolio, invested in the underlying.
• τ(t) = u̇(t)/u(t): action of the market.
• τ− < 0 and τ+ > 0: fixed known parameters: lower and upper bounds of τ .
• Ψ = set of measurable functions from [0, T ] to [τ−, τ+].
• ξ(t): control of the seller of the option, or “trader”: the rate of buying (selling if negative)
underlying stocks, assumed to be infinitely divisible and liquid.
• tk: control of the trader: time of k-th block buy or sale of underlying stock.
• ξk: control of the trader: amount of the k-th block buy (if positive) or sale (if negative) of
underlying stock.
• Ξ: set of time distributions defined over [0, T ] which are the sum of a measurable function ξc(·)
and a finite number of weighted translated Dirac impulses ξkδ(t− tk).
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• ϕ ∈ Φ: strategy of the trader: ϕ : Ψ → Ξ : τ(·) 7→ ξ(t) = ϕ(τ(·))(t) nonanticipative strategy
including impulses that cause “jumps” ξk.
• C+ > 0 and C− < 0: fixed known parameters: the rates of the proportional transaction costs
for buying resp. selling underlying stocks.
• c+ ∈ [0, C+] and c− ∈ [C−, 0]: fixed known parameters: same as C+ and C− but for closing
costs.
• N(u, v) = max{cε(−v), u −K + cε(u − v)}: terminal cost to the trader, sum of contractual
commitment and closing costs. (See notation cε(a) below.)
• W (t, u, v): Value function of the minimax problem to be solved, giving the premium sought as
P (u(0)) = W (0, u(0), 0).
Further, for Z ∈ {τ, C, c} the notation Zε stands for (Zε , ε ∈ {−,+}), and for any a ∈ R, Zεa will
mean Zsign(a)a. We also set
τ? = max
ε
|τ ε| , C? = min
ε
|Cε| . (1)
2.1.2 The minimax impulse control problem
This section refers to the results of [5, 8, 9] that we will need in the sequel. In these articles, we have
shown that the premium sought can be obtained as the solution of the following minimax impulse
control problem
Dynamics
u̇ = τu , (2)
v̇ = τv + ξc , (3)
v(t+k ) = v(t
−
k ) + ξk. (4)
Equivalently, we may describe v with equation (3) only, including the jumps (4) as impulses in ξ(·).
Accordingly, from here on, we let ξ ∈ Ξ be the sum of a measurable function ξc(·) and a finite number
of weighted translated Dirac:




Criterion The optimum (least safe) premium, or seller’s price, is obtained as1














where the time functions u(·) and v(·) are generated from u(0) = u0 and v(0) = 0 by equations
(2),(3) and ξ(·) = ϕ(τ(·)).





2.2 Solving the minimax impulse control problem
2.2.1 The related QVI and DQVI
In a classical fashion we introduce its Isaacs value function:














where the dynamics are integrated from u(t) = u, v(t) = v. Hence the seller’s price is P (u0) =
W (0, u0, 0).






















W (t, u, v)−min
ξ∈R
[
W (t, u, v + ξ) + Cεξ
]}
,





+ C− > 0, then by choosing ξ going to −∞, then −ξ ∂W
∂v
− C−ξ will go to +∞
and this is in contradiction with QVI (6). If
∂W
∂v
+ C+ < 0, then by choosing ξ going to +∞, then
−ξ ∂W
∂v




≤ C+ . (7)
It is then easy to see that the supξ in this QVI is obtained for ξ = 0. So, QVI (6) is equivalent to (7)



















W (t, u, v)−min
ξ∈R
[
W (t, u, v + ξ) + Cεξ
]}
,
∀(u, v) ∈ R2 , W (T, u, v) = N(u, v) .
There are new features in that game, in that, on the one hand, impulse controls are allowed, but,
on the other hand, impulse costs have a zero infimum. It is easy to see that any function satisfies the
viscosity supersolution inequality and that any constant function is a viscosity solution to this QVI,
so we cannot prove that the value function of the impulse minimax problem is the unique viscosity
solution of this QVI.
In [9], we introduced the so-called “Joshua transformation” that changes the minimax impulse
control problem into an equivalent problem without impulse controls. We briefly explain here this
transformation and the results obtained in that paper.
A new artificial time s and a new trader’s control j ∈ {−1, 0, 1} are introduced. Natural time t
becomes a state variable that stops when j 6= 0. The jumps amplitudes |ξk| are now the sizes of such
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s-intervals. Hence, jumps in v have been turned into continuous variations in artificial time. When
j = 0, natural time and artificial time have equal variations.
By noting with a prime the derivatives with respect to s, and by ̄ = 1−|j|, the dynamics of this game
are 
t′ = ̄ ,
u′ = ̄τu ,
v′ = ̄(τv + ξ) + j ,
In these dynamics, ξ(s) contains no impulse anymore. Let t(S) = T . The new cost function is




̄(s)(−τ(s)v(s) + Cεξ(s)) + Cεj
)
ds+N(u(S), v(S)) .
This differential game is stationary. Therefore, its Value function does not depend on s. In [9], we
proved the relatively obvious fact that it is the same as the Value function of the original game:






J(0, u(0), v(0), j(·), ξ(·), τ(·))
The Isaac’s equation of this new problem is the following:





















− Cεj + ̄τv
]}
,
∀(u, v) ∈ R2 , W (T, u, v) = N(u, v) .
Successively replacing j by either 0 (in this case with the same reasoning as above, the sup in ξ is
obtained for ξ = 0,) 1 and −1, this equation writes as the following “differential QVI” (DQVI):































∀(u, v) ∈ R2 , W (T, u, v) = N(u, v) .
(8)
Applying standard results of Differential Games (see e.g. [14]) to the Isaacs equation associated to
the Joshua-transformed problem, we easily get the following fact:
Theorem 2.1 The function W defined by (5) is a continuous viscosity solution of DQVI (8).




In [8], we show that if the viscosity solution of the DQVI (8) can be proved unique, we have an inter-
esting representation formula for the Value function of the continuous trading problem, a convergence
theorem of the Value function W h of a discrete trading version of the problem to the Value function
of the continuous trading problem as the step size h vanishes, and a fast algorithm to compute the
Value function of the discrete trading problem and the associated optimal trading strategy. Hence the
importance of proving that uniqueness.
In order to exploit the technical result of the next section, we need to introduce a modified problem.
Let R be a fixed positive number, and R ⊂ R+ × R be the region u ∈ [0, R], |v| ≤ R. For the
time being, we consider only problems of option hedging where (u(0), v(0)) ∈ R. As a consequence,
for these problems, and for all t ∈ [0, T ], we have u(t) ≤ Reτ+T .
Concerning v(·), the control ξ might send it anywhere in R. But we know from the analysis
according to the Isaacs-Breakwell theory that the minimizing strategies never create large v(t)’s. As
a matter of fact, let W0 be the maximum payoff obtained by the strategy ϕ = 0 (after maximization
in τ(·)) for any (u(0), v(0)) = (u0, v0) ∈ R. Let a be a large number, chosen satisfying a >
2 exp(τ+T )[W0/(RC?) + 1], and S = aR. We claim the following:
Proposition 2.1 Any nonanticipative strategy ϕ that causes |v| > S is dominated by the strategy
ϕ = 0.
Proof Let ζ be a positive number, ζ < C? exp(−τ+T )/4τ+. Any nonanticipative strategy ϕ may
be challenged by the control function generated by the following rule: If v(t − ζ) > S, choose
τ(t) = τ− if v(t − ζ) < −S choose τ(t) = τ+. Due to the small time delay ζ, it does generate an
admissible control function τ(·) against a nonanticipative strategy ϕ. Notice that, because ϕ has to be
non-anticipative, if a strategy ϕ is to cause |v| > S, it also does so against that response of τ , which
comes after the fact.
It is easy to check that whether we reach v = S or v = −S, from |v0| ≤ R, the cost
∫
Cεξ(t)dt
is larger than C?(e−τ
+TS −R).
Consider, for instance, the case v(t − ζ) ≥ S, under the rule proposed to generate τ(·), after a
delay ζ, we shall have either of three possibilities:
1. v(t) > 0, thus v(t)τ(t) < 0,
2. −S < v(t) < 0, we are back in the “small v” domain, (and the minimizer has used twice the
expense to produce large excursions in v),
3. v(t) ≤ −S, we start a new sequence of the same analysis, with the opposite sign.
In the three cases, the benefit accrued to the minimizer from this large |v| is not more than∫ t
t−ζ
Seτ
+(s−t+ζ) ds = S(exp(τ+ζ)− 1) < 2Sτ+ζ < C? exp(−τ+T )S/2 .
Hence, any such excursion in v costs the minimizer at least
C?(exp(−τ+T )a/2− 1)R > W0 .
Since the terminal costN(u(T ), v(T )) is itself non negative, that strategy ϕ does less well than ϕ = 0.
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As a consequence, for initial states in R, we may, without modifying the Value, restrict the set of
admissible strategies to strategies that keep |v| ≤ S.2 With these strategies, the term
∫
τ(t)v(t) dt is




τ(t)v(t) ≤ W0, we can
furthermore, without modifying the Value, restrict the admissible strategies to be such that
∫
Cεξ(t) dt
be also bounded, and therefore also
∫
|ξ(t)| dt. (Say, by (W0 + 1 + τ?ST )/C?.)
Let Φb the set of admissible non anticipative strategies thus restricted.
We now modify the original problem as follows: let P[a,b] be the projection of R on [a, b] ⊂ R
and,
Nb(u, v) = N(P[0,eτ+TR](u),P[−S,S](v)) , Lb(v) = P[−S,S](v) . (9)
We keep the same dynamics as we had, and define the pay-off as














We have modified the problem only for states outside [0, eτ
+TR]× [−S, S], never reached from initial
states (u0, v0) in R. Hence in R, the value of the modified game coincides with that of the original
game:
Wb|R = W |R . (11)
The next proposition follows from standard results (see e.g. [13, 14]).
Proposition 2.2 The function Wb is a bounded continuous viscosity solution of the modified DQVI:




























∀(u, v) ∈ R2 , Wb(T, u, v) = Nb(u, v) .
(12)
We prove in the next section the following technical result.
Theorem 2.2 The DQVI (12) admits a unique bounded continuous viscosity solution.
Now, in view of the equality (11) and the fact that R could be chosen at will, all uniqueness results
we need for the full theory follow.
3 Proof of the uniqueness theorem
We now set to prove theorem (2.2). We omit all indices b, but it should be understood all along that
we are dealing with the modified problem.
2We may notice that from a modelling viewpoint, we might as well have introduced such a constraint a priori, from
market liquidity considerations.
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3.1 The Comparison Theorem
3.1.1 Modified DQVI’s
We first apply a classical transformation to DQVI (12) introducing
Γ(t, u, v) := etWb(t, u, v) ,
which is bounded if and only if Wb is.
Proposition 3.1 The function Wb is a viscosity solution of (12) if and only if Γ is a viscosity solution
of the modified DQVI:























∀(u, v) ∈ R2 , Γ(T, u, v) = eTN(u, v) .
(13)
Theorem 3.1 If U is a bounded and upper semi-continuous viscosity subsolution of (13) and V is a
bounded lower semi-continuous viscosity supersolution of (13), then U ≤ V in [0, T ]× R2.
We need the following Lemma for the proof of this theorem. Let us recall the definition of the quan-
tities τ∗ and C∗ in equations (1).
Lemma 3.1 Let U be an upper semi-continuous viscosity subsolution of (13), then for any µ ∈ (0, 1),
α > 0 and K satisfying the following conditions,
α < 2(1− µ)C∗ ,
K > 2C∗τ
∗ + eT τ∗‖L‖∞ ,
the function
Z(t, u, v) = µU(t, u, v)− α
2
ln(1 + u2)− α
2
ln(1 + v2)−K(1− µ)
is a strict viscosity subsolution of (13).
Proof Observe first that Z is an upper semi-continuous function. Let Φ ∈ C1
(
[0, T )× R2
)
and
(t̄, ū, v̄) a global maximum point of Z − Φ.
We have that for all (t, u, v) ∈ [0, T )× R2,




ln(1 + ū2) +
α
2
ln(1 + v̄2) + Φ(t̄, ū, v̄)
)
≥




ln(1 + u2) +
α
2




This inequality means that (t̄, ū, v̄) is a global maximal point of U − Φ1 where





ln(1 + u2) +
α
2




























































− et̄C+ ≤ (µ− 1)et̄C+ + αv̄
1 + v̄2
≤ (µ− 1)C+ + α
2







+ et̄C− ≤ − αv̄
1 + v̄2
+ (1− µ)et̄C− ≤ (1− µ)C− + α
2




Let δ = (µ− 1)C∗ +
α
2















































































2ατ∗ + (µ− 1)(K − eT τ∗‖L‖∞) ≤
(µ− 1)(K − 2C∗τ∗ − eT τ∗‖L‖∞) .
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Let δ′ = (µ− 1)(K − 2C∗τ∗ − eT τ∗‖L‖∞). Choose K > 2C∗τ∗ + eT τ∗‖L‖∞, to get δ′ < 0.
Now, let V be a viscosity supersolution of (13), and let
R = exp
(
‖U‖∞ + ‖V ‖∞
α
)
, R = [0, T ]× (−R,R)× (−R,R) ,
and for any function X : R → R, ‖X‖R = supt,u,v∈R |X(t, u, v)|. Then, for all (t, u, v) /∈ R, we
have Z(t, u, v) ≤ V (t, u, v). Indeed, for all (t, u, v) such that max{|u|, |v|} ≥ R,
Z(t, u, v) ≤ (µ− 1)‖U‖∞ − ‖V ‖∞ ≤ V (t, u, v) .




[Z(t, u, v)− V (t, u, v)] .
If M is non-positive, then the proof is finished. If M is positive, then M = sup(t,u,v)∈R(Z − V ). Let
us consider the test-function Φγ : R×R → R:
Φγ(t, u, v, t
′, u′, v′) = Z(t, u, v)− V (t′, u′, v′)− |u− u
′|2
γ2







Let (t̄, ū, v̄, t̄′, ū′, v̄′) be the maximum point of Φγ . It exists since on the one hand, this is a bounded
and upper semi-continuous function on a bounded set, and on the other hand, it is negative in a
neighborhood of the boundary |u| = R or |v| = R, and, by hypothesis, positive for some (t, u, v) =
(t′, u′, v′). Thus the search for the maximum may be restricted to a compact set [0, T ]× [−R+ ε, R−
ε]2. Let Mγ = Φγ(t̄, ū, v̄, t̄′, ū′, v̄′). We need the following lemma for the proof of Theorem 3.1.










Proof By definition, (t̄, ū, v̄, t̄′, ū′, v̄′) satisfies, for all (t, u, v), (t′, u′, v′) ∈ R
Z(t̄, ū, v̄)− V (t̄′, ū′, v̄′)− |ū− ū
′|2
γ2







Z(t, u, v)− V (t′, u′, v′)− |u− u
′|2
γ2







Let us take (t, u, v) = (t′, u′, v′), then
Mγ ≥ Z(t, u, v)− V (t, u, v) .
We then obtain M ≤Mγ . Let r2 = ‖Z‖R + ‖V ‖R. We have
0 <M ≤Mγ ≤ r2 −
|ū− ū′|2
γ2








|ū− ū′| ≤ γr, |v̄ − v̄′| ≤ γr and |t̄− t̄′| ≤ γr . (17)
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We also have that
M ≤Mγ = Z(t̄, ū, v̄)− V (t̄′, ū′, v̄′)−
|ū− ū′|2
γ2







The functionZ is upper semi-continuous, then for any β > 0, there exists γ0, such that for any γ ≤ γ0,
using (17), we get
M ≤ Z(t̄, ū, v̄)− V (t̄′, ū′, v̄′) ≤ Z(t̄′, ū′, v̄′)− V (t̄′, ū′, v̄′) + β ≤M + β . (19)
Using (18), we get the result of the lemma.
Let us now prove the theorem.
Proof
Case t̄ and t̄′ smaller than T We recall that (t̄, ū, v̄, t̄′, ū′, v̄′) satisfies
∀(t, u, v) ∈ R,
Z(t̄, ū, v̄)− V (t̄′, ū′, v̄′)− |ū− ū
′|2
γ2







Z(t, u, v)− V (t̄′, ū′, v̄′)− |u− ū
′|2
γ2








Φ1(t, u, v) = V (t̄










Φ1 ∈ C1(R). This inequality means that (t̄, ū, v̄) is a maximal point of Z(t, u, v) − Φ1(t, u, v). We
also have, ∀(t′, u′, v′) ∈ R,
Z(t̄, ū, v̄)− V (t̄′, ū′, v̄′)− |ū− ū
′|2
γ2







Z(t̄, ū, v̄)− V (t′, u′, v′)− |ū− u
′|2
γ2









′, u′, v′) = Z(t̄, ū, v̄)− |ū− u
′|2
γ2





















≤ δ′ < 0 ,
−∂Φ1
∂v
− et̄C+ ≤ δ < 0 ,
∂Φ1
∂v
+ et̄C− ≤ δ < 0 .
These inequalities can be written as
−2(t̄− t̄′)
γ2



















− et̄C+ ≤ δ < 0 , (21)
2(v̄ − v̄′)
γ2

































Let β = 1 in Lemma 3.2 and use the fact that exp function is uniformly continuous over [0, T ], then
one can find 0 < γ1 ≤ γ0 such that for all γ ≤ γ1, we have |et̄ − et̄
′ | < −δ/2C+ , and likewise,
0 < γ2 ≤ γ0 such that for all γ ≤ γ2, we have |et̄
′ − et̄| < δ/2C− . Using (21) and (22), we get, for


































We subtract (23) to (20) and we get


























(L(v̄′)− L(v̄)) + (et̄′ − et̄)L(v̄)
]
.
We use again as previously Lemma 3.2 with β = 1 and the fact that L and the exp function are
uniformly continuous to get, for all ε > 0, one can find 0 < γ3 ≤ min(γ1, γ2) and 0 < γ4 ≤
min(γ1, γ2) such that for all γ ≤ min(γ3, γ4), we have |L(v̄′)−L(v̄)| ≤ ε and |et̄
′ − et̄| < ε. Finally,
we use Lemma 3.2 with arbitrary β to find 0 < γ5 ≤ min(γ3, γ4) such that for all γ ≤ γ5, we have
2(ū− ū′)2/γ2 + 2(v̄ − v̄′)2/γ2 ≤ 2β. Then, for all γ ≤ γ5, we get





As β and ε are arbitrary, we get Z(t̄, ū, v̄) − V (t̄′, ū′, v̄′) ≤ 0. Using (19), we get M ≤ 0 and then
Z(t, u, v) ≤ V (t, u, v), ∀(t, u, v) ∈ [0, T ) × R2. We let α → 0 and µ → 1 to get U(t, u, v) ≤
V (t, u, v) for all ∀(t, u, v) ∈ [0, T )× R2.
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Case t̄ or t̄′ equal to T In the case where t̄ or t̄′ are equal to T , QVI (13) cannot be used, because
it assumes t < T . Because of the fact that U is a viscosity subsolution of (13) and V is a viscosity
supersolution of (13), we have the following inequality
∀(u, v) ∈ R2, U(T, u, v) ≤ eTN(u, v) ≤ V (T, u, v) .
We then get the result of the theorem.
Theorem 3.2 The quasi-variational inequality (13) has a unique bounded continuous viscosity solu-
tion.
Proof Existence follows from propositions 2.2 and 3.1. Now, assume that it has two bounded contin-
uous viscosity solutions Γ1 and Γ2. We first use Γ1 as a bounded upper semi-continuous subsolution,
and Γ2 as a bounded viscosity supersolution, and we use the result of Theorem 3.1. We change the
role of Γ1 and Γ2 and then we get Γ1(t, u, v) = Γ2(t, u, v) for all (t, u, v) ∈ [0, T ]× R2.
Corollary 3.1
1. Theorem 2.2 is proved.
2. The Value function of the continuous trading problem is the unique viscosity solution of (8).
Proof
1. Theorem 2.2 is a direct consequence of theorem 3.2 and of proposition 3.1.
2. The DQVI (8) has a viscosity solution by theorem 2.1. It is unique, because if it had two
solutions W1 and W2, with (t, u, v) such that W1(t, u, v) 6= W2(t, u, v), by taking R large
enough in the modified game, we could manage to get (u, v) ∈ R, and therefore a contradiction
of theorem 2.2.
As mentioned at the beginning of paragraph 2.2.2, as a consequence, the other results in [8] that
depend on this uniqueness are proved, most noticeably convergence of the Value function of the
discrete trading problem to that of the continuous trading one, and therefore convergence of the fast
algorithm toward the Value function sought.
Acknowledgment The uniqueness proof owes much to discussions with Guy Barles, of Univer-
sity François Rabelais, Tours, France.
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