This paper deals with the existence of solutions for the following differential equation: x t f t, x t , x t , t ∈ 0, 1 , subject to the boundary conditions:
Introduction
In this paper, we consider the following second-order differential equation:
x t f t, x t , x t , t ∈ 0, 1 , 1.1 subject to the boundary conditions:
where α ≥ 0, 0 < ξ < 1, f : 0, 1 × R 2 → R is a continuous function, g : 0, 1 → 0, ∞ is a nondecreasing function with g 0 0. In boundary conditions 1.2 , the integral is meant in the Riemann-Stieltjes sense.
Boundary Value Problems
We say that BVP 1.1 , 1.2 is a problem at resonance, if the linear equation x t 0, t ∈ 0, 1 ,
with the boundary condition 1.2 has nontrivial solutions. Otherwise, we call them a problem at nonresonance. Nonlocal boundary value problems were first considered by Bicadze and Samarskiȋ 1 and later by Il'pin and Moiseev 2, 3 . In a recent paper 4 , Karakostas and Tsamatos studied the following nonlocal boundary value problem:
x t q t f x t , x t 0, t ∈ 0, 1 ,
x s dg s .
1.4
Under the condition 0 g 0 ≤ g 1 < 1 i.e., nonresonance case , they used Krasnosel'skii's fixed point theorem to show that the operator equation x Ax has at least one fixed point, where operator A is defined by However, if g 1 1 i.e., resonance case , then the method in 4 is not valid. As special case of nonlocal boundary value problems, multipoint boundary value problems at resonance case have been studied by some authors 5-11 .
The purpose of this paper is to study the existence of solutions for nonlocal BVP 1.1 , 1.2 at resonance case i.e., g 1 1 and establish some existence results under nonlinear growth restriction of f. Our method is based upon the coincidence degree theory of Mawhin 12 .
Main Results
We first recall some notation, and an abstract existence result.
Let Y , Z be real Banach spaces, let L : dom L ⊂ Y → Z be a linear operator which is Fredholm map of index zero i.e., Im L, the image of L, Ker L, the kernel of L are finite dimensional with the same dimension as the Z/ Im L , and let P :
The theorem we use in the following is Theorem IV.13 of 12 . 
2.1
Let
2.3
Let N : Y → Z be defined as Nx f t, x t , x t , t ∈ 0, 1 .
2.4
Then BVP 1.1 , 1.2 is Lx Nx.
We will establish existence theorems for BVP 1.1 , 1.2 in the following two cases: 
H3 there exists a constant M * > 0, such that either
2.8
Then BVP 1.1 , 1.2 with α 0, g 1 1, and and the linear operator K P : Im L → dom L ∩ Ker P can be written by
continuous function. Assume that assumption (H1) of Theorem 2.2 is satisfied, and
Furthermore,
Obviously, the problem 
Thus, L is a Fredholm operator of index zero. We define a projector P : Y → Ker L by Px t x 0 t. Then we show that
In fact, for y ∈ Im L, we have
LK P y t K P y t y t , 3.16
and, for x ∈ dom L ∩ Ker P , we know
In view of x ∈ dom L ∩ Ker P , x 0 0, and Px 0, thus
3.18
This shows that K P L| dom L∩Ker P −1 . Also we have Obviously, a, b, r ∈ L 1 0, 1 , and
3.23
Then
and from 2.5 and 3.21 , we have
f t, x, y ≤ a t γc t |x| b t γc t y 2Mc t r t a t |x| b t y r t .

3.25
Hence we can take a, b, 0, and r to replace a, b, c, and r, respectively, in 2.5 , and for the convenience omit the bar above a, b, and r, that is, f t, x, y ≤ a t |x| b t y r t . then, we have
Again for x ∈ Ω 1 , x ∈ dom L \ Ker L, then I − P x ∈ dom L ∩ Ker P , LP x 0 thus from Lemma 3.1, we know
From 3.29 and 3.30 , we have
If 2.5 holds, from 3.31 , and 3.26 , we obtain
Thus, from x ∞ ≤ x and 3.32 , we have
From x ∞ ≤ x , 3.32 , and 3.33 , one has
that is,
From 3.35 and 3.33 , there exists M 2 > 0, such that
Again from 2.5 , 3.35 , and 3.36 , we have
Then we show that Ω 1 is bounded.
Lemma 3.4. If assumption (H2) holds, then the set
From assumption H2 , x ∞ |d| ≤ M, so x |d| ≤ M, clearly Ω 2 is bounded.
Lemma 3.5. If the first part of condition (H3) of Theorem 2.2 holds, then
where
Proof. Suppose that x d 0 t ∈ Ω 3 , then we obtain
or equivalently 
The proof of Theorem 2.2 is now an easy consequence of the above lemmas and Theorem 2.1.
Proof of Theorem 2.2.
Let Ω {x ∈ Y : x < δ} such that 3 i 1 Ω i ⊂ Ω. By the Ascoli-Arzela theorem, it can be shown that
Then by the above Lemmas, we have the following.
iii Let H x, λ −λx 1 − λ JQNx, with J as in Lemma 3.5. We know H x, λ / 0, for x ∈ Ker L ∩ ∂Ω. Thus, by the homotopy property of degree, we get
3.45
According to definition of degree on a space which is isomorphic to R n , n < ∞, and
We have
Then by Theorem 2.1, Lx Nx has at least one solution in dom L ∩ Ω, so that the BVP 1.1 , 1.2 has at least one solution in C 1 0, 1 . The proof is completed. for all |d| > M * , then in Lemma 3.5, we take 
3.55
Proof of Theorem 2.3. Let Ω 1 {x ∈ dom L \ Ker L : Lx λNx for some λ ∈ 0, 1 }.
3.56
Then, for x ∈ Ω 1 , Lx λNx; thus λ / 0, Nx ∈ Im L Ker Q; hence 
