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V. Introduction to Part 2
In the perturbative analysis of many fermion systems with weak short–range inter-
action in two or more space dimensions, the presence of an overlapping loop in a Feynman
diagram introduces a volume effect in momentum space that leads to an improvement to
“naive power counting”. For a detailed discussion of this effect and its consequences, see
[FST1-4]. For a short description, see subsection 4 of [FKTf1,§II]. In [FKTo3], we use non-
perturbative bounds for systems, in two space dimensions, that are based on the cancellation
scheme between diagrams developed in part 1 of this paper. In this second part, we modify
the construction so that we can exploit enough overlapping loops to get improved power
counting for the two point function and the non–ladder part of the four point function. As in
part 1, the treatment is in an abstract setting, formulated using systems of seminorms. The
postulated volume improvement effects are expressed in terms of these seminorms (Definition
VI.1). The main result for the renormalization group map is Theorem VI.6. It follows from
Theorem VI.10, which is the main result on the Schwinger functional.
The discussion of the renormalization group map in the first part of the paper is
based on the representation developed in [FKT1] (which in turn evolved out of the represen-
tation developed in [FMRT]). The representation of [FKT1] decomposes Feynman diagrams
into annuli. The first annulus consists of all interaction vertices directly connected to the
external vertices. The second annulus consists of all interaction vertices directly connected to
the first annulus but not to the external vertices. And so on. See the introduction to [FKT1].
Overlapping loops that only involve vertices of neighbouring annuli are relatively easy to
exploit. It turns out, that for the analysis of the two point function and the non–ladder part
of the four point function, it suffices to use overlapping loops that involve only vertices of at
most three adjacent annuli. A special case of Theorem VI.10, for which this combinatorial
fact is easier to see, is proven at the end of §VII. After some preparation in §VIII, the general
case is proven at the end of §IX. In §X, we apply Theorem VI.6 to a simple vector model.
We also describe, by drawing an analogy with the vector model, how sectors can be used to
nonperturbatively implement overlapping loops for many fermion systems. A notation table
is provided at the end of the paper.
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VI. Overlapping Loops
VI.1 Norms
Again, let A be a graded superalgebra and A′ =
∧
A V
′ the Grassmann algebra in
the variable ψ over A. Also fix two covariances C and D on V .
Definition VI.1 Let ‖ ·‖ and ‖ ·‖impr be two families of symmetric seminorms on the spaces
Am ⊗ V ⊗n such that ‖ · ‖impr ≤ ‖ · ‖ and ‖f‖impr = 0 if f ∈ Am ⊗ V ⊗n with m ≥ 1. We say
that (C,D) have improved integration constants c ∈ Nd, b, J ∈ IR+ for the families ‖ · ‖ and
‖ · ‖impr of seminorms if c is a contraction bound for the covariance C for both seminorms
‖ · ‖ and ‖ · ‖impr, b is an integral bound for C and D for both seminorms and the following
triple contraction estimate holds:
Let n, n′ ≥ 3; 1 ≤ i1, i2, i3 ≤ n and 1 ≤ j1, j2, j3 ≤ n′ with i1, i2, i3 all different and
j1, j2, j3 all different. Also let the covariances C1, C2, C3 each be either C or D with at
least one of these covariances equal to C. Then for f ∈ A0 ⊗ V ⊗n, f ′ ∈ A0 ⊗ V ⊗n′∥∥ ConC1
i1→j1
ConC2
i2→j2
ConC3
i3→j3
(f ⊗ f ′)∥∥
impr
≤ J b4 c ‖f‖ ‖f ′‖
Observe that ConC1
i1→j1
ConC2
i2→j2
ConC3
i3→j3
(f ⊗ f ′) ∈ A0 ⊗ V ⊗(n+n′−6).
Lemma VI.2 Assume that (C,D) have improved integration constants c, b, J for the families
‖ · ‖ and ‖ · ‖impr of seminorms. Let n1, · · · , nr, nr+1, · · · , nr+s ≥ 0, let
f1(ξ
(1), · · · , ξ(r)) ∈ A0[n1, · · · , nr]
f2(ξ
(r+1), · · · , ξ(r+s)) ∈ A0[nr+1, · · · , nr+s]
and let i1, i2, i3 ∈ {1, · · · , r} and j1, j2, j3 ∈ {r + 1, · · · , r + s}. Also let the covariances
C1, C2, C3 each be either C or D with at least one of these covariances is equal to C. Then∥∥∥ ConC1
ξ(i1)→ξ(j1)
ConC2
ξ(i2)→ξ(j2)
ConC3
ξ(i3)→ξ(j3)
(f1 f2)
∥∥∥
impr
≤ J nj1nj2nj3 b4 c ‖f1‖ ‖f2‖
f1 f2ξ(1), · · · , ξ(r) ξ(r+1), · · · , ξ(s)
C1
C2
C3
Proof: The proof is analogous to that of Lemma II.29.i.
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We define, for a Grassmann function f the improved norm Nimpr(f) as in Definition
II.23. That is,
Nimpr(f ;α) =
c
b2
∑
n1,···nr≥0
α|n| b|n| ‖f0;n1,···nr‖impr
An abstract example of such norms is described at the end of this Section, and this
abstract example is made concrete in §X.
Definition VI.3 Let f(ξ(1), · · · , ξ(r)) be a Grassmann function and I ⊂ {1, · · · , r}. We say
that f has degree d in the variables ξ(i), i ∈ I if
f ∈
⊕
m;n1,···,nr
Σi∈Ini=d
Am[n1, · · · , nr]
where Am[n1, · · · , nr] was defined in Definition II.21. We say that f has degree at least d
in the variables ξ(i), i ∈ I if f = ∑d′≥d fd′ where each fd′ has degree d′ in the variables
ξ(i), i ∈ I. Similarly we say that f has degree at most d in the variables ξ(i), i ∈ I if
f =
∑
d′≤d fd′ where each fd′ has degree d
′ in the variables ξ(i), i ∈ I.
Proposition VI.4 Let (C,D) have improved integration constants c, b, J . Let r ≥ t ≥ s ≥ 1,
and let f1(ξ
(1), · · · , ξ(s), ξ(s+1), · · · , ξ(t), ξ(t+1), · · · , ξ(r)) and f2(ξ(1), · · · , ξ(r)) be Grassmann
functions. Set
g(ξ(t+1), · · · , ξ(r))
=
∫ ∫
.
. :f1(ξ
(1), · · · , ξ(s), · · · , ξ(t), · · · , ξ(r)):ξ(1),···,ξ(s),C .. ξ(s+1),···,ξ(t),D
.
. :f2(ξ
(1), · · · , ξ(r)):ξ(1),···,ξ(s),C .. ξ(s+1),···,ξ(t),D
s∏
i=1
dµC(ξ
(i))
t∏
j=s+1
dµD(ξ
(j))
If f1 has degree at least one in the variables ξ
(1), · · · , ξ(s) and degree at least three in the
variables ξ(1), · · · , ξ(t) then
Nimpr(g;α) ≤ 27 Jα6N(f1;α)N(f2;α)
for α ≥ 2.
Proof: Set f˜i =
.
. :fi:ξ(1),···,ξ(s),C
.
. ξ(s+1),···,ξ(t),D. We first prove the statement in the case
that f1 and f2 are both homogeneous, that is
f1 ∈ A0[n1, · · · , ns, · · · , nt, · · · , nr]
f2 ∈ A0[n′1, · · · , n′r]
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Then g = 0 unless ni = n
′
i for 1 ≤ i ≤ t, and g ∈ A0[nt+1+n′t+1, · · · , nr+n′r]. By hypothesis
n1+ · · ·+ns ≥ 1 and n1+ · · ·+nt ≥ 3. Therefore it is possible to choose i1 ∈ {1, · · · , s} with
ni1 ≥ 1, and to choose i2, i3 ∈ {1, · · · , t} such that
ni2 ≥
{
1 if i2 6= i1
2 if i2 = i1
ni3 ≥
{
1 if i3 6= i1, i2
2 if i3 ∈ {i1, i2} but i1 6= i2
3 if i3 = i2 = i1
Set
C′ν =
{
C if 1 ≤ iν ≤ s
D if s+ 1 ≤ iν ≤ t
Clearly, C′1 = C. Also set Conν = ConC′ν
ξ(iν )→ζ(iν )
and
g′(ξ(1), · · · , ξ(r); ζ(1), · · · , ζ(r)) = Con1 Con2Con3 f1(ξ(1), · · · , ξ(r)) f2(ζ(1), · · · , ζ(r))
g′′(ξ(1), · · · , ξ(r); ζ(1), · · · , ζ(r)) = Con1 Con2Con3 f˜1(ξ(1), · · · , ξ(r)) f˜2(ζ(1), · · · , ζ(r))
Observe that
g′ ∈ A′0[n1 − (δ1 i1 + δ1 i2 + δ1 i3), · · · , nr − (δr i1 + δr i2 + δr i3),
n′1 − (δ1 i1 + δ1 i2 + δ1 i3), · · · , n′r − (δr i1 + δr i2 + δr i3)]
and
g′′(ξ(1), · · · , ξ(r); ζ(1), · · · , ζ(r)) = .. :g′(ξ(1), · · · , ξ(r); ζ(1), · · · , ζ(r)): ξ(1),···,ξ(s),C
ζ(1),···,ζ(s),C
.
. ξ(s+1),···,ξ(t),D
ζ(s+1),···,ζ(t),D
by Remark II.12. By Lemma II.13
g =
∫ ∫
g′′(ξ(1), · · · , ξ(r); ξ(1), · · · , ξ(r))
s∏
i=1
dµC(ξ
(i))
t∏
j=s+1
dµD(ξ
(j))
By Lemma II.29 and Lemma VI.2
‖g‖impr ≤ b2(n1+···+nt−3) ‖g′‖impr ≤ J ni1 ni2 ni3 cb2 b2(n1+···+nt) ‖f1‖ ‖f2‖ (VI.1)
Therefore
Nimpr(g) =
c
b2
αnt+1+···+nr+n
′
t+1+···+n
′
r bnt+1+···+nr+n
′
t+1+···+n
′
r ‖g‖impr
≤ ni1 ni2 ni3
α2(n1+···+nt)
Jc2
b4
(
αb
)n1+···+nr+n′1+···+n′r ‖f1‖ ‖f2‖
≤ J ni1 ni2 ni3
α2(n1+···+nt)
N(f1)N(f2)
≤ 27 J
α6
N(f1)N(f2)
The general case now follows by decomposing f1 and f2 into homogeneous pieces.
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VI.2 Ladders
Theorem VI.6, below, which is the main result of this paper, shows that under
appropriate assumptions on an effective interaction W (ψ), the two point and non–ladder
four point parts of the effective interaction :W ′(ψ):ψ,D = ΩC
(
:W :ψ,C+D
)
, constructed
using the Grassmann Gaussian integral with covariance C, obeys estimates that are better
by a factor J than those one would expect from Theorem IV.1. To formulate this precisely,
we first give the Definition of ladders.
In a ladder, neighbouring four legged vertices are connected by two covariances. Since ladders
result from integrating with covariance C, at least one of the connecting covariances is equal
to C. The other connecting covariance may be C or D.
In the rest of the paper, we will systematically use ξ, ξ′, ξ′′, · · · for fields associated
to the covariance C. We will use ζ, ζ ′, ζ ′′, · · · for fields associated to the covariance D and ψ
for the external fields.
Definition VI.5
(i) A rung is a Grassmann function
ρ(ζ, ξ; ζ ′, ξ′) ∈ A[0, 2, 0, 2]⊕ A[1, 1, 0, 2]⊕ A[0, 2, 1, 1]⊕ A[1, 1, 1, 1]
We think of ζ, ξ as the D resp. C fields on the left side of the rung and of ζ ′, ξ′ as the D
resp. C fields on the right side of the rung.
ρζ, ξ ζ ′, ξ′
An end is a Grassmann function
E(ψ; ζ, ξ) ∈ A[2, 0, 2]⊕ A[2, 1, 1]
We think of ψ as the external fields at the end of the ladder and of ζ, ξ as the D resp. C
fields going into the ladder.
E ζ, ξψ
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(ii) If E is an end and ρ is a rung, we define the end E ◦ ρ by
E ◦ ρ(ψ; ζ ′, ξ′) =
∫ ∫
.
.E(ψ; ζ, ξ)
.
. ξ,C
ζ,D
.
.ρ(ζ, ξ; ζ
′, ξ′) .. ξ,C
ζ,D
dµC(ξ)dµD(ζ)
E ρψ ζ ′, ξ′
ζ, ξ
If E1, E2 are ends, we define the ladder E1 ◦ E2 by
E1 ◦ E2(ψ) =
∫ ∫
.
.E1(ψ; ζ
′, ξ′) .. ξ′,C
ζ′,D
.
.E2(ψ; ζ
′, ξ′) .. ξ′,C
ζ′,D
dµC(ξ
′)dµD(ζ
′)
E1 E2ψ ψ
ζ ′, ξ′
(iii) Let F (ξ) ∈ A[4]. Write
F (ξ(1) + ξ(2) + ξ(3)) =
∑
n1+n2+n3=4
Fn1,n2,n3(ξ
(1), ξ(2), ξ(3))
F (ξ(1) + ξ(2) + ξ(3) + ξ(4)) =
∑
n1+n2+n3+n4=4
Fn1,n2,n3,n4(ξ
(1), ξ(2), ξ(3), ξ(4))
with Fn1,n2,n3 ∈ A[n1, n2, n3] and Fn1,n2,n3,n4 ∈ A[n1, n2, n3, n4]. The rung associated to F
is
ρ(F )(ζ, ξ; ζ ′, ξ′) = F0,2,0,2 + F1,1,0,2 + F0,2,1,1 + F1,1,1,1
The end associated to F is
E(F )(ψ; ζ ′, ξ′) = F2,0,2 + F2,1,1
The ladder of length r ≥ 1 with vertex F is defined as
Lr(F )(ψ) = E(F ) ◦ ρ(F ) ◦ ρ(F ) ◦ · · ·ρ(F ) ◦ E(F )
with (r − 1) copies of ρ(F ).
E(F ) E(F )ρ(F ) ρ(F ) ρ(F )ψ ψ
In Appendix C, we describe ladders in terms of kernels.
The main result of this paper is
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Theorem VI.6 Let W (ψ) be an even Grassmann function with coefficients in A. Assume
that N
(
W ; 64α
)
0
< 18α, and that α ≥ 8. Set
:W ′(ψ) :ψ,D = ΩC
(
:W :ψ,C+D
)
If (C,D) have improved integration constants c, b, J , then
(i)
N
(
W ′ −W ;α) ≤ 12α2 N(W ;32α)21− 1
α2
N(W ;32α)
Nimpr
(
W ′ −W ;α) ≤ 1
2α2
N(W ;32α)2
1− 1
α2
N(W ;32α)
(ii) Write W (ψ) =
∑
m;nWm;n(ψ), W
′(ψ) =
∑
m;nW
′
m;n(ψ) with Wm;n,W
′
m;n ∈ A′m[n]. If
W0;2 = 0, then
Nimpr
(
W ′0,2;α
) ≤ 210 Jα6 N(W ;64α)21− 8αN(W ;64α)
Nimpr
(
W ′0,4 −W0,4 − 12
∞∑
r=1
Lr(W0,4);α
) ≤ 210 J
α6
N(W ;64α)2
1− 8αN(W ;64α)
Remark VI.7
i) Part (i) of the Theorem follows directly from Theorem IV.1. For the proof of part (ii) one
can replace the algebra A by A0, since W
′
0,2, W
′
0,2 and Lr(W0,4) depend only on
∑∞
n=0W0;n.
ii) The hypothesis that W0;2 = 0 in part (ii) of Theorem VI.6 prevents strings of two–legged
vertices from appearing in diagrammatic expansions. The expansion used in the proof of part
(ii) cannot detect certain overlapping loops containing such strings. In practice a nonzero
W0;2 can be absorbed in the propagator.
The proof of part (ii) of Theorem VI.6 is based on an analysis of
VI.3 Overlapping loops for the Schwinger functional
We first generalise the concept of a ladder.
If U(ψ; ξ) is a Grassmann function we write
U(ψ + ζ + ζ ′; ξ + ξ′) =
∑
p1,p2
n0,n1,n2
Un0;p1,p2;n1,n2(ψ; ζ, ζ
′; ξ, ξ′)
with Un0;p1,p2;n1,n2 ∈ A[n0; p1, p2, n1, n2].
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Definition VI.8 Let U be as above.
(i) The rung associated to U is
Rung(U)(ζ, ξ; ζ ′, ξ′) = U0;0,2;0,2 + U0;1,1;0,2 + U0;0,2;1,1 + U0;1,1;1,1
(ii) The tail Tℓ(U) associated to U is recursively defined as
T1(U)(ψ; ζ
′, ξ′) = U2;0,0;0,2 + U2;0,1;0,1
Tℓ+1(U)(ψ; ζ
′, ξ′) = Tℓ(U) ◦ Rung(U)
Observe that Tℓ(U)(ψ; ζ
′, ξ′) lies in A[2, 0, 2]⊕A[2, 1, 1].
Later we need
Remark VI.9 Let E1, E2 be ends whose coefficients are even elements of A and let g(ψ; ξ)
a Grassmann function. Set
h(ψ) =
∫∫
.
.E1(ψ; ζ
′, ξ′)E2(ψ; ζ
′, ξ′) .. ζ′,D
ξ′,C
.
.g(ψ + ζ
′; ξ′) .. ζ′,D
ξ′,C
dµD(ζ
′) dµC(ξ
′)
h(ψ) =
∞∑
n=4
hn(ψ) with hn ∈ A[n]
Then
h4 = E1 ◦ Rung(g) ◦ E2
Proof: By Lemma A.5
h(ψ) =
∫∫
.
.E1(ψ; ζ, ξ)
.
. ζ,D
ξ,C
.
.g(ψ + ζ+ζ
′; ξ + ξ′) .. ζ,ζ′,D
ξ,ξ′,C
.
.E2(ψ; ζ
′, ξ′) .. ζ′,D
ξ′,C
dµD(ζ, ζ
′) dµC(ξ, ξ
′)
As E1 is of degree at most one in ζ and E2 is of degree at most one in ζ
′,
h4(ψ) =
∫∫
:E1(ψ; ζ, ξ):ξ,C :Rung(g)(ζ, ξ; ζ
′, ξ′):ξ,ξ′,C :E2(ψ; ζ
′, ξ′):ξ′,C dµD(ζ, ζ
′) dµC(ξ, ξ
′)
=
(
E1 ◦ Rung(g) ◦ E2
)
(ψ)
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The main estimate on the Schwinger functional is:
Theorem VI.10 Let A be a superalgebra, with all elements having degree zero (that is
A = A0), ‖ · ‖ and ‖ · ‖impr be two families of symmetric seminorms on the spaces Am⊗V ⊗n
and let (C,D) have improved integration constants c, b, J . Let Uˆ(ψ, ξ), fˆ(ψ, ξ) be Grassmann
functions with coefficients in A of degree at least four and Uˆ even. Set
U(ψ, ξ) = .. Uˆ(ψ, ξ)
.
. ψ,D
ξ,C
f(ψ, ξ) = .. fˆ(ψ, ξ)
.
. ψ,D
ξ,C
Assume that α ≥ 8 and N(Uˆ ; 32α)0 < 18α. By Proposition III.10
:f ′(ψ):ψ,D = SU,C(f)
exists. Write
fˆ(ψ, ξ) =
∑
n0,n1
fˆn0,n1(ψ, ξ) , f
′(ψ) =
∑
n
f ′n(ψ)
with fˆn0,n1 ∈ A[n0, n1], f ′n ∈ A[n]. Then
Nimpr(f
′
2;α) ≤ 2
10 J
α6
N(Uˆ ;32α)
1− 8αN(Uˆ ;32α)
N
(
fˆ ; 32α
)
and there exists a Grassmann function g(ψ) such that
f ′4 = fˆ4,0 +
∞∑
ℓ=1
Tℓ(Uˆ) ◦ T1(fˆ) + 12
∑
ℓ,ℓ′≥1
Tℓ(Uˆ) ◦ Rung(fˆ) ◦ Tℓ′(Uˆ) + g
and
Nimpr(g;α) ≤ 210 Jα6 N(Uˆ ;32α)1− 8αN(Uˆ ;32α)N
(
fˆ ; 32α
)
In the case D = 0 this Theorem is proven in Section VI; in the general case it is
proven in Section VIII.
Proof that Theorem VI.10 implies Theorem VI.6: By part (i) of Remark VI.7 we
may assume that A = A0. We write Wn for W0;n and W
′
n for W
′
0;n. Set
Uˆ(ψ, ξ) =W (ψ + ξ) ∈
∧
A′
V
U(ψ, ξ) = .. Uˆ(ψ, ξ)
.
. ψ,D
ξ,C
: U ′t(ψ) :ψ,D = StU,C(U)
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By Remark II.24, N(Uˆ ;α) ≤ N(W ; 2α). As in the proof of Theorem II.28
:W ′(ψ):ψ,D − :W (ψ):ψ,D =
∫ 1
0
(
:U ′t(ψ):ψ,D − :Uˆ(ψ, 0):ψ,D
)
dt modA0
so
W ′(ψ)−W (ψ) =
∫ 1
0
(
U ′t(ψ)− Uˆ(ψ, 0)
)
dt modA0
In particular, for n = 2, 4
W ′n −Wn =
∫ 1
0
(
U ′t,n − Uˆn,0
)
dt
Therefore, by Theorem VI.10
Nimpr(W
′
2) ≤ max
0≤t≤1
Nimpr
(
U ′t,2
)
≤ 210 J
α6
N(Uˆ ;32α)
1− 8αN(Uˆ ;32α)
N(Uˆ ; 32α)
≤ 210 Jα6 N(W ;64α)
2
1− 8αN(W ;64α)
Observe that
Rung(Uˆ) = ρ(W4)
Tℓ(Uˆ) = E(W4) ◦ ρ(W4) ◦ · · · ◦ ρ(W4)
with ℓ− 1 copies of ρ(W4). Therefore
Tℓ(tUˆ) ◦ T1(Uˆ) = tℓLℓ(W4)
Tℓ(tUˆ) ◦ Rung(Uˆ) ◦ Tℓ′(tUˆ) = tℓ+ℓ′Lℓ+ℓ′(W4)
Hence, by Theorem VI.10
W ′4 = W4 +
∞∑
ℓ=1
∫ 1
0
tℓLℓ(W4) dt +
1
2
∑
ℓ,ℓ′≥1
∫ 1
0
tℓ+ℓ
′
Lℓ+ℓ′(W4) dt + g
with
Nimpr(g) ≤ 210 Jα6 N(Uˆ ;32α)1− 8αN(Uˆ ;32α) N(Uˆ ; 32α) ≤
210 J
α6
N(W ;64α)2
1− 8αN(W ;64α)
Now
∞∑
ℓ=1
∫ 1
0
tℓLℓ(W4) dt +
1
2
∑
ℓ,ℓ′≥1
∫ 1
0
tℓ+ℓ
′
Lℓ+ℓ′(W4) dt =
1
2
∞∑
r=1
∫ 1
0
(r + 1) trLr(W4) dt
= 12
∞∑
r=1
Lr(W4)
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VI.4 Configurations of Norms with Improved Power Counting
Definition VI.11 Let q be an even natural number. For p = 1, 2, 3, · · · , q, let ‖ · ‖p be a
system of symmetric seminorms on the spaces Am⊗V ⊗n. We say that (C,D) have integration
constants c, b for the configuration ‖ · ‖1, ‖ · ‖2, · · ·, ‖ · ‖q of seminorms if the following
estimates hold:
Let m,m′ ≥ 0 and 1 ≤ i ≤ n, 1 ≤ j ≤ n′. Also let f ∈ Am ⊗ V ⊗n, f ′ ∈ Am′ ⊗ V ⊗n′
Then for all natural numbers p ≤ q the simple contraction estimate
∥∥ ConC
i→n+j
(f ⊗ f ′)∥∥
p
≤ c ∑
p1+p2=p+1
at least
one odd
‖f‖p1 ‖f ′‖p2
holds.
Furthermore, if C2, C3 ∈ {C,D}, m = m′ = 0, 1 ≤ i1, i2, i3 ≤ n with i1, i2, i3 all different
and 1 ≤ j1, j2, j3 ≤ n′ with j1, j2, j3 all different, the improved contraction estimate
∥∥ ConC
i1→n+j1
ConC2
i2→n+j2
ConC3
i3→n+j3
(f ⊗ f ′)∥∥
p
≤ b4 c ∑
p1+p2=p+3
at least
one odd
‖f‖p1 ‖f ′‖p2
holds for p ≤ q − 2.
For every f ∈ Am ⊗ V ⊗n and every n′ ≤ n the modified integral bound
∥∥∥ ∫ Antn′(f)dµC∥∥∥
p
,
∥∥∥ ∫ Antn′(f)dµD∥∥∥
p
≤ 1
2
(b/2)n
′
[
‖f‖p + ‖f‖p−(−1)p
]
(VI.2)
holds. The partial antisymmetrization Antn′ was defined in Definition II.25.ii.
Lemma VI.12 Let q be an even natural number. Assume that (C,D) have integration
constants c, b for the configuration ‖ · ‖1, ‖ · ‖2, · · ·, ‖ · ‖q of seminorms and let J > 0. For
f ∈ Am ⊗ V ⊗n, set
‖f‖ =
q∑
p=1
J−[(p−1)/2]‖f‖p = ‖f‖1 + ‖f‖2 + 1J ‖f‖3 + 1J ‖f‖4 + · · ·+ 1J(q−2)/2 ‖f‖q
‖f‖impr =


q−2∑
p=1
J−[(p−1)/2]‖f‖p if m = 0
0 if m 6= 0
Here [(p− 1)/2] is the integer part of p−22 . Then (C,D) have improved integration constants
c, b, J for the families ‖ · ‖ and ‖ · ‖impr of seminorms.
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Proof: Clearly ‖·‖impr ≤ ‖·‖. To verify that c is a contraction bound for C let f ∈ Am⊗V ⊗n,
f ′ ∈ Am′ ⊗ V ⊗n′ and 1 ≤ i ≤ n, 1 ≤ j ≤ n′. Observe that if p1 + p2 = p + 1 with at least
one of p1 and p2 odd, then
1
J [(p1−1)/2]
1
J [(p2−1)/2]
=
1
J [(p1+p2−2)/2]
=
1
J [(p−1)/2]
Consequently,
∥∥ ConC
i→n+j
(f ⊗ f ′)∥∥ = q∑
p=1
J−[(p−1)/2]‖ ConC
i→n+j
f ⊗ f ′‖p
≤
q∑
p=1
c
∑
p1+p2=p+1
at least
one odd
J−[(p−1)/2]‖f‖p1 ‖f ′‖p2
≤
q∑
p=1
c
∑
p1+p2=p+1
J−[(p1−1)/2]‖f‖p1 J−[(p2−1)/2]‖f ′‖p2
≤ c ‖f‖ ‖f ′‖
Replacing q by q − 2 gives the corresponding bound for ‖ · ‖impr. To verify the triple
contraction estimate of Definition VI.1, let C2, C3 ∈ {C,D}, m = m′ = 0, 1 ≤ i1, i2, i3 ≤ n
with i1, i2, i3 all different and 1 ≤ j1, j2, j3 ≤ n′ with j1, j2, j3 all different. Then
∥∥ ConC
i1→n+j1
ConC2
i2→n+j2
ConC3
i3→n+j3
(f ⊗ f ′)∥∥
impr
=
q−2∑
p=1
J−[
p−1
2 ]
∥∥ ConC
i1→n+j1
ConC2
i2→n+j2
ConC3
i3→n+j3
(f ⊗ f ′)∥∥
p
≤ J b4 c
q−2∑
p=1
q∑
p1+p2=p+3
at least
one odd
J−[(p+1)/2] ‖f‖p1 ‖f ′‖p2
≤ J b4 c
q∑
p1,p2=1
J−[(p1−1)/2]‖f‖p1 J−[(p2−1)/2]‖f ′‖p2
= J b4 c ‖f‖ ‖f ′‖
We verify that b is an integral bound for C for the norm ‖ · ‖. The other cases are similar.
Let f ∈ Am ⊗ V ⊗n and n′ ≤ n. Then
∥∥∥ ∫ Antn′(f)dµC∥∥∥ = q∑
p=1
J−[(p−1)/2]
∥∥∥ ∫ Antn′(f)dµC∥∥∥
p
= 1
2
(b/2)n
′
q∑
p=1
J−[(p−1)/2]
[
‖f‖p + ‖f‖p−(−1)p
]
≤ (b/2)n′‖f‖
(VI.3)
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In our main application, we use a special case of Definition VI.11 in which only
norms ‖ · ‖p, with p odd, appear.
Definition VI.13 Let q be an odd natural number. For p = 1, 3, 5, · · · , q, let ‖ · ‖p be a
system of symmetric seminorms on the spaces Am⊗V ⊗n. We say that (C,D) have integration
constants c, b for the configuration ‖ · ‖1, ‖ · ‖3, · · ·, ‖ · ‖q of seminorms if b is an integral
bound for both C and D and all of the seminorms ‖ · ‖p (see Definition II.25.ii) and the
following contraction estimates hold:
Let m,m′ ≥ 0 and 1 ≤ i ≤ n, 1 ≤ j ≤ n′. Also let f ∈ Am ⊗ V ⊗n, f ′ ∈ Am′ ⊗ V ⊗n′
Then for all odd natural numbers p ≤ q∥∥ ConC
i→n+j
(f ⊗ f ′)∥∥
p
≤ c ∑
p1+p2=p+1
p1,p2 odd
‖f‖p1 ‖f ′‖p2
Furthermore, if C2, C3 ∈ {C,D}, m = m′ = 0, 1 ≤ i1, i2, i3 ≤ n with i1, i2, i3 all different
and 1 ≤ j1, j2, j3 ≤ n′ with j1, j2, j3 all different, then, for all odd p ≤ q − 2,∥∥ ConC
i1→n+j1
ConC2
i2→n+j2
ConC3
i3→n+j3
(f ⊗ f ′)∥∥
p
≤ b4 c ∑
p1+p2=p+3
p1,p2 odd
‖f‖p1 ‖f ′‖p2
Remark VI.14 If, in the setting of Definition VI.13, the norm ‖ · ‖p is defined to be zero
for all even p, then the conditions of Definition VI.11 are fulfilled, except that the factor of
1
2 in (VI.2) does not appear in the Definition II.25.ii of integral bound.
Lemma VI.15 Let q be an odd natural number. Assume that (C,D) have integration con-
stants c, b for the configuration ‖ · ‖1, ‖ · ‖3, · · ·, ‖ · ‖q of seminorms and let J > 0. For
f ∈ Am ⊗ V ⊗n, set
‖f‖ =
q∑
p=1
podd
J (1−p)/2‖f‖p
‖f‖impr =


q−2∑
p=1
podd
J (1−p)/2‖f‖p if m = 0
0 if m 6= 0
Then (C,D) have improved integration constants c, b, J for the families ‖ · ‖ and ‖ · ‖impr of
seminorms.
Proof: By Remark VI.14, Lemma VI.12 implies all of the conditions of Definition VI.1,
except that b be an integral bound for C and D for both seminorms. However, the proof of
this condition is virtually identical to (VI.3).
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Remark VI.16 Lemma VI.15 holds for all J > 0. In applications, J is chosen so that
‖f‖p ≤ const J (p−1)/2‖f‖1 (VI.4)
for all f of interest. If J satisfying (VI.4) can be chosen sufficiently small, Lemma VI.15 can
be used in conjunction with Proposition VI.4 to obtain improved bounds, as the following
example illustrates.
For simplicity, we assume that q = 3. Let f
(
ξ(1), ξ(2)
) ∈ A0[n1, n2] with n2 ≥ 3 and
set
g
(
ξ(1)
)
=
∫ (
.
.f
(
ξ(1), ξ(2)
)
.
. ξ(2),C
)2
dµC
(
ξ(2)
)
The standard bound, without improvement, follows from (II.4) in the proof of Proposition
II.33:
‖g‖1 ≤ n2 c b2(n2−1) ‖f‖21
On the other hand, by (VI.1), in the proof of Proposition VI.4,
‖g‖1 = ‖g‖impr ≤ n32 Jc b2(n2−1) ‖f‖2 = n32 Jc b2(n2−1)
(‖f‖1 + 1J ‖f‖3)2
If ‖f‖3 ≤ const J‖f‖1,
‖g‖1 ≤ constn32 Jc b2(n2−1) ‖f‖21
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VII. Finding Overlapping Loops
In this chapter, we give the proof of Theorem VI.10 in the case D = 0, using the
representation SU,C =
∫
1
1l−RU,C
dµC of Theorem III.2. We assume that the coefficient
algebra A contains only elements of degree zero, that is A = A0. Let ‖ · ‖ and ‖ · ‖impr be
two families of symmetric seminorms on the spaces Am⊗V ⊗n such that (C, 0) has improved
integration constants c, b, J for these families of seminorms.
Recall from Remark III.6 that the operator RK,C is written as a sum of operators
RC(K1, · · · , Kℓ) with even Grassmann functions K1(ξ, ξ′, η), · · · , Kℓ(ξ, ξ′, η). If one of these
Grassmann functions, say K1 has degree at least three in the variables ξ
′, η then, for any
Grassmann function f(ξ), there is a pair of overlapping loops in each Feynman diagram
contributing to RC(K1, · · · , Kℓ)(: f :). The way these overlapping loops can occur is indicated
in the figures below.
f
K1
K2
Kℓ
or f
K1
Kℓ
or f
K1
Kℓ
or f
K1
Kℓ
VII.1 Overlapping loops created by the operator RK,C
In this subsection, we suppress the external fields ψ by working in the Grassmann
algebra
∧
A′ V with coefficients in the algebra A
′ =
∧
A V generated by the fields ψ. This
algebra was defined in subsection III.2. Recall that ‖ · ‖ and ‖ · ‖impr induce a family of
symmetric seminorms on the spaces A′m ⊗ V ⊗n, which we here denote by the same symbols.
We split up the operators RC(K1, · · · , Kℓ) of (III.2) in order to exhibit possible
overlapping loops. For Grassmann functions K2(ξ, ξ
′, η), · · · , Kℓ(ξ, ξ′, η) and f(ξ) we define
R˜C(K2, · · · , Kℓ)(f) =
∫∫
.
.
( ℓ∏
i=2
:Ki(ξ, ξ
′ + ξ′′, η′):ξ′′
)
.
.η′ f(η + η
′) dµC(ξ
′′) dµC(η
′) (VII.1)
This is a Grassmann function of ξ, ξ′, η that is schematically represented in the figure below.
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η′
f K2
K3
ξ
ξ
η
η′
η′
ξ′ξ′
ξ′′
Proposition VII.1 For even Grassmann functions K1(ξ, ξ
′, η), · · · , Kℓ(ξ, ξ′, η) and f(ξ)
RC(K1, · · · , Kℓ)(f) = ..
∫∫
:K1(ξ, ξ
′, η):ξ′,η :R˜C(K2, · · · , Kℓ)(f)(ξ, ξ′, η):ξ′,η dµC(ξ′) dµC(η) .. ξ
η′
f
K1
K2
K3
ξ
ξ
ξ
η
η′
η′
ξ′ξ′
ξ′′
Proof: If
:f ′:ξ = RC(K1, · · · , Kℓ)(f)
then by part (iii) of Proposition A.2 (applied to the variable ξ′) and Lemma A.5 (applied to
the variable η)
f ′(ξ) =
∫∫
.
.
[
:K1(ξ, ξ
′, η):ξ′
ℓ∏
i=2
:Ki(ξ, ξ
′, η):ξ′
]
.
.η f(η) dµC(ξ
′) dµC(η)
=
∫∫
.
.
[
:K1(ξ, ξ
′, η):ξ′
.
.
(∫ ℓ∏
i=2
:Ki(ξ, ξ
′ + ξ′′, η):ξ′′dµC(ξ
′′)
)
.
. ξ′
] .
.η f(η) dµC(ξ
′) dµC(η)
=
∫∫
:K1(ξ, ξ
′, η):ξ′,η
.
.
(∫∫ ℓ∏
i=2
:Ki(ξ, ξ
′ + ξ′′, η′):ξ′′dµC(ξ
′′)
)
.
. ξ′,η′
:f(η + η′):η dµC(η
′) dµC(ξ
′) dµC(η)
=
∫∫
:K1(ξ, ξ
′, η):ξ′,η :R˜C(K2, · · · , Kℓ)(f)(ξ, ξ′, η):ξ′,η dµC(ξ′) dµC(η)
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Remark VII.2 Set
Kˆ(i)(ξ, ξ′; ξ′′, η′) = K(i)(ξ, ξ′ + ξ′′, η′)
fˆ(ξ, ξ′) = f(ξ + ξ′)
Then the map f 7→ :R˜C(K2, · · · , Kℓ)(f):ξ over the algebra A′ agrees with the map f 7→
RC(Kˆ2, · · · , Kˆℓ)(fˆ) of (III.2) over the algebra A˜ of Grassmann functions in the variables ξ′, η
with coefficients in A′. Therefore we can use the results of §III to obtain estimates on R˜C .
Lemma VII.3 Let K(ξ, ξ′, η) be an even Grassmann function with K(ξ, ξ′, 0) = 0. Decom-
pose
K(ξ, ξ′, η) = K ′(ξ, ξ′, η) +K ′′(ξ, ξ′, η)
where K ′ has degree at most two in the variables ξ′, η and K ′′ has degree at least three in the
variables ξ′, η. Let each of the functions K(1), · · · , K(ℓ) be one of K ′, K ′′ or K, and assume
that at least one of them is equal to K ′′. Let f(ξ) ∈ ∧A′ V , and set
1
ℓ! RC(K
(1), · · · , K(ℓ))(:f :)(ξ) = :f ′(ξ):
Then, if α ≥ 2
Nimpr(f
′;α) ≤ 25 J
ℓ αℓ+5
N(f ; 2α)N(K; 2α)ℓ
Proof: We may assume that K(1) = K ′′. Set
g(ξ, ξ′, η) = R˜C(K
(2), · · · , K(ℓ))(:f :)(ξ, ξ′, η)
By Remark VII.2, in the algebra A˜
:g:ξ′ = RC(Kˆ
(2), · · · , Kˆ(ℓ))(:fˆ :)
Therefore, by part (ii) of Proposition III.7 and Remark II.24
1
(ℓ−1)!
N(g) ≤ 1
αℓ−1
N(fˆ)
ℓ∏
i=2
N(Kˆ(i))
≤ 1
αℓ−1
N(f ; 2α)
ℓ∏
i=2
N(K(i); 2α)
≤ 1
αℓ−1
N(f ; 2α)N(K; 2α)ℓ−1
By Proposition VII.1
f ′(ξ) = 1ℓ!
∫∫
:K ′′(ξ, ξ′, η):ξ′,η:g(ξ, ξ
′, η):ξ′,η dµC(ξ
′) dµC(η)
Proposition VI.4 implies that
Nimpr(f
′;α) ≤ 27Jℓ!α6 N(K ′′;α)N(g;α)
≤ 25 J
ℓ αℓ+5
N(f ; 2α)N(K; 2α)ℓ
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Proposition VII.4 Let K(ξ, ξ′, η) be an even Grassmann function. Decompose
K(ξ, ξ′, η) = K ′(ξ, ξ′, η) +K ′′(ξ, ξ′, η)
where K ′ has degree at most two in the variables ξ′, η and K ′′ has degree at least three in the
variables ξ′, η. Let f(ξ) ∈ ∧A′ V , and set
:g(ξ): = RK,C(:f :) :g′(ξ): = RK′,C(:f :)
Then, if α ≥ 2 and N(K; 2α)0 ≤ α
Nimpr(g − g′;α) ≤ 25 Jα6 N(f ; 2α) N(K;2α)1− 1αN(K;2α)
Proof: By Remark III.6
g =
∞∑
ℓ=1
gℓ g
′ =
∞∑
ℓ=1
g′ℓ
where
:gℓ: =
1
ℓ!
RC(K, · · · , K)(:f :)
:g′ℓ: =
1
ℓ! RC(K
′, · · · , K ′)(:f :)
Since
RC(K, · · · , K)−RC(K ′, · · · , K ′)
= RC(K −K ′, K, · · · , K) +RC(K ′, K −K ′, K, · · · , K) + · · ·+RC(K ′, · · · , K −K ′)
= RC(K
′′, K, · · · , K) +RC(K ′, K ′′, K, · · · , K) + · · ·+RC(K ′, · · · , K ′, K ′′)
it follows from Lemma VII.3 that
Nimpr(gℓ − g′ℓ) ≤ 2
5 J
αℓ+5
N(f ; 2α)N(K; 2α)ℓ
Therefore
Nimpr(g − g′) ≤
∞∑
ℓ=1
Nimpr(gℓ − g′ℓ) ≤ 2
5 J
α6 N(f ; 2α)
N(K;2α)
1− 1αN(K;2α)
Corollary VII.5 Under the hypotheses of Proposition VII.4, set
:h: =
1
1l−RK,C (:f :)−
1
1l−RK′,C (:f :)
If N(K; 2α)0 <
α
6 , then
Nimpr(h;α) ≤ 25 Jα6 N(K;2α)1− 6αN(K;2α) N(f ; 2α)
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Proof: Since
:h: =
(
1l−RK,C
)−1(RK,C −RK′,C)(1l−RK′,C)−1(:f :)
it follows from Corollary III.9, with Nimpr in place of N , and Proposition VII.4 that
Nimpr(h) ≤
(
1 + 2α2
Nimpr(K)
1− 4
α2
Nimpr(K)
)
Nimpr
((RK,C −RK′,C)(1l−RK′,C)−1(:f :))
≤
(
1 + 2
α2
Nimpr(K)
1− 4
α2
Nimpr(K)
)
25 J
α6
N(K;2α)
1− 1αN(K;2α)
N
((
1l−RK′,C
)−1
(:f :); 2α
)
By Definition VI.1 and Remark II.24, Nimpr(K) ≤ N(K) ≤ N(K; 2α) so that Corollary III.9
implies
Nimpr(h) ≤
(
1 + 2
α2
N(K;2α)
1− 4
α2
N(K;2α)
)
25 J
α6
N(K;2α)
1− 1αN(K;2α)
(
1 + 1
2α2
N(K′;2α)
1− 1
α2
N(K′;2α)
)
N(f ; 2α)
≤ 25 J
α6
(
1− 2
α2
N(K;2α)
1− 4
α2
N(K;2α)
)
N(K;2α)
1− 1αN(K;2α)
(
1− 1
2α2
N(K;2α)
1− 1
α2
N(K;2α)
)
N(f ; 2α)
≤ 25 Jα6 11− 4
α2
N(K;2α)
N(K;2α)
1− 1αN(K;2α)
1
1− 1
α2
N(K;2α)
N(f ; 2α)
≤ 25 J
α6
N(K;2α)
[1− 2αN(K;2α)]
3 N(f ; 2α)
≤ 25 Jα6 N(K;2α)1− 6αN(K;2α) N(f ; 2α)
since, for X ∈ Nd,
1
[1−X]3
=
∞∑
r=0
(
−3
r
)
(−X)r =
∞∑
r=0
3·4·5···(3+r−1)
1·2·3···r
Xr ≤
∞∑
r=0
(3X)r = 1
1−3X
Proposition VII.4 exploits overlapping loops that are created by one application of
the operatorRK,C . There are additional overlapping loops created by the composite operator
RK,C ◦ RK,C which we shall exploit now.
Lemma VII.6 Let B(η′, η′′) ∈ A′[1, 1] and let H(ξ, ξ′, η), K(ξ, ξ′, η) be even Grassmann
functions that vanish for η = 0. Assume that H or K has degree at least two in the variables
ξ′, η. Let f(ξ) ∈ ∧A′ V and set
g(ξ) =
∫
.
.
[ ∫∫∫
B(η′, η′′) :H(ξ + η′, ξ′, η):η′,ξ′ :K(ξ + η
′′, ξ′, η):η′′,ξ′ dµC(η
′, η′′, ξ′)
]
.
.η
:f(η):η dµC(η)
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KH
B
η
η
η′′
η′
ξ
ξ
ξ′
Then, if α ≥ 2
Nimpr(g;α) ≤ 25 Jα10 N(f ; 2α)N(H; 2α)N(K; 2α)N(B;α)
Proof: We may assume that K has degree at least two in the variables ξ′, η. Set
h(ξ, η, ξ′, η′′) =
∫∫
B(η′, η′′) :H(ξ + η′, ξ′, ζ):η′,ξ,ζ :f(η + ζ):ζ dµC(η
′)dµC(ζ)
By Lemma A.5, applied to the variable η
g(ξ) =
∫
B(η′, η′′) :H(ξ + η′, ξ′, ζ):η′,ξ′,ζ :K(ξ + η
′′, ξ′, η):η′′,ξ′,η :f(η + ζ):η,ζ
dµC(η
′, η′′, ξ′, η, ζ)
=
∫
:h(ξ, η, ξ′, η′′):ξ′,η :K(ξ + η
′′, ξ′, η):η′′,ξ′,η dµC(η, η
′′, ξ′)
Since B is of degree one in η′ and H is of degree at least one in ζ, iterated application of
Proposition II.33 and Remark II.24 yields
N(h) ≤ 1α4N(B)N(H; 2α)N(f ; 2α)
Since h is of degree one in η′′, only the part of K that is of degree at least three in the
variables η′′, ξ′, η can contribute. Hence Proposition VI.4 implies that
Nimpr(g) ≤ 27 Jα6 N(h)N(K; 2α)
≤ 25 Jα10 N(B)N(H; 2α)N(f ; 2α)N(K; 2α)
Proposition VII.7 Let K(ξ, ξ′, η) be a Grassmann function of degree at most two in the
variables ξ′, η and of degree at least one in η. Write
K(ξ, ξ′, η) =
∑
n1,n2,n3
Kn1,n2,n3(ξ, ξ
′, η) with Kn1,n2,n3 ∈ A′[n1, n2, n3]
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Also set K·,n2,n3 =
∑
n1
Kn1,n2,n3. Furthermore let T (η) ∈ A′[2] and write
T (η + η′) = T (η) + T (η′) + Tmix(η, η
′)
with Tmix ∈ A′[1, 1]. Set
K˜(ξ, ξ′, η) =
∫
:T (η′):η′ :K(ξ + η
′, ξ′, η):η′ dµC(η
′) K Tη
η′
ξ′
ξ
Kˆ(ξ, ξ′, η) =
∫
Tmix(η
′, η′′) :K·,0,1(ξ + η
′, ξ′, η):η′ :K·,0,1(ξ + η
′′, ξ′, η):η′′ dµC(η
′, η′′)
K·,0,1
K·,0,1
T
η
η
η′′
η′
ξ
ξ
Observe that Kˆ is independent of ξ′. Finally let f(ξ) ∈ ∧A′ V and set
f ′(η) = R˜C(T )RC(K,K)(:f :)
:f˜(ξ):ξ = 2RC(K˜,K)(:f :)
:fˆ(ξ):ξ = RC(Kˆ)(:f :)
Then
Nimpr(f
′ − (f˜ + fˆ);α) ≤ 26 J
α10
N(f ; 2α)N(K; 2α)2 N(T ; 2α)
Proof: By definition
f ′(η) =
∫
:T (η′):η′ RC(K,K)(:f :)(η + η
′) dµC(η
′)
Consequently, by part (ii) of Proposition A.2 and Lemma A.7, in the variable η′,
f ′(ξ) =
∫
:T (η′):η′ RC(K,K)(:f :)(ξ + η
′) dµC(η
′)
=
∫
:T (η′):η′
.
.
[ .
.
(
:K(ξ + η′, ξ′, η):ξ′ :K(ξ + η
′, ξ′, η):ξ′
)
.
.η :f(η):η
] .
.η′ dµC(ξ
′, η, η′)
= 2
∫
.
.
[
.
.
(∫
:T (η′):η′ :K(ξ + η
′, ξ′, η):η′ dµC(η
′)
)
.
. ξ′ :K(ξ, ξ
′, η):ξ′
]
.
. η
:f(η):η dµC(ξ
′, η)
+
∫
.
.
[ ∫
Tmix(η
′, η′′):K(ξ + η′, ξ′, η):ξ′,η′ :K(ξ + η
′′, ξ′, η):ξ′,η′′ dµC(ξ
′, η′, η′′)
]
.
. η
:f(η):η dµC(η)
21
= 2
∫
.
.
[
:K˜(ξ, ξ′, η):ξ′ :K(ξ, ξ
′, η):ξ′
]
.
.η :f(η):η dµC(ξ
′, η)
+
∫
:Kˆ(ξ, ξ′, η):ξ′,η :f(η):η dµC(ξ
′, η)
+
∫
.
.
[ ∫
Tmix(η
′, η′′)
(
:K(ξ + η′, ξ′, η):ξ′,η′ :K(ξ + η
′′, ξ′, η):ξ′,η′′
− :K·,0,1(ξ + η′, ξ′, η):ξ′,η′ :K·,0,1(ξ + η′′, ξ′, η):ξ′,η′′
)
dµC(ξ
′, η′, η′′)
]
.
. η
:f(η):η dµC(η)
= f˜(ξ) + fˆ(ξ) + g′(ξ) + g′′(ξ)
with
g′(ξ) =
∫
.
.
[ ∫
Tmix(η
′, η′′) :H(ξ + η′, ξ′, η):ξ′,η′ :K(ξ + η
′′, ξ′, η):ξ′,η′′ dµC(ξ
′, η′, η′′)
]
.
. η
:f(η):η dµC(η)
g′′(ξ) =
∫
.
.
[ ∫
Tmix(η
′, η′′):K·,0,1(ξ + η
′, ξ′, η):ξ′,η′ :H(ξ + η
′′, ξ′, η):ξ′,η′′dµC(ξ
′, η′, η′′)
]
.
. η
:f(η):η dµC(η)
where H = K − K·,0,1. In the last equality, we used the fact that K·,0,1(ξ + η′, ξ′, η) and
hence Kˆ is independent of ξ′, so that we are free to drop the Wick ordering with respect to
ξ′ in the expression yielding fˆ(ξ). By Lemma VII.6 and the observations that
N(K·,0,1; 2α), N(K −K·,0,1; 2α) ≤ N(K; 2α)
N(Tmix;α) ≤ N(T (η + η′);α) ≤ N(T ; 2α)
we have
Nimpr(f
′ − f˜ − fˆ) = Nimpr(g′ + g′′) ≤ 26 Jα10 N(f ; 2α)N(K; 2α)2 N(T ; 2α)
VII.2 Tails
In this subsection let K(ψ; ξ, ξ′, η) be an even Grassmann function with coefficients
in A that has degree at least four in the variables ψ, ξ, ξ′, η and degree at least one in the
variable η. We always write
K =
∑
n0,···,n3
Kn0,n1,n2,n3 with Kn0,n1,n2,n3 ∈ A[n0, n1, n2, n3]
For f(ψ; ξ) :∈ ∧A(V ′ ⊕ V ) we are interested in the two and four legged contributions to
1
1l−RK,C
(:f :ξ). Therefore we make the following
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Definition VII.8 The projection
P :
∧
A
(V ′ ⊕ V ) −→
∧
A
V ′
:f(ψ; ξ):ξ 7−→ f4,0(ψ, 0) + f2,0(ψ, 0)
where f(ψ; ξ) =
∑
n0,n1
fn0,n1(ψ; ξ) with fn0,n1 ∈ A[n0, n1].
Definition VII.9
(i) An n–legged tail is a Grassmann function T (ψ; η) ∈⊕d≥2A[d, n]. We say that an n–legged
tail T has at least d external legs if T ∈⊕d′≥d A[d′, n].
(ii) If T is a two–legged tail we define the two–legged tail T ◦K by
(T ◦K)(ψ; η) =
∫
:T (ψ; η′):η′ :K0,2,0,2(ψ; η
′, ξ′, η):η′ dµC(η
′) K Tη ψ
η′
Observe that T ◦K depends only on the part of K that has degree at most two in the variables
ξ′, η.
Remark VII.10 A two–legged tail with two external legs is an end in the sense of Definition
VI.5.i. If K(ψ; ξ, ξ′, η) = U(ψ; ξ + ξ′ + η) − U(ψ; ξ + ξ′) for some even Grassmann function
U(ψ; ξ) then T ◦K agrees with T ◦ Rung(U) of Definition VI.5.iii.
Lemma VII.11 Assume that K has degree at most two in the variables ξ′, η. Let T be a
two–legged tail. Then there exists a one–legged tail t1 with at least three external legs and a
two–legged tail t2 with at least three external legs such that for any f(ψ; ξ) ∈
∧
A(V
′⊕ V ) the
following holds:
Set
f ′(ψ) = P
[
RC(T )RK,C(:f :)−RC(T ◦K)(:f :)−RC(T ◦K,K2,0,0,2)(:f :)−RC(t1 + t2)(:f :)
]
where :f : is shorthand for :f :ξ. Then
Nimpr(f
′;α) ≤ 26 Jα10 N(f ; 2α)N(K; 2α)2 N(T ; 2α)
If T has at least three external legs then
PRC(T )RK,C(:f :) = PRC(T ◦K)(:f :) + PRC(t1 + t2)(:f :)
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Proof: By assumption, K(ψ; ξ, ξ′, η) is of degree at least two in ψ, ξ, so RC(K, · · · , K)(:f :)
(with ℓ K’s) is of degree at least 2ℓ in ψ, ξ. Since T is two–legged, RC(T )RC(K, · · · , K)(:f :)
is of degree at least 2ℓ− 2 + 2 = 2ℓ (with the last +2 coming from the d ≥ 2 external legs of
T ) in ψ and is independent of ξ. So, by Remark III.6
P
[
RC(T )RK,C(:f :)
]
= P
[
RC(T )RC(K)(:f :)
]
+ 12P
[
RC(T )RC(K,K)(:f :)
]
Set
t11(ψ; η) =
∫
:T (ψ; η′):η′ :K·,2,0,1(ψ; η
′, ξ′, η):η′ dµC(η
′)
t21(ψ; η) =
∫
:T (ψ; η′):η′
.
.
(
K·,2,0,2(ψ; η
′, ξ′, η)−K0,2,0,2(ψ; η′, ξ′, η)
)
.
. η′ dµC(η
′)
Since K has degree at least four overall and T has degree at least two in ψ, t11 is a one–legged
tail and t21 is a two–legged tail, both having at least three external legs. As K has degree
at most two in the variables ξ′, η and degree at least one in η and T has degree two in η and
the definition of RC(K) Wick orders K with respect to ξ
′,
P
[
RC(T )RC(K)(:f :)
]
= P
[
RC(T )RC(K·,2,0,1)(:f :)
]
+ P
[
RC(T )RC(K·,2,0,2)(:f :)
]
= P
[
RC(t11 + t21)(:f :)
]
+ P
[
RC(T ◦K)(:f :)
]
Define the projection
P ′ :
∧
A
(V ′ ⊕ V ) −→
∧
A
V ′
f(ψ; ξ) 7−→ f4,0(ψ, 0) + f2,0(ψ, 0)
As P and P ′ only differ by Wick ordering in the ξ–argument,
P
[
RC(T )RC(K,K)(:f :)
]
= P ′
[
RC(T )RC(K,K)(:f :)
]
= P ′
[
R˜C(T )RC(K,K)(:f :)(ψ; 0, 0, ξ)
]
so that we can apply Proposition VII.7. Modulo a term whose improved norm Nimpr is
bounded by 2
6 J
α10 N(f ; 2α)N(K; 2α)
2 N(T ; 2α)
P ′
[
R˜C(T )RC(K,K)(:f :)(ψ; 0, 0, ξ)
]
= 2P
[
RC(K˜,K)(:f :)
]
+ P
[
RC(Kˆ)(:f :)
]
with
K˜(ψ; ξ, ξ′, η) =
∫
:T (ψ; η′):η′ :K(ψ; η
′, ξ′, η):η′ dµC(η
′)
Kˆ(ψ; ξ, ξ′, η) =
∫
Tmix(ψ; η
′, η′′) :K·,1,0,1(ψ; η
′, ξ′, η):η′ :K·,1,0,1(ψ; η
′′, ξ′, η):η′′ dµC(η
′, η′′)
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Here we have used the projection P to set ξ = 0 and we used that Tmix(ψ; η
′, η′′) is of degree
one in η′ and in η′′. Again, since K has degree at least four overall and T is of degree at least
two in ψ, the tail Kˆ has at least six external legs, so that P
[
RC(Kˆ)(:f :)
]
= 0. Finally, since
• P sets the ξ’s in the argument K of P [RC(K˜,K)(:f :)] to zero.
• K˜ is of degree at least two in ψ
• K·,0,0,1 is of degree at least three in ψ
• K is of degree at most two in ξ′, η and degree at least one in η.
we have
P
[
RC(K˜,K)(:f :)
]
= P
[
RC(K˜·,0,·,·, K·,0,0,2)(:f :)
]
+ P
[
RC(K˜·,0,·,·, K·,0,1,1)(:f :)
]
= P
[
RC(K˜·,0,0,·, K·,0,0,2)(:f :)
]
+ P
[
RC(K˜·,0,1,·, K·,0,1,1)(:f :)
]
and since
• K is of degree at least four overall and K˜ is of degree at least two in ψ
we have
P
[
RC(K˜,K)(:f :)
]
= P
[
RC(K˜2,0,0,·, K2,0,0,2)(:f :)
]
+ P
[
RC(K˜2,0,1,·, K2,0,1,1)(:f :)
]
= P
[
RC(K˜2,0,0,2, K2,0,0,2)(:f :)
]
+ P
[
RC(K˜2,0,1,1, K2,0,1,1)(:f :)
]
= P
[
RC(T ◦K,K2,0,0,2)(:f :)
]
+ P
[
RC(t22)(:f :)
]
where
t22(ψ; η) =
∫
K˜2,0,1,1(ψ; ξ, ξ
′, η)K2,0,1,1(ψ; ξ, ξ
′, η) dµC(ξ
′)
is a two–legged tail with at least four external legs.
Setting t1 = t11 and t2 = t21 + 2t22 yields the main result. If T has at least three
external legs, then RC(T )RC(K, · · · , K)(:f :) (with ℓ K’s) is of degree at least 2ℓ−2+3 = 2ℓ+1,
so
P
[
RC(T )RK,C(:f :)
]
= P
[
RC(T )RC(K)(:f :)
]
= P
[
RC(t11 + t21)(:f :)
]
+ P
[
RC(T ◦K)(:f :)
]
Lemma VII.12 Assume that K has degree at most two in the variables ξ′, η. Let T1, T2 be
two–legged tails. Then there exists a one–legged tail t1 and a two–legged tail t2, each with at
least four external legs, such that for any f(ψ; ξ) ∈ ∧A(V ′ ⊕ V ) the following holds:
Set
f ′(ψ) = P
[
RC(T1, T2)RK,C(:f :)−RC(T1 ◦K, T2 ◦K)(:f :)−RC(t1 + t2)(:f :)
]
Then, if α ≥ 2
Nimpr(f
′;α) ≤ 26 Jα12 N(f ; 2α)N(K; 2α)2 N(T1; 2α)N(T2; 2α)
25
Proof: Again, since K has degree at most two in the variables ξ′, η and degree at least
four in all variables
P
[
RC(T1, T2)RK,C(:f :)
]
= P
[
RC(T1, T2)RC(K)(:f :)
]
+ 12 P
[
RC(T1, T2)RC(K,K)(:f :)
]
and
P
[
RC(T1, T2)RC(K)(:f :)
]
= P
[
RC(T1, T2)RC(K0,4,0,·)(:f :)
]
= P
[
RC(t11 + t21)(:f :)
]
where
t11(ψ; η) =
∫
:T1(ψ; η
′)T2(ψ; η
′):η′ K0,4,0,1(ψ; η
′, ξ′, η) dµC(η
′)
t21(ψ; η) =
∫
:T1(ψ; η
′)T2(ψ; η
′):η′ K0,4,0,2(ψ; η
′, ξ′, η) dµC(η
′)
are one– resp. two–legged tails with at least four external legs.
Similarly
P
[
RC(T1, T2)RC(K,K)(:f :)
]
= P
[
RC(T1, T2)RC(K0,2,0,2, K0,2,0,2)(:f :)
]
+ P
[
RC(T1, T2)RC(K0,2,1,1, K0,2,1,1)(:f :)
]
The second term is PRC(t22)(:f :) where
t22(ψ; η) =
∫
:T1(ψ; η
′)T2(ψ; η
′):η′ :K0,2,1,1(ψ; η
′, ξ′, η)K0,2,1,1(ψ; η
′, ξ′, η):η′ dµC(η
′)
is a two–legged tail with at least four external legs. To deal with the first term we use
Proposition VII.1 to see that
RC(T1, T2)RC(K0,2,0,2, K0,2,0,2)(:f :) =
∫
:T1(ψ, η
′):η′ :g(ψ; η
′):η′ dµC(η
′)
where
g(ψ; η) = R˜C(T2)RC(K0,2,0,2, K0,2,0,2)(:f :)
By Proposition VII.7, :g(ψ; ξ):ξ is – modulo terms whose improved norm can be bounded
by 2
6 J
α10 N(f ; 2α)N(K; 2α)
2 N(T2; 2α) – equal to 2RC(K0,2,0,2, T2 ◦ K)(:f :). There-
fore by Proposition II.33, modulo terms whose improved norm can be bounded by
26 J
α12 N(f ; 2α)N(K; 2α)
2 Nimpr(T1;α)N(T2; 2α)
1
2
P
[
RC(T1, T2)RC(K0,2,0,2, K0,2,0,2)(:f :)
]
= P
∫
:T1(ψ, η
′):η′ RC(K0,2,0,2, T2 ◦K)(:f :)(ψ; η′) dµC(η′)
= P
[
RC(T1 ◦K, T2 ◦K)(:f :)
]
Since Nimpr(T1;α) ≤ N(T1;α) ≤ N(T1; 2α), the Lemma follows.
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Lemma VII.13 Assume that K has degree at most two in the variables ξ′, η. Let T be a
one–legged tail with at least three external legs. Then there is a two–legged tail t2 with at least
four external legs such that for all f(ψ; ξ) ∈ ∧A(V ′ ⊕ V )
P
[
RC(T )RK,C(:f :)
]
= P
[
RC(t2)(:f :)
]
Proof: Since T is one–legged and K has degree at least four
P RC(T )RK,C = P RC(T )RC(K)
= P RC(T )RC
( ∑
d≥2
Kd,1,0,1 +
∑
d≥1
Kd,1,0,2
)
= P RC(T )RC(K1,1,0,2) = P RC(t2)
with
t2(ψ; η) =
∫
T (ψ; η′)K1,1,0,2(ψ; η
′, ξ′, η) dµC(η
′)
Definition VII.14 The two–legged tails Tℓ(K) are recursively defined by
T1(K)(ψ; η) = K2,0,0,2(ψ; ξ, ξ
′, η)
Tℓ+1(K) = Tℓ ◦K for ℓ ≥ 1
Remark VII.15
(i) Clearly Tℓ(K) has two external legs. Using Proposition II.33 one proves by induction that
for α ≥ 2
N
(
Tℓ(K)
) ≤ 1
α2ℓ−2
N(K)ℓ
(ii) If K(ψ; ξ, ξ′, η) = U(ψ; ξ+ξ′+η)−U(ψ; ξ+ξ′) for some even Grassmann function U(ψ; ξ)
then, by Remark VII.10, Tℓ(K) = Tℓ(U), where Tℓ(U) was defined in Definition VI.8.ii.
(iii) Tℓ(K) depends only on the part of K that has degree at most two in the variables ξ
′, η.
Proposition VII.16 Assume that K has degree at most two in the variables ξ′, η. For each
ℓ ≥ 1 there exists a one–legged tail t1 and a two–legged tail t2, each with at least three external
legs such that for any f(ψ; ξ) ∈ ∧A(V ′ ⊕ V ) the following holds: Set
f ′ℓ(ψ) = P
[RℓK,C(:f :)−RC(Tℓ(K))(:f :)− 12 ∑
ℓ′,ℓ′′≥1
max{ℓ′,ℓ′′}=ℓ
RC
(
Tℓ′(K), Tℓ′′(K)
)
(:f :)−RC(t1+t2)(:f :)
]
Then, if α ≥ 2 and N(K; 2α)0 < α2
Nimpr(f
′
ℓ;α) ≤ J 2
7
α2ℓ+6
N
(
f ; 2α
) N(K;2α)ℓ+1[
1− 1
α2
N(K;2α)
]ℓ−1
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Proof by induction on ℓ: Set NK = N(K; 2α). Since K has degree at most two in the
variables ξ′, η and degree at least four overall, for ℓ = 1
P RK,C = P RC(K·,0,0,2 +K·,0,0,1) + 12 P RC(K2,0,1,1, K2,0,1,1) + 12 P RC(K2,0,0,2, K2,0,0,2)
= P RC
(
T1(K)
)
+ P RC(t1 + t2) +
1
2 P RC
(
T1(K), T1(K)
)
with
t1 = K3,0,0,1 +K4,0,0,1
t2 = K3,0,0,2 +K4,0,0,2 +
1
2
∫
K2,0,1,1(ψ; ξ, ξ
′, η)K2,0,1,1(ψ; ξ, ξ
′, η) dµC(ξ
′)
Now assume that the statement of the Lemma is true for ℓ. By the induction
hypothesis there exist a one–legged tail t1 and a two–legged tail t2, each with at least three
external legs, such that
P
[Rℓ+1K,C(:f :)] = P [RℓK,C(RK,C(:f :))]
differs from
P
[
RC
(
Tℓ(K)
)(RK,C(:f :))+ 12 ∑
ℓ′,ℓ′′≥1
max{ℓ′,ℓ′′}=ℓ
RC
(
Tℓ′(K), Tℓ′′(K)
)(RK,C(:f :))
+RC(t1 + t2)
(RK,C(:f :))]
by a function g0(ψ) with
Nimpr(g0) ≤ 27α2ℓ+6 J
Nℓ+1
K[
1− 1
α2
NK
]ℓ−1N(f˜ ; 2α)
≤ 27
α2ℓ+6
J
Nℓ+1
K[
1− 1
α2
NK
]ℓ−1 12α2 NK1− 1
2α2
NK
N
(
f ; 2α
)
≤ 26
α2ℓ+8
J
Nℓ+2
K[
1− 1
α2
NK
]ℓN(f ; 2α)
where :f˜ : = RK,C(:f :). Here, we used Lemma III.8, with α replaced by 2α, to estimate
N
(
f˜ ; 2α
)
.
By Lemma VII.11, there exists a one–legged tail t11 and a two–legged tail t21, with at least
three external legs each, such that
P
[
RC
(
Tℓ(K)
)(RK,C(:f :))] = P [RC(Tℓ+1(K))(:f :)]+ P [RC(Tℓ+1(K), T1(K))(:f :)]
+ P
[
RC
(
t11 + t21)(:f :) + g1(ψ)
]
= P
[
RC
(
Tℓ+1(K)
)
(:f :)
]
+ 12P
[
RC
(
Tℓ+1(K), T1(K)
)
(:f :)
]
+ 12P
[
RC
(
T1(K), Tℓ+1(K)
)
(:f :)
]
+ P
[
RC
(
t11 + t21)(:f :) + g1(ψ)
]
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with
Nimpr(g1) ≤ 26 Jα10 N(f ; 2α)N2K N(Tℓ(K); 2α)
≤ 26 J
α2ℓ+8
N(f ; 2α)N ℓ+2K
Here, we used Remark VII.15 to bound N(Tℓ(K); 2α) by
1
α2ℓ−2
N ℓK .
Similarly, for ℓ′, ℓ′′ ≥ 1 with max{ℓ′, ℓ′′} = ℓ, by Lemma VII.12, there exists a one–legged tail
t
(ℓ′,ℓ′′)
12 and a two–legged tail t
(ℓ′,ℓ′′)
22 with at least three external legs such that
P
[
RC
(
Tℓ′(K), Tℓ′′(K)
)(RK,C(:f :))] = P[RC(Tℓ′+1(K), Tℓ′′+1(K))(:f :)]
+ P
[
RC
(
t
(ℓ′,ℓ′′)
12 + t
(ℓ′,ℓ′′)
22 )(:f :) + g2,ℓ′,ℓ′′(ψ)
with
Nimpr(g2,ℓ′,ℓ′′) ≤ 26 Jα12 N(f ; 2α)N2K N(Tℓ′(K); 2α)N(Tℓ′′(K); 2α)
≤ J 26
α2(ℓ
′+ℓ′′)+8 N(f ; 2α)N
ℓ′+ℓ′′+2
K
By Lemma VII.13, there exists a two–legged tail t23 with at least four external legs such that
P
[
RC(t1)
(RK,C(:f :))] = P[RC(t23)(:f :)]
Finally, by Lemma VII.11
P
[
RC(t2)
(RK,C(:f :))] = P[RC(t2 ◦K + t14 + t24)(:f :)]
where t14, t24 are one– resp. two–legged tails with at least three external legs.
Combining the results above, we see that
P
[Rℓ+1K,C(:f :)] = f ′ℓ+1(ψ)
+ P
[
RC
(
Tℓ+1(K)
)
(:f :) + 1
2
∑
ℓ′,ℓ′′≥1
max{ℓ′,ℓ′′}=ℓ+1
RC
(
Tℓ′(K), Tℓ′′(K)
)
(:f :) +RC(t
′
1 + t
′
2)(:f :)
]
with one– resp. two–legged tails t′1, t
′
2 with at least three external legs, and
f ′ℓ+1 = g0 + g1 +
1
2
∑
ℓ′,ℓ′′≥1
max{ℓ′,ℓ′′}=ℓ
g2,ℓ′,ℓ′′
By the triangle inequality
Nimpr(f
′
ℓ+1) ≤ Nimpr(g0) +Nimpr(g1) + 12
∑
ℓ′,ℓ′′≥1
max{ℓ′,ℓ′′}=ℓ
Nimpr(g2,ℓ′,ℓ′′)
≤ 26
α2ℓ+8
J N(f ; 2α)N ℓ+2K
[
1[
1− 1
α2
NK
]ℓ + 1 + ℓ∑
ℓ′=1
Nℓ
′
K
α2ℓ′
]
≤ 26
α2ℓ+8
J N(f ; 2α)N ℓ+2K
[
1[
1− 1
α2
NK
]ℓ + ∞∑
ℓ′=0
(
NK
α2
)ℓ′]
≤ 27
α2ℓ+8
J N(f ; 2α)
Nℓ+2
K[
1− 1
α2
NK
]ℓ
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Corollary VII.17 Let K(ψ; ξ, ξ′, η) be an even Grassmann function that has degree at most
two in the variables ξ′, η, degree at least one in η and degree at least four in the variables
ψ, ξ, ξ′, η. Furthermore let f(ψ; ξ) be a Grassmann function of degree at least four in the
variables ψ, ξ. Set
h(ψ) = P
[ 1
1l−RK,C (:f :)−
∞∑
ℓ=0
RC
(
Tℓ(K)
)
(:f :)− 12
∑
ℓ′,ℓ′′≥1
RC
(
Tℓ′(K), Tℓ′′(K)
)
(:f :)
]
If α ≥ 2 and N(K; 2α)0 < α22 , then
Nimpr(h) ≤ 27 Jα8 N(f ; 2α) N(K;2α)
2
1− 2
α2
N(K;2α)
Proof: By Proposition VII.16,
Nimpr(h) ≤
∞∑
ℓ=1
Nimpr(f
′
ℓ)
≤ 27 Jα8 N(f ; 2α)N(K; 2α)2
∞∑
ℓ=1
[
1
α2
N(K;2α)
1− 1
α2
N(K;2α)
]ℓ−1
= 2
7 J
α8
N(f ; 2α)N(K; 2α)2
[
1− 1
α2
N(K;2α)
1− 1
α2
N(K;2α)
]−1
= 2
7 J
α8
N(f ; 2α)N(K; 2α)2
1− 1
α2
N(K;2α)
1− 2
α2
N(K;2α)
≤ 27 Jα8 N(f ; 2α) N(K;2α)
2
1− 2
α2
N(K;2α)
Proof of Theorem VI.10 in the case D = 0
Set K(ψ; ξ, ξ′, η) = Uˆ(ψ; ξ+ξ′+η)−Uˆ(ψ; ξ+ξ′). By Theorem III.2 and Proposition
III.5
Pf ′ = PSU,C(:fˆ :) = P
[
1
1l−RK,C
(:fˆ :)
]
Observe that K has degree at least one in η and four overall and that, by part i of Remark
II.24 (twice)
N(K; 2α)0 ≤ N(Uˆ(ψ; ξ + ξ′ + η); 2α)0 ≤ N(Uˆ(ψ; ξ); 8α)0 < α8
Decompose
K(ψ; ξ, ξ′, η) = K ′(ψ; ξ, ξ′, η) +K ′′(ψ; ξ, ξ′, η)
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where K ′ has degree at most two in the variables ξ′, η and K ′′ has degree at least three in the
variables ξ′, η. By Corollary VII.5 and Corollary VII.17 there exists a Grassmann function
g(ψ) with
Nimpr(g) ≤ 25 Jα6 N
(
fˆ ; 2α
)
N(K; 2α)
[
1
1− 6αN(K;2α)
+
4
α2
N(K;2α)
1− 2
α2
N(K;2α)
]
≤ 25 Jα6 N
(
fˆ ; 2α
)
N(K; 2α)
1+ 2αN(K;2α)
1− 6αN(K;2α)
≤ 25 Jα6 N
(
fˆ ; 2α
)
N(K; 2α) 1
1− 6αN(K;2α)
1
1− 2αN(K;2α)
≤ 25 J
α6
N
(
fˆ ; 2α
)
N(K; 2α) 1
1− 8αN(K;2α)
≤ 25 J
α6
N
(
fˆ ; 2α
) N(Uˆ ;8α)
1− 8αN(Uˆ ;8α)
and
Pf ′ = P
[
fˆ(ψ, 0) +
∞∑
ℓ=1
RC
(
Tℓ(K)
)
(:fˆ :) + 1
2
∑
ℓ,ℓ′
RC
(
Tℓ(K), Tℓ′(K)
)
(:fˆ :)
]
+ g
We have used that P :fˆ(ψ, ξ): = P fˆ(ψ, 0) and Tℓ(K
′) = Tℓ(K). Since fˆ and K have degree
at least four overall,
P RC
(
Tℓ(K)
)
(:fˆ :) = Tℓ(K) ◦ T1(fˆ)
(where the ◦ composition was defined in Definition VI.5.ii) and by Remark VI.9
P
[
RC
(
Tℓ(K), Tℓ′(K)
)
(:fˆ :)
]
= Tℓ(K) ◦ Rung(fˆ) ◦ Tℓ′(K)
Furthermore, by part (ii) of Remark VII.15, Tℓ(K) = Tℓ(Uˆ). Thus
Pf ′ = P fˆ(ψ, 0) +
∞∑
ℓ=1
Tℓ(Uˆ) ◦ T1(fˆ) + 12
∑
ℓ,ℓ′≥1
Tℓ(Uˆ) ◦ Rung(fˆ) ◦ Tℓ′(Uˆ) + g
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VIII. The Enlarged Algebra
The estimate of Theorem IV.1 on W ′(ψ), defined by
:W ′(ψ):ψ,D = ΩC(:W :ψ,C+D)
was proven in the following way. We applied the results of Theorem II.28, combined with the
estimates on Wick ordering (Corollary II.32) to get estimates on
W ′′(ψ) = ΩC(:W :ψ,C+D) = ΩC(
.
. :W :ψ,D
.
.ψ,C)
in terms of the norm of W . Then we used Corollary II.32 again to estimate the norm of W ′
in terms of the norm ofW ′′. The transition fromW ′′ toW ′ = :W ′′:ψ,−D creates new two and
four legged vertices, whose improved norm cannot be estimated by the technique of Section
VI. This transition also creates new ladder diagrams.
The same difficulty would occur if we tried to reduce the general case of Theorem
VI.10 to the special case D = 0 by Wick ordering SU,C(f) at the end of the construction.
Therefore we monitor the Wick ordering with respect to D throughout the construction. To
do this we introduce fields ζ, ζ ′, ϕ for these Wick contractions and use an analogue of the
operator RK,C of Definition III.4.
Definition VIII.1
(i) Let K¯1(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η), · · · , K¯ℓ(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) be even Grassmann functions with
K¯i(ψ; ζ, ζ
′, ϕ; ξ, ξ′, 0) = 0. For a Grassmann function g(ψ; ζ; ξ) we define
Q(K¯1, · · · , K¯ℓ)(g)(ψ; ζ; ξ) = ..
∫∫
.
.
( ℓ∏
i=1
.
.K¯i(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η) .. ζ′,D
ξ′,C
)
.
. ϕ,D
η,C
:g(ψ; ζ + ϕ; η):ϕ,D dµD(ζ
′, ϕ) dµC(ξ
′, η)
.
. ξ,C
The structure of Q is illustrated in the figure
η
g
K¯1
K¯2
K¯ℓ
ξ
ζ
ψ
ζ ′ξ′
ξ
ζ
ψ
ϕ
η
ξ
ζ
ψ
ϕ
η
ψ
ζ
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(ii) For a Grassmann function K¯(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) with K¯(ψ; ζ, ζ ′, ϕ; ξ, ξ′, 0) = 0 we define
the operator QK¯ by
QK¯(g) =
∞∑
ℓ=1
1
ℓ! Q(K¯, · · · , K¯)(g)
In this definition, the fields ξ, ξ′, η involving the covariance C are treated in the
same way as in Section III. The fields ϕ are analogous to the fields η and describe Wick
contractions between g and the Ki. The fields ζ
′ are analogous to the fields ξ′ and describe
Wick contractions among Ki. Similar to the ξ fields, the fields ζ are not integrated out
and are later used for Wick contractions in further applications of QK¯ . In contrast to the
ξ–fields, however, also Wick contractions between fields of g and kernels appearing in future
applications of QK¯ have to be allowed. This is the reason for the field ζ that appears in the
term g(ψ; ζ + ϕ; η):ϕ,D in Definition VIII.1.i.
The Definition VIII.1.i of Q was chosen so that
:Q(K¯1, · · · , K¯ℓ)(g):ζ,D = R(:K1:ζ,D, · · · , :Kℓ:ζ,D)(:g:ζ,D)
when K¯i(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η) = Ki(ψ; ζ + ζ
′ + ϕ; ξ, ξ′, η). This formula is proven in Lemma
VIII.12.i.(1) Consequently
:QnK¯(h):ζ,D = Rn:K:ζ,D (:h:ζ,D)
for n = 0, 1, 2, · · ·. From this one can deduce, as in Proposition VIII.9, that
SU,C(:f :ψ,D) = ..
∫ ∞∑
n=0
QnK¯(h)(ψ; 0; ξ) dµC(ξ)
.
.ψ,D
where, given an even Grassmann function Uˆ(ψ; ξ) and a Grassmann function f(ψ; ξ),
U(ψ; ξ) = .. Uˆ(ψ; ξ)
.
. ξ,C
ψ,D
h(ψ; ζ; ξ) = f(ψ + ζ; ξ)
K¯(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) = Uˆ(ψ + ζ + ζ ′ + ϕ; ξ + ξ′ + η)− Uˆ(ψ + ζ + ζ ′ + ϕ; ξ + ξ′)
However, this formula would not be good enough to get an estimate on SU,C(:f :C+D). At
each application of QK¯ , the passage from g(ψ; ζ; ξ) to g(ψ; ζ + ϕ; η), that is the separation
between the D- fields that are to be Wick contracted at the present step and those that are
to be Wick contracted at a future step, leads to a deterioration in the norm:
N
(
g(ψ; ζ + ϕ; η);α
) ≤ N(g(ψ; ζ; ξ); 2α)
(1) To see this, choose f = :g:ζ,D.
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by Remark II.24. In iterated applications of QK¯ this deterioration in the norm would build
up excessively. For this reason, we avoid Wick contractions at most steps of the construction
and perform them only before and during steps in which overlapping loops are exploited.
For bookkeeping of the partially Wick ordered fields in intermediate steps we introduce an
enlarged algebra.
VIII.1 Definition of the enlarged algebra
Definition VIII.2
(i) A ZZ2–graded vector space is a complex vector space E, together with a decomposition
E = E+⊕E−. The elements of E+ are called even, the elements of E− odd. A graded vector
space is a complex vector space E, together with a decomposition E =
⊕∞
m=0 Em. Every
graded vector space is considered as a ZZ2–graded vector space with
E+ =
⊕
r even
Em E− =
⊕
r odd
Em
(ii) If E is a (ZZ2–) graded vector space, the tensor algebra T (E) has a natural (ZZ2–) grading.
The symmetric superalgebra over E is denoted S(E) and is defined as the quotient of T (E)
by the two sided ideal I(E) generated by
a⊗ b− b⊗ a with a ∈ E+ or b ∈ E+
a⊗ b+ b⊗ a with a, b ∈ E−
It is a superalgebra, and it is a graded superalgebra if E is a graded vector space (see [BS]).
Example VIII.3 Let E be a complex vector space. Setting E+ = {0}, E− = E, we give E
the structure of a ZZ2–graded vector space in which all elements are odd. Then the symmetric
superalgebra over E is the Grassmann algebra
∧
E over E. Setting E+ = E, E− = {0},
S(E) is the classical symmetric algebra S(E) over E.
Remark VIII.4 There is a natural isomorphism ι between S(E) and the algebra S(E+)⊗∧
E−, constructed in the following way:
Observe that
T (E) ∼=
⊕
m1,n1,···,mr,nr≥0
n1,m2,···,nr−1,mr≥1
E⊗m1+ ⊗ E⊗n1− ⊗ · · · ⊗E⊗mr+ ⊗ E⊗nr−
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Define the algebra homomorphism ι′ : T (E)→ S(E+)⊗
∧
E− by
ι′
(
v+1 ⊗ v−1 ⊗ · · · ⊗ v+r ⊗ v−r
)
=
(
v+1 · . . . · v+r
)⊗ (v−1 · . . . · v−r )
for v+i ∈ E⊗mi+ , v−i ∈ E⊗mi− . Clearly I(E) lies in the kernel of ι′, so ι′ induces an algebra
homomorphism ι : S(E)→ S(E+)⊗
∧
E−. One can check that ι is an isomorphism.
As S(E) and ∧E are subalgebras of the tensor algebra T (E), S(E) can also be viewed as a
subalgebra of T (E)⊗ T (E) ∼= T (E).
Definition VIII.5
(i) Let E be a complex vector space. The symmetric superalgebra S(
∧
E) over
∧
E (con-
sidered as a graded vector space) is called the enlarged algebra
//∖
E over E. It is a graded
superalgebra.
(ii) Multiplication
f1 ⊗ · · · ⊗ fr 7−→ f1 · · · fr
defines an algebra homomorphism from the tensor algebra T (
∧
E) to
∧
E. The ideal I(
∧
E)
of part (ii) of Definition VIII.2 lies in the kernel of this homomorphism. Therefore it induces
an algebra homomorphism
Ev :
//∖
E −→
∧
E
called the evaluation map. It is graded, that is
Ev(x) ∈
∧m
E when x ∈ ( //∖E)
m
(ii) If A is a superalgebra, we define the enlarged algebra over E with coefficients in A as the
tensor product //∖
A
E = A⊗ //∖E
in the sense of Definition II.1.iv. The evaluation map extends by A-linearity to an algebra
homomorphism
Ev :
//∖
A
E −→
∧
A
E
Remark VIII.6
(i)
∧
E is identified with the subspace (
//∖
V )1 of
//∖
V .
(ii) Ev
(
x · y) = Ev(x · Ev(y)) = Ev(Ev(x) · y) for all x, y ∈ //∖V .
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(iii) By Remark VIII.4, there is a natural inclusion of
//∖
E = S
(∧
E
)
as a graded subalgebra
of T
(∧
E
) ⊂ T (T (E)) ∼= T (E).
VIII.2 Norm estimates for the enlarged algebra
As in subsection III.3, let A′ =
∧
A V
′ be the Grassmann algebra in the variables ψi
with coefficients in A. Furthermore let E be a copy of V with generators ζi corresponding to
the fields ψi. We will use the enlarged algebra
A = //∖A′ E
over E with coefficients in A′. Elements of A will be written as Grassmann functions f(ψ; ~ζ).
They are linear combinations of monomials of the form
ψi1 · · ·ψin (ζj(1)1 · · · ζj(1)p1 )⊗ (ζj(2)1 · · · ζj(2)p2 )⊗ · · · ⊗ (ζj(r)1 · · · ζj(r)pr )
The evaluation map Ev : A → ∧A′ E ∼= ∧A(V ⊕ E) maps such a monomial to
ψi1 · · ·ψin ζj(1)1 · · · ζj(1)p1 ζj(2)1 · · · ζj(r)pr . As in Remark VIII.6, the Grassmann algebra
∧
A′ E
of Grassmann functions g(ψ; ζ) is viewed as a subspace of A.
The evaluation map Ev : A → ∧A′ E ∼= ∧A(V ⊕ E) extends to a map
Ev :
∧
A
(V (1) ⊕ · · ·⊕ V (r)) −→
∧
A′
(E ⊕ V (1) ⊕ · · · ⊕ V (r)) ∼=
∧
A
(V ⊕E ⊕ V (1)⊕ · · · ⊕ V (r))
where V (j), j = 1, · · · , r are copies of V with generators ξ(j).
Definition VIII.7 By Remark VIII.6.iii, A can be viewed as a graded subalgebra of A′ ⊗
T (E) ∼= A′ ⊗ T (V ). Therefore the family ‖ · ‖′ of seminorms on the spaces A′m ⊗ V ⊗n,
introduced in subsection III.3, induces a family of symmetric seminorms on the spaces Am′⊗
V ⊗n
′
, which we again denote by ‖ · ‖′. This Definition extends the Definition of ‖ · ‖′ given
in subsection III.3. Also, c is a contraction bound and b an integral bound for the covariance
C with respect to these norms.
Lemma VIII.8 Let f ∈ ∧A(V1 ⊕ · · · ⊕ Vr). Then
N ′
(
Ev(f);α
) ≤ N ′(f ;α)
Proof: Ev(f) is obtained from f by antisymmetrization.
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VIII.3 Schwinger Functionals over the Extended Algebra
Recall that for any even U(ψ; ξ) ∈ ∧A′ V , the Schwinger functional with respect to
U and C is the map from
∧
A′ V to A
′ given by
SU,C(f)(ψ) = 1Z
∫
eU(ψ;ξ)f(ψ; ξ) dµC(ξ) Z =
∫
eU(ψ;ξ) dµC(ξ)
Also recall that for an even Grassmann function K(ψ, ~ζ; ξ, ξ′, η) in the variables ξ, ξ′, η over
the extended algebra A and any Grassmann function f(ψ; ~ζ; ξ) ∈ ∧A V
RK,C(f) = ..
∫ ∫
.
.e
:K(ψ,~ζ;ξ,ξ′,η):ξ′,C − 1 .. η,C f(ψ; ~ζ; η) dµC(ξ′) dµC(η)
.
. ξ,C
Proposition VIII.9 Let
U(ψ; ξ) = .. Uˆ(ψ; ξ)
.
. ψ,D
ξ,C
be even and set
K(ψ, ζ; ξ, ξ′, η) = :Uˆ(ψ + ζ; ξ + ξ′ + η):ζ,D − :Uˆ(ψ + ζ; ξ + ξ′):ζ,D
Let f(ψ; ξ) ∈ ∧A′ V and set f˜(ψ; ζ; ξ) = :f(ψ + ζ; ξ):ζ,D ∈ ∧A V . Then
SU,C
(
:f :ψ,D
)
(ψ) =
.
.
∫ ∫
Ev
(
1
1l−RK,C
(
f˜
))
dµC(ξ) dµD(ζ)
.
.ψ,D
Observe that 11l−RK,C (f˜) ∈
∧
A V , so that
∫
1
1l−RK,C
(f˜) dµC(ξ) ∈ A.
For the proof of this Proposition we use
Lemma VIII.10 Let f(ψ; ξ) be a Grassmann function and set
f˜(ψ; ζ; ξ) = :f(ψ + ζ; ξ):ζ,D
Furthermore, let n ≥ 1.
(i) Let ℓ1, · · · , ℓn ≥ 1 and let
Kˆji(ψ; ξ, ξ
′, η), j = 1, · · ·n, i = 1, · · · , ℓj
be even Grassmann functions with coefficients in A. Let
Kji(ψ; ζ; ξ, ξ
′, η) = :Kˆji(ψ + ζ; ξ, ξ
′, η):ζ,D
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considered as Grassmann functions in the variables ξ, ξ′, η with coefficients in the enlarged
algebra A. Then
( n∏
j=1
RC
(
:Kˆj1:ψ,D, · · · , :Kˆjℓj :ψ,D
))(
:f :ψ,D
)
=
.
.
∫
Ev
( n∏
j=1
RC
(
Kj1, · · · , Kjℓj
)
(f˜)
)
dµD(ζ)
.
.ψ,D
On the left hand side of the equation above, the operator RC (defined in (III.2) ) is considered
over the algebra A′, while on the right hand side it is considered over the extended algebra A.
(ii) Let Kˆ(ψ; ξ, ξ′, η) be an even Grassmann function and
K(ψ; ζ; ξ, ξ′, η) = :Kˆ(ψ + ζ; ξ, ξ′, η):ζ,D
Then
Rn
:Kˆ:ψ,D,C
(
:f :ψ,D
)
=
.
.
∫
Ev RnK,C(f˜) dµD(ζ) ..ψ,D
Proof: (i) Let
h(ψ; ξ) = :g(ψ; ξ):ψ,D =
( n∏
j=1
RC
(
:Kˆj1:ψ,D, · · · , :Kˆjℓj :ψ,D
))(
:f :ψ,D
)
By part (ii) of Proposition A.2, in the Grassmann algebra over A with variables ψ, ζ, ξ, ξ′, η
h(ψ + ζ; ξ) = :g(ψ + ζ; ξ):ζ,D =
( n∏
j=1
RC
(
Kj1, · · · , Kjℓj
))(
:f˜ :ζ,D
)
Hence, by the construction of A and Ev,
h(ψ + ζ; ξ) = :g(ψ + ζ; ξ):ζ,D = Ev
[( n∏
j=1
RC
(
Kj1, · · · , Kjℓj
))(
:f˜ :ζ,D
)]
Therefore
g(ψ; ξ) =
∫
:g(ψ + ζ; ξ):ζ,D dµD(ζ)
=
∫
Ev
( n∏
j=1
RC
(
Kj1, · · · , Kjℓj
)
(f˜)
)
dµD(ζ)
(ii) follows from part (i) and Remark III.6.
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Proof of Proposition VIII.9: Set
:Kˆ(ψ; ξ, ξ′, η):ψ,D = :Uˆ(ψ; ξ + ξ
′ + η):ψ,D − :Uˆ(ψ; ξ + ξ′):ψ,D
By Proposition III.5, with Uˆ(ξ) replaced by :Uˆ(ψ; ξ):ψ,D and K(ξ, ξ
′, η) replaced by
:Kˆ(ψ; ξ, ξ′, η):ψ,D, and part ii of Lemma VIII.10
RnU,C
(
:f :ψ,D
)
= Rn
:Kˆ:ψ,D,C
(
:f :ψ,D
)
=
.
.
∫
Ev
(RnK,C)(f˜) dµD(ζ) ..ψ,D
By Theorem III.2
SU,C
(
:f :ψ,D
)
(ψ) =
∫ ∑
n≥0
RnU,C
(
:f :ψ,D
)
dµC(ξ)
=
.
.
∫
Ev
(∫ ∑
n≥0
RnK,C(f˜) dµC(ξ)
)
dµD(ζ)
.
.ψ,D
=
.
.
∫
Ev
(∫
1
1l−RK,C
(
f˜
)
dµC(ξ)
)
dµD(ζ)
.
.ψ,D
We use the extended algebra to give
VIII.4 A second proof of Theorem IV.1
Proposition VIII.11 Let Uˆ(ψ; ξ), fˆ(ψ; ξ) ∈ ∧A′ V with Uˆ even. Set
U(ψ; ξ) = .. Uˆ(ψ; ξ)
.
. ψ,D
ξ,C
f(ψ; ξ) = .. fˆ(ψ; ξ)
.
. ψ,D
ξ,C
Assume that c is a contraction bound for the covariance C and b is an integral bound for C
and for D and that N(Uˆ ; 8α)0 <
α2
4 . Then SU,C(f) exists. If
SU,C(f) = :f ′(ψ):ψ,D
then
N
(
f ′(ψ)− fˆ(ψ; 0);α) ≤ 2α2 N(fˆ ; 4α) N(Uˆ ;8α)1− 4
α2
N(Uˆ ;8α)
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Proof: As above, set
K(ψ; ζ; ξ, ξ′, η) = :Uˆ(ψ + ζ; ξ + ξ′ + η):ζ,D − :Uˆ(ψ + ζ; ξ + ξ′):ζ,D
f˜(ψ; ζ; ξ) = :fˆ(ψ + ζ; ξ):ζ,D
By Remark II.24 and Corollary II.32
N(K) ≤ N(Uˆ ; 8α)
N(f˜) ≤ N(fˆ ; 4α)
By Corollary III.9, applied with A replaced by A
1
1l−RK,C
(:f˜ :ξ,C)− :f˜ :ξ,C = :g(ψ, ~ζ; ξ):ξ,C
with
N ′(g) ≤ 2α2 N ′(f˜) N
′(K)
1− 4
α2
N ′(K)
= 2α2 N(f˜)
N(K)
1− 4
α2
N(K)
≤ 2α2 N(fˆ ; 4α) N(Uˆ ;8α)1− 4
α2
N(Uˆ ;8α)
Consequently, by Lemma II.31,
N ′
[ ∫ ( 1
1l−RK,C (:f˜ :ξ,C)− :f˜ :ξ,C
)
dµC(ξ)
]
= N ′
(∫
:g(ψ; ~ζ; ξ):ξ,C dµC(ξ)
)
≤ N ′(g(ψ; ~ζ; ξ))
≤ 2
α2
N(fˆ ; 4α) N(Uˆ ;8α)
1− 4
α2
N(Uˆ ;8α)
Observe that ∫
:f˜ :ξ,C dµC(ξ) = f˜(ψ; ζ; 0) = :fˆ(ψ + ζ; 0):ζ,D
Hence, by Proposition VIII.9, with f(ψ; ξ) replaced by :fˆ(ψ; ξ):ξ,C , Lemma II.31 and Lemma
VIII.8
N
(
f ′ − fˆ(ψ, 0)) = N ′(f ′ − fˆ(ψ, 0))
= N ′
[ ∫
Ev
(∫
1
1l−RK,C
(:f˜ :ξ,C) dµC(ξ)− :fˆ(ψ + ζ, 0):ζ,D
)
dµD(ζ)
]
≤ N ′
[
Ev
(∫
1
1l−RK,C
(:f˜ :ξ,C) dµC(ξ)− :fˆ(ψ + ζ, 0):ζ,D
)]
≤ N ′
[ ∫ (
1
1l−RK,C
(:f˜ :ξ,C)− :f˜ :ξ,C
)
dµC(ξ)
]
≤ 2
α2
N(fˆ ; 4α) N(Uˆ ;8α)
1− 4
α2
N(Uˆ ;8α)
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Proof of Theorem IV.1, again: By Remark III.1.i, with W replaced by :W :C+D
:W ′(ψ)−W (ψ):ψ,D = ΩC(:W :C+D)(ψ)− :W (ψ):ψ,D
=
∫ 1
0
(StU,C(U)− :W (ψ):ψ,D) dt modA0
where
U(ψ; ξ) = ..W (ψ + ξ)
.
. ξ,C
ψ,D
Define f ′t and fˆ by
fˆ(ψ; ξ) =W (ψ + ξ)
:f ′t(ψ):ψ,D = StU,C(U)
Then
W ′(ψ)−W (ψ) =
∫ 1
0
(
f ′t(ψ)− fˆ(ψ, 0)
)
dt modA0
By Proposition VIII.11, with Uˆt(ψ; ξ) = tW (ψ + ξ),
N(W ′ −W ;α) ≤ max
0≤t≤1
N(f ′t(ψ)− fˆ(ψ, 0);α)
≤ 2α2 max0≤t≤1 N(fˆ ; 4α)
N(Uˆt;8α)
1− 4
α2
N(Uˆt;8α)
≤ 2α2 N(W ;16α)
2
1− 4
α2
N(W ;16α)
for all W with N(W ; 16α)0 <
α2
4 . Replacing α by 2α gives
N(W ′ −W ; 2α) ≤ 12α2 N(W ;32α)
2
1− 1
α2
N(W ;32α)
for all W with N(W ; 32α)0 < α
2.
VIII.5 The Operator Q
Lemma VIII.12 Let f(ψ, ~ζ; ξ) be a Grassmann function over the extended algebra A and
set :f ′(ψ, ζ; ξ):ζ,D = Ev(f).
(i) Let Ki(ψ, ζ; ξ, ξ
′, η), i = 1, · · · , ℓ be Grassmann functions with Ki(ψ, ζ; ξ, ξ′, 0) = 0. Set
K¯i(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η) = Ki(ψ; ζ + ζ
′ + ϕ; ξ, ξ′, η)
Then
Ev RC(:K1:ζ,D, · · · , :Kℓ:ζ,D)(f) = ..Q(K¯1, · · · , K¯ℓ)(f ′) .. ζ,D
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(ii) Let K(ψ, ζ; ξ, ξ′, η) be a Grassmann functions with K(ψ, ζ; ξ, ξ′, 0) = 0. Set
K¯(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) = K(ψ; ζ + ζ ′ + ϕ; ξ, ξ′, η)
Then, when R:K:ζ,D,C is considered as an operator over A,
Ev
(
R:K:ζ,D,C(f)
)
= ..QK¯(f ′) .. ζ,D
Proof: Applying Remark VIII.6 and Corollary A.3 to the variable ζ we see that
Ev
(
:K1(ψ, ζ; ξ, ξ
′, η):ζ,D · · · · · :Kℓ(ψ, ζ; ξ, ξ′, η):ζ,D · f(ψ, ~ζ; η)
)
= Ev
(
:K1:ζ,D · · · · · :Kℓ:ζ,D · Evf(ψ, ~ζ; η)
)
= Ev
(
:K1:ζ,D · · · · · :Kℓ:ζ,D · :f ′:ζ,D
)
=
.
.
∫
.
.
( ℓ∏
i=1
:Ki(ψ, ζ + ζ
′ + ϕ; ξ, ξ′, η):ζ′,D
)
.
.ϕ,D :f
′(ψ, ζ + ϕ; η):ϕ,D dµD(ζ
′, ϕ)
.
.ζ,D
Applying each of the following operations to both sides of this equation
• Wick order each :Ki:ζ,D with respect to C in the ξ′ variable.
• Wick order the product ∏i ..Ki .. ξ′,C
ζ,D
with respect to C in the η variable.
• Integrate using ∫ · dµC(ξ′, η).
• Wick order the result with respect to C in the ξ variable.
yields EvRC(:K1:ζ,D, · · · , :Kℓ:ζ,D)(f) on the left and ..Q(K¯1, · · · , K¯ℓ)(f ′) .. ζ,D on the right.
(ii) follows from part (i), the definition of QK¯ and Remark III.6.
As in subsection VII.1, we define for Grassmann functions K¯2(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η),· · ·,
K¯ℓ(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η) and f(ψ, ζ; ξ) the Grassmann function Q˜(K¯2, · · · , K¯ℓ) by
Q˜(K¯2, · · · , K¯ℓ)(f)(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η)
=
∫∫
.
.
( ℓ∏
i=2
.
.K¯i(ψ; ζ, ζ
′ + ζ ′′, ϕ′; ξ, ξ′ + ξ′′, η′) .. ζ′′,D
ξ′′,C
) .
. ϕ′,D
η′,C
:f(ψ, ζ + ϕ+ ϕ′; η + η′):ϕ′,D dµD(ζ
′′, ϕ′) dµC(ξ
′′, η′)
We have, as in Proposition VII.1
Proposition VIII.13 Let K¯1(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η), · · · , K¯ℓ(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) be Grassmann
functions with K¯i(ψ; ζ, ζ
′, ϕ; ξ, ξ′, 0) = 0. Then for any Grassmann function f(ψ, ζ, ξ)
Q(K¯1, · · · , K¯ℓ)(f)(ψ, ζ; ξ)
=
.
.
∫∫
.
.K¯1(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η) .. ζ′,ϕ;D
ξ′,η;C
.
. Q˜(K¯2, · · · , K¯ℓ)(f)(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) .. ζ′,ϕ;D
ξ′,η;C
dµD(ζ
′, ϕ) dµC(ξ
′, η)
.
. ξ,C
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Lemma VIII.14 Let K¯i(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η), i = 1, · · · , ℓ be Grassmann functions such that
K¯i(ψ; ζ, ζ
′, ϕ; ξ, ξ′, 0) = 0. Furthermore let f(ψ, ζ, ξ) be any Grassmann function. Set
:f1(ψ, ζ, ξ):ξ,C =
1
ℓ! Q(K¯1, · · · , K¯ℓ)(:f :ξ,C)(ψ, ζ, ξ)
Then
N(f1;α) ≤ 1αℓ N(f ; 2α)
ℓ∏
i=1
N(K¯i;α)
N(f1(ψ, 0, ξ);α) ≤ 1αℓ N(f ;α)
ℓ∏
i=1
N(K¯i;α)
N
(
1
(ℓ−1)! Q˜(K¯2, · · · , K¯ℓ)(:f :ξ,C);α) ≤ 1αℓ−1 N(f ; 4α)
ℓ∏
i=2
N(K¯i; 2α)
Nimpr
(
1
(ℓ−1)! Q˜(K¯2, · · · , K¯ℓ)(:f :ξ,C);α) ≤ 1αℓ−1 Nimpr(f ; 4α)
ℓ∏
i=2
Nimpr(K¯i; 2α)
Proof: Set f˜(ψ; ζ, ϕ′, ξ) = f(ψ; ζ + ϕ′, ξ) and
:f˜1(ψ; ζ, ζ
′, ϕ, ϕ′; ξ):ξ,C =
1
ℓ!
.
.RC(:K¯1:ζ′,D, · · · , :K¯ℓ:ζ′,D)
(
:f˜ :ξ,C
)
.
.ϕ,ϕ′;D
:f˜2(ψ; ζ, ζ
′, ϕ, ϕ′; ξ):ξ,C =
1
ℓ! RC(K¯1, · · · , K¯ℓ)
(
:f˜ :ξ,C
)
where RC is considered as an operator over the Grassmann algebra with coefficients in A,
generated by ψi, ζi, ζ
′
i, ϕi, ϕ
′
i. Then f1(ψ, ζ, ξ) =
∫
f˜1(ψ; ζ, ζ
′, ϕ, ϕ; ξ) dµD(ζ
′, ϕ) , and con-
sequently by Lemma II.31 (twice, with C replaced by D), Proposition III.7 and Remark
II.24
N(f1) ≤ N(f˜2) ≤ 1αℓN(f˜)
ℓ∏
i=1
N(K¯i) ≤ 1αℓ N(f ; 2α)
ℓ∏
i=1
N(K¯i;α)
When ζ is set to zero,
:f˜2(ψ; 0, ζ
′, ϕ, ϕ′; ξ):ξ,C =
1
ℓ!
RC(K¯1, · · · , K¯ℓ)
(
:f˜ :ξ,C
)∣∣∣
ζ=0
= 1
ℓ!
RC(K¯1, · · · , K¯ℓ)
(
:f :ξ,C
)∣∣∣
ζ=0
so
N
(
f1(ψ, 0, ξ)
) ≤ N(f˜2(ψ, 0, ξ)) ≤ 1αℓN(f) ℓ∏
i=1
N(K¯i)
The proofs of the other inequalities are similar.
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IX. Overlapping Loops created by the second Covariance
In this Section we prove Theorem VI.10 in the general case. We assume that A is
a superalgebra in which all elements have degree zero and that ‖ · ‖ and ‖ · ‖impr are two
systems of symmetric seminorms on the spaces A ⊗ V ⊗n such that the covariances (C,D)
have improved integration constants c, b, J for these families of seminorms.
IX.1 Implementing Overlapping Loops
Proposition IX.1 Let K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) be an even Grassmann function such that
K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, 0) = 0. Decompose
K = K ′ +K ′′
where K ′ has degree at most two in the variables ζ ′, ξ′, ϕ, η and K ′′ has degree at least three
in these variables. Let f(ψ; ζ; ξ) be a Grassmann function, and set
:g:ξ,C = QK(:f :ξ,C) :g′:ξ,C = QK′(:f :ξ,C)
Then, if α ≥ 2 and N(K; 2α)0 < α
Nimpr(g − g′;α) ≤ 25 Jα6 N(f ; 4α) N(K;2α)1− 1αN(K;2α)
The proof is analogous to the proof of Proposition VII.4 and is given following
Lemma IX.2 Let K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) be an even Grassmann function that satisfies
K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, 0) = 0. Decompose
K = K ′ +K ′′
where K ′ has degree at most two in the variables ζ ′, ξ′, ϕ, η and K ′′ has degree at least three
in these variables. Let each of the functions K(1), · · · , K(ℓ) be either K ′ or K ′′, and assume
that at least one of them is equal to K ′′. Let f(ψ; ζ; ξ) be a Grassmann function, and set
1
ℓ!
Q(K(1), · · · , K(ℓ))(:f :)(ψ; ζ; ξ) = :f ′(ψ; ζ; ξ):ξ,C
where:f : is shorthand for :f(ψ; ζ; ξ):ξ,C . Then, if α ≥ 2
Nimpr(f
′;α) ≤ 25
ℓαℓ+5
J N(f ; 4α)N(K; 2α)ℓ
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Proof: We may assume that K(1) = K ′′. Set
g(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) = Q˜(K(2), · · · , K(ℓ))(:f :)
By Lemma VIII.14
1
(ℓ−1)!
N(g) ≤ 1
αℓ−1
N(f ; 4α)N(K; 2α)ℓ−1
By Proposition VIII.13
f ′(ψ; ζ; ξ) = 1
ℓ!
∫∫
.
.K
′′(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) .. ζ′,ϕ;D
ξ′,η;C
.
.g(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η) .. ζ′,ϕ;D
ξ′,η;C
dµD(ζ
′, ϕ) dµC(ξ
′, η)
Proposition VI.4 implies that
Nimpr(f
′) ≤ 27Jℓ!α6 N(K ′′)N(g)
≤ 25
ℓ αℓ+5
J N(f ; 4α)N(K; 2α)ℓ
Proof of Proposition IX.1: By Definition VIII.1ii
g =
∞∑
ℓ=1
gℓ g
′ =
∞∑
ℓ=1
g′ℓ
where
:gℓ: =
1
ℓ! Q(K, · · · , K)(:f :)
:g′ℓ: =
1
ℓ! Q(K
′, · · · , K ′)(:f :)
Since
Q(K, · · · , K)−Q(K ′, · · · , K ′)
= Q(K −K ′, K, · · · , K) +Q(K ′, K −K ′, K, · · · , K) + · · ·+Q(K ′, · · · , K −K ′)
= Q(K ′′, K, · · · , K) +Q(K ′, K ′′, K, · · · , K) + · · ·+Q(K ′, · · · , K ′′)
it follows from Lemma IX.2 that
Nimpr(gℓ − g′ℓ) ≤ 2
5
αℓ+5
J N(f ; 4α)N(K; 2α)ℓ
Therefore
Nimpr(g − g′) ≤
∞∑
ℓ=1
Nimpr(gℓ − g′ℓ) ≤ 2
5 J
α6 N(f ; 4α)
N(K;2α)
1− 1αN(K;2α)
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Proposition IX.3 Let K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) be an even Grassmann function of degree at most
two in the variables ζ ′, ξ′, ϕ, η and of degree at least one in η. Write
K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) =
∑
n0,n1,n2,n3
p1,p2,p3
Kn0( p1 p2 p3n1 n2 n3 )
(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η)
with Kn0( p1 p2 p3n1 n2 n3 )
∈ A[n0, p1, p2, p3, n1, n2, n3]. Let
K·,1 =
∑
n0,n1,p1
Kn0
( p1 0 0
n1 0 1
)
be the part of K that has degree precisely one in ζ ′, ξ′, ϕ, η.
Furthermore let T (ψ;ϕ; η) be a Grassmann function that has degree two in the variables ϕ, η
and degree at least one in the variable η. Write T = T11 + T02 where T11 has degree one in
ϕ and η, and T02 has degree two in η. Set
Tmix(ψ;ϕ
′, ϕ′′; η′, η′′) = T11(ψ;ϕ
′; η′′) + T11(ψ;ϕ
′′; η′)
+
[
T02(ψ; 0; η
′ + η′′)− T02(ψ; 0; η′)− T02(ψ; 0; η′′)
]
Furthermore set
K˜1(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η)
=
∫∫
:T (ψ;ϕ′; η′):η′,C
.
.K(ψ; ζ + ϕ
′, ζ ′, ϕ; ξ + η′, ξ′, η) .. ϕ′,D
η′,C
dµD(ϕ
′) dµC(η
′)
K˜2(ψ; ζ, ζ
′, ϕ; ξ, ξ′, η) =
∫
T11(ψ;ϕ; η
′) :K(ψ; ζ, ζ ′, ϕ; ξ + η′, ξ′, η):η′,C dµC(η
′)
ϕ
ζ ′
ζ
ψ
η
ξ′
ξ
K T
ϕ′, η
ψK˜1 = ϕ
ζ ′
ϕ
ζ
ψ
η
ξ′
ξ
K T11
η′
ψK˜2 =
and K˜ = K˜1 + K˜2,
Kˆ(ψ; ζ, ϕ; ξ, η) =
∫∫
Tmix(ψ;ϕ
′, ϕ′′; η′, η′′) ..K·,1(ψ; ζ + ϕ
′, ζ ′, ϕ; ξ + η′, ξ′, η) .. ϕ′,D
η′,C
.
.K·,1(ψ; ζ + ϕ
′′, ζ ′, ϕ; ξ + η′′, ξ′, η) .. ϕ′′,D
η′′,C
dµD(ζ
′, ϕ′, ϕ′′) dµC(ξ
′, η′, η′′)
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Kˆ =
ζ
ζ
ϕ′
ψ
ψ
ψ
η′′
η
η
ξ
ξ
K·,1
K·,1
T11 +
ζ
ζ
ϕ′′
ψ
ψ
ψ
η′η
η
ξ
ξ
K·,1
K·,1
T11
+
ζ
ζ
ψ
ψ
ψ
η′
η′′
η
η
ξ
ξ
K·,1
K·,1
T02
Finally let f(ψ; ζ; ξ) be a Grassmann function and set
f ′(ψ; ζ, ϕ; ξ) = Q˜(T )Q(K,K)(:f :ξ,C)(ψ; ζ, 0, ϕ; 0, 0, ξ)
:f˜(ψ; ζ, ϕ; ξ):ξ,C = 2Q(K˜,K)(:f :ξ,C)(ψ; ζ + ϕ; ξ)
:fˆ(ψ; ζ, ϕ; ξ):ξ,C = Q(Kˆ)(:f :ξ,C)(ψ; ζ + ϕ; ξ)
Then, if α ≥ 2,
Nimpr(f
′ − (f˜ + fˆ);α) ≤ 29 J
α10
N(f ; 4α)N(K; 4α)2 N(T ; 2α)
The proof is similar to the proof of Proposition VII.7 and is given following
Lemma IX.4 Let B(ψ;ϕ′, ϕ′′; η′, η′′) be a Grassmann function that has degree one in the
variables ϕ′, η′, degree one in the variables ϕ′′, η′′ and degree at least one in the variables η′, η′′.
Furthermore let H(ψ; ζ, ζ ′, γ; ξ, ξ′, η), K(ψ; ζ, ζ ′, γ; ξ, ξ′, η) be even Grassmann functions that
vanish for η = 0. Assume that H or K has degree at least two in the variables ζ ′, γ, ξ′, η. Let
f(ψ; ζ; ξ) be any Grassmann function and set
g(ψ; ζ, ϕ; ξ) =
∫∫
.
.
[ ∫∫
B(ψ;ϕ′, ϕ′′; η′, η′′) ..H(ψ; ζ + ϕ+ ϕ
′, ζ ′, γ; ξ + η′, ξ′, η) .. ζ′,ϕ′;D
η′,ξ′;C
.
.K(ψ; ζ+ϕ+ϕ
′′, ζ ′, γ; ξ+η′′, ξ′, η) .. ζ′,ϕ′′;D
ξ′,η′′;C
dµD(ϕ
′, ϕ′′, ζ ′) dµC(η
′, η′′, ξ′)
]
.
. γ,D
η,C
.
.f(ψ; ζ + ϕ+ γ; η)
.
. γ,D
η,C
dµD(γ) dµC(η)
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Then, if α ≥ 2
Nimpr(g;α) ≤ 25 Jα10 N(B;α)N(H; 4α)N(K; 4α)N(f ; 4α)
Proof: In the proof we suppress the variable ψ. We assume that K has degree at least two
in the variables ζ ′, γ, ξ′, η.
First we discuss the case that B has degree one in the variable η′. Set
h(ζ, ϕ, γ, ζ ′, ϕ′′;ξ, η, ξ′, η′′)
=
∫∫
B(ϕ′, ϕ′′; η′, η′′) ..H(ζ + ϕ+ ϕ
′, ζ ′, ζ ′′; ξ + η′, ξ′, ξ′′) .. ϕ′,ζ′′;D
η′,ξ′′;C
.
.f(ζ + ϕ+ γ + ζ
′′; η + ξ′′) .. ζ′′,D
ξ′′,C
dµD(ϕ
′, ζ ′′) dµC(η
′, ξ′′)
By Lemma A.5, twice∫∫
.
.H(···, γ···, η)K(···, γ···, η)
.
. γ,D
η,C
.
.f(···, γ; η)
.
. γ,D
η,C
dµC(η)dµD(γ)
=
∫∫
.
.H(···, ζ
′′
···, ξ′′) .. ζ′′,D
ξ′′,C
.
.K(···, γ···, η)
.
. γ,D
η,C
.
.f(···, γ + ζ
′′; η + ξ′′) .. γ,ζ′′;D
η,ξ′′;C
dµC(η, ξ
′′)dµD(γ, ζ
′′)
(IX.1)
so
g(ζ, ϕ; ξ) =
∫∫
.
.h(ζ, ϕ, γ, ζ
′, ϕ′′; ξ, η, ξ′, η′′) .. ζ′,γ;D
ξ′,η;C
.
.K(ζ + ϕ+ ϕ
′′, ζ ′, γ; ξ + η′′, ξ′, η) .. ϕ′′,ζ′,γ;D
η′′,ξ′,η;C
dµD(γ, ϕ
′′, ζ ′) dµC(η, η
′′, ξ′)
By iterated application of Lemma II.31 combined with Proposition II.33, first integrating∫ · dµC(η′)dµD(ϕ′) and then integrating ∫ · dµC(ξ′′)dµD(ζ ′′), and Remark II.24, several
times,
N(h) ≤ 1α4N(B)N(H(ζ+ϕ+ϕ′,ζ′,ζ′′;ξ+η′,ξ′,ξ′′);α)N(f(ζ+ϕ+γ+ζ′′;η+ξ′′);α)
≤ 1
α4
N(B)N(H(ζ + ϕ, ζ ′, ζ ′′; ξ, ξ′, ξ′′); 2α)N(f(ζ + γ; η); 2α)
≤ 1α4N(B)N(H; 4α)N(f ; 4α)
Since h, through B, has degree one in ϕ′′, η′′, only the part of K(ζ+ϕ+ϕ′′, ζ ′, γ; ξ+η′′, ξ′, η)
that has degree at least one in in ϕ′′, η′′ can contribute to g(ζ, ϕ; ξ). As K also has degree
at least two in the variables ζ ′, γ, ξ′, η and degree at least one in η, Proposition VI.4 implies
that
Nimpr(g) ≤ 27 Jα6 N(h)N(K; 4α)
≤ 25 Jα10 N(B)N(H; 4α)N(f ; 4α)N(K; 4α)
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Next we discuss the situation that B has degree zero in the variable η′. This implies
that B has degree one in ϕ′ and degree one in η′′. Set
h(ζ, ϕ, γ, ζ ′, ϕ′; ξ, ξ′, η, η′) =
∫∫
.
.H(ζ + ϕ+ ϕ
′, ζ ′, ζ ′′; ξ + η′, ξ′, ξ′′) .. ζ′′;D
ξ′′;C
.
.f(ζ + ϕ+ γ + ζ
′′; η + ξ′′) .. ζ′′;D
ξ′′;C
dµD(ζ
′′) dµC(ξ
′′)
k(ζ, ϕ, γ, ζ ′, ϕ′; ξ, ξ′, η, η′) =
∫∫
B(ϕ′, ϕ′′; η′, η′′) ..K(ζ + ϕ+ ϕ
′′, ζ ′, γ; ξ + η′′, ξ′, η) .. ϕ′′;D
η′′;C
dµD(ϕ
′′) dµC(η
′′)
Again by (IX.1)
g =
∫∫
.
.h(ζ, ϕ, γ, ζ
′, ϕ′; ξ, ξ′, η, η′) .. ϕ′,ζ′,γ;D
η′,ξ′,η;C
.
.k(ζ, ϕ, γ, ζ
′, ϕ′; ξ, ξ′, η, η′) .. ϕ′,ζ′,γ;D
η′,ξ′,η;C
dµD(ϕ
′, ζ ′, γ) dµC(η
′, ξ′, η)
By Lemma II.31, Proposition II.33 and Remark II.24
N(h) ≤ 1α2N(H; 4α)N(f ; 4α)
N(k) ≤ 1
α2
N(B;α)N(K; 4α)
Since k has degree at least one in η and degree at least three in ϕ′, ζ ′, γ, η′, ξ′, η we have
Nimpr(g) ≤ 27Jα6 N(h)N(k) ≤ 2
5 J
α10 N(H; 4α)N(f ; 4α)N(K; 4α)N(B)
Proof of Proposition IX.3: We again suppress ψ in the proof. By definition
f ′(ζ, ϕ; η) =
∫∫
:T (ϕ′, η′):η′,C :Q(K,K)(:f :ξ,C)(ζ + ϕ+ ϕ
′; η + η′):ϕ′,D dµD(ϕ
′) dµC(η
′)
so that, by Lemma A.7, recalling that T (ϕ′, η′) is of degree two in ϕ′, η′,
f ′(ζ, ϕ; ξ) =
∫∫
:T (ϕ′, η′):η′,C :Q(K,K)(:f :)(ζ + ϕ+ ϕ
′; ξ + η′):ϕ′,D dµD(ϕ
′) dµC(η
′)
=
∫∫
:T (ϕ′, η′):η′,C
.
.
[
.
.
(
.
.K(ζ + ϕ+ ϕ
′, ζ ′, γ; ξ + η′, ξ′, η) .. ζ′,D
ξ′,C
.
.K(ζ + ϕ+ ϕ
′, ζ ′, γ; ξ + η′, ξ′, η) .. ζ′,D
ξ′,C
)
.
. γ,D
η,C
.
.f(ζ + ϕ+ ϕ
′ + γ; η) .. γ,D
η,C
]
.
. ϕ′,D
η′,C
dµD(ζ
′, ϕ′, γ) dµC(ξ
′, η, η′)
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= 2
∫∫
:T (ϕ′, η′):η′,C
.
.
[
.
.
(
.
.K(ζ + ϕ+ ϕ
′, ζ ′, γ; ξ + η′, ξ′, η) .. ζ′,ϕ′;D
ξ′,η′;C
.
.K(ζ + ϕ, ζ
′, γ; ξ, ξ′, η) .. ζ′,D
ξ′,C
)
.
. γ,D
η,C
.
.f(ζ + ϕ+ ϕ
′ + γ; η) .. γ,D
η,C
]
.
.ϕ′,D dµD(ζ
′, ϕ′, γ) dµC(ξ
′, η, η′)
+
∫∫
.
.
[
Tmix(ϕ
′, ϕ′′; η′, η′′) ..K(ζ + ϕ+ ϕ
′, ζ ′, γ; ξ + η′, ξ′, η) .. ϕ′,ζ′;D
η′,ξ′;C
.
.K(ζ + ϕ+ ϕ
′′, ζ ′, γ; ξ + η′′, ξ′, η) .. ϕ′′,ζ′;D
η′′,ξ′;C
]
.
. γ,D
η,C
.
.f(ζ + ϕ+ γ; η)
.
. γ,D
η,C
dµD(ϕ
′, ϕ′′, ζ ′, γ) dµC(η
′, η′′, ξ′, η)
(IX.2)
The Tmix term in (IX.2) above differs from
∫∫
.
.Kˆ(ζ + ϕ, γ; ξ, η)
.
. γ,D
η,C
.
.f(ζ + ϕ+ γ; η)
.
. γ,D
η,C
dµD(γ) dµC(η) = fˆ(ζ, ϕ; ξ)
by
∫∫
.
.
[
Tmix(ϕ
′, ϕ′′; η′, η′′) ..H(ζ + ϕ+ ϕ
′, ζ ′, γ; ξ + η′, ξ′, η) .. ϕ′,ζ′;D
η′,ξ′;C
.
.H(ζ + ϕ+ ϕ
′′, ζ ′, γ; ξ + η′′, ξ′, η) .. ϕ′′,ζ′;D
η′′,ξ′;C
]
.
. γ,D
η,C
.
.f(ζ + ϕ+ γ; η)
.
. γ,D
η,C
dµD(ϕ
′, ϕ′′, ζ ′, γ) dµC(η
′, η′′, ξ′, η)
+ 2
∫∫
.
.
[
Tmix(ϕ
′, ϕ′′; η′, η′′) ..H(ζ + ϕ+ ϕ
′, ζ ′, γ; ξ + η′, ξ′, η) .. ϕ′,ζ′;D
η′,ξ′;C
.
.K·,1(ζ + ϕ+ ϕ
′′, ζ ′, γ; ξ + η′′, ξ′, η) .. ϕ′′,ζ′;D
η′′,ξ′;C
]
.
. γ,D
η,C
.
.f(ζ + ϕ+ γ; η)
.
. γ,D
η,C
dµD(ϕ
′, ϕ′′, ζ ′, γ) dµC(η
′, η′′, ξ′, η)
where K = K·,1 +H. By Lemma IX.4, the improved norm of this difference is bounded by
3 2
5 J
α10 N(Tmix;α)N(H; 4α)N(K; 4α)N(f ; 4α)
≤ 29 Jα10 N(T ; 2α)N(K; 4α)2N(f ; 4α)
We apply Lemma A.5 to the variable ϕ′ in the 2 :T (ϕ′, η′):η′,C term of (IX.2). We get
2
∫∫
:T (ϕ′ + ϕ′′; η′):η′,C
.
.
(
.
.K(ζ + ϕ+ ϕ
′, ζ ′, γ; ξ + η′, ξ′, η) .. ζ′,ϕ′;D
ξ′,η′;C
.
.K(ζ + ϕ, ζ
′, γ; ξ, ξ′, η) .. ζ′,D
ξ′,C
)
.
. γ,D
η,C
.
.f(ζ + ϕ+ ϕ
′′ + γ; η) .. ϕ′′,γ;D
η,C
dµD(ζ
′, ϕ′, ϕ′′, γ) dµC(ξ
′, η, η′)
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As T has degree at most one in ϕ′ + ϕ′′, this is equal to
2
∫∫
.
.
(
:T (ϕ′; η′):η′,C
.
.K(ζ + ϕ+ ϕ
′, ζ ′, γ; ξ + η′, ξ′, η) .. ζ′,ϕ′;D
ξ′,η′;C
.
.K(ζ + ϕ, ζ
′, γ; ξ, ξ′, η) .. ζ′,D
ξ′,C
)
.
. γ,D
η,C
.
.f(ζ + ϕ+ γ; η)
.
. γ,D
η,C
dµD(ζ
′, ϕ′, γ) dµC(ξ
′, η, η′)
+ 2
∫∫
:T11(ϕ
′′; η′):η′,C
.
.
(
.
.K(ζ + ϕ, ζ
′, γ; ξ + η′, ξ′, η) .. ζ′,D
ξ′,η′;C
.
.K(ζ + ϕ, ζ
′, γ; ξ, ξ′, η) .. ζ′,D
ξ′,C
)
.
. γ,D
η,C
.
.f(ζ + ϕ+ ϕ
′′ + γ; η) .. ϕ′′,γ;D
η,C
dµD(ζ
′, ϕ′′, γ) dµC(ξ
′, η, η′)
Applying Lemma A.5, with ξ replaced by γ and ξ′ replaced by ϕ′′, to the second term, this
is equal to
2
∫∫
.
.
(
:T (ϕ′; η′):η′,C
.
.K(ζ + ϕ+ ϕ
′, ζ ′, γ; ξ + η′, ξ′, η) .. ζ′,ϕ′;D
ξ′,η′;C
.
.K(ζ + ϕ, ζ
′, γ; ξ, ξ′, η) .. ζ′,D
ξ′,C
)
.
. γ,D
η,C
.
.f(ζ + ϕ+ γ; η)
.
. γ,D
η,C
dµD(ζ
′, ϕ′, γ) dµC(ξ
′, η, η′)
+ 2
∫∫
.
.
(
T11(γ; η
′) ..K(ζ + ϕ, ζ
′, γ; ξ + η′, ξ′, η) .. ζ′,D
ξ′,η′;C
.
.K(ζ + ϕ, ζ
′, γ; ξ, ξ′, η) .. ζ′,D
ξ′,C
)
.
. γ,D
η,C
.
.f(ζ + ϕ+ γ; η)
.
. γ;D
η,C
dµD(ζ
′, γ) dµC(ξ
′, η, η′)
= 2
∫∫
.
.
(
.
.K˜1(ζ + ϕ, ζ
′, γ; ξ, ξ′, η) .. ζ′,D
ξ′,C
.
.K(ζ + ϕ, ζ
′, γ; ξ, ξ′, η) .. ζ′,D
ξ′,C
)
.
. γ,D
η,C
.
.f(ζ + ϕ+ γ; η)
.
. γ,D
η,C
dµD(ζ
′, γ) dµC(ξ
′, η)
+ 2
∫∫
.
.
(
.
.K˜2(ζ + ϕ, ζ
′, γ; ξ, ξ′, η) .. ζ′,D
ξ′,C
.
.K(ζ + ϕ, ζ
′, γ; ξ, ξ′, η) .. ζ′,D
ξ′,C
)
.
. γ,D
η,C
.
.f(ζ + ϕ+ γ; η)
.
. γ,D
η,C
dµD(ζ
′, γ) dµC(ξ
′, η)
So the 2 :T (ϕ′, η′):η′,C term of (IX.2) equals
f˜1(ζ, ϕ; ξ) + f˜2(ζ, ϕ; ξ)
where
:f˜1(ζ, ϕ; ξ):ξ,C = 2Q(K˜1, K)(:f :)(ζ + ϕ; ξ)
:f˜2(ζ, ϕ; ξ):ξ,C = 2Q(K˜2, K)(:f :)(ζ + ϕ; ξ)
As f˜ = f˜1 + f˜2, the Proposition follows.
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IX.2 Tails
In this subsection let K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) be an even Grassmann function that has
degree at least four in the variables ψ, ζ, ζ ′, ϕ, ξ, ξ′, η such that K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, 0) = 0 .
We always write
K =
∑
n0,n1,n2,n3
p1,p2,p3
Kn0( p1 p2 p3n1 n2 n3 )
with Kn0( p1 p2 p3n1 n2 n3 )
∈ A[n0, p1, p2, p3, n1, n2, n3]
Definition IX.5
(i) An n–legged tail with at least e external legs is a Grassmann function
T (ψ;ϕ; η) ∈
⊕
d≥e
⊕
n1+n2=n
n2≥1
A[d, n1, n2]
A n–legged tail is a n–legged tail with at least two external legs.
(ii) If T is a two–legged tail we define the two–legged tail T ◦K by
(T ◦K)(ψ;ϕ; η) =
∫∫
:T (ψ;ϕ′; η′):η′,C
.
.
∑
p1,n1
p3+n3=2
K0( p1 0 p3
n1 0n3
)(ψ;ϕ
′, ζ ′, ϕ; η′, ξ′, η)
.
. ϕ′,D
η′,C
dµD(ϕ
′) dµC(η
′)
Remark IX.6 Again, a two–legged tail with two external legs is an end in the sense of
Definition VI.5. If K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) = U(ψ+ζ+ζ ′+ϕ; ξ+ξ′+η)−U(ψ+ζ+ζ ′+ϕ; ξ+ξ′)
for some Grassmann function U(ψ; ξ) then T ◦K agrees with T ◦Rung(U) of Definitions VI.5
and VI.8.
Recall that we are interested in the two– and four–legged contributions to the Grass-
mann function f ′(ψ) of Theorem VI.10. As in Definition VII.8 such contributions are ex-
tracted by
Definition IX.7 The operator P maps :f(ψ; ζ; ξ):ξ,C to f4,0,0(ψ; 0; 0) + f2,0,0(ψ; 0; 0), when
f =
∑
n0,n1,n2
fn0,n1,n2 with fn0,n1,n2 ∈ A[n0, n1, n2].
Definition IX.8 Let T (ψ;ϕ; η) be an n–legged tail.
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i) An element ν of the norm domain Nd is said to be an effective bound for T if
N
(∫
:T (ψ;ϕ; η):η,Ch
(
ψ;ϕ; η; ξ(1), · · · , ξ(r)) dµC(η) ;α) ≤ να2N(h;α)
Nimpr
(∫
:T (ψ;ϕ; η):η,Ch
(
ψ;ϕ; η; ξ(1), · · · , ξ(r)) dµC(η) ;α) ≤ να2Nimpr(h;α)
for all Grassmann functions h
(
ψ;ϕ; η; ξ(1), · · · , ξ(r)).
ii) For ν ∈ Nd, we write
Neff(T ;α) ≤ ν ⇐⇒ ν is an effective bound for T
Remark IX.9 Proposition II.33 and the fact that Nimpr(T ;α) ≤ N(T ;α) imply
Neff (T ;α) ≤ N(T ;α)
Lemma IX.10 Assume that K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) has degree at most two in the variables
ζ ′, ϕ, ξ′, η and that α ≥ 2. Let T be a two–legged tail with at least e external legs. If e ≥ 4,
then
PQ(T )QK(:f :) = PQ(T ◦K)(:f :)
where :f : is shorthand for :f :ξ,C . More generally, if e ≥ 2, there exists a one–legged tail t1
with at least e + 1 external legs, a two–legged tail t2 with at least e + 1 external legs and a
two–legged tail τ(ψ;ϕ; η) with at least e+ 2 external legs and degree two(1) in η such that for
any Grassmann function f(ψ; ζ; ξ) the following holds:
Set
f ′(ψ) = P
[
Q(T )QK(:f :)−Q(T ◦K)(:f :)−Q
(
T ◦K, T1(K)
)
(:f :)−Q(t1 + t2 + τ)(:f :)
]
where
T1(K) = K2( 0 0 00 0 2 ) +K2(
0 0 1
0 0 1 )
Then,
Nimpr(f
′;α) ≤ 29 Jα8 N(f ; 4α) N(T ; 2α)N(K; 4α)
(
1 + 1α2N(K; 4α)
)
Furthermore
N(t1) ≤ 1α2 N(T )N(K)
N(t2) ≤ 2α2 N(T )N(K)
Neff(τ) ≤ 4α4 N(T )N(K)2
(1) Hence τ is independent of ϕ.
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Proof: The proof is similar to that of Lemma VII.11. If :fℓ:ξ,C = Q(T )Q(K, · · · , K)(:f :),
with ℓ K’s, then, as K is of degree at least two in ψ, ζ, ξ and T is 2–legged with e external
legs, fℓ has degree at least e+ 2ℓ− 2. Hence
P
[
Q(T )QK(:f :)
]
= P
[
Q(T )Q(K)(:f :)
]
if e ≥ 4
P
[
Q(T )QK(:f :)
]
= P
[
Q(T )Q(K)(:f :)
]
+ 12P
[
Q(T )Q(K,K)(:f :)
]
if e ≥ 2
The contribution PQ(T )Q
(
Kn0( p1 p2 p3n1 n2 n3 )
)
vanishes unless
• p1 + n1 ≤ 2, since otherwise Q(T )Q
(
K·( p1 p2 p3n1 n2 n3 )
)
is of degree at least one in ζ and
P sets ζ to zero.
• n1 ∈ {1, 2} since these fields must connect to η fields of T and T has degree one or
two in η
• p2 = n2 = 0 since there is only a single K in PQ(T )Q
(
Kn0( p1 p2 p3n1 n2 n3 )
)
• p3 + n3 ≤ 2 because K is of degree at most two in ζ ′, ϕ, ξ′, η.
• n3 ≥ 1 because K is of degree at least one in η.
• n0 + n1 + p1 + n3 + p3 ≥ 4 because K is of degree at least four overall.
Hence
P Q(T )Q(K) = P Q(T )Q
( ∑
p1+n1=2
p3+n3=2
K·( p1 0 p3
n1 0n3
)
)
+ P Q(T )Q
( ∑
p3+n3=2
K·( 0 0 p3
1 0n3
)
)
+ P Q(T )Q
( ∑
p1+n1=2
K·( p1 0 0
n1 0 1
)
)
+ P Q(T )Q
(
K·( 0 0 01 0 1)
)
= P
[
Q(T ◦K) +Q(k) +Q(t1 + t21 + t22)
]
where
k(ψ;ϕ; η) =
∫
T11(ψ;ϕ; η
′)
( ∑
p3+n3=2
n0≥1
Kn0( 0 0 p31 0n3 )
(ψ; 0, 0, ϕ; η′, 0, η)
)
dµC(η
′)
t1(ψ;ϕ; η) =
∫∫
:T (ψ;ϕ′; η′):η′
( ∑
p1+n1=2
n0≥1
Kn0( p1 0 0n1 0 1 )
)
(ψ;ϕ′, 0, 0; η′, 0, η)
)
dµD(ϕ
′) dµC(η
′)
is a one–legged tail with at least e+ 1 external legs
t21(ψ;ϕ; η) =
∫∫
:T (ψ;ϕ′; η′):η′
(∑
n0≥1
∑
p1+n1=2
p3+n3=2
Kn0( p1 0 p3n1 0n3 )
)
(ψ;ϕ′, 0, ϕ; η′, 0, η)
)
dµD(ϕ
′) dµC(η
′)
is a two–legged tail with at least e+ 1 external legs
t22(ψ;ϕ; η) =
∫
T11(ψ;ϕ; η
′)
( ∑
n0≥2
Kn0( 0 0 01 0 1 )(ψ; 0, 0, 0; η
′, 0, η)
)
dµC(η
′)
is a two–legged tail with at least e+ 2 external legs
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If e ≥ 4,
PQ(k) = PQ(t1) = PQ(t21) = PQ(t22) = 0
If e ≥ 2, by Lemma II.31 and Proposition II.33,
N(t1), N(t21), N(t22) ≤ 1α2 N(T )N(K)
Furthermore k has degree at least one in the variable η and degree three in the variables ϕ, η.
By Lemma IX.2 and Proposition II.33
Nimpr
(
P Q(k)(:f :)
) ≤ 25α6 J N(k; 2α)N(f ; 4α)
≤ 23α8 J N(T ; 2α)N(K; 2α)N(f ; 4α)
We define the projection P ′ by
P ′
(
f(ψ; ζ; ξ)
)
= f4(ψ; 0; 0) + f2(ψ; 0; 0)
Observe that
P
[
Q(T )Q(K,K)(:f :)
]
= P ′
[
Q˜(T )Q(K,K)(:f :)(ψ; ζ, 0, 0; ξ, 0, 0)
]
= P ′
[
Q˜(T )Q(K,K)(:f :)(ψ; 0, 0, 0; 0, 0, 0)
]
so that we can apply Proposition IX.3. Modulo a term whose improved norm Nimpr is
bounded by 2
9 J
α10 N(f ; 4α)N(K; 4α)
2 N(T ; 2α)
P ′
[
Q˜(T )Q(K,K)(:f :)(ψ; ζ, 0, 0; 0, 0, ξ)
]
= 2P
[
Q(K˜1, K)(:f :)
]
+ 2P
[
Q(K˜2, K)(:f :)
]
+ P
[
Q(Kˆ)(:f :)
]
where K˜1, K˜2, Kˆ are as in Proposition IX.3. Since K·,1 has degree at least three in ψ, ζ, ξ, the
tail Kˆ has at least six external legs, so that P
[
Q(Kˆ)(:f :)
]
= 0. Similarly, as K˜2 has degree
at least three in ψ, ζ, ξ and K has degree at least two in ψ, ζ, ξ, P
[
Q(K˜2, K)(:f :)
]
= 0. As
K˜1 and K have degree at most two in ζ
′, ϕ, ξ′, η and degree at least four overall,
P
[
Q(K˜1, K)(:f :)
]
= P
[
Q
(
T1(K˜1), T1(K)
)
(:f :)
]
+ P
[
Q(τ)(:f :)
]
= P
[
Q(T ◦K, T1(K))(:f :)
]
+ P
[
Q(τ)(:f :)
]
where
τ(ψ;ϕ; η) =∑
p2+n2=1
∫∫
(K˜1)2( 0 p2 0
0n2 1
)(ψ; 0, ζ
′, 0; 0, ξ′, η) K2( 0 p2 0
0n2 1
)(ψ; 0, ζ
′, 0; 0, ξ′, η) dµD(ζ
′) dµC(ξ
′)
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is a two–legged tail with at least e+2 external legs and degree two in η. By Proposition II.33
N
( ∑
p2+n2=1
(K˜1)2( 0 p2 0
0n2 1
)(ψ; 0, ζ
′, 0; 0, ξ′, η)
)
= N
(∫∫
:T11(ψ;ϕ
′; η′):η′,C
( ∑
p2+n2=1
K2( 1 p2 0
1n2 1
)(ψ;ϕ
′, ζ ′, 0; η′, ξ′, η)
)
dµD(ϕ
′) dµC(η
′)
)
≤ 1
α2
N(T )N(K)
Therefore, by Proposition II.33, for any Grassmann function h,
N
(∫∫
:τ(ψ;ϕ; η):η,C h
(
ψ;ϕ; η; ξ(1), · · · , ξ(r)) dµC(η))
≤ 4
α4
N
( ∑
p2+n2=1
(K˜1)2( 0 p2 0
0n2 1
)(ψ; 0, ζ
′, 0; 0, ξ′, η)
)
N(K)N(h)
≤ 4α6 N(T )N(K)2N(h)
Similarly,
Nimpr
(∫∫
:τ(ψ;ϕ; η):η,C h
(
ψ;ϕ; η; ξ(1), · · · , ξ(r)) dµC(η)) ≤ 4α6Nimpr(T )Nimpr(K)2Nimpr(h)
≤ 4α6 N(T )N(K)2Nimpr(h)
Therefore
Neff(τ) ≤ 4α4 N(T )N(K)2
Lemma IX.11 Assume that K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) has degree at most two in the variables
ζ ′, ϕ, ξ′, η. Let T1, T2 be two–legged tails. Then there exists a one–legged tail t1, a two–legged
tail t2 and a two–legged tail τ(ψ;ϕ; η) of degree two in η, each with at least four external legs,
such that for any Grassmann function f(ψ; ζ; ξ) the following holds:
Set
f ′(ψ) = P
[
Q(T1, T2)QK(:f :)−Q(T1 ◦K, T2 ◦K)(:f :)−Q(t1 + t2 + τ)(:f :)
]
Then, if α ≥ 2
Nimpr(f
′) ≤ 29 Jα10 N(f ; 4α)N(T1; 2α)N(T2; 2α) N(K; 4α)
(
1 + N(K;4α)α2
)
and
N(t1) ≤ 4α4 N(T1)N(T2)N(K)
N(t2) ≤ 12α4 N(T1)N(T2)N(K)
Neff(τ) ≤ 8α6 N(T1)N(T2)N(K)2
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Proof: The proof is similar to that of Lemma VII.12. Again, if
:fℓ:ξ,C = Q(T1, T2)Q(K, · · · , K)(:f :)
with ℓ K’s, then, as K is of degree at least two in ψ, ζ, ξ and T1, T2 are 2–legged with at
least two external legs, fℓ has degree at least 4 + 2ℓ− 4. Hence
P
[
Q(T1, T2)QK(:f :)
]
= P
[
Q(T1, T2)Q(K)(:f :)
]
+ 1
2
P
[
Q(T1, T2)Q(K,K)(:f :)
]
The contribution PQ(T1, T2)Q
(
Kn0( p1 p2 p3n1 n2 n3 )
)
vanishes unless
• n0 = 0 because T1 and T2 are each of degree at least two in ψ.
• p1 + n1 ≤ 4, since otherwise Q(T1, T2)Q
(
K0( p1 p2 p3n1 n2 n3 )
)
is of degree at least one in ζ
and P sets ζ to zero.
• n1 ≥ 2 since these fields must connect to η fields of T1, T2 which have combined
degree at least two in η
• p2 = n2 = 0 since there is only a single K in PQ(T1, T2)Q
(
Kn0( p1 p2 p3n1 n2 n3 )
)
• p3 + n3 ≤ 2 because K is of degree at most two in ζ ′, ϕ, ξ′, η.
• n3 ≥ 1 because K is of degree at least one in η.
• n1 + p1 + n3 + p3 ≥ 4 because K is of degree at least four overall.
Hence
P
[
Q(T1, T2)Q(K)(:f :)
]
= P
[
Q(t11 + t21 + t22 + t23)(:f :)
]
+ P
[
Q(k)(:f :)
]
where
t11(ψ;ϕ; η) =
∫∫
.
.T1(ψ;ϕ
′; η′)T2(ψ;ϕ
′; η′) .. ϕ′,D
η′,C
( ∑
p1+n1=4
K0( p1 0 0
n1 0 1
)(0;ϕ
′, 0, 0; η′, 0, η)
)
dµD(ϕ
′) dµC(η
′)
t21(ψ;ϕ; η) =
∫∫
.
.T1(ψ;ϕ
′; η′)T2(ψ;ϕ
′; η′) .. ϕ′,D
η′,C
( ∑
p1+n1=4
p3+n3=2
K0( p1 0 p3
n1 0n3
)(0;ϕ
′, 0, ϕ; η′, 0, η)
)
dµD(ϕ
′) dµC(η
′)
t22(ψ;ϕ; η) =
∫∫
.
.T1(ψ;ϕ; η
′)T2(ψ;ϕ
′; η′) .. η′,C
( ∑
p1+n1=3
K0( p1 0 0
n1 0 1
)(0;ϕ
′, 0, ϕ; η′, 0, η)
)
dµD(ϕ
′) dµC(η
′)
t23(ψ;ϕ; η) =
∫∫
.
.T1(ψ;ϕ
′; η′)T2(ψ;ϕ; η
′) .. η′,C
( ∑
p1+n1=3
K0( p1 0 0
n1 0 1
)(0;ϕ
′, 0, ϕ; η′, 0, η)
)
dµD(ϕ
′) dµC(η
′)
k(ψ;ϕ; η) =
∫∫
.
.T1(ψ;ϕ; η
′)T2(ψ;ϕ; η
′) .. η′,C
( ∑
p3+n3=2
n3≥1
K0( 0 0 p3
2 0n3
)(0; 0, 0, ϕ; η
′, 0, η)
)
dµC(η
′)
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Here, each tij is a i–legged tail with at least four external legs, that, by Lemma II.31 and
Proposition II.33, with ℓ = 2, fulfills
N(tij) ≤ 4α4 N(T1)N(T2)N(K)
Furthermore k has degree at least one in the variable η and degree three in the variables ϕ, η.
By Lemma IX.2 and Proposition II.33 with ℓ = 2 and α replaced by 2α,
Nimpr
(
P Q(k)(:f :)
) ≤ 25
α6
J N(k; 2α)N(f ; 4α)
≤ 23α10 J N(T1; 2α)N(T2; 2α)N(K; 2α)N(f ; 4α)
By Proposition VIII.13
Q(T1, T2)Q(K,K)(:f :) =
.
.
∫∫
:T1(ψ;ϕ; η):η,C
.
.g(ψ; ζ, 0, ϕ; ξ, 0, η)
.
. ϕ,D
η,C
dµD(ϕ) dµC(η)
.
. ξ,C
where g = Q˜(T2)Q(K,K)(:f :). In particular
P Q(T1, T2)Q(K,K)(:f :) = P
′
∫∫
:T1(ψ;ϕ; η):η,C
.
.g(ψ; 0, 0, ϕ; 0, 0, η)
.
. ϕ,D
η,C
dµD(ϕ) dµC(η)
By Proposition IX.3
g(ψ; 0, 0, ϕ; 0, 0, η) = g˜1(ψ;ϕ; η) + g˜2(ψ;ϕ; η) + gˆ(ψ;ϕ; η) + h(ψ;ϕ; η)
where
g˜1(ψ;ϕ; η) = 2Q(K˜1, K)(:f :)(ψ;ϕ; η)
g˜2(ψ;ϕ; η) = 2Q(K˜2, K)(:f :)(ψ;ϕ; η)
gˆ(ψ;ϕ; η) = Q(Kˆ)(:f :)(ψ;ϕ; η)
and
Nimpr(h) ≤ 29 Jα10 N(f ; 4α)N(K; 4α)2N(T2; 2α)
By Lemma II.31 and Proposition II.33, the improved norm of∫ ∫
:T1(ψ;ϕ; η):η,C
.
.h(ψ;ϕ; η)
.
. ϕ,D
η,C
dµD(ϕ) dµC(η)
is bounded by
1
α2Nimpr(T1)Nimpr(h) ≤ 2
9 J
α12 N(f ; 4α)N(K; 4α)
2N(T1;α)N(T2; 2α)
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Observe that gˆ has degree at least six, so that
P ′
∫∫
:T1(ψ;ϕ; η):η,C
.
. gˆ(ψ;ϕ; η)
.
. ϕ,D
η,C
dµD(ϕ) dµC(η
′) = 0
Similarly, g˜2 has degree at least five, so that
P ′
∫∫
:T1(ψ;ϕ; η):η,C
.
. g˜2(ψ;ϕ; η)
.
. ϕ,D
η,C
dµD(ϕ) dµC(η
′) = 0
Finally, the contribution to g˜1 with ψ–degree two and overall degree four is g˜11 + g˜12, where
g˜11 = 2Q
(
T2 ◦K,
∑
p1+n1=2
p3+n3=2
K0( p1 0 p3
n1 0n3
)
)
(:f :)
g˜12 = 2Q
(
p,
∑
p1+n1=2
p2+n2=1
K0( p1 p2 0
n1 n2 1
)
)
(:f :)
where
p(ψ; ζ ′, ϕ; ξ′, η) =
∫∫
:T2(ψ;ϕ
′; η′):η′,C
( ∑
p1+n1=2
p2+n2=1
K0( p1 p2 0
n1 n2 1
)(ψ;ϕ
′, ζ ′, ϕ; η′, ξ′, η)
)
dµD(ϕ
′) dµC(η
′)
Then
P ′
∫∫
:T1(ψ;ϕ; η):η,C
.
. g˜11(ψ;ϕ; η)
.
. ϕ,D
η,C
dµD(ϕ) dµC(η) = 2P Q(T1 ◦K, T2 ◦K)(:f :)
while
P ′
∫∫
:T1(ψ;ϕ; η):η,C
.
. g˜12(ψ;ϕ; η)
.
. ϕ,D
η,C
dµD(ϕ) dµC(η) = P Q(τ)(:f :)
with the two–legged tail, with four external legs and degree two in η,
τ = 2
∫
p(ψ; ζ ′, ϕ; ξ′, η) p′(ψ; ζ ′, ϕ; ξ′, η) dµD(ζ
′) dµC(ξ
′)
where p was defined above and
p′(ψ; ζ ′, ϕ; ξ′, η) =
∫∫
:T1(ψ;ϕ
′′, η′′):η′′,C
( ∑
p1+n1=2
p2+n2=1
K0( p1 p2 0
n1 n2 1
)(ψ;ϕ
′′, ζ ′, ϕ; η′′, ξ′, η)
)
dµD(ϕ
′′) dµC(η
′′)
By Lemma II.31 and Proposition II.33,
N(p) ≤ 1α2N(T2)N(K)
N(p′) ≤ 1α2N(T1)N(K)
By Lemma II.31 and Proposition II.33, with ℓ = 2,
N
(∫∫
:τ(ψ;ϕ; η):η,C h
(
ψ;ϕ; η; ξ(1), · · · , ξ(r)) dµC(η)) ≤ 8α4N(p)N(p′)N(h)
≤ 8α8N(T1)N(T2)N(K)2N(h)
for all Grassmann functions h. A similar estimate applies for the Nimpr norm so that
Neff (τ) ≤ 8α6N(T1)N(T2)N(K)2
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Lemma IX.12 Assume that K has degree at most two in the variables ζ ′, ϕ, ξ′, η. Let T be
a one–legged tail with at least three external legs. Then there is a two–legged tail t2 with at
least four external legs such that for all Grassmann functions f(ψ; ζ, ξ)
P
[
Q(T )QK(:f :)
]
= P
[
Q(t2)(:f :)
]
and
N(t2) ≤ 2α2 N(T )N(K)
Proof: The proof is similar to that of Lemma VII.13. Since T is one–legged and K has
degree at least four
P Q(T )QK = P Q(T )Q(K)
= P Q(T )Q
( ∑
p3+n3=2
K1( 0 0 p3
1 0n3
)
)
= P Q(t2)
with
t2(ψ;ϕ; η) =
∫
T (ψ;ϕ; η′)
(
K1( 0 0 11 0 1 )(ψ; 0, 0, ϕ; η
′, 0, η) +K1( 0 0 01 0 2 )(ψ; 0, 0, 0; η
′, 0, η)
)
dµC(η
′)
Definition IX.13 The two–legged tails Tℓ(K) are recursively defined as follows: T1(K) was
defined in Lemma IX.10, and
Tℓ+1(K) = Tℓ ◦K for ℓ ≥ 1
Remark IX.14
(i) Clearly Tℓ(K) has two external legs. Using Lemma II.31 and Proposition II.33 one proves
by induction that for α ≥ 2
N
(
Tℓ(K)
) ≤ 1
α2ℓ−2
N(K)ℓ
(ii) If K(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) = U(ψ+ ζ + ζ ′+ϕ; ξ+ ξ′+ η)−U(ψ+ ζ + ζ ′+ϕ; ξ+ ξ′) for some
even Grassmann function U(ψ; ξ) then, by Remark IX.6, Tℓ(K) = Tℓ(U). Recall that Tℓ(U)
was defined in Definition VI.8.
IX.3 Proof of Theorem VI.10 in the general case
First, we prove the analog of Proposition VII.16 for the enlarged algebra.
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Proposition IX.15 Let K(ψ; ζ; ξ, ξ′, η) be an even Grassmann function that vanishes for
η = 0 and has degree at least four overall. Set
K¯(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) = K(ψ; ζ + ζ ′ + ϕ; ξ, ξ′, η)
Assume that α ≥ 8 and N(K¯; 4α)0 < 2α3 . Furthermore let f(ψ; ζ; ξ) be a Grassmann function.
For each n ≥ 1 there exists a Grassmann function hn(ψ; f), a one–legged tail t1, a two–legged
tail t2, each with at least three external legs and a two–legged tail τ(ψ;ϕ; η) with at least four
external legs and of degree two in η such that
P
∫
Ev Rn:K:ζ,D,C
(
:f : ξ,C
ζ,D
)
dµD(ζ) = P
[
Q
(
Tn(K¯)
)
(:f :ξ,C) +
1
2
∑
ℓ,ℓ′≥1
max{ℓ,ℓ′}=n
Q
(
Tℓ(K¯), Tℓ′(K¯)
)
(:f :ξ,C)
+Q(t1 + t2 + τ)(:f :ξ,C)
]
+ hn(ψ; f)
and
N(t1), N(t2) ≤ 4
(
8
α2
)n−1 N(K¯;α)n
1− 2
α2
N(K¯;α)
Neff(τ) ≤ 8α2n N(K¯;α)
n+1
1− 1
α2
N(K¯;α)
Nimpr
(
hn(ψ; f);α
) ≤ 210 J
α5
n−1∑
m=0
1
αn−m
N(K¯;4α)n−m
1− 32αN(K¯;4α)
N
(
Fm(ψ; f); 4α
)
where
:Fm(ψ; f): ξ,C
ζ,D
= EvRm:K:ζ,D,C
(
:f : ξ,C
ζ,D
)
Proof: Decompose
K¯ = K ′ +K ′′
where K ′ has degree at most two in the variables ζ ′, ξ′, ϕ, η and K ′′ has degree at least three
in these variables.
We perform induction on n. For n = 1, by Lemma VIII.12.ii
EvR:K:ζ,D,C
(
:f : ξ,C
ζ,D
)
= :QK¯(:f :ξ,C):ζ,D
and therefore ∫
EvR:K:ζ,D,C
(
:f : ξ,C
ζ,D
)
dµD(ζ) = QK¯(:f :ξ,C)(ψ, 0; ξ)
Set
h1(ψ; f) = P (QK¯ −QK′)(:f :ξ,C)
By Proposition IX.1
Nimpr
(
h1(ψ; f)
) ≤ 25 Jα6 N(f ; 4α) N(K¯;2α)1− 1αN(K¯;2α)
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Since K ′ has degree at most two in the variables ζ ′, ϕ, ξ′, η and degree at least four overall
P QK′ = P Q
(
K·( 0 0 00 0 1 ) +K·(
0 0 0
0 0 2 ) +K·(
0 0 1
0 0 1 )
)
+ 12 P Q
(
K2( 0 0 00 1 1) +K2(
0 1 0
0 0 1 ) , K2(
0 0 0
0 1 1 ) +K2(
0 1 0
0 0 1 )
)
+ 12 P Q
(
K2( 0 0 00 0 2) +K2(
0 0 1
0 0 1 ) , K2(
0 0 0
0 0 2 ) +K2(
0 0 1
0 0 1 )
)
= P Q
(
T1(K¯)
)
+ P Q(t1 + t2) +
1
2
P Q
(
T1(K¯), T1(K¯)
)
with
t1 = K3( 0 0 00 0 1 ) +K4(
0 0 0
0 0 1 )
t2 = K3( 0 0 00 0 2 ) +K4(
0 0 0
0 0 2 ) +K3(
0 0 1
0 0 1) +K4(
0 0 1
0 0 1 ) +
1
2
∫
K2( 0 0 00 1 1 )K2(
0 0 0
0 1 1 ) dµC(ξ
′)
τ = 1
2
∫
K2( 0 1 00 0 1 )K2(
0 1 0
0 0 1 ) dµD(ζ
′)
In particular
N(t1) ≤ N(K¯)
N(t2) ≤ N(K¯) + 12α2 N(K¯)2 ≤ N(K¯)1− 1
2α2
N(K¯)
Neff(τ) ≤ 12 4α2 N(K¯)2 ≤ 2α2 N(K¯)2
Proposition, II.33, with ℓ = 1, was used to bound the last term of t2. Lemma II.31 and Propo-
sition II.33, with ℓ = 2, were used to bound
∫
:τ(ψ;ϕ; η):η,C h
(
ψ;ϕ; η; ξ(1), · · · , ξ(r)) dµC(η)
as in Definition IX.8.
Now assume that the statement of the Lemma is true for n. By Remark VIII.6.ii
EvRn+1:K:ζ,D,C
(
:f : ξ,C
ζ,D
)
= Ev Rn:K:ζ,D,C
(
:F1(ψ; f): ξ,C
ζ,D
)
By Lemma VIII.12.ii
:F1(ψ; f):ξ,C = QK¯(:f :ξ,C)
The induction hypothesis therefore implies that
P
∫
Ev Rn+1:K:ζ,D,C
(
:f : ξ,C
ζ,D
)
dµD(ζ) = P
∫
Ev Rn:K:ζ,D,C
(
:QK¯(:f :ξ,C):ζ,D
)
dµD(ζ)
= hn(ψ;F1(ψ; f)) + PQ
(
Tn(K¯)
)(QK¯(:f :ξ,C))+ 12 ∑
ℓ,ℓ′≥1
max{ℓ,ℓ′}=n
P Q
(
Tℓ(K¯), Tℓ′(K¯)
)(QK¯(:f :ξ,C))
+ P Q(t1 + t2 + τ)
(QK¯(:f :ξ,C))
with
N(t1), N(t2) ≤ 4
(
8
α2
)n−1 N(K¯)n
1− 2
α2
N(K¯)
Neff(τ) ≤ 8α2n N(K¯)
n+1
1− 1
α2
N(K¯)
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and
Nimpr
(
hn(ψ;F1(ψ; f))
) ≤ 210 J
α5
n−1∑
m=0
1
αn−m
N(K¯;4α)n−m
1− 32αN(K¯;4α)
N
(
Fm
(
ψ;F1(f ;ψ)
)
; 4α
)
By Remark VIII.6.ii
.
.Fm
(
ψ;F1(ψ; f)
)
.
. ξ,C
ζ,D
= Ev Rm:K:ζ,D,C
(
.
.F1(ψ; f)
.
. ξ,C
ζ,D
)
= Ev Rm:K:ζ,D,C
(
Ev R:K:ζ,D,C
( .
.f
.
. ξ,C
ζ,D
))
= Ev Rm+1:K:ζ,D,C
( .
.f
.
. ξ,C
ζ,D
)
= ..Fm+1(ψ; f)
.
. ξ,C
ζ,D
Therefore
Nimpr
(
hn(ψ;F1(ψ; f))
) ≤ 210 Jα5 n∑
m=1
1
αn+1−m
N(K¯;4α)n+1−m
1− 32αN(K¯;4α)
N
(
Fm(ψ; f); 4α
)
Let g0 be the difference between
P
[
Q
(
Tn(K¯)
)(QK¯(:f :ξ,C))+ 12 ∑
ℓ,ℓ′≥1
max{ℓ,ℓ′}=n
Q
(
Tℓ(K¯), Tℓ′(K¯)
)(QK¯(:f :ξ,C))
+Q(t1 + t2 + τ)
(QK¯(:f :ξ,C))]
and
P
[
Q
(
Tn(K¯)
)(QK′(:f :ξ,C))+ 12 ∑
ℓ,ℓ′≥1
max{ℓ,ℓ′}=n
Q
(
Tℓ(K¯), Tℓ′(K¯)
)(QK′(:f :ξ,C))
+Q(t1 + t2 + τ)
(QK′(:f :ξ,C))]
Let :f ′′:ξ,D = QK¯(:f :ξ,C)−QK′(:f :ξ,C). By Lemma VIII.14 and Definition IX.8
Nimpr(g0) ≤ 1α Nimpr
(
f ′′;α
)[
N
(
Tn(K¯)
)
+ 1α
∑
ℓ,ℓ′≥1
max{ℓ,ℓ′}=n
N
(
Tℓ(K¯)
)
N
(
Tℓ′(K¯)
)
+N(t1) +N(t2) + ν
]
if ν is any effective bound for τ . By Proposition IX.1, Remark IX.14 and the induction
hypothesis,
Nimpr(g0) ≤ 25Jα7 N(f ; 4α) N(K¯;2α)1− 1αN(K¯;2α)
[
1
α2n−2
N(K¯)n
(
1 + 2
n∑
ℓ=1
N(K¯)ℓ
α2ℓ−1
)
+ 8
(
8
α2
)n−1 N(K¯)n
1− 2
α2
N(K¯)
+ 8α2n
N(K¯)n+1
1− 1
α2
N(K¯)
]
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Since
1 + 2
n∑
ℓ=1
N(K¯)ℓ
α2ℓ−1
= 1 + 2α
n∑
ℓ=1
N(K¯)ℓ
α2ℓ
≤ 1 + 2α
1
α2
N(K¯)
1− 1
α2
N(K¯)
=
1− 1
α2
N(K¯)+ 2αN(K¯)
1− 1
α2
N(K¯)
≤ 8 1−
1
8α2
N(K¯)+ 14αN(K¯)
1− 1
α2
N(K¯)
≤ 8 1
1− 1
α2
N(K¯)
1
1+ 1
8α2
N(K¯)− 14αN(K¯)
≤ 8 1
1−
(
1
4α+
7
8α2
)
N(K¯)
≤ 8 1
1− 12αN(K¯)
we have
Nimpr(g0) ≤ 25Jα7 N(f ; 4α) N(K¯;2α)
n+1
1− 1αN(K¯;2α)
[
8
α2n−2
1
1− 12αN(K¯)
+ 8
(
8
α2
)n−1 1
1− 2
α2
N(K¯)
1
1− 1
α2
N(K¯)
]
≤ 25Jα7 N(f ; 4α) N(K¯;2α)
n+1
1− 1αN(K¯;2α)
[
8
α2n−2
1
1− 12αN(K¯)
+ 8
(
8
α2
)n−1 1
1− 12αN(K¯)
]
≤ 25Jαn+6 N(f ; 4α) N(K¯;2α)
n+1
1− 32αN(K¯;2α)
[8 + 8]
≤ 29J
αn+6
N(f ; 4α) N(K¯;2α)
n+1
1− 32αN(K¯;2α)
By Lemma IX.10 and Remark II.24, there exists a one–legged tail t11, a two–legged
tail t21, each with at least three external legs, and a two–legged tail τ1 with at least four
external legs and of degree two in η such that
P
[
Q
(
Tn(K¯)
)(QK′(:f :ξ,C))] = P [Q(Tn+1(K¯))(:f :ξ,C)]+ P [Q(Tn+1(K¯), T1(K¯))(:f :ξ,C)]
+ P
[
Q(t11 + t21 + τ1)(:f :ξ,C)
]
+ g1(ψ)
with
Nimpr(g1) ≤ 29 Jα8 N(f ; 4α)N(Tn(K¯); 2α)N(K¯; 4α)
(
1 + 1α2N(K¯; 4α)
)
≤ 29 J
α2n+6
N(f ; 4α)N(K¯; 2α)n N(K¯;4α)
1− 1
α2
N(K¯;4α)
≤ 29 Jα2n+6 N(f ; 4α) N(K¯;4α)
n+1
1− 1
α2
N(K¯;4α)
and
N(t11), N(t21) ≤ 2α2N
(
Tn(K¯)
)
N(K¯) ≤ 2α2nN(K¯)n+1
Neff (τ1) ≤ 4α4N
(
Tn(K¯)
)
N(K¯)2 ≤ 4α2n+2N(K¯)n+2
Similarly, for 1 ≤ ℓ ≤ n, by Lemma IX.11, there exists a one–legged tail t(ℓ)12 and a two–legged
tail t
(ℓ)
22 , each with at least three external legs, and a two–legged tail τ
(ℓ) with at least four
external legs and of degree two in η such that
P
[
Q
(
Tℓ(K¯), Tn(K¯)
)(QK′(:f :ξ,C))] = P[Q(Tℓ+1(K¯), Tn+1(K¯))(:f :ξ,C)]
+ P
[
Q(t
(ℓ)
12 + t
(ℓ)
22 + τ
(ℓ))(:f :ξ,C)
]
+ g2,ℓ(ψ)
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with
Nimpr(g2,ℓ) ≤ 29 Jα10 N(f ; 4α) N(Tn(K¯); 2α)N(Tℓ(K¯); 2α)N(K¯; 4α)
(
1 + 1
α2
N(K¯; 4α)
)
≤ 29 Jα2n+6 N(f ; 4α)N(K¯; 2α)n
(
1
α2N(K¯; 2α)
)ℓ N(K¯;4α)
1− 1
α2
N(K¯;4α)
≤ 29 J
α2n+6
N(f ; 4α)
(
1
α2
N(K¯; 2α)
)ℓ N(K¯;4α)n+1
1− 1
α2
N(K¯;4α)
and
N
(
t
(ℓ)
12
)
, N
(
t
(ℓ)
22
) ≤ 12
α4
N(K¯)N
(
Tn(K¯)
)
N
(
Tℓ(K¯)
) ≤ 12
α2(n+ℓ)
N(K¯)n+ℓ+1
Neff
(
τ (ℓ)
) ≤ 8α6N(K¯)2N(Tn(K¯))N(Tℓ(K¯)) ≤ 8α2(n+ℓ)+2N(K¯)n+ℓ+2
In particular
Nimpr
(
g1
)
+
n∑
ℓ=1
Nimpr
(
g2,ℓ
) ≤ 29J
α2n+6
N(f ; 4α) N(K¯;4α)
n+1
1− 1
α2
N(K¯;4α)
1
1− 1
α2
N(K¯;2α)
≤ 29Jα2n+6 N(f ; 4α) N(K¯;4α)
n+1
1− 2
α2
N(K¯;4α)
N
(
t11
)
+
n∑
ℓ=1
N
(
t
(ℓ)
12
)
, N
(
t21
)
+
n∑
ℓ=1
N
(
t
(ℓ)
22
) ≤ 12
α2n
N(K¯)n+1
1− 1
α2
N(K¯)
Neff
(
τ1 +
n−1∑
ℓ=1
τ (ℓ) + 12τ
(n)
) ≤ 8α2n+2 N(K¯)n+21− 1
α2
N(K¯)
By Lemma IX.12, there exists a two–legged tail t23 with at least four external legs such that
P
[
Q(t1)
(QK′(:f :ξ,C))] = P[Q(t23)(:f :ξ,C)]
and, by the induction hypothesis,
N(t23) ≤ 2α2N(t1)N(K¯)
Also, by Lemma IX.10
P
[
Q(t2)
(QK′(:f :ξ,C))] = P[Q(t14 + t24 + t25)(:f :ξ,C)]+ g3
where t14, t24 are one– resp. two–legged tails with at least three external legs, fulfilling
N(t14), N(t24) ≤ 2α2N(t2)N
(
K¯
)
t25 = t2 ◦K ′ is a two–legged tail with at least four external legs fulfilling
N(t25) ≤ 1α2N(t2)N
(
K¯
)
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and the g3 term obeys
Nimpr
(
g3
) ≤ 29Jα8 N(f ; 4α)N(t2; 2α)N(K¯; 4α)(1 + 1α2N(K¯; 4α))
≤ 29Jα8 N(f ; 4α) 4
(
2
α2
)n−1 N(K¯;2α)n
1− 1
2α2
N(K¯;2α)
N(K¯;4α)
1− 1
α2
N(K¯;4α)
≤ 2n+10Jα2n+6 N(f ; 4α) N(K¯;4α)
n+1
1− 2
α2
N(K¯;4α)
Here we have used that Q
(
t2 ◦K, T1(K)
)
(:f :) has at least five external legs so that
PQ
(
t2 ◦K ′, T1(K)
)
(:f :) = 0
For the same reason, the term “PQ(τ)(:f :)” of Lemma IX.10 also vanishes.
Finally, by Lemma IX.10,
P
[
Q(τ)
(QK′(:f :ξ,C))] = P[Q(t26)(:f :ξ,C)]
where t26 = τ ◦K ′ is a two–legged tail with at least four external legs. By Definition IX.8,
N(t26) ≤ 1α2 ν N
(
K¯
)
for any effective bound ν for τ . Hence, by the induction hypothesis
N(t26) ≤ 1α2 8α2n N(K¯)
n+1
1− 1
α2
N(K¯)
N
(
K¯
)
= 8α2n+2
N(K¯)n+2
1− 1
α2
N(K¯)
Combining the results above, we see that
P
∫
Ev Rn+1:K:ζ,D,C
(
:f : ξ,C
ζ,D
)
dµD(ζ) = P Q
(
Tn+1(K¯)
)
(:f :ξ,C)
+ 1
2
∑
ℓ,ℓ′≥1
max{ℓ,ℓ′}=n+1
P Q
(
Tℓ(K¯), Tℓ′(K¯)
)
(:f :ξ,C)
]
+ P Q(t′1 + t
′
2 + τ
′)(:f :ξ,C) + hn+1(ψ; f)
with
hn+1(ψ; f) = hn(ψ;F1(ψ; f)) + g0(ψ) + g1(ψ) +
1
2
g2,n(ψ) +
n−1∑
ℓ=1
g2,ℓ(ψ) + g3
one– resp. two–legged tails with at least three external legs
t′1 = t11 +
1
2 t
(n)
12 +
n−1∑
ℓ=1
t
(ℓ)
12 + t14
t′2 = t21 +
1
2
t
(n)
22 +
n−1∑
ℓ=1
t
(ℓ)
22 + t23 + t24 + t25 + t26
and the two–legged tail with four external legs and degree two in η
τ ′ = τ1 +
1
2τ
(n) +
n−1∑
ℓ=1
τ (ℓ)
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By the estimates obtained above
N(t′1), N(t
′
2) ≤ 12α2n N(K¯)
n+1
1− 1
α2
N(K¯)
+ 1α2N(K¯)
[
2N(t1) + 2N(t2) +N(t2)
]
+ 8α2n+2
N(K¯)n+2
1− 1
α2
N(K¯)
≤ 12
α2n
N(K¯)n+1
1− 1
α2
N(K¯)
(
1 + 2
3α2
N(K¯)
)
+ 5
α2
N(K¯) 4
(
8
α2
)n−1 N(K¯;α)n
1− 2
α2
N(K¯;α)
≤ 12
α2n
N(K¯)n+1
1− 2
α2
N(K¯)
+ 5
2
(
8
α2
)n N(K¯;α)n+1
1− 2
α2
N(K¯;α)
≤
(
12
8n +
5
2
) (
8
α2
)n N(K¯;α)n+1
1− 2
α2
N(K¯;α)
≤ 4 ( 8α2 )n N(K¯;α)n+11− 2
α2
N(K¯;α)
Neff(τ
′) ≤ 8
α2n+2
N(K¯)n+2
1− 1
α2
N(K¯)
and
Nimpr(g0) +Nimpr(g1) +
n∑
ℓ′=1
Nimpr(g2,ℓ) +Nimpr(g3)
≤ 29Jαn+6 N(f ; 4α) N(K¯;4α)
n+1
1− 32αN(K¯;4α)
[
1 + 1αn +
2n+1
αn
]
≤ 210Jαn+6 N(f ; 4α) N(K¯;4α)
n+1
1− 32αN(K¯;4α)
so that
N impr
(
hn+1(ψ; f)
)
≤ Nimpr
(
hn(ψ;F1(ψ; f))
)
+Nimpr(g0) +Nimpr(g1) +
n∑
ℓ′=1
Nimpr(g2,ℓ) +Nimpr(g3)
≤ 210 Jα5
n∑
m=1
1
αn+1−m
N(K¯;4α)n+1−m
1− 32αN(K¯;4α)
N
(
Fm(ψ; f); 4α
)
+ 2
10J
αn+6 N(f ; 4α)
N(K¯;4α)n+1
1− 32αN(K¯;4α)
≤ 210 J
α5
n∑
m=0
1
αn+1−m
N(K¯;4α)n+1−m
1− 32αN(K¯;4α)
N
(
Fm(ψ; f); 4α
)
since F0(ψ; f) = f .
Corollary IX.16 Let K(ψ; ζ; ξ, ξ′, η) be a Grassmann function that vanishes for η = 0 and
has degree at least four overall. Furthermore let f(ψ; ζ; ξ) be a Grassmann function of degree
at least four in the variables ψ, ζ, ξ. Set
h(ψ) = P
[ ∫
Ev
1
1l−R:K:ζ,D,C
(:f : ξ,C
ζ,D
) dµD(ζ)− :f(ψ; 0; ξ):ξ,C −
∞∑
ℓ=1
Q
(
Tℓ(K¯)
)
(:f :ξ,C)
− 1
2
∑
ℓ,ℓ′≥1
Q
(
Tℓ(K¯), Tℓ′(K¯)
)
(:f :ξ,C)
]
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If α ≥ 8 and N(K; 16α)0 < 13α, then
Nimpr(h) ≤ 210 Jα6 N(f ; 16α) N(K;16α)1− 3αN(K;16α)
If K(ψ; ζ; ξ, ξ′, η) = Uˆ(ψ + ζ; ξ + ξ′ + η) − Uˆ(ψ + ζ; ξ + ξ′), α ≥ 8 and N(Uˆ ; 32α)0 < 13α,
then
Nimpr(h) ≤ 210 Jα6 N(f ; 16α) N(Uˆ ;16α)1− 3αN(Uˆ ;32α)
Proof: By Proposition IX.15
P
∫ [
Ev
1
1l−R:K:ζ,D,C
(:f : ξ,C
ζ,D
)− :f : ξ,C
ζ,D
]
dµD(ζ) =
∞∑
ℓ=1
P
[ ∫
EvRℓ:K:ζ,D,C(:f : ξ,Cζ,D ) dµD(ζ)
]
=
∞∑
ℓ=1
P
[
Q
(
Tℓ(K¯)
)
(:f :ξ,C)
]
+ 12
∑
ℓ,ℓ′≥1
P
[
Q
(
Tℓ(K¯), Tℓ′(K¯)
)
(:f :ξ,C)
]
+
∞∑
ℓ=1
hℓ(ψ; f) + P
[
Q(t¯1 + t¯2)(:f :ξ,C)
]
with a one–legged tail t¯1 and a two–legged tail t¯2, each with at least three external legs. As
the degree of f is at least four, P
[
Q(t¯1 + t¯2)(:f :ξ,C)
]
= 0. Set h(ψ) =
∑∞
ℓ=1 hℓ(ψ; f). Then,
Nimpr(h) ≤ 210 Jα5
∞∑
ℓ=1
ℓ−1∑
m=0
1
αℓ−m
N
(
K¯;4α
)ℓ−m
1− 32αN(K¯;4α)
N
(
Fm(ψ; f); 4α
)
Define F˜m(ψ; f) by
:F˜m(ψ; f):ξ,C = EvRm:K:ζ,D,C
(
:f : ξ,C
ζ,D
)
Then, by Remark II.24, followed by Lemma VIII.8 and Lemma III.8
N
(
Fm(ψ; f); 4α
) ≤ N(F˜m(ψ; f); 8α)
≤
(
1
32α2
N(:K:ζ,D;8α)
1− 1
32α2
N(:K:ζ,D;8α)
)m
N
(
:f :ζ,D; 8α
)
so that
Nimpr(h) ≤ 210 Jα5
∞∑
ℓ=1
ℓ−1∑
m=0
1
αℓ−m
N(K¯;4α)ℓ−m
1− 32αN(K¯;4α)
( 1
32α2
N(:K:ζ,D ;8α)
1− 1
32α2
N(:K:ζ,D;8α)
)m
N
(
f ; 16α
)
= 2
10 J
α5
∞∑
p=1
∞∑
m=0
1
αp
N(K¯;4α)p
1− 32αN(K¯;4α)
( 1
32α2
N(:K:ζ,D ;8α)
1− 1
32α2
N(:K:ζ,D;8α)
)m
N
(
f ; 16α
)
= 2
10 J
α6
N(K¯;4α)
1− 1αN(K¯;4α)
1
1− 32αN(K¯;4α)
1
1−
1
32α2
N(:K:ζ,D;8α)
1− 1
32α2
N(:K:ζ,D ;8α)
N
(
f ; 16α
)
≤ 210 Jα6 N(K¯;4α)1− 1αN(K¯;4α)
1
1− 32αN(K¯;4α)
1
1− 1
16α2
N(:K:ζ,D;8α)
N
(
f ; 16α
)
≤ 210 J
α6
N(K;16α)
1− 1αN(K;16α)
1
1− 32αN(K;16α)
1
1− 1
16α2
N(K;16α)
N
(
f ; 16α
)
≤ 210 Jα6 N(K;16α)1− 3αN(K;16α)N
(
f ; 16α
)
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If
K(ψ; ζ; ξ, ξ′, η) = Uˆ(ψ + ζ; ξ + ξ′ + η)− Uˆ(ψ + ζ; ξ + ξ′)
so that
K¯(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) = K(ψ; ζ + ζ ′ + ϕ; ξ, ξ′, η)
= Uˆ(ψ + ζ + ζ ′ + ϕ; ξ + ξ′ + η)− Uˆ(ψ + ζ + ζ ′ + ϕ; ξ + ξ′)
and
:K(ψ; ζ; ξ, ξ′, η):ζ,D =
∫ [
Uˆ(ψ + ζ + ζ ′; ξ + ξ′ + η)− Uˆ(ψ + ζ + ζ ′; ξ + ξ′)]dµ−D(ζ ′)
then, by Lemma II.31 and Remark II.24
N(K¯; 4α) ≤ N(Uˆ ; 16α)
N(:K:ζ,D; 8α) ≤ N(Uˆ ; 32α)
Consequently
Nimpr(h) ≤ 210 Jα6 N(K¯;4α)1− 1αN(K¯;4α)
1
1− 32αN(K¯;4α)
1
1− 1
16α2
N(:K:ζ,D;8α)
N
(
f ; 16α
)
≤ 210 J
α6
N(Uˆ ;16α)
1− 1αN(Uˆ ;32α)
1
1− 32αN(Uˆ ;32α)
1
1− 1
16α2
N(Uˆ ;32α)
N
(
f ; 16α
)
≤ 210 Jα6 N(Uˆ ;16α)1− 3αN(Uˆ ;32α)
Proof of Theorem VI.10: Set
K(ψ; ζ; ξ, ξ′, η) = Uˆ(ψ + ζ; ξ + ξ′ + η)− Uˆ(ψ + ζ; ξ + ξ′)
and
K¯(ψ; ζ, ζ ′, ϕ; ξ, ξ′, η) = K(ψ; ζ + ζ ′ + ϕ; ξ, ξ′, η)
= Uˆ(ψ + ζ + ζ ′ + ϕ; ξ + ξ′ + η)− Uˆ(ψ + ζ + ζ ′ + ϕ; ξ + ξ′)
f˜(ψ; ζ; ξ) = fˆ(ψ + ζ; ξ)
By Proposition VIII.9
SU,C(f) = SU,C
(
:f˜(ψ; 0; ξ): ξ,C
ψ,D
)
= ..
∫∫
Ev 1
1l−R:K:ζ,D,C
(:f˜ : ξ,C
ζ,D
) dµC(ξ) dµD(ζ)
.
.ψ,D
so that
P f ′ = P
∫
Ev 11l−R:K:ζ,D,C
(:f˜ : ξ,C
ζ,D
) dµD(ζ)
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Therefore, by Corollary IX.16 and Remark II.24, there is g(ψ) with
Pf ′ = P
[
fˆ(ψ; 0) +
∞∑
ℓ=1
Q
(
Tℓ(K¯)
)
(:f˜ :ξ,C) +
1
2
∑
ℓ,ℓ′≥1
Q
(
Tℓ(K¯), Tℓ′(K¯)
)
(:f˜ :ξ,C)
]
+ g
and
Nimpr(g) ≤ 210 Jα6 N(Uˆ ;32α)1− 3αN(Uˆ ;32α)N
(
f˜ ; 16α
)
≤ 210 Jα6 N(Uˆ ;32α)1− 3αN(Uˆ ;32α)N
(
fˆ ; 32α
)
Since fˆ and K have degree at least four overall,
P Q
(
Tℓ(K¯)
)
(:f˜ : ξ,C
ζ,D
) = Tℓ(K¯) ◦ T1(fˆ)
and by Remark VI.9
PQ
(
Tℓ(K¯), Tℓ′(K¯)
)
(:f˜ : ξ,C
ζ,D
) = Tℓ(K¯) ◦Rung(fˆ) ◦ Tℓ′(K¯)
Furthermore, by part (ii) of Remark IX.14, Tℓ(K¯) = Tℓ(Uˆ). Thus
Pf ′ = P fˆ(ψ, 0) +
∞∑
ℓ=1
Tℓ(Uˆ) ◦ T1(fˆ) + 12
∑
ℓ,ℓ′≥1
Tℓ(Uˆ) ◦ Rung(fˆ) ◦ Tℓ′(Uˆ) + g
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X. Example: A Vector Model
We consider a model, which while simple, still captures the main features of one
scale of a many fermion model. Let F be a finite set of at least two “colours” (Farben) and
X be a finite set of points in “space–time”. Let V be the complex vector space with basis{
ξc,x
∣∣ c ∈ F , x ∈ X } and V ′ be the complex vector space with basis { ψc,x ∣∣ c ∈ F , x ∈ X }.
Let C(x, x′), x, x′ ∈ X be a skew symmetric matrix and define the covariance
C
(
ξc,x, ξc′,x′
)
= δc,c′C(x, x
′)
An antisymmetric function W on (F ×X )n, with n even, is said to be colour preserving if it
is of the form
W
(
(c1, x1), · · · (cn, xn)
)
= Ant
[
δc1,c2 · · · δcn−1,cnw(x1, · · · , xn)
]
(X.1)
where Ant means antisymmetrization. An example, with n = 2, is the function δc,c′C(x, x
′).
An even element W of the Grassmann algebra ∧V is said to be colour preserving if it is of
the form
W =
∑
n∈2IN
∑
c1,···,cn∈F
x1,···,xn∈X
Wn
(
(c1, x1), · · · (cn, xn)
)
ξc1,x1 · · · ξcn,xn
with each coefficient function Wn colour preserving.
For p odd, we define the (0–dimensional) norm ‖ϕ‖p of a complex valued function
ϕ on (F × X )n by
‖ϕ‖p = max
1≤i1<···<ip≤n
1≤k≤n
sup
ci1 ,···,cip∈F
∑
ci∈F
i 6=i1,···,ip
sup
xk∈X
∑
xj∈X
j 6=k
∣∣ϕ((c1, x1), · · · (cn, xn))∣∣
Also, for a colour preserving function W on (F × X )n, we define
|||W ||| = inf
{
max
1≤k≤n
sup
xk∈X
∑
xj∈X
j 6=k
∣∣w(x1, · · · , xn)∣∣ ∣∣∣w satisfies (X.1)}
Then
‖W‖p ≤ |F|
n−p−1
2 |||W |||
|||W ||| ≤ (n− 1)!! ‖W‖n−1 if |F| ≥ n2
(X.2)
In particular, if n = 4,
‖W‖1 ≤ |F| |||W ||| ≤ 3|F| ‖W‖3
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Every element f ∈ V ⊗n has a unique representation
f =
∑
c1,···,cn∈F
x1,···,xn∈X
ϕ
(
(c1, x1), · · · (cn, xn)
)
ξc1,x1 ⊗ · · · ⊗ ξcn,xn
with ϕ a complex valued function on (F × X )n. We set
‖f‖p = ‖ϕ‖p
Observe that, for each odd p, ‖ · ‖p is a family of symmetric norms on the spaces V ⊗n, in
the sense of Definition II.18.
Proposition X.1 Suppose that X is a disjoint union of two subsets Xa and Xc such that
C(x, x′) = 0 if both x, x′ ∈ Xa or both x, x′ ∈ Xc
Assume furthermore that there is a Hilbert space H and vectors wx ∈ H, x ∈ X such that
C(x, x′) = 〈wx, wx′〉H for all x ∈ Xa, x′ ∈ Xc
Set
b = 2 sup
x∈X
‖wx‖
c = sup
x∈X
∑
x′∈X
|C(x, x′)|
Then (C, 0) has integration constants c, b for the configuration ‖ · ‖p of seminorms, in the
sense of Definition VI.13.
Proof: We first verify that b is an integral bound for C with respect to each family ‖ · ‖p
of seminorms. Set
H′ = L2(F)⊗H
w′c,x = δc ⊗ wx
where δc is the function on F which vanishes except at c and takes the value one there. Then,
for all c, c′ ∈ F ,
C(ξc,x, ξc′,x′) = 0 if both x, x
′ ∈ Xa or both x, x′ ∈ Xc
and
C(ξc,x, ξc′,x′) = δc,c′ 〈wx, wx′〉H =
〈
w′c,x, w
′
c′,x′
〉
H′
for all x ∈ Xa, x′ ∈ Xc
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Furthermore
‖w′c,x‖H′ ≤ ‖wx‖H ≤ b2
Let Vc (respectively Va) be the subspace of V generated by
{
ξc,x
∣∣ x ∈ Xc, c ∈ F }
(respectively
{
ξc,x
∣∣ x ∈ Xa, c ∈ F }). By Proposition B.1,
∣∣∣ ∫ ξc1,x1 · · · ξcm,xm dµC(ξ)∣∣∣ ≤ (b2 )m
As in Example II.26, b is an integral bound for C with respect to each family ‖ · ‖p of
seminorms.
Also
sup
c,c′∈F
x,x′∈X
∣∣C(ξc,x, ξc′,x′)∣∣ = sup
x,x′∈X
|C(x, x′)| ≤ sup
x,x′∈X
‖wx‖ ‖wx′‖ ≤ b24 (X.3)
We now verify the contraction estimates of Definition VI.13. Let
f =
∑
c1,···,cn∈F
x1,···,xn∈X
ϕ
(
(c1, x1), · · · (cn, xn)
)
ξc1,x1 ⊗ · · · ⊗ ξcn,xn ∈ V ⊗n
f ′ =
∑
c1,···,cn′
∈F
x1,···,xn′
∈X
ϕ′
(
(c1, x1), · · · (cn′ , xn′)
)
ξc1,x1 ⊗ · · · ⊗ ξcn′ ,xn′ ∈ V ⊗n
′
and, for 1 ≤ k ≤ n and 1 ≤ k′ ≤ n′,
Φk(c1, · · · , cn) = sup
xk∈X
∑
xi∈X
i 6=k
∣∣ϕ((c1, x1), · · · (cn, xn))∣∣
Φ′k′(c
′
1, · · · , c′n′) = sup
x′
k′
∈X
∑
x′
i
∈X
i 6=k′
∣∣ϕ′((c′1, x′1), · · · (c′n′ , x′n′))∣∣
Observe that, for all 1 ≤ k ≤ n, all 1 ≤ i1 < · · · < ip ≤ n and all ci1 , · · · , cip∑
ci∈F
i 6=i1,···,ip
Φk(c1, · · · , cn) ≤ ‖ϕ‖p = ‖f‖p
and similarly for Φ′.
For the first contraction estimate of Definition VI.13, let 1 ≤ i ≤ n and 1 ≤ j ≤ n′.
By the symmetry of the norms, it suffices to consider i = j = 1. Set
γ((c2,x2),···(cn,xn),(c′2,x
′
2),···(c
′
n′
,x′
n′
)) =
∑
c1,c
′
1
∈F
x1,x
′
1
∈X
ϕ((c1,x1),···,(cn,xn)) δc1,c′1C(x1,x
′
1) ϕ
′((c′1,x
′
1),···,(c
′
n′
,x′
n′
))
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Then
ConC
1→n+1
(f⊗f ′) =
∑
c1,···,cn+n′−2
∈F
x1,···,xn+n′−2
∈X
γ
(
(c1, x1), · · · , (cn+n′−2, xn+n′−2)
)
ξc1,x1⊗· · ·⊗ξcn+n′−2,xn+n′−2
In particular
∥∥ ConC
i→n+j
(f ⊗ f ′)∥∥
p
= ‖γ‖p .
Fix any 1 ≤ i1 < · · · < ip ≤ n+n′−2 and colours ci1 , · · · , cip . Set q = max
{
ν
∣∣ iν ≤ n−1 }
with the convention that if
{
ν
∣∣ iν ≤ n − 1 } = ∅, then q = 0. Set j1 = i1 + 1, · · · , jq =
iq + 1; j
′
1 = iq+1 − n+ 2, · · · , j′p−q = ip − n+ 2 and
djν = ciν ν = 1, · · · , q
d′j′ν = ciq+ν ν = 1, · · · , p− q
Also fix 1 ≤ k ≤ n+n′−2. First assume that k ≤ n−1. We have, for all c1, · · · , cn+n′−2 ∈ F
sup
xk
∑
xi,i6=k
∣∣γ((c1, x1), · · · , (cn+n′−2, xn+n′−2))∣∣
≤
∑
c,c′∈F
Φk+1(c, c1, · · · , cn−1) δc,c′c Φ′1(c′, cn, · · · , cn+n′−2)
Now assume that q is odd. Then p− q is even and∑
ci∈F
i 6=i1,···,ip
sup
xk
∑
xi,i6=k
∣∣γ((c1, x1), · · · , (cn+n′−2, xn+n′−2))∣∣
≤ c
∑
dj∈F
j 6=1,j1,···,jq
∑
d′
ℓ
∈F
ℓ 6=1,j′
1
,···,j′
p−q
∑
c,c′∈F
Φk+1(c, d2, · · · , dn) δc,c′ Φ′1(c′, d′2, · · · , d′n′)
≤ c
∑
dj∈F
j 6=j1,···,jq
Φk+1(d1, · · · , dn) sup
d′1
∑
d′
ℓ
∈F
ℓ 6=1,j′
1
,···,j′
p−q
Φ′1(d
′
1, d
′
2, · · · , d′n′)
≤ c ‖f‖q ‖f ′‖p−q+1
In the event that q is even, one obtains in a similar way that∑
ci∈F
i 6=i1,···,ip
sup
xk
∑
xi,i6=k
∣∣γ((c1, x1), · · · , (cn+n′−2, xn+n′−2))∣∣ ≤ c ‖f‖q+1 ‖f ′‖p−q
The case that k ≥ n follows by interchanging the roles of f and f ′.
For the second contraction estimate of Definition VI.13 it suffices to consider, by
the symmetry of the norms,
∥∥ ConC
1→n+1
ConC
2→n+2
ConC
3→n+3
(f ⊗ f ′)∥∥
p
. Set
γ˜((c4,x4),···(cn,xn),(c′4,x
′
4),···(c
′
n′
,x′
n′
))
=
∑
c1,c
′
1
,c2,c
′
2
,c3,c
′
3
∈F
x1,x
′
1
,x2,x
′
2
,x3,x
′
3
∈X
ϕ((c1,x1),···,(cn,xn)) δc1,c′1C(x1,x
′
1)δc2,c′2C(x2,x
′
2)δc3,c′3C(x3,x
′
3) ϕ
′((c′1,x
′
1),···,(c
′
n′
,x′
n′
))
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Then
ConC
1→n+1
ConC
2→n+2
ConC
3→n+3
(f ⊗ f ′)
=
∑
c1,···,cn+n′−6
∈F
x1,···,xn+n′−6
∈X
γ˜((c1,x1),···,(cn+n′−6,xn+n′−6)) ξc1,x1 ⊗ · · · ⊗ ξcn+n′−6,xn+n′−6
Fix any 1 ≤ i1 < · · · < ip ≤ n+n′−6 and colours ci1 , · · · , cip . Set q = max
{
ν
∣∣ iν ≤ n−3 } .
Set j1 = i1 + 3, · · · , jq = iq + 3; j′1 = iq+1 − n+ 6, · · · , j′p−q = ip − n+ 6 and
djν = ciν ν = 1, · · · , q
d′j′ν = ciq+ν ν = 1, · · · , p− q
Also fix 1 ≤ k ≤ n+n′−6. First assume that k ≤ n−3. We have, for all c1, · · · , cn+n′−6 ∈ F
sup
xk
∑
xi,i6=k
∣∣γ˜((c1, x1), · · · , (cn+n′−6, xn+n′−6))∣∣
≤
∑
d1,d2,d3∈F
d′
1
,d′
2
,d′
3
∈F
Φk+1(d1, d2, d3, c1, · · · , cn−3) δd1,d′1δd2,d′2δd3,d′3c
[
sup
y,y′∈X
|C(y, y′)|]2
Φ′1(d
′
1, d
′
2, d
′
3, cn−2, · · · , cn+n′−6)
≤ b4c
∑
d1,d2,d3∈F
Φk+1(d1, d2, d3, c1, · · · , cn−3)Φ′1(d1, d2, d3, cn−2, · · · , cn+n′−6)
by (X.3). Now assume that q is odd. Then∑
ci∈F
i 6=i1,···,ip
sup
xk
∑
xi,i6=k
∣∣γ˜((c1, x1), · · · , (cn+n′−6, xn+n′−6))∣∣
≤ b4c
∑
dj∈F
j 6=j1,···,jq
Φk+1(d1, · · · , dn) sup
d′1,d
′
2,d
′
3
∑
d′
ℓ
∈F
ℓ 6=1,2,3,j′
1
,···,j′
p−q
Φ′1(d
′
1, d
′
2, · · · , d′n′)
≤ b4c ‖f‖q ‖f ′‖p−q+3
The remaining cases are similar.
Theorem X.2 Let W be a colour preserving function on (F × X )n and
W =
∑
c1,···,c4∈F
x1,···,x4∈X
W
(
(c1, x1), · · · (c4, x4)
)
ψc1,x1 · · ·ψc4,x4
be the associated interaction. Let
W ′(ψ) = ΩC
(
:W:) = log 1Z
∫
e:W:(ψ+ξ)dµC(ξ) where Z =
∫
e:W:(ξ)dµC(ξ)
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and C is the covariance of Proposition X.1. Since C and W are colour preserving, we can
write
W ′ =
∑
n∈2IN
∑
c1,···,cn∈F
x1,···,xn∈X
W ′n
(
(c1, x1), · · · (cn, xn)
)
ψc1,x1 · · ·ψcn,xn
with colour preserving coefficients W ′n. If |||W ||| ≤ 1238b2c |F| , then
∞∑
n=6
αn−60 b
n−6‖W ′n‖1 ≤ 248c |F|2 |||W |||2
with α0 =
1
3
√
229b2c |F| |||W |||
, and
|||W ′2||| ≤ 261b4c |F| |||W |||2∣∣∣∣∣∣W ′4 −W + 14 ∞∑
r=1
(−12)r+1W ◦ (C ◦W )r∣∣∣∣∣∣ ≤ 257b2c |||W |||2
where W ◦ (C ◦W )r is the ladder
W WW W W
r + 1 W ’s
with r + 1 rungs W and propagator C, defined in Appendix C.
Proof: Set J = 1|F| . For f ∈ V ⊗n, set
‖f‖ = ‖f‖1 + |F| ‖f‖3 + |F|2‖f‖5
‖f‖impr = ‖f‖1 + |F| ‖f‖3
By Lemma VI.15, (C, 0) have improved integration constants c, b, J for the families ‖ · ‖ and
‖ · ‖impr of seminorms. By (X.2)
‖W‖ ≤ 2 |F| |||W |||
Let α1 = 8 and α ∈ {α0, α1}. Then α ≥ 8 and, using the notation of Definition II.23,
N(W ; 64α) = 224α4b2c‖W‖ ≤ 225α4b2c |F| |||W ||| ≤ 116α
since b2c |F| |||W ||| ≤ 1238 . Therefore the hypotheses of Theorem VI.6 are fulfilled. By part (i)
of Theorem VI.6,
N(W ′ −W;α) ≤ 12α2 N(W;32α)
2
1− 1
α2
N(W;32α)
≤ 248α6b4c2|F|2 |||W |||2
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In particular
c
b2
∞∑
n=6
αnbn‖W ′n‖1 ≤ 248α6b4c2|F|2 |||W |||2
so that
∞∑
n=6
αn−6bn−6‖W ′n‖1 ≤ 248c |F|2 |||W |||2
By part (ii) of Theorem VI.6 and Proposition C.4, both Nimpr
(
W ′2;α
)
and
Nimpr
(
W ′4 −W + 14
∑∞
r=1(−12)r+1W ◦ (C ◦W )r;α
)
are bounded by
210 J
α6
N(W ;64α)2
1− 8αN(W ;64α)
≤ 261α2b4c2|F| |||W |||2
Using (X.2)
|||W ′2||| ≤ ‖W ′2‖impr = 1α2c Nimpr
(
W ′2;α
) ≤ 261b4c |F| |||W |||2
Similarly, setting F =W ′4 −W + 14
∑∞
r=1(−12)r+1W ◦ (C ◦W )r
|||F ||| ≤ 3‖F‖3 ≤ 3|F|‖F‖impr = 3α4b2c |F| Nimpr
(
F ;α
) ≤ 263 1
α2
b2c |||W |||2
With α = α1 = 8 , we get the desired bound.
The jth shell, j ≥ 1, of the many fermion model of [FKTf1] behaves qualitatively
like the vector model that we have just discussed. The covariance for the jth shell of that
many fermion model is
C(j)(k) = ν
(j)(k)
ık0−e(k)
where ν(j)(k) is approximately the characteristic function with support
Sj =
{
k = (k0,k) ∈ IR× IRd
∣∣ 1
Mj
≤ |ık0 − e(k)| < 1Mj−1
}
To define seminorms in position space that mimic well, in our context, the supremum in
momentum space, we introduce sectorizations. We choose a projection k 7→ πF (k) onto
the Fermi curve F and a decomposition of the Fermi curve into disjoint intervals I1, · · · , IN
each of length l between 1Mj and
1
Mj/2
. The sectorization Σ is the collection of “sectors”
sℓ = π
−1
F (Iℓ) ∩ Sj , ℓ = 1, · · · , N .
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s1s2
s3
sN
sN−2
F
Sj
Let V be the complex vector space with basis
{
ψs,x, ψ¯s,x
∣∣ s ∈ Σ, x ∈ IR× IR2 } and define
the covariance(1)
C(ψs,x, ψs′,x′) = C(ψ¯s,x, ψ¯s′,x′) = 0 C(ψs,x, ψ¯s′,x′) = δs,s′
∫
s
d3k eık·xC(j)(k)
The norms on V ⊗n are similar to those of the vector model. In this case
b2 = const l
Mj
c = constM j J = 1
|Σ|
= const l
and the conclusions of Theorem X.2 become
|||W ′2||| ≤ const lMj |||W |||2∣∣∣∣∣∣W ′4 −W + 14 ∞∑
r=1
(−12)r+1W ◦ (C ◦W )r∣∣∣∣∣∣ ≤ const l |||W |||2
for all four–legged interactions W whose norm |||W ||| is bounded by a sufficiently small, but
j–independent, constant.
(1) We are deliberately ignoring many technical fine points; in particular, we ignore spin, smoothness
of partitions of unity, factors of 2pi.
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Appendix C: Ladders expressed in terms of kernels
Let V be a complex vector space and {ξi} a system of generators for V that is
indexed by i in a set X.
Definition C.1
i) Depending on the context, a complex valued function on X4 is called a four legged kernel
over X or a bubble propagator over X.
ii) To a four legged kernel f over X we associate the Grassmann function
Gr(ξ; f) =
∑
i1,i2,i3,i4∈X
f(i1,i2,i3,i4) ξi1ξi2ξi3ξi4
in the complex Grassmann algebra
∧
V .
iii) If A and B are covariances on V then the tensor product
A⊗B(i1, i2, i3, i4) = A(ξi1 , ξi3)B(ξi2 , ξi4)
is a bubble propagator over X. In particular we shall consider the bubble propagator
C = C ⊗ C + C ⊗D +D ⊗ C
where C and D are the covariances of Section V.2.
iv) Let f1 and f2 be functions on X
4. The operator product of f1 and f2 is
(f1 ◦ f2)(i1, i2, i3, i4) =
∑
j1,j2∈X
f1(i1, i2, j1, j2) f2(j1, j2, i3, i4)
whenever the sum is well–defined.
v) Let f be a four legged kernel over X. The antisymmetrization of f is the four legged kernel
(
Antf
)
(i1, i2, i3, i4) =
1
4!
∑
π∈S4
sgn(π) f(iπ(1), iπ(2), iπ(3), iπ(4))
Clearly Gr(ξ; f) = Gr(ξ; Antf). The kernel f is called antisymmetric if f = Antf .
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Lemma C.2 Let
E =
∑
i1,i2,i3,i4∈X
(
e202(i1,i2,i3,i4)ψi1ψi2ξ
′
i3ξ
′
i4 + 2e211(i1,i2,i3,i4)ψi1ψi2ζ
′
i3ξ
′
i4
)
be an end as in Definition VI.5, where e202 and e211 are four legged kernels over X that are
antisymmetric under permutations of their four arguments.
i) If
E′ =
∑
i1,i2,i3,i4∈X
(
e′202(i1,i2,i3,i4)ψi1ψi2ξ
′
i3
ξ′i4 + 2e
′
211(i1,i2,i3,i4)ψi1ψi2ζ
′
i3
ξ′i4
)
is another end with antisymmetric four legged kernels e′202 and e
′
211 then
E ◦ E′ = −2Gr(ψ; e202 ◦ (C ⊗ C) ◦ e′202 + e211 ◦ (C ⊗D +D ⊗ C) ◦ e′211)
ii) If
ρ =
∑
i1,i2,i3,i4∈X
(
ρ0202(i1,i2,i3,i4)ξi1ξi2ξ
′
i3
ξ′i4 + 2 ρ1102(i1,i2,i3,i4)ζi1ξi2ξ
′
i3
ξ′i4
+2 ρ0211(i1,i2,i3,i4)ξi1ξi2ζ
′
i3ξ
′
i4 + 4 ρ1111(i1,i2,i3,i4)ζi1ξi2ζ
′
i3ξ
′
i4
)
is a rung with antisymmetric kernels ρ0202, ρ1102, ρ0211, ρ1111, then
E ◦ ρ = −2
∑
i1,i2,i3,i4∈X
(
ǫ202(i1,i2,i3,i4)ψi1ψi2ξ
′
i3
ξ′i4 + 2 ǫ211(i1,i2,i3,i4)ψi1ψi2ζ
′
i3
ξ′i4
)
with
ǫ202 = e202 ◦ (C ⊗ C) ◦ ρ0202 + e211 ◦ (C ⊗D +D ⊗ C) ◦ ρ1102
ǫ211 = e202 ◦ (C ⊗ C) ◦ ρ0211 + e211 ◦ (C ⊗D +D ⊗ C) ◦ ρ1111
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Proof: i)
E ◦ E′ =
∑
i1,i2,i3,i4
ℓ1,ℓ2,ℓ3,ℓ4
∫ ∫ [
e202(i1,i2,i3,i4)ψi1ψi2 :ξi3ξi4 :C + 2e211(i1,i2,i3,i4)ψi1ψi2 ζi3ξi4
]
[
e′202(ℓ1,ℓ2,ℓ3,ℓ4)ψℓ1ψℓ2 :ξℓ3ξℓ4 :C + 2e
′
211(ℓ1,ℓ2,ℓ3,ℓ4)ψℓ1ψℓ2 ζℓ3ξℓ4
]
dµC(ξ) dµD(ζ)
= −
∑
i1,i2,i3,i4
ℓ1,ℓ2,ℓ3,ℓ4
ψi1ψi2ψℓ1ψℓ2
[
4e211(i1,i2,i3,i4) e
′
211(ℓ1,ℓ2,ℓ3,ℓ4)D(ζi3 ,ζℓ3)C(ξi4 ,ξℓ4)
+ e202(i1,i2,i3,i4) e
′
202(ℓ1,ℓ2,ℓ3,ℓ4)
(
C(ξi3 ,ξℓ3)C(ξi4 ,ξℓ4)− C(ξi3 ,ξℓ4)C(ξi4 ,ξℓ3)
)]
= −
∑
i1,i2,j1,j2
ℓ1,ℓ2,k1,k2
ψi1ψi2ψℓ1ψℓ2
[
4e211(i1,i2,j1,j2) e
′
211(ℓ1,ℓ2,k1,k2)D(ζj1 ,ζk1)C(ξj2 ,ξk2)
+ e202(i1,i2,j1,j2) e
′
202(ℓ1,ℓ2,k1,k2)C(ξj1 ,ξk1)C(ξj2 ,ξk2)
− e202(i1,i2,j1,j2) e′202(ℓ1,ℓ2,k2,k1)C(ξj1 ,ξk1)C(ξj2 ,ξk2)
]
= −
∑
i1,i2,ℓ1,ℓ2
ψi1ψi2ψℓ1ψℓ2
[(
4e211 ◦ (C ⊗D) ◦ e′211
)
(i1,i2,ℓ1,ℓ2)
+ 2
(
e202 ◦ (C ⊗ C) ◦ e′202
)
(i1,i2,ℓ1,ℓ2)
]
= −2
∑
i1,i2,i3,i4
ψi1ψi2ψi3ψi4
[(
e211 ◦ (C ⊗D +D ⊗ C) ◦ e′211
)
(i1,i2,i3,i4)
+
(
e202 ◦ (C ⊗ C) ◦ e′202
)
(i1,i2,i3,i4)
]
For the last two equalities we used the antisymmetry of the kernels.
ii) Similarly,
E ◦ ρ =
∑
i1,i2,i3,i4
ℓ1,ℓ2,ℓ3,ℓ4
ψi1ψi2
∫ ∫ [
e202(i1,i2,i3,i4) :ξi3ξi4 :C + 2e211(i1,i2,i3,i4) ζi3ξi4
]
[(
ρ0202(ℓ1,ℓ2,ℓ3,ℓ4) :ξℓ1ξℓ2 :C + 2 ρ1102(ℓ1,ℓ2,ℓ3,ℓ4) ζℓ1ξℓ2
)
ξ′ℓ3ξ
′
ℓ4
+
(
2 ρ0211(ℓ1,ℓ2,ℓ3,ℓ4) :ξℓ1ξℓ2 :C + 4 ρ1111(ℓ1,ℓ2,ℓ3,ℓ4) ζℓ1ξℓ2
)
ζ ′ℓ3ξ
′
ℓ4
]
dµC(ξ) dµD(ζ)
= −2
∑
i1,i2,i3,i4
ψi1ψi2ξ
′
i3
ξ′i4
[(
e211 ◦ (C ⊗D +D ⊗ C) ◦ ρ1102
)
(i1,i2,i3,i4)
+
(
e202 ◦ (C ⊗ C) ◦ ρ0202
)
(i1,i2,i3,i4)
]
− 4
∑
i1,i2,i3,i4
ψi1ψi2ζ
′
i3ξ
′
i4
[(
e211 ◦ (C ⊗D +D ⊗ C) ◦ ρ1111
)
(i1,i2,i3,i4)
+
(
e202 ◦ (C ⊗ C) ◦ ρ0211
)
(i1,i2,i3,i4)
]
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Lemma C.3 Let f be an antisymmetric four legged kernel and n ≥ 0. Set F = Gr(f ; ξ) and
En(F ) = E(F ) ◦ ρ(F ) ◦ ρ(F ) · · ·ρ(F )
with n copies of ρ(F ), where E(F ) and ρ(F ) were defined in Definition VI.5.iii. Then
En(F ) =
∑
i1,i2,i3,i4∈X
fn(i1,i2,i3,i4)
(
ψi1ψi2ξ
′
i3ξ
′
i4 + 2ψi1ψi2ζ
′
i3ξ
′
i4
)
with
fn =
(−1)n
2
(12)n+1 f ◦ (C ◦ f)n
Proof: Observe that
E(F ) =
(
4
2
) ∑
i1,i2,i3,i4
f(i1,i2,i3,i4)
[
ψi1ψi2ξ
′
i3
ξ′i4 + 2ψi1ψi2ζ
′
i3
ξ′i4
]
ρ(F ) =
(
4
2
) ∑
i1,i2,i3,i4
f(i1,i2,i3,i4)
[
ξi1ξi2ξ
′
i3ξ
′
i4 + 2 ζi1ξi2ξ
′
i3ξ
′
i4 + 2 ξi1ξi2ζ
′
i3ξ
′
i4 + 4 ζi1ξi2ζ
′
i3ξ
′
i4
]
(C.1)
Since E(F ) = E0(F ), this proves the case n = 0. We now perform induction on n. By
Lemma C.2 and the induction hypothesis
En+1(F ) =
∑
i1,i2,i3,i4∈X
(
ǫ202(i1,i2,i3,i4)ψi1ψi2ξ
′
i3
ξ′i4 + 2 ǫ211(i1,i2,i3,i4)ψi1ψi2ζ
′
i3
ξ′i4
)
with
ǫ202 = ǫ211 = −2
(
4
2
)[
fn ◦ (C ⊗ C) ◦ f + fn ◦ (C ⊗D +D ⊗ C) ◦ f
]
= −12 fn ◦ C ◦ f = fn+1
Proposition C.4 Let f be an antisymmetric four legged kernel. Set F = Gr(f ; ξ) and let
Lr(F ) = E(F ) ◦ ρ(F ) ◦ · · · ◦ ρ(F ) ◦ E(F ) the ladder of length r ≥ 1 with r − 1 rungs ρ(F ).
Then
Lr(F ) =
(−1)r
2 (12)
r+1Gr
(
ψ; f ◦ (C ◦ f)r)
Proof: By Lemma C.2, Lemma C.3 and (C.1)
Lr(F ) = Er−1(F ) ◦ E(F )
= −2
(
4
2
)
Gr
(
ψ; fr−1 ◦ (C ⊗ C) ◦ f + fr−1 ◦ (C ⊗D +D ⊗ C) ◦ f
)
= −12Gr(ψ; fr−1 ◦ C ◦ f)
= (−1)
r
2 (12)
r+1Gr
(
ψ; f ◦ (C ◦ f)r)
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Notation
Not’n Description Reference
Z(f) degree zero component of f Definition II.1.iii∧
V Grassmann algebra over V Example II.2∧
A V Grassmann algebra over V with coefficients in A Example II.2
Am[n1, · · · , nr] partially antisymmetric elements of Am ⊗ V ⊗(n1+···+nr) Definition II.21//∖
E,
//∖
A
E enlarged algebra Definition VIII.5
Ev evaluation map Definition VIII.5∫
eΣ ξiζi dµC(ξ) = e
−1/2Σ ζiCijζj Grassmann Gaussian integral before Definition II.3
ΩC(W )(ψ) = log
1
Z
∫
eW (ψ+ξ)dµC(ξ) renormalization group map Definitions II.3, II.27
S(f) = 1
Z(U,C)
∫
f(ξ) eU(ξ) dµC(ξ) Schwinger functional before Remark III.1
R R–operator before Theorem III.2
RC(K1, · · · , Kℓ) ℓth Taylor coefficient of R (III.2)
RK,C(f) ..
∫∫ .
.e:K(ξ,ξ
′,η):ξ′ − 1 ..η f(η) dµC(ξ′) dµC(η)
.
. ξ Definition III.4
R˜C(K2, · · · , Kℓ)(f)
∫∫ .
.
( ℓ∏
i=2
:Ki(ξ, ξ
′ + ξ′′, η′):ξ′′
)
.
.η′ f(η + η
′) dµC(ξ
′′) dµC(η
′) (VII.1)
:eΣ ξiζi :ξ,C = e
1/2Σ ζiCijζj eΣ ξiζi Wick ordering after Remark II.4
ConC
i→j
, ConC
ξ→ξ′
contractions Definitions II.5, II.9
Nd norm domain Definition II.14
c contraction bound Definition II.25.i
b integral bound Definition II.25.ii
c, b, J improved integration constants Definition VI.1
N(f ;α) 1b2 c
∑
m,n1,···,nr≥0
α|n| b|n| ‖fm;n1,···,nr‖ Definition II.23
ρ(F ) rung Definition VI.5
E(F ) end Definition VI.5
Lr(F ) ladder of length r Definition VI.5
‖ · ‖p configuration of seminorms Definition VI.13
P projects :f(ψ; ξ):ξ to f4,0(ψ, 0) + f2,0(ψ, 0) Definition VII.8
Q(K¯1, · · · , K¯ℓ) enlarged algebra analog of RC(K1, · · · , Kℓ) Definition VIII.1
Gr(ξ; f) Grassmann function Definition C.1.ii
◦ convolution Definition C.1.iv
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