Abstract: This paper studies finite word-length effects on two different VLSI architectures of integer discrete wavelet transforms (DWT). The two DWT architectures representing two extreme cases are Scheme 1: basis correlation, and Scheme 2: pyramidal algorithm. For signal-to-noise ratio (SNR) evaluations, we consider various values of the length of integer word (W). Our experiments show that W is critical for both schemes, although both schemes perform almost equivalently. We also show that Scheme 1 and Scheme 2 have computational complexities
Introduction
This paper studies finite word-length effects on two different VLSI architectures for integer discrete wavelet transforms (DWT). The DWT has become increasingly important in fields such as digital signal processing, speech and audio processing, and image and video processing [1] , to provide multi-scale temporal-spectral analysis. Consequently, VLSI implementations are often required.
This work is a part of our design of a DWT processor for a speech compression scheme described in [2] . The design uses VHDL and high-level synthesis as design tools, with fieldprogrammable gate array (FPGA) as the target technology [3] . The designed is constrained to the more-efficient integer multipliers. Using iterative array of cells for partial products reduction, a 16×16-bit multiplier requires four 8×8-bit multipliers such as 74S557 [4] . In our design, we consider of using the usual pyramidal algorithm. However since it is recursive in nature, we concern the impact of using finite integer on its performance. In specific, computational errors introduced by finite data word lengths may propagate recursively. As a result, the quality of DWT may deteriorate rapidly, causing the results to be unusable. We should then study the impact of finite word lengths on pyramidal algorithm and compare the results with those of a non-recursive DWT algorithm.
We consider two DWT algorithms representing two extreme cases: (i) basis correlation, and (ii) pyramidal algorithm [5] , [6] . The basis correlation scheme (Scheme 1) produces DWT results from inner-products of the input vector with a set of wavelet basis signals, while the pyramidal scheme (Scheme 2) obtains the results by recursively filtering the input signal using wavelet and scaling filters. The basis signals and the filter's impulse responses come from a wavelet prototype.
This paper, expanding a description of our work reported in [7] , is organized as follow. First, Section II describes DWT algorithms, defines both Scheme 1 and Scheme 2, and showing that Scheme 2 is recursive in nature. Section III presents the experiments of integer word-length impacts on algorithms' quality, showing that both schemes behave similarly under various computational conditions. Section IV discusses results of complexity analysis of both schemes, shows the benefits of Scheme 2, and finally concludes that Scheme 2 should be used as the basic algorithm for DWT VLSI architectures.
The DWT Algorithms
In a usual vector setting, a signal can be represented by a vector x in a Euclidean vector space. If the vector space is M-dimensional, having orthonormal basis vectors , , , the signal can be representated by ∑
Where the coefficients are obtained using an inner product ,
In a case of digital signals defined in a vector space, we have orthonormal basis signals , , such that ∑
If is the complex-conjugate of , the inner product is obtained using a form of basis correlation ∑
Now we can apply the concept to understand the basis correlation algorithm of DWT.
A. The Basis Correlation DWT Algorithm
For a given mother wavelet , , one can define a set of scaling and wavelet functions recursively [8] . Implementing Eq. 4, Eq. (6) defines inner-product of signal input samples with those basis signals. Consequently, Eq. (7) implements Eq. (1).
B. Pyramidal DWT Algorithm
It is well known that for orthonormal wavelet, both signals , are closely related. Consider for example Daubechies wavelets [9] . Table I can be derived from in Table I using Eq. (5). Figure 1 shows mother wavelets for L = 4, 12, and 20. 3) . The scheme subsamplesby-2 the to be , , i.e., , = 2 1 . Furthermore, , = 2 1 . Thus there are N/2 samples of , and , .
(1) INITIALIZE , , FOR 0, , 1
END LOOP 2 (9) END LOOP 1 Figure 2 . A pseudocode of the DWT pyramidal algorithm for L point wavelet.
Now, for the second phase, j = 2, the scheme repeats the process. It takes N/2 samples , to be used as input of the HPF and LPF, simultaneously, resulting in N/2 samples and , respectively. The scheme then subsamples-by-2 the the to be , , i.e., , = 2 1 . Furthermore , = 2 1 . Thus there are N/4 values of , and , . The process is repeated for the next j until j = J, where at each stage j, the input is / 2 samples , to both HPF and LPF, simultaneously, to produce / 2 samples and (see Figure3) . It then subsamples-by-2 the to be , , i.e., , = 2 1 . Furthermore , = 2 1 . At the end of the algorithm, after j = J, we have all wavelet coefficients , , , as desired. To illustrate the use of filtering in Figure3 for DWT, consider a sample signal , shown in Figure4. Here we use N = 64. As a result, J = 5, and we have five recursive filtering phases 1, ,5. The first phase results in two signals: wavelet highpass signals at j = 1 (see Fig  5. a), and scaling low pass signal at j = 1. This scaling low pass signal is used as the input for the next phase j = 2, resulting in wavelet high pass signals at j = 2 (see Fig 5.b) , and scaling low pass signal at j = 2. This scaling low pass signal becomes the next phase input (j = 3), HPF LPF Armein Z. R. Langi resulting in wavelet high pass signals at j = 3 (see Fig 5.c) , and scaling low pass signal at j = 3. Similar filtering at j = 4, resulting in resulting in wavelet high pass signals at j = 4 (see Fig 5.d) , and scaling low pass signal at j = 4. Finally, filtering of the scaling lowpass signal at j = 5, resulting in wavelet high pass signals at j = 5 (see Fig 5. e), and scaling low pass signal at j = 5 (see Fig 5.f) . It should be noted that if we sum all these filtering signals (Fig 5.a to f) , we will have exactly in Figure 4 . 
Word Length Effects
We expect the computational structure of pyramidal algorithm is more efficient comparing to that of basis correlation scheme. As a result, Scheme 2 should be the choice of VLSI architecture. However an efficient VLSI architecture requires integer implementations. In general the quality of integer architecture is sensitive to word length. Our concern with Scheme 2 is it involves a pyramidal structure, hence it is recursive. In recursive cases, the arithmetic word-length becomes an important issue.
We then study the performance of both Scheme 1 and Scheme 2 under integer arithmetics. The performance of the schemes is evaluated according to the length of integer word (W), at specified length of input samples (N) and the length of wavelet prototype (L). Notice that N represents the number of input samples, taking integer values of power of 2. We limit L to 4, 12, and 20, to cover Daubechies prototype wavelets of length 4, 12, and 20 [9] (see also Figure1) . Finally, W should cover the usual integer word lengths of 8, 14, 16, 24, and 32. For completeness, W is varied from 4 to 32 .
Here as shown in Figure6, we first apply uniformly distributed random samples as input signal to both schemes, resulting in respective coefficients Table II shows the SNR as a function of W. Our experiments to assess round-off effects show that W is critical for both schemes. Changing W will change the SNR dramatically (see Figure7) . In some signal applications, an SNR level of 30dB is considered minimal. Thus an integer DWT must use at least W = 12 bits. For word length of 16 bit, the SNR is already at an excellent level of 61 dB. And the integer DWT at 32 bit performs overwhelmingly well. However notice that both schemes perform almost equivalently, and in most cases Scheme 2 seems to outperform Scheme 1, illustrated in Figure7. It seems that the recursive nature of the pyramidal algorithm does not propagate round-off errors. The two schemes behave similarly due to round-off effects. The most important point is that this means there is no advantage in SNR of using Scheme 1. It should be noted that in our experiment N and L have no significant effects on the SNR.
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Finite Word Length Effects on Two Integer Discrete Figure 7 . Critical impacts of word length W to the quality.
Discussions and Concluding Remarks
We have compared two different algorithm candidates of VLSI architectures for integer DWT, namely basis correlation (Scheme 1) and pyramidal algorithm (Scheme 2). Scheme 1 has a direct relationship with the DWT definition, hence it is expected to perform well in SNR using integer computations. On the other hand Scheme 2 is of recursive nature, resulting in potential accumulating computational error propagations.
However, our experiments show that Scheme 2 is as computationally good as Scheme 1, i.e., SNRs for various word lengths are comparable. Furthermore, the behavior of both scheme are comparable for various sample lengths or wavelet prototype lengths. This means Scheme 1 has no advantages over Scheme 2.
Scheme 1 has a computational structure directly following Eq (2), hence it has a simpler and straightforward control structure. However by observing the equation, we conclude that for each coefficient in Eq. (6) there are N multiplications and N-1 accumulations to be made. Since there are N coefficients to be produced, we can say that the complexity of Scheme 1 is . In fact, the total computation is found to be log / . As expected, Scheme 2 requires fewer computational operations (i.e., multiplication and addition). In particular each coefficient requires L multiplications and L-1 accumulations because of LPF and HPF. Furthermore, there are N coefficients to be produced by HPF and N In con on both a architectu
