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We show that the quantum Zeno effect gives rise to the Hall effect by tailoring the Hilbert space
of a two-dimensional lattice system into a single Bloch band with a nontrivial Berry curvature.
Consequently, a wave packet undergoes transverse motion in response to a potential gradient – a
phenomenon we call the Zeno Hall effect to highlight its quantum Zeno origin. The Zeno Hall effect
leads to retroreflection at the edge of the system due to an interplay between the band flatness
and the nontrivial Berry curvature. We propose an experimental implementation of this effect with
ultracold atoms in an optical lattice.
Introduction.— The state-of-the-art experimental
techniques in atomic, molecular and optical physics have
made it possible not only to engineer the Hamiltonian
of a quantum system, but also to control its interaction
with the environment [1–6]. Here controlled dissipation
can serve as a resource for quantum coherence and en-
tanglement [7, 8], with versatile applications to quantum-
state preparation [9–11], quantum computation [12] and
quantum simulation [13, 14].
The experimental progress in turn has stimulated the-
oretical studies in open quantum systems [15–18], such
as the Hall effects in the presence of dissipation [19–22].
It has been shown that the quantization of the transverse
conductivity in the integer quantum Hall regime is robust
against dissipation [19, 22], while a nontrivial influence
of dissipation emerges for the fractional quantum Hall
effect [20] and the anomalous Hall effect [21].
In this Letter, we point out yet another Hall effect
in open quantum systems — the Hall effect due to dis-
sipation. This differs fundamentally from the previous
works in that the Hall effect originates from the inter-
action with the environment instead of the bare Hamil-
tonian Hˆ of the system. Our idea is based on two key
ingredients: (i) to use dissipation to tailor the accessible
Hilbert space S and hence to change the effective Hamil-
tonian (see Fig. 1 (a)) [23–25]; (ii) the noncommutativity
of position operators in a constrained Bloch band with
a nontrivial Berry curvature [26]. (i) exploits the quan-
tum Zeno (QZ) effect [27–29], which is well studied in
the context of quantum measurement [30, 31] and occurs
also for strong dissipation [32–34] as a continuous limit of
repeated measurements [23]. (ii) shares the same physics
behind the anomalous Hall effect [35]. As schematically
illustrated in Figs. 1 (b) and (c), if the entire Hilbert
space is tailored into a single Bloch band with a nonzero
Berry curvature, a wave packet undergoes transverse mo-
tion even if Hˆ has no kinetics term. We call such a
phenomenon the Zeno Hall effect (ZHE). Our scheme is
readily applicable to create a flat band with a tunable
Berry curvature, and thus provides an ideal platform to
explore quantum many-body physics [36–38]. Surpris-
ingly, the wave-packet dynamics in such a flat band is
FIG. 1: (color online). (a) When a Hilbert space H is dissipa-
tively constrained to a subspace S, the dynamics is governed
by the projected Hamiltonian HˆS = PˆSHˆPˆS , where Hˆ and
PˆS are the bare Hamiltonian and the projection operator onto
S, respectively. (b) In a strongly dissipative lattice system in
two dimensions, the occupation of the upper band is prohib-
ited by a large damping gap ∆d due to the quantum Zeno
effect, and the system is constrained to the lower band with
a nonzero Berry curvature. Consequently, a wave packet un-
dergoes transverse motion in response to a potential gradient
F (c), and will be retroreflected at a boundary (d).
found to be retroreflective (see Fig. 1 (d)). In light of the
recent development of reservoir engineering [1–6] and ar-
tificial gauge fields [39–45], we expect that the ZHE can
be implemented with, e.g., ultracold atoms.
Tailoring the Hilbert space into a Bloch band.— As
a minimal setup, we consider spin-1/2 free fermions or
bosons in a two-dimensional N ×N (N  1) square lat-
tice with the lattice constant a. We assume that the
intrinsic kinetics is completely quenched. Within the
tight-binding and Born-Markov approximations [46], the
dissipative dynamics of the system can be modeled by
the Lindblad equation [47, 48]
˙ˆρ = Γ
∑
r
(
LˆrρˆLˆ
†
r −
1
2
{Lˆ†rLˆr, ρˆ}
)
, (1)
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2where ρˆ is the density operator of the system, r = (m,n)a
(m,n = 1, 2, ..., N) denotes a lattice site, and Γ is the
damping rate. We assume that the dissipation is caused
by one-body loss and respects the translational symme-
try, so that Lˆr =
∑
r′,σ lr′−r,σ cˆr′σ, where cˆr′σ is the
annihilation operator of a particle with spin σ (↑ or ↓) at
site r′ and lr′−r,σ’s are c-numbers.
Since there are N2 Lˆr’s while the dimension of the
single-particle Hilbert space is 2N2, the dimension of the
single-particle decoherence-free subspace [49] is at least
N2. Furthermore, due to the translational invariance,
if a wave function ψ(r) is decoherence-free, so will be
ψ(r + aµ), where aµ = aeµ (µ = x, y), reflecting a band
structure. We can explicitly show that Eq. (1) is equiva-
lent to
˙ˆρ = Γ
∑
k
∆k
(
cˆk+ρˆcˆ
†
k+ −
1
2
{cˆ†k+cˆk+, ρˆ}
)
, (2)
implying that such a decoherence-free band (see Fig. 1
(b)) is spanned by |k−〉 = cˆ†k−|vac〉, where cˆ†k+ =
∆
− 12
k (lk↑cˆ
†
k↑+lk↓cˆ
†
k↓), cˆ
†
k− = ∆
− 12
k (lk↓cˆ
†
k↑−lk↑cˆ†k↓), ∆k =∑
σ |lkσ|2 is the dimensionless damping gap rescaled by
~Γ with k = 2piNa (m,n) (m,n = −(N−1)/2, ..., (N−1)/2)
being the crystal momentum, lkσ =
∑
r e
ik·rlrσ and
cˆkσ = N
−1∑
r e
−ik·r cˆrσ [50]. Here we assume ∆k > 0
over the entire Brillouin zone. In the large-Γ limit, the
lower band is not only a decoherence-free subspace, but
also a QZ subspace [29].
Wave-packet dynamics.— Governed by Eq. (1), a
single-particle wave packet in the strongly dissipative lat-
tice undergoes a rapid decay of the component outside
the lower band, after which no subsequent dynamics oc-
curs inside the QZ subspace. Nevertheless, such a decay
can cause sudden recoil of the wave packet in both real
and momentum spaces [51].
To trigger a QZ dynamics [28], we apply a linear poten-
tial Hˆ = −F · rˆ, where rˆ = ∑r,σ rcˆ†rσ cˆrσ is the position
operator and F is a constant vector. Without dissipa-
tion, the COM dynamics is described by 〈 ˙ˆr〉 = i~ 〈[Hˆ, rˆ]〉.
Clearly, such a potential-only Hamiltonian cannot cause
any displacement of the COM, since [Hˆ, rˆ] = 0.
In the presence of strong dissipation (1), the accessible
Hilbert space is confined to a single band due to the QZ
effect. As a result, the projected position operators may
no longer commute with each other [52]. At the single-
particle level, by denoting the projection onto the lower
band as Pˆ− =
∑
k |k−〉〈k−| and defining Oˆ− ≡ Pˆ−OˆPˆ−
for ∀ Oˆ, we can show that [26, 35, 50]
[xˆ−, yˆ−] = iΩˆ ≡
∑
k
iΩxy(k)|k−〉〈k − |, (3)
where Ωxy(k) = i(〈∂kxuk|∂kyuk〉 − 〈∂kyuk|∂kxuk〉) is the
Berry curvature with |uk〉 ≡ e−ik·rˆ|k−〉 being a Bloch
state in the lower band. On the other hand, [rˆ−, kˆ−]µν =
iδµν (µ, ν = x, y) stays the same as the commutation
relation in unconstrained space.
Based on Eq. (3), we can easily write down the pro-
jected equations of motion 〈 ˙ˆk〉 = i~ 〈[Hˆ−, kˆ−]〉 = F~ and
〈 ˙ˆr〉 = i~ 〈[Hˆ−, rˆ−]〉 = −F~ × ez〈Ωˆ〉, which well approxi-
mates the entire open quantum system dynamics in the
QZ regime [22, 53]. If the wave packet is well localized in
both real and momentum spaces with the centers of mass
being r and k, respectively, the semiclassical description
of the dynamics follows [26, 35]:
~k˙ = F , r˙ = −k˙ ×Ω(k), (4)
where Ω(k) ≡ Ωxy(k)ez. The velocity r˙ turns out
to be orthogonal to the potential gradient F , implying
a nonzero Hall conductance. Furthermore, the second
equation in Eq. (4) can be rewritten as dr = −dk×Ω(k),
with the time argument eliminated. This is a manifesta-
tion of the geometric nature of the QZ dynamics [22, 54].
We note that the bare lattice system has a trivial band
structure, since the intrinsic hopping is suppressed by
assumption. The nontrivial wave-packet dynamics (4) is
caused by the QZ effect. This is in sharp contrast to
the usual anomalous Hall effect, which comes solely from
the intrinsic Hamiltonian [26, 35]. While the ZHE (4)
is apparently equivalent to the flat-band anomalous Hall
effect, the physical mechanisms are completely different.
The flatness simply inherits from the trivial bare Hamil-
tonian as an insulator with vanishing intrinsic hopping.
While it is by no means easy to design an intrinsic flat
band [36–38], the QZ subspace naturally serves as a rig-
orous flat band [55]. We will show that a flat band with
a nontrivial Berry curvature causes the novel retroreflec-
tion at the edge (see Fig. 1 (d) and Fig. 4 (a)).
Numerical demonstration.— To directly demonstrate
the ZHE, we perform numerical simulations of the
Lindblad equation ˙ˆρ = − i~ [Hˆ, ρˆ] + Γ
∑
r(LˆrρˆLˆ
†
r −
1
2{Lˆ†rLˆr, ρˆ}), where the coherent perturbation Hˆ = −F ·
rˆ is introduced. At the single-particle level, the equation
of motion can be simplified as
i~∂t|ψ˜〉 = Hˆeff |ψ˜〉, (5)
where Hˆeff ≡ Hˆ − i2~Γ
∑
r Lˆ
†
rLˆr is the non-Hermitian
effective Hamiltonian. Then ρˆ is given by ρˆ = |ψ˜〉〈ψ˜| +
(1− 〈ψ˜|ψ˜〉)|vac〉〈vac| due to quantum jumps [47, 56, 57].
We solve Eq. (5) by exact diagonalization for the lattice
size N = 80. The jump operator is chosen to be
Lˆr = l↑cˆr↑+ cˆr+ax,↓+ icˆr+ay,↓− cˆr−ax,↓− icˆr−ay,↓, (6)
where the phase difference between the coefficients of
cˆr±aµ,↓ induces a nontrivial Berry curvature. We set
l↑ = −i in Eq. (6) to ensure a finite damping gap, and
the corresponding Berry curvature Ωxy(k) is plotted in
Fig. 2 (b). We see that Ωxy(k) takes on large values only
near k = (0, 0), (pi, 0), (0, pi) and (pi, pi), where the spin
3FIG. 2: (color online). (a) Spin texture and (b) Berry curva-
ture Ωxy(k) of the lower band (QZ subspace) emerging from
the engineered dissipation (1) corresponding to the jump op-
erators in Eq. (6) with l↑ = −i.
texture is significantly twisted (Fig. 2 (a)). Thus we ini-
tially prepare a wave packet centered at k = (0, 0) for
easy observation of the ZHE, and adjust the wave-packet
spread to be σ2r =
Na2
4pi , so that the size relative to the
full space stays unchanged after Fourier transformation
into momentum space.
To reach the QZ regime, we choose Γ = 103ω such that
Γ is much larger than the Bloch frequency ω = Fa~ , which
is the only energy scale of the bare lattice system. Such
strong dissipation simplifies the state initialization — a
Gaussian packet prepared in the full space will automati-
cally be projected into the QZ subspace after a very short
time O(Γ−1). The simplicity of the initial state prepara-
tion would also be a unique advantage of our scheme for
experimental implementations.
Short-time dynamics.— For a short-time interval
[0, ω−1], 〈Ωˆ〉 deviates significantly from zero. For F =
Fey, the time evolution of the center of mass (COM)
along the x-axis is plotted in Fig. 3, where stroboscopic
snapshots of the wave packet are also presented, showing
transverse displacements. Qualitatively, the slowdown
behavoir is consistent with a decrease in the Berry curva-
ture (Fig. 2) when kx = 0 and ky increases from 0. Quan-
titatively, however, the numerical result (orange curve in
Fig. 3) clearly deviates from the semiclassical theory (4)
(purple curve in Fig. 3), which is evaluated by
〈xˆ〉 = −
∫ ky
0
dk′yΩxy(k
′
x = 0, k
′
y), (7)
where kya = ωt. Such a deviation arises mainly from a
finite spread σ2k =
pi
Na2 of the wave packet in momentum
space, which can be shown to stay (approximately) Gaus-
sian [51]. We take into account a finite spread by smooth-
ing the Berry curvature via convolution with a Gaussian
kernel: Ω˜xy(k) =
1
2piσ2k
∫
B.Z.
d2k′e−(k
′−k)2/(2σ2k)Ωxy(k′).
Then, we compute Eq. (7) in terms of Ω˜xy(k) rather than
Ωxy(k), and find excellent agreement (see the black curve
in Fig. 3). While 〈yˆ〉 stays unchanged as expected (inset
in Fig. 3), it takes on a nonzero value due to a recoil
resulting from the initial rapid decay of the wave packet
outside the lower band [51].
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FIG. 3: (color online). Time evolution of the x-component
of the COM, obtained from exact diagonalization of Eq. (5)
(orange), the integral of the Berry curvature in Eq. (7) with
respect to the trajectory in the Brillouin zone (purple), and
the integral of the smoothed Berry curvature that takes into
account a finite wave-packet spread (black). The initial in-
crement and the final saturation reflect the Berry curvature
landscape (see Fig. 2). Three panels on the right show the
real-space density profiles of the wave packet at ωt = 0.1, 0.4,
and 1.0, showing the transverse COM motion, where ω = Fa~ .
The inset shows the displacement along the y-axis, which
stays unchanged and takes on a nonzero value due to the
initial recoil [51]. The red dashed lines in the main panel and
the circles in the right panel show guides to the eye.
Long-time dynamics.— A wave packet with nonzero
anomalous velocity can reach a boundary. For example,
when F = F√
10
(−1, 3) with rational ratio FyFx = −3, the
trajectory in the Brillouin zone forms a closed orbit which
mainly crosses the “valleys” in Fig. 2 (b) with negative
Ωxy. Nevertheless, since Ωxy is small in a large area of
the Brillouin zone, we expect that the COM moves in a
stepwise manner, as confirmed numerically in Fig. 4 (a).
Surprisingly, after collision with the right boundary, the
wave packet is retroreflected [58]. This is a unique feature
of a flat band with a nontrivial Berry curvature, where
the real-space dynamics is dominated by the anomalous
velocity, which is always perpendicular to F in Eq. (4)
but with only two possible directions, depending on the
sign of Ωxy. As shown in Fig. 4 (b), the wave packet in the
Brillouin zone diffuses from the orbits crossing the “val-
leys” (dark stripes) to those crossing the “hills” (light
stripes) during the collision, due to the compression in
real space (see the middle panel in Fig. 4 (a)), leading to
inversion of the anomalous velocity. After the retroreflec-
tion, the wave packet fragments into three pieces in the
Brillouin zone, shortening the step length of motion to
one-third of that before retroreflection (see the 〈xˆ〉, 〈yˆ〉−t
curves in Fig. 4 (a)).
We note that the Chern number of a perfectly flat band
always vanishes if Lˆr’s are short-ranged [11, 59], imply-
ing the existence of “hills” whenever there are “valleys”.
Furthermore, we can argue that the wave packet always
diffuses from “valleys” to “hills” (or vice versa) to reverse
4FIG. 4: (color online). (a) Long-time dynamics of the COM.
Three panels on the top show the real-space density profiles
of the wave packet before (ωt = 20), at (ωt = 60) and after
(ωt = 100) collision with the right boundary, indicating the
retroreflection. (b) “Hills” (orange, Ωxy > 1) and “valleys”
(blue, Ωxy < −1) in the Brillouin zone and the wave-packet
profile in momentum space before, at and after the retrore-
flection. Dark (Light) stripes, which are parallel to F , refer
to the orbits in which the anomalous motion in real space
approaches (leaves) the right boundary.
the anomalous velocity by colliding with a boundary [60].
We thus expect the retroreflection to be universal, al-
though the wave-packet profile after the retroreflection is
model-dependent.
In the edge physics of the usual anomalous Hall effect,
a particle collides with a boundary at a normal group
velocity, so reflection occurs accompanied by lateral dis-
placement, known as a matter-wave analogy of the Goos-
Ha¨nchen’s shift [61]. For the quantum anomalous Hall
effect [62], a state highly localized at the edge can un-
dergo persistent lateral motion with definite chirality, in
analogy with the skipping motion of a charged particle in
the presence of magnetization [63]. In contrast, collision
with a boundary by an anomalous velocity alone leads to
retroreflection.
Physical implementation.— With excellent scalability
and controllability [64], ultracold atomic systems are
promising candidates for implementing the ZHE. A cru-
cial ingredient is a dissipative optical lattice with collec-
tive one-body loss, which can be realized by a combina-
tion of a fine-tuned Rabi coupling and on-site one-body
loss of an auxiliary internal state. The real-space dynam-
ics can be directly visualized by means of quantum-gas
microscopy [65]. The retroreflection can also be tested
by using a box potential [66].
Let us discuss how to engineer the dissipation (6) used
for numerical demonstration. We consider Λ atoms with
two ground states denoted by | ↑〉 and | ↓〉 and an excited
state denoted by |e〉 in a staggered square optical lattice
(Fig. 5 (a)) [44]. The on-site energy difference between
the sublattice A and B, denoted by ∆AB , is set to be
much larger than the nearest-neighbor tunneling, so as to
suppress the kinetic degree of freedom [40–44]. While | ↑〉
and | ↓〉 are stable, |e〉 quickly decays into external states
FIG. 5: (color online). (a) Λ atoms in a staggered square op-
tical lattice subjected to a set of fine-tuned lasers, which cou-
ple internal states | ↑〉 and | ↓〉 to |e〉 with spatially dependent
Rabi frequencies Ω˜(x) and Ω˜′(x), respectively. The excited
state |e〉 is unstable and undergoes effectively a rapid on-site
loss at a rate κ. (b) Within the tight-binding approximation,
|e〉 is coupled to the nearest | ↓〉’s in a p-wave symmetry and
the on-site | ↑〉 with a phase inversion for the sublattices A
and B. The magnitudes of the Rabi frequencies for | ↑〉 ↔ |e〉
and | ↓〉 ↔ |e〉 transitions are |Ω| and |Ω′|, respectively. The
energy levels are not to scale.
at an effective on-site loss rate κ. By applying a set of
fine-tuned lasers [67], |e〉 is coupled to the nearest | ↓〉 in a
p-wave symmetry, i.e., with the Rabi frequencies being Ω,
iΩ, −Ω, −iΩ in the counterclockwise direction, and also
coupled to the on-site | ↑〉 with a Rabi frequency ±Ω′ in
a checkerboard pattern (Fig. 5 (b)). If κ  |Ω|, |Ω′|, we
can adiabatically eliminate the fast decay mode |e〉 [68]
to obtain a closed equation of motion (1) that involves
only the internal states | ↑〉 and | ↓〉 with Γ = |Ω|2κ in
Eq. (1) and l↑ = Ω
′
Ω in Eq. (6) [67]. A detailed setup
based on 87Rb is available in the Supplemental Material.
Summary and outlook.— We have predicted a unique
Hall effect due to dissipation — the ZHE based on a gen-
eral scheme to tailor the Hilbert space into a Bloch band
by using the QZ effect. Whenever the band is flat and
possesses a nonzero Berry curvature, the QZ dynamics of
a wave packet exhibits a transverse velocity in response to
a potential gradient and the retroreflection on a bound-
ary. We have also explored a possible implementation of
the ZHE with ultracold atoms.
Our work opens up a possibility of investigating many-
body physics inside a QZ subspace, which can naturally
be made flat [36–38]. With tunable interaction [69], ul-
tracold atoms provide an ideal platform for experimen-
tal implementation. Even for free particles, we expect
nontrivial generalizations to other lattice structures, Bo-
goliubov quasiparticles [10, 70, 71], spatiotemporal po-
tential gradient [72], multiple [73] and topologically non-
trivial bands [74], and noiseless subsystems [75]. A sys-
5tematic development of a QZ effect-based toolbox for
manipulating wave packets will offer a unique possibil-
ity for quantum information processing with continuous
variables [76].
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7Supplemental Materials
Here we provide the derivations Eqs. (2) and (3) in the
main text, additional numerical results on the short-time
dynamics, further information on the retroreflection and
the details of the experimental implementation discussed
in the main text.
DERIVATION OF EQ. (2)
A Lindblad master equation is invariant under an arbi-
trary unitary transformation of the jump operators [46],
that is ∑
j
D[Lˆj ]ρˆ =
∑
j
D[Lˆ′j ]ρˆ, (S1)
where D[Lˆ]ρˆ ≡ LˆρˆLˆ† − {Lˆ†Lˆ, ρˆ}/2 and Lˆ′j =
∑
k UjkLˆ
′
k,
with Ujk being an arbitrary c-number unitary matrix.
Equation (S1) can straightforwardly be checked by using
the unitarity of Ujk, i.e.,
∑
k UjkU
∗
lk = δjl.
In particular, when the subscript j denotes a site
r of an N × N lattice, we can choose the unitary
transformation to be the Fourier transformation, i.e.,
Ukr = N
−1e−ik·r, where k is the crystal momentum.
We write the translationally invariant jump operator as
Lˆr =
∑
r′ lr′−r,σ cˆr′σ, and obtain
Lˆk = N
−1∑
r
e−ik·rLˆr
= N−1
∑
r,r′,σ
e−ik·rlr′−r,σ cˆr′σ
=
∑
r′−r,σ
eik·(r
′−r)lr′−r,σ
(
N−1
∑
r′
e−ik·r
′
cˆr′σ
)
=
∑
σ
lkσ cˆkσ,
(S2)
where lkσ ≡
∑
r e
ik·rlrσ and cˆkσ ≡ N−1
∑
r e
−ik·r cˆrσ.
If we introduce ∆k =
∑
σ |lkσ|2 and cˆk+ =
∆
−1/2
k
∑
σ lkσ cˆkσ, Lˆk can be rewritten as ∆
1/2
k cˆk+. By
using the fact that D[αLˆ]ρˆ = |α|2D[Lˆ]ρˆ, ∀α ∈ C, we
obtain Eq. (2) in the main text, i.e.,
˙ˆρ = Γ
∑
r
D[Lˆr]ρˆ = Γ
∑
k
∆kD[cˆk+]ρˆ. (S3)
Let us define the annihilation operator for the lower band
cˆk− ≡ ∆−
1
2
k (l
∗
k↓cˆk↑ − l∗k↑cˆk↓) such that {cˆ†k′−, cˆk+} = 0
for fermions and [cˆ†k′−, cˆk+] = 0 for bosons for ∀ k,k′.
Then all the many-body states, which take the form of
|Ψ{nk}〉 ≡
∏
k(cˆ
†
k−)
nk |vac〉 with nk = 0, 1 for fermions
and nk ∈ N for bosons, span a decoherence-free subspace
[49]. In other words, each state with only the emer-
gent lower Bloch band being occupied is decoherence-
free, since the necessary and sufficient condition [49]
cˆk+|Ψ{nk}〉 = 0 for ∀ k and {nk} is satisfied.
DERIVATION OF EQ. (3)
Let us calculate the matrix elements of the position op-
erators xˆ and yˆ within the QZ subspace S = span{|k−〉 =
eik·rˆ|uk〉;k ∈ B.Z.}. We obtain
〈uk|e−ik·rˆxˆeik′·rˆ|uk′〉
= 〈uk|i∂kxei(k
′−k)·rˆ|uk′〉
= i∂kx〈uk|ei(k
′−k)·rˆ|uk′〉 − i〈∂kxuk|ei(k
′−k)·rˆ|uk′〉
= (i∂kx +Ax(k))δk,k′ ,
(S4)
where Ax(k) is the x-component of the Berry connec-
tion A(k) ≡ i〈uk|∇kuk〉, and the Kronecker delta δk,k′
should be interpreted as ( 2piNa )
2δ(k−k′) in the continuous
limit. Equation (S4) implies
xˆ− ∼ i∂kx +Ax(k) (S5)
in the representation of |k−〉’s. Similarly, we have
yˆ− ∼ i∂ky +Ay(k). (S6)
Thus the commutator between the projected position op-
erators xˆ− and yˆ− should be
[xˆ−, yˆ−] ∼ [i∂kx +Ax(k), i∂ky +Ay(k)]
= i(∂kxAy(k)− ∂kyAx(k)) ≡ iΩxy(k),
(S7)
where Ωxy(k) is the Berry curvature. Equation (2) in the
main text is nothing but the operator form of Eq. (S7).
WAVE-PACKET RECOIL
Let us quantitatively discuss the recoil phenomenon
that can be seen in the inset of Fig. 3 in the main text. We
first expand the initial state vector, which is the direct
product of the Gaussian packet in real space and the spin
state 1√
2
(| ↑〉+ | ↓〉), in terms of |kσ〉’s:
|ψ〉 =
∫
d2k
Sk
e
− k2
4σ2
k
√
pi
Naσk
(|k ↑〉+ |k ↓〉)
=
∫
d2k
Sk
e
− k2
4σ2
k
(lk↑ + lk↓)|k+〉+ (l∗k↓ − l∗k↑)|k−〉
Naσk
√
∆k/pi
,
(S8)
where Sk = (
2pi
Na )
2 and σ2k =
pi
Na2 . This Gaussian wave
packet is centered at the origin in either real or momen-
tum space. After a rapid decay of the |k+〉 components,
the state vector becomes
|ψ˜〉 =
∫
d2k
Sk
√
pi
∆k
e
− k2
4σ2
k
l∗k↓ − l∗k↑
Naσk
|k−〉, (S9)
8where the tilde indicates that the state is not normal-
ized. If lk↑ and lk↓ possess different parity symmetries
(e.g., s-wave and p-wave), we have 〈ψ˜|ψ˜〉 = 12 , and the
expectation value of the crystal momentum is evaluated
to be
〈kˆ〉 = 〈ψ˜|kˆ|ψ˜〉〈ψ˜|ψ˜〉 = −
∫
d2k
piσ2k∆k
Re(lk↑l∗k↓)e
− k2
2σ2
k k, (S10)
which is invariant under the gauge transformation lkσ →
eiα(k)lkσ, where α(k) is an arbitrary real function of
k. For the choice of parameters in the main text, we
have lk↑ = l↑, lk↓ = 2i sin kxa − 2 sin kya and ∆k =
|l↑|2 + 4(sin2 kxa+ sin2 kya); thus Eq. (S10) gives 〈kˆ〉a =
∓0.102ex for l↑ = ±i and 〈kˆ〉a = ±0.102ey for l↑ = ±1.
While such a small recoil in momentum space has negli-
gible influence on the wave-packet dynamics for l↑ = ±i,
it leads to an observable consequence for l↑ = ±1, as we
will see from the numerical results (Fig. S3).
To calculate the displacement in real space, we further
rewrite Eq. (S9) as
|ψ˜〉 =
∫
d2k
Sk
√
pi
∆k
e
− k2
4σ2
k
l∗k↓ − l∗k↑
Naσk
(lk↓|k ↑〉 − lk↑|k ↓〉).
(S11)
By defining ψ˜σ(k) ≡ Na2pi 〈kσ|ψ˜〉 and the spin-flip notation
σ¯ (e.g., σ¯ =↓ if σ =↑), we obtain
ψ˜σ(k) =
1
2
√
piσk
|lkσ¯|2 − lkσ¯l∗kσ
∆k
e
− k2
4σ2
k . (S12)
We can use this result to evaluate the center of mass
〈rˆ〉 = 2∑σ ∫ d2kψ˜∗σ(k)i∇kψ˜σ(k) as
〈rˆ〉 =
∑
σ
∫
d2k
2piσ2k
|lkσ|2 − l∗kσlkσ¯
∆k
e
− k2
4σ2
k
×i∇k
( |lkσ|2 − lkσl∗kσ¯
∆k
e
− k2
4σ2
k
)
.
(S13)
Equation (S13) can be simplified as
〈rˆ〉 = −
∫
d2k
piσ2k∆k
Im(lk↑l∗k↓)e
− k2
4σ2
k
×∇k
( |lk↑|2 − |lk↓|2
∆k
e
− k2
4σ2
k
)
,
(S14)
which is again gauge invariant. For the specific choice
of parameters in the main text, Eq. (S14) gives 〈rˆ〉 =
±1.29495aey for l↑ = ∓i and 〈rˆ〉 = ±1.29495aex for
l↑ = ∓1, which are quantitatively consistent with the
numerical result |〈rˆ〉| = 1.29475 obtained from exact di-
agonalization.
ADDITIONAL NUMERICAL RESULTS ON THE
SHORT-TIME DYNAMICS
Here we present extensive numerical results to get more
physical and intuitive insights into the ZHE. From now
ωt=0.1ωt=0.3ωt=0.6ωt=1.0
0.001 0.010 0.100 1 10 100 1000
0.4
0.6
0.8
1.0
Γ/ω
〈ψ˜|ψ˜〉
FIG. S1: Loss behavior quantified by the dependence of 〈ψ˜|ψ˜〉
on Γ. While 〈ψ˜|ψ˜〉 monotonically decreases as t increases, it
is not monotonic with respect to Γ due to the QZ effect. The
lattice size is chosen to be N = 40.
on, unless specified otherwise, the parameters are the
same as those used for the numerical demonstration in
the main text.
Influence of the coupling strength Γ
While it is clear from the discussions in the main text
that Γ = 103ω leads to almost the same results in the
Γ → ∞ limit, the magnitude of Γ leading to the onset
of the ZHE remains to be determined. To estimate it,
we make use of the 〈ψ˜|ψ˜〉 – Γ relation plotted in Fig. S1,
since the suppression of loss is a hallmark of the QZ effect
[32–34]. At time t = ω−1 (purple curve), the minimum
of 〈ψ˜|ψ˜〉 is found to lie in the range 1 < Γ/ω < 10; thus
we expect that the ZHE is evident even for Γ ∼ 10ω.
Such an expectation is confirmed by the direct cal-
culation for the time evolutions of the center of mass,
which are shown in Fig. S2. It is found that at t = ω−1,
〈xˆ〉 reaches 1.5a for Γ = 10ω (pink curve) and 2.2a for
Γ = 50ω (orange curve), and that the latter is close to
the limiting value 2.4a (black curve). On the other hand,
we can see little displacement for Γ = 2ω (red curve),
where the dissipation is so weak that the QZ effect is not
significant.
Influence of the wave-packet spread
As mentioned in the main text, the discrepancy be-
tween the theoretical prediction in the semiclassical limit
and the numerical exact-diagonalization result arises
from a finite spread of the wave packet in the Brillouin
zone (BZ). After smoothing the Berry curvature and re-
doing the calculation, we have obtained agreement be-
tween the two results (see Fig. 3 in the main text). On
the other hand, we expect that the semiclassical predic-
tion can be reproduced by reducing the spread in the BZ,
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FIG. S2: Time evolution of the center of mass for Γ = 2ω
(red dash-dotted), 10ω (pink dotted) and 50ω (orange solid).
Here 〈xˆ〉 shows the transverse displacement. The values in the
quantum Zeno limit (Γ → ∞), obtained by integrating the
smoothed Berry curvature (black dashed), are also presented.
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FIG. S3: Time evolution of the center of mass for differ-
ent momentum-space spreads σk =
√
pi
N
1
a
(orange),
√
pi
N
1
2a
(pink) and
√
pi
N
1
3a
(red) corresponding to the real-space
spreads σr =
√
N
pi
a
2
,
√
N
pi
a and
√
N
pi
3
2
a, respectively. The
main panel shows the transverse displacement and the inset
shows the longitudinal displacement. The semiclassical result
(purple) is also presented.
or equivalently by making the wave packet wider in real
space.
To be specific, we double and triple the real-space stan-
dard deviation σr and calculate the corresponding dy-
namics with the results shown in Fig. S3. One can clearly
see that the time evolution of 〈xˆ〉 approaches the semi-
classical limit (purple curve) as the real-space spread in-
creases. In fact, this is also true for 〈yˆ〉 (inset in Fig. S3),
which stays unchanged after the initial recoil and takes
on the value 2a in the semiclassical limit which can be
obtained by calculating Eq. (S14) in the σk → 0 limit.
Influence of the phase of l↑
While the Berry curvature
Ωxy(k) = − 8|l↑|
2 cos kxa cos kya
(|l↑|2 + 4 sin2 kxa+ 4 sin2 kya)2
(S15)
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FIG. S4: (a) Snapshots of the wave packets for l↑ = ±1,±i
at time ωt = 0.1 and ωt = 1.0. While the initial recoils occur
along four different directions, all of the wave packets move in
the positive x-axis. The red circles mark the initial positions
of the wave packets. (b) Time evolutions of the center of
mass for l↑ = −i (orange solid), i (purple dashed), −1 (pink
dotted) and 1 (red dash-dotted). Here 〈xˆ〉 and 〈yˆ〉 denote the
transverse and logitudinal displacements, respectively. Note
that the orange and purple (pink and red) curves overlap in
the left (right) panel.
depends only on the magnitude of l↑ and so does the
semiclassical dynamics, its phase does affect the wave-
packet dynamics through the initial recoil. This is clear
from Eqs. (S10) and (S14), especially from the factors
Re(lk↑l∗k↓) and Im(lk↑l
∗
k↓). This Berry curvature (S15)
gives a zero Chern number for arbitrary l↑.
We perform numerical calculations for four different
phases l↑ = ±1,±i, with the results shown in Fig. S4.
One can see that the initial recoils occur along four dif-
ferent directions, despite the fact that due to the ZHE the
subsequent motions occur all along the x-axis. Further-
more, the 〈xˆ〉 – t curves for l↑ = 1 and −1 are not parallel
to each other due to the recoils in the BZ [see Eq. (S10)]
along the positive and negative ky-axis, respectively.
FORMAL ANALYTIC SOLUTION
By defining ψ−(k, t) ≡ Na2pi 〈k − |ψ(t)〉, the projected
Schro¨dinger equation reads
i~∂tψ−(k, t) = −F · [i∇k +A(k)]ψ−(k, t), (S16)
which is invariant under the following gauge transforma-
tion stemming from the phase degree of freedom of |k−〉:
ψ−(k, t)→ eiα(k)ψ−(k, t),
A(k)→ A(k) +∇kα(k).
(S17)
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Suppose that the initial condition is ψ−(k, 0) = ϕ(k).
Without loss of generality, we can write down the trial
solution as
ψ−(k, t) = eiθ(k,t)ϕ(k − F t/~), (S18)
where θ(k, t) is not necessarily real and satisfies θ(k, 0) =
0. Substituting Eq. (S18) into Eq. (S16), we obtain
(~∂t + F · ∇k)θ(k, t) = F ·A(k). (S19)
Subjected to the initial condition θ(k, 0) = 0, the solution
to Eq. (S19) can be expressed as
θ(k, t) =
∫ t
0
dt′
F
~
·A
(
k +
F (t′ − t)
~
)
, (S20)
which turns out to be always real, so that |ψ−(k, t)|2 =
|ϕ(k − F t/~)|2. This implies that in momentum space,
the wave packet undergoes ballistic motion with the den-
sity profile unchanged. This fact validates the use of
Gaussian smoothing (note that ϕ(k) is approximately
Gaussian) in the main text.
FURTHER INFORMATION ON THE
RETROREFLECTION
In this section, we provide a detailed argument and
extensive numerical results to support the universality of
the retroreflection phenomenon.
Detailed argument on the universality
We argue in details that, driven by a potential gradi-
ent F , a wave packet colliding with a boundary by an
anomalous velocity alone will be retroreflected. The ar-
gument consists of two parts: (i) The Berry curvature
landscape features both positive (“hill”) and negative
(“valley”) values whenever Lˆr is short-ranged; (ii) The
wave packet always diffuses from valleys to hills or vice
versa via collision with a boundary.
In the main text, we have briefly mentioned (i) and two
relevant references [59] and [11]. Reference [59] proves the
theorem that in an isolated lattice system with shorted-
ranged hoping exactly flat band has zero Chern num-
ber, while Ref. [11], which claims that for a quadratic
Lindblad equation with short-ranged jump operators the
unique mixed steady state is topologically trivial. How-
ever, neither of these results is directly applicable to our
system. Fortunately, the QZ subspace is a Hilbert sub-
space after all, so is a band. Furthermore, the QZ sub-
space can actually be regarded as the flat band of an iso-
lated lattice system described by Hˆp = E
∑
r Lˆ
†
rLˆr (E is
a nonzero c-number), which is short-ranged if and only if
Lˆr is short-ranged. Therefore, the theorem in Ref. [59]
FIG. S5: (a) Irregular right boundary (red) created by ran-
domly imposing strong local one-body loss on several sites
near the original flat boundary (black). (b) Real-space density
profiles of the wave packet before (ωt = 16), at (ωt = 50) and
after (ωt = 84) the collision with the irregular right bound-
ary. (c) Real-space dynamics of the center of mass, which
clearly shows that retroreflection occurs even at the irregular
boundary.
can indirectly be applied to our system to validate the
statement (i).
To understand (ii), we first note that the anomalous
velocity r˙ cannot be orthogonal to the normal vector n
of the boundary to be collided with. Without the loss
of generality, we assume that the wave packet mainly
crosses valleys before the collision. At an early stage
of the collision, r˙ is directed towards the boundary and
the wave packet is compressed in the n direction in real
space, and thus diffuses in the same direction in the BZ
due to the uncertainty relation. At the same time, the
wave packet continues to move in the BZ at a constant
velocity F /~, which is orthogonal to r˙ = −Ω(k)× F /~.
Hence, F /~ and n are not parallel and span the entire
BZ, implying that the wave packet can spread to any
point in the BZ. Once reaching the hills, the wave packet
leaves the boundary and the compression in real space
stops, so does the diffusion in the BZ. Therefore, the wave
packet eventually enters the orbit that mainly crosses the
hills.
Influence of an irregular boundary
Since the anomalous velocity has only two possible di-
rections, we may expect that the retroreflection is robust
against an imperfectly flat boundary. To confirm such
robustness, we consider a worst-case situation in which
the boundary is so irregular even at the spatial scale of
the wave packet that the normal vector n cannot be de-
fined (see Fig. S5 (a)). Such a boundary can be created
also by making use of the QZ effect – we randomly pick
out a narrow region (light red in Fig. S5 (a)), where we
impose strong local one-body loss on each site. The bulk
property of the system and the initial state, which is a
Gaussian packet located at r = (13, 0)a with the spin
state being | ↓〉, are the same as those in the main text.
While the boundary is highly irregular, the wave
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FIG. S6: (a) Trajectory (red line) in the BZ generated by
a constant velocity k˙ = F√
3~ (−1,
√
2) (red arrow). The blue
and orange regions correspond to the valleys and hills, respec-
tively. (b) Real-space dynamics of the center of mass.
packet turns out to be again retroreflected (see Fig. S5
(b) and (c)) [? ], although the profile after the retrore-
flection differs significantly from that for a flat boundary
(see Fig. 4 in the main text). We note that the argument
in Sec. is still applicable after a slight modification that
the diffusion from valleys to hills occurs in many different
directions in the absence of a well-defined n.
Influence of F
In the main text, the ratio Fy/Fx(= −3) is set to be
rational so that the trajectory in the BZ forms a closed
orbit with well-defined winding numbers (1 for kx and
3 for ky directions), invalidating the ergodicity. The er-
godicity, together with zero Chern number, is expected
to prohibit the wave packet from approaching a bound-
ary. Note that the center-of-mass motion of the wave
packet is governed by the local Berry curvature. How-
ever, the wave packet undergoes positive and negative
Berry curvatures by roughly the same amount due to the
ergodicity and zero Chern number, and hence it cannot
move far away from its original position.
As a bad example, we consider the wave-packet dy-
namics for F = F√
3
(−1,√2) in the same model in the
main text. While k˙ = F /~ stays constant, the trajectory
in the BZ shows clear ergodicity and crosses the valleys
(blue) and hills (orange) almost equally (see Fig. S6 (a)),
leading to nonperiodic oscillation in the real space (see
Fig. S6 (b)). After a long time ωt ∼ 102, the wave packet
is still near the original position and fails to approach a
boundary.
Instead, if we choose F = F√
2
(−1, 1), the trajectory
in the BZ again forms a closed orbit but with different
winding numbers (1 for both kx and ky directions). In
this case, the wave packet approaches and collides with
the right boundary, and the retroreflection occurs (see
Fig. S7). The wave packet in the BZ does not fragment
and the step length of motion stays unchanged after the
collision, since the winding number along the ky direction
is 1. Such a dynamics differs significantly from that in
FIG. S7: (a) Long-time dynamics of the center of mass for
the model in the main text but with a different potential
gradient F = F√
2
(−1, 1). Three panels on the top left show
the real-space density profiles of the wave packet before (ωt =
10), at (ωt = 33) and after (ωt = 50) the collision with the
right boundary, clearly showing the retroreflection. (b) Hills
(orange, Ωxy > 1) and valleys (blue, Ωxy < −1) in the BZ
and the momentum-space density profiles of the wave packet
before, at and after retroreflection. Dark (light) stripes, which
are parallel to F , refer to the orbits in which the anomalous
motion in real space approaches (leaves) the right boundary.
the main text, where the winding number along the ky
direction is 3 and thus the wave packet in the BZ frag-
ments into three pieces, leading to a reduction of step
length of motion to one-third after the collision.
Influence of Lˆr
To further support the universality of the retroreflec-
tion phenomenon, we consider yet another model which
features a special Berry curvature landscape. The jump
operator is chosen to be
Lˆ′r = l
′
↑cˆr↑ + cˆr+ax,↑ + cˆr+ay,↑ + cˆr−ax,↑ + cˆr−ay,↑
+ cˆr+ax,↓ + icˆr+ay,↓ − cˆr−ax,↓ − icˆr−ay,↓,
(S21)
according to which one can check that the Berry curva-
ture of the emergent band reads
Ω′xy(k) = −2(cos kx + cos ky + l′↑)
× (cos kx + cos ky + l
′
↑ cos kx cos ky)
[sin2 kx + sin
2 ky + (cos kx + cos ky + l′↑)2]2
,
(S22)
as plotted in Fig. S8 (b). Unlike Ωxy(k) in the main text,
Ω′xy(k) has only one deep valley, where the spin texture
becomes the most twisted (see Fig. S8 (a)).
We numerically calculate the long-time dynamics for
this new model (S21) in response to a potential gradient
F = F√
2
(−1, 1). The initial state is the same as that in
the main text. Similar to Fig. S7 (and Fig. 4 in the main
text), we observe stepwise motion and retroreflection (see
Fig. S9). Nevertheless, the profile of the retroreflected
wave packet differs clearly from that in Fig. S7 due to the
12
FIG. S8: (a) Spin texture and (b) Berry curvature Ωxy(k)
of the lower band (QZ subspace) emerging from the engi-
neered dissipation (1) corresponding to the jump operators in
Eq. (S21) with l′↑ = −5.
FIG. S9: (a) Long-time dynamics of the center of mass for
the model (S21). Three panels on the top left show the real-
space density profiles of the wave packet before (ωt = 20), at
(ωt = 100) and after (ωt = 180) the collision with the right
boundary, indicating the retroreflection. (b) Hills (orange,
Ωxy > 0.2) and valleys (blue, Ωxy < −0.2) in the BZ and the
momentum-space density profiles of the wave packet before,
at and after the retroreflection. Dark (light) stripes, which
are parallel to F = F√
2
(−1, 1), refer to the orbits in which the
anomalous motion in real space approaches (leaves) the right
boundary.
very different Berry curvature landscape (see Fig. S8).
While the wave packet also evolves into a single branch
in the BZ instead of fragmenting, it is more diffusive
along the kx direction in Fig. S9 than in Fig. S7, because
the hills in this model cover a relatively large area. Such
a specific Berry curvature landscape also smears out the
stepwise feature of the motion after the retroreflection,
because there are always some components of the wave
packet on the hills.
Comparison with ordinary reflection
Finally, it is worthwhile to compare retroreflection
with ordinary reflection. For the latter case, we only
have to consider the simplest tight binding model Hˆ0 =
−J∑r(cˆ†r+ax cˆr + cˆ†r+ay cˆr + H.c.), with J being the
nearest neighbor hopping. Unlike the anomalous ve-
locity, adding a potential gradient to Hˆ0 leads to the
Bloch oscillations and cannot make the wave packet ap-
FIG. S10: Real-space dynamics of the center of mass of a wave
packet with initial velocity v = 2Ja
3~ (3, 1) and reflected by a
boundary. Three pairs of the wave-packet profiles in both real
space and the BZ before (Jt/~ = 4), at (Jt/~ = 14) and after
(Jt/~ = 24) the collision with the right boundary are shown
in the right panels.
proach a boundary. Instead, we prepare a Gaussian
packet with a finite velocity v = 2Ja3~ (3, 1), whose vx-
component is maximized. The subsequent unitary dy-
namics without a potential gradient clearly shows or-
dinary reflection (see Fig. S10). The anisotropic diffu-
sion is consistent with analytical calculations, which give
σ2µ(t) − σ2µ(0) ' ( Ja
2t
~σµ(0) )
2[1 − (~vµ2Ja )2] (µ = x, y), with
σ2x,y(t) being the spread in the x, y-direction at time t
and σ2µ(0) =
Na2
4pi .
DETAILS OF THE EXPERIMENTAL
IMPLEMENTATION
Λ energy-level configuration of 87Rb in an optical
lattice
As mentioned in the main text, the fundamental ingre-
dients to engineer a nonlocal loss are an on-site loss and
a fine-tuned Rabi coupling. For 87Rb atoms in an op-
tical lattice, the sign of the polarizability of the ground
state 52S1/2 and that of the first excited state 5
2P3/2
are opposite, implying that they are trapped at two dif-
ferent sets of lattice sites at which the laser intensity
reaches the minimum and the maximum. If |e〉 is chosen
to be 52P3/2, the loss will not be on-site with respect to
52S1/2. Therefore, we construct the Λ energy-level con-
figuration from the ground state manifold 52S1/2 such as
| ↓〉 = |F = 1,mF = −1〉, | ↑〉 = |F = 1,mF = 1〉 and
|e〉 = |F = 2,mF = 0〉 (see Fig. S11). Here |e〉 can be
made unstable via coupling to the 52P3/2 manifold by
a resonant laser with Rabi frequency Ωr which can be
tuned to control the effective loss rate [24].
While |e〉 can be directly coupled to | ↑〉 (| ↓〉) by a
circularly polarized microwave, we use the Raman cou-
pling because the target Rabi frequency should change
over the spatial scale of the optical lattice, which is sig-
nificantly smaller than the wavelength of the microwave.
The details of the Raman coupling are given in the next
subsection. The staggered structure of the square lattice
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FIG. S11: Schematic illustration of the Λ energy levels con-
structed from | ↓〉 = |F = 1,mF = −1〉, | ↑〉 = |F = 1,mF =
1〉 and |e〉 = |F = 2,mF = 0〉 within the 52S1/2 manifold of
87Rb. Here | ↓〉 and | ↑〉 are coupled to |e〉 via Raman tran-
sitions. The Raman laser that excites | ↓〉 is slightly dichro-
matic due to the fact that the | ↓〉 ↔ |e〉 transition occurs
between the nearest-neighbor sites with an energy imbalance
∆AB . Besides |e〉 is resonantly coupled to the electronic ex-
cited state 52P3/2, which undergoes spontaneous emission to
modes outside of the 52S1/2, F = 1 manifold at rate γ.
can be created by superimposing a superlattice potential
VS(x) = VS0
[
sin2
(
kS
x+ y√
2
)
+ sin2
(
kS
x− y√
2
)]
(S23)
onto the normal square lattice potential
VL(x) = VL0(sin
2 kLx+ sin
2 kLy), (S24)
where kS =
2pi
λS
and kL =
2pi
λL
= pia . It is clear that VS(x)
can be created from two orthogonal standing waves of
the same wavelength λS along the directions
ex+ey√
2
and
ex−ey√
2
. By choosing λS =
√
2λL, we obtain
VS(x) = VS0(1− cos kLx cos kLy), (S25)
implying VS(r) = VS0[1 − (−)r] with (−)r ≡ (−)m+n
if r = (m,n)a (m,n ∈ Z), and an energy imbalance
∆AB ' 2VS0 between the two sublattices. We define the
sublattice with higher (lower) on-site energy as A (B)
(see Fig. S11 and also Fig. 4 in the main text).
Raman laser configuration
The second important ingredient, i.e., engineering a
structured Rabi frequency configuration, has been ex-
tensively investigated in the context of artificial gauge
fields for neutral atoms [40, 43], where the Raman cou-
pling is widely used. Generally, after the rotating-wave
approximation, the effective Hamiltonian in the rotating
frame for two Raman lasersEω+e
−i(ω+δω)t andEω−e
−iωt
is given by HˆR = ΩzJˆz + Ω−Jˆ+ + Ω+Jˆ− [43], where
Ω∗+ = Ω− and
Ω± ∝ i(E∗ω± ×Eω∓) · (ex ± iey). (S26)
In the absence of a superlattice, to imprint short-range
p-wave symmetry for the | ↓〉 ↔ |e〉 transition, we apply
two sets of counterpropagating, circularly polarized lasers
along the x- and y-axes
Eω+ ∝
ey + iez√
2
eikRx +
ey − iez√
2
e−ikRx,
Eω− ∝
ex + iez√
2
eikRy +
ex − iez√
2
e−ikRy,
(S27)
where kR = kL (strictly speaking, with a tiny relative
difference around 10−5) and δω > 0 resonant with the
transition between | ↓〉 and |e〉 (or with a detuning much
smaller than the Rabi frequency). Substituting Eq. (S27)
into Eq. (S26) yields
Ω˜−(x) = g(sin kRx cos kRy + i cos kRx sin kRy). (S28)
The magnitude and phase patterns of Ω˜−(x) are plotted
in the left column of Fig. S12. Here Ω˜−(x) = 2〈F =
2,mF = 0|J+|F = 1,mF = −1〉Ω−(x) which means that
there is only a difference in the constant factor between
Ω˜−(x) and Ω−(x) (Ω˜′(x) (S30) can be understood sim-
ilarly). We note that the p-wave symmetry completely
suppresses the on-site | ↓〉 ↔ |e〉 transition, leaving the
nearest-neighbor coupling dominant. These results hold
true in the presence of a superlattice, except for that
the frequency difference of the Raman lasers should be
modified as δω±∆AB . Namely, we have to replace Eω+
with E(1)ω+ and E
(2)
ω+ , which have the same strength, po-
larization and propagation direction but a tiny frequency
difference 2∆AB (see Fig. S11). We note that in this case
if there is a small on-site | ↓〉 ↔ |e〉 Rabi frequency due to
some imperfection, such a transition will be suppressed
by a relatively large ∆AB .
To realize the on-site | ↓〉 ↔ |e〉 transition, we apply
another linearly polarized standing wave along the x-axis
E′ω+ ∝ ez cos kRx, (S29)
which is much weaker than Eω+ and the frequency dif-
ference δω′ < 0 from Eω− is resonant with the | ↓〉 ↔ |e〉
transition. Such a choice (S29) leads to the Rabi fre-
quency pattern
Ω˜′+(x) = g
′ cos kRx cos kRy. (S30)
Here g′ should be much smaller than g, so as to make
the Rabi frequency (Ω) for the nearest-neighbor hopping
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FIG. S12: (a) Magnitude |Ω(x)| (not to scale, upper right
gauge) and (b) phase ArgΩ(x) (lower right gauge) of the Rabi
frequency for the | ↓〉 ↔ |e〉 (left half column) and | ↑〉 ↔
|e〉 (right column) transitions. For | ↓〉 ↔ |e〉, the p-wave
symmetry of the nearest-neighbor hopping manifests itself as
the 2pi phase change of Ω˜−(x) around O. For | ↑〉 ↔ |e〉,
the difference in the on-site coupling strength between the
sublattices A and B is compensated by the asymmetric spatial
pattern of Ω˜′+(x).
| ↓〉 ↔ |e〉 comparable with that (Ω′) for the on-site
| ↑〉 ↔ |e〉 transition. Due to the superlattice structure,
Eq. (S30) alone leads to an asymmetry between sublat-
tices A and B and thus to a deviation from the target
dynamics. Nevertheless, such an asymmetry can easily
be eliminated by a uniform Rabi frequency achieved by
a weak microwave resonant with the on-site | ↓〉 ↔ |e〉
transition. The spatial pattern of the Rabi frequency
is visualized in the right column of Fig. S12, where the
compensation from the microwave has been taken into
account.
In practice, we can rotate the Raman laser beams out
of the xy-plane by a small angle θ. Then we have
Eθω+ ∝
ey + i(ez cos θ − ex sin θ)√
2
eikR(z sin θ+x cos θ)
+
ey − i(ez cos θ + ex sin θ)√
2
eikR(z sin θ−x cos θ),
Eθω− ∝
ex + i(ez cos θ − ey sin θ)√
2
eikR(z sin θ+y cos θ)
+
ex − i(ez cos θ + ey sin θ)√
2
eikR(z sin θ−y cos θ),
Eθω′+ ∝ (ez cos θ − ex sin θ)e
ikR(z sin θ+x cos θ)
+ (ez cos θ + ex sin θ)e
ikR(z sin θ−x cos θ).
(S31)
After lengthy but straightforward calculations, we obtain
the corresponding Rabi frequencies
Ω˜θ−(x) = (1− sin θ) cos θΩ˜−(x cos θ),
Ω˜′θ+(x) = (1− sin θ) cos θΩ˜′+(x cos θ)−∆Ω˜′θ+(x),
(S32)
where ∆Ω˜′θ+(x) = ig
′ sin θ sin(kRx cos θ) sin(kRy cos θ),
Ω−(x) and Ω′+(x) are given in Eqs. (S28) and (S30).
Except for the additional term ∆Ω˜′θ+(x) in Ω˜
′θ
+(x),
which clearly preserves the checkerboard pattern due to
∆Ω˜′θ+(x +
λR
2 cos θex,y) = −∆Ω˜′θ+(x) and can be compen-
sated by an additional Raman laser E−θω′+ , the only dif-
ferences lie in the fact that g (or g′) is multiplied by
a factor cos θ(1 − sin θ) and kR should be replaced by
kR cos θ, where the relation λR = λL cos θ must be sat-
isfied to make the spatial pattern of the Rabi coupling
coincide with that of the optical lattice. In this sense,
λR(< λL) can be chosen independent of λL.
Adiabatic elimination
Let us derive an effective open quantum system dy-
namics involving only | ↓〉 and | ↑〉 by adiabatically elim-
inating other degrees of freedom. We start from the fol-
lowing Lindblad equation
˙ˆρ = − i
~
[Hˆ, ρˆ] + κ
∫
d2xD[ψˆe(x)]ρˆ, (S33)
where κ = |Ωr|
2
γ with γ
−1 being the lifetime of 52P3/2,
provided that γ  |Ωr|, and Hˆ =
∫
d2xHˆ(x) is the two-
dimensional integral of the Hamiltonian density
Hˆ(x) = Hˆ0(x) + 1
2
[Ω˜−(x)ψˆ†e(x)ψˆ↓(x) + H.c.]
+
1
2
[Ω˜′+(x)ψˆ
†
e(x)ψˆ↑(x) + H.c.].
(S34)
Here Hˆ0(x) consists of the kinetic term, the optical lat-
tice potential and the interaction. We then perform the
tight-binding approximation by expanding the field oper-
ator as ψˆν(x) '
∑
r wX(r)(x − r)cˆrν (ν =↑, ↓, e), where
wX(r)(x) (X(r) ∈ {A,B}) is the Wannier function. In
terms of cˆrν , Eq. (S33) is approximated as
˙ˆρ = − i
2
[
∑
r,r′,σ
Ωr,r′,σ cˆ
†
recˆr′σ + H.c., ρˆ] + κ
∑
r
D[cˆre]ρˆ,
(S35)
provided that the Rabi coupling and dissipation are
dominant and the intrinsic hoping and the interaction
stemming from H0(x) are negligible. Here Ωr,r′,σ =
(−)rΩr′−r,σ, Ωr↓ = Ω(δr,ax + iδr,ay − δr,−ax − iδr,−ay ),
and Ωr↑ = Ω′δr,0, where the coefficients Ω and Ω′ are
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given for the simplest case of θ = 0 as
Ω = g
∫
d2xw∗B(x− ax)wA(x) sin kRx cos kRy,
Ω′ =
g′
2
∫
d2x(|wB(x)|2 + |wA(x)|2) cos kRx cos kRy.
(S36)
The operator cˆre in Eq. (S35) can be adiabatically
eliminated by using the general formula derived in
Ref. [68]: For a Lindblad equation ˙ˆρ = − i~ [Hˆ, ρˆ] +∑
j D[Lˆj ]ρˆ whose jump operators satisfy PˆgLˆjPˆe = Lˆj ,
with Pg and Pe being the projection operators onto the
ground and the excited subspaces, the effective dynam-
ics involving only the ground-state manifold in the large
decay limit is described by
˙ˆρ = − i
~
[Hˆ ′, ρˆ] +
∑
j
D[Lˆ′j ]ρˆ, (S37)
where
Hˆ ′ = Hˆg − 1
2
Vˆ−[Hˆ−1NH + (Hˆ
−1
NH)
†]Vˆ+,
Lˆ′j = LˆjHˆ
−1
NHVˆ+,
(S38)
with Hˆg,e ≡ Pˆg,eHˆPˆg,e, Vˆ+ = Vˆ †− ≡ PˆeHˆPˆg, and
HˆNH ≡ Hˆe− i~2
∑
j Lˆ
†
jLˆj . For Eq. (S35) and by neglecting
the corrections of the order of magnitude no more than
O( |Ω|
2
κ2 ) in the κ |Ω| limit (|Ω| is the typical magnitude
of Ωr,r′,σ), we have Pˆg =
∑
cˆre|Ψ〉=0,∀r |Ψ〉〈Ψ|, Lˆj = cˆre,
Hˆe ' Hˆg = 0, Vˆ+ = Vˆ †− = ~2
∑
r,r′,σ Ωr,r′,σ cˆ
†
recˆr′σPˆg and
HˆNH ' − i~κ2 Nˆe ' −Hˆ†NH (Nˆe =
∑
r cˆ
†
recˆre), so that
Hˆ ′ ' 0,
Lˆ′r '
i
κ
cˆreNˆ
−1
e
∑
r′′,r′,σ
Ωr′′,r′,σ cˆ
†
r′′ecˆr′σPˆg
=
∑
r′′,r′,σ
iΩr′′,r′,σ
κ
cˆrecˆ
†
r′′ecˆr′σPˆg
=
∑
r′,σ
iΩr,r′,σ
κ
cˆr′σPˆg.
(S39)
Here we have used the fact that for an arbitrary |Ψ〉 which
satisfies Pˆg|Ψ〉 = |Ψ〉, cˆ†re|Ψ〉 is an eigenstate of Nˆe with
eigenvalue 1. Equation (S39) implies the following effec-
tive dynamics:
˙ˆρ = Γ
∑
r
D[Lˆr]ρˆ, (S40)
where Γ = |Ω|
2
κ and Lˆr =
∑
r′,σ Ωr,r′,σ cˆr′σ/Ω. We note
that Eq. (S40) is even more general than Eq. (1) in the
main text, since the translational invariance has not been
assumed at this stage.
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FIG. S13: Comparison between the full open quantum system
dynamics (S35) including the internal state |e〉 (solid curves,
marked by “Full”), and the effective dynamics (S40) after
adiabatically eliminating |e〉 (dashed curves, marked by “Ap-
prox.”). We can see good agreement for both the real-space
dynamics (left panel) and the internal state populations (right
panel), where the |e〉 component stays negligible. The param-
eters are chosen to be Ω = 0.2κ, ω = 0.1Γ and N = 40, and
the initial internal state is chosen to be | ↓〉.
Recalling the fact that D[αLˆ]ρˆ = |α|2D[Lˆ]ρˆ and
Ωr,r′,σ = (−)rΩr′−r,σ for our specific engineering,
Eq. (S40) stays unchanged if the jump operator is
replaced by Lˆr =
∑
r′,σ lr′−r,σ cˆr′σ with lr′−r,σ =
Ωr′−r,σ/Ω, which indicates the same translational sym-
metry as the lattice.
Energy and time scales
For the short-time dynamics, the time scale of the ex-
periment is ω−1, which should be made much smaller
than the decoherence time τde. Besides inhomogeneity of
a magnetic field (the corresponding τde can be made as
long as several hundreds of miliseconds), which induces a
Zeeman splitting about several MHz that is clearly sepa-
rated from the energy scale of the hyperfine splitting and
that of the optical potentials, photon scattering may be
the dominant decoherence mechanism. In particular, the
laser, which resonantly couples |F = 2,mF = 0〉 to the
52P3/2 excited state, may be the main source of decoher-
ence for the F = 1 manifold, since the detuning from the
F = 1 state is fixed at around δ ∼ 2pi × 6 GHz, namely
the splitting between the F = 1 and F = 2 hyperfine
states. Note that δ  γ ∼ 2pi × 6 MHz, τ−1de can thus
be estimated as |Ωr|
2
δ2 γ =
γ2
δ2 κ ∼ 10−6κ. On the other
hand, we must have ω  Γ = |Ω|2κ  |Ω|  κ, which
allows ω ∼ 4 × 10−3κ  τ−1de if we choose ω = 0.1Γ and
Ω = 0.2κ. The decoherence caused by the laser that cou-
ples F = 2 to 52P3/2 turns out to be negligible in this
case. Typical experimental parameters are κ = 10 kHz,
Ω = 2 kHz, Γ = 0.4 kHz and ω = 40 Hz. We have nu-
merically confirmed that the adiabatic elimination gives
a good approximation in this case (see Fig. S13). While
Γ = 10ω is still far from the quantum Zeno limit, we
can observe the onset of the QZ effect as demonstrated
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in Figs. S1 and S2. Further numerical calculations show
a transverse displacement of 0.93a at t = 0.4ω−1 (10 ms
for ω = 40 Hz) for the initial spin state | ↓〉, which is
considerably larger than the displacement of 0.56a for
the initial spin state 1√
2
(| ↓〉+ | ↑〉). This can be under-
stood from the fact that less time is needed to project
a Gaussian wave packet onto the QZ subspace from the
spin state | ↓〉 than from the state 1√
2
(| ↓〉 + | ↑〉), since
the spin state of the lower band is close to | ↓〉 near k = 0
(see Fig. 2 (a) in the main text).
For other photon scattering processes such as the Ra-
man couplings and the optical lattice potential, the deco-
herence rates are roughly ΩRδR γ and
VL0
δL
γ (VS0δS γ), respec-
tively, where ΩR is the typical magnitude of Ω˜(x), δR
and δL (δS) are the detunings from the 5
2S1/2 → 52P3/2
transition. These quantities can be made even smaller
than 10−8γ < 1 Hz by using a large detuning ranging
from several to over one hundred THz. To this end, we
use lasers with a short wavelength such as λL = 532 nm
to create the optical lattice, so that δR . δL ∼ 2pi × 180
THz and δS ∼ 2pi × 14 THz. In this case, the recoil en-
ergy reads Er =
4pi2~2
2mλ2L
∼ ~ × 50 kHz. For VL0 = 5Er,
we obtain the bare tunneling J ' 0.06Er ∼ ~ × 3 kHz
[64], which sets an upper bound 2 × 0.6J/~ ∼ 4 kHz on
Ω [43], and can be suppressed by an energy imbalance
∆AB & 0.3Er between the sublattices. The on-site Rabi
coupling of | ↓〉 to the higher bands is expected to be no
more than ∆AB , which is negligible since the band gap
near k = 0 is larger than 4Er.
On the other hand, monitoring the long-time dynamics
seems to be challenging due to the decoherence. Never-
theless, if we can prepare the wave packet extremely close
to the boundary of a box potential [66], the signature of
retroreflection may still be observed in a relatively short
time like tens of ω−1. The initial state can be prepared
by a harmonic trap and a set of |∆m| = 2 Raman lasers
that couples | ↑〉 to | ↓〉, so that the wave packet is spa-
tially Gaussian and in a definite spin state such as | ↓〉.
