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Summary
In this thesis, we study the statistical method and theory and the search proce-
dure for mapping multiple quantitative trait loci(QTL) in experimental organisms
using the multiple interval mapping(MIM) model.
In general, based on a backcross mechanism and normality assumption, the
studied statistical model is a 2m-component normal mixture model, where m is
the number of potential QTL. The (log) generalized likelihood ratio test (GLRT)
statistics can be used to detect those unobserved QTL. But unfortunately, when
m ≥ 2 the asymptotic distribution of GLRT is difficult to be derived due to its
complexity, not only under an alternative but also under a null hypothesis.
In this thesis, we consider two kinds of hypothesis test problems for QTL de-
tection.
A). Simple homogenous test, to test whether all considered QTL effects are
zero:
H0 : µt = 0, t = 1, · · · ,m VS H1 : µt 6= 0 for some t ∈ {1, · · · ,m}.
where µt is the main effect of t-th QTL. Because the models are irregular, it is
challenging to find asymptotic distributions under the null hypothesis H0 and to
determine thresholds for the GLRT. Extending the asymptotic result with regard
i
to the single interval mapping model (m = 1) of Chen and Chen(2005), the con-
sistency of MLEs of QTL effect and position has been proven and the asymptotic
distribution of GLRT statistics Tn(X, Y ) has been obtained in this thesis for general
multiple interval mapping models (m ≥ 2).
These results provide a structure for an asymptotic distribution that enjoys the
invariance property of regular models. It has been suggested that a new approach
can be developed based on these results for the determination of threshold values
using the MIM model. The critical values of m = 1 and m = 2 in different sample
sizes are listed as numerical study.
B). Complex hypothesis test. This test determines positions of QTL as well
as effects along the chromosome, to test the relationship between markers and
quantitative trait values.
For fixed t ∈ {1, · · · ,m}, we consider the hypothesis test:
H0 : µt = 0 V S H1 : µt 6= 0.
This is a very complex hypothesis test, because the nuisance parameters, |µi| ≤
M, i = 1, · · · ,m; i 6= t and 0 ≤ θi ≤ r, σ2 > 0, appear not only under the alternative
but also under the null hypothesis. To carry out this test, the permutational gen-





1 if Tn(X, Y ) > t
((1−α)M)
n (X,Y )
0 if Tn(X, Y ) ≤ t((1−α)M)n (X,Y )
(1)
where Tn(·) is the generalized likelihood ratio statistics. Through theoretical anal-
ysis and systematic simulation studies on the power function of PGLRT, we see
that PGLRT not only has similar test virtues, with the exact level α under the
null hypothesis, but it also has comparable powers under the alternative hypothesis
whereby some simulation results have been reported in the literatures.
Further more, a new multiple search procedure has been proposed, which can
be used to recursively detect QTL positions and estimate the effects of QTL con-
currently. The real Radiata pine linkage map data are used to validate the search
procedure program, and the Positive Discovery Rate(PDR) and False Discovery
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1.1 History and Motivation of Genetic Mapping
Modern genetics began with Mendel’s work on garden peas in the 1860s. With his
famous peas experiments, Mendel explained his observations with his theory which
largely is what we believed today. It often is called Mendel’s first law, the law
of segregation. Mendel’s first law stipulates that each adult pea plant has a gene
pairs(say, a and b) for each characteristic that is studied, and that the pair (a, b)
segregates from each other into gametes, such that half of the gametes will carry
a and the other half will carry b. Mendel also considered two or more heritable
traits together, for example, seed color and seed shape. He concluded that each
sex cell received one gene from each gene pair, chosen at random from the available
pair, independently for the two gene pairs. This phenomenon called Mendel’s sec-
ond law, sometimes known as the law of independent segregation, which holds for
1
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some, but not all gene pairs. These exceptions are the biological basis for genetic
mapping. In the early 1900s, deviations from Mendel’s second law were observed
by Bateson et al. (1905) in the sweet pea and by Morgan(1911) in Drosophila
whereby some genotypes appeared more often than others, indicating that certain
gene pairs failed to segregate independently. Morgan explained nonindependent
segregation by proposing that the two genes lie on the same chromosome. Chro-
mosomal exchange between the genes will result in recombination between them.
Morgan inferred that genes on the same chromosome tend to remain together much
more often than when they are on different chromosomes. This principle is the third
law of heredity.
From further study in later decades, that demonstrated the inheritance of dis-
crete characteristics, such as purple versus white of flowers and smooth versus
wrinkled of seeds– it is clear that traits are controlled by genetics factors or genes
that are inherited from generation to generation. Because then, a concerted effort
has been made in trying to understand how the genes effect discrete characteristics
or qualitative traits, especially the mechanism by which genes are transmitted from
parent to offspring. The most economically and biologically important traits, how-
ever, are not qualitative, but quantitative in nature. Here, ‘quantitative’ implies
that a trait’s values can not be divided into categories and that these values are
distributed continuously over a range in a population. Examples of the quantitative
traits are crop yield, plant height, weight gain in mice and resistance to disease in
humans. Due to the complex nature of the quantitative inheritance, the progress
2
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of quantitative genetics has lagged far behind Mendelian genetics.
The mechanisms by which genes contribute to the quantitative trait values and
the trait values are continuously distributed can addressed in part by polygene
theory, wherein a quantitative trait is controlled by many genes that have small
effects, but also is is influenced by the environment. It is difficult, however, to
dissect individual genes that control a quantitative trait by classical quantitative
genetic methods. These genes, often referred to as quantitative trait loci(QTLs),
are impossible to manipulate using genetic engineering.
1.2 QTL mapping
QTL mapping is the statistical study of the alleles that occur in a locus and the
phenotypes (physical forms or traits) that they produce. Because most traits of
interest are governed by more than one gene, defining and studying the entire locus
of genes related to a trait gives hope of understanding what effect the genotype of
an individual might have in the real world.
Statistical analysis is required to demonstrate that different genes interact with
one another and to determine whether they produce a significant effect on the
phenotype. QTLs identify a particular region of the genome as containing a gene
that is associated with the trait being assayed or measured. They are shown as
intervals across a chromosome, where the probability of association is plotted for
each marker used in the mapping experiment.
3
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To begin, a set of genetic markers must be developed for the species in question.
A marker is an identifiable region of variable DNA. Biologists are interested in
understanding the genetic basis of phenotypes (physical traits). The aim is to find
a marker that is significantly more likely to co-occur with the trait than expected
by chance, that is, a marker that has a statistical association with the trait. Ideally,
they would be able to find the specific gene or genes in question, but this is a long
and difficult undertaking. Instead, they can more readily find regions of DNA that
are very close to the genes in question. When a QTL is found, it is often not the
actual gene underlying the phenotypic trait, but rather a region of DNA that is
closely linked with the gene.
For organisms whose genomes are known, one might now try to exclude genes
in the identified region whose function is known with some certainty not to be
connected with the trait in question. If the genome is not available, it may be an
option to sequence the identified region and determine the putative functions of
genes by their similarity to genes with known function, usually in other genomes.
QTL mapping first began with Sex(1923) who used the morphological markers
to demonstrate an association between seed weight and seed coat color in beans.
Thoday(1961) used multiple genetic markers to systematically map individual poly-
genes, which control a quantitative trait. He observed that the practical limitation
of the technique seems to be the paucity of suitable markers. Thus, it is obvious
that the number of morphological or protein markers is limited. Therefore, genetic
markers are the sensible choice for detecting or mapping QTL.
4
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The QTL techniques were largely developed in the late 1980s and can be per-
formed on inbred strains of any species. Today, well-distributed genetic markers
are available in almost every organism due to the rapid advance of molecular ge-
netic technology. Various statistical methods have been developed to detect or map
QTL using genetic markers.
1.3 Some Basic Concepts
Before discussing statistical models in QTL mapping, it is worth to introduce some
basic concepts for ease of understanding.
1. Backcross and Intercross Mechanisms
When a QTL mapping study aims to identify loci for a particular trait or
group of traits, it is possible to create a mapping population, which maximizes
the probability of segregation. It is more likely that given QTL segregate in
a cross between two phenotypically divergent lines than within a population,
which has been under strong directional selection.
Crosses between inbred lines are highly efficient means of detecting QTL. The
crossed lines have a high degree of homozygosity at marker loci and QTL, and
their resulting offspring will have high linkage disequilibrium between alleles
of all linked loci. Crosses between outbred lines are common in species, in
which inbred lines do not exist(e.g., farm animals). The major disadvantage
of this cross is that the degree of homozygosity at marker loci is lower than in
5
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inbred lines and that for QTL the degree is unknown. To this end, parental
lines are usually assumed to be fixed for alternative QTL alleles. If such a
case does not exist in reality, there is a confounding effect between the allele
frequency and the effect of the QTL, which decreases the power of QTL
mapping.
Several types of populations can be derived from a cross between divergent
lines, including F2 generations, single- or double- backcrosses and recombi-
nant inbred strains. Crossing F0 F1 F2 F0 F1 BC1 9 schemes for the single
backcross and the F2 population types are presented in Figure 1.1.
P1  × P2
( F0  × F0)
F1  × F1
 F2
 F3
F1  × P1 ( P2 )
BC1 :backcross from F1
F2 × P1(P2)
 BC2:backcross from F2
Figure 1.1: Mating scheme for experimental backcross and F2 populations
An F2 is more powerful than either individual backcross for detecting QTL
of additive effects, and also can be used to estimate the degree of dominance
for detected QTL. In general, several traits are considered in each study and
the level and direction of dominance will depend on the trait.
6
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2. Cross-over, Recombination
Chromosomal crossover (or crossing over) is the process by which two chro-
mosomes pair and exchange sections of their DNA. This often occurs during
prophase 1 of meiosis in a process called synapsis. Synapsis begins before
the synaptonemal complex develops, and is not completed until the end of
prophase 1. Crossover usually occurs when matching regions on matching
chromosomes break and then reconnect to the other chromosome. The result
of this process is an exchange of genes, called genetic recombination.
3. Recombination fraction
The recombination fraction can be estimated from data on the offspring of
suitable parents. In experimental organisms, such as fruit fly, maize, mice and
yeast, establishing linkage and estimating recombination fractions has gen-
erally been straightforward, because crossovers could be planned and large
numbers of offspring could be examined. In humans, establishing linkage
between a pair of genes was a major achievement in the classical era, and es-
timating recombination fractions was a challenging statistical problem. These
obstacles were due to longer generation times– and the ensuing difficulty in
obtaining large sets of data– and the fact that matings were not subject to
experimental control, forcing human geneticists to make use of non-random
sample family or pedigree data. One further complication with human data
was the existence of genes that had only an indirect relationship between
7
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genotype and phenotype, the issue of penetrance. Dominant and recessive
traits are examples incompletely penetrated traits, and there are many hu-
man genetic diseases that have complex patterns of penetrance, include age
and sex dependence.
4. Genetic map function and Genetic distance
The genetic map function can be tracked back to the 1920s. Under the as-
sumption of no chromatid interference(NCI), Mather(1935) showed that given
k(≥ 1) crossover between two markers on the four-stand bundle, the prob-




recombination fraction between two makers is
1
2
(1−p0), where p0 is the prob-
ability of having zero crossover between these two markers. This calculation
is called Mather’s formula. Assuming that crossover occurs independently of
each other, Haldane(1919) derived the now well-known Haldane map function
relating recombination fraction and map distance: r =
1
2
(1 − e−2d) with in-
verse d = −1
2
log(1−2r). Nearly 90 years later, this approach has been proven
to be very satisfactory for a wide variety of organisms and humans. A vari-
ety of other genetic map functions that embody different degrees of crossover
interference have been proposed, including Ludwig(1934), Kosambi(1944),
Sturt(1976) and Felsenstein(1979). For all of these map functions, genetic
distance is very close to recombination fraction when the latter is small, and
map distances can be estimated without a model–provided that the pair of
8
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genes is connected by a sequence of closely linked genes–by adding small
recombination fractions.
1.4 Achievements and Difficulties in QTL Map-
ping
The genetic data normally involved phonotype which we interested and marker
information which can be designed. Usually, the genes(QTL) were unobserved. The
objective of QTL mapping is to locate those gene associated with their phonotype
and assess their effect at the same time. Roughly, current statistical models for QTL
mapping can be classified into two classes: linear regression models and interval
mapping models.
1. Analysis of variance
The simplest method for QTL mapping is analysis of variance (ANOVA,
sometimes called ”marker regression”) at the marker loci. In this method, in
a backcross, one may calculate a t-statistic to compare the averages of the
two marker genotype groups. For other types of crosses (such as the inter-
cross), where there are more than two possible genotypes, one uses a more
general form of ANOVA, which provides a so-called F-statistic. The ANOVA
approach for QTL mapping has three important weaknesses. First, we do not
receive separate estimates of QTL location and QTL effect. QTL location is
9
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indicated only by looking at which markers give the greatest differences be-
tween genotype group averages, and the apparent QTL effect at a marker will
be smaller than the true QTL effect as a result of recombination between the
marker and the QTL. Second, we must discard individuals whose genotypes
are missing at the marker. Third, when the markers are widely spaced, the
QTL may be quite far from all markers, and so the power for QTL detection
will decrease.
2. Simple interval mapping
Lander and Botstein(1989) developed interval mapping, which overcomes the
three disadvantages of analysis of variance at marker loci. Interval mapping
is currently the most popular approach for QTL mapping in experimental
crosses. In interval mapping, marker intervals are considered and each inter-
val is assumed to contain at most one QTL. The genotype of the putative
QTL that cannot be observed is inferred from the genotypes of the two flank-
ing markers. The marker intervals can be considered one at a time with or
without adjustments by effects of the QTL from other intervals.
3. Multiple interval mapping
Multiple interval mapping was proposed by Kao et. al.(1999) , It uses multiple
marker intervals simultaneously to fit multiple putative QTL directly in the
model for mapping QTL. As Elstin(1996) described in his review paper: the
method of multiple interval mapping(MIM) provides the soundest statistical
10
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model for QTL mapping among all the other methods.
Multiple interval mapping considers all marker intervals at the same time and all
of the putative QTL are investigated simultaneously. In this thesis, we concentrate
on the multiple interval mapping model, because this model provides the most
reasonable statistical information for QTL mapping. The likelihood function of
MIM model is a very complex model, a 2m− component normal mixture model in
which people encounter the following difficulties when using the GLRT:
1). it is difficult to compute MLE and GLRT statistic values through direct max-
imization of the likelihood function.
2). It is difficult to find the distribution of GLRT statistics under the null hypoth-
esis for determining the critical value.
To address the first difficulty, Chen(2004) used an EM algorithms to compute
the maximum likelihood estimates of QTL effects and positions. But the conver-
gency problem remains unsolved especially as the number of investigated markers
increases.
For the second issue, finding the distribution of GLRT statistics or determining
reasonable threshold values for likelihood ratio tests in QTL detection is not triv-
ial. Some researchers, such as Knapp(1990) and Jansen (1993), have advocated the
use of threshold values based on χ2 distributions with either one or two degrees of
freedom. The method presented by Jansen and Stam(1994) relies on the weighted
sum of squared residuals for mixture models. Admittedly, Jansen and Stam(1994)
11
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state that, as an ad hoc approximation we used the chi-squared distribution with
one degree of freedom, multiplied by the residual variance. No justification is given
for determining threshold values in this manner. The reason is that the likelihood
function of the MIM model belongs to a mixture distribution, and the degree of
mixture increases exponentially as marker number increases. The latest result was
obtained by Chen and Chen (2005). They studied the asymptotical distribution
of LRT statistics in a much simpler situation. They considered the null hypoth-
esis that all QTL effects are zeros, and described the distribution of likelihood
ratio(LR) statistics. They further showed that the asymptotic distribution of LR
is a χ2−process, represented by the square of a linear combination of four inde-
pendent standard normal random variables, using explicit functions of the location
parameter as the coefficient. These results have been extended in this thesis from
the case m = 1 to m ≥ 2.
These theoretical results do not resolve the more complex hypothesis test prob-
lem that plague the MIM models. To analyze the relationship between single or
multi-marker intervals and quantitative trait values, a distribution-free test, the
permutation generalized likelihood ratio test(PGLRT), has been constructed in
this thesis, corresponding computation procedures are presented, and a new mul-
tiple search procedure for QTL detection is proposed. In the PGLRT approach,
it is not necessary to know the distribution of GLRT statistics under the null hy-
pothesis, and we can construct complete conditional similar test with significance
level α. By using EM algorithm, we yield a multiple search procedure for detecting
12
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QTL. Through systematic simulation studies, we give estimates of PGLRT power
using different sample sizes and different ratio values of µ/σ, make a power and
sample size analysis. Our simulation results indicate that with significance level
below 0.05, when µ/σ ≥ 1 and the sample size ≥ 50, the power of PGLRT ≥ 0.5,
which is more appropriate to compare with other studies (for example Mendell,
Henry and Stephen(1991)).
1.5 Organization of the Thesis
The thesis is arranged as follows:
In Chapter 2, we describe the MIM model and its likelihood function. In Chap-
ter 3, we give the proofs of the consistency of MLE in MIM model and then obtain
an asymptotic distribution of LRT statistics under the null hypothesis. In Chapter
4, a new permutation test and search procedure are proposed. We also analyze the
power function of PGLRT under the null hypothesis and alternative hypotheses.
Chapter 5 is the numerical study, we listed our simulation result. Finally, there
have two appendices. Appendix A details the EM algorithms that we used in the




In interval mappings for experimental organisms, either a backcross or an intercross
population is arranged and a random sample is taken from the population. Because
the results for a backcross population can be extended in a straightforward manner
to an intercross population, we confine ourselves in this thesis to a case of backcross
population for simplicity. In this chapter, we first introduced the MIM model, then
derived its likelihood function.
The variations of many quantitative traits in humans, plants and animals can
be attributed primarily to the segregation of multiple genetic factors. Mapping
QTL has important scientific and economic values in medical research and plant
and animal breeding. The systematic study of QTL mapping became feasible
with the advent of complete genetic linkage maps of DNA markers. Because of
Lander and Bostein’s study(1989) on interval mapping, methodological research
on QTL mapping has been carried out extensively in recent years. Jansen(1993),
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Zeng(1994), Kao et. al.(1999), and Kao and Zeng(2002) developed variations of
interval mapping models such as composite interval mapping and multiple interval
mapping.
In the MIM model, as convenience, we denote a locus in calligraphy, wherein
its two alleles are the corresponding uppercase and lowercase letters. For instance,
denote a locus of markers byM and N , denote theirs two allelic values by (M,m)
and (N, n), denote the locus of QTL by Q and denote its two allelic values by
(Q, q).
The data that are observed from each sample contain a quantitative trait value
and the genotypes at the flanking markers of an individual. Let Y be the value of
the quantitative trait. Suppose that there are m putative QTL, Qj j = 1, · · · ,m,
along the chromosomes that are under consideration. Let Mj and Nj be two
flanking markers of Qj. In a backcross, there are only two possible genotypes at
each locus. Therefore, there are only four possible genotypes of these two loci.
Denote genotype combinations of Mj and Nj by Xj as follows:
Xj =

1 the genotype of Mj and Nj is MM/NN
2 the genotype of Mj and Nj is MM/Nn
3 the genotype of Mj and Nj is Mm/NN
4 the genotype of Mj and Nj is Mm/Nn
15
Thus, the observed data can be represented as
(Y,X) =

y1; x11, x12, · · · , x1m
y2; x21, x22, · · · , x2m
· · · · · · · · · · · · · · ·
yn; xn1, xn2, · · · , xnm

where (Yi;Xi1, · · · , Xim), i = 1, · · · , n, are independent and identically distributed
from (Y;X1, · · · ,Xm).
To derive the likelihood function of MIM model, denote
δj =

1 the genotype of Qj is QjQj
0 the genotype of Qj is Qjqj
and the corresponding dummy variable for the ith individual is denoted as δij. Note
that the dummy variables δij’s are not observable. The conditional distribution of
δj, however, can be completely determined by its flanking markers. For an inter-
val with flanking markers Mj and Nj, suppose that the recombination fractions
between Mj and Nj, between Mj and Qj, and between Qj and Nj are rj, θj and
sj respectively. Assuming that there is no crossover interference, the conditional
frequencies of the putative QTL genotype given the markers are provided in table
2.1:
In the table, rj = θj + sj − 2θjsj. Usually, rj = r is fixed and known, and
only unknown is θj. Let p(xj, θj) = Pr(δj = 1|Xj = xj), then δj follows binomial
distribution and the conditional density can be presented as
[p(xj, θj)]
δj [1− p(xj, θj)]1−δj
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Table 2.1: Conditional Distribution of δ|X





















Note that given X = (X1, · · · , Xm), the dummy variables δ1, · · · , δm are indepen-
dent. Therefore, δ = (δ1, · · · , δm)′ follows multinomial distribution, and the joint




δj [1− p(xj, θj)]1−δj .
Suppose that, given the putative QTL genotype combination δ, the quantitative
trait Y follows a normal distribution with mean µ(δ) and variance σ2. Given
the QTL genotype combination, the distribution of Y can be parameterized using
the dummy variable δ. If the additive model is adopted, the mean of Y can be
represented as




Then the joint density of (Y,X) is given by
g(y, x|ϑ) = h(x)f(y|x, ϑ)
where ϑ = (µ0, µ1, · · · , µm, θ1, · · · , θm, σ2) is the parameter, ϑ ∈ Θ, Θ = {ϑ : |µi| ≤
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M, i = 0, 1, · · · ,m, 0 ≤ θi ≤ r, i = 1, · · · ,m, σ2 > 0} is the parameter space; h(x)
is the marginal density of X = (X1, · · · , Xm), which is independent of any effect
and position of QTL and any unknown parameters θ. So, this marginal density
does not play any role during the maximization procedure of the likelihood ratio
and will be cancelled when calculating the likelihood ratio. Then, it is enough to
consider the the conditional density of Y given markers information X:












kj(1 − p(xj, θj))(1−kj), φ(·) is the standard normal
density. The effects and positions of the putative QTL are denoted as µ =
(µ1, · · · , µm)′ , (θ1, · · · , θm) and k = (k1, · · · , km)′ , ki = 1 or 0 respectively in
MIM models. Suppose that the random sample (Yi, Xi) = (Yi;Xi1, · · · , Xim) is
from the distribution (2.1). Then the likelihood function of θ is that











yi − µ0 − µ′k
σ
)pik1···km . (2.2)












yi − µ0 − µ′k
σ
)pik1···km . (2.3)
This MIM method addresses two questions: (i) whether there are significant
QTL effects along the chromosome, and (ii) where the QTL are if they exist. Two
hypothesis tests then must be considered
(A). The simple homogenous hypothesis test detects whether all QTL effects
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are zero:
H0 : µ1 = 0, · · · , µm = 0. V S H1 : µt 6= 0, for some t ∈ {1, 2, · · · ,m}. (2.4)
(B). The complex hypothesis test detects where QTL are. For example, if we
are interested in µt1 , µt2 , · · · , µtk , k ≤ m, we consider hypothesis
H0 : µti = 0, i = 1, · · · , k, V S H1 : µti 6= 0, for some i. (2.5)
in which the nuisance parameters |µt| ≤M, t 6= ti.
In the following chapter discussion, for hypothesis (B), we consider an important
and special case. i.e. fixed t ∈ {1, · · · ,m},
H0 : µt = 0, V S µt 6= 0. (2.6)
The MLE(maximum likelihood estimator) ϑˆ = (µˆ0, µˆ1, µˆm, θˆ1, · · · , θˆm, σˆ2) of pa-








, or denote Tn = 2 log(T
∗
n). (2.8)




and Θ0 is the parameter space under H0.
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Chapter 3
Asymptotic Distribution of LRT
Statistics
3.1 Introduction
Based on the observations of a quantitative trait of concern and the genotypes of
number of a number of genetic markers of a random sample from a segregating
population, a method for mapping QTL addresses two questions:
1. whether there are significant QTL effects, and
2. where the QTL are if they exist.
The conventional likelihood-based statistical procedures are commonly used to
answer these questions. Because the genotype of the putative QTL is not observ-
able, however, the statistical models that describe the QTL effects are mixture
20
3.1. INTRODUCTION
models, which are notoriously known to be irregular in that they are not identi-
fiable by the parameters of interest. This renders the classical asymptotic theory
inapplicable and poses a tremendous challenge to likelihood-based procedures. For
instance it is a theoretical problem to determine the critical value of the LRT for
QTL detection.
Some effects were designed to cope with this problem by Lander and Bostein(1994),
Feingold et. al.(1993), Rehai et. al.(1995), and Dupuis and Siegmuned(1999), but
no serious effort has been made to justify the validity of these approximations. Al-
though theoretical results with regard to the mixture model have been generated
by Bickel and Chernoff(1993), Ghost and Sen(1985), Lemdani and Pons(1999), and
Chen and Chen(2001 and 2003), the limiting null distribution of the LRT statistics
for multiple interval mapping model and the critical value of the LRT for QTL
detection remain unsolved. Chen and Chen(2005) investigated some statistical as-
pects for the single interval mapping model, such as the consistency of MLE for
the QTL effect and position and the asymptotic distribution of the LRT statistics.
In their study, the ”one versus two mixed normal models” testing problem was
considered. Here, we extend their ideas and methods to the MIM model, obtain a
consistency of MLE for the QTL effects and positions, and find the limiting null
distribution of the LRT statistics for the ”one versus 2m-mixed normal models”
(m ≥ 2).
The notation of the MIM model is described in Section 1 of Chapter 2. We
repeat the key point for ease of reading. We use M and N to denote the locus of
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markers and (M,m) and (N, n) to denote their two allelic values; Q denotes the
locus of QTL and (Q, q) denotes its two allelic values. Suppose that there are m
putative QTL, Qj j = 1, · · · ,m, and we denoteMj and Nj as two flanking markers
of Qj. Let Y be the value of the quantitative trait. In a backcross, there are only
four possible genotypes of two of loci. Denote genotype combinations Mj and Nj
by Xj (= 1, 2, 3, 4). The observed data are represented as (Y;X1, · · · ,Xm).
The corresponding dummy variable for the ith individual is denoted as δij(=
0, 1). Note that this dummy variable δij is not observable. For an interval with
flanking markers Mj and Nj, suppose that the recombination fractions between
Mj and Nj, betweenMj and Qj, and between Qj and Nj are rj, θj, sj separately.
The conditional distribution of δj can be completely determined by its flanking
markers and given in Table 2.1. Usually, rj = r(≤ 1
2
) is fixed and known, rj =
θj + sj − 2θjsj. So, the only unknown is θj. Let p(xj, θj) = Pr(δj = 1|Xj = xj),
q(j) = Pr(Xk = j), j = 1, 2, 3, 4, k = 1, · · · ,m. It is easy to verify that
q(1) = q(4) =
1− r
2




Suppose X1, · · · , Xm are independent. Then,




further more, because r <
1
2
, we have that for any 0 ≤ θj ≤ r,
p(1, θj) + p(2, θj) =
(1− θj)(r + sj(1− 2r))
r(1− r) ≥






p(1, θj) + p(3, θj) =
(1− sj)(r + θj(1− 2r))
r(1− r) ≥






, the equality holds for (3.2) if and only if θj = r; and the equality holds
for (3.3) if and only if θj = 0.
Note that given X = (X1, · · · , Xm), the dummy variables δ1, · · · , δm are condi-
tionally independent. Suppose that given the putative QTL genotype δ, the quan-
titative trait Y follows a normal distribution. If the additive model is adopted, the
mean of Y can be represented as




Then, the joint density of (Y,X) is given by
g(y, x|ϑ) = h(x)f(y|x, ϑ) (3.5)
where ϑ = (σ2;µ0, µ1, · · · , µm; θ1, · · · , θm). h(x) is the marginal density of X =
(X1, · · · , Xm), which is independent of any effect and position of QTL and any
unknown parameters. During the likelihood procedure it is sufficient to consider
the conditional density of Y given marker information f(y|x,Θ) which is a 2m-
mixture of normals as follow:





yi − µ0 − µ′k
σ
)pik1,···,km , (3.6)
where pik1,···,km is defined in (2.1), φ(·) is standard normal density, µ = (µ1, · · · , µm)′
and k = (k1, · · · , km)′, kj = 0 or 1, for j = 1, · · · ,m. The parameter space is
Θ = {ϑ = (σ2;µ0, µ1, · · · , µm; θ1, · · · , θm) : σ > 0, |µj| < M, 0 ≤ θj ≤ r, j = 1, · · · ,m}.
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For convenience, somewhere we denote
µk1,···,km = µ0 +
m∑
j=1
µjkj, kj = 0, 1.
Especially for m = 2, denote µ00 = µ0, µ01 = µ0 + µ2, µ10 = µ0 + µ1, µ11 =
µ0 + µ1 + µ2, the density function would be

























3.2 Consistency of MLE’s of QTL’s Effects and
Positions
The effects and positions of the putative QTL are represented by (µ1, · · · , µm)
and (θ1, · · · , θm) respectively in MIM models. Suppose that the random sample
(Yi, Xi) = (Yi;Xi1, · · · , Xim) is from the distribution family (3.6). Then the log





















The results when m = 1 have been obtained by Chen and Chen (2005). In the
following, we extend them to the general case of m ≥ 2.
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1. Identifiability of the mixture model
Like Ghosh and Sen(1985), Chernoff and Lander(1995), Chen and Chen(2001a),
and Chen and Chen(2005) have pointed out that the loss of identifiability is the
primary cause of difficulties in this kind of mixture models. In our distribution
family (3.6), the distribution is not identifiable by the parameter ϑ. For example,
when µm = 0, θm can be arbitrary. Without impenetrability, the estimation of
the parameters becomes, in certain sense, meaningless. In the following, we would
discuss the identifiability in the detail of the case m = 2, (3.7). The result can be
applied to the case m > 2 in a straightforward manner.
Because the identifiability of the distribution family f(y, x|θ) is equivalent to
that of the conditional distribution system f(y|x = (j1, j2);ϑ), j1, j2 = 1, 2, 3, 4,
we can discuss the identifiability on these conditional distribution system for in-
stead. The identifiability of the system means f(y|x = (j1, j2);ϑ(1)) = f(y|x =
(j1, j2);ϑ
(2)) for all j1, j2 = 1, 2, 3, 4 ⇒ ϑ(1) = ϑ(2). A new parameterizations for
f(y|j1, j2;ϑ) are introduced to circumvent the problem as follows:
Let








ki(1− p(ji, θi))1−ki ,
(3.10)
then, f(y|j1, j2;ϑ) can be re-parameterized by (σ,Gj1,j2) for j1, j2 = 1, 2, 3, 4 as







)dG(µ|j1, j2;µ00, µ01, µ10, µ11; θ1, θ2).
(3.11)
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Let
G2 = {G(·|j1, j2;µ00, µ01, µ10, µ11; θ1, θ2) : j1, j2 = 1, 2, 3, 4; |µi| < M, 0 ≤ θi ≤ r, i = 1, 2}
The parameter space for the new parametrization of the distribution system f(y|σ,Gj1,j2),
j1, j2 = 1, 2, 3, 4, is
Ω = {(σ, g) : σ > 0, g ∈ G2}.
In the following, we show that model (3.11) is identifiable by (σ, g) in Ω.
It is well known that, for fixed (j1, j2) and σ, the mixture distribution f(y|σ,Gj1,j2)
is identifiable by Gj1,j2 (Teicker(1960)). In the following, we show that, for any
(j1, j2), f(y|σ,Gj1,j2) is identifiable by (σ,Gj1,j2), and hence, model (3.11) is identi-
fiable by (σ, g) ∈ Ω. To show this, the moment-generating function of f(y|σ,Gj1,j2)
is





etµdG(µ|j1, j2;µ00, µ01, µ10, µ11; θ1, θ2)
(3.12)
For any t, |µk1,k2 | ≤ 2M
e−2|t|M ≤
∫
etµdG(µ|j1, j2;µ00, µ01, µ10, µ11; θ1, θ2)
≤ e2|t|M .
(3.13)
Consider any (σ(i), G
(i)
j1,j2), for i = 1, 2, with
G
(i)
j1,j2 = {G(·|j1, j2;µ(i)00 , µ(i)01 , µ(i)10 , µ(i)11 ; θ(i)1 , θ(i)2 )},
such that for all t
M(t|σ(1), G(1)j1,j2) =M(t|σ(2), G(2)j1,j2).
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From (3.12) and (3.13), it follows that for all t























Thus, the following lemma is proven.
Lemma 3.1 The distribution family (3.7) is identifiable by parameter (σ, g) in Ω.
It can also be shown that for a fixed (θ1, θ2), (σ, µ00, µ01, µ10, µ11) identifies the
model (3.7).
According to Lemma 3.1, it is sufficient to prove that (µ00, µ01, µ10, µ11) identifies
Gj1,j2 , j1, j2 = 1, 2, 3, 4. If µ1 = 0, µ2 = 0, i.e. µ10 = µ00 = µ11 = µ01, then
Gj1,j2 = I(µ ≥ µ0), j1, j2 = 1, 2, 3, 4. They all degenerate to a singleton distribution
at µ0, hence are identified by µ0.
Now consider the case µ1 = 0, µ2 6= 0, i.e. µ10 = µ00, µ11 = µ01, µ10 6= µ11. we
have
Gj1,j2 = I(µ ≥ µ00)(1− p(θ2, j2)) + I(µ ≥ µ01)(1− p(θ2, j2)),
it is identified by (µ00, µ01) from Lemma 1 of Chen and Chen (2004). Similarly we
can consider the case µ1 6= 0, µ2 = 0.
For the case µ1 6= 0, µ2 6= 0, noting that, from Table 2.1, we have p(1, r) =
p(3, r) = p(1, 0) = p(2, 0) = 1, p(2, r) = p(4, r) = p(3, 0) = p(4, 0) = 0. If θ1 = r,
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then
G1,j2 = G3,j2 = I(µ ≥ µ10)(1− p(θ2, j2)) + I(µ ≥ µ11)(1− p(θ2, j2)),
G2,j2 = G4,j2 = I(µ ≥ µ01)(1− p(θ2, j2)) + I(µ ≥ µ00)(1− p(θ2, j2)),
they are identified by (µ10, µ11) and (µ01, µ00) respectively. Similarly, for the case
θ1 = 0, or θ2 = 0, we can also show Gj1,j2 are identified by (µ00, µ01, µ10, µ11).
For the case 0 < θ1, θ2 < r, it is straightforward to verify the identifiability of
(σ, µ00, µ01, µ10, µ11 for the model (3.7).
By a similar discussion, one can show that (σ, µ00, µ01, µ10, µ11; θ1, θ2) identifies
distribution (3.7) under the constraint µ1 6= 0, µ2 6= 0.




I(µ ≥ µk1,···,km)pik1,···,km .
It can be shown that the lemma 3.1 is still true.
2. The Consistency of the MLEs
Let ϑˆ be the MLE of ϑ, the MLE of µk1,···,km is defined as
µˆk1,···,km = µˆ0 +
m∑
i=1
kiµˆi, for ki = 0, 1.
The MLE of Gj1,···,jm is defined as
Gˆj1,···,jm = G(·|j1, · · · , jm; µˆk1,···,km , ki = 0, 1; θˆi, i = 1, · · · ,m).
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The Le`vy distance λ will be used to measure the discrepancy between two distri-
butions.
Let
λ(F,G) = inf{c > 0 : F (x− c)− c ≤ G(x) ≤ F (x+ c) + c,−∞ < x <∞}
for both distributions F and G. The convergence in Le`vy distance is equivalent
to the convergence in distribution. The results on the consistency of MLE are as
follows:
Theorem 3.1 When the sample size n→∞,
a) The MLE σˆ of σ is consistent, and
b) The MLE Gˆj1,j2 of the mixing distribution G(·|j1, j2;µk1,k2 .ki = 0, 1; θ1, θ2),
j1, j2 = 1, 2, 3, 4 are consistent with Le`vy distance λ in probability.
Corollary 3.1 When the sample size n → ∞, the MLE µˆk1,k2 of µk1,k2 is con-
sistent, for k1, k2 = 0, 1; and the MLE θˆi of θi is consistent when µi 6= 0, for
i = 1, 2.
Theorem 3.2 When the sample size n → ∞, the MLE Gˆj1,···,jm of the mixing
distribution G(·|j1, · · · , jm;µk1,···,km .ki = 0, 1; θi, i = 1, · · · ,m), j1, · · · , jm = 1, 2, 3, 4
is consistent with Le`vy distance λ in probability.
Corollary 3.2 When the sample size n → ∞, the MLE µˆk1,···,km of µk1,···,km is
consistent, for ki = 0, 1, i = 1, · · · ,m; when µi 6= 0, the MLE θˆi of θi is consistent
for i = 1, · · · ,m.
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We prove Theorem 3.1 and Corollary 3.1. There no essential difficulty in ex-
tending m = 2 to m > 2.
To prove the consistency, we first establish a lemma that indicates that the
parameter space Ω can be reduced to a compact space. We prove Theorem 3.1
using the arguments of Wald(1949). Finally we show that the consistency of MLE
of QTL effects and positions can be deduced from the consistency of MLE of
Gj1,···,jm . The following lemma is an extension of Chen and Chen(2005).
Lemma 3.2 There exist constants 0 < δ < ∆ <∞ such that
lim
n→∞P{δ ≤ σˆ ≤ ∆} = 1
Proof of Lemma 3.2.











(0)) ∈ Θ be the true parameter ϑ.
Then, ϑˆ maximizes ln(ϑ) if and only if it maximizes Hn(ϑ) = ln(ϑ)− ln(ϑ(0)). Be-
cause Hn(ϑ






(0)) = E{logf(Y |X,ϑ(0)} := C0, almost surely, C0 is a finite number,
depending only on ϑ(0).
Note that for any t, φ(t) ≤ (2pi)− 12 , then by (3.8)
ln(ϑ) ≤ −n log σ − n
2
log(2pi).
There exists some large constant ∆ > exp{log(2pi) − C0} such that when σ > ∆,
Hn(ϑ) < 0 for all ϑ with probability approaching one; i.e. lim
n→∞P{0 < σˆ ≤ δ} = 1.
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(yi−µk1,k2)2} → Eθ(0){ min
k1,k2=0,1
(Y −µk1,k2)2} := S(µk1,k2 : k1, k2 = 0, 1)
almost surely and uniformly in µk1,k2 .
The function S(µ00, µ01, µ10, µ11) is continuous and positive for all ϑ ∈ Θ. Let





− n log σ − n
2
log(2pi)− ln(ϑ(0))






C0 < 0. Then with probability one, Hn(ϑ) < 0 uniformly in ϑ ∈ Θ, for σ < δ, i.e.
lim
n→∞P{σˆ ≥ δ} = 1.
The proof of Lemma 3.2 is completed.
Proof of Theorem 3.1.
Let σ(0) be the true value of σ. We can confine σ in an interval [δ,∆] for some
0 < σ < δ < ∆ <∞. The parameter space of model (3.11) is reduced to
Ω¯ = {(σ, g) : σ ∈ [δ,∆], g ∈ G}).
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Define a metric on Ω¯ as follows:








where gk = (G
(k)
j1,j2 : j1, j2 = 1, 2, 3, 4), k = 1, 2, and λ(·, ·) is the Le`vy distance.
Because the convergence of distribution function in Le`vy distance is equivalent
to the weak convergence, the convergence in the d-metric on Ω¯ is equivalent to the
convergence of the first component in the usual Euclidean metric, and to the weak
convergence for the remain all sixteen components. Besides, under the boundary
condition δ ≤ σ(0) ≤ ∆, 0 ≤ θ1, θ2 ≤ r and |µk1k2| ≤ 3M , k1, k2 = 0, 1, it is easy to
show that Ω¯ is compact with metric d.
Denote a point (σ, g) ∈ Ω¯ as ω, and let f(y, x;ω) be the joint pdf of (Yi, Xi).
Let ω0 = (σ0, g0) be the true value of ω. Following Wald(1949), for any ω and for
any positive value ρ, let f(y, x;ω, ρ) be the superior of f(y, x;ω) with respect to ω′
when d(ω, ω′) ≤ ρ. For any positive τ , let ψ(y, x; τ) be the superior of f(y, x;ω′)
with respect to ω′ when d(ω0, ω′) > τ . Let
f ∗(y, x;ω, ρ) =

f(y, x;ω, ρ) as f(y, x;ω, ρ) > 1
1 otherwise
and
ψ∗(y, x; ρ) =

ψ(y, x; ρ) as ψ(y, x; ρ) > 1
1 otherwise
To apply Wald’s consistency theorem, we need to verify the following conditions:
(i) E{log[f ∗(y, x;ω, ρ)]} <∞ and E{log[ψ(y, x; ρ)]} <∞,
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(ii) if lim
n→∞ d(ωk, ω) = 0, then limn→∞ f(y, x;ωk) = f(y, x;ω),
(iii) Identifiability of Ω¯ of model (3.6),
(iv) Parameter space Ω¯ is compact.
Note that f(y, x;ω, ρ) ≤ (2piσ2)− 12 and ψ(y, x; τ) ≤ (2piσ2)− 12 , then, (i) follows.
The condition (iii) is established by Lemma 3.1, and condition (iv) is straightfor-
ward by Lemma 3.2.
Let the components of ωk be σk, ω be σ and Gj1,j2 be
G
(k)
j1,j2 = {G(·|j1, j2;µ(k)00 , µ(k)01 , µ(k)10 , µ(k)11 ; θ(k)1 , θ(k)2 )
If µj 6= 0, d(ωk, ω) → 0, then, σ(k) → σ, µ(k)k1,k2 → µk1,k2 , k1, k2 = 0, 1, and θ(k)j →
θj, j = 1, 2. Because f(y, x;ω) = f(y, x;ϑ) which is continuous in ϑ for any (y, x),
condition (ii) follows.
Then, by the Wald(1949) consistency theorem, the MLE (σˆ, Gˆj1,j2 , j1, j2 =
1, 2, 3, 4) is consistent with respect to the metric d.
The theorem 3.1 is proven.
Proof of Corollary 3.1.
Firstly, we list down some equalities and inequalities based on (3.2),(3.3) and
Table 2.1 for later use.
p(1, θi) + p(4, θi) = p(2, θi) + p(3, θi) = 1
p(3, 0) = p(4, 0) = p(2, r) = p(3, r) = 0
p(1, θi) + p(2, θi) ≥ 1; if 0 < θi < r, 0 < p(1, θi) + p(2, θi) < 2
(3.14)
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Because the convergence of distribution function in Le`vy distance is equivalent
to the weak convergence, by part(b) of theorem 3.1, for any G-continuous function h
(here, G-continuous means continuous at µ = (µ00, µ01, µ10, µ11), by Helly’s second
theorem(Theorem 4.4.2, K.L.Chung, A Course in Probability Theory, 2001), the
MLE of
∫














ki(1− p(ji, θi))1−ki .
(3.15)








k2(1− p(j2, θ2))1−k2 .








k1(1− p(j1, θ1))1−k1 .
Summing this expression for j1 = 1, 4, one gets
(C)
h(µˆ00) + h(µˆ01)) + h(µˆ10) + h(µˆ11)
P−→ h(µ00) + h(µ01)) + h(µ10) + h(µ11).
Now, we consider five cases:
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(I) µ1 = µ2 = 0, i.e. µ00 = µ01 = µ10 = µ11.
Adopt h(µ) = (µ − µ00)2 in (C), then (µˆ00 − µ00)2 + (µˆ01 − µ00)2 + (µˆ10 −
µ00)
2 + (µˆ11 − µ00)2 P→ 0, it follows µˆij P→ µij for i, j = 0, 1.
(II) θ1 = θ2 = 0 (or θ1 = r, θ2 = 0, and so on).
Adopt h(µ) = (µ−µ00)2 in (3.15), and summing (3.15) for (j1, j2) = (3, 3), (3, 4), (4, 3), (4, 4).
One gets (p(1, θˆ1) + (p(2, θˆ1))((p(1, θˆ2) + (p(2, θˆ2))(µ00 − µ00)2 P→ 0. So
µˆ00
P→ µ00 by (3.14). Similarly, we can show the consistency of µˆ01, µˆ10,
and µˆ11.
(III) θ1 = r, 0 < θ2 < r (or θ2 = 0, 0 < θ1 < r and so on).
When X1 = 1 or 4, by (3.14), the model becomes











Then, the MLE of µˆ00, µˆ01 are consistent by Corollary 1 (Chen and Chen
2005). Similarly, µˆ10 and µˆ11 are also consistent.
(IV) 0 < θ1, θ2 < r, µ1 = 0, µ2 6= 0.
To fix the point, assume µ2 > 0, i.e. µ00 = µ10 < µ01 = µ11. Take  > 0 small
such that µ10 < µ11 −  < µ11 +  < M , let ∆ = (µ11 − , µ11 + ), choose
function h(µ) = I(µ ∈ ∆) in (A) and (C). From (C), I(µˆ00 ∈ ∆) + I(µˆ01 ∈
∆)+I(µˆ10 ∈ ∆)+I(µˆ11 ∈ ∆) P→ 2, we could consider only six situations: (1).
µˆ00, µˆ01 ∈ ∆, µˆ10, µˆ11 6∈ ∆; (2). µˆ00, µˆ10 ∈ ∆, µˆ01, µˆ11 6∈ ∆; (3). µˆ00, µˆ11 ∈ ∆,
µˆ01, µˆ10 6∈ ∆; (4). µˆ01, µˆ11 ∈ ∆, µˆ00, µˆ10 6∈ ∆; (5). µˆ01, µˆ10 ∈ ∆, µˆ00, µˆ11 6∈ ∆;
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(6). µˆ10, µˆ11 ∈ ∆, µˆ00, µˆ01 6∈ ∆. Summing (A) for j2 = 1, 2, it could be
justified that only the fourth situation is possible, that is |µˆ01 − µ01| < ,
|µˆ11−µ11| <  with probability approaching one, so µˆ01 and µˆ11 are consistent.
From (A), p(1, θˆ2)+ p(2, θˆ2)
P→ p(1, θ2)+ p(2, θ2), then by Table 2.1, θˆ2 P→ θ2.
Similarly, µˆ00 and µˆ10 are consistent
(V) 0 < θ1, θ2 < r, µ1 6= 0, µ2 6= 0.
To fix the point, assume 0 < µ1 < µ2, i.e. µ00 < µ10 < µ01 < µ11. Take  > 0
small such that µ10 < µ01− < µ01+ < µ11, let ∆ = (µ01−, µ01+), choose
function h(µ) = I(µ ∈ ∆) in (A), (B) and (C). From (C), I(µˆ00 ∈ ∆)+I(µˆ01 ∈
∆) + I(µˆ10 ∈ ∆) + I(µˆ11 ∈ ∆) P→ 1. Hence, we could consider only four
situation : (1). µˆ00 ∈ ∆, µˆ01, µˆ10, µˆ11 6∈ ∆; (2). µˆ10 ∈ ∆, µˆ00, µˆ01, µˆ11 6∈ ∆;
(3). µˆ01 ∈ ∆, µˆ00, µˆ10, µˆ11 6∈ ∆; (4). µˆ11 ∈ ∆, µˆ00, µˆ01, µˆ10 6∈ ∆. Summing
(A) for j2 = 1, 2 and (B) for j1 = 1, 2,it could be seen that only (2) is possible
with probability approaching one, that is µˆ01
P→ µ01. Similarly, we can show
µˆ00
P→ µ00, µˆ10 P→ µ10 and µˆ11 P→ µ11. From (A) and (B), p(1, θˆi) P→ p(1, θi),
so by Table 2.1, θˆi
P→ θi for i = 1, 2.
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3.3 Asymptotic Distribution of the LRT statis-
tics for the Significance of QTL
Determining whether the putative QTL really exists in the m intervals flanked by
the 2m markers is equivalent to testing the hypothesis
H0 : µ1 = · · · = µm = 0 v.s. H1 : some µi 6= 0 (3.16)
The usual likelihood ratio procedure is commonly employed to test this hy-
pothesis. Let ϑˆ and ϑˆ(0) denote the MLEs of ϑ under the whole parametric space
Θ and null hypothesis H0 respectively. Note that, under the null hypothesis, the
quantitative trait Yi and the genotype Xi = (X1i, X2i, · · · , Xmi)′ are independent.
Yi’s follows normal distribution with mean µ0 and variance σ
2. The recombina-
tion parameters θ1, · · · , θm do not appear under the null hypothesis H0. There-
fore, we can take ϑˆ(0) = (σˆ0; µˆ0, µˆ
(0)





(yi − y¯)2, µˆ(0)1 = 0, · · · , µˆ(0)m = 0 are the MLEs of ϑ under the null hy-
pothesis (because the likelihood function does not contain θ1, · · · , θm under the null
hypothesis, we may take µˆ
(0)
1 , · · · , µˆ(0)m arbitrarily).The LRT statistics is given by
Tn = 2[ln(ϑˆ)− ln(ϑˆ(0))]
The log-likelihood function ln(θ) is defined by (3.8). The null hypothesis H0 is
rejected if Tn exceeds a pre-specified threshold value.
It is a major challenge to determine the threshold, however, as pointed out
by Chen and Chen(2001); there are two difficulties in deriving the asymptotic
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distribution of LRT under the null hypothesis. One is due to the presence of
the structural parameter σ. The other is due to the loss of identifiability by the
parameter θ under the null hypothesis. It is not possible to generate the ordinary
Taylor expansion of the re-parameterizations by (σ,Gj1,···,jm). Applying a highly
technical manipulation, Chen and Chen(2005) derived an asymptotic distribution
under the null hypothesis that held in the simple case of m = 1. Here, we extend
their method and generate the result in the general case(m > 1).
Theorem 3.3 In the case of m = 2, under the null hypothesis H0 (3.16), as































j1 , j1 = 1, 2, 3, 4 are i.i.d. N(0, 1) variables, Z
(2)
j2 , j2 = 1, 2, 3, 4 are i.i.d.
N(0, 1) variables, Z
(1,2)



























j1j2 ) = 0, if j
′
1 6= j1, Cov(Z(2)j′2 , Z
(1,2)
j1j2 ) = 0, if j
′
2 6= j2;





)2, , t = 1, 2
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Finally, we extend the asymptotic distribution of Tn to the general case m ≥ 1
as follows:
Theorem 3.3’ Under the null hypothesis H0 : µ1 = · · · = µm = 0, as n→∞,




















in which, for fixed 1 ≤ t1 < · · · < tk ≤ m, Z(t1,···,tk)jt1 ···jtk , jt1 , · · · , jtm = 1, 2, 3, 4, are
i.i.d. N(0, 1) variables; k = 1, · · · ,m and for fixed 1 ≤ t1 < · · · < tk ≤ m,
1 ≤ s1 < · · · < sl ≤ m,
Cov(Zjt1 ···jtk , Zjs1 ···jsl ) =





q(jrl if ∆ = (r1 · · · sh) 6= φ
in which ∆ =: (t1 · · · tk)
⋃
(s1 · · · sl) − (t1 · · · tk)
⋂
(s1 · · · sl), otherwise covariances
























It is easy to express the asymptotic distribution of Tn when m = 1.
Corollary 3.3 Under the null hypothesis of (3.17), when m = 1, the asymptotic











3.3. ASYMPTOTIC DISTRIBUTION OF THE LRT STATISTICS FOR THE
SIGNIFICANCE OF QTL
This result is the same as Theorem 2 of Chen and Chen(2005).
Remark: in the following we only consider the case m = 2. For the case m > 2,
although there are more complications, but no essentially distinctions.
Adopting a similar method of Chen and Chen(2005), we first give an outline of
the proof and then provide details.
Suppose that the null distribution of the quantitative trait is normal variable
N(µ(0), σ2(0)). Without loss of generality, we can assume that µ(0) = 0, σ(0) = 1,
otherwise, we can consider a transformation that uses Y ∗i = (Yi − µ(0))/σ(0) to
instead of the original Yi. The re-parameterizations will be µ
∗
01 = (µ01−µ(0))/σ(0),
µ∗10 = (µ10−µ(0))/σ(0), µ∗11 = (µ11−µ(0))/σ(0) µ∗00 = µ00) and σ∗ = σ/σ(0). Note that
the position parameters θ1, θ2 are unaffected by the transformation. Furthermore,
we assume |σ − 1| ≤ δ < 1, since in light of theorem 3.1, σˆ → 1 in probability
under the null hypothesis and hence only the neighborhood of σ = 1 is of concern.
Decompose the LRT statistics Tn = 2{ln(ϑˆ)− ln(ϑˆ0)} into
Tn = 2{ln(ϑˆ)− ln(ϑ(0))} − 2{ln(ϑˆ0)− ln(ϑ(0))} := Tn1 − Tn2




2 ). Then we derive the asymptotic approximations
to Tn1 and Tn2 in the following two lemmas:





























































2 + op(1). (3.20)
where Ui = Y
2
i − 1, Vti(θt) = (p(Xit, θt) −
1
2





)Yi. Note that E{p(Xit, θt)} = 1
2
.
Hereafter, op(1) and Op(1) implies convergence to 0 in probability uniformly in
θ and bounded in probability uniformly in θ respectively. Finally, from the strong
























− nY¯ 2 = op(1)
(3.21)
In fact, by central limit theorem we have
√
nY¯ → N(0, 1) and nY¯ 2 → χ21 in

































− 1)nY¯ 2 = op(1)Op(1) = op(1).
This is the second statement. Similarly, the first statement can be shown.
41
3.3. ASYMPTOTIC DISTRIBUTION OF THE LRT STATISTICS FOR THE
SIGNIFICANCE OF QTL
































Now we provide details of the proof.
Proof of Lemma 3.4











































The approximation (3.20) to Tn2 is trivial by a standard analysis of Rn(ϑˆ
(0)).








11 ; θ1, θ2) under the null hypothesis, where





(Yi− Y¯ )2 are the usual sample mean and sample variance
of Yi’s. And




Ui − Y¯ 2
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log σˆ2(0) = log[1 + (σˆ2(0) − 1)]
= (σˆ2(0) − 1) + 1
2
(σˆ2(0) − 1)2 +Op(σˆ2(0) − 1)3
= −3
2




From the law of iterated logarithm







































exp{−(Yi − Y¯ )
2
2σˆ2(0)
























Ui − n[(σˆ2(0) − 1) + 1
2















Ui − Y¯ 2)2 +O(σˆ2(0) − 1)3]
















2 +O(n(σˆ2(0) − 1)3)








Lemma 3.4 is proven.
Proof of Lemma 3.3. First we will find asymptotic bounds for Rn(ϑ), and
then to derive (3.19).
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For any t, 2 log(1 + t) ≤ 2t − t2 + 2
3




|ϑ(0) = (1− p(Xi1, θ1))(1− p(Xi2, θ2))Yi = pi00Yi,
∂δi(ϑ)
∂µ01
|ϑ(0) = (1− p(Xi1, θ1))p(Xi2, θ2)Yi = pi01Yi,
∂δi(ϑ)
∂µ10
|ϑ(0) = p(Xi1, θ1)(1− p(Xi2, θ2))Yi = pi10Yi,
∂δi(ϑ)
∂µ11
|ϑ(0) = p(Xi1, θ1)p(Xi2, θ2)Yi = pi11Yi,
∂δi(ϑ)
∂σ
|ϑ(0) = Y 2i − 1 = Ui.
Expanding δi(ϑ) at ϑ
(0) gives
δi(ϑ) = (σ − 1)Ui + [µ00pi00 + µ01pi01 + µ10pi10 + µ11pi11]Yi + i(ϑ),
and
i(ϑ) = (σ − 1)(γi(σ)− Ui) + µ00pi00(ζi(σ, µ00)− Yi) + µ01pi01(ζi(σ, µ01)− Yi)




























Next, regroup the leading terms of δi(ϑ) as a linear combination of uncorrelated
random variables as follows:
δi(ϑ) = a1(ϑ)Ui + a2(ϑ)Yi + a3(ϑ)V1i(θ1) + a4(ϑ)V2i(θ2) + a5(ϑ)V3i(θ1, θ2) + i(ϑ),
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where
a1(ϑ) = σ − 1 a2(ϑ) = 1
4




(2µ10 − 2µ00 + µ11) a4(ϑ) = 1
2
(2µ01 − 2µ00 + µ11)
a5(ϑ) = µ11
Note that X1i and X2i are independent, and Yi and (X1i, X2,i) are independent
under the null hypothesis, so for any θ1, θ2 and j = 1, 2, 3, EUi = EYi = EVji = 0,



























a2i (ϑ) v(ϑ) = max
1≤i≤5
|ai(ϑ)|
We will show that
R¯n(ϑ) = 2Q
(1)
n (ϑ)−Q(2)n (ϑ)[1 +Op(v(ϑ))].
We need the following lemma:
Lemma 3.5 Under the null hypothesis H0 (3.15)
(i) For k = 1, 2, 3
n∑
i=1
δki (ϑ) = Q
(k)
n (ϑ) + nOp(u(ϑ)v(ϑ)).
(ii) The quadratic form
1
n






































The proof of lemma 3.5

















UtiVi(ϑ)| = Op(1), t = 1, 2, 3. (3.24)













UiVti(θ1, θ2)|. Because p(x, θ) is a rational function of θ with
denominator that is bounded away from 0 as r <
1
2
, there is a constant C such















2 )−Dtn(θ(2)1 , θ(2)2 )]2 ≤ C||(θ(1)1 , θ(1)2 )− (θ(2)1 , θ(2)2 )||2
Hence Dtn(θ1, θ2) is tight (Billingsltg, 1968,p95). Similarly Htn(θ1, θ2) is tight.
Second, we show that, for any non-negative integers, bi, i = 0, · · · , 5,













(b) if 0 ≤
5∑
i=0
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= nOp(u(ϑ)v(ϑ)). (3.26)














(γi(σ)− Ui)] = Op(
√
n)











nOp{(σ− 1)2+ |(σ− 1)(µ00+µ01+µ10+µ11)|+µ200+µ201+µ210+µ211}
















nOp(u(ϑ)) also can be written as nOp(u(ϑ)v(ϑ)). Other com-
binations in (3.25) are amenable to showing the required order. For example, by








σ − 1(γi(σ)− Ui)|
k = Op(1)
and similarly for the process ζi(σ, µ) and others. Thus,
n∑
i=1











|i(ϑ)Ui| = |at(ϑ)|Op(nu(ϑ)) ≤ nOp(u(ϑ)v(ϑ)).
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The summations in (3.27) can be shown similarly, but (3.23) and (3.24) also may
be used in the case of
5∑
t=1
bt = 2. Then part (i) of lemma 3.5 is obtained from
(3.23)-(3.26).
The uniform convergence in part (ii) of the lemma follows from the uniform
strong law of large numbers and the positive definiteness of the limit quadratic
form is guaranteed by the assumption r ≤ 1/2.











[|Ui|3 + |Yi|3 + |V1i|3 + |V2i|3 + |V3i|3]} = Op(v(ϑ)).
this is part(iii).
The Lemma 3.5 is proven.
Now we are ready to finish the proof of Theorem 3.3. Given ϑ, let q(z1, · · · , z5) =
n∑
i=1


































then, for any a1, · · · , a5 and 0 ≤ θ1, θ2 ≤ r,
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Let ϑ˜(θ1, θ2) = (σ˜; µ˜00, µ˜01, µ˜10, µ˜11; θ1, θ2) be the solution of equation, and





























V 2ti (θ1, θ2)
+Op(v(ϑ˜(θ1, θ2))) (3.28)
and for any ϑ and ϑˆ, according to Theorem 3.1 and Corollary 3.1, under the
null hypothesis, v(ϑˆ) = op(1).
Therefore,
























































V 2ti (θ1, θ2)
n∑
i=1
V 2ti (θ1, θ2)
}+ op(1)
(3.29)
Next, we show that the upper bound as given above is attainable. Considering
a Taylor expansion of log(1 + t) for t = δi(ϑ˜(θ1, θ2)), we have
Rn(ϑ˜(θ1, θ2)) = 2
n∑
i=1
log[1 + δi(ϑ˜(θ1, θ2))]









where |ηi| < |δi(ϑ˜(θ1, θ2))|.
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(θ1, θ2), ϑ˜(θ1, θ2)− ϑ(0)(θ1, θ2) = Op( 1√
n
) uniformly in (θ1, θ2), where ϑ
(0)(θ1, θ2) =













≤ Op(n−2)op(n 12 ) = op(n− 23 )
where the last part of inequality is from Serfling(1980,p91):
|Ui(σ)|l|Yi(σ, µ)|s ≤ (|Ui(σ)|+ |Yi(σ, µ)|)4 ≤ C max
1≤i≤n

























and combine with (3.29) and (3.30), we have
Rn(ϑˆ) ≥ sup
0≤θ1,θ2≤r
Rn(ϑ˜(θ1, θ2)) = sup
0≤θ1,θ2≤r
R¯n(ϑ˜(θ1, θ2)) + op(1) (3.31)
Because ai(ϑ˜) = op(1), by page 45 and (3.27), v(ϑ˜(θ1, θ2)) = op(1) uniformly in
(θ1, θ2). From (3.28) and (3.31) we have
Rn(ϑˆ) ≥ sup
0≤θ1,θ2≤r
R¯n(ϑ˜(θ1, θ2)) + op(1)
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Thus, by (3.19), (3.20) and (3.21) one obtains

































































I(Xi1 = j1Xi2 = j2)Yi.
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V 23i(θ1, θ2)→ τ 21 (θ1)τ 22 (θ2)











































The theorem 3.3 is proven.
3.4 Remarks and Discussion
(1) For the simplicity, we prove Theorem 3.3 and Theorem 3.3
′
with the assump-
tion of independency of X1, X2, · · · , Xm. Without this assumption, the asymptotic
distribution of the (log)GLRT statistics Tn should be revised as follows:






























j1 , j1 = 1, 2, 3, 4 are i.i.d. N(0, 1) variables, Z
(2)
j2 , j2 = 1, 2, 3, 4 are i.i.d.
N(0, 1) variables, Z
(1,2)






P{X1 = j1, X2 = j2}√







P{X1 = j1, X2 = j2}√







P{X1 = j1, X2 = j2}√







j1j2 ) = 0, if j
′
1 6= j1, Cov(Z(2)j′2 , Z
(1,2)
j1j2 ) = 0, if j
′
2 6= j2;
τ 2t (θt) =
4∑
jt=1
P{Xt = jt}(p(jt, θt)− 1
2
)2, t = 1, 2






















· · · 4∑
jtk=1
P{Xt1 = jt1 , · · · , Xtk = jtk}
k∏
l=1




in which, for fixed 1 ≤ t1 < · · · < tk ≤ m, Z(t1,···,tk)jt1 ···jtk , jt1 , · · · , jtm = 1, 2, 3, 4, are
i.i.d. N(0, 1) variables; k = 1, · · · ,m and for fixed 1 ≤ t1 < · · · < tk ≤ m,
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1 ≤ s1 < · · · < sl ≤ m,
COV (Z
(t1,···,tk)
jt1 ···jtk , Z
(s1,···,tl)
js1 ···jsl ) =
P{Xt1 = jt1 , · · · , Xtk = jtk , Xs1 = js1 , · · · , Xsl}√
P{Xt1 = jt1 , · · · , Xtk = jtk}P{Xs1 = js1 , · · · , Xsl = jsl}
.


























(2) According to these asymptotic aspects, the null asymptotic distribution of
the GLRT statistics enjoys the same invariant property of regular models under
the composite null hypothesis. This invariance, however, is not shared by testing
problems under other finite mixture models. There are other important and useful
features of Theorems 3.3 and 3.3’, they provide the structure for the limiting sum
of the χ2-process which makes it possible to simulate the asymptotic distribution
of the GLRT statistics by the Monte-carlo method. We perform some simulations
with regard to threshold values in Chapter 5.
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Chapter 4
The PGLRT and the Search
Procedure
4.1 Permutational Generalized Likelihood Ratio
Test
Suppose our aim is to determine the position and effect of QTL along the chromo-
some. The MIM model and its likelihood function were described in Chapter 2. We
consider the hypothesis test (2.6):H0 : µt = 0 v.s. H1 : µt 6= 0 where for some
fixed t ∈ {1, 2, · · · ,m.}, which is one of marker interval that is under consideration.
Note that this is a more complex hypothesis test, besides 0 ≤ θi ≤ r, σ2 > 0,
the parameters |µi| ≤ M, i 6= t,= 1, · · · ,m also are nuisance parameters. The
GLRT statistics Tn(X, Y ) is defined as (2.8), where(X, Y ) = ((Xi1, · · · , Xim, Yi), i =
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1, · · · , n) is observation data. For significance level α, the test function is:
dt(Tn, α) =

1 if Tn > Cn(α)
0 if Tn ≤ Cn(α)
The asymptotical distribution of Tn and the critical value Cn(α) are difficult to
compute. To overcome this difficulty, we proposed permutation generalized likeli-
hood ratio test(PGLRT) as follows:
Denote Xt = (x1t, · · · , xnt) as the observed data for the tth marker interval.
Note that these xit, i = 1, · · · , n only take finite values (1, 2, 3, 4) in a backcross.




The index set ω = {1, 2, · · · , n} is divided into 4 non-overlapping subsets, ωk, k =
1, 2, 3, 4, where each subset consists of nk elements. We denote the grouping as
pil = {ωl1, ωl2, ωl3, ωl4}, l = 1, · · · , n∗, here denoting n∗ = n!/(n1!n2!n3!n4!). pil1 =
pil2 if and only if ωl1k = ωl2k for all k = 1, 2, 3, 4. Then, the PGLRT begin with
randomly selected a division pii. If pii = {i1, · · · , in} is the division, the pseudo





y1; x1,1, · · · , x1,t−1, xi1,t, x1,t+1, · · · , x1,m
· · · · · · · · · · · · · · · · · · · · · · · ·
yn; xn,1, · · · , xn,t−1, xin,t, xn,t+1, · · · , xn,m






as the calculation result. In general, n∗ is a huge great number, we can choose a
suitable positive integer M(< n∗). Repeat the above division and calculation M
times, M statistics’ values tin, i = 1, · · · ,M are obtained. They are ordered as
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t(1)n ≤ t(2)n ≤ · · · ≤ t(M)n . The PGLRT is constructed as
d′t(Tn, α) =

1 if Tn(X, Y ) > t
(1−α)M
n (X, Y )
0 if Tn(X, Y ) ≤ t(1−α)Mn (X, Y )
(4.1)
PGLRT d′t is a similar test with level α, regardless sample size n or repeat time
M , the test function d′t guarantee that the level of the test is exactly α.
The principal difficulty in PGLRT lies in the complex and huge computation
that is required in estimating the MLE. We overcome this difficulty with an EM-
algorithm method(see the Appendix A). The theoretical analysis shows that un-
der some conditions, the permutation test is the most powerful in some aspects.
Though our PGLRT does not satisfy these conditions, but our numerical study
and some application examples imply that PGLRT is feasible and has much a bet-
ter test power compared with some simulations in the literature, Thode(1991),for
example.
4.2 PGLRT as a Similar Test
Let (Y1, X1), · · · , (Yn, Xn) be an i.i.d. sample from the population (Y,X), where
Y is a continuous random variable or vector, and X is a discrete random variable,
taking finite values: 1, 2, · · · , a, a is a positive integer. Denote the conditional
distribution of Y for a given X = j by Y|X = j ∼ Fj(y).
Suppose the m+1-dimension random vector (Y,X) = (Y,X1, · · · , Xm) has joint
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density function
f(y, x1, · · · , xm, ϑ) = h(x1, · · · , xm)f(y|x1, · · · , xm, ϑ),
where h(x1, · · · , xm) is the marginal density of (X1, · · · ,Xm), and f(y|x1, · · · , xm, θ),
which, as defined by MIM model (2.1), is the conditional density of Y.
Theorem 4.1 If H0 : µm = 0 is true, then
(A)
f(y|x1, · · · , xm, µ0, µ1, · · · , µm, θ1, · · · , θm, σ2)
= f(y|x1, · · · , xm−1, µ0, µ1, · · · , µm−1, θ1, · · · , θm−1, σ2),
That is for (x1, · · · , xm) given, Y and Xm are conditional independent.
(B) Under the assumption that (X1, · · · , Xm−1) and Xm are independent, if
H0 : µm = 0 is true, then Y and Xm are independent of each other.
Proof. From (2.1), if µm = 0, then






{(pj(xj, θj))kj(1− p(xj, θj)1−kj [ 1
σ
φ(











{(pj(xj, θj))kj(1− p(xj, θj)1−kj [ 1
σ
φ(








{(pj(xj, θj))kj(1− p(xj, θj)1−kj [ 1
σ
φ(
y − µ0 −∑m−1j=1 µjkj
σ
)]}
= f(y|x1, · · · , xm−1, µ0, µ1, · · · , µm−1, θ1, · · · , θm−1, σ2).
This proves (A).
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If (X1, · · · , Xm−1) andXm are independent, then h(x1, · · · , xm) = h(x1, · · · , xm−1)hm(xm),
here h(x1, · · · , xm−1) and hm(xm) are marginal density functions of (X1, · · · , Xm−1)
and Xm respectively. Hence, by (A), the conditional density function of Y for
given xm is equal to
f(y|xm, ϑ) = h(x1, · · · , xm)f(y|x1, · · · , xm, θ)
hm(xm)
= h(x1, · · · , xm−1)f(y|x1, · · · , xm;µ0, µ1, · · · , µm−1, θ1, · · · , θm−1, σ2),
which does not depend on xm, thus, the conclusion (B) is proven.
Remark. (1).From (A) of theorem 1, we see that all effects to Y from
variable Xm will be contained in (X1, · · · , Xm−1), and the likelihood function of
{(yi, xi1, · · · , xim), i = 1, · · · , n} does not contain parameters µm and θm if µm = 0
holds.
(2). It can be shown that the condition µm = 0 is not only sufficient but also
necessary for both cases (A) and (B) of the theorem.
There were two points of view about permutation test after it proposed by
Fisher in his ‘The Design of Experiments’ in 1951. One considered the permutation
test as a randomization test, another considered as a conditional test. The principle
and properties of these two points of view can be seen in the book of Chen(1997,page
628-655) and Lehmann(1986). Our permutation test(PGLRT) was modified from
the idea of conditional test point of view.
We test the independence of Y and X, that is, to test null hypothesis:H0 :
F (x, y) = G(x)F (y); hereafter, we assume that F (y) is a continuous distribution.
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If the null hypothesis H0 holds, that is, Y and X are independent, then for each
permutation pii = (i1, · · · , in) of (1, · · · , n), {(Y1, Xi1), · · · , (Yn, Xin)} has the same
distribution with the original sample {(Y1, X1), · · · , (Yn, Xn)}. Taking all permu-
tations of (1, · · · , n), we obtain a set C(Y,X) = {((Y1, Xs1), · · · , (Yn, Xsn)) : s =
1, · · · , n!}. Because X only takes a values, C(Y,X) only contains n∗ = n!
n1! · · ·na!
different points with probability one, where nj =
n∑
i=1
I(Xi = j). For the simplicity,
we only consider these points, denote them by C∗(Y,X) = {((Y1, Xi1), · · · , (Yn, Xin)) :
i = 1, · · · , n∗}. When the null hypothesis H0 is true and C∗(Y,X) is given, each
point in C∗(Y,X) has the same conditional probability:
P{(Y1, Xs1), · · · , (Yn, Xsn)|C∗(Y,X)} =
1
n∗
, s = 1, · · · , n∗
Note that these conditional probabilities are not dependent on F , so C∗(Y,X) is a
sufficient statistics. Assume that we adopt a suitable rule to divide C∗(Y,X) to two
parts: C∗(Y,X) = C0(Y,X)
⋃
C1(Y,X), such that C0(Y,X)
⋂
C1(Y,X) = ∅,
C0(Y,X) and C1(Y,X) contain αn
∗ points and (1 − α)n∗ points of C∗(Y,X)
respectively. If the positions of points in C∗(Y,X) are equality under the rule,
then for each point ((Y1, Xs1), · · · , (Yn, Xsn)), one obtains
P{((Y1, Xs1), · · · , (Yn, Xsn)) ∈ C0(Y,X)|C∗(Y,X)} =
αn∗
n∗
= α, s = 1, · · · , n∗
because C∗(Y,X) contains n∗ points, and C0(Y,X) contains αn∗ points. Especially
for the original sample {(Y1, X1), · · · , (Yn, Xn)}, one has
P{((Y1, X1), · · · , (Yn, Xn)) ∈ C0(Y,X)|C∗(Y,X)} = α.
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Then, we can construct a permutation test as follows:
φ((Y1, X1), · · · , (Yn, Xn)) = I(((Y1, X1), · · · , (Yn, Xn)) ∈ C0(Y,X)). (4.2)
So, we see that under H0,
E[φ((Y1, X1), · · · , (Yn, Xn))|C∗(Y,X)] = α.
The test φ(·) is a conditional test with significance level α, it does not depend on
the condition, so the test significance level(without condition) also is α.
EH0 [φ((Y1, X1), · · · , (Yn, Xn))] = α.
Hence, this permutation test is a similar test with level α.
The random aspect of this permutation test can be seen from both respects.
Firstly, because the sample ((Y1, X1), · · · , (Yn, Xn)) is a random vector, the permu-
tation statistic C∗(Y,X) = {((Y1, Xi1), · · · , (Yn, Xin)), i = 1, · · · , n∗} is a random
set. Secondly, when C∗(Y,X) given, other points are all fictitious, only original
sample ((Y1, X1), · · · , (Yn, Xn)) is a real observation. Then it can be regarded as




We now return to MIM model (2.1). Here X = (X1, · · · ,Xm) is a vector, Xt
takes only 4 values in a backcross(a=4). From Theorem 4.1(B), under H0 : µt = 0,
if Xt and (X1, · · · , Xt−1, Xt+1, · · · , Xm) are independent, then (Y,X1, · · · , Xm) has
joint distribution:
f(y|x1, · · · , xm;ϑ)h(x1, · · · , xm)
= f(y|x1, · · · , xt−1, xt+1, · · · , xm;ϑ)h(x1, · · · , xt−1, xt+1, · · · , xm)h(xt)
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This proves that Xt and Y, (X1, · · · , Xt−1, Xt+1, · · · , Xm) are independent. There-
fore, for each permutation (j1, · · · , jn) of (1, · · · , n), the sequence of random vectors
Yi, Xi1, · · · , Xi,t−1, Xji,t, Xi,t+1, · · · , Xim, i = 1, · · · , n are i.i.d.
Denote C∗((Y,X)) =:
{(Yi, Xi1, · · · , Xit−1, Xjit, Xit+1 · · · , Xim) : i = 1, · · · , n; j = 1, · · · , n∗},
in which (j1, · · · , jn) is a permutation of (1, · · · , n), and n∗ = n!/(n1!n2!n3!n4!), nk =
the number of {i : Xit = k, i = 1, · · · , n}, k = 1, 2, 3, 4. For each point
(Yi, Xi1, · · · , Xi,t−1, Xji,t, Xi,t+1, · · · , Xim) ∈ C∗,
we can computer a GLRT statistic value Tnj by (2.9), j = 1, · · · , n∗. Arrange
Tn1, · · · , Tnn∗ from the smallest to largest as Tn(1),≤ · · · ,≤ Tn(n∗). If the null hy-
pothesis H0 : µt = 0 holds, because the distribution (Tn1, · · · , Tnn∗) is symmetrical,




along the ordered sequence. But if the null hypothesis does
not hold, then, Tnj has the different distribution. Tn,as defined by GLRT statistic,
which was computed by the original sample (Yi, Xi1, · · · , Xim), i = 1, · · · , n, will
take a larger value than other Tnj with a large probability. Hence, we can give a
test with the rejection region: Tnt > Tn((1−α)n∗). This test is a permutation test
that we described in (4.1), and it is a similar test with level α.
However, in MIM model, Xt and (X1, · · · , Xt−1, Xt+1, · · · , Xm) are not indepen-
dent, according to Theorem 4.1(A), Y and Xt are conditional independent under
H0 : µt = 0 when (X1, · · · , Xt−1, Xt+1, · · · , Xm) given. Then, for each permutation,
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(Yi, Xjit), i = 1, · · · , n are conditional independent. Because for ji 6= i, Yi and Xjit
are independent and for ji = i, Yi and Xjit are conditional independent, then for
each i, Yi and Xjit are conditional independent under H0 : µt = 0. Therefore, we
still can involve generalized likelihood ratio statistic into permutation test.
From another point of view, Theorem 4.1
f(y|x1, · · · , xm;ϑ)|µt=0 = f(y|x1, · · · , xt−1, xt+1, · · · , xm;ϑ)
does not depend on Xt. Denote MLE of µt by µˆt, then, µˆt = op(1) under H0 :
µt = 0 by Corollary 3.1. Using Taylor expression, one has
f(y|x1, · · · , xm;ϑ)|µt=µˆt
= f(y|x1, · · · , xm;ϑ)|µt=0 +
∂f(y|x1, · · · , xm;ϑ)
∂µt
|µt=0 · µˆt +Op(µ2t )
= f(y|x1, · · · , xt−1, xt+1, · · · , xm;ϑ) + p(xt, θt)C∗µˆt +Op(µˆ2t ),
in which C∗ does not depend on Xt. The main part does not depend on Xt, it
follows that the main part of GLRT statistic Tn =
Ln(ϑˆ)
Ln(ϑˆ0)
does not depend on Xt
under H0 : µt = 0. It is implied that n
∗ statistics values Tn1, · · · , Tnn∗ are closed
to each other under null hypothesis, but far away under alternative. Especially, Tn
will take a much large value than other Tni with large probability. This shows that
it is reasonable to apply PGLRT in MIM model.
4.3 The Most Powerful Test in a Simple Case
Suppose that random vector pair (Y,X) has density f(y, x; θ)dµ(y, x) with respect
to σ finite measure dµ(x, y), and θ = 0 is equivalent to independence of Y and X,
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that is f(Y, x; 0)dµ(y, x) = f1(y)dµ1(y)f2(x)dµ2(x). Let (Y1, X1), · · · , (Yn, Xn) be
an i.i.d. sample from the density f(y, x; θ)dµ(y, x). Consider the hypothesis test
H0 : θ = 0 vs H1 : θ 6= 0. Denote pi1(Y,X) =(Y,X) = ((Y1, X1), · · · , (Yn, Xn)),
pii(Y,X) = ((Y1, Xi1), · · · , (Yn, Xin)), pii = (i1, · · · , in) is a permutation of (1, · · · , n),
and {(i1, · · · , in), i = 1 · · · , n!)} are all permutations of (1, · · · , n).
If the test function φ(pi1(Y,X)) is unbiased for all f ∈ F .
∫
φ((y1, x1), . . . , (yn, xn))
n∏
i=1
f1(yi)dµ1(yi)f2(xi)dµ2(xi) = α. (4.3)
where F is the family of all absolutely continuous distributions or the family of
all discrete distributions, then, similar to the proof of (49), page 231, Lehmann





φ(pii(Y,X)) = α, a.s., (4.4)
Now we would determine the test subject to (4.3), that maximizes the power
against a fixed alternative
n∏
i=1
f((yi, xi); θ)dµ(yi, xi), (4.5)
and to find a the maximum power of an unbiased test against (4.5).
Let T = T ((Y1, X1), · · · , (Yn, Xn)) = {(Y1, Xi1), · · · , (Yn, Xin)) : i = 1, · · · , n!}
=ˆC∗(Y,X). Then, for any permutations pii and pij, one has T (pii(Y,X)) = T (pij(Y,X)) =













f(Yj, Xij ; θ)
. (4.6)
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To maximize the power of φ subject to (4.3), it is therefore necessary to maximize
ψ(T ) for each T subject to this condition. The problem thus is reduced to the



















By the Neyman-Pearson Lemma, this is achieved by rejecting H0 for those points
pii(Y,X) of C
∗(Y,X) when the likelihood ratio
n∏
j=1





f(Yl, Xkl ; θ)




f((Yj, Xj); θ) ≥ C(T )).
To carry out the test, the n! points of the set C∗(Y,X) are ordered according
to the values of the densities
n∏
j=1
f(Yj, Xij ; θ), i = 1 · · · , n!. The hypothesis H0 is
rejected for the αn! largest values. This process is merely a permutation test that
use likelihood ratio statistics. Because it depends on θ and f , it is therefore not
UMP. But this test always maintains the level α.
In the above, we assume that θ(6= 0) is a fixed and known parameter. But in
MIM model, under alternative, µt is unknown and not a single point, we rather
using generalized likelihood ratio statistic than likelihood ratio statistic to construct
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f(Yj, Xij ; θ)




f(Yj, Xij ; θ) is omitted,
because it does not depend on the permutation (i1, · · · , ın). Permutation tests not
only are robust tests, they also have higher powers. Cororan and Mehta(2001)
have studied the power of permutation tests. They have developed computational
tools that, without resorting to approximation or simulations, can provide the ex-
act power of three different tests of trend: permutation, bootstrap and asymptotic.
The asymptotic test has the highest power and is followed closely by the permuta-
tion test. The bootstrap test has considerably lower power than the others. The
permutation tests preserve the type-I error throughout the range exactly, which
asymptotic tests fail to do.
4.4 The Search Procedure for QTL Detection
By applying EM algorithms and PGLRT, we develop the QTL search procedure in
forward mechanism.
Suppose that we have observed m intervals along the chromosomes and their
corresponding trial values, our objective is to detect QTL within those intervals.
We assumed that one interval has at most one QTL. The observed data can be
denoted as (Y ;X1, · · · , Xm), here Y = (y1, · · · , yn) represent trial values and Xj =
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(x1j, · · · , xnj) represents the genotypic combination of the j interval. The search
procedure is described as follows:
Step 1: The search procedure starts from a single QTL model. Firstly, we
assume that at most one QTL exists. Consider the sub-data set (Y ;Xj) for j =
1 to m. The likelihood function (with one QTL) is shown as (2.1), the GLRT
statistic Tn (2.8) values are calculated using EM algorithms for each sub-data set
separately. Among the m Tn values that are obtained, suppose that the maximum
one comes from j1-th interval, and we denote this corresponding subset of data
as (Y ;Xj1). The significant PGLRT H
(1)
0 : µj1 = 0 is applied to subset (Y ;Xj1).
If null hypothesis H
(1)
0 is not significantly rejected we stop the search procedure
and claim that there is no QTL; if the null hypothesis is significantly rejected(the
significant level of each step is design to satisfy overall type-I error not greater than
0.05), we claim that there is a QTL in interval j1, and progrress to the second step.
Step 2: From the first step, we confirm there is a QTL in interval j1. In
this step, we further assume that there are at most 2 QTL, and consider subset
(Y ;Xj1 , Xj), j 6= j1 for j = 1 to m. The likelihood function (with two QTL) is
shown as (2.1). m − 1 GLRT Tn values are calculated. Suppose the maximum is
derived from (Y ;Xj1 , Xj2), we test H
(2)
0 : µj2 = 0 for any µj1 using PGLRT(the
estimates of µj1 and θj1 that are used in the test come from the two QTL model).
Similar to the first step, if null hypothesis H
(2)
0 is not significantly rejected, then
we stop the search procedure and claim that there is only one QTL along the
chromosome. The estimate of effectiveness and position come from step one. If
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null hypothesis is significantly rejected, we claim that there is one more QTL that
is found in interval j2, and progress to next step.
· · ·
Step k: In general k step, we know that there are k − 1 QTL in interval
j1, · · · , jk−1 from step k-1. We further assume there is one more QTL, and consider
subset (Y ;Xj1 , · · · , Xjk−1 , Xj), j 6= j1, · · · , jk−1 for j = 1 to m. Calculating GLRT
statistic values in the m − k + 1 sub-data set, suppose that the maximum one is
come from data (Y ;Xj1 , · · · , Xjk), we test H(k)0 : µjk = 0 for any µj1 , · · · , µjk−1 using
PGLRT. Similar to the previous step, if null hypothesis H
(k)
0 is not significantly
rejected, then we stop the search procedure and claim there are only k − 1 QTL
along the chromosome, the estimate of effectiveness and position come from step
k − 1; if null hypothesis is significantly rejected, we claim that there is one more
QTL found in interval jk, and move to next step.
Stop Criterion: the search procedure can stop at some step if no significant
appeared, or until the maximum predetermined searching number K0 < m.
This search procedure can detect the number of QTL and determining the effect
and position of QTL at the same time, some application examples that use this




In this chapter, we determine the quantitative result to support our discussion in
the preceding chapters. The primary numerical study focuses on three parts. 1).
We simulate the critical values in the cases m = 1 and m = 2 based on the results
of Chapter 3, the thresholds are listed into tables for practical reference. 2). The
power of PGLRT is studied with different sample sizes and deviances, the result
are compared with Mendell. 3). Last, Radiata pine linkage map data are used to
validate our search procedure.
In the simulation studies, the simulated genetic data are generated by back-
cross mechanisms. The quantitative trait data Y is generated according to (3.6).
To calculate maximum likelihood values and estimate the effect of QTL, an EM
algorithm is adopted, which regard δij as the missing variables. The E-step and
M-step are given in Appendix A based on normal distribution assumptions. More
general results can be found in Chen(2004), the accuracy of MLE also is discussed.
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5.1 Critical Values of GLRT in the Simple Test
In the case m = 1
Based on the result (3.32) in Chapter 3, when m = 1, the GLRT statistics Tn has













where Vi(θ) = (p(Xi, θ)− 1
2
)Yi.



















From (5.1), we are aware that the threshold is determined by interval length(Dr)
and sample size. In the case m = 1, we consider a single interval of length 1cM,
2.5cM,5cM, 10cM or 50cM. Based on the Haldan mapping function, r = (1 −
exp(−dr))/2, accordingly, The corresponding combination fraction (r) are 0.0099,
0.0244, 0.0476, 0.0906, 0.1648, and 0.3161. The threshold values with α = 0.01,
0.05, and 0.1 are simulated for true distribution (5.1) of Tn with sample size n = 50,
100, 200, 500 and 1000, the asymptotical distribution are calculated using (5.2).
The replication is set at 10000.
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Table 5.1 lists the threshold of approximate distribution according to different
sample sizes and asymptotic distributions when n→∞. The result is the same as
Chen and Chen(2005). They simulated a true distribution (5.1) at n = 200 and
α = 0.05, and reported the threshold as 4.23, 4.45, and 4.67 when Dr takes values
of 2.5cM, 5cM and 10cM. From Table 5.1, we found that the convergence rate is
as quick as 1/
√
n, even when the sample size is not so large, the asymptotic result
can be directly applied.
Figure 5.1 shows the changes of the threshold of asymptotic distribution ac-
cording to difference in interval length(Dr), three lines represent different levels
α = 0.01, 0.05 and 0.1.
In the case m = 2
Based on the result(3.32) in Chapter 3, when m = 2, the GLRT statistics Tn has































in which Vti(θt) = (p(Xti, θt) − 1
2






Note that E{p(Xti, θt} = 1
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j1 , j1 = 1, 2, 3, 4, are i.i.d. N(0, 1) variables,
Z
(2)
j2 , j2 = 1, 2, 3, 4, are i.i.d. N(0, 1) variables,
Z
(1,2)

































j1,j2) = 0 as j
′
1 6= j1; Cov(Z(2)j′2 , Z
(1,2)
j1,j2 ) = 0 as j
′
2 6= j2;





)2, t = 1, 2.
Here, we consider two equal intervals with length (Dr) 1cM, 2.5cM, 5cM, 10cM,
and 50cM. The corresponding combination fraction (r) are 0.0099, 0.0244, 0.0476,
0.0906 , 0.1648, and 0.3161. The threshold values with α = 0.01, 0.05, and 0.1 are
simulated based on an approximate distribution (5.3) with sample size n = 50, 100,
200, 500 and 1000, and asymptotical distribution (5.4) separately. The replication
is set at 10000.
Table 5.2 lists the threshold of approximate distribution according to different
sample size and asymptotic distribution when n→∞. it is the same as m = 1, the
convergence rate is as quick as 1/
√
n, even when the sample size is not so large,
the asymptotical result can be directly applied.
Make a spectrum decomposition A = BB′, then Z = BU , U is a N24(0, I24)
random vector, and B is a 24*24 matrix.
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5.2 The Power of PGLRT
For the case m ≥ 2 (2.8), our MIM model is an irregular 2m− mixture normal
model, and critical values using GLRT are never to be available analytically. Based
on the discussion of Chapter 4, a permutation GLRT can be executed without
finding the exact distribution of GLRT. The only downside of the method is a
problem with computation. According to our computing experience, however, it
takes approximately 0.6 seconds to complete a permutation test for that m = 5
and sample size = 200. Thus, our computation procedures are feasible in practical
applications. On the other hand, although the PGLRT that has been described
in the article is based on a backcross, it can be easily applied to intercrosses, and
furthermore, it is suitable to epistasis models.
In the simulation study of PGLRT, genotype dataX is generated in sequence by
the Haldan mapping function. Here, we consider one chromosome with two QTL.
We assume that there are 4 markers which divide chromosome into 3 equidistant
intervals – 10cM . The two QTL are located at positions 1.59cM and 23.5cM
which imply that these two QTL are located at the first and the third intervals.
Based on the Haldan mapping function, accordingly, r = 0.0906, θ1 = 0.0156
and θ2 = 0.0338. Denoting the effect of QTL as µ = (µ1, µ2)
′, the quantitative
trait values are generated as yi = µ1δi1 + µ2δi2 + i, where i follows the normal
distribution with mean zero and variance σ2. To test hypothesis H0 : µ1 = 0, we
fix µ2 = 1 and σ = 1, but let deviance µ1/σ vary from 0.5 to 3. We consider
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sample size n = 50, 100, 200, 300 and 600 respectively and the replicates for each
calculating of power is 1000. In each replicate, 1000 permutations are used. The
alternatives and null hypothesis used in the power simulation consist 100 situations.
The total computation time spend our over 1000 hours.
Table 5.3 shows the estimated power of PGLRT according to different deviances
and sample sizes with significance levels 0.01 and 0.05. The type I error is shown
in the first column of Table 5.3, in which µ1/σ = 0 means that the sample come
from the null hypothesis. It shows that our PGLRT is a similar test.
However, In the literature, rarely can be found simulation result of power sim-
ulation based on MIM model, there were some simulation to investigate power
and sample size of LRT for the normal mixture problem. In general, the mixture







) + (1− pi)φ(x− µ2
σ
)
was considered, in which pi is the mixing proportion, and without loss of generality,
one can assume that σ = 1, 0 < µ1 < µ2. Everitt(1981) used this model to study
the power of LRT (simulation replicate at 500 per case), he chose mixing proportion
between 0.2 and 0.8, and generated empirical power curves for pi = 0.5. He also
consider multivariate test but indicated that the power went down as the dimension
of problem increased. Mendell(1991) considered the same model as Everitt but
approached more iterations(5000 replicates) and considered a wide range (pi < 0.10
and pi > 0.90) of the mixing proportion than Everitt did. Additionally, Mendell
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used the empirical moments to derive a empirical distribution of LR statistic under
the alternative. We copy Mendell’s simulation result as Table 5.4 as a comparison.
72 alternatives include 6 mixing proportion and 4 values of D were used in their
power and sample size simulation study.
Comparing Table 5.3 and 5.4, we get Table 5.5, it is obviously the power of
PGLRT is significantly higher than Mendell’s method. Table 5.6 list the estimated
sample size that is required of the PGLRT in different deviances and powers. The
values listed in Table 5.5 come from Table 5.3, we roughly estimated the sample size
that was necessary to obtain powers of 0.50, 0.80 and 0.90 with different deviances.
The power of PGLRT is the function of deviance and sample size, but our
simulation is too sparse to generate the correct form of power function. Figures
5.3-5.6 are plotted from Table 5.3, which summarizes the power function of PGLRT
in different aspects, from which we can roughly display the shape of power function.
Figure 5.2 shows the changes in the threshold of asymptotic distribution ac-
cording to difference in interval length(Dr), the three lines represent different level
α = 0.01, 0.05 and 0.1.
Remark: The key point when simulating an asymptotical distribution is to






j1,j2 ), for which
covariance structure is described above(5.4). For convenience, we break this co-
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in which A11, A22, A33 are identity matrix I4, I4, I16, and further, A21 = A
′
12 , A31 =
A′13 and A32 = A
′




j2 , which is
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can be presented as
A13 =

B 0 0 0
0 B 0 0
0 0 B 0
0 0 0 B














j1,j2 , it can be represented as
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5.3 The QTL Search Procedure
In the last part, to verify the search procedure for QTL detection, Radiata pine
linkage data( Chen-Hung Kao, Zhao-Bang Zeng and Robert D. Teasdale, 1999)
was used.
Radiata pine is one of the most widely planted forestry species in the southern
hemisphere. One hundred and thirty four samples are collected. The Radiata pine
marker data contained 120 markers in 12 linkage groups and covered 1676.3cM.
There are 108 marker intervals without missing of each individual. The average
spacing of marker intervals was 15.5 cM, ranging from 0.8cM to 74.8cM.
A pseudo-additive model strategy is used to construct a trait value for each
tree, and then a backcross model can be used for mapping QTL for each individual
separately. When generating trait values, the potential QTL number is set at 5,
which approximates the real detectable cone number per tree. The main effect of
QTL varies from 0.5 to 2, and different combinations are used to test different search
patterns. The random environment error σ is set to 1, and heredity is calculated
based on the trait value that is generated. Once the QTL settings(effects) are
locked, the 5 positions of QTL are randomly selected from 108 marker intervals,
whereby one interval has one QTL at most. Their genotypes are linked with theirs
flanking markers based on the backcross mechanism (Table 2.1). Each search is
repeated for 200 times. The permutation number is set to 1000.
As mentioned in the strategy of the QTL mapping search procedure, choosing
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the critical value is a very complicated issue for the multiple-QTL model. The
value depends on the marker data structure and several unknown QTL parameters
(true model). In data analysis, a critical value based on the Bonferroni argument
is used to evaluate and illustrate the PGLRT approach. The overall significance
level of 0.05 was chosen, and in each block step k, the significance level is 0.05/108.
Because the length of marker intervals are varies from 0.8cM to 74.8cM, to be
fair, the tolerance windows are set from 5cM to 20cM, to judge the QTL findings.
When the true QTL has at least one QTL finding that is located within the toler-
ance window, this true QTL was marked as positive. When the QTL finding did
not have any true QTL around within its tolerance window, then this QTL finding
was marked with false. The positive discovery rate(PDR) was calculated as the
proportion of the number of positive QTL to the total number of true QTL (here,
it is 10,000). The false discovery rate (FDR) is the proportion of the number of
false QTL finding to the total number of QTL findings.
Table 5.7 list the search result by heredity.
In each search procedure, heredity is calculated from the trait value, which is
1− 1/var(Y ). The heredity listed in the above table is the average value from 200
repeats. There is an obvious trend between PDR/FDR and heredity. The PDR
will increase as heredity increases, meanwhile FDR decreases. The PDR and FDR
also are affected by the main effect pattern of QTL. The correlation is showed in
the figure 5.7 below.
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Table 5.1: Threshold when m = 1 in difference sample size
Sample size(n) /Dr(cM) 1 2.5 5 10 20 50
(α = 0.01) 50 6.578 6.703 6.972 7.535 7.438 7.963
100 6.774 7.211 7.401 7.381 7.691 7.911
200 6.881 7.190 7.261 7.530 7.778 8.031
500 6.784 7.466 7.403 7.408 7.748 8.345
1000 7.069 7.085 7.103 8.001 8.078 8.496
Asy 6.917 7.118 7.340 7.580 7.854 8.271
(α = 0.05)50 4.051 4.162 4.462 4.703 4.602 5.134
100 4.154 4.181 4.497 4.644 4.868 5.238
200 4.186 4.252 4.418 4.630 4.792 5.300
500 4.146 4.418 4.447 4.615 4.832 5.273
1000 4.274 4.311 4.369 4.689 4.996 5.343
Asy 4.189 4.344 4.580 4.684 4.932 5.325
(α = 0.1) 50 2.896 3.027 3.272 3.462 3.508 3.935
100 2.999 2.972 3.261 3.470 3.652 3.938
200 2.924 3.100 3.204 3.413 3.634 4.021
500 2.992 3.149 3.227 3.413 3.590 3.906
1000 3.018 3.092 3.193 3.466 3.614 3.978
Asy 2.951 3.090 3.244 3.386 3.683 3.943
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Table 5.2: Threshold when m = 2 in different sample size
Sample size /Dr(cM) 1 2.5 5 10 20 50
(α = 0.01) 50 11.716 12.055 12.117 12.687 13.419 13.983
100 11.954 12.007 12.346 12.857 13.692 14.367
200 11.851 12.138 12.700 13.008 14.410 14.474
500 11.810 12.401 13.262 13.438 14.094 14.758
1000 12.437 12.273 13.147 13.417 14.275 14.712
Asy 12.006 12.895 12.593 13.321 14.117 15.051
(α = 0.05)50 8.174 8.547 8.766 9.358 10.077 10.552
100 8.149 8.671 9.157 9.505 10.283 10.857
200 8.238 8.871 9.079 9.468 10.332 10.847
500 8.481 8.923 9.171 9.792 10.304 10.776
1000 8.483 8.871 9.247 9.840 10.490 10.959
Asy 8.462 9.095 9.002 9.490 10.379 10.926
(α = 0.1)50 6.633 6.976 7.205 7.782 8.566 9.036
100 6.675 7.064 7.378 7.851 8.673 9.199
200 6.726 7.168 7.467 7.925 8.631 9.193
500 6.918 7.263 7.462 7.984 8.666 9.093
1000 6.855 7.255 7.452 8.097 8.822 9.149
Asy 6.939 7.374 7.451 7.858 8.705 9.224
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0 0.2 0.4 0.5 0.6 0.8 1.0 1.5 2.0 3.0
( α = 0.01)50 0.00 0.01 0.02 0.11 0.20 0.22 0.30 0.70 0.85 0.96
100 0.03 0.05 0.08 0.16 0.22 0.49 0.62 0.80 0.88 0.97
200 0.02 0.05 0.22 0.37 0.52 0.70 0.76 0.90 0.93 0.97
300 0.01 0.08 0.30 0.45 0.60 0.75 0.80 0.91 0.94 0.98
600 0.01 0.10 0.43 0.55 0.72 0.83 0.85 0.93 0.98 1.00
(α = 0.05) 50 0.05 0.09 0.16 0.24 0.30 0.43 0.53 0.84 0.90 0.96
100 0.06 0.12 0.18 0.30 0.48 0.67 0.72 0.85 0.89 0.97
200 0.05 0.18 0.34 0.49 0.70 0.82 0.85 0.92 0.94 0.97
300 0.05 0.22 0.48 0.62 0.78 0.84 0.90 0.93 0.98 0.99
600 0.05 0.33 0.56 0.70 0.85 0.90 0.93 0.97 1.00 1.00
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Table 5.4: Estimated Power(in percent), at 0.05 level.(Mendell,1991)
Distance /Sample size D=0.5 D=1 D=2 D=3 D= 4 D= 5
(pi=0.5) 25 * * 8.1 28.5 75.5 97.7
50 * 4 13.3 59.5 98.9 100.0
100 5 5 23.4 92.3 100.0 100.0
(pi=0.6) 25 * * 8.2 29.1 76.0 97.8
50 * 5 13.6 60.0 98.9 100.0
100 5 5 23.8 92.4 100.0 100.0
(pi=0.7) 25 * * 8.7 30.5 76.3 97.8
50 * 5 14.2 60.8 98.8 100.0
100 5 5 24.7 92.3 100.0 100.0
(pi=0.8) 25 * 5 9.2 31.1 73.4 96.4
50 * 6 14.6 59.4 97.8 100.0
100 5 5 24.9 90.4 100.0 100.0
(pi=0.9) 25 * * 8.5 27.3 60.0 84.2
50 * 5 13.1 49.6 89.8 99.2
100 5 5 21.4 80.2 99.7 100.0
(pi=0.95) 25 * * 7.7 20.9 41.8 59.0
50 * * 10.9 34.5 66.9 84.8
100 4 5 16.1 57.4 91.6 98.7
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Table 5.5: Power Comparison




0 0.5 1.0 2.0 3.0
50 0.05(*) 0.24(*) 0.53(0.04) 0.90(0.13) 0.96(0.60)
100 0.06(*) 0.30(0.05) 0.72(0.05) 0.89(0.23) 0.97(0.92)
The numbers in brackets are the power generated from Mendell(1991).
Table 5.6: Estimated sample size required of




0.5 0.6 0.8 1.0 1.5 2.0 3.0
( α = 0.01) 0.5 500 200 200 100 50 (< 50) (< 50)
0.8 (> 1000) (> 1000) 600 300 100 50 (< 50)
0.9 (> 1000) (> 1000) (> 1000) (> 1000) 200 150 (< 50)
(α = 0.05) 0.5 250 200 100 50 (< 50) (< 50) (< 50)
0.8 (> 1000) 600 200 200 50 (< 50) (< 50)
0.9 (> 1000) (> 1000) 600 300 200 50 (< 50)
83
5.3. THE QTL SEARCH PROCEDURE
Table 5.7: PDR and FDR of QTL search procedure using Radiata pine linkage
data with 5 QTLs
QTL 5cM (%) 10cm (%) 15cm (%) 20cm (%)
heredity main effect PDR FDR PDR FDR PDR FDR PDR FDR
0.80 2 2 2 1 1 73 27 76 21 92 8 96 5
0.70 2 2 1 1 0.5 49 46 67 27 80 14 83 12
0.60 1 1 1 1 1 49 54 70 36 80 26 88 21
0.50 1 1 1 0.5 0.5 37 64 46 46 54 35 59 27
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Figure 5.1: Threshold of Asymptotical Distribution when m = 1
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Figure 5.2: Threshold of Asymptotical Distribution when m = 2
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Figure 5.3: Power of PGLRT, α = 0.01, n = 50, 100, 200, 300, 600
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Figure 5.4: Power of PGLRT, α = 0.01, µ/σ = 0, 0.2, 0.4, 0.5, 0.6, 0.8, 1, 1.5, 2, 3
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Figure 5.5: Power of PGLRT, α = 0.05, n = 50, 100, 200, 300, 600
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Figure 5.6: Power of PGLRT, α = 0.05, µ/σ = 0, 0.2, 0.4, 0.5, 0.6, 0.8, 1, 1.5, 2, 3
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Figure 5.7: Relation between PDR/FDR and heredity
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Appendix A. EM algorithms for
GLRT statistics in the MIM
model
As a part of the simulation of my thesis, following Chen(2004)’s study, I wrote a
R program to realize EM algorithms for GLR test statistics in multiple interval
mapping. The considered observation data are {(Y,X) = (Yi;Xi1, · · · , Xim),i =
1, · · · , n}, which are independent and identically distributed as random vectors
(Y,X) = ((Y ;X1, · · · , Xm)). Let Xj = (X1j, · · · , Xnj)′, j = 1, · · · ,m represent the
j-th interval data. The joint density of (Y ;X1, · · · , Xm) is given by
g(y, x1, · · · , xm|θ) = h(x1, · · · , xm)f(y|x1, · · · , xm;ϑ)
where h(·) is the marginal density of (X1, · · · , Xm),it is independent of parameters,
so we can cancel it during the MLE and GLR test statistics calculation. The
conditional density of Y given X : f(y|x1, · · · , xm;ϑ) is 2m-mixture of normal,
which is
















is running over the set {(k1, · · · , km) : ki = 0 or 1, i = 1, · · · ,m};
φ(·) is standard normal density, µ = (µ1, · · · , µm)′ and k = (k1, · · · , km)′. Denote
the parameter ϑ = (µ0, µ1, · · · , µm, θ1, · · · , θm, σ2), the parameter space Θ = {ϑ :
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|µi| ≤ M, i = 0, 1, · · · ,m, 0 ≤ θi ≤ r, i = 1, · · · ,m, σ2 > 0}, and denote the




{l(µ0, µ1, · · · , µm, θ1, · · · , θm, σ2;X,Y)}
− sup
Θ0
{l(µ0, µ1, · · · , µm, θ1, · · · , θm, σ2;X,Y)}
(A.6)
where
l(ϑ;X, Y ) =
n∑
i=1
log f(Yi|Xi1, · · · , Xim, θ) (A.7)
is the log-likelihood function of Y |X.
We have to find MLE µˆ0, µˆ1, · · · , µˆm, θˆ1, · · · , θˆm, σˆ2 and the MLE under the null
hypothesis for the GLRT statistics Rn. Both computing procedures are the same.
But we see that by expressing (A.1) and (A.3), computing the MLE of the mixture
model is difficult if it is done through a direct maximization of the likelihood
function (A.3). The EM algorithm for the maximization of (A.3) goes as follows.
Consider the unobserved QTL genotype indicators δi = (δi1 · · · , δim) as the
missing data, and regard the set T = {(yi, δi) : i = 1, · · · , n} as the complete
data, and the observations y = (y1, · · · , yn) as the in-complete data. Firstly, the
log-likelihood function based on the complete data is obtained. Then it is iterated
between anE−step and anM−step. In each E−step, the conditional expectation of
the complete data log-likelihood conditioning on the in-complete data is obtained
with the parameters assuming the most updated values. In each M− step, the
conditional expectation of the complete data log-likelihood function is maximized
with respect to the unknown parameters.
The joint density function of Yi and δi can be obtained as the product of the
conditional density function of Yi given δi and the marginal density function of δi.
GivenXj, the marginal density function of δ = (δ1, · · · , δm)′ is binomial distribution




δj [1− p(Xj, θj)]1−δj .
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where p(Xj, θj) = Pr(δj = 1|Xj = xj) are list in Table 2.1:
Under the conditional models, given δi, Yi has a conditional normal density with
variance σ2 and the conditional expectation µ0 +
m∑
j=1
µjδij. Then the joint density
of Yi and δi can be expressed as
g(yi, δi, ϑ) =
m∏
j=1










where ϑ = (µ0, µ
′








2 in the vector and matrix form:
(y − 1nµ0)′(y − 1nµ0)− 2(y − 1nµ0)′∆µ+ µ′∆′∆µ,
where y = (y1, · · · , yn)′ ,1n is a n ∗ 1 vector with all elements 1, and
∆ =

δ11 δ12 · · · δ1m
δ21 δ21 · · · δ2m
· · · · · · · · · · · ·
δn1 δn2 · · · δnm

.
Then the complete data log-likelihood function, λ(T, θ), is obtained as










{δij log p(xij, θj)
1− p(xij, θj) + log (1− p(xij, θj))} (A.8)
Now we state the E−step andM−step of the EM algorithm in detail as follows.
E−step. Obtain expectation of complete data conditioning on the in-complete
data.
Let
B = E(∆|Y, ϑ(0)) = E(∆|Y ) =

b11 b12 · · · b1m
b21 b22 · · · b2m
· · · · · · · · · · · ·




where ϑ(0) denotes the most updated values from the previous steps, hereafter, the
updated parameters are dropped in which
bij = E(δij|Y ) = ψ(δij = 1, yi)
ψ(yi)
.










































for t = 1, · · · ,m. Let
A = E(∆
′
∆|Y, θ(0)) = E(∆′∆|Y ) =

a11 a12 · · · a1m
a21 a22 · · · a2m
· · · · · · · · · · · ·








E(δisδit|Y ) = ψ(δis = 1, δit = 1, yi)
ψ(yi)
, for s 6= t; and = bit, for s = t.
Here, the function ψ(yi) is the same as in (A.5), and
ψ(δis = 1, δit = 1, yi) = p(xis, θ
(0)




















Then we can obtain the conditional expectation of the complete data log-likelihood
function conditioning on the in-complete data as follows












{E(δij|yi) log p(xij, θj)
1− p(xij, θj) + log (1− p(xij, θj))} (A.12)









nµˆ0 − 1n′(y −Bµˆ) = 0, (A.13)
and
Aµˆ−B′(y − 1nµˆ0) = 0. (A.14)



















































[(y − 1nµˆ0)′(y − 1nµˆ0)− µˆ′Aµˆ].
(A.17)












































p(xij, θˆj)(1− p(xij, θˆj))
∂p(xij, θˆj)
∂θˆj






p(x, θˆj)(1− p(x, θˆj))
∑
xij=x
{bij − p(x, θˆj)} = 0, j = 1, · · · ,m. (A.18)




1− r for x = 1,
(1− θj)sj
r
for x = 2,
θj(1− sj)
r
for x = 3,
θjsj






1− sj + (θj − 1)∂sj∂θj
1− r for x = 1,
−sj − (θj − 1)∂sj∂θj
r
for x = 2,
(1− sj)− θj ∂sj∂θj
r















Appendix B: Source Code of
GPLRT Searching Procedure
The following is the key function of Source code, which is wrote by R.


















###########end of function calTHETA##########################################
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### end of initial
pp=rep(1,M)
p_y=rep(1,N)







































### break out condition
if(bt<0.01) break

















### end of M-step ---------------------------
}
### update parameter




########## end of function Exact MLE ############################
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