Abstract. The development of high-throughput technology in genome sequencing provide a large amount of raw data to study the regulatory functions of transcription factors (TFs) on gene expression. It is possible to realize a classifier system in which the gene expression level, under a certain condition, is regarded as the response variable and features related to TFs are taken as predictive variables. In this paper we consider the families of Instance-Based (IB) classifiers, and in particular the Prototype exemplar learning classifier (PEL-C), because IB-classifiers can infer a mixture of representative instances, which can be used to discover the typical epigenetic patterns of transcription factors which explain the gene expression levels. We consider, as case study, the gene regulatory system in mouse embryonic stem cells (ESCs). Experimental results show IB-classifier systems can be effectively used for quantitative modelling of gene expression levels because more than 50% of variation in gene expression can be explained using binding signals of 12 TFs; moreover the PEL-C identifies nine typical patterns of transcription factors activation that provide new insights to understand the gene expression machinery of mouse ESCs.
Introduction
High-throughput genome-sequencing technologies are now routinely being applied to a wide range of important topics in biology and medicine, often allowing researchers to address important biological questions that were not possible before [1] [2] . The recent development of RNA sequencing (RNA-Seq) technology holds the promise to provide more accurate gene expression measurements than traditional microarray. Meanwhile, chromatin immunoprecipitation (ChIP) coupled with sequencing technologies (ChIP-Seq) have been developed to identify whole-genome localization of protein-DNA binding sites [3] [4] . Applications of techniques belongs to fields of Machine Learning (ML) [5] [6] and Knowledge Discovery in Databases (KDD) [7] can be useful to make an integrative analysis of these data and providing us an insightful view of genome functions. Predictive modeling (such as the training of a classifier system) is a machine learning strategy to predict an outcome from one or more variables (predictors). In the study of gene regulation, a classifier system can be constructed in which the gene expression levels under a certain condition is regarded as the response variable and various features related to transcription factors (TFs) are taken as the variables. A classifier system can have two mayor purposes: to predict class of new observations and to extract knowledge [7] from past experiences. In this work we choice to use instance-based (IB) classifiers in order to extract the typical patterns and internal structure in data obtained from sequencing of RNA (RNA-Seq) and of chromatin immunoprecipitation (ChIP-Seq) regarding the gene-expression regulatory-system in mouse embryonic stem cells (ESCs).
Instance-Based Classifier Systems
Instance-based (IB) classifier systems [5] [6] constitute a family of classifiers which main distinctive characteristic is to use the instances themselves as classes representation. IB classification relies on the similarity between the new observation to be classified and instances chosen as representative of the learnt class. Within this family we can identify two sub-families [6] : the first is based on prototype methods and the second on nearest-neighbours. The prototype methods build representative instances as centroids of classes or sub-classes, often using iterative clustering algorithms; conversely the nearest-neighbours methods use exemplars filtered from dataset as representative instances. The IB based classifiers and in particular the kNearest Neighbour Classifier (k-NNC) achieve such performances to be used in reallife problems, but they are not used in situations where an explanation of the output of the classifier is useful, because it is commonly assumed that "instances do not really «describe» the patterns in data" [5, p.79] . Some recent developments show that some hybrid IB classifiers, such as the Prototype exemplar learning classifier (PEL-C) [8] and the Total recognition by adaptive classification experiments (T.R.A.C.E.) [9] , which generalize both prototypebased and exemplar-based classifiers, can be used to discover the "typicality structure" of learnt category, detecting how the class is decomposable in subclasses and their typicality grade within the class. The representative instances obtained from these classifiers are composed of a mixture of instances varying from prototypical ones to atypical ones, which form the so-called "gradient of typicality" [10] .
We focus on the learning algorithm introduced in [9] (see Algorithm 1 in the following) because it has particular formal characteristics which are explained in detail in [9; sect. 3] . In particular it is possible to demonstrate (theorem 3.2 in [9] ) that the representative-instance set inferred by this learning algorithm can vary from that of the Nearest Prototype Classifier (NPC), which is completely based on prototypes, to one of the Nearest Neighbour Classifier (NNC), which is completely based on exemplars according to the number of learning iterations and to the particular dataset.
We present in the following the learning algorithm 2.1 Calculate the distances between every instance of TS and every instance of RI 2.2 Among the misclassified instances of TS, find the instance which is the farthest from the nearest instance of RI belonging to its own class. Call it X and assume that it belongs to the class C k 2.3 Add X to RI. %% (Update RI) 2.4 Consider only instances of RI and TS belonging to C k Call them as RI k and TS k , respectively 2.5 Update the positions of RI using the k-means clustering algorithm applied only to TS k with starting conditions RI k : 2.5.1 Apply the NN-rule to the items of TS k respect to the RI k 2.5.2 Iteratively re-calculate the locations of instances of RI k by updating the barycentres calculated respect to the subclasses determined with the NN-rule.
END
The behaviour of these classifier systems can vary from the one of the NPC to the one of NNC in an adaptive way and according to the chosen termination condition and to the particular classification problem. In intermediate cases the number and the kind of the representative instances is dynamically determined as a combination of prototypes, exemplars and representative instances of an intermediate abstraction level. We call these classifiers "hybrid" to refer to the type of representative instances set which can be inferred and it does not refer to a kind of classifier obtainable with a simple joining of classifiers NPC and NNC. In general, we can think about different possible termination conditions for the Algorithm 1, such as the following:
• Training accuracy. The accuracy percentage in classification of the training set is fixed and it can be equal to or less than 100%. In the case it is set to 100%, the system is forced to classify correctly all the training set, and the obtained classifier is the one proposed by Nieddu and Patrizi [9] and it is known as T.R.A.C.E.
• Predictive accuracy. The system can estimate its own performance on new instances by using a technique of cross validation [5, p.149] as varying the number of iterations. Therefore, the system is able to find the minimum number of iterations to obtain the maximum capability of generalizing (predictive accuracy on new instances). This termination condition is the one used by the Prototype exemplar learning classifier (PEL-C) [8] , which usually [8] [10] infers a number of representative instances definitely lower than both the T.R.A.C.E. and the k-NNC.
3
The Case-Study in Mouse Embryonic Stem Cells
We consider the gene regulatory system in mouse embryonic stem cells (ESCs) as investigated firstly in [3] . 
The Dataset
Following Ouyanga et al. [3] we consider 18936 RefSeq genes for the mouse and for each of them we define a feature vectors composed of 12 attributes (one for each TF) called TF Association Strength (TFAS); TFAS are computed using a weighted summation of TF binding peaks where those with higher reads intensity or location proximity to the transcription start site (TSS) were given higher weights. Formally, the association strength of TF j on gene i is a weighted sum of intensities of all of the peaks of TF j :
where: g k is the intensity (number of reads) of the k-th binding peak of the TFj, d k is the distance (number of nucleotides) between the TSS of gene i and the k-th binding peak, and d 0 is a constant, posed equal to 500 bps for E2f1 and 5000 bps for other TFs because E2f1 tends to be closer to TSSs [3] . Gene-expression classes are defined in the following 2 step procedure. First, we apply a logarithmic rescaling to the raw expression values (RPKM) based on mapped mRNA sequencing data for mouse ESCs; as usual, to avoid taking the logarithm of zero, a small positive constant is added; formally: Log 10 (RPKM + 0.01)
Then we apply a 5-classes equal-width binning, to transform the continuous variable of expression level into a categorical one with 5-values. Each class represents an intervals of equal size. The five classes are labelled as following:
Summarizing, the used dataset 2 has 18936 rows (one for each gene), 12 features (one for each transcription factor) considered as predictive variables and 5 classes (one for each gene-expression level) regarded as the response variable to be predicted.
4
Experimental Results and Discussions
Experimental Procedure
We use an experimental procedure, to evaluate the classifier systems, composed of 3 steps: training, validation, and testing. In the training phase we train the classifier systems on data and in the validation phase we estimate how good the classifiers has been trained to select the best performing parameters, such as the value of k for the k-NNC or the number of learning iterations for the PEL-C. Because accuracy computed on the data used for training or also for validation are optimistically biased to predict real classification capabilities of the systems 3 , in the testing phase we compute the accuracy of the previously tuned classifiers on a different data.
According to this procedure the dataset is divided in a sample-dataset, used for training and validation, and a test-dataset, used for testing. The sample-dataset is iteratively split in the training set and validation according to a cross-validation procedure. The sample is composed of 1000 genes randomly selected from the entire dataset with no stratified sampling; so we have a sample set which have N >> p (N is 2 order of magnitude higher than p = 12).
We carried out different cross-validation runs applied to sample dataset for every classifier system considered: NPC, NNC, k-NNC, T.R.A.C.E. and PEL-C. Each run on sample set was prepared by using the leave-one-out procedure as a cross-validation technique.
Experimental Results
We show here the comparison of the experimental results obtained applying the different classifier systems to the above problem of classification.
The k-NNC is applied to sample-dataset by varying k between 1 and 25. The best accuracy is obtained for k=16. In order to analyze the behaviour of the PEL-C the iterative learning algorithm (see Algorithm 1) is applied to sample-dataset by varying the number of iterations between 1 and 16. The PEL-C obtains the maximum accuracy on the test set after 5 iterations and finds 9 representative instances, while 457 iterations are needed so that the learning algorithm converge to the stop condition of T.R.A.C.E, and it finds 461 representative instances. To compare classification performance and the kind of class representations obtained by different IB classifiers we have considered the following indexes: the accuracy on sample-set (computed by leave-one-out), the number of representative instances and the accuracy on the test-set (see Table 1 ).
We observe that PEL-C is outperformed in classification performance only by the k-NNC, that has the k optimized in order to maximize performances, but PEL-C obtains a classes representation composed with only 9 instances against the 1000 of the k-NNC. The NPC uses only 5 instances, which are all pure prototypes, but its accuracy is lower than PEL-C and k-NNC. The k-NNC and NNC use a classes representation entirely composed of exemplars, which are the 1000 instances of the whole sample-dataset. To analyse the behaviour of a classifier system to discriminate among different classes in a multiclass problem is often useful to compute the confusion matrix between actual classes and predicted ones; because the actual classes in our problem is obtained by a binning procedure from a continuous values we show (see Figure 1 ) the box-plot of log values of actual gene expression levels for each predicted classes by the PEL-C. 
Knowledge Extraction
Knowledge discovery has been defined as "a non-trivial process of identifying valid, novel, potentially useful and ultimately understandable patterns from collections of data" [7] ; its main aim is to reveal some new and useful information from the data. The most interesting and useful representative instances inferred by IB classifiers are the ones obtained by PEL-C, which extracts a representation of classes very concise, regarding the number of instances (only 9 patterns), and expressive, because is composed of a mixture of prototypical instances, with graded abstraction.
In Figure 2 on the left we show the heatmap [11] of typical patterns inferred by PEL-C, whereas on the right we reports the representativeness for each pattern inside their own class. This latter index is computed as the ratio between the number of observations assigned to a class using a given representative instance of that class and the total of the instances assigned to that class. The inferred representative instances are the typical patter that explain different level of gene expression. Moreover, these typical patterns is useful to detect how the classes are decomposable in some subclasses and their typicality grade within the own class, in fact we observe that the classes descriptions vary from classes totally based on a prototype (Classes 2 and 5) to classes based on a mixture of prototypes with graded representativeness (Classes 1, 3 and 4). 
Concluding Remarks
We have utilized ChIP-seq and RNA-seq data to explore the relationship between the pattern of TF binding activity and gene expression. We show that IB classifier systems can be used for quantitative modelling of gene expression levels from binding location data. For the embryonic stem cell, more than 52% of variation in gene expression can be explained using binding signals of 12 transcription factors (TFs). As expected only the TFs do not explain all the variability of gene expression levels and we should consider other feature definitions criteria or other new features to improve both performances and explanation of gene expression machinery.
Hybrid classifiers as the PEL-C are also useful as tool for knowledge discovery providing us the typical patterns of epigenetic factors which explain a considerable part of variability in gene expression. We identify nine typical patterns of transcription factors activation for 5 levels of gene expression (varying from zero or very low to very high). These results provide new potential insights into transcriptional control of gene expression level for embryonic stem cell.
