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Summary: For a planetary rover to successfully traverse across unstructured terrain au-
tonomously, one of the major challenges is to assess its local traversability such that it can
plan a trajectory to achieve its mission goals efficiently while minimising risk to the vehicle
itself. This paper aims to provide a comparative study on different approaches for representing
the geometry of Martian terrain for the purpose of evaluating terrain traversability. An accurate
representation of the geometric properties of the terrain is essential as it can directly affect
the determination of traversability for a ground vehicle. We explore current state-of-the-art
techniques for terrain estimation, in particular Gaussian Processes (GP) in various forms,
and discuss the suitability of each technique in the context of an unstructured Martian terrain.
Furthermore, we present the limitations of regression techniques in terms of spatial correlation
and continuity assumptions, and the impact on traversability analysis of a planetary rover
across unstructured terrain. The analysis was performed on datasets of the Mars Yard at the
Powerhouse Museum in Sydney, obtained using the onboard RGB-D camera.
I. Introduction
Robotic missions have been utilised to explore various scientific aspects of the Mars surface,
including surface geology and the possibility of life. Teleoperating robots from Earth is
proving difficult due to the communication delay between Earth and Mars which can be as
long as 22 minutes. Early Lunar exploration rovers such as the Lunokhod required a five-man
team to operate by sending driving commands from Earth in real time. Despite having a much
smaller communication of 3 seconds, the team experienced many challenges to manoeuvre the
Lunokhod on the Lunar surface. To perform the robotic mission more efficiently, low order or
time-critical tasks such as obstacle avoidance and motor control can be handled autonomously,
while high order mission tasks such as “explore area A” or “travel to rock B” can be handled
by ground operators on Earth. By incorporating autonomous or semi-autonomous capabilities
to the rover, operations from Earth can be more focused towards high level mission goals.
To achieve autonomy for high order tasks, planetary rovers need to be capable of traversing
across the terrain in an efficient and safe manner. The level of autonomy of the rover is related
to its capability to sense, represent and interpret the surrounding environment. An environment
such as the Mars surface involves a great diversity in terrain features, including highly uneven
geometry which is difficult to model, therefore accurate and reliable techniques are required
to represent the terrain surface.
Many recent advances have been made in the area of terrain modelling to better estimate
terrain geometry in areas with little or no data, such as techniques to preserve discontinuities
in terrain models [7] and incorporating visibility constraints [9] to improve the accuracy of
the estimated terrain geometry. However, these techniques have not yet been applied in the
area of space exploration to construct accurate terrain maps in unstructured environments.
Fig. 1: Mars Rover (Mawson) at the back and Scout Rover at the front in the Sydney
Powerhouse Museum Marscape
Once the environment is modelled, the rover needs to be able to interpret the data and
assess the associated risks or difficulties of traversing across the terrain. Traversability analysis
provides a metric for evaluating planning and control strategies to avoid hazardous areas, and
thus provide efficiency and safety for rover operation. Numerous techniques for evaluating
traversability metrics have been implemented in existing rover platforms with varying degrees
of success, such as the systems implemented on the NASA Mars Exploration Rovers [1] and
the LAAS Marsokhod Rover [2]. However, with advances in terrain modelling and terrain
traversability, we need to explicitly draw the connection between the two fields, i.e. perform
terrain modelling purely for the purpose of traversability, to promote synergy in the system.
In this paper we compare state-of-the-art techniques for terrain estimation and discuss the
suitability of each technique in the context of an unstructured Martian terrain. By linking
previous work in the area of terrain modelling and traversability analysis, we investigate the
effects of terrain geometry models on terrain traversability analysis for planetary rovers, in
particular the effects on estimation of vehicle attitude and configuration on terrain models
constructed using terrain estimation techniques. We also reconsider state-of-the-art terrain
model estimation techniques based on experimental data, and present limitations of current
terrain estimation methods in the application of terrain traversability estimation.
In Section II, we outline previous work in the area of terrain modelling and traversability
analysis. Section III reviews the theory behind some terrain representation, in particular Digital
Elevation Maps (DEM) and Gaussian Processes (GPs), along with the limitations of each
technique. We describe the steps taken to evaluate the traversability metric using experimental
data in Section IV. Sections V outlines the experimental setup of the rover and the Mars
Environment. In Section VI we show initial results of traversability analysis using different
terrain modelling techniques, and discuss the effects of linking terrain representation and
traversability analysis. Section VII summarises our conclusions and future work in this area.
II. Related Work
The area of terrain model estimation and terrain traversability analysis have been well
explored in each of their respective fields. Research in the area of terrain model estimation
aims to improve the accuracy and reliability of the predicted terrain geometry using available
sensor data, while the work in terrain traversability aims to best estimate vehicle behaviour
over the terrain.
A. Terrain Modelling
In the area of terrain model estimation, Digital Elevation Maps (DEMs) have been used
to create a discrete geometric representation of the terrain. Much work has been performed
to improve on Digital Elevation Maps (DEMs) to create a more complete model of the
terrain, i.e. to estimate elevation in regions of little or no data. Lang et al. proposed the
use of adaptive non-stationary kernel regression in Gaussian Processes (GPs) to deal with
varying data densities and to preserve discontinuities in terrain models [7]. Vasudevan et al.
compared the performance of different covariance functions for large scale terrain modelling,
and introduced multi-output GPs to incorporate the RGB and the elevation values in the
training data [8]. Hadsell et al. extended the traditional kernel-based learning approaches for
estimating continuous surfaces by providing upper and lower bounds on the surface [9]. This
was done by exploiting visibility constraints of the sensor to the terrain surface and applying
kernel-based regression techniques to improve the precision of the terrain geometry estimate.
B. Terrain Traversability
The development of the Grid-based Estimation of Surface Traversability Applied to Local
Terrain (GESTALT) system by Goldberg et. Al. has been successfully implemented on the
Mars Exploration Rovers (MER) Spirit and Opportunity [1]. It is based on Carnegie Mellon’s
Morphin algorithm [3,4] and is a local planner which uses stereo cameras to evaluate terrain
safety and avoid obstacles. The system uses stereo vision to calculate a disparity image, which
is mapped to a 3D Cartesian location using camera geometry to produce an elevation map.
Once the local elevation map is obtained, GESTALT determines the next best direction for
the rover to reach its goal safely. The traversability of each cell is determined by merging the
moment statistics of the set of Cartesian points on each grid cell to find the best fit plane, and
then using the plane statistics to calculate hazard measures [1]. Finally, hazard and waypoint
arc votes are used to select the set of arcs for the rover to follow until the desired waypoint is
reached. While GESTALT provides a computationally efficient method of calculating terrain
traversability, plane fitting methods may not provide accurate results specific to the vehicle.
Lacroix et al. explored the possibility of long range autonomous navigation with a 6-wheel
Marsokhod chassis [2]. On rough terrains, the chassis internal configuration is calculated from
the digital elevation map (DEM) [5] and a path is selected to maximize the interest/cost ratio.
The DEM was preferred over other methods because critical constraints to traversing over
rough terrain are stability, collision and configuration constraints, in order for the rover to
overcome terrain irregularities. The proposed technique of short-range path planning using
elevation map considers rover mobility over the terrain and also reflects the capability of
the vehicle. However, this technique can become computationally expensive as it relies on
simulation to determine vehicle configuration.
More recently, Helmick et al. presented the Terrain Adaptive Navigation (TANav) system
[6], designed to enable planetary rovers to operate more robustly over a terrain of varying
slip. The system encompasses the areas of goodness map generation, terrain triage, terrain
classification, remote slip prediction, path planning, high fidelity traversability analysis, and
slip compensated path following. The goodness map generated is based on classification of
known classes, such as rocks, sand, gravel, with predefined properties. The TANav system is
able to efficiently determine terrain traversability but is limited to the defined terrain classes
which may be limiting on the Mars surface with different terrain properties.
It can be seen that there has been significant progress in the area of terrain modelling and
traversability analysis, but little effort has been made to link the two areas of research to
develop an accurate vehicle specific traversability model.
III. Terrain Representation
To accurately predict rover response on the terrain, terrain representation need to be per-
formed in a manner that best represents the geometry and characteristics of the terrain, as
well as the associated uncertainties to determine the ”quality” of the prediction. In this section
we will be exploring representation using DEM from raw data, and using Gaussian process
regression.
A. Digital Elevation Map from Raw Data
Digital Elevation Maps are often used to model terrain surfaces. By representing the terrain
as an elevation map, the amount of stored data can be scaled using the grid size, which is
favorable in applications where memory and computational resources are limited. Using raw
data from sensors such as stereo cameras or laser range finders, a DEM can be constructed
by taking the mean elevation of the data points at each grid cell. Figure 2 shows a DEM
produced using raw data from a single instance, and it can be seen that there are areas (shown
in white) which are occluded by rocks from the sensor field of view.
Fig. 2: Digital Elevation Map Produced from Raw Data
B. Gaussian Process Regression
Even with the use of modern sensors, there always exists occlusions and areas with lower
density of data. In areas of little or no data, interpolation techniques can be used to estimate
elevation. Gaussian process (GP) regression provides a means of learning the underlying
model of spatially correlated data with uncertainty. As such, it has been the proposed method
for estimating missing information in incomplete datasets in applications such as mapping or
system identification. In our problem, we will be estimating the elevation (z) using the (x,y)
coordinates of the data point. Gaussian approaches can be thought of as a normally distributed
probability density function characterized by a mean m(x) and covariance function k(x, x′)
m(x) = E[f(x)]
k(x, x′) = E[(f(x)−m(x))(f(x′)−m(x′))]
where x =
[
x
y
]
, denoting our input variable.
The covariance function, also referred to as kernel, defines the correlation between the
random variables in the training data. A popular kernel is the squared-exponential kernel,
which can be given as
k(x, x′) = σ2f exp
(
−1
2
(x− x′)TΣ(x− x′)
)
where Σ =
[
lx 0
0 ly
]
is the length scale matrix and measures the rate at which the modelled
function changes in the x and y direction (in our case, for a 2D grid); σ2f is the variance of
the modelled function.
An example of a DEM produced using GP regression with SE Kernel with mean affine
function can be seen in figure 3.
Fig. 3: Digital Elevation Map Produced using GP regression and Squared Exponential
Kernel with Mean Affine Function
The neural network kernel is another commonly used kernel and can be given as
k(x, x′) = σ2f arcsin
 β + 2xTΣx′√
(1 + β + 2xTΣx)(1 + β + 2x′TΣx′)

where β is the bias factor and Σ is the length scale matrix.
The squared-exponential kernel function is stationary, and has a smoothing effect on the
data by nature of the shape of the kernel function. Vasudevan’s work [8] showed that the
neural network kernel was more effective than the squared-exponential kernel function at
handling discontinuous data which is common in data sets containing unstructured terrain.
To learn the model using a training data set, a kernel needs to be chosen and the relevant
hyperparameters for the kernel need to be optimised. This is commonly performed by for-
mulating the problem in a log marginal likelihood framework, then solving as a non-convex
optimization problem.
Defining X and z to be the inputs and outputs from the training data respectively, the log
marginal likelihood of the training outputs z given training inputs X and hyperparameters θ
is given by
X = [(xi, yi)]
n
i=1
z = [zi]
n
i=1
The log marginal likelihood has three terms - the first describes data fit, the second penalizes
model complexity, and the third is a normalization constant for the number of data points.
By minimizing the log marginal likelihood, the optimal set of hyperparameters which fit the
data set is found. In this work, the Polack-Ribiere flavor of conjugate gradients was first
used to compute search directions [10]. A line search using quadratic and cubic polynomial
approximations, and the Wolfe-Powell stopping criteria together with slope ratio method were
used to estimate the initial step sizes for gradient based optimisation.
Once the GP model is learned, it can be applied across a grid to estimate the elevation
information. This process is commonly known as Gaussian process regression.
Since the joint distribution of any finite number of random variations of a GP is Gaussian,
the joint distribution of the training inputs z and test outputs f* can be given as
[
z
f∗
]
∼ N
(
0
[
K(X,X) + σ2nI K(X,X∗)
K(X,X∗) K(X∗, X∗)
] )
The posterior or expected value can be given as
f¯∗ = K(X∗, X)[K(X,X) + σ2nI]
−1z
and the covariance or uncertainty can be given as
cov(f∗) = K(X∗, K∗)−K(X∗, X)[K(X,X) + σ2nI]−1K(X,X∗)
For n training points and n∗ test points, K(X,X∗) represents the n×n∗ covariance matrix
evaluated at all the pairs of training and test points. This framework was used to estimate the
elevation information at any point in the grid given the incomplete data set shown in Figure 2.
While GPs provide a framework for estimating elevation information with uncertainty
at areas where there is sparse or no data, it has a few limitations which may render it
unsuitable for terrain geometry estimation in unstructured outdoor environments. Firstly,
GPs are implicitly continuous and assume single output value, i.e. the GP is expected to
calculate a single elevation value at each grid cell. However, this problem still exists when
producing DEMs using raw data and is a general problem to all elevation representations
where z = f(x, y). This may lead to misrepresentations of overhanging terrain features. The
second limitation is the problem of spatial correlation, which is a common limitation among
interpolation methods. This has the effect of smoothing out terrain features and thus reduces
the accuracy of the estimation of terrain geometry.
IV. Traversability Metric
To evaluate the traversability of the vehicle over the terrain, we performed a forward
propagation of discrete vehicle states over each grid cell in the DEM using a simplified model
of the Mawson Rover (Figure 4). Mawson is a six wheeled vehicle with individual steering
servo motors on each wheel. As such, the vehicle can be treated as a holonomic vehicle.
Mawson’s chassis is designed as a rocker-bogie system, which is designed to reduce motion
of the main body. By lowering the vehicle and placing it at each grid cell, the configuration
of the Rocker-Bogie suspension and vehicle attitude are simulated. A similar technique was
employed by Peynot in [5] to satisfy the configuration constraints in the articulated chassis
of the Marsokhod rover.
The simplified model of the rover can be seen in Figure 4.
Fig. 4: Simplified rover model. The black frame represents the Rocker-Bogie suspension of
the Mawson rover.
To determine the configuration of the Rocker-Bogie suspension and vehicle attitude, the
vehicle attitude is first initialised as zero in pitch, roll and yaw, and the altitude is initialised
such that one wheel is in contact with the terrain. While keeping the Rocker-Bogie joint
angles at zero, a set of heuristics was used to find the vehicle attitude to minimise the total
distance from each wheel to the ground. A similar set of heuristics was then used to find the
Rocker-Bogie joint angles.
The simulation only accounts for only static scenarios and does not yet consider the
transition of vehicle states from one cell to the next. The wheel-terrain interaction and friction
in the rotating joints of the Rocker-Bogie suspension, as well as the mass distribution of the
vehicle and payload are ignored in this simulation. It should be noted that the simulation
requires a specified yaw angle of the vehicle and determines the resulting pitch and roll
angles based on terrain geometry only.
V. Experimental Setup
The experiments were conducted with Mawson, a planetary rover named after an Australian
Antarctic explorer, which was developed at the Australian Centre for Field Robotics (ACFR).
The rover footprint is approximately 0.5 m by 0.3 m. More details about the design and
development of the rover can be found in [11].
Fig. 5: The Mawson Rover
Mawson carries an array of sensors onboard, including
• RGB-D Camera (Microsoft Kinect),
• Colour Cameras,
• Encoders on Rocker-Bogie Suspension.
For the purposes of this work, the sensor data from the RGB-D camera will be primarily
used. Using a IR emitter and IR camera, the RGB-D camera measures the time of flight of
the emitted IR beams of each pixel and builds a 2.5D map of the environment. The sensor
provides a maximum resolution of 640 by 480 pixels at 30 frames per second, has a range of
approximately 8 m, and is mounted at 1 m above the ground. It should be noted that although
the RGB-D camera may not be an appropriate sensor for some/all outdoor operations, the
geometric point cloud can also be obtained using other sensors such as stereo vision. The
conclusions of this study do not depend on the type of sensor used to acquire the geometric
point cloud.
The experiments were conducted at the Marscape at the Sydney Powerhouse Museum,
which contains rocks and inclines with varying degrees of slip and cohesion (Figure 1).
Other elements in the Mars environment, such as lighting, terrain geometry and composition,
can also be controlled and adjusted if necessary.
VI. Results and Evaluation
The following experimental evaluation was conducted on point clouds acquired with a
single sensor snapshot, representing an area of 2×1.75m, formatted in a grid with a cell size
of 0.05× 0.05m, the vehicle attitude and Rocker-Bogie joint angles were calculated at each
grid cell. The traversability metrics were determined as the Root-Sum-Squared (RSS) of the
predicted vehicle attitude and Rocker-Bogie joint angles (radians).
Figure 6 shows the estimated terrain geometry using the Squared Exponential (SE), Squared
Exponential with Mean Affine Function, and Neural Network (NN) kernel in the GP frame-
work. The data points are denoted as red dots and the estimated terrain height denoted as
the colour coded surface. Comparing the data points to the estimated terrain height using
GP regression, it can be seen that GP regression has a smoothing effect in its estimation,
especially in areas that do not have a lot of data from the sensor. This affects vehicle attitude
and Rocker-Bogie angles and can cause the vehicle to be overconfident in its estimation of
terrain traversability. It can also be seen that the use of different kernels affects the predicted
terrain in particular areas that are not well observed. This is because the nature of the kernel
function has a much bigger effect on the prediction in areas with little or no observations, as
the assumptions about the shape of the terrain is implied in the kernel function.
(a) Using Squared Exponential (b) Using Squared Exponential with Mean Affine Function
(c) Using Neural Network
Fig. 6: Terrain Geometry using SE, SE with Mean Affine Function, and NN Kernels
In the case where traversability is determined using the DEM produced using raw sensor
data (Figure 2), occluded areas are declared as untraversable, i.e. if any of the 6 wheels
comes into contact with an area with no elevation data, the cell which the rover is on is
declared untraversable. It can be seen in figure 6 that there is a large area that is declared
untraversable in this strategy which may limit path planning options, but at the same time
is very conservative for the rover in terms of making a decision about the risks involved in
going over an area that it has no information on. It can also be seen that the affine mean
function improves the accuracy of the terrain geometry estimation by assuming an average
plane of elevation throughout the grid cells. Performing a similar traversability analysis using
the GP-generated terrain, it can be seen in Figure 6 that the smoother terrain geometry results
in a smoother change in value of traversability between cells. In rough terrains, this would
underestimate traversability, especially in areas with little or no data where terrain geometry
estimation are made using assumptions from the selection of the GP kernel.
Fig. 7: RSS of vehicle pitch and roll (top) using raw sensor data, RSS of Rocker-Bogie joint
angles (bottom) using raw sensor data
Comparing the estimated traversability using raw data (shown in Figure 7) and GPs (shown
in Figure 8) at the region from y = [0.6, 1], it can be seen that the RSS of vehicle pitch and
Rocker-Bogie joint angles in the DEM generated by raw data is visibly higher, has higher
fidelity, and less smooth than the DEM generated using GPs. This is a direct effect of the
smoothed terrain produced by GP regression resulting in underestimating traversability in an
area. Due to the continuity assumption, the terrain geometry estimated using GPs results in
smooth transition between each estimated elevation point.
In occluded areas, traversability estimated using GP methods is largely dependent on the
kernel behaviour in GP methods, as seen in the higher vehicle attitude and joint angles using
the NN kernel (Figure 9) compared with using the SE kernel with mean affine function
(Figure 8). Within these areas, the elevation estimation is highly uncertain as there are no
data points contributing towards the dataset used to train the GP, and the resulting vehicle
attitude and joint angles varies greatly based on the kernel used. Since the terrain geometry is
largely affected by the shape of the kernel in these areas, the resulting traversability estimate
will be a smooth surface with variations in elevation conditioned on data points in areas
which are visible to the sensor. This can result in underestimation of the traversability in
rough terrains, and overestimation of traversability in flat terrains. On the other hand, the
same area is simply declared untraversable in the DEM constructed from raw data, which is
a conservative approach but does not possess the same variation and uncertainty of the GP
approach.
Fig. 8: RSS of vehicle pitch and roll (top) using GP regression with SE, RSS of
Rocker-Bogie joint angles (bottom) using GP regression with SE
Fig. 9: RSS of vehicle pitch and roll (top) using GP regression with NN, RSS of
Rocker-Bogie joint angles (bottom) using GP regression with NN
VII. Conclusion/Future Work
From the results presented in section VI, it can be seen that the GP representation of terrain
geometry is inherently continuous and its smoothing nature may cause the vehicle to become
overconfident (i.e. assessing the terrain to higher traversability) in its assessment of stability.
On the other hand, building an elevation map from raw data preserves terrain geometry in
unstructured terrain. However, it is more affected by occlusion from terrain features and
lacks an uncertainty estimate of the resulting elevation geometry. The current method is to
consider all occluded terrain to be untraversable, which led to large sections of the map
to be classified as untraversable. This can lead to overly conservative estimates of terrain
traversability resulting in no possible solutions to reach desired waypoints in challenging
terrain.
As there are shortcomings and limitations to both raw data and regression based techniques,
an area of future work is to consider a terrain modelling technique purely for the purposes
of traversability analysis which would explicitly consider the vehicle-terrain interaction. To
account for sensor noise, the current approach is to assume the noise from the sensor data to
be non-coloured within the sensor operating range, and the variance in the noise is captured
to some extent in the uncertainty estimation of the GP. However, to explicitly incorporate
uncertainties in the elevation obtained from raw data, a sensor error model would need to be
developed.
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