illustrates it with a real data application. with the usual check function ρ τ (x) := x(τ − I(x < 0)) = max{(τ − 1)x, τ x}.
29
The positive semidefiniteness of A and the condition on its determinant 
34
The same definition can be reformulated as a convex optimization prob- 
42
In the presence of covariates (that is, when p ≥ 1), the traditional homoscedastic multiple-output linear regression model suggests, for an elliptical multiple-output regression τ -quantile, a simple equation of the form
with some A ∈ R m×m , β ∈ R m×1 , B ∈ R m×p , and γ > 0. The trouble is that the corresponding objective function
is not convex in β and B, so that its minimization with respect to A, β,
43
B, and γ is not a convex optimization problem. And the same could be said 44 even if γ were an affine linear function of z.
45
In order to restore convexity, consider instead the more general definition
(1)
of an elliptical regression quantile ε
, where a quadratic form of covariate-driven scale is allowed, and A τ , β τ , B τ , γ τ , c τ , and C τ jointly minimize
under the constraint that C ∈ R p×p is symmetric and A ∈ R m×m is symmetric 46 positive semidefinite with det(A) = 1. This minimization, however, still does not take the form of a convex optimization problem.
48
Let therefore M :
, and M 6 := β Aβ − γ ∈ R.
51
The correspondence between M and (A, β, B, γ, c, C) is one-to-one, with
reparametrization of the problem.
55
In this new parametrization, the elliptical regression quantile ε reg τ can be expressed as
where
and
As in the location case, positive homogeneity
the parametrization in terms of M is that it leads to a convex optimization 59 problem, hence to a unique minimum under the assumptions made.
60
In principle, one might place further convex constraints on the parame- heteroskedasticity, also involving covariate-driven shape matrices, unfortu-69 nately, seem impossible within the convex optimization framework.
70
Finally, it is worth pointing out that translate to
79 and
where r = r(Y , Z, M τ ) and L τ is the Lagrange multiplier associated with the regression-equivariant and fully affine- 
In certain cases, the quantile cuts ε (1 − τ )w i r − i subject to the (differentiable) feasibility constraints
M 1 is a symmetric positive semidefinite matrix,
M 2 is a symmetric matrix,
where r 
ν i Z i = 0, and
This implies λ 
Up to the small deviations caused by the data points with zero residuals, the 112 necessary and sufficient conditions (13)-(19) roughly can be interpreted as 113 the sample counterparts of the population conditions (2)-(8).
114
The strong duality theorem for convex optimization implies that, for the
where all sums run from i = 1 to n. If Ψ 
to its (uniquely defined) population counterpart 
