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In diesem Beitrag soll ein

Uberblick

uber drei DFGProjekte gegeben wer
den die am Lehrstuhl Datenbank und Informationssysteme der Universit

at
Rostock in den letzten drei Jahren bearbeitet wurden bzw
 noch werden

Verbindendes Element der drei Projekte sind Probleme der Anfragebearbei
tung und optmimierung in modernen Datenbanksystemen
 Insbesondere
handelt es sich um Projekte im Bereich verteilter relationaler Datenban
ken im Bereich des Mobile Computing und im Bereich objektorientierter
Datenbanken

  Einf

uhrung und Motivation
Die Bearbeitung und insbesondere Optimierung von Anfragen ist bei Datenbanksystemen
schon seit Jahrzehnten nicht nur eine zentrale und f

ur den eektiven Einsatz des Systems
zentrale Aufgabe sondern auch ein hartes Problem
 Gute Anfrageoptimierer sind diejenigen
Komponenten die selbst in ausgereiften Datenbanksystemen erst in den letzten Versionen
integriert wurden

Der Lehrstuhl Datenbank und Informationssysteme hat in drei DFGProjekten den Pro
ze der Anfragebearbeitung und optimierung eingehend untersucht
 In diesen Projekten
ging es insbesondere um neue Anforderungen die sich aus dem Datenbankmodell oder der
Art der Verteilung der Daten und Systemmodule ergeben

Im Projekt HE
A
D wird die Anfrageoptimierung in einem verteilten relationalen Datenbank
system untersucht
 Ein Ziel dieses Projektes war insbesondere die Lastverteilung zwischen
den verschiedenen beteiligten Rechnern
 Das Projekt wurde nach  Jahren Laufzeit im
Herbst  abgeschlossen

Im ProjektMoVi wird der Zugri auf Datenbest

ande von einem mobilen Rechner aus unter
sucht
 In einer mobilen Umgebung mu der Anfragebearbeitungsproze adaptiv und oen
gestaltet werden eine bestehende Anfrage aufgrund von verschiedenen Kontextein

ussen
angepat werden
 Das MoViProjekt wurde Ende  gestartet und l

auft noch bis Ende


Im Projekt CROQUE wird die Anfrageoptimierung f

ur ein objektorientiertes Datenbank
system untersucht
 Objektorientierte Datenbanksysteme zeichnen sich bisher durch navi
gierende Datenmanipulationssprachen aus die weder eine deskriptive Beschreibung noch
eine systemgesteuerte Optimierung der Anfrage erm

oglichen
 In diesem Projekt wurde ein
regel und kostenbasierter Optimierer f

ur die StandardAnfragesprache OQL entwickelt

Das CROQUEProjekt wurde Ende  gestartet und l

auft noch bis Ende 


Alle Projekte basieren auf kommerziellen Plattformen
 So sind die in HE
A
D eingesetzten
Datenbanksysteme etwa Ingres und Postgres die in MoVi verwendeten Informationsserver
Ingres und O
 
und die Plattform f

ur CROQUE die persistente CVersion ObjectStore

Die einzelnen Projekte werden jetzt in den folgenden drei Kapiteln beschrieben
 F

ur n

ahere
Informationen sei auf die zitierte und am Ende des Beitrags aufgef

uhrte Literatur verwie
sen

 Anfrageoptimierung in HE
A
D
 Zielstellung
Die wesentliche wissenschaftliche Zielsetzung des HE
A
DProjektes

besteht in der Erpro
bung und Verbesserung von Konzepten und Mechanismen zur Steuerung der Anfrageverar
beitung auf der Basis von Parallelit

at sowie Lastverteilung und balancierung in verteilten
Datenbankmanagementsystemen speziell im HE
A
DPrototyp

Die Verbindung der klassischen DBOptimierung mit der ParallelisierungAntwortzeitop
timierung und die Erprobung des Systems in normalen Lastsituationen bilden Schwerpunk
te die durch Konzeption formale Untersuchung und Implementierung abgedeckt werden
m

ussen  

Schwerpunkte der Arbeit bildeten folgende Gebiete
  Lastmessung und verteilung in einer heterogenen WorkstationUmgebung
  die Entwicklung eines Kostenmodells f

ur die verteilte Bearbeitung komplexer An
fragen in einem verteilten relationalen DBMS Zwischenergebnisrelationsabsch

at
zungen Attributwertverteilungen IntraTransaktionsparallelit

at und die Pipeline
Ausf

uhrung von Operationen
  konzeptionelle Vereinfachung und Optimierung verteilter globaler Anfragen auf der
Basis der Algebra qualizierter Relationen Aquarel Unterst

utzung von Fragmen
tierung
  optimale Parallelisierung verteilter komplexer Anfragen unter Nutzung von Intra
Transaktions InterOperator und PipelineParallelit

at mit dem Ziel der Verk

ur
zung der Antwortzeit einzelner komplexer Anfragen
  Optimierung von lokal auszuf

uhrenden Teilanfragepl

anen Finden von Teilanfragen
die vollst

andig vom lokalen DBMS abzuarbeiten sind und
  Bereitstellung eines OptimiererFrameworks in dem mit heuristischer und systema
tischer kostenbasierter Optimierung kombiniert gearbeitet werden kann sowie Be
 
gef

ordert unter dem DFGKennzeichen Me 	

reitstellung von Modulen f

ur spezielle Optimierungsschritte Common subexpression
elimination CSE JoinFolgeOptimierung 	

 HE
A
DSystem

ubersicht
Das verteilte Datenbanksystem HE
A
D basiert auf dem relationalen Datenbankmodell
 Re
lationen des globalen Schemas k

onnen fragmentiert sein
 Vom System werden horizontale
vertikale und abgeleitete horizontale Fragmentierung unterst

utzt
 Aus Verf

ugbarkeits und
PerformanceGr

unden werden diese Fragmente repliziert also

uber mehrere Rechnerknoten
verteilt gespeichert
 Die Basisrelationen und Replikate werden in lokalen Datenbanksyste
men CA Ingres UCB Ingres Postgres 
 verwaltet

Anfragen an das verteilte DBMS werden in SQL gestellt intern werden sie in eine erwei
terte relationale Algebra

ubersetzt
 Die physischen Algebraoperationen werden sofern sie
komplett in einem lokalen DBMS abarbeitbar sind von diesem ausgef

uhrt
 Algebraope
rationen die globale Verarbeitungsschritte realisieren werden auerhalb von den lokalen
DBMS in QueryProzessoren ausgef

uhrt

Die Kommunikation zwischen den Algebraoperationen erfolgt

uber ein nachrichtenorien
tiertes Tupelprotokoll das lokal auf Shared memoryImplementierungen MMAP Memory
mapped les und entfernt auf ein Protokoll RDP aus der TCPIPProtokollsuite abge
bildet wird

Anfragebearbeitung
Die Anfragebearbeitung im System HE
A
D ist ein mehrstuger Proze
 Globale Anfragen
bez

uglich eines globalen verteilten Datenbankschemas werden in der relationalen Anfrage
sprache SQL gestellt
 Die zugrundeliegende Schemaarchitektur im System geht davon aus
da globale Relationen sowohl horizontal als auch vertikal fragmentiert sein k

onnen und
das diese Fragmente wiederum evtl
 repliziert vorliegen


Ubersetzung Im SQLCompiler werden die SQLAnfragen in die relationale Algebra
Aquarel

ubersetzt
 Dabei werden die Informationen aus dem Fragmentationsschema
Globales Data Dictionary in Form von Fragmentausdr

ucken Komposition von globa
len Relationen aus Fragmenten und von qualizierten Relationen als Operanden der Al
gebraoperationen mit eingebracht
 Diese zus

atzlichen Informationen k

onnen zur logischen
Vereinfachung von Algebraausdr

ucken heranzgezogen werden z
B
 f

ur die Optimierung des
verteilten Joins
 Ergebnis der

Ubersetzung ist ein globaler fragmentierter Algebraausdruck
in Form eines Anfragebaumes globaler QEP Query Evaluation Plan

Globale OptimierungParallelisierung Globale Anfragepl

ane werden durch den Glo
balen Query Manager GQM normalisiert vereinfacht und unter Zuhilfenahme der In
formationen aus dem Replikationsschema statistischer Informationen zu Relationsgr

oen
Attributwerteverteilung etc
 der Beschreibung des Leistungspotentials der Rechnerknoten

und netzes und der aktuellen Lastbeschreibungsdaten in lokal ausf

uhrbare Teilanfragen
lokale QEP zerlegt

Optimierungsziel ist die minimale Ausf

uhrungszeit der Einzelanfragen unter Nutzung des
Parallelisierungspotentials des verteilten Systems
 Die Parallelisierung erfolgt unter Nut
zung von IntraTransaktionsparallelit

at speziell der horizontalen und vertikalen Pipeline
InterOperatorParallelit

at

Um verschiedene Optimierungstechniken kombinieren zu k

onnen wird im System ein Opti
miererbaukasten benutzt der unterschiedliche Komponenten in sich vereint  Rewriting
Modul mit unterschiedlichen spezizierbaren Transformationsregelmengen Module f

ur spe
zielle Optimierungsschritte z
B
 Common subexpression elimination CSE Kostenmodell
spezikation  Lastmessungskomponente L

osungsSuchraumAbbildungen und mehrdi
mensionale systematische Optimierung mit entsprechendem Suchverfahren 

Lokale OptimierungAusf

uhrung Der Lokale Query Manager LQM steuert die Be
arbeitung von Teilanfragen lokale QEPs auf einem Rechnerknoten
 Unter Beachtung
der aktuellen Rechnerbelastung ist er in der Lage noch folgende lokale Optimierungen
vorzunehmen
  Bestimmte aufeinanderfolgende logische Algebraoperationen z
B
 Selektion Projek
tion k

onnen zu einem physischen Operator Filter zusammengefat werden

  Physische Operatoren werden Ausf

uhrungseinheiten Threads zugeordnet
 Mehrere
zusammengeh

origeaufeinanderfolgende Threads k

onnen zu einem Betriebssystem
proze zusammengefat werden

  Teilpl

ane die vollst

andig vom lokalen DBMS abgearbeitet werden k

onnen werden
als ein Proze ausgef

uhrt

Operationen die nicht im lokalen DBMS verarbeitet werden k

onnen wie z
B
 ein globaler
Join zweier Fragmente die in unterschiedlichen lokalen DBMS gespeichert sind werden
von separaten Anfrageprozessoren Query Processor QP implementiert
 Die Kommuni
kation zwischen den OperatorenThreads erfolgt

uber ein spezielles TupelProtokoll das
lokal mit Memory mapped les MMAP und zwischen Rechnerknoten mit einem sicheren
verbindungsorientierten Netzprotokoll RDPIP implementiert wurde

Potentiale der Optimierung im verteilten DBMS
Die Shared nothingArchitektur des verteilten Systemes HE
A
D und die existierenden Work
stationClusters bieten g

unstige Voraussetzungen f

ur die Optimierung des verteilten Da
tenbanksystems
 Die Heterogenit

at der zugrundeliegendenden Hardware erschwert zwar die
Optimierung bietet daf

ur aber ein groes Optimierungspotential in sich
 Die Optimierung
ndet in zwei getrennten Komponenten statt algebraische Optimierung und Optimierung
paralleler Anfragepl

ane


Die algebraische Optimierung weist folgende Potentiale auf
  Normalisierung und Vereinfachung globaler Anfragen
  Umformung der globalen Anfrage in fragmentierte Anfragen

uber Fragmenten ei
ner Relation
  Entfernung gleicher Teilpl

ane und nicht ben

otigter Fragmente CSE und
  Bestimmung der optimalen Bearbeitungsreihenfolge der Teiloperationen

W

ahrend die Normalisierung Fragmentierung und CSE in der Literatur bereits vielf

altig
analysiert wurden kommt der in HE
A
D vorgeschlagenen Bestimmung der optimalen Be
arbeitungsreihenfolge der Teiloperationen eine besondere Bedeutung bei 

Die Optimierung paralleler Anfragepl

ane mu sowohl eine horizontale als auch eine vertikale
Parallelit

at in Form von Pipelining unterst

utzen
 Die Shared nothingArchitektur erleichert
mageblich eine horizontale Parallelit

at
 Die Potentiale paralleler Anfragepl

ane werden
genauer in  erl

autert

 Adaptive Anfragebearbeitungsprozesse in mobilen
Umgebungen  MoVi
Weltweit sind eine groe Menge von multimedialen Informationen elektronisch verf

ugbar

Wir nennen dies das Informationsuniversum Infoverse in dem sich die Nutzer auf Da
tenautobahnen bewegen
 In der Zukunft wird es von zunehmender Bedeutung sein die
heterogenen Strukturen des Infoverse transparent zu machen und andererseits an unter
schiedlichen Orten und in verschiedenen Umgebungen das Infoverse zu betreten
 Das DFG
Projekt Mobile Visualisierung
 
MoVi hat sich zum Ziel gesetzt beliebige Informationen
des Infoverse f

ur einen mobil agierenden Nutzer zu visualisieren
 Mobilit

at des Nutzers be
deutet hierbei da ein Nutzer bei mobiler Arbeit die nicht f

ur die Arbeit mit Computern
geeignet scheint unterst

utzt wird
 Dies ist z
B
 der Fall wenn die Wiedereinrichter des
Landesforstamtes MV den aktuellen Waldbestand aufnehmen
 Diese T

atigkeiten werden
durch sehr kleine transportable Ger

ate PDAs Personal Digital Assistant unterst

utzt

Eine andere Art der mobilen Arbeit mit Computern ist die da der mobile arbeitende
Mensch unterschiedliche gerade zur Verf

ugung stehende Ger

ate und Kommunikations
netze nutzt
 So k

onnte mit einem Notebook ein Festnetzanschlu in einem Hotel ebenso
genutzt werden wie ein

oentliches MultimediaKommunikationsterminal vergleichbar mit
den heutigen Telefonzellen

Mobilit

at beinhaltet alle Probleme station

arer verteilter Arbeit stellt jedoch dar

uber hin
aus neue Anforderungen 
 Diese Anforderungen resultieren aus der dynamischen Arbeit
sumgebung der mobilen Umgebung
 Sie soll mobiler Kontext heien und beinhaltet als

gef

ordert unter den DFGKennzeichen Schu 

 und Schu 

	
	
Kern den sich

andernden Aufenthaltsort des Nutzers
 Wesentlicher Kontext sind auerdem
Informationen

uber die zur Verf

ugung stehenden Ressourcen da mobile Ger

ate oftmals sehr
ressourcenbeschr

ankt betres Speicher Bildschirmparametern und Energie sind bzw
 ein
Wechsel der Ger

ate auch einen Wechsel der verf

ugbaren Ressourcen nach sich zieht
 Einen
Engpa stellt auerdem die Bandbreite eines Funknetzes dar
 In Relation zu diesen Res
sourcen steht die Menge und Gr

oe der Informationen des Infoverse die auf dem benutzten
Ger

at visualisiert und bearbeitet werden sollen
 So ist ein Video nicht auf PDAs

ubertrag
bar da dieses Medium die Kapazit

aten eines PDA

ubersteigt
 Informationen alternativer
Medien m

ussen es ersetzen

Nicht allein die Informationen sondern der gesamte Anfragebearbeitungsproze mu sich
dem mobilen Kontext anpassen indem die jeweils passenden alternativen Komponenten
ausgew

ahlt werden 
 F

ur die Adaption wurde ein Kontextmanager  geschaen der
die laufenden Anfragebearbeitungsprozesse

uberwacht und der f

ur die Beschaung Aktua
lisierung und Verteilung der jeweils zutreenden Kontexte sorgt
 Alle Teile des Anfragebe
arbeitungsprozesses die Anfragezerlegung optimierung bearbeitung und aggregation
k

onnen von Kontexten beeinut werden

Nach der Anfragegenerierung durch den Nutzer oder aufgrund einer Aktion des Nutzers
auf dem Bildschirm wird die Anfrage zerlegt und zun

achst wenn n

otig an den aktuellen
Ort und Zeit angepat
 Eine Informationsanforderung des Wiedereinrichters wird beispiels
weise auf das Revier bezogen in dem er sich aufh

alt
 Die sich anschlieende Optimierung
weicht von der normalen Optimierung in verteilten station

aren Datenbanken ab
 Die
Parameter die in die Kostenfunktion einbezogen werden sind nicht allein Datenbankpa
rameter sondern k

onnen alle Ressourcenkontexte umfassen und k

onnen sehr dynamisch
sein
 Das Ziel der Optimierung unterscheidet sich ebenfalls von denen der traditionellen
Optimierung
 W

ahrend es in station

arer Umgebung darauf ankommt die Antwortzeiten
zu verk

urzen ist dieses Ziel in mobiler Umgebung unwichtig da h

auge Verbindungsunter
brechungen die Antwortzeit unkalkulierbar machen
 Daf

ur ist die Minimierung der

Ubert
ragungskosten

uber teure Funknetze von gr

oerer Bedeutung
 Ebenso kann die Schonung
der Energiereserven bei der Anfragebearbeitung bei geringer Akkukapazit

at eines mobilen
Ger

ates wichtiger sein als die Erh

ohung des Durchsatzes
 Auch die Optimierungsziele sind
wie die Kostenparameter im Gegensatz zur station

aren Verarbeitung dynamisch

Der Anfragebaum wird entsprechend transformiert und gegebenenfalls verteilt abgearbei
tet
 Dabei spielen wiederum die geltenden Kontexte eine Rolle da zun

achst versucht wird
die Anfrage lokal zu bearbeiten
 Ist dies nicht m

oglich kann die Anfrage derart umgeformt
werden da die fehlenden Informationen von einem entfernten Server aus dem Infoverse
geholt werden
 Nach der Abarbeitung werden die Ergebnisse aggregiert
 Dabei wird das Er
gebnis so umgeformt da es den Anforderungen der aktuellen mobilen Kontexte entspricht

Dies kann eine erneute Selektion oder Projektion auf das Ergebnis oder eine gewichtete Sor
tierung oder bei stark ver

anderterm Kontext gar eine v

ollig neue Anfragebearbeitung zur
Folge haben

So ist der gesamte Anfragebearbeitungsproze sehr dynamisch und wird immer wieder neu
nach den jeweils geltenden Kontexten gestaltet


 Anfrageoptimierung in objektorientierten Datenban
ken  CROQUE
Wesentliche Kriterien f

ur den zuk

unftigen Erfolg oder Mierfolg objektorientierter Da
tenbanksysteme werden die verf

ugbaren Konzepte und die Performance solcher Systeme
sein
 Die zur Zeit in kommerziellen Systemen verf

ugbaren Konzepte vernachl

assigen bei
spielsweise Freiheitsgrade auf der physischen Ebene zur Leistungssteigerung vorhandener
Systeme ist es notwendig das vorhandene Optimierungspotential aller Komponenten voll
auszusch

opfen

Das DFGProjekt

CROQUE

umfat den Entwurf und die Realisierung eines objektorien
tierten Anfragebearbeitungssystems und Anfrageoptimierers auf Basis von ODMGOQL
 und ObjectStore 
 Dazu werden Plattformen wie objektorientierte Datenmodelle und
deskriptive Anfragesprachen Optimierungsans

atze in objektorientierten Datenbankmana
gementsystemen OODBMS Optimierungstechniken und unterst

utzende Manahmen wie
MonoidKalk

ule Speicherstrukturen Suchstrategien sowie Kostenmodelle betrachtet und
ihre Integration in einen einheitlichen Ansatz im Rahmen eines Forschungsprototypen un
tersucht 

Im Mittelpunkt der Arbeiten stehen dabei der Entwurf und die Realisierung des Anfrage
optimierers  
 Die zur Evaluierung notwendigen Laufzeitkomponenten werden soweit
als m

oglich aus verf

ugbaren Produkten und Prototypen

ubernommen
 Dies schliet insbe
sondere das Speichersubsystem ein bei dem das kommerziell verf

ugbare OODBMS Object
Store verwendet wird dies erh

oht die Stabilit

at gegen

uber Forschungsprototypen und er
leichtert eine sp

atere Nutzung in Anwendungsprojekten
 Weitere Plattformen k

onnen Pro
totypen und eventuell auch modernere SQLDatenbanksysteme sein
 Der Optimierer wurde
zun

achst als statischer Optimierer konzipiert d
h
 alle Entscheidungen werden zur

Uberset
zungszeit der Anfrage getroen
 Sp

atere Erweiterungen hin zu dynamischen Ausf

uhrungs
pl

anen die einige Entscheidungen auf den Ausf

uhrungszeitpunkt verschieben sind vorge
sehen aber nicht Kernbestandteil dieses Vorhabens
 Ausgehend von den Optimierungs
ans

atzen aus OSCAR

und COCOON

 die beide auf algebraischen Transformationsregeln
basieren wird derzeit unter Verwendung der funktionalen Sprache SML die zentrale Kom
ponente der Optimierer erstellt

Eingabe f

ur den Anfrageoptimierer ist ein Anfrageplan der mittels eines Parsers aus
einer vom Typchecker auf Korrektheit

uberpr

uften OQLAnfrage generiert wurde
 Ausgabe
des Anfrageoptimierers ist ein ausgew

ahlter optimaler physischer Ausf

uhrungsplan
der vom Anfrageprozessor verarbeitet d
h
 in ObjectStoreQuellcode

ubersetzt und auf
ObjectStore ausgewertet werden kann
 Der Anfrageoptimierer arbeitet dabei wie folgt
der initiale Anfrageplan ist eine hybride Kombination aus kalk

ulartigem Ausdruck

gef

ordert unter den DFGKennzeichen Scho  und He 
 bzw Scho 	 und He

	

Cost and Rulebased Optimization of objectoriented QUEries  Arbeitsname des Projektes

Object management System for Complex Applications approach Relational  	

COcoon  Complex Object Orientation based on Nested Relations 
 

monoid comprehension  	 und logischer Algebra in der mittels pattern matching
gewisse Muster identiziert werden die in der Algebra nicht auf den ersten Blick erkennbar
sind aber eine e ziente algebraische Umsetzung besitzen
 Diese Muster werden schrittweise
durch ihre algebraischen Gegenst

ucke ersetzt und der gesamte Ausdruck somit in eine reine
Algebradarstellung

uberf

uhrt 

Aus dem so erzeugten Ausdruck der logischen Algebra und unter Verwendung von
Transformationsregeln d
h
 gerichteten Rewritingregeln l

at das Steuerungsmodul
vom Plangenerator mittels Rewriting zun

achst eine Menge

aquivalenter Ausdr

ucke erzeu
gen
 Anschlieend w

ahlt wiederum das Steuerungsmodul aus der vorliegenden Menge

aqui
valenter Pl

ane und der vorhandenen Regelmenge einen oder mehrere Pl

ane und eine oder
mehrere Regeln aus die dem Plangenerator als Grundlage f

ur ein erneutes Rewriting die
nen
 Dieser Zyklus von Plan und Regelauswahl und Plangenerierung mittels Rewriting
wird mehrfach durchlaufen zun

achst werden im ersten Durchlauf inverted queries einge
setzt d
h
 Informationen

uber die tats

achliche ggf
 redundante fragmentierte Speicherung
werden optimal ausgenutzt und physische Substitutionen aufgel

ost d
h
 erkannte physisch
materialisierte Datenbankvariablen werden durch ihre Denition ersetzt also z
B
 mate
rialisierte Sichten verwendet 
 Es folgt eine durch eine vordenierte maximale Schranke
begrenzte Anzahl an Durchl

aufen zum eigentlichen Rewriting die weitere

aquivalente
Ausdr

ucke der logischen Algebra erzeugen

Die Steuerung des Rewritings besteht aus verschiedenen Entscheidungen zun

achst wird
das Rewriting beendet sobald eine vorgegebene maximale Anzahl an Zyklen erreicht oder
eine maximale Zeitschranke

uberschritten wurde
 Durch diese Schranken wird die Termi
nierung in jedem Falle sichergestellt
 Ein weiteres Endkriterium ist erf

ullt sobald keine
Regel mehr auf irgendeinen Plan anwendbar ist
 Die heuristische Planauswahl verwirft
alle diejenigen Kombinationen aus Plan und Regel sofort die gem

a einer mitgef

uhrten
Hashtabelle bereits zuvor behandelt wurden

Verwendete Heuristiken  sind zum einen die Bevorzugung von Pl

anen etwa derje
nigen Pl

ane die durch die Anwendung einer groen Anzahl von Rewritingschritten ent
standen sind vor solchen die durch weniger Regelanwendungen entstanden sind eine Ver
feinerung dieser Strategie betrachtet nicht die Anzahl der angewendeten Regeln sondern
deren Qualit

at das Optimierungspotential der verwendeten Regeln
 Diese letztgenann
te Bevorzugung erfolgt zum Teil bereits implizit dadurch da Regeln mit einem hohen
Optimierungspotential generell gegen

uber solchen mir einem niedrigeren Potential bevor
zugt werden
 Zum anderen kann durch eine selektive Regelanwendung die Gr

oe des auf
gespannten Suchraumes

aquivalenter Pl

ane von vornherein reduziert werden
 Dazu werden
bei vordeniertem n immer nur die nbesten der anwendbaren Regeln tats

achlich auf
einen ausgew

ahlten Plan angewendet
 Mit Ende dieses RewritingZyklus liegt eine Menge
oder eine Liste von Listen von

aquivalenten logischen Anfragepl

anen vor die die erste
Dimension bzw
 die ersten beiden Dimensionen eines Suchraumes aufspannen
 Aus die
sem Suchraum k

onnen nun Suchstrategien zur Zeit sind vier verschiedene in CROQUE
umgesetzt   Pl

ane herausgreifen die mittels des Plangenerators je nach Anforderung
nacheinander in alle sie implementierenden physische Ausf

uhrungspl

ane

ubersetzt werden
dies bildet zugleich die n

achste Dimension des Suchraumes die allerdings nur selektiv

aufgespannt wird

Jeder erzeugte physische Plan kann mittels des CROQUEKostenmodells  bewertet
werden
 Diese Bewertung dient der jeweils verwendeten Suchstrategie als Basis f

ur den
Vergleich zweier Pl

ane der letztendlich wiederum die weitere Suche in aller Regel beeinut
ausgenommen ist hier die Suchstrategie Random Walk
 Die Suchstrategie kann auf diese
Weise den optimalen tats

achlich auszuf

uhrenden physischen Plan bestimmen
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