It has been suggested that the simulation of hypothetical episodes and the recollection of past episodes are supported by fundamentally the same set of brain regions. The present article specifies this core network via Activation Likelihood Estimation (ALE). Specifically, a first meta-analysis revealed joint engagement of expected core-network regions during episodic memory and episodic simulation. These include parts of the medial surface, the hippocampus and parahippocampal cortex within the medial temporal lobes, and the temporal and inferior posterior parietal cortices on the lateral surface. Both capacities also jointly recruited additional regions such as parts of the bilateral dorsolateral prefrontal cortex. All of these core regions overlapped with the default network. Moreover, it has further been suggested that episodic simulation may require a stronger engagement of some of the core network's nodes as well as the recruitment of additional brain regions supporting control functions. A second ALE meta-analysis indeed identified such regions that were consistently more strongly engaged during episodic simulation than episodic memory. These comprised the core-network clusters located in the left dorsolateral prefrontal cortex and posterior inferior parietal lobe and other structures distributed broadly across the default and fronto-parietal control networks. Together, the analyses determine the set of brain regions that allow us to experience past and hypothetical episodes, thus providing an important foundation for studying the regions' specialized contributions and interactions.
Introduction
Humans have the capacity to vividly imagine hypothetical episodes that may occur in their futures or that might have happened in their pasts (Schacter et al., 2015; Suddendorf and Corballis, 2007; Tulving, 2005) . Recent years have seen a surge of interest in such episodic simulation of hypothetical events, and this surge has been fueled by the observation that episodic simulation has much in common with episodic memory (for reviews, see Mullally and Maguire (2013) and Schacter et al. (2012) ).
For example, both the capacity to remember past episodes and to imagine possible future episodes seem to emerge simultaneously during child development (Busby and Suddendorf, 2005) , show a parallel decline with aging (Addis et al., 2008; Gaesser et al., 2011) , and are similarly impaired in amnesic patients (Hassabis et al., 2007a; Klein et al., 2002; Race et al., 2011 ; but see Squire et al. (2010) ). Recollected events and simulated episodes also exhibit comparable phenomenological properties, such as becoming less vivid and more abstract with increasing distance from the present (D'Argembeau and Van der Linden, 2004; Trope and Liberman, 2003) . Moreover, episodic specificity inductionstraining that focuses on recalling specific details of past experiences -enhance both subsequent recollections of past events (e.g., Neshat-Doost et al., 2012) and imaginings of hypothetical future events ; for review and discussion, see Schacter and Madore (in press) ).
Such similarities between episodic memory and episodic simulation have provided the basis for the constructive episodic simulation hypothesis ; for related ideas see also Suddendorf and Corballis (1997) ), which posits that episodic simulation is based on an episodic memory system that provides (1) access to stored episodic details and (2) the constructive processes to recombine these details for the mental simulation of hypothetical episodes.
The constructive episodic simulation hypothesis receives further critical support from neuroimaging studies, which converge on the finding that the pattern of brain activation associated with the retrieval of autobiographical memories closely resembles the pattern associated with the simulation of future or fictitious Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/neuropsychologia episodes (e.g., Addis et al., 2007; Botzung et al., 2008; Hassabis et al., 2007b; Szpunar et al., 2007) . Related research indicates that many of the same brain areas are also engaged during the simulation of novel episodes that could have happened in the past (Addis et al., 2009; Van Hoeck et al., 2013) . The implicated regions comprise parts of the medial temporal lobes (MTL), the medial prefrontal cortex, the posterior cingulate, including retrospenial cortex, as well as lateral temporal and parietal regions (Hassabis and Maguire, 2007; Schacter et al., , 2012 . This set of brain regions has thus been argued to constitute a core network that fundamentally supports both the reconstruction of past events and the construction of hypothetical events (Buckner and Carroll, 2007; Hassabis and Maguire, 2007; . A recent meta-analysis provided compelling evidence that this network is consistently engaged during the simulation of future episodes (Stawarczyk and D'Argembeau, 2015) . However, the joint engagement of regions in the core network during various forms of episodic simulation and episodic memory is less well established. The best evidence for such joint engagement comes from an early qualitative comparison of a small-scale meta-analysis on prospection with a separate meta-analysis on autobiographical memory, which suggested that both functions share a similar brain network on a coarse spatial scale (Spreng et al., 2009) .
The first goal of the present meta-analysis is thus to provide a more precise and quantitative specification of the regions that are jointly engaged during episodic memory and episodic simulation. Towards this end, we conducted an activation likelihood estimation (ALE) (Eickhoff et al., 2009 Turkeltaub et al., 2012) that examined the concordance of brain activation patterns across neuroimaging experiments. Specifically, our analysis is characterized by two key features. First, we included only studies that had formally tested for spatial overlap between episodic memory for autobiographical events and episodic simulation (e.g., by employing a conjunction approach), thus providing stringent evidence for commonly recruited brain regions. Second, the simulated hypothetical events included possible future (e.g., Szpunar et al., 2007) and fictitious (Hassabis et al., 2007b) episodes as well as episodes that might have taken part in the past (e.g., counterfactual episodes, i.e., imaginings of alternative versions of real experienced events; e.g., De Brigard et al., 2013; Van Hoeck et al., 2013) . Examining the concordance across diverse types of hypothetical episodes allows us to specify the set of brain regions that is commonly engaged during episodic simulation irrespective of the exact nature of the imagined event.
Moreover, it has been argued that the core network is similar to the set of brain regions typically referred to as the default network (DN; Buckner and Carroll, 2007; Schacter et al., 2012) . The DN comprises regions that seem to be strongly activated during internally-directed cognition (Andrews-Hanna et al., 2014b) and that, possibly as a consequence, are often more strongly engaged during rest periods than during the performance of tasks that require an attentional focus on the external environment Raichle et al., 2001; Shulman et al., 1997) . We here gauge the spatial overlap of the regions jointly engaged by episodic memory and episodic simulation on the one hand and the DN on the other by comparing the results of our meta-analysis with a recent large-scale parcellation of the cerebral cortex that was based on resting-state functional connectivity (Yeo et al., 2011) .
The second goal of this study is the identification of brain regions that are more strongly recruited during the simulation of hypothetical episodes than during the retrieval of autobiographical memories. Though the constructive episodic simulation hypothesis emphasizes the commonalities of those functions, it also posits some critical differences Schacter et al., 2012) . For example, the simulation of a hypothetical event presumably requires the retrieval of details from multiple episodes that can then be recombined into the novel event. On the one hand, episodic simulation would thus place greater demands on nodes of the core network supporting the retrieval of such details. In line with this account, there is some evidence for a greater engagement of the hippocampus during the imagination of the future than the recollection of the past Okuda et al., 2003 ; but see also Botzung et al. (2008) ).
On the other hand, only episodic simulation imposes a need for novel recombination. It is also more open-ended and less constrained than the retrieval of a past episode. As such, episodic simulation would possibly require further control processes in addition to those core construction processes shared with episodic memory. Indeed, recent studies (Gerlach et al., 2014; have demonstrated an increased coupling of the DN with a set of regions referred to as the frontoparietal control network (FPCN; Spreng et al., 2013; Vincent, Kahn et al., 2008) in situations when people presumably draw on knowledge of their past for the planning of future personal events. The episodic simulation of hypothetical events may thus require an additional engagement of parts of the FPCN in addition to a stronger recruitment of the core network.
To test these two predictions, we performed a complementary ALE meta-analysis of studies reporting greater activation during hypothetical imaginings than during the recollection of past happenings. Together the present meta-analyses thus specify core network regions that are jointly engaged during episodic memory and episodic simulations, characterize their spatial relationship to the DN, and also identify regions that are more strongly recruited during the simulation of hypothetical episodes than during the retrieval of past memories.
Methods
We conducted two ALE meta-analyses. The first was based on neuroimaging experiments reporting spatial overlap in brain activation during (i) the recollection of past episodes and (ii) the simulation of hypothetical events. Hypothetical events include specific future, fictitious, and counterfactual (i.e., alternative versions of the past) episodes that participants imagined experiencing through their own eyes (i.e., from a field perspective). The second meta-analysis examined brain regions exhibiting greater activation during the simulation of hypothetical episodes than during the retrieval of past episodes.
Study selection: inclusion and exclusion criteria
We first searched PubMed (http://www.ncbi.nlm.nih.gov/pubmed) for peerreviewed articles that included at least one of the following key phrases in order to identify studies examining episodic simulation: episodic future thinking, prospection, episodic simulation, mental time travel, self-projection, future envisioning, or counterfactual simulation. The articles moreover had to include one of the keywords fMRI, neuroimaging, or PET. The final literature search was conducted on March 11, 2015.
From the resulting list of articles, we selected those that reported functional neuroimaging studies (i.e., fMRI or PET) of episodic simulation (leading to the exclusion of review articles, neuropsychological studies, and, e.g., Lavallee and Persinger, 2010 , which reported source-localized EEG data). Moreover, the reported studies had to further include a condition that required participants to recollect autobiographical memories (leading to the exclusion of several studies that only examined episodic simulation of hypothetical events, e.g., Benoit et al., 2011 Benoit et al., , 2014 D'Argembeau et al., 2008; Summerfield et al., 2010) . The included studies reported results for healthy adults or common results for healthy adults and a clinical sample (i.e., Hach et al., 2014) . For the inclusion in the first meta-analysis, the articles had to report whole-brain coordinates for spatial overlap between episodic memory and episodic simulation. The overlap could have been obtained by averaging across conditions, by performing a conjunction analysis, or by identifying a latent variable coding for both conditions (leading to the exclusion of Botzung et al. (2008) ). For inclusion in the second meta-analysis, the studies had to report coordinates of regions exhibiting greater activation for episodic simulation than episodic memory.
Using these criteria, 12 studies were included in the first meta-analysis, and 11 in the second (Table 1) . Four studies contributed to only the first meta-analysis. Of those, three had employed a data-driven approach (i.e., partial least squares) that did not explicitly test for greater activation during simulation than memory De Brigard et al., 2013; Hach et al., 2014) , and the final one did not report a test for this effect (Hassabis et al., 2007b) . It is thus unclear whether these studies would have revealed a pattern similar to the one obtained in our second meta-analysis, or whether they would have yielded null results.
For a study that reported results for nested contrasts, we chose to include the contrast with the more complex control task (i.e., specific versus general episodes rather than all episodes versus a semantic and imagery control task; Addis et al., 2011) . For studies reporting results for multiple time points of the same contrast (Addis et al., 2009; De Brigard et al., 2013) , we selected the one that covered the time window of 4 to 6 s following simulation onset, thus adjusting for the hemodynamic lag. In the one case where an analogous effect was reported with two analyses, we report the a-priori contrast testing for commonalities between episodic memory and simulation rather than the complementary data-driven result (i.e., the non-rotated rather than the mean-centered partial-least square analysis; Addis et al., 2009 ). This procedure led to the inclusion of 14 contrasts for each of the meta-analyses. They are listed, with additional details, in Table 1 . Together, the contrasts yielded 300 and 136 foci for the respective meta-analyses (Fig. 1) , of which 4 and 1, respectively, were excluded from the analyses because they were located outside the employed brain mask. Coordinates reported in Talairach space were converted to the Montreal Neurological Institute stereotactic space using the algorithm developed by Lancaster et al. (2007) and implemented in GingerALE 2.3 (http://brainmap.org).
Activation likelihood estimation (ALE)
We performed the meta-analyses using activation likelihood estimation (ALE) as implemented in GingerALE 2.3 (Eickhoff et al., 2009 Turkeltaub et al., 2002 Turkeltaub et al., , 2012 . ALE tests for above-chance clustering of peak foci from the included experiments in a random-effects approach by comparing the union of the smoothed foci across studies with the null hypothesis that the foci are spatially independent from each other (Eickhoff et al., 2009) .
First, for each experiment, a Model Activation (MA) map is generated based on all reported foci. Each focus gets smoothed by a full-width half-maximum (FWHM) Gaussian kernel, with a smaller kernel-width for studies with larger samples as determined empirically by Eickhoff et al. (2009) . Each voxel of the MA map then gets assigned the maximum probability associated with any of the foci (thus reducing the impact of studies reporting multiple foci in close proximity; Turkeltaub et al., 2012) . (Also note that foci were entered into the meta-analysis arranged by study rather than contrast, as recommended by Turkeltaub et al. (2012) . This approach prevents studies reporting more than one contrast from influencing the analysis more than other studies.) Second, the ALE map is calculated as the voxelwise union of all MA maps. It thus summarizes the patterns of foci across the included studies. Third, the ALE map is thresholded to show clusters where the convergence between foci exceeds what would be expected under the null hypothesis (i.e., spatial independence of the foci across studies). To correct for multiple comparisons, we used cluster-level inference with a threshold of p o 0.05, based on a null distribution determined by 1000 permutations of the data and a cluster-forming threshold of po 0.005 .
To assess the overlaps of the thresholded maps with the DN and FPCN, the results of the meta-analyses were rendered on the inflated PALS template using Caret v5.65 (Van Essen, 2005 ; http://brainvis.wustl.edu/wiki/index.php/Caret: About), with borders of the DN and FPCN derived from a large-scale analysis of resting-state functional connectivity (Yeo et al., 2011) .
Finally, we performed a conjunction analysis (Nichols et al., 2005) to identify brain regions that were associated (i) with activation during both episodic memory and simulation, as well as (ii) with greater activation during episodic simulation than memory. Specifically, using SPM12 (http://www.fil.ion.ucl.ac.uk/spm/soft ware/spm12/), we combined the thresholded maps of the two ALE analyses. This approach thus identifies voxels that were part of significant clusters in both metaanalyses.
Results
We first report regions exhibiting consistent activation during both episodic memory of autobiographical events and episodic simulation before describing those areas that are consistently more strongly engaged during episodic simulation than episodic memory.
Brain regions jointly activated by episodic memory and episodic simulation
The first meta-analysis identified 17 clusters that were consistently engaged during both episodic memory and episodic simulation (Table 2 ; Fig. 2a) . The clusters comprised, in both hemispheres, all nodes that had been suggested to be part of the core network Hassabis and Maguire, 2007) . Within the MTL, these were the parahippocampal cortex (PHC) and hippocampus (HC); on the medial surface, the anterior cingulate cortex (aCC) and adjacent rostral and ventral medial prefrontal cortex (vmPFC), the dorsomedial prefrontal cortex (dmPFC) as well as the posterior cingulate cortex (pCC), including retrosplenial cortex (Resp); and on the lateral surface parts of the temporal cortex (LTC), as well as clusters encompassing posterior inferior parietal (pIPL) and superior temporal lobes (pSTL). Clusters that had not typically been linked to the core network, and that survived thresholding, were situated in the right dorsolateral prefrontal cortex (dlPFC), in the left posterior dorsolateral prefrontal cortex (pdlPFC), in a region comprising parts of the left anterior insula and of the orbital inferior frontal gyrus, and in left dorsolateral occipital cortex.
Moreover, inspection of the whole brain rendering indicated that all clusters were predominantly located within the DN as demarcated by Yeo et al. (2011) (Fig. 3a) . Only the right dlPFC cluster similarly overlapped with both the DN and the FPCN.
Brain regions more strongly activated by episodic simulation than episodic memory
The second meta-analysis revealed 14 clusters that were consistently more strongly engaged during the simulation of hypothetical events than during the retrieval of past memories. These comprised bilateral clusters in the dlPFC and pIPL, clusters in dmPFC, pCC, and precuneus (Prec), clusters in right MTL (including the hippocampus), LTC, postcentral gyrus (PCG) and cerebellum, and in left pdlPFC, (Fig. 2b) . Inspection of the whole-brain rendering indicated that all clusters but the ones in PCG and cerebellum overlapped with the DN; five of those also covered parts of the FPCN (i.e., right dlPFC, pCC, Prec, bilateral pIPL) (Fig. 3b) .
We had also predicted that some of the regions identified by this second ALE analysis would overlap with the jointly engaged regions specified by the preceding analysis. We tested for such spatial convergence by performing a conjunction analysis of the thresholded maps of the two meta-analyses (Nichols et al., 2005) . This analysis reveals only voxels that were significant in both meta-analyses, i.e., (i) jointly activated by episodic simulation and episodic memory as well as (ii) more strongly recruited during episodic simulation. Only voxels in the left pIPL and pdlPFC fulfilled these criteria (Fig. 4) .
Discussion
In the current study we set out to specify the neural networks supporting our ability to simulate hypothetical episodes. We therefore performed two meta-analyses. The first examined the concordance of brain regions jointly activated during both episodic simulation and episodic memory for autobiographical events. It Table 2 Regions consistently engaged during both episodic simulation and episodic memory, i.e., the core network. thus specified the nodes of the hypothesized core network supporting both functions (Hassabis and Maguire, 2007; . We only included data from studies that had performed a formal analysis testing for spatial overlap of episodic simulation and memory, and which thus provided stringent evidence for joint activation. Observing functional overlap within the same set of subjects suggests that these functions recruit overlapping neuronal populations. By contrast, observing such overlap between studies is more ambiguous. For example, subtle between-subject differences in functional neuroanatomy could result in both overand underestimations of common activation, and study differences in the spatial signal-to-noise pattern may artificially reduce the observed overlap.
Region
At the same time, we included studies examining various forms of hypothetical events that differed in their temporal orientation (i.e., future, past, atemporal) and accordingly may vary in features such as plausibility and affective content (for general discussion, see Schacter et al. (2012) ). The identified network is thus likely to support core-construction processes that generalize across such features. However, a majority of the included studies concentrated on future simulations, reflecting the focus of the extant literature. . Conjunction analysis identifying regions that were significant in both metaanalyses, i.e., part of the core network and exhibiting greater activation for episodic simulation than episodic memory.
With further maturation of this field, it would be desirable to corroborate the recruitment of the network separably for the simulation of each event type. Indeed, the notion of a core network does not suggest that any episodic simulation will similarly recruit each of the network's nodes. For example, the functional profile of the hippocampus seems to differ between future and counterfactual simulations, with the former eliciting greater activation for implausible (Weiler et al., 2010) and the latter for plausible events (De Brigard et al., 2013) .
Finally, a challenge for neuroimaging investigations of episodic simulation is the use of appropriate control conditions, and the included studies varied considerably in their choice (from simple visual imagery to complex mentalizing; see Table 1 ). By collapsing across those experiments, the current description of the core network is less influenced by the exact features of any single control task. Table 3 . The brain regions identified by the first analysis were largely identical to the hypothesized core network (Hassabis and Maguire, 2007; . These were parts of the medial temporal lobes, including the HC and PHC, the ACC and adjacent vmPFC, dmPFC, pCC with Resp, parts of the lateral temporal cortex and areas within the pIPL and pSTL. In addition, the analysis revealed consistent engagement of parts of the dlPFC in both hemispheres, left anterior insula and dorsolateral occipital cortex. The results are thereby broadly consistent with the earlier qualitative assessment by Spreng et al. (2009) , and the analysis restricted to episodic future simulation by Stawarczyk and D'Argembeau (2015) . The current study extrapolates this pattern to the simulation of various kinds of hypothetical episodes, and critically reveals the overlap with regions supporting episodic recollection. It thus provides a quantitative demonstration of the core network for episodic memory and episodic simulation.
It has further been suggested that the core network is similar to the DN Spreng et al., 2009 ). Consistent with this proposal, we observed that all constituent parts of the identified network overlapped extensively with areas of the DN as demarcated by a recent large-scale parcellation of the cerebral cortex (Yeo et al., 2011) . The regions were broadly distributed across all of the proposed fractions of the DN, i.e., its medial temporal lobe subsystem (PHC, HC, Resp, pIPL, and vmPFC) , the dorsomedial prefrontal subsystem (dmPFC, dlPFC, and LTC), and the intertwining hubs (i.e., pCC and rostral mPFC) (Andrews-Hanna et al., 2010; Yeo et al., 2011) , consistent with the suggestion that autobiographical and future thoughts require the contributions of each DN subsystem (Andrews-Hanna et al., 2014a) . However, we note that the DN is broader than the core network, and the former includes parts of the cerebral cortex that are absent from the latter (e.g., parts of the superior frontal gyri).
The constructive episodic simulation hypothesis proposes that the identified network supports processes involved in the retrieval of episodic details and in the construction of past and hypothetical episodes . However, this idea does not imply that the regions uniquely support mnemonic processes. In fact, a largely overlapping set of regions has also been associated with the seemingly disparate faculties of mentalizing and spatial navigation (Buckner and Carroll, 2007; Spreng and Grady, 2010; . Some of the identified brain areas may thus contribute to even broader cognitive functions. Buckner and Carroll (2007) (see also Buckner et al. (2008) ), for example, suggest that episodic memory, future simulation, spatial navigation, and mentalizing share the requirement to project oneself into alternative situations that are decoupled from the current environment (i.e., self-projection). Alternatively, it has been argued that at least the first three of those capacities share the requirement to build spatial models of the respective situation (i.e., scene construction) (Hassabis and Maguire, 2007; Mullally and Maguire, 2013) . Though the current data cannot differentiate between these accounts, they all suggest that the core network, comprised of regions jointly engaged by episodic memory and simulation, would also support various forms of rich spontaneous thoughts such as those arising during periods of mindwandering (cf., Andrews-Hanna et al., 2014b; Fox et al., 2015; Smallwood et al., 2013; Stawarczyk and D'Argembeau, 2015) .
Turning to our second meta-analysis, we also identified a set of brain regions that are more strongly engaged during episodic simulation than episodic memory. We had suggested that these would comprise parts of the core network (e.g., Addis et al., 2007) , as well as additional brain regions supporting cognitive control processes required for the recombination of disparate details into novel episodes (including those constituting the FPCN; see Gerlach et al. (2014) and ). To test the first part of this prediction, we conducted a conjunction analysis of the two metaanalyses. This analysis revealed that, of the regions encompassing the core network, only the left pIPL and posterior dlPFC were more active during episodic simulation. Thus, episodic simulation was associated with a stronger engagement of a few nodes of the specified core network. Further targeted research is required to determine the exact contributions of these regions. As expected, we also observed a greater engagement of the MTL, including the HC, though the cluster did not overlap with the one identified in the first meta-analysis.
Regarding the second part of our prediction, we first note that all of the identified clusters but the PCG and cerebellum overlapped with parts of the DN. Importantly, five of those clusters fell, partly predominantly, also within the borders of the FPCN (Power et al., 2011; Yeo et al., 2011) . These clusters comprised the Prec, anterior parts of the pCC, somewhat more dorsal parts of the bilateral pIPL, and right dlPFC. The FPCN is particularly engaged in situations requiring the flexible adaptation to novel demands, and seems to implement cognitive control by influencing processing in other parts of the brain (Cole et al., 2013; Dosenbach et al., 2007; Duncan, 2013) . Consistent with this account, the control network has been shown to exhibit increased functional connectivity with the DN (and, thus, putatively with regions of the core network) in situations requiring the flexible planning for future events . Accordingly, the fronto-parietal regions identified in the current meta-analysis may interact with the core network to support novel recombination in service of the simulation of hypothetical episodes. The concordance of brain activation across studies, of course, does not imply that all nodes of the network support the same processes. A fundamental goal for future research is the functional deconstruction of the network, and indeed some progress has already been made in our understanding of the specific contributions of individual regions. For example, the Resp and PHC may be particularly important for the specification of the episode's spatiotemporal context (Benoit et al., 2014; Gilmore et al., 2014; Szpunar et al., 2014) . The mPFC, by comparison, may process the anticipated affective quality of the simulated event (Benoit et al., 2011 (Benoit et al., , 2014 D'Argembeau et al., 2008; Lin et al., in press) , and also contribute to episodic simulations by integrating knowledge about the episode's elements (Benoit et al., 2014) . However, the mPFC might exhibit a further functional differentiation on a fine spatial scale (cf., Benoit et al., 2012; Gilbert et al., 2010) , similar to a possible functional fractionation within the HC . For example, different parts of the HC may support the retrieval of episodic details, the binding of those details into novel episodes, and the encoding of those episodes into long-term memory Gaesser et al., 2013; Martin et al., 2011 ; see also Viard et al. (2012) ).
The precise specification of the core network as well as of the auxiliary set of regions that further support episodic simulation provides an important foundation for examining the interactions between those regions and for determining their specialized contributions. Such future investigations will not only enhance our understanding of those processes that allow us to imagine a plethora of possible episodes and thus inform future-oriented behavior (Benoit et al., 2011; Boyer, 2008; Schacter et al., 2015) , but may also shed light on how we employ these constituent processes during rich spontaneous thought (cf., Andrews-Hanna et al., 2014b; Fox et al., 2015; Smallwood et al., 2013) .
