Functional Magnetic Resonance Imaging (fMRI) has been successfully used for Brain Computer Interfacing (BCI) to classify (imagined) movements of different limbs. However, reliable classification of more subtle signals originating from co-localized neural networks in the sensorimotor cortex, e.g. individual movements of fingers of the same hand, has proved to be more challenging, especially when taking into account the requirement for high single trial reliability in the BCI context. In recent years, Multi Voxel Pattern Analysis (MVPA) has gained momentum as a suitable method to disclose such weak, distributed activation patterns. Much attention has been devoted to developing and validating data analysis strategies, but relatively little guidance is available on the choice of experimental design, even less so in the context of BCI-MVPA. When applicable, block designs are considered the safest choice, but the expectations, strategies and adaptation induced by blocking of similar trials can make it a sub-optimal strategy. Fast event-related designs, in contrast, require a more complicated analysis and show stronger dependence on linearity assumptions but allow for randomly alternating trials. However, they lack resting intervals that enable the BCI participant to process feedback.
Introduction
Brain-computer interfaces (BCI) can provide users with alternate means of interacting with the environment, using brain activity instead of muscle output. Although BCI control signals could in principle be derived from any brain region with fMRI, previous studies have highlighted the sensorimotor cortex as a specifically suitable and important target (Bleichner et al., 2014) . The sensorimotor cortex is easily accessible to voluntary control and its location in individual subjects can be reliably determined based on anatomical characteristics (Yousry et al., 1997) . From the perspective of potential applications, it is an important target for rehabilitative therapies using neurofeedback and for neuroprosthetics, as patients suffering from severe paralysis often retain the ability to activate the sensorimotor cortex by attempting a specific movement Hochberg et al., 2012; Hotz-Boendermaker et al., 2008; Wang et al., 2013) .
Whereas electrophysiological signals have been the most common choice for BCIs controlling prosthetic devices on a daily basis, more recently, functional magnetic resonance imaging (fMRI) and functional near-infrared spectroscopy (fNIRS), sensitive to hemodynamic changes induced by active neurons, have also been used in the context of BCI communication and device control (Bardin et al., 2011; Chaudhary et al., 2017; Gallegos-Ayala et al., 2014; Lee et al., 2009; Monti et al., 2010; Nagels-Coune et al., 2017; Naito et al., 2007; Sorger et al., 2009 Sorger et al., , 2012 Sorger et al., 2018; Yoo et al., 2004) Compared to EEG, hemodynamic BCIs generally allow for almost instant control, requiring less preparation and training of the subject (Nagels-Coune et al., 2017; Sorger et al., 2012) . fMRI in particular has the advantage of providing high spatial resolution and sensitivity to subcortical brain regions. Therefore, fMRI BCIs can be especially useful for applications in a hospital setting that require high accuracy in a short amount of time and are used on an incidental basis. Such applications can be found in the realm of state-of-consciousness diagnostics (Naci et al., 2012) , communication on important medical issues with 'locked-in'-patients or auxiliary neurofeedback treatment in psychotherapy or rehabilitation.
In fMRI, Motor imagery and (attempted) actual movement can be discerned as the two main approaches that have been used to activate the sensorimotor cortex. Studies using motor imagery reported activation in secondary sensorimotor areas, whereas activation of primary sensorimotor regions was more variable, and differed between motor impaired and healthy participants (Szameitat et al., 2012) . Using actual movement (or attempted movement in the case of paralyzed or amputated participants) has the advantage that this generally requires less mental effort, and has been found to induce similar activation in healthy subjects and in amputated or paralyzed patients (Roux et al., 2001; Shoham et al., 2001) . Most studies aimed to discriminate movements of different limbs, activating different regions of cortex, (e.g. left vs. right finger movements LaConte et al., 2007) , which in principle allows for classification of responses based on signal amplitudes passing a threshold in a region of interest (e.g. Yoo et al., 2004) . At the resolution of 2-3 mm 3 feasible with standard field strengths in clinical settings (3T or lower), univariate classification of signals based on movements with the same limb, e.g. individual movements of fingers of the same hand, originating from co-localized neural networks, has proved to be more challenging (Olman et al., 2012; Rao et al., 1995; Sanes et al., 1995) , especially when taking into account the requirement for high single trial reliability in the BCI context. Multi-Voxel Pattern Analysis (MVPA), a technique exploiting information in distributed patterns of brain activity, has brought such finegrained classification of movements involving the same limb within reach. Compared to conventional region-of-interest (ROI) based univariate analyses, MVPA integrates information by optimizing weights of individual voxels and thus exhibits higher sensitivity to disentangle overlapping distributed activation patterns (Ejaz et al., 2015; Norman et al., 2006) . MVPA has therefore become the preferred analysis to disclose subtle differences between conditions, which might go unnoticed with conventional univariate analyses. Indeed, multivariate analyses have proved a suitable tool for discrimination of individual finger movements (Ejaz et al., 2015; Oosterhof et al., 2011; Shen et al., 2014; Thompson et al., 2011) , and have opened up the possibility of using individual finger movements as an intuitive BCI control strategy.
In a simplified schematic version of MVPA, the most commonly employed steps are: feature extraction, feature selection and model learning and validation Norman et al., 2006) . We refer the reader to reviews for more detailed descriptions (see Formisano et al. (2008) , Pereira et al. (2009) , Mur et al. (2009) , Lemm et al. (2011 ), Haynes (2015 ). In the feature extraction step, the information present in the pre-processed fMRI time-series is summarized into a data matrix X consisting of n samples (trials) and v dimensions (voxels), and associated labels l (conditions). The most common approach is to summarize a whole trial or block, at a given voxel, with one summary measure. This temporal compression is generally performed by fitting a General Linear Model on the time points associated with the trial, and retaining the beta value or its normalized estimate, a t value. Alternatively, temporal averages in a predefined window are also used . Once the features have been extracted, the dataset is partitioned in two disjoint sets and a distributed model (classifier) is learned on one set and validated on the other (often in cross-validation). When no explicit assumptions on the spatial location of informative voxels is available, a feature selection step is employed, where some features (i.e. voxels) are selected from the training dataset based on univariate and/or multivariate criteria, where the feature selection procedure can be embedded in the model learning (see e.g. De Martino et al. (2008) ).
When developing a procedure to implement MVPA-decoding of brain signals for BCI control, the researcher faces the question how to temporally structure the trials, i.e. which experimental design to use. For BCI applications for communication and neurofeedback, a design which includes rest intervals is preferred for several reasons. First, these intervals can be used to provide feedback, which is beneficial for motivation and can help the participant to optimize task performance. Second, the rest periods make it straightforward to monitor in real-time the decoding performance, which could in turn aid the researcher to determine whether enough data have been acquired to ensure a reliable decoding. Finally, rest intervals are also important in clinical settings to reduce the cognitive load for patients.
At the psychological level, design choice is further constrained by the temporal and cognitive characteristics of the experimental task of interest. The frequency with which different tasks are alternated should ideally correspond to the time needed for the cognitive processing involved, as demonstrated in Zeithamova et al. (2017) . Tasks involving individual finger movements, such as button pressing, rely mostly on sensory and motor processing and might therefore be alternated at higher frequencies than tasks relying on slower cognitive processes such as memory or imagery. An important additional design constraint to take into account is that predictable sequences of trials or of blocks of trials can induce expectations and preparatory processes, which could confound the processing of interest and limit generalizability to runs with unpredictable trial sequences, which are inherent to a set-up where the BCI is to be used for communication.
Apart from these psychological considerations, the effect of the design on the underlying neural activity and on the hemodynamic signal also needs to be taken into account. In fact, when the same task is repeatedly performed without rest, the observed BOLD signal may decrease over time due to the presence of neural adaption (Krekelberg et al., 2006) , reducing the efficiency of the procedure. On the other hand, the feature extraction is robust to deviations from the standard hemodynamic model in block designs, whereas it is more influenced by hemodynamic misspecifications in both slow and fast event-related designs. Moreover, in fast event-related designs additional problems may arise from non-linearity in the BOLD response (de Zwart et al., 2009 ) which influences the estimation of features associated with different, temporally adjacent, samples.
Finally, at the data analysis level, the design choice mostly affects the feature extraction, model training and validation steps and it is difficult to predict, based solely on theoretical considerations, which design should be preferred. A design with long blocks will result in fewer trials when compared with a design with shorter trial duration; from a pure machine learning perspective, a model estimated on few examples may not adequately capture differences between classes in a high dimensional space. On the other hand, when long blocks of consecutive examples of the same class are used, the features are estimated more robustly, resulting in a more reliable learning model, which could even increase decoding accuracy. When considering instead event-related designs, reducing the rest period to increase the number of available examples has several drawbacks. In fact, if the rest period does not allow for the hemodynamic to return to baseline, the response of consecutive trials will overlap. This in turn makes it difficult to monitor in real-time the achieved decoding performance and makes the feature estimation more troublesome. In this respect, the Least Square Single (LSS) approach has been introduced in literature to account for temporally overlapping trials (see Mumford et al., 2014; Mumford et al., 2012) . However, a recent study found that increasing the number of trials by reducing the Stimulus Onset Asynchrony (SOA) and employing LSS did not significantly impact category-level decoding accuracy in a visual encoding study (Zeithamova et al., 2017) .
Based on the above considerations, a hybrid blocked fast-event related design that combines the rest periods of the block design with the shorter and randomly alternating trial characteristics of a rapid eventrelated design appears to incorporate the optimal combination of characteristics for a BCI context, for example for decoding movement (intention). Such mixed designs (and conceptual precursors) have previously been successfully applied to study how brain regions function on multiple timescales with both sustained (task-related) and transient (trial-related) responses in the domain of memory, development, and task control research (Chawla et al., 1999; Donaldson et al., 2001; Petersen and Dubis, 2012; Visscher et al., 2003) . However, the suitability of such designs compared to the block and slow-event related design has not been investigated for use with MVPA. In order to do so, simulations and analytic derivations are of limited reach, since MVPA makes no assumptions on the multivariate data distribution and often employs non-parametric learning models, such as the Support Vector Machine (SVM) (Vapnik, 1995) . In this work we therefore approached this question empirically and provide a proof-of-concept test of the proposed novel hybrid blocked fast-event related design comparing it to two well-established designs that include a rest condition, i.e. a block and slow event-related design. Data were acquired in the same subject, allocating similar measurement time to each of the designs, because this is one of the most important constraining factors in most experimental or clinical applications. To assess suitability for real-time analyses and BCI applications, we compared the fast event-related design to the slow event-related and block design on three different aspects: accuracy, generalizability (across-design decoding) and incremental performance. Incremental performance is relevant to BCI set-ups as it would enable the experimenter to stop the training phase and move on to the test phase as soon as a certain target performance level is reached. Across-design decoding could be especially relevant for (clinical) BCI experiments, because it would allow using for example the most time-efficient design during training (decoder calibration) and a design tailored to the requirements for the particular BCI control task in the test (BCI control) phase, e.g. encoding an answer to a question by performing one single condition in a BCI communication experiment. One could, for example, envision a BCI communication situation in which, during the classifier training phase, a participant is scanned while performing two tasks (one to encode the answer 'yes', one to encode the answer 'no') with the blocked fast event-related design, until the (online) incremental decoding results indicate that the accuracy with which the tasks can be classified exceeds a certain threshold (ideally about 70% accuracy for a two-class communication BCI, see Kubler et al., 2006) . Then, the experiment can move on to the decoding phase, in which the participant is asked to answer a binary question using one task to either answer 'yes' or answer 'no' in a short run of the block or slow-event related design.
We hypothesized that the novel hybrid blocked fast-event related design would (1) allow for reliable training and testing of the MVPA classifier, (2) allow for generalization of the decoder, that is, acrossdesign decoding or reliable prediction of examples obtained with another design and, (3) be amenable for use in an incremental set-up, which could in principle allow a BCI-operator to stop training measurements and start the testing phase as soon as enough training data is gathered.
Material and methods
2.1. fMRI experiment 2.1.1. Participants
Healthy volunteers were recruited from the Department of Cognitive Neuroscience at Maastricht University. Eleven participants (6 women, 23-33 yrs), all right handed, performed a button press task. One participant (S10) completed only half the experiment and the data was discarded from subsequent analyses. Prior to the experiment all participants gave written informed consent to the procedure which was approved by the local ethics committee and was performed in accordance with the declaration of Helsinki.
Experimental design and stimuli
All participants considered in the analyses completed six runs of a visually cued button-press task with the index and ring finger of the dominant right hand. In two runs the subjects performed the task with a block design (B), in two with a slow event-related design (S) and in the remaining two with a blocked fast event-related design (F). Both B and F runs lasted 12 min and 56 s, while S runs lasted 14 min and 32 s. The slow event-related runs were longer to have the same amount of effective decoding trials as the fast event-related runs and twice as many effective decoding trials as in the block runs. The amount of effective decoding trials corresponds to the units of trials from which one feature can be decoded; i.e. one effective decoding trial consisted of one block in the block design (B), of three button presses of the same finger in a block of the blocked fast event-related design (FE), and of one button press in the slow event-related design (S) design (see section 2.3.1 below). We chose to keep the time allocated to each design as similar as possible because time is an important constraining factor in most experimental and clinical applications. However, based on a pilot experiment, we expected weak decoding performance for the slow design. We therefore chose to slightly increase the time allocated to the slow event-related runs in order to (1) aim at above-chance classification in most subjects and (2) achieve the same amount of effective decoding trials (see below) as in the runs with the fast event-related design of interest and make the comparison between these two designs as unbiased as possible, with the constraint of keeping the total time in the scanner (including shimming, slice positioning and structural scanning) within reasonable limits, i.e. around 90 min. We did not increase the allocated time to obtain the same amount of decoding trials for the block runs, because this would have resulted in a disproportionate lengthening of the measurement time for this design, whereas the design was expected to yield robust above chance classification in most subjects with the currently used amount of trials.
The run order was as follows: in the first three runs all three designs were used, e.g. B -F -S, and in the remaining three runs the order was inverted, e.g. S-F-B. The first three runs were randomized across subjects, such that the average distance between the two runs of the same design was similar across the designs and participants. Stimuli were created in Presentation (version 13.0, Neurobehavioral Systems Inc., Albany CA, USA; nbs.neuro-bs.com). Participants fixated a white center cross on a gray screen. The finger name (the word "INDEX" in red, or "RING" in green) was presented for 500 ms, followed by the presentation of the fixation cross for the remaining time. Participants were instructed to press a button with the corresponding finger as soon as the finger name appeared.
In the slow event-related runs, each trial consisted of a single button press, followed by a rest period during which participants fixated a white center cross. The randomized ITI was 14, 16 or 18 s (average ¼ 16 s). The finger name presentation order was pseudo-randomized to ensure that each finger was followed by a rest period of 16 s on average. The finger name presentation order was reversed in the second run. Each run consisted of 48 button presses, equally divided across the two fingers, resulting in 24 effective decoding trials per finger (see section 2.3.1).
In the block runs, each block contained eight presentations of the same finger name with a 2 s interval between two presentations, resulting in eight consecutive button presses, followed by a rest period. The rest period was 14, 16 or 18 s (randomized, 16 s on average). The order of finger presentation blocks was pseudorandomized across blocks ensuring each block was followed by a rest period of 16 s on average. The block order was reversed for the second run, similar to the slow event-related design. Each run consisted of 24 blocks, equally divided across the two fingers, resulting in 12 effective decoding trials per finger (see section 2.3.1).
In the blocked fast event-related design, each block consisted of a pseudo-random sequence of two (2 s) rest intervals and three index and three ring finger button-press intervals (2 s). The pseudo-random sequences were created using a maximum-length sequence algorithm (Bura cas and Boynton, 2002) . The button-press blocks were interleaved with resting blocks of 16 s duration. Given that the block could start or end with a rest condition, there was no need to introduce a jitter in the duration of the rest period. The order of the blocks was reversed for the second run. In each run there was a total of 24 blocks, resulting in 24 effective decoding trials per finger (see section 2.3.1). A schematic illustration of the three designs is presented in Fig. 1 .
fMRI acquisition and pre-processing
The data were acquired on a Siemens 3T Prisma scanner with a 64 channel head coil at Scannexus (Maastricht, the Netherlands). Functional echo-planar images were acquired with a TE/TR of 30 ms/2000 ms and a GRAPPA 2 acceleration factor, FA: 77 , FOV: 200 Â 200 mm 2 , 2 Â 2 Â 2 mm 3 voxels, 32 slices. Additionally, a high-resolution anatomical image was acquired with an MPRAGE sequence (TR/TE 2250/2.21 ms, GRAPPA 2 acceleration factor, 1 Â 1 Â 1 mm 3 voxels, 192 slices). For each subject, one anatomical scan was acquired followed by six functional scans. Standard pre-processing was applied to the fMRI data using Brainvoyager QX v2.6.4 software (motion correction, temporal high-pass filtering with a cut-off of 0.01 Hz and slice scan-time correction). No spatial smoothing was performed. Data were aligned to the anatomical volume which was transformed to standard Talairach space (Talairach and Tournoux, 1988) . This procedure included the identification of the anterior and posterior commissure and borders of the cerebrum, rotation of each individual brain to the AC-PC plane and subsequent piece-wise linear transformation to fit within the Talairach proportional grid. A cortex-based alignment (CBA) procedure was used to align individual cortical landmarks. For each individual, the cortical surface representation (gray-white matter boundary) was extracted using an automatic segmentation procedure (Kriegeskorte and Goebel, 2001 ). The resulting cortical meshes were used to create individual curvature maps, which were subsequently rigidly aligned to the map of a randomly chosen target subject. After this initial step, a nonlinear morphing alignment was performed to a dynamic group average curvature map. This alignment starts from a coarse level aligning gross anatomical features based on smoothed curvature maps, and subsequently includes more detailed curvature information (Frost and Goebel, 2012; Goebel et al., 2006 ). An average curvature-aligned cortical mesh was created based on the vertex-level mapping files describing the nonlinear mapping of each subjects reconstructed cortex from the Talairach-normalized subject space to the macro-anatomically aligned group space and vice versa. On this average mesh, a mask was drawn of the left precentral gyrus and opposite left postcentral gyrus centered around the hand knob (Yousry et al., 1997) to ensure inclusion of the hand area of the primary motor and primary somatosensory cortex. This mask was then back-projected to the reconstructed cortical sheet of each individual subject, and converted to a volume-based mask by expanding it by 1 mm towards the white matter and 3 mm towards the cerebrospinal fluid, along the vertex normals. This procedure ensured mask definition that was not dependent on individual subjects.
Decoding analysis 2.3.1. General setup
The multivariate analyses were performed separately per subject. Features were extracted in a design-specific manner (see below), and Support Vector Machine (SVM) (Vapnik, 1995) classification was used in cross-validation to determine decoding performance. Whenever the participant made a mistake, we discarded the trial from the subsequent analyses: in the S runs we simply ignored the event with errors, whereas in the B and F runs we removed the entire block where the error was made.
In the block design analyses, we considered a temporal window spanning from one volume (¼ À2 s) before the visual cue to twelve volumes (¼ 24 s) after the visual cue, for a total of 26 s, and linearly fit each voxel separately with a design matrix consisting of a constant term (intercept) and a modeled hemodynamic response. The latter was obtained convolving a canonical hemodynamic response function (hrf) with a box-car predictor whose value was one in the volumes where a button press happened, and zero otherwise. The fit of the regression coefficients and the estimation of the variance of the residuals were done separately for each block, and the t estimate of the hemodynamic model was used as a feature per voxel. If no errors were made, this procedure resulted in 24 examples per class (twelve per run). In the slow event-related design analysis, a similar strategy was employed, with a window ranging from one volume before the visual cue to five volumes after the cue. Similarly, t-values estimated on each trial and voxel were used as features, resulting in a total of 48 examples per class, in case of no errors.
In the fast event-related design analysis we estimated a feature per Fig. 1 . Schematic illustration of the stimulus timing in the three designs used in the experiment. Magenta bars indicate the visual instruction to make a button press with the index finger (D2), green bars the instruction for a button press with the ring finger (D4). In the blocked fast event-related design (middle row), rest conditions within a block are indicated with light gray bars.
finger from each block; each block was analyzed separately fitting per voxel a design matrix consisting of two predictors coding for the two fingers (using again a canonical hrf model) plus an intercept. The t-values associated with the two predictors were then used as features for the two fingers for a given block. This procedure does not introduce biases in the analysis, since in each block three button presses were performed for each finger, and the sequence of button presses and rest periods was randomized differently in each block. However, since the features for both classes are estimated together within a block, it is important to use both examples estimated from a single block either in the training or in the test dataset, to avoid false positive inflation in classifier performance (Mumford et al., 2014) . Besides the introduced block-wise GLM procedure to extract features, other strategies that have been proposed to deal with fMRI time series acquired with continuous fast event-related designs could apply to the blocked fast event-related design. We therefore examined the performance of Least Square Single approaches, introduced in Mumford et al. (2012) and Turner et al. (2012) , and further validated by Mumford et al. (2014) . We considered two of the versions discussed in the above-mentioned works, which we will refer to as LSS1 and LSS2. In LSS1 each event is coded with a hemodynamic response, and all the other events are coded with a confound predictor (thus iterating this GLM fitting for each button press), while in LSS2 the remaining events are grouped into different confound predictors, one for each experimental condition. It is important to stress that, given the nature of the LSS procedures, a within-run cross-validation scheme is not recommended, and the model should be tested on a separate run to avoid inflation of false positives (Mumford et al., , 2014 .
We limited the multivariate analyses to the voxels included in the cortical masks defined in 2.2. Due to the back-projection from common space to the single subject cortices, the number of voxels changed per subject, and ranged from 2631 to 2961 voxels (Median ¼ 2763).
Run-based analysis
The generalization performance with each design was assessed with a leave-run-out cross-validation scheme. We trained on one of the two runs and tested on the remaining, and vice-versa. Due to errors, the classes were not balanced in some subjects but, importantly, the degree of imbalance due to errors was not severe, and the amount of trials in excess for one of the two classes was relatively small (Block, median ¼ 1.5, Slow, median ¼ 1, Fast is balanced by construction). In the fast eventrelated design analysis, we partitioned the available trials based on the blocks from which they were extracted, to avoid training and testing on examples coming from the same block.
We trained a linear SVM (Vapnik, 1995) on the training data (using the constraint parameter C ¼ 1) and validated it on the left-out dataset. We kept the regularization parameter to the default value since the number of voxels was much larger than the number of examples, and therefore linear separability could be easily achieved without enforcing a large insensitivity region around the hyperplane by tuning the parameter C (see Mourao-Miranda et al., 2006) . The total number of errors and the number of trials were used for the subsequent analyses. To determine single subject significance, a permutation test (Golland et al., 2005) was employed. For the B and S runs, we randomly reassigned the labels to each block or single trial separately in each run (run-stratified permutation), and repeated the whole cross-validation procedure. In the F runs analysis, we instead switched the class labels within randomly chosen blocks, such that in some block the labels would be switched between the classes and in some they would be unchanged (block-stratified permutation), and subsequently repeated the training and testing. For each subject and design, we used 2000 random permutations. The p-value was calculated as the ratio between the number of permutations where the error was lower or equal to the observed one and the total number of permutations (adding one to both numerator and denominator to avoid zero p-values).
In order to compare the observed error rates across designs, we considered both a non-parametric analysis (Friedman test) and a parametric analysis, a generalized linear mixed-effects model (GLMM), with Design and Subjects as fixed and random factors respectively, and finally a Bayesian ANOVA. These three different approaches differ in their assumptions regarding the characteristics of the underlying distribution and the extent to which these assumptions are met in the current dataset. The Friedman test assumes equal variances for different observations, which is unlikely in our dataset because the number of trials is different across the three designs and also across subjects.
We used an implementation of the parametric GLMM (see McCulloch et al. (2008) for more details) in which the errors across the decoding trials of a given design d of subject s are assumed to be independent and identically distributed, and can be therefore modeled with a binomially distribution with error rate θ sd between 0 and 1. The subject and design specific error rates θ sd are transformed with a link function (for instance, the logit, or inverse logistic, function) that maps the interval (0, 1) into the interval (-∞, þ∞) and a linear model that explains the error rates in terms of a design matrix accounting for design (fixed effect) and subject (random effect) is considered. However, the assumption in the available GLMM implementations that the errors follow a binomial distribution might not be tenable, because it has been shown that the errors obtained with cross-validation rather follow an overdispersed distribution, see for instance Stelzer et al. (2012) . Therefore the use of a binomial likelihood for the subject observations can be inappropriate, resulting in overconfident statements due to unmodeled variance components. In order to accommodate for the overdispersion in the errors distribution, we make use of a hierarchical model (Gelman et al., 2013) , where the inclusion of latent variables allows the statistical model to capture overdispersions due to random effects. Instead of a binomial distribution governed by the error rate θ sd , we consider a Beta-Binomial distribution governed by the error rate θ sd and the additional parameter k sd , that models the overdispersion, More details on the Beta-Binomial distribution properties are given in the Supplementary Material (1.1).
Since no implementation is available to estimate and perform frequentist inference on the model described we resorted to the Bayesian framework, where Markov Chain Monte Carlo (MCMC) sampling techniques can be effectively used to generate samples from the joint posterior distribution of the model parameters for complex, hierarchical models (see Gelman et al., 2013) . We used a Bayesian ANOVA to characterize the effects of design and to account for the within-subject design of this study (see Kruschke, 2010) ; in this model, the subject-and design-specific errors are modeled as coming from a Beta-Binomial distribution with latent error rates θ sd and parameter k sd . Similarly to the GLMM, a link function (logit function) is applied and a linear model accounting for subject and design effects is used:
where b 0 is the grand mean, b d is the coefficient accounting for effects of design and b s for subjects. A prior distribution is specified for all the coefficients of the model, using a normal distribution for the mean of the coefficients b and a gamma distribution for their standard deviation (see Kruschke, 2010) . The full description of the model and the sampling procedure are provided in the Supplementary Material (1.2). Importantly, in Bayesian analyses there is no distinction between fixed and random effects, and all the factors are treated as random. Additionally, samples from the joint posterior density of b 0 , b d and b s can be used to estimate main effects and compare levels of factors by means of contrasts. Rather than p-values and confidence intervals, the results of Bayesian analyses are usually described with High Density Intervals (HDI); noteworthy, Bayesian ANOVA does not require multiple comparison corrections in the post tests, as the posterior distributions of different contrasts are simply the marginal distributions of the same joint posterior (see Kruschke, 2010) . Finally, we also looked at the effect of different feature extraction methods on the decoding results for the block fast-event related design, comparing block-wise GLM feature extraction and LSS feature extraction in two ways. First, we examined whether performing LSS1 and LSS2 feature extraction in each block separately (resulting in 6 examples per block) yields an advantage over pooling together the events within a block-wise GLM (resulting in 2 examples per block). Second, we consider a run-wise feature extraction and used all the data present in a run to estimate LSS1 and LSS2 models (with a more precise estimate of effects associated with the confounding predictors, since the whole time series was used).
Across-design decoding
We furthermore carried out an investigation on the similarities between the multivariate models estimated with the three designs. In order to quantify not only the spatial similarity between the models but also how well a model learned on one design (e.g. block) is able to predict examples obtained with another design (e.g. fast event-related), we considered an across-design decoding analysis. To this end, we trained in each subject a model using data of one design and tested the model on the two remaining ones; the procedure was repeated for the three designs. To keep the comparison as fair as possible with the within design decoding that was assessed using a leave-run-out cross-validation (see 2.3.2), we also trained decoding models on one run only. To this end, we randomly labeled the two runs of each design as A and B and then trained, for each design, on run A and tested on run B of all the designs; subsequently, we trained on run B and tested on run A of all the designs. For each design we then compared the within-design error rates with the errors obtained when training on one of the other two with a Friedman test, well suited in this case since each row has the same number of test trials.
Incremental analysis -towards real-time applications
We further examined the possibility of performing an incremental analysis, as a proof of concept of real-time analyses, to illustrate the dependency of decoding performances on the amount of data available. For each design and run, we considered a sequence of time intervals I, where the interval I n contains the first n trials/blocks of a run. For B and F design we added one block and the subsequent rest period at a time, while in the S design we added a trial and the rest period. We started from approximately 160 s in block and fast-event related design (achieving, respectively, 5 and 10 examples) and approximately 150 s (8 trials) in the slow event-related design to have a sufficient amount of trials for decoding and incremented interval window I as described above.
For each design, run, and interval we computed the leave-one-out (leave-one-block out in the F design) cross-validation within the interval, to mimic real-time analysis, providing an estimate of what could be achieved while acquiring the data, and the across-run generalization (training on all the data in the interval I n and testing on all the trials of the other run), to estimate how many time-points are needed to achieve a given performance on a new run. The results where then averaged across the two runs. When summarizing the results, we considered both a time-based analysis (i.e performance as a function of the interval I n ) and a trialbased analysis (performance as a function of effective, error-free trials/ blocks). The two analyses, that would be identical if no errors were present, provide slightly different views, since the former takes into account the possibility of making mistakes (the error trial/block would be ignored in the decoding analysis, therefore some consecutive intervals would have identical performance), while the trial-based analysis is based only on the correct trials/blocks. While a trial-based analysis could be a more suitable guideline for experiments where a behavioral response is not required, the time-based analysis provides a better estimate of the expected incremental decoding when errors are taken into account.
Results

Behavioral results
The subjects could comfortably perform the task in the three designs. The median error rates for index finger (D2) and ring finger (D4) were 0 and 0.0417 respectively for the block runs, 0.01 and 0.01 for the slow runs and 0.014 and 0.028 for the fast event-related runs. However, one subject (S09) made considerably more mistakes than the other participants in the S and F designs (44 and 51 respectively); the error rates per design and finger are displayed in Fig. 2 In the reaction time analysis, we considered only the correct trials. In the B design we considered only the first button press of each block, as the remaining ones were of the same type and we therefore expect a Fig. 2 . Behavioral results: box plots of button press error rates (left) and reaction times (right) for the two fingers (index ¼ D2 and ring ¼ D4) and the three designs (Block, Slow and Fast). The outliers in the error rates are due to subject S09. much faster response from the participant. The reaction times of the two fingers and three designs are shown in Fig. 2 , right panel. The median reaction times for index finger (D2) and ring finger (D4) were respectively 615 ms and 627 ms for the block, 620 ms and 653 ms for the slow and 537 ms and 556 ms for the fast runs. Approximately 3% of the reaction times were longer than 1000 ms, mostly due to subject S09. The reaction times were transformed into a promptness measure (by taking their reciprocal) to ensure normality in the subsequent analyses. Promptness was analyzed with a repeated measures two-way ANOVA, with Finger and Design as factors. The results indicated a significant effect of Design (F (2; 18) ¼ 18.1944; p < 0.001), a significant effect of Finger F(1; 9) ¼ 7.774; p ¼ 0.021 and non-significant interaction between Finger and Design F(2; 18) ¼ 0.582; p ¼ 0.5686.
Run-based analysis
The balanced decoding errors obtained in each subject using leaverun-out cross-validation are shown in Table 1 . For each subject and design, we considered the null hypothesis H0 that no association is present between fMRI data and experimental labels and calculated the associated p-value, i.e. the probability of obtaining, under H0, balanced errors lower than or equal to the balanced errors observed in the data; in our case, the p-values were calculated by means of a permutation test. Based on this analysis, significantly above-chance decoding results were found for all the subjects but one in the block design (B), all except two in the blocked fast event-related design (F), whereas significant abovechance decoding was achieved for only two subjects in the slow eventrelated design (S). Noteworthy, the subjects not achieving significant decoding in the F design were those that made the most errors (S06 and S09), and consequently, the ones with the highest number of trials removed for the decoding procedure.
In each subject the maximum likelihood estimate of the decoding error rate, under the assumption of binomially distributed errors, is the ratio between the total number of decoding errors and total trials; these estimates across the different designs are shown in Fig. 3 . The graphs clearly indicate a higher error rate in the S design, as compared with the B and the F design, whereas the error rate in the F design is slightly higher than in the B design.
To determine whether the decoding could be considered successful (i.e. significantly better than chance) for each design at the population level, we applied an adapted version of the prevalence analysis, proposed in Allefeld et al. (2016) , to the single subject p-values. The prevalence analysis focuses on the prevalence of the effect in the population from which the samples are drawn (i.e. the percentage of the population that exhibits an effect), and it has been shown to be more robust than the use of sample mean and standard deviation when only a few subjects exhibit a large effect while the rest are at chance level. Since the subjects in our dataset have different amounts of decoding trials due to errors, the permutation-based procedure proposed in Allefeld et al. (2016) cannot be used, and we considered instead the highest p-value within each group, as first proposed in Friston et al. (1999) (Block: S9, p ¼ 0.0555; Slow: S4, p ¼ 0.3913; Fast: S9: p ¼ 0.4688). We then calculated the p-value associated with the null hypothesis that the prevalence of the effect in the population is less than or equal to 50% based on the worst observation, using the following equation for each design separately (see Allefeld et al. (2016) , eq. 18):
Where p m is the highest p-value observed in a design, N is the number of subjects considered and γ 0 (between 0 and 1) is the prevalence of the effect within the population. Setting γ 0 to 0.5, the obtained p-value in equation (2) can be interpreted as the probability of observing the Table 1 Decoding performance using leave run out cross-validation. For each design, the total amount of decoding errors and samples used is displayed, together with the balanced error (i.e. average of class specific error). Decoding errors significantly lower than chance, as determined with a permutation test, are highlighted in bold. Fig. 3 . Classifier Error Rates per design. Each subject is coded with the same color across the three graphs. highest p-value p m under the null hypothesis there is an effect in maximally half the population (γ γ 0 Þ. Based on eq. (2) we could reject the null hypothesis in each group (Block: p ¼ 0.0017, Slow: p ¼ 0.0265; Fast: p ¼ 0.0456), indicating that the effect can be considered as "typical" in the population (Allefeld et al., 2016) , since it is present in more than half the population. It is worth mentioning that in the Fast design only Subject 9 performed poorly due to the large amount of errors, whereas most of the other subjects were significantly better than chance at single subject level (except Subject 5, p ¼ 0.057). On the other hand, in the Slow design only two subjects reached significance, but no outlier was present. To test whether there was a significant difference in decoding performance between the designs, three different analyses were performed: a non-parametric Friedman test, a Frequentists GLMM and a Bayesian ANOVA, which regarding their underlying assumptions can be considered to represent increasing levels of complexity and assumption validity with respect to the current dataset. We also ran these analyses without subject 9 (see Supplementary Material 2).
A non-parametric analysis with the Friedman test revealed an effect of Design (p ¼ 2.25⋅10 À4 ), while post-tests using Tukey's HSD (honest significant difference) test indicated a significant difference for the comparisons Block-Slow (p ¼ 2⋅10
À4
), Fast-Slow (p ¼ 0.019), and a nonsignificant difference in the comparison Block-Fast (p ¼ 0.372). When performing the analysis without subject 9, the Block-Fast difference did not reach significance (F(1,1) 
To take into account the fact that the variances of the different observations cannot be considered homogeneous, we additionally compared the error rate with a Frequentist GLMM with Design as a fixed effect and subjects as random effect, binomially distributed errors and logit link function (not accounting, therefore, for the overdispersion induced by cross-validation). The results indicate a somehow higher confidence in the existence of differences between all the three designs. We could determine a clear effect of design (F(2,27) ¼ 92.048, p ¼ 8.7⋅10
À13
); post-tests on the fixed effects indicated a significant difference for each comparison: Block -Slow:
Finally, taking into account that the distributions of errors based on permutation testing are expected to show an overdispersed rather that a binomial distribution, we also applied a Bayesian ANOVA, described in 2.3.2. The resulting posterior of the error rate for each design, together with the 95% HDIs of the posterior distribution of each subject's error rate and the maximum likelihood (ML estimate) is displayed in Fig. 4 . To estimate the posterior of each design's population error rate, we considered, for design m, the samples for b 0 þ b m and then transformed them with a sigmoid function (i.e. the inverse of the logit function) to remap them between 0 and 1. The 95% upper quantiles are 0.13, 0.48 and 0.23 for the B, S and F designs respectively; this indicates that the probability that design-specific population error rates are equal or higher than 0.5 (chance level) is lower than 0.05, suggesting that all the designs have a significant decoding (Brodersen et al., 2012) . The three posterior densities of design error rate (Fig. 4, left panel) indicate a weak effect in the S design, and a stronger effect in both F and B. To determine whether the population means of the different designs are different, we computed pairwise contrasts, shown in Fig. 5 ; in this case samples from the posterior distribution of b d associated with different designs are compared without resorting to any data transformation, hence the differences displayed are log-odds associated with error rates. Unsurprisingly, the 95% HDI indicate that both B and F designs exhibit better performance than the S design, and that the B design is marginally better than the F, although the contrast value zero (i.e. no difference between designs) is still inside the 95% HDI and hence is a plausible explanation of the observed data.
The results of the comparison between different feature extraction methods for the blocked fast-event-related design, that is block-wise GLM and LSS1 and LSS2 are shown in Fig. 6 . In the left panel, the error rate obtained on each subject with the different approaches (LSS1 and LSS2 at the level of each block, in blue, and LSS1 and LSS2 at the level of each run, in green) is displayed, while the right panel shows the average across subjects. These results indicate that block-wise GLM outperformed the LSS feature extractions in all the subjects besides subject 9 (the subject that performed most errors). Furthermore, the results show that the performance of the LSS model was better when considering the whole run (but still with higher error rate than blockwise GLM feature extraction) and multiple confound predictors for the different classes. In light of this analysis, the block-wise feature extraction is the most suitable for both the across-run decoding and the incremental analysis. Posterior of design-specific population decoding error rate (left panel), together with 95% high density intervals of subjects' decoding error rates (diamonds and bars) and single subject Maximum Likelihood estimates (dots).
Across-design decoding
The across-design decoding performances are described in Fig. 7 . The boxplots summarize the error rates across subjects when training and testing in the same design (main diagonal) or training on a design and testing on another. Each column contains the results obtained training on a specific design, while a row displays the results of testing different models on the same design. The obtained decoding performance when training and testing within a design were compared with decoding performance testing on the same design but training on one of the other two, hence comparing differences within each row of Fig. 7 5 . Histograms of the samples drawn from the posterior distribution of contrasts between designs' population mean decoding error rates, together with 95% High Density Intervals (HDI). The histograms are normalized in probability. The vertical line depicts the value zero for the contrast (i.e. no difference between the designs), if it is included in the 95% HDI, then it is compatible with the observed data. subject specific decoding error rate; right panel: average across subjects with standard error. LSS using each block: blue; LSS using the whole run: green. LSS1 in dark colors, LSS2 in bright colors.
Incremental analysis
The results of the incremental analyses, averaged across the participants, are show in Fig. 8 (time-based) , and Fig. 9 (trial based) . The left panel describes the within-run leave-one-out (or leave-one-block-out in the F design) cross-validation approach, the right panel the generalization to a new run. The time-based analysis (see Fig. 8 ) suggests that fast event-related design (purple line) has better performance for shorter time windows, while the decoding in the block design is better for longer intervals, with the final performance reflecting the values already shown in section 3.2. The slow event related design shows a slight improvement on the across run generalization, suggesting that considerably more trials are needed in order to approach performances of the other two designs.
The trial-based analysis (see Fig. 9 ) shows a similar trend, with the fast design being more stable for shorter time-windows, while the block outperforms the other designs for longer intervals.
Discussion and conclusion
The current study presented an empirical evaluation of the efficacy of different designs for MVPA, aiming to test the suitability of a blocked fast event-related design as an alternative to block and slow event-related designs in the context of sensorimotor fMRI BCI experiments in terms of accuracy, generalizability and incremental performance.
In line with our first hypothesis, we found that the novel hybrid blocked fast-event related design closely followed the block design in terms of across-run decoding performance. The block design was most powerful, having the lowest decoding error within the sensorimotor region of interest (ROI), whereas the slow event-related design was associated with the worst decoding performance.
We further compared the three designs in terms of across-design decoding. As hypothesized, the novel hybrid blocked fast-event related design also allowed for across-design decoding, i.e. reliable prediction of examples obtained with another design. This analysis indicated a large similarity between the learning models obtained in the blocked fast event-related and the block design, suggesting that decoding can be performed by training on data obtained with one of the two designs and testing on data acquired from the other.
Finally, we tested whether the novel hybrid blocked fast-event related design would be suitable for use in an incremental set-up. Such a set-up would be especially useful for BCI-operators, because it would allow them to use a performance-based criterion to stop the training phase and move on to the testing phase. As expected, the incremental analyses indicated that the blocked fast event-related design had the most stable incremental decoding results, obtaining good performance with relatively few blocks. This behavior can be partially explained by the fact that within a block two trials are extracted for the blocked fast event-related design while only one for the block (or slow). Additionally, the data are balanced by construction in the blocked fast event-related design, while in the block and slow design the stimulus randomization, which is needed to avoid subject's expectation, leads to imbalance in the classes which in turn can affect the classifier when only few trials are used. Although in the long run the block design performs better, the advantage of blocked fast event-related design is that it has a better and more stable performance initially, which is important if time is of essence. In fact, based on the across-design decoding outcome, a good strategy, when the training time is limited, would be to train a decoding model on the blocked fast event-related design and then test it on a run of the same type or obtained with the block design. The slow event related design showed a slight improvement on the across run generalization, but performance was too weak for BCI applications, and the incremental analysis suggested that considerably more trials are needed in order to approach performances of the other two designs.
The blocked fast event-related design proposed in this proof-ofconcept study has several characteristics that make it suitable for BCI-MVPA: first of all, it is still possible to obtain separate, independent estimates by interleaving the blocks with rest periods. This is important in the context of BCI since it allows, unlike in a continuous fast eventrelated design, to monitor performance and provide feedback in realtime, and it reduces the load for the subjects, especially in clinical studies. With the current implementation, a relatively simple feature extraction can be implemented by estimating a feature per class per block by means of a block-wise GLM. This departs from the single trial classification scheme, used in the slow event-related and block classification, and makes it mandatory to use the features of both classes either in the training or in the testing partition, since they are simultaneously estimated from the same time series. Despite the correlation between pairs of feature estimates, the discriminative model estimated on the blocked fast event-related design was similar to that obtained with a block design, as the results of across-design decoding suggest. We also explored alternative feature extraction strategies, such as the Least Square Single (LSS) approaches (Mumford et al., , 2014 . The block-wise GLM outperformed all the LSS implementations we tested (except on the subject that made a large number of errors), both with block-wise and run wise extraction and with one or more confound predictors, and is therefore a better suited strategy for data acquired with such design.
In our study we considered in all the designs a relatively long rest period (16 s on average), to ensure negligible dependencies between consecutive blocks or trials. A shorter rest period would result in more trials within the same scanning time, but would make the independence assumption between trials more questionable precluding real-time applications. Moreover, it is not obvious in advance whether this would result in better performance and empirical studies need to be conducted. For instance, a recent study (Zeithamova et al., 2017) indicated that decreasing the interstimulus interval does not lead per se to better decoding performance, in the context of category discrimination in a visual perception task and using LSS feature extraction.
The slow event-related design resulted in the lowest accuracy, which could be due not only to lower Signal-to-Noise ratio but also to hemodynamic mismodelling. In fact, in the current work we considered the same, canonical hemodynamic response function for all three designs. The event-related designs (both slow and blocked fast) are the most susceptible to the use of a wrong hemodynamic, whereas the block is the least affected. An interesting direction would therefore be to test whether the estimation of the hemodynamic shape for each voxel, as suggested in Pedregosa et al. (2015) , would lead to an improvement in both the event-related designs tested in this work.
Based on the findings that decoding performance of the hybrid blocked fast event-related design is comparable to that of the block design, we therefore suggest the use of blocked fast event-related designs as a viable alternative to block designs in the context of BCI-MVPA, when expectations, strategies and adaptation make blocking of trials of the same type a sub-optimal strategy. Additionally, based on the fact that the hybrid design outperforms the blocked design in the incremental context, the blocked fast event-related design is also especially suitable for applications in which a performance-driven duration of the BCI training phase in combination with flexibility for the choice of design in the test phase is preferred. These characteristics for example match very well with the optimal design characteristics for a clinical BCI-communication set-up. Using the hybrid design, a subject would perform the tasks to encode the different answer options in quick alternation. The clinician would stop the classifier training phase as soon as a pre-set performance threshold is reached. In the subsequent test phase, the subject could provide the answers to particular questions using a block design, i.e. performing only one task per block. . The rest intervals in each of the evaluated designs could be used to provide feedback on the decoder output, allowing participants to process this feedback without interfering with stimulus presentation or task performance during the blocks.
With respect to the generalizability of our results, we can state that it is likely that these results will also hold for other (non-BCI) studies using similar tasks and designs in combination with multivariate pattern analysis. However, the current study does not warrant the claim of a general advantage for using hybrid designs, this remains to be tested in future studies.
Limitations
A drawback of the blocked fast event-related design is the relatively large negative impact of errors made by the subject. In fact, whenever the subject in our experiment made a mistake in any of the six trials present in a block, we removed the entire block from the analysis. For experiments with many conditions and relatively difficult tasks, this could be a limitation of the proposed design.
Additionally, since the number of repetitions of a given condition within a block of fast event-related presentation is smaller than the number of repetitions within a traditional block, the feature estimates, which are used in MVPA, may be less accurate. On the other hand, the number of decoding trials increases since each block of fast presentations contains all the conditions. Our data showed that the two designs had little difference in decoding accuracy (and good across-decoding performance), but for different types of experiments these considerations may be of relevance.
We only focused on BCI-related applications in this work, and for this reason did not include a continuous fast-event-related design in our evaluation, since it is less suited for such applications because of the expected increased cognitive load and lack of feedback intervals. Still, our results could provide some guidelines for designing studies outside the BCI context using a rest interval, when the block design may not be the preferred choice due to stimulus repetition or habituation.
Furthermore, in the current experiment we have focused only on a two-class classification. The conclusions drawn here may also generalize to experiments where the experiment involves a broader categorization of stimuli in several classes. In case of multi-class classification, other randomization schemes, such as 1-back or 2-back, could be used, rather than the M-Sequences (Bura cas and Boynton, 2002) employed in the current study. M-Sequences are optimal in terms of efficiency, but the length of the sequence and hence the block is pre-determined based on the number of stimuli, see Bura cas and Boynton (2002) .
