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Detecting the temporally and spatially varying correlations is important to understand the biological 
and disease systems. Here we proposed a geographically weighted temporally correlated logistic 
regression (GWTCLR) model to identify such dynamic correlation of predictors on binomial outcome 
data, by incorporating spatial and temporal information for joint inference. The local likelihood method 
is adopted to estimate the spatial relationship, while the smoothing method is employed to estimate 
the temporal variation. We present the construction and implementation of GWTCLR and the study of 
the asymptotic properties of the proposed estimator. Simulation studies were conducted to evaluate 
the robustness of the proposed model. GWTCLR was applied on real epidemiologic data to study the 
climatic determinants of human seasonal influenza epidemics. Our method obtained results largely 
consistent with previous studies but also revealed certain spatial and temporal varying patterns that 
were unobservable by previous models and methods.
Regression analysis is widely used to study the correlation between dependent and independent variables. Some 
commonly used regression methods, e.g. linear regression, logistic regression and log linear regression, assumed 
that all sampling data have the uniform relationship with the factors but have a very stringent assumption of 
constant covariate effects. However, this assumption is not always true, particularly in complex multivariate 
systems. In public health and geographic information science, it is common to observe the data with dynamic 
patterns related to their geographical locations and sampling time, which are regarded as spatial and temporal 
non-stationarity. Such non-uniform relationships could be addressed and revealed by a varying coefficient model 
introduced by Hastie and Tibshirani1.
Multifactorial dynamic relationships are common in complex biological and disease systems at which some 
predictors cannot be observed or addressed easily. The usual logistic regression analysis assumes invariant coef-
ficients and hence is inflexible to deal with such cases. For instance, seasonal dynamics of human influenza epi-
demics have been shown to associate with climatic factors such as temperature and humidity2. However, such 
association may change over time due to unaccounted factors including molecular evolution of the influenza 
viruses (e.g. emergence of mutants with a higher resistance against higher temperature) or other social events (e.g. 
mass gatherings, vaccine failure) that are often hard to measure and analyze with climatic factors. Therefore, the 
temporally and spatially varying coefficient models rationally surpass the invariant coefficient models with less 
bias. Yet, many of these unaccounted predictors are believed to follow the fundamental characteristics of spatial 
and temporal correlation. Our aim is to develop a model that can estimate the spatio-temporal pattern of these 
factors for accountable correlation.
Earliest temporally varying coefficient models arose from the analysis of longitudinal data commonly seen in 
medical and health cohort studies. Based on the simplest linear regression, a two-step estimation of functional 
linear regression method was proposed by Fan and Zhang3, where the collected longitudinal data is divided into 
different groups based on their sampling time and a linear regression analysis is performed within each group. 
In order to include information from the whole time period, smoothing method was used to refine the estimated 
regression coefficients attained from each group. In the generalized linear model’s setup, Cai et al.4 proposed a 
local likelihood method to deal with independent and identically distributed data by assigning a kernel weight 
to the likelihood of each observation. Şentürk5 further extended the local likelihood method to accommodate 
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longitudinal data. Dong et al.6 extended the two-step estimation method to logistic regression to analyze binary 
data. This method is similar to the one proposed by Fan and Zhang3 but their raw estimates are more susceptible 
to bias which results in the requirement of large sample size.
Spatially varying coefficient model is popular in geographic information science. The spatial feature is depicted 
by the location coordinates, and it is natural to assume an intrinsic difference in relationships between different 
variables over the spatial unit. As initial and fundamental works, Brunsdon et al.7 and Fotheringham et al.8 pro-
posed the geographically weighted regression (GWR) analysis for variables with geographically non-stationary 
coefficients. They used linear regression with a weighted least squares approach by assigning a geographical 
weight to each observation corresponding to the distance between the observation’s location and the location 
where the regression coefficient is being inferred. The fundamental assumption of GWR is Tobler’s first law of 
geography: “everything is related to everything else, but near things are more related than distant things”9, and 
hence the weight decreases toward zero when distance goes to infinity. Nakaya et al.10 proposed a natural exten-
sion of GWR model to geographically weighted Poisson regression (GWPR) model for count data. Since the usual 
least squares estimator is not available for the generalized linear model, a variant of local likelihood approach is 
used. By applying the iteratively reweighted least squares, they further deduced the asymptotic properties of their 
proposed estimator. They are also the first to propose the semi-parametric GWPR model which allows some of 
the variables to be invariant.
Some studies proposed to incorporate temporal non-stationarity into GWR framework recently to account for 
the temporal variation. Huang et al.11 proposed the geographically and temporally weighted regression (GTWR) 
model as an extended version of GWR model to integrate both temporal and spatial information into the analy-
sis by treating time as the third dimension in addition to the location and distance in a straightforward manner 
to calculate the weight. To further address the possible correlation in the cases of regular sampling times, Wu 
et al.12 proposed the geographically and temporally weighted autoregressive model by applying an autoregres-
sive model within the linear function and proposed a two-stage least squares estimation method for the model. 
Fotheringham et al.13 pointed out that treating time as the third dimension of location is not entirely appropriate 
since time and geographical information are measured in different scales. They modified the GTWR model by 
defining the weight function as a product of two weight functions calculated from temporal and spatial informa-
tion respectively.
There is an increasing interest in modeling spatial and temporal data especially in public health. Hu et al.14 
used GWR model to investigate the determinants for the incidence of hand, foot and mouth disease. Lin and 
Wen15 used GWR model to explore the factors that influence the dengue disease incidence. Tsai and Yeh16 used 
GWR model to identify the possible association for scrub typhus disease. As laboratory testing or diagnosis for 
disease surveillance often generates binary data (e.g. positive or negative for a certain pathogen in the detec-
tion assay), logistic regression model for these binary outcome data with spatial and temporal information has 
particular value study factors driving the presence or absence of the disease. For instance, the geographically 
weighted logistic regression (GWLR) were considered by Wu et al.17 and Zhou et al.18. However, there is no a 
similar logistic regression model to deal with those disease detection data and considering both the geographical 
and temporal variation of the correlation.
To this end, we propose a flexible geographically weighted temporally correlated logistic regression 
(GWTCLR) model as a natural extension of GWLR model for the analysis of binomial spatial and temporal data. 
It incorporates both spatial and temporal information by introducing the spatio-temporal varying coefficients 
to the logistic regression model, which accommodates the potential temporal correlation among the observa-
tions with flexible choices of correlation structures. For a specific location, we employ local likelihood method 
to maximize a geographically weighted likelihood with weight related to the geographical relationship in the 
spatial variant part to obtain the raw estimates for the coefficients. In order to include information from the entire 
time period, we use smoothing method to attain the refined estimates for any particular location in the temporal 
variant part. Using this method, we can attain regression coefficients of other closely related locations at any time 
within the observation period, and hence a plot of the coefficient over time can be constructed to visualize the 
temporal variation of the coefficient estimates. To accommodate the potential correlation among the longitudinal 
data with auto-correlation structure as a special case, the concept of tetrachoric correlation proposed by Lecessie 
and Vanhouwelingen19 is adopted in the model. Simulation study and application on real influenza epidemio-
logical data were conducted to assess and demonstrate the robustness and utilization of the proposed method.
Methods
Suppose the data are collected from M distinct locations, each with a geographical coordinate (ui,vi) on Ti occa-
sions (for i = 1, …, M). Moreover Si,t samples are collected from location i at the tth occasion (t = 1, …, Ti) with 
sampling times …t t t( , , , )T1 2 i . Define the observed data pairs as (Xi,t,j, Yi,t,j) where Yi,t,j is a binary dependent vari-able, Xi,t,j is a vector of independent variables for j = 1, …, Si,t, and it is assumed that Xi,t,j = Xi,t. We assume Yi,t,j = 
1 if the underlying event of interest is observed and Yi,t,j = 0 otherwise and let
π= = .P Y( 1) (1)i t j i t j, , , ,
We now assume that the coefficients of the independent variables in the marginal logistic regression model are 
spatially and temporally non-stationary. That is
π
β
β
= = =
+
Y
X u v t
X u v t
P( 1)
exp( ( , , ))
1 exp( ( , , ))
,
(2)
i t j i t j
i t i i
i t i i
, , , ,
,
,
where β(ui, vi, t) is a vector of regression coefficients.
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Temporal Correlation Structure. For a fixed location and time, each sample is assumed to be identical and 
independently distributed, under condition on their covariates, that is:
∪ ∩⊥ | ≠ = = .Y Y X X i a i a t b( , ) if only if { } ({ } { }) (3)i t j a b c i t a b, , , , , ,
The following discussed correlations are correlations conditional on the given the covariates, and we will omit 
the conditional notations for simplicity.
The tetrachoric correlation approach, proposed by Lecessie and Vanhouwelingen19, is adopted to accommo-
date the potential association among the binary variables. Additional information for the tetrachoric correlation 
can be found in Supplementary Methods. Assume a weakly stationary tetrachoric correlated samples within loca-
tion i and denote
( )Y Y c t t t tcorr , ( ), when (4)i t j i t k i, , , , 2 1 1 21 2 = | − | ≠ .
It is natural to assume a temporally decreasing correlation structure for all locations. In the cases with irregu-
lar sampling times, examples are:
 (A) Linear Correlation Structure
ρ
ρ
= − =





−



− 


− <( )Y Y c t t
t t t tcorr , ( ) 1 , if ;
0, otherwise
,
(5)
i t j i t k i i
i
, , , , 2 1
2 1
2 1
1 2
where ρi is the temporal correlation parameter.
 (B) Gaussian Correlation Structure
ρ
= | − | =





−



− 







.( )Y Y c t t t tcorr , ( ) exp
(6)
i t j i t k i
i
, , , , 2 1
2 1
2
1 2
In the cases with discrete regular sampling times, a natural choice is
 (C) AR(1) Correlation Structure:
ρ= − = −( )Y Y c t tcorr , ( ) , (7)i t j i t k i i t t, , , , 2 11 2 2 1
where −1 ≤ ρi ≤ 1 is the tetrachoric correlation when temporal distance is 1.
Regardless of the choice of correlation structure, there is only one temporal correlation parameter, namely ρi, 
involved to describe the temporal correlation which can be estimated by maximum likelihood estimation (MLE) 
principle. However, it is difficult to give an explicit expression of the estimator. Note that this parameter is a scalar 
and is often constrained in a specific interval that can be estimated easily by fixing the regression parameters at 
the most updated estimated values.
Model Construction. In this subsection, we will focus on estimating the regression coefficients for location 
i at time t. Suppose the temporal correlation parameter ρi is known.
It is natural to assume that the similarity between coefficients from different time points decreases with their 
temporal distance. Thus, for location i, we define a τ-nearest temporal set, and we assume all coefficients β are the 
same within each set. Here τ is a bandwidth which can be chosen by prior knowledge. It should be noted that the 
choice of τ depends on the smoothing property of β(ui, vi, t) related to t. For a large τ, bias may be introduced. 
However for a small τ, fewer samples may be involved which results in larger variance of the estimator. For time 
tk, its τ-nearest temporal set is defined as
τ= ∈ … || − | ≤ .T t t t t t t[ ] { { , , } } (8)k T k1 i
For each Yi,t,j, there is a corresponding latent variable Zi,t,j, with = π<Φ−Y 1i t j Z, , { ( )}i t j i t j, , 1 , , , where the marginal 
distribution of Zi,t,j, is a standard normal distribution, denoted by Φ. Define Yi,tk be a vector with elements Yi,t,j if 
t ∈ T[tk], then the elements of Yi,tk are the random variables used to construct the spatio-temporal local likelihood 
function for the raw estimation of the regression coefficients for location i and time tk. Let Σ = Ycorr( )i t i t, ,k k  be the corresponding tetrachoric correlation matrix of Yi,tk and = ( )N Ydimi t i t, ,k k , the length of vector Yi,t,k.
For simplicity, for fixed location i and time tk, we re-define the elements of Yi t, k as . ……Y Y Y, , N1 2 i tk, , the corre-sponding latent variable Zi t, k as ……Z Z Z( , , , )N1 2 i tk, , and the corresponding independent variable matrix Xi t, k as 
. ……X X X( , , )N1 2 i tk, . The marginal distribution of Yi is specified by a Bernoulli distribution with P(Yi = 1|Xi) = 
πi where πi = (exp(Xiβ))/(1 + exp(Xiβ)). Then the spatio-temporal local log-likelihood function for location i and 
time tk given the observed vector Yi t, k is
∫ ∫ ∫ ϕ= = …… Σ( )l L Z dZlog log ( , 0, ) , (9)i t i t N i t i t i t, , , , ,k k i tk k k k,
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where ϕNi tk,  is the probability density function of multivariate normal distribution with dimension Ni t, k, mean 0 and variance Σi t, k, the lower and upper limits of the integration with respect to Zi k,  are respectively −∞ and 
Φ−1(πj) if =Y 1j ; and are Φ−1(πj) and +∞, respectively if Yj = 0.
Now, we focus on providing the raw estimate for β u v t( , , )i i k , the regression parameter associated with location 
i and time tk. We can attain the spatio-temporal local likelihood for each location at time tk. Then what we need to 
do is to assign a weight to each spatio-temporal local log-likelihood defined by equation (9). A variant local like-
lihood principle is used, noted that this principle is similar to the weighted likelihood introduced in literature20. 
A geographical weight function is adopted and based on the first law of geography, we believe that near locations 
have more impact on the estimate, and hence the weight of nearer locations’ local log-likelihoods should be 
higher. For those distant locations, their impacts are presumably smaller or could even be ignored. Here we adopt 
the Gaussian distance decay-based weighting function proposed by Brunsdon et al.7. The function is defined as 
Wij = exp(−((dij)/(h))2), where dij is the distance between location i and location j and h is the geographical band-
width parameter. The temporal local log-likelihood function for location i and time tk is
l W l ,
(10)
i t
j
M
ij j t,
1
,k k∑=
=
and let bˆ u v t( , , )i i k  be the raw estimate for β u v t( , , )i i k , we have
b u v t l( , , ) argmax
(11)
i i k i t, k= .
β
ˆ
The spatio-temporal local log-likelihood is rather complicated and difficult to differentiate. Here we use the 
pseudo-likelihood introduced in literature19 to approximate the true likelihood, additional information for the 
pseudo-likelihood and its derivative can be found in Supplementary Methods. Therefore, the raw estimate for 
β u v t( , , )i i k  is given by
b u v t l( , , ) argmax
(12)
i i k i t
pse
, k= .
β
ˆ
Since a weakly stationary correlation is assumed, we use samples from the whole period to estimate temporal 
correlation parameter ρ. As ρ is constrained in a specific interval, we search ρ within the region with a predefined 
step size. We attain the raw estimates for β and calculate the log-likelihoods under different values of ρ, and the 
ML estimate for ρ is approximated by the one which gives the highest log-likelihood.
It is noted that the raw estimate bˆ u v t( , , )i i k  should reflect β u v t( , , )i i k  in certain extent. Since we only use sam-
ples with sampling time from the τ-nearest temporal set T t[ ]k , the raw estimate is incomplete. In order to include 
information from the whole period, we will refine bˆ u v t( , , )i i k  using the nonparametric local polynomials 
method21. For the raw estimate of the set of location i,
= ……b b u v t b u v t b u v t( ( , , ), ( , , ), , ( , , )), (13)i i i i i i T1 2ˆ ˆ ˆ ˆ
and let = ……ˆ ˆ ˆ ˆb b u v t b u v t b u v t( ( , , ), ( , , ), , ( , , ))m m i i m i i m i i T1 2  be the mth row of bˆ. Given a kernel function K , 
bandwidth h and order p, we fit bˆ with the time to get the refined estimate βˆ u v( , , t)m i i  for any time t within the 
period. We have
ˆ u v t( , , t) ,
(14)m i i r
p
r
r
0
1
 ∑β α α= +
=
where α α α……
 
, , , p0 1  minimize
ˆ

K t t
h
b u v t t( ( , , ) )
(15)n
T
n
m i i n
r
p
r n
r
1
0
1
2∑ ∑α α
− 

 − − .
= =
Let B be the design matrix and Ωt be a diagonal matrix with diagonal elements 
−( )K t th n , and let B(t) = (1, t1, t2, 
…, tr), we have the refined estimate of β(ui, vi, t) given by
^ ^β = Ω Ω−u v B t B B B b( , , t) [ ( )( ) ] , (16)i i
T
t
T
t
T T1
and βˆ u v( , , t)i i  is termed the GWTCLR estimator of β .u v( , , t)i i
Geographical Bandwidth Selection. The spatial impact and temporal impact are assumed to be inde-
pendent. Therefore, we first assume no temporal correlation and hence use all samples from the whole period 
to estimate a geographical bandwidth. A geographically weighted logistic regression (GWLR)8 is used, where a 
Poisson approximation to the binomial distribution can be considered as an alternative, and small sample bias 
corrected AIC (AICc)22 or BIC is used to choose the bandwidth h of the geographical weight function. This proce-
dure can be done in GWR 4.0, which is available for estimating the bandwidth. More discussion about the choice 
of bandwidth can be found in literature8.
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Asymptotic Properties and Covariance
In order to give the covariance of GWTCLR estimator, the asymptotic properties were studied. The raw estimate 
bˆ u v t( , , )i i k  for β u v t( , , )i i k  which is derived from
( )( ) ( )l W l Y X W f Y X( ) , log , ,
(17)
i t
j
M
ij j t j t j t
j
M
ij j t j t j t,
1
, , ,
1
, , ,k k k k k k k∑ ∑β β β= | = |
= =
where the probability density of Yj t, k given β is as defined in equation (9) as
β| = .( )f Y X L, (18)j t j t j t j t, , , ,k k k k
Herein, E Varand0 0 denote the expectation and variance under the probability space based on the true 
parameter. Without loss of generality, we focus on location i and time tk, and suppose the temporal correlation 
parameter is known.
We have the following theorems given the necessary assumptions.
Assumption 1. Let β|f Y X( , )j t j t j t, , ,k k k  be the probability density of Yj t, k given β and Xj t, k. Assume for all β ∈ B, where B is the open parameter set that contains the true parameter. When the bandwidth of the geographical weight function 
is small enough, and when β(ui, vi, tk) is smooth related to ui, vi, then the following is always true:
( )( )( )M Var W f Y X M B1 log , , 0, (19)j
M
ij j t j t j t2
1
0 , , ,k k k∑ β β| < ∞ ∀ > ∀ ∈ .
=
Theorem 1. (Large Sample and Small Bandwidth Asymptotic Consistency). When sample size is large enough and 
the bandwidth of the geographical weight function is small enough, under assumption 1, score function (dlM(β))/
(dβ) = 0 almost surely has a solution and this solution asymptotically converges to the real parameter in probability.
Proof. See Supplementary Methods.
Assumption 2. Let the parameter β be a p-dimensional vector, β = (β1,β2,…,βp)T and suppose the following con-
ditions are always true:
 i. The probability density β|f Y X( , )j t j t j t, , ,k k k  is twice differentiable with respect to β for every j. ii. Let Σ = 


|



β
β β β
∂
∂ =
VarM M
l
u v t
1
0
( )
( , , )
i tk
i i k
, , by geographically independent, we have
∑
β
Σ =



|
|



 → Σ
β
β β β
=
∂ |
∂ = →+∞
( )
( )
M
Var W
f Y u v t X
1
( , , ),
,
(20)
M
j
M
ij
f Y X
u v t
j t j t i i k j t
M
1
0
,
( , , )
, , ,
j tk j tk j tk
i i k
k k k
, , ,
where Σ is a finite, positive definite matrix.
 iii. For every j, we have:
β
Σ



|
|



= .
β
β β β
→+∞
−
∂ |
∂ =
( )
( )
M Var W
f Y u v t X
lim ( )
( , , ),
0
(21)
M
M ij
f Y X
u v t
j t j t i i k j t
1
0
,
( , , )
, , ,
j tk j tk j tk
i i k
k k k
, , ,
 iv. For every ≤ < ≤i j p1  and M > 0, the second order derivative of βl ( )i t, k  satisfies:
∑
β
β β



∂ |
∂ ∂
|



< +∞β β
=
=
( )( )
M
Var W
f Y X1 log , ;
(22)j
M
ij
j t j t j t
i j
u v t2
1
0
2
, , ,
( , , )
k k k
i i k
and
∑
β
β β



∂ |
∂ ∂
|



=β β
→∞ =
=
( )( )
M
E W
f Y X
Ilim 1
log ,
,
(23)
M j
M
ij
j t j t j t
i j
u v t
1
0
2
, , ,
( , , )
k k k
i i k
where I is a finite, positive definite matrix.
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Theorem 2. (Large Sample and Small Bandwidth Asymptotic Normality). When sample size is large enough and 
the bandwidth of the geographical weight function is small enough, under assumption 1 and assumption 2, the raw 
estimator of GWTCLR follows a normal distribution asymptotically as follows:
β− Σ− −
ˆ
~M b u v t u v t AN MI I( ( , , ) ( , , )) (0, ) (24)i i k i i k M M M
1 1
where
∑
β
β
β
=
∂
∂
|
Σ =
|
|
.
β β
β
β β β
=
=
∂ |
∂ =
¯
I E
l
Var W
f Y u v t X
(
( )
),
(
( ( , , ), )
)
(25)
M
i t
u v t
M
j
M
ij
f Y X
u v t
j t j t i i k j t
0
2
,
2 ( , , )
1
0
( , )
( , , )
, , ,
k
i i k
j tk j tk j tk
i i k
k k k
, , ,
Proof. See Supplementary Methods.
By Theorem 2, asymptotically, we have
∑
β
β
β
β
β
β
= Σ
=



∂
∂
|


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∂ |
∂
|


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
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×


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∂
∂
|


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β β
β β
β β
− −
=
−
=
=
=
−
ˆ
( )
Var b u v t I I
E
l
Var W
l Y X
E
l
( ( , , ))
[
( )
]
,
[
( )
]
(26)
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i t
u v t
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j t j t j t
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u v t
1 1
0
2
,
2 ( , , )
1
1
0
, , ,
( , , )
0
2
,
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1
k
i i k
k k k
i i k
k
i i k
By the same method in the proof of Theorem 2
∑
β
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β
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Then we can estimate them by pseudo-likelihood as follows
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Now, for the refined estimate βˆ u v t( , , )i i k , it has the following general expression
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where function w t t( , )k j  is deduced from the non-parametric fit. So we can finally get the variance estimate as
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Note that, we point out that this variance estimate is based on large sample and small bandwidth, and we can 
further give a raw asymptotic 95% confidence interval for β u v t( , , )i i k  by
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Simulation Studies
Simulation Design. We conducted simulation studies to evaluate the validity of the proposed method. Our 
simulation contains 3 coefficient functions for two independent variables X X,1 2 and the y-intercept. The X1 is 
generated from Uniform(−5, 5), X2 is generated from Uniform(−50, 50). To account for different cases, we set 
three coefficient functions (a spatio-temporally fixed β0, a spatio-temporally varying β1 and a spatially fixed but 
temporally varying β2). For location u v( , ) and time t, the varying coefficient functions are
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β
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2
Two data sets, each of size 10 × 10 × 21, are generated regularly on a square grid with arbitrary distance unit. 
For data set A, location u v( , ) ranges from 8.2 to 11.8 with a step size of 0.4 for u and v. For data set B, location 
u v( , ) ranges from −11.8 to −8.2 with a step size of 0.4 for u and v. Time ranges from 1 to 21 with a step size of 1 
for data set A and B. For each location u v( , ) and time t, we simulate 500 binary data with probability P as
β β β
β β β
=
+ +
+ + +
.
u v t X t X
u v t X t X
P exp( ( , , ) ( ) )
1 exp( ( , , ) ( ) ) (34)
0 1 1 2 2
0 1 1 2 2
Result. We applied the GWTCLR estimation on the simulated data sets. Because their sample sizes (100 loca-
tions for each data set) are large, the τ  of τ-nearest temporal set is set 0 to avoid bias. The optimal geographical 
bandwidth and the kernel function are used. The heatmap of GWTCLR estimates for the coefficient β1 as well as 
the heatmap of true values for coefficient β1 of data set A are presented in Fig. 1. The two heatmaps are largely 
consistent with each other, yet bias is present on the geographic boundary. Figure 2 displays the scatter plot of the 
coefficient β1 estimates against their true values in data set A, the Pearson correlation between estimates and true 
value is 0.98 ( < .p 0 005), indicating a high consistency. While GWTCLR estimates perform well for the locations 
close to geographical center (colored with blue), bias can be seen for locations on the boundary (colored with 
red). We further conducted a linear regression analysis of the estimated values for the coefficient β1 and their true 
values of data set A, the result is given in Table 1. An approximated equality can be achieved when locations’ dis-
tance to the geographical center decrease. The bias on the boundary is due to relatively smaller sample size and 
unevenly distributed neighbors for location on the boundary.
We choose the geographical center of data set A and B, whose location is (10, 10) and (−10, −10) respectively, 
to show the GWTCLR estimate for coefficient β β,0 1 and β2 on the temporal domain. Figure 3 displays the true 
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coefficients function (dashed line) and they GWTCLR estimates (solid line) together with the 95% confidence 
interval. The GWTCLR estimate has successfully captured the temporally varying pattern of all 3 coefficients.
Application to Human Influenza Data
We have implemented the estimation method in Mathematica 11 code (available at http://github.com/id-bioinfo/
GWTCLR) and applied to a human influenza data set. It has been previously demonstrated that global dynamics 
of influenza epidemics are determined by the seasonal fluctuation in climatic factors such as temperature, amount 
of precipitation and relative humidity, and that the relationships between these climatic factors and influenza 
incidence are significantly different between distantly separated locations2. In this section, by fitting the data to 
Figure 1. Heatmap of the β1 estimates and their true values on the plane of arbitrary spatial distance. (a) The 
estimates of β1 based on GWTCLR method in time 5, 10, 15, 20 of the simulated data set A. (b) Heatmap of true 
values of β1 in time 5, 10, 15, 20. The color bars are showing the magnitude scales for panel a and b.
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the proposed GWTCLR model, we aim to explore the spatio-temporal variations of the impacts of these climatic 
factors on the influenza incidence in 2012–2013. Guidelines and codes for replicating the results of this applica-
tion are provided in Supplementary Codes.
Data. Influenza surveillance data between 3 October 2011 and 30 March 2014 were downloaded from the 
World Health Organization via FluNet (http://www.who.int/influenza/gisrs_laboratory/flunet/en/). Weekly 
number of laboratory-confirmed influenza positive samples and weekly number of specimens processed are 
used together as binary data, where influenza-positive specimens are coded as 1 and others as 0 and are binned 
monthly because of the absence of weekly climate data. A total of 22 countries, either from Europe or Southeast 
Asia, are chosen for analysis because these countries have relatively smaller sizes as only country-level data are 
available, and are considered as temperate and tropical regions that are believed to play distinct roles in human 
influenza transmission2,23.
Monthly temperature (in degrees Celsius), amount of precipitation (in mm/month) and vapor pressure (in 
hPa) of the 22 countries were collected from CRUCY v. 3.23 Dataset24 between October 2011 and March 2014. 
Relative humidity is approximated by the ratio of actual vapor pressure and saturate vapor pressure, while saturate 
vapor pressure is calculated from temperature by Teten’s equation.
The countries’ geographical center coordinates were downloaded from Wolfram Mathematica and hence the 
geographical distance (unit: kilometer) instead of the Euclidean distance was used in the geographical weight 
function. We also conducted the separate analysis by replacing the geographical center coordinates with the 
capital center coordinates of the countries (data not shown). We found that this has little impact to the estimates 
and conclusion.
We have four parameters including the intercept. The τ  of τ-nearest temporal set is set to be 3 and we esti-
mated a 7-month average coefficients. To ensure every month of year 2012 and year 2013 has a complete τ-nearest 
temporal set, we also include data of October-December, 2011 and data of January-March, 2014.
Results. We first searched the optimal spatial distance bandwidth by using all data and followed the method 
in Section “Geographical Bandwidth Selection”, we used the GWR 4.0 software with a fixed Gaussian kernel type 
and “spherical” coordinates. The optimal bandwidth at 1,450 km with an AICc = 43199.570, which presents a 
“valid-fit” in the outcome was chosen.
We determined the temporal correlation parameter ρi of each country. Since the sampling interval in this 
study is regular, we chose the AR(1) autocorrelation structure to account for potential negative correlation. We 
used all data and assigned a Gaussian distance decay-based function with bandwidth value 1,450 km as the geo-
graphical weight function for each country’s likelihood. We calculated the MLE of coefficients under each possi-
ble value of ρi with a step size of 0.01, generated the log-likelihood profile, from which the approximate MLE of ρi 
Figure 2. Scatter plot of estimated β1. The true value of β1 is plotted against the corresponding estimates by 
GWTCLR method in all time points and locations for simulated data set A. The nodes are displayed using 
different color based on their distance to the geographical center (10, 10).
Independent variable Estimate (95% CI) S.E P value
All locations (n = 2,100)
intercept 0.0163 (0.0146, 0.018) 0.0009 <0.0001
true value for β1 0.9205 (0.9125, 0.9286) 0.0041 <0.0001
Location’s distance to geographical center < 2 (n = 1,680)
intercept 0.0117 (0.0098, 0.0135) 0.0009 <0.0001
true value for β1 0.9443 (0.9356, 0.953) 0.0045 <0.0001
Location’s distance to geographical center < 1.5 (n = 924)
intercept 0.0018 (−0.0004, 0.0041) 0.0011 0.106
true value for β1 0.9947 (0.984, 1.0055) 0.0055 <0.0001
Table 1. Linear regression analysis of estimated and true values for β1.
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was identified. For instance, the optimal value of ρi is 0.17 for France (maximum log-likelihood is −124035.5) and 
0.19 for Thailand (maximum log-likelihood is −15316.55) (Fig. 4), both suggesting a positive correlation.
We applied our GWTCLR model on all data to estimate the coefficients for each of the 22 countries. 
Noteworthy, estimations at the time points with insufficient samples were attained by smoothing method. The 
bandwidth h and order p in the kernel function were selected by plotting the raw estimates bˆ along with refined 
estimates βˆ . For instance, p was set to be 2 and h was 4 for France and 3 for Thailand.
The refined estimates for the coefficients of all countries between 2012 and 2013 are presented in Fig. 5. The 
result for France is highlighted in Fig. 6a–c for further illustration. It is observed that temperature shows a signif-
icantly negative effect on influenza incidence as the 95% confidence interval is almost completely below the zero. 
Considering that France locates in a high latitude region, this result is consistent with the previous studies either 
from laboratory evidence25 or epidemiologic analysis2. For precipitation, a rather complicated pattern is observed. 
A negative effect is shown from month 1 to 8 (corresponding to January 2012-August 2012, denoted as Period I), no 
significant difference from zero is shown from month 9 to 21 (corresponding to September 2012-September 2013, 
denoted as Period II) and a positive effect is shown from month 22 to 24 (corresponding to October 2013-December 
2013, denoted as Period III). There are no previous studies relating to the time-varying effect of precipitation.
We assessed the time-varying correlation of precipitation in France by referring to the raw data of 
influenza-positive samples and precipitation, as shown in Fig. 7. Three obvious crests of influenza-positive samples 
are observed at Dec 2011-Apr 2012, Dec 2012-Apr 2013, and Dec 2013-Mar 2014. The first crest corresponded appar-
ently to the substantial valley of precipitation, explaining the significant negative correlation estimated by GWTCLR. 
The second crest coincided with a much smaller valley of precipitation, also franking by considerably low level of 
influenza activities but fluctuating precipitation in the summer of 2012 and 2013. This might contribute to the lack of 
correlation till October 2013. After Oct 2013, it is the third crest of influenza activity concurring with precipitation, 
which is mainly characterized by their same drops from January to February 2014. These visual results demonstrated 
that our model could capture the time-varying relationship between dependent and independent variables.
Figure 3. Through-time regression coefficient (β) estimates for the geographical center of data set A and B. 
Results for location (10, 10) and (−10, −10) are shown in the left (a–c) and right (d–f) columns respectively. 
The true coefficient functions are shown by dashed line and the estimates are shown by solid line. The 95% 
point-wise confidence intervals are shown by the shaded grey areas.
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Figure 4. Likelihood profiles of maximum likelihood estimates of temporal correlation parameters (ρ) for 
France and Thailand. Profiles for France and Thailand are shown on panel a and b respectively. The circles 
indicate the maxima, with arrows pointing to the approximate maximum likelihood estimates.
Figure 5. Regression coefficients (β) estimates for temperature and precipitation in Europe and Southeast 
Asia. Through-time regression coefficient estimates of temperature (βtmp; panel a) and precipitation (βpre; panel 
b) for 22 countries. Maps of the coefficients of temperature (βtmp) in European and Southeast Asian regions in 
January 2012, July 2012, January 2013 and July 2013 are shown in panel c. Maps for the precipitation coefficients 
(βpre) are shown in panel d. The color bars are showing the magnitude scales for panel c,d. The results of 
relative humidity are omitted because their confidence intervals are wide and cover zero, and thus indicate no 
significant correlation. The maps were created using Mathematica (version: 11, https://www.wolfram.com/
mathematica/).
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Figure 6. Through-time regression coefficient (β) estimates for climatic factors in France and Thailand. 
Climatic factors include temperature (βtmp; panel a,d), precipitation (β pre; panel b,e) and relative humidity (βrh; 
panel c,f). Results for France and Thailand are shown in the left (a–c) and right (d–f) columns respectively. The 
95% point-wise confidence intervals are shown by the shaded blue areas.
Figure 7. Observed influenza-positive rate, precipitation, relative humidity and temperature in France, 2012–
2013.
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The effect of relative humidity was found insignificant during most period although it showed a negative effect 
at the end of year 2013. However, previous laboratory studies23 have suggested that relative humidity has negative 
effect on the influenza activity. Two reasons possibly explain this discordance: Firstly, the relative humidity of 
France between October 2011 and March 2014 did not vary largely (with a relatively small standard deviation 
0.074) and it maintained at a high level (with a median 75.84%) that did not provide sufficient variability in the 
independent variable. Secondly, it has been pointed out that relative humidity is indeed a weaker predictor of 
influenza activity compared with temperature2,25, so the true effect of relative humidity may be masked by tem-
perature especially when temperature varies more significantly.
The refined estimates of the coefficients in Thailand between 2012 and 2013 are presented in Fig. 6d–f. All 
these three factors (temperature, precipitation and relative humidity) do not show a significant effect on the influ-
enza activity. Considering the latitude of Thailand is °N15 , this result was consistent with findings by Tamerius 
et al.2 that in middle latitudes between 12.5° and 25° N/S, there was no significant association between climatic 
variables and influenza peaks. Moreover, the lack of association was also consistent with Deyle et al.23 which 
attributed to the vaguer seasonality in tropical countries.
Spatially distributed coefficients for temperature and precipitation show a clear spatial clustering (Fig. 5). For 
example, European countries show a similar negative association between influenza activity and temperature, 
which is self-evident given the regular winter peak of influenza in European countries26. For Southeast Asian 
countries, although Singapore and Malaysia deviated from others with quite high coefficients of temperature, 
none of the coefficient estimates are considered significant because their confidence intervals cover zero. In terms 
of the association between influenza activity and precipitation, European countries like France show an initial 
negative association, transiting to a positive association at the end of study period, which is also supported by 
visual inspection of the data (Fig. 7). Southeast Asian countries remain non-significant throughout 2012–2013, 
which is consistent with the previous report of weak causality2. Overall, our GWTCLR model managed to identify 
the spatially and temporally varying relationships between influenza disease incidence and climatic variables.
Discussions
In this paper, we propose a geographically weighted temporally correlated logistic regression model (GWTCLR) 
that is designated for binary outcome data such as disease detection results from public health surveillance. 
This model integrates the geographically weighted logistic regression (GWLR) model8 and two-step estimation 
approach6, to deal with spatial and temporal non-stationarity simultaneously. We showed the asymptotic prop-
erties of the proposed estimator. We also provided a way to estimate the asymptotic covariance under some reg-
ularity conditions. Our model is implemented and applied to the regional influenza detection results published 
by WHO FluNet. GWTCLR obtained consistent conclusions with previous studies, while also revealed the tem-
poral change of association between disease prevalence and climates that could not be shown in previous studies 
that were unable to accommodate the temporal and spatial non-stationarities simultaneously. Furthermore, it is 
noteworthy that, unlike the previous temporal and geographical linear regression model11, our GWTCLR also 
accounts for possible temporal correlation of the longitudinal data.
Our GWTCLR model is an extension of two commonly used models in literature6,8, and can be easily reduced 
to previous models and other variant models by a simple specification of some parameters. For example, if we 
assume all samples are independent, then by setting =( )Y Ycorr , 0i t j i t k, , , ,1 2 , GWTCLR is reduced to GWTLR. If 
we further assume coefficients are temporally invariable, then by setting τ  large enough so as to use all samples 
from the whole time period, GWTCLR is further reduced to GWLR. The same idea applies to the spatial compo-
nent, by setting an extremely large bandwidth in the geographical weight function, all weights are forced to be 
equal, the estimation approach reduces to the two-step estimation approach.
An interesting and useful prospect of GWTCLR is that, if a large number of samples is collected from loca-
tions that sufficiently spread over a specific region, we can estimate the coefficients at any coordinates within that 
region and at any time point of the whole period. Therefore, a through-time animation of geographic heatmap 
showing the coefficient estimates at every location can be constructed. This can help users to visualize the tempo-
rally and spatially varying magnitudes and directions of the predictor’s impacts on the outcomes in an intuitive 
and comprehensive manner. However, drawing such heatmaps over the time requires relatively larger sampling 
sizes, coverages and frequencies, as well as computational time. Further research can investigate how the appli-
cation of GWTCLR could be benefited by better sampling techniques and more efficient inference algorithms.
Several limitations of GWTCLR should be highlighted for future investigation. First, the asymptotic normality 
test could be studied further, for example, with different sample sizes. Second, we assume a weakly stationary 
tetrachoric correlation structure to reduce the number of temporal correlation parameters, but the temporal cor-
relation may vary at different times, which could be accommodated by an adaptive correlation structure. Third, 
a spatio-temporally constant geographical bandwidth was assumed in order to simplify the model, yet this may 
not be appropriate as the localization of association pattern for different places is likely not constant, and such 
localization may also change with time. We believe that future research should address this issue, allowing the 
geographical bandwidth to be dynamic. Fourth, while GWTCLR is an extension of logistic regression model, 
similar extension may be possible for other generalized linear models.
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