This paper looks into the problem of localization of an acoustic source in shallow sea with a sloping bottom as found in the continental shelf area. A vertical array of sensors, either floating or secured to the sea bottom, is used to receive the acoustic signals from the source Including those travelling by different paths. First, a spectral matrix of the array signal is computed and it is then subjected to eigenvalue decomposition. The space spanned by the eigenvectors is partitioned into two subspaces, namely, a signal subspace spanned by the eigenvector corresponding to largest eigenvalues and a noise subspace spanned by the eigenvectors corresponding to repeated eigenvalues. The signal subspace is also spanned by a linear combination of direction vectors corresponding to all multipaths These two subspaces are orthogonal. We exploit this property of orthogonality in the estimation of range, bearing and depth of a source. Some of the significant findings are as follows:( 1) Unlike in the flat bottom channel it is now possible to measure the bearing with respect to upslope or downslope direction. (2) The azimuth scan shows a sharp peak at the correct location for steep slope(>lo) (31 A study of finite data effect has shown that the background generally remains unchanged as the number of snapshots increases. However, the signal peak amplitude increases roughly at the rate of 3dB per doubling of the number of snapshots.
Introduction:
In under water applications it is of considerable interest to locate a sound source, such as, a n underwater vehicle. The problem of localization becomes significantly difficult, when the source is in the shallow water region, since the energy can now reach the receiver array via several paths, causing considerable confusion when a simple minded delay-and-sum beamformer is used. The location coordinates, viz., range, azimuth and depth, are embedded in the expression of sound field in a nonlinear form, making their estimation from the observed data difficult.
Recently ClayIll suggested a time domain technique for the source localization in shallow water, using a parallel waveguide as a model. His method makes use of channel impulse response between the source and the receiver for inverse filtering. He developed a match filter for each sensor output whose impulse response is defined by the inverse of the channel impulse function at the sensor for a given source position. The cross-correlation of the outputs of the matched filters are taken pairwise, and averaged, over a grid to obtain global maximum. for the source location estimation. He reported that the ambiguity of the source location decreases with the increase in the complexity of impulse response b d that the spectral resolution 173 and the signal to noise gain depei.. s on Lhe time bandwidth product of the data record.These authors [2] have used this method to localize a source in a wedge shaped waveguide. Laboratory measurements were made in the air wedge having rigid sheet rock boundaries.. The wedge angle in the experiment was 6.60. Source transmited a short oscillatory signal having a frequency band of 3-13kHz. The performance of the source location technique depended on the accuracy of the numerical calculation of the source-to-receiver transmission response and the bandwidth of the source.
Multi image subspace algorithm(M1SA) was developed by .Mohan[3] for a Pekeris channel, that is, sea water layer resting on horizontal sedimentary layer which is considered as a fluid. But, in the continental margin the sea bottom may be approximated by two or more sloping surfaces as shown in Fig.l . This causes a mismatch between the model used and the actual situation . It is observed that the MISA is very sensitive to such mismatch (see Fig.2 ). In this paper we propose to model the shallow sea in the continental margin region as a wedge shaped water layer resting on soft sediments. T h e sea bottom consists of steeply dipping (5O to LOo) continental margin and flat bottom deep sea.
Theoretical Analysis a) MISA for flat bottom channel:
Consider a uniform channel of depth H wherein a vertical array of equispaced (sensor spacing< h/2) sensors located at a depth ZR (depth is measured from the top of the channel to the top sensor of the array Fig.3 ). Let there be a narrow band sound source So1 at a depth 2s and horizontally separated by a distance Ro from the array. Water suiface is perfectly compliant, with the reflection coefficient (Vs=-l). The sound source So1 and its reflection St32 can be considered as a vertical dipole source. The presence of the sea bottom produces its image dipole (So34304 ) below the bottom interface. This is in turn reflected by the surface producing another dipole image above the surface. This process is repeated producing an infinite number of images along the vertical line passing through the source where Xo(t) is the signal emitted by the souroe. presumed to be a stationary stochastic process, 711 is the delay from ith image, RI is distance to the ith image and ai the amplitude of the signal arriving from the ith image. q,(t ) is the noise received (assumed to be white) by the lth sensor. It is easy to show that. 
q n -l ( w i
In the matrix form Eq(2) becomes dX(w)= AWd% (w) + dq(w)
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The spectral matrix is obtained from Eq(3)
where So(w) (scalar) is spectrum of the source and 0i is the variance of the background noise assumed to be white and uncorrelated.
The the column space of the matrix Sx(w) can be split into two orthogonal subspaces viz.. signal subspace and the noise subspace. It can be shown that noise subspace is orhogonal to the vector AW, at the correct source location. We exploit this property for the source parameter estimation purpose. We compute the following equitation over complete parameter space, It was shown in the previous section that an acoustic source in a shallow water channel would produce several images. When the sea bottom is flat (which is most unlikely). the sea surface and bottom makes a pair of parallel mirrors. In this arrangement a source between the two mirrors would produce varietally infinite number of images, all of which lie on a vertical line passing though the source. But the situation drastically changes when the sea bottom is sloping (which is most likely). Now the reflecting surface and the bottom would make a pair of angled mirrors and in this arrangement the source between them would produce only a finite number of images which would lie on a circle passing through the source. The center of the circle is at the apex of the wedge (meeting point of two mirrors).
The image distribution in a sloping bottom channel for slope of b=45Oand when the source is downslope is shown in Fig. 4 . The ray emitted by S21. which is an image of 513 in the surface, does not reach the bottom, hence this will not produce any further images. Similarly, a ray emitted by the image S14. which is an image of S i 2 in the bottom, does not reach the surface and hence it would not form any further images. Thus, the number of images (including the source) is equal to 360/p when p is a n integer sub-multiple of 1800 and it is equal to (360/p +1) when p is a noninteger submultiple. This is because, when p is integer submultiple of 180. the images S21. S i 4 would overlap. It should be observed that depending on the receiver position either S i 4 or S21 or both can be seen. This is depicted in the Fig. 4 , which shows the raytraces of the image (S21, S14) for two receiver positions. The receiver #1 can see the image S2 1 which is a reflection of Si3 in the surface, but not the image S14, which is a reflection of S12 in the bottom. The receiver #2 can see the image S i 4 but not Sal. It is of interest to note that, when the source is in down slope direction as shown in Fig. 4 , $he receiver is surround by a circle of images and the ray from the images which lies to the left of the receiver travel from right to left crossing the receiver position and then retums back to the source after several reflections from the top and the bottom. When the source is in upslope all the images lie on the left side of the receiver and none of the rays travel ahead of the receiver.
In the case of a flat bottom channel, all the images are on a vertical line and hence there is radial symmetry. Since a vertical array which is made of omni directional equispaced sensors, is insensitive to the azimuth angle, it is not possible to extract the azimuth information from a single vertical array. This radial symmetry is lost in the case of sloping bottom channel. Hence it is now possible to estimate the azimuth angle of the soufce, in addition to range and depth using a single vertical array. It should be noted that the effective slope of the bottom depends on the azimuth angle of the source with respect to the downslope (or upslope) direction. The effective slope is zero in the strike direction or perpendicular to the downslope direction.
Next, we consider a two slope sea bottom, namely, continental margin and deep sea (see Fig. 1 ). 'She source is on the deep sea side and themray in the continental margin. Since the shallow sea is on the opposite side we shall assume that insignificant signal enegy would be returned by the shallow end.
The image structure shown in Fig. 6 is a result of reflection from both sloping sea bottom and flat deep sea bottom.
Numerical Results :
Azimuth estimation:
Figure(4) illustrates the effect of azimuth. It can be observed that the main peak becomes increasingly narrow as we approach 90 deg azimuth angle, that is down slope and beyond this it becomes once again broader. Note that the peak height remains same in all experiments however the background pattern is different.
Effect of wedge angle:
It is possible to estimate the source azimuth in a sloping bottom channel but not in a flat bottom channel. Hence, it is natural to expect an improved performance as we increase the slope. Fig 5 shows the effect of bottom slope on the performance of MISA. Azimuth estimation for different slope angles are shown. It can be observed from the figure that the peak height remains constant as we increase the slope and that the algorithm performs better at higher slope angles. This can attributed to the fact that the aperture of the source distribution increases as we increase the slope angle. Figure(9) shows the image distribution for two different slopes. It can be observed that the same number of critical images occupy a bigger arc of the circle, for higher slope.
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Effect of finite data:
Fig 6 shows the effect of finite data on MEA.
When source Spectral matrix is exactly known(fheoretical),, ,the orthogonality condition is perfectly satisfied. Hence the signal. peak height becomes infinite. But in the finite data case, only an estimate of the spectral matrix is known. Hence, the orthogonality ccrndition is only approximately satisfied. Thc.;, peaks will not have a infinite value but a finite large value. Plot of peak height for different data length is shown in Fig 6. it can be observed from the graph that the peak value increases at the rate of 2dB. for each doubling of the number of snapshots. It is interesting to observe that the background pattern remains almost constant, as we increase the number of snapshots. The height of the largest sidelobe was found to be constant in all the experiments as shown in Fig   4. 
Conclusion:
It is shown that when the channel bottom is sloping, the radial symmetry of the flat bottom channel is destroyed . Hence location of the images with respect to the receiver is a function of the range, depth and azimuth, except when the receiver is at apex. This enables us to measure the azimuth in addition to range and depth using single vertical array of sensors. Simulations showed that azimuth scan is very sensitive to the slope of the channel. Better performance is obtained for higher slope angles. Also, the azimuth scan was fovnd to be most sensitive when the source is perpendicular to the slope direction.The finite data studies show that peak height increases as we increase the snapshots. the algorithm works reasonably well even for small number of snapshots, for example, ten snapshots. 
