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Abstract
Microsel1sors operate under severe energy
cOllstraints a'nd should be deployed in large
numbers Wilhou! any pre-col/figuration. The maill
contribution of this paper is a generalized self-
clustering protocol, called Low-energy Localized
Clustering (LLC).lt iucorporates the bestfeatllres
of two other recently proposed self-configurirzg
protocols for sensor networks: the Localized
protocol and the Low Energy Adaptive Clustering
Hierarchy (LEACH) protocol. liC covers a
range of behaviors from the better-clustering
performance of the Localized method to the more
energy-efficient operation of the LEACH method.
As experimental results show, the main advantage
of UC is that it can be energy-efficielll while
maintaining a high cluster quality. We ollliine
data aggregation approaches such as
summarization, finding representative data items,
and pattern matching. Data aggregation is a
necessity in microsensor networks to avoid
transmitting huge volumes of raw data, which is
energy-imensive. Finally, all ellergy-efficient
Randomized Data Authentication protocol is
designed specifically for microsensor
applications.
Keywords Sensor Networks, Microsensors,
Self-configuring Clusters, Data Aggregation,
Security in Microsensor Networks.
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1 Introduction
Advances in integrated circuit technology
have enabled mass production of tiny, cost-
effective, and energy-efficient wireless sensor
devices with on-board processing capabilities. The
emergence of mobile and pervasive computing
has created new applications for them. Sensor-
based applications span a wide range of areas,
including remote monitoring of seismic activities
and environmental factors (e.g., air, water, soil,
wind, chemicals), condition-based maintenance,
smart spaces, military surveillance, precision
agriculture, transportation, factory
instrumentation, and inventory tracking [2, 9].
A microsensor is a device which is equipped
with a sensor module (e.g., an acoustic, a seismic,
or an image sensor) capable of sensing some
entity in the environment, a digital unit for
processing the signals from the sensors and
performing network protocol functions, a radio
module for communication, and a battery to
provide energy for its operation [9]. Microsensors
typically have low processing power and slow
communication ability. For example, Berkeley
mote [1] has a 8-bit Atmel AT90LS8535
microcontroller running at 4 MHz. A low-power
radio transceiver MICA2, designed for sensor
networks, operates at 916 MHz and provides a
data transmission rate of 19.2 Kbps [4]. The size
of a MICA2 MPR400CB is 2.25"x1.25"xO.25".
These parameters ensure limited weight, size, and
cost. We use the term sensor to refer to a
ffilcrosensor.
When deployed in large numbers and
embedded deeply within large-scale physical
systems, sensors are able to measure aspects of
the physical environment in unprecedented detail
[2]. Networking these sensors with the ability to
coordinate amongst themselves in a large sensing
task revolutionizes information gathering and
processing. Large scale, dynamically-changing,
and robust sensor colonies can be deployed in
inhospitable physical environments such as
remote geographic regions or toxic urban
locations. They will also enable low-maintenance
sensing in more benign but less accessible
environments such as large industrial plants,
enemy terrain, aircraft interiors, etc. [6].
In this paper, we use a cluster-based
hierarchical architecture for sensor networks to
achieve and support scalability. The architecture
with description of its components and their
functionalities is given in Section 2.
A large number of sensor nodes deployed for
an application precludes manual configuration,
and the environmental dynamics preclude design-
time pre-configuration [3]. Nodes will have to
self-configure to establish a topology that enables
communication and sensing coverage under
stringent energy constraints. Two existing self-
configuring clustering protocols: the Localized
protocol [6] and the Low-Energy Adaptive
Clustering Hierarchy (LEACH) protocol [8] are
analyzed in Section 3. While the Localized
protocol fonns good quality clusters, LEACH
focuses on using lower energy consumption in
forming clusters. Incorporating the best features
of these two protocols, we built a generalized
scheme called Low-energy Localized Clustering
(LLC).
Data aggregation is a good paradigm for
wireless routing in sensor networks [7, 10]. The
idea is to combine the data coming from different
sources and routes. This eliminates redundancy,
minimizes lhe number of transmissions and thus
saves energy [12]. Beamfonning [14, 18] and
functional decomposition [9] are two ways of
aggregating sensor data. Their limitations are
identified and a few other data aggregation
methods are outlined in Section 4.
Data authentication mechanism in sensor
networks is presenled in Section 5. We propose an
energy-efficient Randomized Data Authentication
protocol.
Finally the experimental results of the LLC
clustering protocols are presented in section 6.
2
2 Cluster-based Architecture for a
Sensor Network
Sensor networks are large-scale data-intensive
systems that manage parallel and real-time
communications in dynamic environments. To
support scalability we use a cluster-based
hierarchical structure (Fig. 1). As the number of
sensors is increased, more clusters can be formed
without increasing the processing or
communication loads on individual cluster heads.
The three levels in the hierarchical design of
this architecture consist of a base station (a data
sink) at the top level, cluster heads at the middle
level, and the other sensors at the leaf level.
...------- base slation
(Level 3)
,. c1usler of sensors
...-J!..., ,
/ ~ cluster head
i \ (Level 2)
j j
\ ... *- Sensor node, ,
'--..../ (Levell)
Fig.l A cluster-based hierarchical architecture
for sensor networks.
The base slatioll IS a machine capable of
analyzing data collected from the cluster heads
and displaying a global view of events being
monitored. It is responsible for initiating and
managing the network and is ultimately the
gateway of the sensor network to the Internet or
another network.
Sensors are deployed in large numbers across
an area of observation. Their primary function is
to collect data from their surroundings. A direct
communication among the level-l sensors occurs
only at the time of cluster formation or cluster
reconfiguration. OthelWise, the main stream of
communication consists of conveying data results
to the corresponding cluster head.
Before deployment, each sensor is given an id
that uniquely identifies it. Similarly a security
code, which could be implemented as a hardware-
embedded signature on the microsensor chip, is
assigned to each sensor. It is used to authenticate
data sent by the node.
Cluster heads are selected from among the
deployed sensors by a' self-eonfiguring
mechanism. Sensors in a particular cluster register
themselves with their respective cluster head. The
cluster heads become immediate points of contact
for their sensors for communication and reporting
purposes. The heads collect data from the sensors,
aggregate them, and send the results to !.he base
station.
3 Self-configuring Sensor Clusters
3.1 The Need for Clustering
As explained in the introduction, sensors must
be able to self-configure. Clustering allows
sensors to efficiently coordinate their local
interactions in order to achieve global goals.
Localized clustering can contribute to a more
scalable behavior. As the number of nodes
increases, it leads to improved robustness and
more efficient resource utilization for many
distributed sensor coordination tasks [6].
Localization saves transmission energy since
it allows for communicating with a closer local
coordinator instead of a more distant base station
[8]. To transmit a signal over a distance d, the
required radiation energy E is proportional to tl"
where m is 2 in the free space and ranges up to 4
in environments with multiple-path interferences
or local noise [5].
Another advantage of using clusters is data
aggregation at cluster heads, in which data
collected from sensors is aggregated before
forwarding to the base station, and thus the
amount of energy required to transmit huge
volumes of data is reduced.
3.2 Analysis of Two Protocols for Sensor
Clustering
We introduce a self-configuring protocol,
which is a generalization of the Localized and
LEACH protocols. Before presenting the new
protocol, some details of these two need to be
explained.
Localized Protocol The Localized protocol
for forming self-configuring clusters of sensor
nodes is presented in [6]. All sensors start by
sending advertisements to sensors wilhin a pre-
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specified radius. Sensors wait after setting their
wait timer to values proportional to their
advertising radius. This allows advertisements
from various sensors to reach each other.
At the end of the wait period, sensors start
a promotion timer which is set to be inversely
proportional to the sensor's remaining energy and
the number of other sensors from whom the
advertisement were received. That is, the sensors
in the dense regions and with higher energy have
smaller timeout values.
When a sensor's promotion timer expires, it
promotes itself to Level 2 (a cluster head), and
advertises itself as a cluster head by broadcasting
the list of its potential child sensors. The list
consists of the sensors whose advertisements it
previously received. If a sensor appears in the lists
of potential children of several cluster heads, it
chooses the closest one as its cluster head. Now it
cancels its own promotion timer (if it is still
running), and thus drops out of the election
process.
LEACH Protocol The Low Energy Adaptive
Clustering Hierarchy (LEACH) protocol for self
configuring clusters is proposed in [8].
Periodically, every sensor elects itself a cluster
head with a certain probability. This probability
for node 11 in round r is defined as:
T(n)={l-p(r:Od~) ifneG,
o othervvise
where P is the predefined percentage of sensors
that should become cluster heads, and G is the set
of nodes that have not been cluster heads in the
last ..!..- rounds. This guarantees that in every ...!.-
p p
rounds each node is elected a cluster head once.
Thus, the energy-intensive tasks of cluster heads
are evenly distributed among the sensor nodes.
The elected cluster heads broadcast an
advertisement message to the rest of the nodes. A
sensor selects its cluster head based on the
strength of the received advertisement signal.
Analysis The main disadvantage of the
Localized protocol is that every node needs to
broadcast messages and manage wait and
promotion timers in each round of a cluster head
election process, which reqUires a significant
amount of energy.
The LEACH protocol is energy-efficient but
the expected number of clusters is predefined. The
optimal number of cluster heads depends on the
network topology and transmission power related
parameters. Its authors presented experimental
results showing that the optimal number of cluster
heads to minimize energy dissipation in data
communications is approximately 5% for their
setling. We use a similar simulation setling and
observe that optimal number is 5% for our setting
as well.
In a sensor network, usually, nodes are
distributed randomly and thus topology of the
network cannot be determined apriori.
Unfortunately, when the sensors are highly
dispersed, this predefined number of randomly
selected cluster heads might not be sufficient to
cover the whole area of sensor deployment. Since
the LEACH protocol selects cluster heads
randomly, in some instances all selected cluster
heads could group in one end of the region. The
sensors at the other end might not hear any cluster
heads, and hence remain isolated from any cluster.
Even if a full coverage can be accomplished, the
area covered by a cluster could increase to a point
where long range communications and thus higher
energy are required.
In the Localized protocol, there can be no
isolated groups of sensors. Every sensor has
a promotion timer, which expires at some time
and, if it does not hear from any other cluster
head, it promotes itself to a cluster head.
The number of cluster heads is not predefined
in Localized protocol. By selecting a cluster head
from a dense region and keeping the cluster heads
well separated, the Localized method reduces
intra-cluster communications distances (for the
data transmission phase) resulting in good quality
clusters. Cluster quality is formally defined below
in the following subsection.
The conclusion is that LEACH saves more
energy in the self-configuration process while the
Localized method saves more energy in the data
transmission phase.
3.3 Cluster Quality
Quality of clusters refers to the compactness
of the clusters. It is usually measured by the total
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variance, which is the sum of the squared
distances of the nodes to their cluster heads.
Our purpose of fanning clusters is to transmit
data sensed by the nodes to the base station.
Therefore, we quantify the cluster quality as the
Illverse of the energy consumption for
transmitting I-bit of data by all nodes to the base
station via cluster heads. More precisely, it is the
inverse of the normalized sum of the cubic
distances (considering ,-3, 111 =3, radio path loss)
between the nodes and the cluster heads, and
between the cluster heads and the base station.
Isolated nodes are penalized by making it to send
data directly to the base station. Hence, existence
of an isolated node reduces the quality of the
clusters. A good quality clustering saves energy
later in the data transmission phase.
3.4 The Low-energy Localized Clustering
(LLC) Protocol
We propose a new protocol called Low-
energy Localized Clustering (LLC) that
incorporates the best features of the protocols
discussed above. It reduces the required energy in
an election process (to improve upon the
Localized protocol), reduces the chance of having
isolated sensors, keeps the number of cluster
heads variable, and produces good quality
clusters (to improve upon LEACH).
The protocol consists of two phases:
(a) a specified percentage of the nodes, called the
candidate ratio, are randomly selecled to be
candidates for being cluster heads; (b) only the
selected candidates compete to become cluster
heads. Details of these two phases are given
below.
Candidate Selection Every node selects itself
as a candidate for a cluster head with a probability
proportional to its remaining energy. Thus a
sensor with higher energy has a greater chance to
become a candidate. If the desired candidate ratio
is x, the probability that node i becomes a




where ei IS the initial energy of sensor node i,
"e,r =Lei is the total remaining energy in the
i~1
system, and II is the number of sensor nodes.
To avoid inter-node communications for
calculating total remaining energy. it is
individually estimated by each node. Let t be the
estimated lifetime of the system, which is
estimated before deploying the sensors, and tp be
time that passed since the deployment of the
sensors. The estimated tOlal energy remaining in
the system becomes:
1Ie(f -f )e - ,
,,- t '
where e is the initial energy of a sensor node
(considered lo be the same for each node). Hence,
I e1xt




Cluster Head Election Cluster heads are
elected from the pool of candidates almost
following the Localized protocol. There are two
exceptions. First, only the candidate sensors
compete while the remaining sensors sleep, and
thus conserve energy, until the election process is
completed. Second, after a promotion, a node
declares itself a cluster head but does not publish
any potential children list. The other sensors (both
fonner candidates and non-candidates) select their
cluster heads based on the strength of the signal of
these declaration messages.
Analysis LLC overcomes the shortcomings of
the two analyzed protocols. Suppose lhat 20% of
sensors are selected as candidates. Then, 80% of
the sensors do not participate in the election
process thus saving 80% of energy that is used up
to broadcast advertisements in the election process
in the Localized protocol.
In LLC there is a slight chance of having an
isolated group of sensors. If LEACH optimally
selects 5% of the nodes as cluster heads, then in
LLC the probability of selecting a candidate from
a group isolated in LEACH increases fourfold (for
the candidate ratio set to 20%). If any sensor in
the group that would become isolated in LEACH
is selected as a candidate, the group will have
a cluster head in LLC. The cluster radius is bound
as in the Localized protocol.
LLC is an adaptive generalization of the
Localization and the LEACH protocols, with the
candidate ratio being the control parameter.
When the ratio is 100%, LLC behaves similar to
the Localized method, since all sensors are
competing to become cluster heads. When the
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ratio is very low (such as 5%, which is considered
optimal for LEACH), the protocol operates nearly
identically to the LEACH method with the same
number of cluster heads. The reason is that in
LLC with a low number of candidates almost all
of them become cluster heads.
The main advantage of the LLC protocol is
that not all sensor nodes need be involved in the
election process to produce good quality clusters
(nearly as good as produced by the Localized
method). The experimental results show that the
40% candidate ratio is sufficient to produce such
good quality clusters. The results are presented in
details in Section 6.
4 Sensor Data Aggregation
4.1 Motivation and Related Methods
Data aggregation is a paradigm for wireless
routing in sensor networks [7, 10]. The idea is to
combine data coming from different sources and
routes. This eliminates redundancy, minimizes the
number of transmissions, and saves energy [12].
Automatic methods of combining or aggregating
data into a small set of meaningful information are
required [9].
Sensor data is different from data associated
with traditional wireless networks since it is not
data itself that is important. Instead, it is the
analysis of data, which allows an end-user to
detennine something about the monitored
environment, that is the important result derived
from a sensor network [9]. For example, if sensors
are monitoring temperature, the measurements
from all sensors in a cluster need not be
transmitted. Temperatures at different points of a
certain area are highly correlated and the end
users are only interested in a high-level
description of the events occurring. The type of
a high~level description of data or data
aggregation that needs to be perfonned depends
on the monitored events and user requirements. In
this example, only the minimum, maximum, or
the average of the temperatures might be needed.
One method of data aggregation, called
beam/orming [14, 18], combines signals from
multiple sensors by calculating the weighted sum




where s, [n] is the signal from the i th sensor,
Wi [n] is the weighting filter for the signal from
the i lll sensor, N is t.he number of sensors, and L is
the number of taps in the filter. Although
beamforrning has a good properly that the
weighting filters can be chosen to satisfy an
optimization criteria, such as minimizing mean
squared error or max.imizing signal [0 noise ratio,
the weighted sum of signals may nOl be useful for
some applications.
Afullctional decompositioll can sometimes be
used to perform local data processing on a subset
of data [9]. The base stalion receives all data X
and processes it to find f(X). The function f can
sometimes be broken up into several smaller
functions!l, /2, 13....•1., that operate on subsets of
data Xl, X2, X3, ••• , XII such that
j(x) z g(j,(X,J,h(X,),f,(X,J, . .. ,f"(X")).
Even though many data aggregation functions
can not be decomposed in such a manner, we can
find some applications where special data
aggregation schemes can be applied for local data
processing in order to reduce lhe communication.
We outline some approaches to data
aggregation below.
4.2 Data Summarization
For some data [ypes and applications, only the
summarized infonnation is needed to serve the
purpose of monitoring environmental events.
Different summarizations are suitable for different
applications. They include averages, sums,
minimums, maximums, medians, modes, standard
deviations, quartiles, percentiles. and histograms.
In addition. one can use the number of nodes
detected to have crossed a threshold and the total
number of active nodes associated with the cluster
head. For some applications, instead of using a
single summarized value, a combination of the
above values can be employed.
4.3 Finding Representative Data Items
In this scheme of data aggregation, using k-
meatls clustering method [17], we calculate a
predefined number (k) of representatives of data.
k-means clustering method received
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a considerable auention and used in many
applications in different fields such as data
mining, image processing, and bioinfonnatics.
Let lie be the number of active sensors
associated with a particular cluster head. and k be
the desired number of representatives. The k-
means data clustering produces a good
minimization of the sum-of-the-squared-error, or
the total variance, function. The method randomly
selects k initial cluster centers. Next k clusters are
fonned by associating each data point with its
closest cluster center. The centroids. or means. of
these k clusters become the new cluster centers.
The above procedure is repeated until there is no
change in the cluster memberships.
Each cluster center is representative of data
items in its cluster. The cluster heads send these k
representatives to the base station. (Note that
cluster centers represent data, while cluster heads
represent sensors.) Each representative is
accompanied by the number of data items
associated with it, which is used to indicate the
weight of the representative.
The k-means algorithm converges very fast
when the dimension of data is small. For
example, for a temperature sensor network the
dimension is one, whereas for a sensor network
measuring both temperature and humidity this
dimension is two. Usually the dimensionality of
the sensor data is small. This fact explains why
the k-means is a suitable clustering method for
sensor data.
4.4 Pattern Matching
In this scheme, sensors find patterns of data
measured over a predefined time interval and send
only these patterns to their cluster heads. instead
of sending raw data. Thus, data aggregations are
performed both at the leaf level and the cluster
head level. Cluster heads collect individual
patterns from their sensors and search for higher-
level critical patterns that describe some critical
events. Only these critical patterns are sent to the
base station.
For example, consider a simple application
with sensors deployed to predict thunder stonns in
a certain area. Each sensor collects temperature
and pressure data. Periodically, a sensor finds the
paLtern of changing temperature and pressure that
fits best the collected data. Six example patterns
for pressure changes are depicted in Fig. 2.
sensor nodes to maXImIZe data processing
throughput, while still satisfying the real-time
system limitations.
Fig. 2 Possible pressure paUems. Time is plotted on
the x-axis and pressure on the y-axis.
Information sent periodically by a sensor to its
cluster head is concise, which is simply a code
denoting the patlern. The sudden fall, sudden rise,
and fluctuation in pattern pressure are categorized
as critical patterns that forecast a stonn. Similar
patterns are defined for temperature. Each cluster
head selects those patterns and sends them to the
base station. The base station analyzes the critical
patterns and prepares forecasts.
5 Data Authentication Protocol
The requirements for security in a sensor
network, as stated in [15], include: data
confidentiality, data authentication, data integrity,
and data freshness. We propose a data
authentication protocol, called Randomized Data
Authentication (RDA) Protocol, which satisfies
the energy constraints of sensor networks.
One of the main security hazards in sensor
networks is the presence of foreign sensor nodes
(which send false data lo a cluster head or pretend
to be cluster heads) in the deployment area.
Authentication is the mechanism by which the
receiver of a message can ascertain its origin [16].
Most of the existing authentication protocols
require a trusted third party that generates secret
keys for the communicating parties. Using a third
party is not suitable for authentication of sensor
nodes, deployed on a temporary basis and
frequently reconfigured. Moreover, no IP address,
required to communicate with a third party, is
associated with a sensor node. Routing in sensor
networks is data-centric [11] in contrast to the
traditional IP-based end-to-end address-centric
routing.
The RDA Protocol The proposed
Randomized Data Authentication prorocol
randomly selects data items for authentication
with a probability p instead of authenticating all
data items.
Energy is saved by not authenticating each
data item. Also the risk of compromising security
is reduced, since less frequent random
authentication gives attackers fewer opportunities
to capture a security code. On the other hand,
more intrusions may remain undetected. However,
in most cases a few intrusions can be tolerated.
Since data is being gathered from a large number
of sensors, a relatively few malicious data items
do not affect the overall results significantly. It
should be noted that, in this protocol, repeated
intrusions are detected with high probability. In
1







4.5 Tradeoffs between Data Aggregation
and Communication
The main purpose of data aggregation is to
reduce required communication at various levels,
and in tum to reduce the total energy
consumption. Data aggregation saves energy if
energy required to perform aggregation is lower
than energy required to send raw data to the upper
level. Different data aggregation techniques
require different amounts of energy to process raw
data. The choice of dara aggregation method
depends not only on the application requirements
but also on the relative energy savings obtained by
using this method.
Another tradeoff between data aggregation
and communication involves time required to
perform data aggregation at cluster heads or leaf-
level sensors, and time required to transmit raw
data. There is a delay associated with processing
data at sensor nodes due to their limited
processing power. Depending on an application,
partial processing of data can be done at the
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expected to be detected. As soon as an intrusion is
detected, the existence of a foreign sensor node is
confirmed and authentication probability is
increased to a high level. The detail of the
protocol is given below.
1) Every sensor node is given a unique id and
a security code (set up before deployment).
All of the id-security code pairs are stored at
the base station. During data transmission
from the sensors (or the cluster heads), the
cluster heads (or base station, respectively)
randomly verify the sender of the data item as
follows:
a. When a cluster head (or the base station)
receives a data item from a sensor (or
cluster head), it generates a random
number x, where 0::;; x::;; 1. If x::;; p, the
cluster head (or the base station) requests
the sensor to send its security code.
Initially p is low (such as 0.1).
b. The sensor (or cluster head) sends its
encrypted security code using a key to the
cluster-head (or the base station,
respectively).
c. Mter receiving the security code, the
cluster head sends the id-security code
pair to the base station for verification.
Since the network is reconfigured often
and role of a cluster head rotates among
the nodes, building the id-Security code
database at the cluster heads is costly.
2) When an intrusion indicating the presence of a
foreign sensor is detected by a cluster head, it
sends an alarm signal to the base station.
3) The base station sets the probability p to 1 and
notifies the change to all cluster heads. This
high probability remains active until the
intruder is identified.
4) In addition, the more powerful base station
periodically analyzes and checks
consistencies of data. Since sensor nodes
measure the environmental phenomena,
sensed data is spatially continuous, that is the
value sensed by the neighboring nodes should
not differ drastically. Any significant
difference indicates either a disaster in the
area or an attack by an intruder. In such a
case, the base station sets lhe probability p to
1 and notifies the cluster heads.
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6 Simulation Results
The goals of the experiments are to evaluate
the energy consumption in cluster formation phase
and to assess cluster quality in LLC, Localized,
and LEACH protocols.
6.1 Experimental Selnp
200 sensor nodes are randomly (uniform
distribution) distributed in a square area
200mx200m and the base station (data-sink) is
considered to be at 200m from the center of the
sensor field. For the sake of fairness, every
measured parameter is computed by averaging 50
different random distributions of the nodes.
Considering thm the self-configuration process
needs to be repealed over the lifespan of a sensor
network and the nodes already utilized a portion
of their energy, the current energy of each node is
randomly selected from the range of 30 to 50
Joules.
The power and tranSmISSion related
specifications are collected from [8, 13, 19]. They
are consistent with specifications for the motes
developed at the University of California,
Berkeley [1]. We compute the radio path loss with
an empirical';; model. The energy consumption to
transmit k bits to distance r is given by k(ED. +
Ernd,J), where ED. is the energy consumed by the
radio electronics La transmit and receive one bit of
data, and Ernd is the radio path loss per bit per
cubic meter. The simulation parameters are given
in Table 1.




Radio Receiver Electronics 13.5 mW
Radio Idle Listenim;.: 13.5mW
Radio Trans. Electronics 24.8mW
Radio SleeD Mode 15UW
Radio Path Loss Rate 200 pJlbitlm'
Transmission Rate 20 Kbps
6.2 Results
__L.on:h 10 __ l.wchS __LLC5 __LLC40
-.-UC100 ---+-L:ca12od
Fig. 6 Comparison of cluster quality of the LLC,
LEACH, and Localized prolocols.
S15253545556.575~95
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Fig.5 Cluster quality of the LLC protocol.
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Energy Consumptions Fig. 3 shows energy
consumption in the cluster configuration phase by
the LLC protocol for various candidate ratios with
a varying broadcast radius. A larger candidate
ratio results in a higher energy consumption.
Energy consumption in LLC is compared with
Localized and LEACH protocol in Fig. 4. LEACH
consumes the least amount of energy. Localized
protocol consumes the largest amount of energy,
which is three limes larger than that in LEACH.
Energy requirements for LLC are in between
those for Localized and LEACH protocols. For all
of the protocols, energy consumption increases







For the purpose of cluster formation. small
size messages, which contain node id and some
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We assume that every node broadcasts
messages up to a specified distance r, called
broadcast radius. That is. only those nodes that
are within the radius r can hear the message. Two
nodes are said to be "eighbors if they can hear
each other, Le. if the distance between them is no
larger than r.
Legend Explanation LLC 40 denotes the
performance of the LLC proLOcol with candidate
ratio of 40% and so on. LEACH 5 labels
performance of the LEACH protocol with the
number of cluster heads equal to 5% of the nodes
and so on.
Fig. 3 Energy consumption in cluster fonnation for the
LLC protocol.
_UC5 __LLC10 ......... UC20 __ LLC.;Q
__ lLCGO __LLCBO -+-UCloo
5 ~ ~ ~ ~ $ $ ~ ffi M
RadllI!l[m]
Fig. 4 Comparison ofenergy consumplion in cluster
formalion for the LLC, Localized, and LEACH
protocols.
Clusler Quality For LLC cluster quality
increases with the candidate ratio (Fig. 5). As
expected, the Localized protocol produces best
quality cluster, and LEACH produces worst
quality clusters (Fig. 6).
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We observe that a lower value of candidate
ratio keeps LLC closer to LEACH and a higher
candidate ratio keeps LLC closer to Localized
protocol. Note that LLC with 100% candidate
ratio merges with Localized protocol. An
interesting observation is that LLC with the 40%
candidate ratio produces almost as good cluster
quality as Localized. This phenomenon is
described in more detail later in this section.
.......UCS ......uc 10 ..........uca> ...-uc"O
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Fig. 7 The number of isolated nodes in the LLC
protocol with various candidate ratios
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Fig. 8 Comparison of the number of isolated nodes in
the LLC, LEACH, and Localized protocols.
Isolated Nodes Fig. 7 and 8 show the number
of isolated nodes (which can not hear any cluster
head) for LLC, Localized and LEACH protocols.
LLC with the 100% candidate ratio and Localized
protocol do not have any isolated nodes. Number
of isolated nodes decrease when broadcast radius
and candidate ratio increases.
Optimal Broadcast Radius The broadcast
radius r plays an important role in cluster quality.
From the experimental result we see that a smaller
r results in a lower energy consumption (Fig. 3
and 4) but in more isolated nodes (Fig. 7 and 8)
10
and worse cluster quality (Fig. 5 and 6). When r is
small, there are many small-size clusters, that is
many cluster heads need to perform long distance
communications to the base station. This requires
more energy and thus diminishes the cluster
quality.
On the other hand, a larger r results in more
energy consumption. Further I when r is very
large, there are a few very large clusters with large
intra-cluster communication dismnces, which
again reduces cluster quality. Therefore, there is
an optimal broadcast radius. Fig. 5 and 6 show
that in our simulation setting, the best cluster
quality is obtained when r is about 80 m.
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Fig. 9 Cluster quality in LLC with a varying candidate
ralio (broadcast radius r = 40, 60, 80 m).
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Fig. 10 Energy consumptions in LLC with a varying
candidate ratio (broadcast radius r= 40, 60, 80 m).
Best Candidate Ratio In Fig. 6, we observe
that LLC with the 40% candidate ralio produces
almost the same high cluster quality as both
Localized and LLC with the 100% candidate ratio.
This means that LLC with the approximately 40%
candidate ratio is as good as the Localized
protocol (thus saving energy later in the data
transmission phase) while using about three times
less energy in the cluster formation phase (figure
4). This phenomenon can be realized more clearly
with Fig. 9. The cluster quality saturates at
candidate ratio 40-45%, while energy
consumption keeps increasing linearly till
candidate ratio is 100% (Fig 10). That is, the best
candidate ratio is 40-45%, which saves energy
both in the cluster formation phase and data
transmission phase.
Another factor, frequency of cluSler
reconfiguration, needs to be considered in
selecting the best candidate ratio. If the network is
reconfigured very frequently, the LLC protocol
with smaller candidate ratio (such as 5%) is a
better choice to reduce energy consumption in
configuration phase. On the other hand, if the
neLwork needs to be reconfigured seldom, the
LLC protocol with larger candidate ratio such as
45% (increasing above 45% does not increase
cluster quality) is the best choice LO reduce energy
consumption in dam transmission phase. To adapt
with a dynamic environment, candidate ratio can
be dynamically adjusted to minimize the total
energy consumption.
7 Conclusions
The proposed self-configuring protocol, called
Low-energy Localized Clustering (LLC),
generalizes of the Localized and the LEACH
protocols. The ratio of candidates for cluster heads
is the parameter used to control the behavior of
LLC. The main advantage of LLC is that it can be
energy-efficient in cluster configuration phase
while maintaining cluster quality, thus saving
energy in data transmission phase as well.
A number of data aggregation schemes, such
as finding representative data items, and pattern
matching have been proposed to provide an
efficient way of processing data in a sensor
environment.
An energy-efficient Randomized Data
Authentication protocol has been developed.
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