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Abstract
A class of Poisson algebras AP,Qn,Γ considered as a Poisson version of the multiparameter quantized
coordinate rings KP,Qn,Γ of symplectic and Euclidean 2n-spaces is constructed and Poisson structures of
A
P,Q
n,Γ are described. In particular, it is proved that the prime Poisson and Poisson primitive spectra of
A
P,Q
n,Γ are homeomorphic to the prime and primitive spectra of K
P,Q
n,Γ in the case when the multiplicative
subgroup of k× generated by all parameters in KP,Qn,Γ is torsion free and, as a corollary, that the prime and
primitive spectra of KP,Qn,Γ are topological quotients of the prime and maximal spectra of the corresponding
commutative polynomial ring.
© 2008 Elsevier Inc. All rights reserved.
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Introduction
A quantization of a Poisson algebra is a certain associative algebra with multiplication de-
formed by a given Poisson bracket [2, Chapter 6] and thus quantized spaces seem to be naturally
related to their Poisson structures. For instance, Hodges, Levasseur and Toro described in [8] that
the primitive ideals of a multiparameter quantum group Cq,p(G) correspond bijectively to the
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similar result for Oq(M2) in [18]. It is conjectured that the primitive ideals of Cq,p(G) and the
Poisson primitive ideals of its classical coordinate ring O(G) correspond bijectively. Goodearl
and Letzter proved in [7] that the prime and primitive spectra of Oq(kn), the multiparameter
quantized coordinate ring of affine n-space over an algebraically closed field are topological
quotients of the corresponding classical spectra. Moreover Park, Shin and the author showed
in [17] that the prime Poisson and primitive Poisson spectra of the Poisson algebra correspond-
ing to Oq(kn) are topological quotients of the prime and maximal spectra of the corresponding
commutative polynomial ring. Hence it seems that if A is a Poisson algebra which is the coordi-
nate ring of an affine variety V then the Poisson primitive spectrum of A is a topological quotient
of V . This is deeply related to the following conjecture in [1, II.10.12]: Primitive spectra of quan-
tized algebras are topological quotients of the corresponding classical spaces. This conjecture is
known to hold in the cases Oq(SL2), Oq((k×)n) and Oq(kn) in [7] and Oq(sp(k4)) in [9]. One
of the main purposes of this paper is to give a solution of this conjecture for the multiparameter
quantized coordinate rings of symplectic and Euclidean 2n-spaces.
A class of algebras KP,Qn,Γ , constructed by Horton in [10], includes the multiparameter quan-
tized coordinate rings of symplectic and Euclidean 2n-spaces, the graded quantized Weyl alge-
bra, the quantized Heisenberg space, and is similar to a class of iterated skew polynomial rings
constructed by Gómez-Torrecillas and Kaoutit in [3]. The prime and primitive spectra for the
multiparameter quantized coordinate rings of symplectic and Euclidean 2n-spaces were estab-
lished by Gómez-Torrecillas and Kaoutit in [3], by Horton in [10] and by the author in [12].
Here we construct a class of Poisson algebras AP,Qn,Γ , which is considered as a Poisson version
of KP,Qn,Γ , and investigate the Poisson structure of A
P,Q
n,Γ and the structure of its quantized alge-
bra KP,Qn,Γ . In particular, the conjecture [1, II.10.12] is proved, as an application, for KP,Qn,Γ in the
case when the multiplicative subgroup of k× generated by all parameters is torsion free. More
precisely, we prove the following statements:
• The prime Poisson spectrum of AP,Qn,Γ satisfies the Dixmier–Moeglin equivalence.
• The prime Poisson and Poisson primitive spectra of AP,Qn,Γ are topological quotients of the
corresponding classical spaces spec(k[y1, x1, . . . , yn, xn]) and k2n, respectively.
• If the multiplicative subgroup of k× generated by all parameters in KP,Qn,Γ is torsion free
then there is a homeomorphism π between the prime Poisson spectrum of AP,Qn,Γ and the
spectrum of KP,Qn,Γ such that the restriction of π is also a homeomorphism between the
Poisson primitive spectrum of AP,Qn,Γ and the primitive spectrum of K
P,Q
n,Γ .
• The conjecture [1, II.10.12] is proved for KP,Qn,Γ as an application. That is, the prime and
primitive spectra of KP,Qn,Γ are topological quotients of the corresponding classical spaces
in the case when the multiplicative subgroup of k× generated by all parameters in KP,Qn,Γ is
torsion free. In particular, we have that the primitive spectra of Oq(sp(k2n)) and Oq(o(k2n))
are topological quotients of k2n in the case when the parameter q is not a root of unity.
This paper consists of six sections. In the first section we give basic definitions and proper-
ties for AP,Qn,Γ and K
P,Q
n,Γ . In the second section we find a torus Hn acting on A
P,Q
n,Γ as Poisson
automorphisms and characterize all Hn-prime Poisson ideals of AP,Q. As a result we establishn,Γ
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gebras of AP,Qn,Γ (respectively KP,Qn,Γ ) modulo Hn-prime Poisson ideals (respectively Hn-prime
ideals) are subalgebras of group algebras on a free abelian group with finite rank and investigate
k-linear expressions by natural bases. In Section 5 we prove the main result that the Poisson
prime and Poisson primitive spectra of AP,Qn,Γ are homeomorphic to the prime and primitive spec-
tra of KP,Qn,Γ respectively in the case that the multiplicative subgroup of k× generated by all
parameters in KP,Qn,Γ is torsion free. In the final section we prove a technical proposition which is
used to prove the main result in Section 5.
Assume throughout the paper that k denotes an algebraically closed field of characteristic
zero, that all vector spaces are over k and that a Poisson algebra A is always a commutative
k-algebra with k-bilinear map {·,·}, called a Poisson bracket, such that (A, {·,·}) is a Lie algebra
and {·,·} satisfies the Leibniz rule, that is,
{ab, c} = a{b, c} + b{a, c}
for all a, b, c ∈ A.
1. Definitions and basic properties
1.1. Here we review the algebra Kn = KP,Qn,Γ , given in [10, Definition 2.1], which includes
single parameter quantum symplectic and Euclidean 2n-spaces, the graded quantized Weyl alge-
bras and the quantum Heisenberg space. (See [10, §2].)
Definition. Let P,Q ∈ (k×)n such that P = (p1, . . . , pn) and Q = (q1, . . . , qn) where piq−1i is
not a root of unity for each i = 1, . . . , n. Further, let Γ = (γij ) ∈ Mn(k×) be a multiplicatively
skew-symmetric matrix, that is, γji = γ−1ij and γii = 1 for all i, j . Then KP,Qn,Γ is the k-algebra
generated by y1, x1, . . . , yn, xn satisfying the following relations:
yiyj = γij yj yi (all i, j),
xiyj = pjγ−1ij yj xi (i < j),
yixj = q−1i γ−1ij xj yi (i < j),
xixj = qip−1j γij xj xi (i < j),
xiyi = qiyixi +
i−1∑
k=1
(qk − pk)ykxk (all i). (1.1)
We simply write Kn for KP,Qn,Γ unless any confusion arises. Note, by [10, Proposition 3.5],
that Kn is an iterated skew polynomial ring
Kn = k[y1][x1;σ1] · · · [yn; τn][xn;σn, δn]
for suitable σi, τi, δi , hence Kn = k[y1, x1, . . . , yn, xn] as a k-vector space since the standard
monomials of Kn and k[y1, x1, . . . , yn, xn] form k-bases.
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version of the algebra KP,Qn,Γ .
Theorem. Let Γ = (γij ) be a skew-symmetric n× n-matrix with entries in k, that is, γij = −γji
for all i, j = 1, . . . , n. Let P = (p1,p2, . . . , pn) and Q = (q1, q2, . . . , qn) be elements of kn such
that pi = qi for each i = 1, . . . , n. Then the polynomial ring k[y1, x1, . . . , yn, xn] has a Poisson
bracket such that
{yi, yj } = γij yiyj (all i, j),
{xi, yj } = (pj − γij )yj xi (i < j),
{yi, xj } = −(qi + γij )yixj (i < j),
{xi, xj } = (qi − pj + γij )xixj (i < j),
{xi, yi} = qiyixi +
i−1∑
k=1
(qk − pk)ykxk (all i). (1.2)
The Poisson algebra k[y1, x1, . . . , yn, xn] is denoted by AP,Qn,Γ or by An unless any confusion
arises. The readers must observe that the coefficients appearing in the defining relations (1.2) of
A
P,Q
n,Γ are the additive forms of those in (1.1).
Proof. Recall the Poisson polynomial ring given in [14, 1.1]: Let α, δ be k-linear maps on a
Poisson algebra A with Poisson bracket {·,·}A. By [14, 1.1], the polynomial ring A[x] becomes
a Poisson algebra with Poisson bracket satisfying
{a, b} = {a, b}A, {a, x} = α(a)x + δ(a)
for all a, b ∈ A if and only if
• α(ab) = α(a)b+ aα(b) and α({a, b}) = {α(a), b} + {a,α(b)} for all a, b ∈ A. (α is called a
Poisson derivation.)
• δ(ab) = δ(a)b + aδ(b) for all a, b ∈ A. (δ is a derivation.)
• δ({a, b}A)− {δ(a), b}A − {a, δ(b)}A = δ(a)α(b)− α(a)δ(b) for all a, b ∈ A.
In this case, we denote the Poisson algebra A[x] by A[x;α, δ] and if δ = 0 then we simply write
A[x;α] for A[x;α,0].
We will show that An is an iterated Poisson polynomial ring using induction on n. We set a
chain of subalgebras of k[y1, x1, . . . , yn, xn] as follows:
A0 = k, A1 = k[y1, x1], A2 = A1[y2, x2], . . . , An = An−1[yn, xn].
Let us prove the case n = 1. The polynomial ring k[y1] is a Poisson algebra with trivial Poisson
bracket and A1 is the Poisson polynomial ring k[y1][x1;β1] by [14, 1.1], where β1 is the deriva-
tion on k[y1] defined by β1(y1) = −q1y1. Moreover the Poisson bracket in k[y1][x1;β1] satisfies
the case n = 1 of (1.2). Hence the case n = 1 is true.
Assume that j > 1 and that Aj−1 is an iterated Poisson polynomial ring with Poisson
bracket (1.2). Define a derivation αj on Aj−1 such that
αj (yi) = γij yi αj (xi) = (pj − γij )xi (i < j).
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by [14, 1.1]. Define derivations βj , δj on Aj−1[yj ;αj ] such that
βj (yi) = −(qi + γij )yi, βj (xi) = (qi − pj + γij )xi (i < j),
βj (yj ) = −qjyj ,
δj (yi) = 0, δj (xi) = 0 (i < j),
δj (yj ) = −
j∑
k=1
(qk − pk)ykxk.
Then it is checked routinely by using [14, 1.1 and 1.2] that there is a Poisson polynomial ring
Aj−1[yj ;αj ][xj ;βj , δj ] and that the Poisson bracket given in Aj−1[yj ;αj ][xj ;βj , δj ] satis-
fies (1.2). Therefore An is an iterated Poisson algebra
k[y1][x1;β1][y2;α2][x2;β2, δ2] · · · [yn;αn][xn;βn, δn]
with Poisson bracket (1.2). 
1.3. In Kn and An, set
Ω0 = 0,
Ωi =
i∑
k=1
(qk − pk)ykxk (i = 1, . . . , n).
Lemma. (See [10, Lemma 3.1].) In Kn, we have the following:
Ωixj = p−1j xjΩi (1 i < j  n),
Ωixj = q−1j xjΩi (1 j  i  n),
Ωiyj = pjyjΩi (1 i < j  n),
Ωiyj = qjyjΩi (1 j  i  n),
ΩiΩj = ΩjΩi (all i, j), (1.3)
Ωi−1 = xiyi − qiyixi, Ωi = xiyi − piyixi . (1.4)
Thus all Ωi are normal elements of Kn and yi and xi are normal modulo the ideals 〈Ωi〉
and 〈Ωi−1〉.
Let A be a Poisson algebra. A nonzero element a ∈ A is said to be Poisson normal if
{a, b} ∈ aA for all b ∈ A. Note that if a ∈ A is Poisson normal then the ideal 〈a〉 is a Poisson
ideal.
Lemma. In An, we have the following:
{yi,Ωj } = −qiyiΩj , {xi,Ωj } = qixiΩj (i  j),
{yi,Ωj } = −piyiΩj , {xi,Ωj } = pixiΩj (i > j),
{Ωi,Ωj } = 0 (all i, j), (1.5)
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Hence, all Ωi for i  1 are Poisson normal elements of An and yi and xi are Poisson normal
modulo the ideals 〈Ωi〉 and 〈Ωi−1〉.
Proof. (1.5) follows from (1.2) and (1.6) follows immediately from the following equations:
Ωi = (qi − pi)yixi +Ωi−1,
{xi, yi} = qiyixi +Ωi−1. 
1.4. Definition. (See [12, Definition 1.4] and [10, Definition 3.2].) In An and Kn, let
Pn = {Ω1, y1, x1, . . . ,Ωn, yn, xn}.
A subset T of Pn is said to be admissible if it satisfies the conditions:
(i) yi or xi ∈ T ⇔ Ωi and Ωi−1 ∈ T (2 i  n),
(ii) y1 or x1 ∈ T ⇔ Ω1 ∈ T .
1.5. Proposition. For every admissible set T , the ideal 〈T 〉 of An generated by T is a prime
Poisson ideal and 〈T 〉 ∩Pn = T .
Proof. Note that An = An−1[yn, xn]. We proceed by induction on n. If n = 1 then there are
four admissible sets, namely, ∅, {y1,Ω1}, {x1,Ω1} and {y1, x1,Ω1}, which respectively generate
the prime Poisson ideals {0}, 〈y1〉, 〈x1〉 and 〈y1, x1〉. Clearly {0} ∩ P1 = ∅ and 〈y1, x1〉 ∩ P1 =
{y1, x1,Ω1}. Since 〈y1〉 = y1A1, all nonzero elements a of 〈y1〉 have deg(a) 1 as polynomials
in y1. Thus x1 /∈ 〈y1〉. It follows that 〈y1〉 ∩ P1 = {y1,Ω1}. Similarly we have 〈x1〉 ∩ P1 =
{x1,Ω1}.
Suppose now that n > 1 and that, for each k < n, if U is an admissible set of Ak then the
ideal generated by U is a prime Poisson ideal of Ak and 〈U 〉 ∩Pk = U . Given an admissible set
T of An, let T ′ = T ∩ Pn−1. Then T ′ is an admissible set of An−1. The ideal 〈T ′〉 is a prime
Poisson ideal of An−1 and 〈T ′〉 ∩Pn−1 = T ′ by the induction hypothesis. Note that
An/〈T ′〉An = An−1[yn, xn]/〈T ′〉An ∼=
(
An−1/〈T ′〉
)[yn, xn] = B.
Let S = T \T ′ and denote by 〈T 〉 the canonical image of 〈T 〉 in B . It is enough to prove that 〈T 〉
is a prime Poisson ideal of B and
〈T 〉 ∩ {yn, xn,Ωn} = S, 〈T 〉 ∩
(
An−1/〈T ′〉
)= {0}
because, if so, 〈T 〉 ∩ {yn, xn,Ωn} = S and
〈T 〉 ∩Pn−1 = 〈T 〉 ∩An−1 ∩Pn−1 = 〈T ′〉 ∩Pn−1 = T ′.
Note that T is one of the following five sets:
T ′, T ′ ∪ {Ωn}, T ′ ∪ {yn,Ωn}, T ′ ∪ {xn,Ωn}, T ′ ∪ {yn, xn,Ωn}.
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{0} ∩ {yn, xn,Ωn} = ∅, {0} ∩
(
An−1/〈T ′〉
)= {0}.
The case T = T ′ ∪ {Ωn}: Note that Ωn−1 /∈ T ′ and Ωn = (qn − pn)ynxn + Ωn−1. Since
Ωn−1 /∈ 〈T ′〉 the canonical image Ωn−1 in An−1/〈T ′〉 is nonzero and the canonical image
of Ωn in B is (qn − pn)ynxn + Ωn−1, which generates the prime Poisson ideal 〈ynxn +
(qn − pn)−1Ωn−1〉 in B . In B , 〈Ωn〉 = ΩnB and 〈T 〉 = 〈Ωn〉. Thus, for every nonzero element
a ∈ ΩnB , deg(a)  1 as a polynomial in xn. It follows that yn /∈ 〈Ωn〉. Similarly xn /∈ 〈Ωn〉. It
follows that
〈T 〉 ∩ {yn, xn,Ωn} = {Ωn}, 〈T 〉 ∩
(
An−1/〈T ′〉
)= ΩnB ∩ (An−1/〈T ′〉)= {0}.
The case T = T ′ ∪ {yn,Ωn}: Since Ωn−1 ∈ T ′, the canonical image of Ωn in B is
(qn − pn)ynxn and {yn, xn} = −qnynxn in B by (1.6). Hence the ideal 〈T 〉 of B is 〈yn〉 = ynB
which is a prime Poisson ideal of B and, for every nonzero element a ∈ ynB , deg(a)  1 as a
polynomial in yn. It follows that
〈T 〉 ∩ {yn, xn,Ωn} = {yn,Ωn}, 〈T 〉 ∩
(
An−1/〈T ′〉
)= ynB ∩ (An−1/〈T ′〉)= {0}.
The case T = T ′ ∪ {xn,Ωn}: As in the case T = T ′ ∪ {xn,Ωn}, the ideal 〈T 〉 of B is a prime
Poisson ideal of B and
〈T 〉 ∩ {yn, xn,Ωn} = {xn,Ωn}, 〈T 〉 ∩
(
An−1/〈T ′〉
)= {0}.
The case T = T ′ ∪ {yn, xn,Ωn}: Since Ωn−1 ∈ T ′, the canonical image of Ωn in B is
(qn − pn)ynxn and {yn, xn} = −qnynxn in B by (1.6). Hence the ideal 〈T 〉 of B is 〈yn, xn〉
which is a prime Poisson ideal of B and
〈T 〉 ∩ {yn, xn,Ωn} = {yn, xn,Ωn},
〈T 〉 ∩ (An−1/〈T ′〉)= 〈yn, xn〉 ∩ (An−1/〈T ′〉)= {0}. 
1.6. For a Poisson algebra A, we denote by pspecA the set of all prime Poisson ideals of A.
Note that pspecA ⊆ specA.
Proposition.
(a) For every prime Poisson ideal P of An, P ∩Pn is an admissible set.
(b) For an admissible set T of An, let
pspecT An = {P ∈ pspecAn | P ∩Pn = T }.
Then pspecAn is the disjoint union of all pspecT An, that is,
pspecAn =
⊎
T
pspecT An.
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ideal. Conversely, if yi ∈ P or xi ∈ P then Ωi,Ωi−1 ∈ P by (1.6). Hence we have that, for i  2,
Ωi,Ωi−1 ∈ P ∩Pn if and only if yi ∈ P ∩Pn or xi ∈ P ∩Pn, and that Ω1 ∈ P ∩Pn if and only
if y1 ∈ P ∩Pn or x1 ∈ P ∩Pn. It follows that P ∩Pn is admissible.
(b) It follows immediately from (a). 
1.7. Let T be an admissible set of An (respectively Kn). Here we will define a subset
YT ⊆ Pn whose canonical image in An/〈T 〉 (respectively Kn/〈T 〉) generates an Ore set in
An/〈T 〉 (respectively Kn/〈T 〉) and which is useful to prove the fact that there is a homeomor-
phism between the prime Poisson spectrum of An and the spectrum of Kn. In particular, we will
show that the localization of An/〈T 〉 (respectively Kn/〈T 〉) at the multiplicative set generated
by YT is a Poisson algebra ku(Zm) for some antisymmetric bilinear map u which will be given
in 3.2 (respectively a McConnell–Pettit algebra kc(Zm) for some bicharacter c which will be
given in 3.5).
(a) A subset YT of Pn is defined by
YT ∩ {yi, xi,Ωi} =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
{Ωi,yi} (Ωi /∈ T ),
{yi} (Ωi ∈ T ,yi /∈ T ),
{xi} (Ωi ∈ T ,yi ∈ T ,xi /∈ T ),
∅ (Ωi ∈ T ,yi ∈ T ,xi ∈ T )
for each i = 1, . . . , n.
(b) Denote by YT the multiplicative set of An (respectively Kn) generated by YT .
Note that
• T ∩ YT = ∅.
• There does not exist i such that both yi ∈ YT and xi ∈ YT .
• If Ωi ∈ T ,yi /∈ T and xi /∈ T then yi ∈ YT , Ωi /∈ YT and xi /∈ YT .
Lemma. Let T be an admissible set of Kn (respectively An). For a prime ideal (respectively a
prime Poisson ideal) P of Kn (respectively An) containing T ,
P ∩Pn = T ⇔ P ∩ YT = ∅.
Proof. (⇒) If P ∩Pn = T then P ∩ YT = P ∩Pn ∩ YT = T ∩ YT = ∅.
(⇐) Suppose that P ∩Pn = T . There are the following three cases.
(1) The case that there exists i such that Ωi ∈ P and Ωi /∈ T : Since Ωi ∈ YT , we have that
Ωi ∈ P ∩ YT = ∅, a contradiction.
(2) The case that there exists i such that yi ∈ P and yi /∈ T : By (1), we may assume that if
Ωj ∈ P then Ωj ∈ T . Since yi ∈ P , Ωi ∈ P by (1.4) and (1.6) and thus Ωi ∈ T . Hence yi ∈ YT
by the definition of YT . It follows that yi ∈ P ∩ YT = ∅, a contradiction.
(3) The case that there exists i such that xi ∈ P and xi /∈ T : By (1), we may assume that
if Ωj ∈ P then Ωj ∈ T . Since xi ∈ P , Ωi ∈ P and Ωi−1 ∈ P by (1.4) and (1.6). (Recall that
Ω0 = 0.) Hence Ωi ∈ T and Ωi−1 ∈ T , and thus yi ∈ T or xi ∈ T by 1.4. Since xi /∈ T , we
have Ωi ∈ T and yi ∈ T . Therefore we have that xi ∈ P ∩ YT = ∅ by the definition of YT ,
a contradiction. 
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All proofs of this section are modified from those given in [10, §4].
2.1. Let
Hn =
{
(h1, h2, . . . , h2n−1, h2n) ∈
(
k×
)2n ∣∣ h2i−1h2i = h2j−1h2j for all i, j = 1, . . . , n}.
The multiplicative group Hn acts on An as follows:
(h1, h2, . . . , h2n−1, h2n)(f ) = f (h1y1, h2x1, . . . , h2n−1yn,h2nxn)
for all elements f ∈ An. Recall that Hn ∼= (k×)n+1, the n+ 1-torus.
Lemma. The multiplicative group Hn acts rationally on An by Poisson automorphisms.
Proof. Each element of Hn acts on An by a Poisson automorphism by (1.2). Since An has the k-
basis consisting of standard monomials yr11 x
r2
1 · · ·yr2n−1n xr2nn , ri  0, which are Hn-eigenvectors
with rational eigenvalues, Hn acts rationally on An by [1, II.2.7. Theorem]. 
2.2. Let A be a Poisson algebra and let a group H act on A by Poisson automorphisms.
A proper Poisson ideal Q of A is said to be an H -prime Poisson ideal if Q is H -stable such that
whenever I, J are H -stable Poisson ideals of A with IJ ⊆ Q, either I ⊆ Q or J ⊆ Q. A nonzero
Poisson algebra A is said to be H -Poisson simple if 0 and A are the only H -stable Poisson ideals
of A.
For an H -eigenvector a ∈ A and h ∈ H , we denote by ha the eigenvalue of a with respect
to h.
Lemma. Let A be a Poisson algebra and let α be a Poisson derivation on A. Suppose that a
group H acts on A[x±1;α] by Poisson automorphisms so that x is an H -eigenvector and A is
both H -stable and H -Poisson simple, where H acts on A by restriction. Suppose that if b ∈ A is
an H -eigenvector then, for each negative integer i, there exists h ∈ H such that hb = hix . Then
A[x±1;α] is H -Poisson simple.
Proof. Let I be a nonzero proper H -Poisson ideal of A[x±1;α]. Then choose 0 = a ∈ I , of
shortest length with respect to x, say a = akxk + · · · + amxm for some k  m, where ai ∈ A
for each i and ak, am = 0. Since x is a unit and A ∩ I = 0, we may assume that k = 0 and
a = a0 + · · · + amxm, where m> 0 and a0, am = 0.
Set
J = {r ∈ A ∣∣ r + r1x + · · · + rmxm ∈ I for some r1, . . . , rm ∈ A}.
Note that J is a Poisson ideal of A. Since I is H -stable,
h
(
r + r1x + · · · + rmxm
)= h(r)+ h(r1)hxx + · · · + h(rm)hmx xm ∈ I
for h ∈ H and so h(r) ∈ J . Hence J is an H -Poisson ideal of A, and thus either J = 0 or J = A;
by our choice of a, 1 ∈ J . Thus we may assume that a = 1 + a1x + · · · + amxm.
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g−1(a)− a = (cg−1(a1)− a1)x + · · · + (cmg−1(am)− am)xm ∈ I,
where c = (g−1)x , which has length less than a, hence g−1(a) = a and g(ai) = ciai for each i =
1, . . . ,m. In particular, am is an H -eigenvector. Hence there exists h ∈ H such that ham = h−mx
by the hypothesis. Therefore h(ax−m) − h−mx ax−m is a nonzero element of I with length less
than a. It follows that a = 1 ∈ I , a contradiction. As a result, A[x±1;α] is H -Poisson simple. 
2.3. Lemma. Let B = A[y;α][x;β], where A is a prime Poisson algebra such that β(A) ⊆ A
and β(y) = cy for some c ∈ k, and let H be a group of Poisson automorphisms on B such that
A is H -stable and y, x are H -eigenvectors. Suppose that the following conditions hold:
• A is H -Poisson simple.
• If a ∈ A is an H -eigenvector then, for each negative integer i, there exists h ∈ H such that
ha = hiy .
• If b ∈ A[y±1;α] is an H -eigenvector then, for each negative integer i, there exists h ∈ H
such that hb = hix .
Then
(a) B[y−1][x−1],B/〈y, x〉, (B/〈y〉)[x−1], and (B/〈x〉)[y−1] are H -Poisson simple.
(b) B has only four H -prime Poisson ideals {0}, 〈y〉, 〈x〉, 〈y, x〉.
Proof. (a) Note that
B
[
y−1
]= A[y±1;α][x;β], B[y−1][x−1]= A[y±1;α][x±1;β].
By 2.2, A[y±1;α] is H -Poisson simple. Now apply 2.2 a second time to obtain that
B[y−1][x−1] = A[y±1;α][x±1;β] is H -Poisson simple.
Since B/〈y, x〉 ∼=H A, it follows that B/〈y, x〉 is H -Poisson simple. Next, the Poisson algebra
(B/〈y〉)[x−1] ∼=H A[x±1;β] is H -Poisson simple by 2.2. As shown in the previous paragraph,
(B/〈x〉)[y−1] ∼=H A[y±1;α] is H -Poisson simple.
(b) Clearly, 0, 〈y〉, 〈x〉, 〈y, x〉 are all H -prime Poisson ideals. Suppose that P is a nonzero H -
prime Poisson ideal of B . The extended ideal P e = PB[y−1][x−1] contains the multiplicative
identity because B[y−1][x−1] is H -Poisson simple. Thus, yixj ∈ P for some i, j and thus P
contains y or x since 〈y〉 and 〈x〉 are H -Poisson ideals. If x ∈ P then P/〈x〉 is an H -prime
Poisson ideal of B/〈x〉, and thus P = 〈x〉 or P = 〈x, y〉 since (B/〈x〉)[y−1] and A = B/〈y, x〉
are H -Poisson simple. Analogously, if P contains y then P = 〈y〉 or P = 〈x, y〉. As a result, B
has only four H -prime Poisson ideals {0}, 〈y〉, 〈x〉, 〈y, x〉. 
2.4. Let A be a Poisson algebra, c ∈ k, u ∈ A and α,β Poisson derivations on A such that
αβ = βα, {a,u} = (α + β)(a)u
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Poisson bracket such that
{a, y} = α(a)y, {a, x} = β(a)x, {y, x} = cyx + u
for all a ∈ A. Such Poisson algebra A[y, x] is denoted by (A;α,β, c,u).
By [14, Proof of 1.3], (A;α,β, c,u) can be presented as A[y;α][x;β ′, δ], where β ′ is the
extension of β to A[y;α] determined by β ′(y) = cy and δ = u d
dy
.
Lemma. Let B = (A;α,β, c,u) = A[y;α][x;β ′, δ]. Assume in addition that A is a prime Pois-
son algebra, α(u) = du, β(u) = −du for some d ∈ k with c + d = 0 and 0 = δ(y) = u ∈ A is
Poisson normal in B . Set z = (c + d)yx + δ(y). Let H be a group of Poisson automorphisms
on B such that A is H -stable and y, x and z are H -eigenvectors. Suppose that the following
conditions hold:
• A is H -Poisson simple.
• If a ∈ A is an H -eigenvector then, for each negative integer i, there exists h ∈ H such that
ha = hiy .
• If b ∈ A[y±1;α] is an H -eigenvector then, for each negative integer i, there exists h ∈ H
such that hb = hiy−1z.
Then
(a) δ(y) is invertible in B .
(b) No proper H -stable Poisson ideal of B contains a power of y.
(c) B[y−1][z−1], B[z−1] and B/〈z〉 are H -Poisson simple.
(d) The only H -prime Poisson ideals of B are 〈0〉 and 〈z〉.
Proof. (a) Since δ(y) = {y, x} − cyx is H -eigenvector and Poisson normal, 〈δ(y)〉 is an H -
stable Poisson ideal of B . Thus I = 〈δ(y)〉 ∩ A is a nonzero H -stable Poisson ideal of A, and
hence 1 ∈ I since A is H -Poisson simple. In particular, 1 ∈ 〈δ(y)〉 and so δ(y)B = 〈δ(y)〉 = B .
Consequently, δ(y) is invertible in B .
(b) Suppose that P is a proper H -Poisson ideal of B such that yj ∈ P for some j > 0.
Whenever yj ∈ P for some j > 0, we have that
jyj−1δ(y) = δ(yj )= {yj , x}− β ′(yj )x = {yj , x}− jcyjx ∈ P,
and hence yj−1 ∈ P since δ(y) is invertible in B by (a). Repeated applications of the above
argument guarantee that y0 ∈ P , a contradiction.
(c) Note that y−1z is an H -eigenvector, B[y−1] = A[y±1;α][y−1z;β ′] since
{
a, y−1z
}= β(a)y−1z, {y, y−1z}= β ′(y)y−1z, y−1z − y−1δ(y) = (c + d)x
for a ∈ A, and that
B
[
y−1
][
z−1
]= A[y±1;α][(y−1z)±1;β ′].
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B[y−1][z−1] is H -Poisson simple.
Let P be an H -prime Poisson ideal of B[z−1]. Then P is induced from an H -prime Poisson
ideal Pˇ of B disjoint from {zj | j = 0,1, . . .}. By (b), Pˇ is disjoint from the multiplicative set
generated by y and z. Hence the extension Pˇ e to B[y−1][z−1] is an H -prime Poisson ideal. Since
B[y−1][z−1] is H -Poisson simple, Pˇ e = 0, and so Pˇ = 0, so P = 0. Thus B[z−1] contains no
nonzero H -prime Poisson ideals.
If I is a proper H -Poisson ideal of B[z−1], choose a maximal ideal M containing I . Then
the sum P of Poisson ideals contained in M is a prime Poisson ideal containing I by [13, 1.4].
Set Q = (P : H) the largest H -stable Poisson ideal contained in P . If J and K are H -stable
Poisson ideals such that JK ⊆ Q then either J ⊆ P or K ⊆ P , and thus either J ⊆ Q or K ⊆ Q.
It follows that Q is an H -prime Poisson ideal such that I ⊆ Q ⊆ P . Since B[z−1] does not have
a nonzero H -prime Poisson ideal, we have that I = Q = 0. Hence, B[z−1] is H -Poisson simple.
Note that 〈z〉 is a Poisson ideal of B since z is Poisson normal, and zB[y−1] is also a Poisson
ideal of B[y−1]. Observe that
(
B/〈z〉)[y−1]∼=H B[y−1]/(zB[y−1])
= A[y±1;α][y−1z;β ′]/(zA[y±1;α][y−1z;β ′])
∼=H A
[
y±1;α].
Thus (B/〈z〉)[y−1] is H -Poisson simple by 2.2. For b ∈ B , denote by b the canonical homomor-
phic image of b in B/〈z〉. Since yx = −(c + d)−1δ(y) and δ(y) is invertible in A by (a), y is
invertible in B/〈z〉, and thus B/〈z〉 = (B/〈z〉)[y−1] is H -Poisson simple.
(d) Clearly 〈0〉 is an H -prime Poisson ideal of B since B is a prime Poisson algebra. Further,
〈z〉 is H -stable and Poisson since z is an H -eigenvector and Poisson normal in B and it is prime
because B/〈z〉 ∼= A[y±1;α], as shown in the previous paragraph. Now, let P be an H -prime
Poisson ideal of B . If P contains no zi then P extends to an H -prime Poisson ideal Pˇ of B[z−1].
Since B[z−1] is H -Poisson simple by (c), Pˇ = 0, and so P = 0. Assume that P contains some zi .
Then z ∈ P and thus P = 〈z〉 since B/〈z〉 is H -Poisson simple by (c). Thus 〈0〉 and 〈z〉 are the
only H -prime Poisson ideals of B . 
2.5. Note that An is an iterated Poisson polynomial ring
k[y1][x1;β1][y2;α2][x2;β2, δ2] · · · [yn;αn][xn;βn, δn]
as shown in the proof of 1.2.
Theorem. For an admissible set T , (An/〈T 〉)[Y−1T ] is Hn-Poisson simple.
Proof. We proceed by induction on n. Let n = 1. Note that A1 = k[y1][x1, β1], where β1(y1) =
−q1y1, and that H1 contains all elements of the forms (1, γ ), (γ,1), γ ∈ k×. There are four
possible cases for T :
∅, {y1,Ω1}, {x1,Ω1}, {y1, x1,Ω1}.
Hence (A1/〈T 〉)[Y−1] is one of the formsT
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[
y−11
][
Ω−11
]= A1[y−11 ][x−11 ], (A1/〈y1〉)[x−11 ], (A1/〈x1〉)[y−11 ], A1/〈y1, x1〉.
Applying 2.3, (A1/〈T 〉)[Y−1T ] is H1-Poisson simple.
Suppose that n > 1 and the theorem is true for the case n− 1. Note that
An = An−1[yn;αn][xn;βn, δn] = (An−1;αn,βn,−qn,−Ωn−1),
αn(−Ωn−1) = pn(−Ωn−1), βn(−Ωn−1) = −pn(−Ωn−1)
by (1.2) and the proof of 1.2. Given an admissible set T of An, set T ′ = T ∩ Pn−1 and let I be
the ideal of An−1 generated by T ′. Then, since I is {αn,βn, δn}-stable, we have the following
Hn-equivalence:
An/IAn ∼=Hn (An−1/I)[yn;αn][xn;βn, δn],
where δn = 0 if Ωn−1 ∈ T ′, and thus we have
(An/IAn)
[Y−1
T ′
]∼=Hn (An−1/I)[Y−1T ′ ][yn;αn][xn;βn, δn].
Set A = (An−1/I)[Y−1T ′ ] and S = T \ T ′. Then A is Hn−1-Poisson simple by the induction
hypothesis. Now we have 〈T 〉 = IAn + 〈S〉 and
An/〈T 〉 ∼=Hn (An/IAn)/
(〈T 〉/IAn),(
An/〈T 〉
)[Y−1
T ′
]∼=Hn A[yn;αn][xn;βn, δn]/〈S〉.
Let Y be the multiplicative set generated by YT \ (YT ′ ∩Pn−1). Then(
An/〈T 〉
)[Y−1T ]= (An/〈T 〉)[Y−1T ′ ][Y−1]
∼=Hn
(
A[yn;αn][xn;βn, δn]/〈S〉
)[Y−1].
In order to apply 2.3 and 2.4, we will define the necessary elements of Hn. Set
fγ =
(
1,1, . . . ,1,1, γ, γ−1
)
, gγ = (1, γ,1, γ, . . . ,1, γ ) ∈ Hn, γ ∈ k×.
Note that (−qn + pn)ynxn − Ωn−1 = −Ωn, qn − pn = 0 as defined in 1.2 and that yn, xn,Ωn
are Hn-eigenvectors. Let a ∈ An−1 be an Hn-eigenvector. Then there exists γ ∈ k× such that
1 = (fγ )a = (fγ )iyn = γ i for each negative integer i. Suppose that b ∈ An−1[y±1n ] is an Hn-
eigenvector. Then (gγ )b is a nonnegative power of γ , while (gγ )y−1n Ωn = γ , so if γ is not a root of
unity then (gγ )b = (gγ )i
y−1n Ωn
for each negative integer i. Hence An = An−1[yn;αn][xn;βn, δn]
satisfies the conditions in 2.3 and 2.4.
There are five possible cases for S:
∅, {Ωn}, {yn,Ωn}, {xn,Ωn}, {yn, xn,Ωn}.
If S = ∅ then 〈S〉 = 0, and if Ωn−1 ∈ T ′, then Y is generated by yn and Ωn, and xn = (qn −
pn)
−1y−1Ωn, so thatn
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)[Y−1T ]∼=Hn (A[yn;αn][xn;βn, δn]/〈S〉)[Y−1]
= (A[yn;αn][xn;βn])[y−1n ][x−1n ]
= A[y±1n ;αn][x±1n ;βn]
since δn = 0. Applying 2.3 yields that (An/〈T 〉)[Y−1T ] is Hn-Poisson simple. If Ωn−1 /∈ T ′ then
Y is generated by yn and Ωn and
(
An/〈T 〉
)[Y−1T ]∼=Hn A[yn;αn][xn;βn, δn][y−1n ][Ω−1n ].
Thus (An/〈T 〉)[Y−1T ] is also Hn-Poisson simple by 2.4.
If S = {Ωn} then Ωn−1 /∈ T ′ and Y is generated by yn, and so
(
An/〈T 〉
)[Y−1T ]∼=Hn (A[yn;αn][xn;βn, δn]/〈Ωn〉)[y−1n ]
is Hn-Poisson simple by 2.4.
If S = {yn,Ωn}, then 〈S〉 = 〈yn〉 in A[yn;αn][xn;βn, δn] since Ωn−1 = 0, and Y is generated
by xn. Further δn = 0 since Ωn−1 ∈ T ′ and
(
An/〈T 〉
)[Y−1T ]∼=Hn (A[yn;αn][xn;βn, δn]/〈S〉)[x−1n ]
= (A[yn;αn][xn;βn]/〈yn〉)[x−1n ]
is Hn-Poisson simple by 2.3.
If S = {xn,Ωn} then 〈S〉 = 〈xn〉 in A[yn;αn][xn;βn, δn] and Y is generated by yn. Moreover
δn = 0 and
(
An/〈T 〉
)[Y−1T ]∼=Hn (A[yn;αn][xn;βn, δn]/〈S〉)[y−1n ]
= (A[yn;αn][xn;βn]/〈xn〉)[y−1n ]
is Hn-Poisson simple by 2.3.
Finally, if S = {yn, xn,Ωn} then Ωn−1 ∈ T ′ and Y = {1}, and so
(
An/〈T 〉
)[Y−1T ]∼=Hn (A[yn;αn][xn;βn])/〈yn, xn〉
is Hn-Poisson simple by 2.3. Therefore we conclude that (An/〈T 〉)[Y−1T ] is Hn-Poisson simple
for every admissible set T . 
2.6. The following corollary is already known by [15, 2.2 and 2.4]. Here we give a different
proof from that given in [15].
Corollary. The set of Hn-prime Poisson ideals of An is the set of ideals generated by admissible
sets.
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Poisson ideal by 1.5.
Conversely, let P be an Hn-prime Poisson ideal of An and let T = P ∩ Pn. Then T is an
admissible set by 1.6 and P/〈T 〉 is an Hn-prime Poisson ideal of An/〈T 〉. By 1.7, YT ∩ P = ∅,
and hence YT ∩ (P/〈T 〉) = ∅. Recalling that YT is the multiplicative set generated by YT ,
we have that YT ∩ (P/〈T 〉) = ∅. Hence (P/〈T 〉)[Y−1T ] is an Hn-prime Poisson ideal of
(An/〈T 〉)[Y−1T ], and so (P/〈T 〉)[Y−1T ] = 0 since (An/〈T 〉)[Y−1T ] is Hn-Poisson simple by 2.5.
Therefore, P/〈T 〉 = 0, so P = 〈T 〉. 
2.7. We recall [13, Theorem 2.4 and preceding comment]: A Poisson k-algebra A is said to
satisfy the Dixmier–Moeglin equivalence if the following conditions are equivalent: For a prime
Poisson ideal P of A,
(i) P is Poisson primitive (i.e., there exists a maximal ideal M of A such that P is the largest
Poisson ideal contained in M).
(ii) P is rational (i.e., the Poisson center of the quotient field of A/P is equal to k).
(iii) P is locally closed (i.e., the intersection of all prime Poisson ideals properly containing P
is strictly larger than P ).
We denote by pprimA the set of all Poisson primitive ideals of A. Note that pprimA ⊆
pspecA ⊆ specA by [13, Lemma 1.3]. Equip specA with Zariski topology and pspecA and
pprimA with relative topologies induced from specA.
Let I be an ideal of a Poisson algebra A. Denote by Vp(I ) the set of all prime Poisson ideals
of A containing I . That is,
Vp(I ) = V(I )∩ pspecA.
As in the spectrum of an algebra, the closed sets of pspecA are exactly the sets Vp(I ) for semi-
prime Poisson ideals I of A.
Theorem.
(a) An satisfies the Dixmier–Moeglin equivalence. More precisely,
pprimAn = {locally closed prime Poisson ideals}
= {rational prime Poisson ideals}
=
⋃
T admissible
{maximal elements of pspecT An}.
(b) pspecAn and pprimAn are topological quotients of specAn and maxAn, respectively.
Proof. It follows from 2.1, 2.6 and [5, Theorems 4.1, 4.3] since the number of admissible sets is
finite. 
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Let T be an admissible set of Pn. Hereafter we denote by
An/〈T 〉 = AT , Kn/〈T 〉 = KT .
3.1. We set Λ = Zn, the free abelian group with finite rank n and let u :Λ × Λ → k be an
antisymmetric biadditive map, that is,
u(α,β) = −u(β,α), u(α,β + β ′) = u(α,β)+ u(α,β ′),
for α,β,β ′ ∈ Λ. Then the group algebra k(Λ) becomes a Poisson algebra with Poisson bracket
{tα, tβ} = u(α,β)tα+β.
This Poisson algebra is denoted by ku(Λ). (See [13, §2].) Denote the standard basis for Λ by i ,
i = 1, . . . , n. Note that the n×n-matrix (u(i, j )) is a skew-symmetric matrix with entries in k.
Conversely, if a skew-symmetric n × n-matrix r = (rij ) with entries in k is given then there
exists an antisymmetric biadditive map u :Λ×Λ → k defined by u(i, j ) = rij . Therefore there
exists a Poisson algebra ku(Λ) associated to r = (rij ).
Denoting xi = ti , i = 1, . . . , n, the group algebra k(Λ) is equal to the Laurent polynomial
ring k[x±11 , . . . , x±1n ]. Hence a Poisson algebra ku(Λ) is a Laurent polynomial ring with Poisson
bracket determined by the skew-symmetric matrix associated to u.
Given a Poisson algebra A,
Zp(A) =
{
a ∈ A ∣∣ {a, b} = 0 for all b ∈ A}
is said to be the Poisson center of A.
Lemma. Denote
S = {α ∈ Λ ∣∣ u(α,β) = 0 for all β ∈ Λ}.
(a) The set S is a subgroup of Λ.
(b) The Poisson center Zp(ku(Λ)) is equal to the group algebra k(S) and ku(Λ) is a free
Zp(ku(Λ))-module with basis tβ , where β are elements of a transversal for S in Λ. Fur-
ther, every Poisson ideal J of ku(Λ) is spanned by f tβ , f ∈ J ∩ Zp(ku(Λ)), β an element
of a transversal for S in Λ.
Proof. It was already proved in the case k = C in [18, 1.2], and that proof works without any
change for arbitrary k. 
Here we notice a class of derivations on ku(Λ) which was used in the proof of [18, 1.2]. It
will be used later: For each α ∈ Λ, the k-linear map
ψα : ku(Λ) → ku(Λ), ψα(tβ) = u(α,β)tβ = {tα, tβ}t−α (3.1)
is a derivation clearly.
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indices from YT ) of the following matrix determined by the Poisson bracket of AT given in (1.2)
and (1.5):
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y1 Ω1 x1 y2 Ω2 x2 · · · yn Ωn xn
y1 0 −q1 ∗ γ12 −q1 −(q1 + γ12) · · · γ1n −q1 −(q1 + γ1n)
Ω1 q1 0 −q1 p2 0 −p2 · · · pn 0 −pn
x1 ∗ q1 0 p2 − γ12 q1 q1 − p2 + γ12 · · · pn − γ1n q1 q1 − pn + γ1n
y2 −γ12 −p2 −(p2 − γ12) 0 −q2 ∗ · · · γ2n −q2 −(q2 + γ2n)
Ω2 q1 0 −q1 q2 0 −q2 · · · pn 0 −pn
x2 q1 + γ12 p2 −(q1 − p2 + γ12) ∗ q2 0 · · · pn − γ2n q2 q2 − pn + γ2n
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
.
.
.
yn −γ1n −pn −(pn − γ1n) −γ2n −pn −(pn − γ2n) · · · 0 −qn ∗
Ωn q1 0 −q1 q2 0 −q2 · · · qn 0 −qn
xn q1 + γ1n pn −(q1 − pn + γ1n) q2 + γ2n pn −(q2 − pn + γ2n) · · · ∗ qn 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(3.2)
(Note that there does not exist i such that both yi ∈ YT and xi ∈ YT by 1.7 and that rT is a skew-
symmetric |YT | × |YT |-matrix, where |YT | is the number of elements in YT .) Let ΛT be a free
abelian group with a basis corresponding to the elements of YT . Then AT [Y−1T ] can be presented
as the Poisson algebra kuT (ΛT ), where uT is the antisymmetric biadditive map associated to rT .
Note that the canonical map from AT into AT [Y−1T ] is injective since AT is an integral domain
by 1.5.
Proof. By 3.1, it is enough to prove that AT [Y−1T ] is canonically isomorphic to the Laurent
polynomial ring k[z±1 | z ∈ YT ] with Poisson bracket associated to rT . We proceed by induction
on n.
For the case n = 1, AT [Y−1T ] is one of the following four cases as in the first paragraph of the
proof of 2.5:
T = ∅: A1
[
y−11
][
Ω−11
]= A1[y−11 ][x−11 ]= k[y±11 ][Ω±11 ](
since (q1 − p1)x1 = y−11 Ω1
)
,
T = {y1,Ω1}:
(
A1/〈y1〉
)[
x−11
]∼= k[x±11 ],
T = {x1,Ω1}:
(
A1/〈x1〉
)[
y−11
]∼= k[y±11 ],
T = {y1, x1,Ω1}: A1/〈y1, x1〉 ∼= k.
Suppose that n > 1 and that AT [Y−1T ] can be presented as the Laurent polynomial ring k[z±1 |
z ∈ YT ] for the case n − 1. Now we use the notations used in the proof of 2.5 and set U =
YT ∩ {yn, xn,Ωn}. Now we have already shown
AT
[Y−1T ]∼= (A[yn;αn][xn;βn, δn]/〈S〉)[Y−1]
in the proof of 2.5, where YT = YT ′ ∪ U , Y is the multiplicative set generated by U and A is
canonically isomorphic to the Laurent polynomial ring k[z±1: z ∈ YT ′ ] by the induction hypoth-
esis. As shown in the proof of 2.5, there are five possible cases for S:
∅, {Ωn}, {yn,Ωn}, {xn,Ωn}, {yn, xn,Ωn}.
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proof of 2.5 since xn = (qn − pn)−1y−1n (Ωn −Ωn−1).
• S = {Ωn}: U = {yn} and (An/〈T 〉)[Y−1T ] ∼= (A[yn;αn][xn;βn, δn]/〈Ωn〉)[y−1n ] ∼= A[y±1n ]
by the proof of 2.5 since xn = (qn − pn)−1yn−1(Ωn −Ωn−1).
• S = {yn,Ωn}: U = {xn} and (An/〈T 〉)[Y−1T ] ∼= (A[yn;αn][xn;βn, δn]/〈yn〉)[x−1n ] ∼= A[x±1n ]
by the proof of 2.5.
• S = {xn,Ωn}: U = {yn} and (An/〈T 〉)[Y−1T ] ∼= (A[yn;αn][xn;βn, δn]/〈xn〉)[y−1n ] ∼= A[y±1n ]
by the proof of 2.5.
• S = {yn, xn,Ωn}: U = ∅ and (An/〈T 〉)[Y−1T ] ∼= (A[yn;αn][xn;βn, δn])/〈yn, xn〉 ∼= A by the
proof of 2.5.
Hence AT [Y−1T ] can be presented as the Laurent polynomial ring k[z±1: z ∈ YT ] since the
above isomorphisms are canonical. This completes the proof. 
3.3. Corollary. There exists a one to one correspondence preserving inclusion between
pspecT An and pspecAT [Y−1T ].
Proof. There exists a natural bijection preserving inclusion between the set of all prime Poisson
ideals P of An such that T ⊆ P and P ∩YT = ∅ and the set pspecAT [Y−1T ]. Since pspecT An is
the set of all prime Poisson ideals P of An such that T ⊆ P and P ∩YT = ∅ by 1.7, it completes
the proof. 
3.4. For a free abelian group Λ with finite rank n, let c :Λ × Λ → k× be an antisymmetric
bicharacter on Λ, that is,
c(α,α) = 1, c(α,β) = c(β,α)−1, c(α,β + β ′) = c(α,β)c(α,β ′)
for α,β,β ′ ∈ Λ. Since c is a 2-cocycle, we have an associative algebra kc(Λ) with basis {tα |
α ∈ Λ} such that
tαtβ = c(α,β)tα+β
for α,β ∈ Λ. Denote the standard basis for Λ by i, i = 1, . . . , n. Note that the n × n-matrix
(c(i, j )) is a multiplicatively skew-symmetric matrix with entries in k×. (See [7, 3.1 and 3.2].)
Conversely, if a multiplicatively skew-symmetric n× n-matrix s = (sij ) with entries in k× is
given then there exists an antisymmetric bicharacter c : Λ× Λ → k× defined by c(i, j ) = sij .
Therefore there exists an algebra kc(Λ) associated to s = (sij ).
Denoting xi = ti , i = 1, . . . , n, the algebra kc(Λ) is the McConnell–Pettit algebra generated
by x±11 , . . . , x±1n subject to the relations
xixj = c(i, j )2xjxi .
3.5. Lemma. Let the multiplicative subgroup of k× generated by all parameters qi , pi , γij in Kn
be torsion free, T an admissible set of Kn and sT = (sij ) a multiplicatively skew-symmetric
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following matrix determined by the defining rules in KT given in (1.1) and (1.3):
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y1 Ω1 x1 y2 Ω2 x2 · · · yn Ωn xn
y1 1 q−11 ∗ γ12 q−11 q−11 γ−112 · · · γ1n q−11 q−11 γ−11n
Ω1 q1 1 q−11 p2 1 p
−1
2 · · · pn 1 p−1n
x1 ∗ q1 1 p2γ−112 q1 q1p−12 γ12 · · · pnγ−11n q1 q1p−1n γ1n
y2 γ
−1
12 p
−1
2 p
−1
2 γ12 1 q
−1
2 ∗ · · · γ2n q−12 q−12 γ−12n
Ω2 q1 1 q−11 q2 1 q
−1
2 · · · pn 1 p−1n
x2 q1γ12 p2 q
−1
1 p2γ
−1
12 ∗ q2 1 · · · pnγ−12n q2 q2p−1n γ2n
...
...
...
...
...
...
...
. . .
...
...
...
yn γ
−1
1n p
−1
n p
−1
n γ1n γ
−1
2n p
−1
n p
−1
n γ2n · · · 1 q−1n ∗
Ωn q1 1 q−11 q2 1 q
−1
2 · · · qn 1 q−1n
xn q1γ1n pn q
−1
1 pnγ
−1
1n q2γ2n pn q
−1
2 pnγ
−1
2n · · · ∗ qn 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(3.3)
(Note that there does not exist i such that both yi ∈ YT and xi ∈ YT by 1.7 and that sT is a
multiplicatively skew-symmetric |YT |×|YT |-matrix, where |YT | is the number of elements in YT .)
Let ΛT be a free abelian group with a basis corresponding to the elements of YT . Then KT [Y−1T ]
can be presented as the algebra kcT (ΛT ), where cT is the antisymmetric bicharacter associated
to sT .
Note that, for any admissible set T , each entry of the matrix given in (3.2) is the additive form
of the corresponding entry of the matrix given in (3.3) and that the canonical map from KT into
KT [Y−1T ] is injective since 〈T 〉 is a completely prime ideal by [10, Theorem 3.8].
Proof. Note that 〈T 〉 ∩ YT = ∅ by 1.7 and [10, Theorem 3.8]. By [4, Lemma 1.4] and [10, the
proof of Proposition 3.5], YT is a denominator set of KT . It is enough to show that KT [Y−1T ] is
isomorphic to the McConnell–Pettit algebra k[z±1 | z ∈ YT ] with commuting relation determined
by the multiplicatively skew-symmetric matrix (s2ij ) by 3.4 and [7, Lemma in 4.2]. Note that Kn
is an iterated skew polynomial ring
Kn = k[y1][x1;β1][y2, α2][x2;β2, δ2] · · · [yn;αn][xn;βn, δn]
for suitable maps αi,βi, δi by [10, 3.5]. We proceed by induction on n.
If n = 1 then we have the following four cases:
T = ∅: K1
[
y−11
][
Ω−11
]= k[y1][x1][y−11 ][Ω−11 ]= k[y±11 ][Ω±11 ](
since (q1 − p1)x1 = y−11 Ω1
)
,
T = {y1,Ω1}:
(
K1/〈y1〉
)[
x−11
]∼= k[x±11 ],
T = {x1,Ω1}:
(
K1/〈x1〉
)[
y−11
]∼= k[y±11 ],
T = {y1, x1,Ω1}: K1/〈y1, x1〉 ∼= k.
Hence our claim is proved for the case n = 1.
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z ∈ YT ] for all k < n. As in the proof of 2.5, set
T ′ = T ∩Pn−1, S = T ∩ {yn, xn,Ωn}, U = YT ∩ {yn, xn,Ωn},
Y the multiplicative set generated by U,
I the ideal of Kn−1 generated by T ′,
A = (Kn−1/I)
[Y−1
T ′
]
.
Then T = T ′ ∪ S, YT = YT ′ ∪ U and A is isomorphic to the McConnell–Pettit algebra
k[z± | z ∈ YT ′ ] by the induction hypothesis. Mimicking the second paragraph of the proof of 2.5,
we have the canonical isomorphism
KT
[Y−1T ]∼= (A[yn;αn][xn;βn, δn]/〈S〉)[Y−1].
Now there are five possible cases for S:
∅, {Ωn}, {yn,Ωn}, {xn,Ωn}, {yn, xn,Ωn}.
For each case for S, we have that KT [Y−1T ] is canonically isomorphic to the McConnell–Pettit
algebra k[z±1 | z ∈ YT ] with commuting relation determined by the multiplicatively skew-
symmetric matrix (s2ij ) by mimicking the proof of 2.5 and the proof of 3.2. 
3.6. Corollary. There exists a one to one correspondence preserving inclusion between specT Kn
and specKT [Y−1T ], where
specT Kn = {P ∈ specKn | P ∩Pn = T }.
Proof. Copy the proof of 3.3. 
3.7. We define an order on the generators of Kn by
y1 < x1 < y2 < x2 < · · · < yn < xn
and give the degree lexicographic order on the set of all monomials z1z2 · · · zr of the generators
y1, x1, y2, x2, . . . , yn, xn. That is,
z1z2 · · · zr ≺ w1w2 · · ·ws
⇐⇒ r < s or r = s, zr = wr, . . . , zi+1 = wi+1 and zi < wi for some i.
Note that the degree lexicographic order ≺ is a well ordered relation and a monomial order on
the set of all monomials, that is, for any monomials X and Y with X ≺ Y , we have aXb ≺ aYb
for monomials a, b.
Proposition. For each admissible set T , AT and KT have a k-basis BT consisting of the canon-
ical images of yr1xu1 · · ·yrnn xunn such that for each i = 1, . . . , n,1 1
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(b) if Ωi ∈ T , yi /∈ T , xi /∈ T then ri  0, ui  0 and riui = 0,
(c) if Ωi ∈ T , yi ∈ T , xi /∈ T then ri = 0 and ui  0,
(d) if Ωi ∈ T , yi /∈ T , xi ∈ T then ri  0 and ui = 0,
(e) if Ωi ∈ T , yi ∈ T , xi ∈ T then ri = 0 and ui = 0.
In particular, the underlying vector space of AT may be identified with that of KT by identifying
the above bases.
Proof. The case for AT follows immediately from [15, Lemma (b) in 1.5]. The case for KT will
be proved by using Gröbner–Shirshov basis theory in [11, §1] and [16, §1] and hence readers
must refer to [11, §1] and [16, §1] for further background and terminologies.
Let Ω ′i = (qi − pi)−1Ωi for each i = 1, . . . , n. For an admissible set T , let T ′ denote the
set of monic polynomials for which all Ωi in T are replaced by Ω ′i . Note that 〈T 〉 = 〈T ′〉. Let
us show that the elements of T ′ are closed under composition in Kn. If {yi,Ωi, xi} ∩ T = ∅ or
{yi,Ωi, xi} ∩ T = {Ωi} for each i then there are no compositions in T ′ and if {yi,Ωi, xi} ∩ T =
{yi,Ωi}, {yi,Ωi, xi} ∩ T = {xi,Ωi} or {yi,Ωi, xi} ∩ T = {yi,Ωi, xi} then there are only two
possible compositions in the elements of T ′ under the monomial order ≺:
(
yi,Ω
′
i
)
yixi
,
(
xi,Ω
′
i
)
yixi
,
where, for p,q ∈ T ′, w is the leading monomial of q and apb for some monomials a, b and
(p, q)w = q − apb. Since if yi ∈ T or xi ∈ T then Ωi−1 ∈ T , T ′ is closed under composition
clearly. Hence the conclusion follows immediately from [16, Theorem 1.5] since the set of all
standard monomials yr11 x
u1
1 y
r2
2 x
u2
2 · · ·yrnn xunn , ri , ui  0, forms a k-basis of Kn. 
4. Expression by tα , α ∈ΛT
4.1. Let P,Q,Γ be as given in 1.1 and let G be the multiplicative subgroup of k× generated
by all parameters pi , qj , γij . Then, by [17, Lemma 2.4], there exists a group homomorphism
ϕ :G → k such that the induced homomorphism from the torsion free quotient of G is injective.
Since each piq−1i is not a root of unity, we have ϕ(pi) = ϕ(qi) for i = 1,2, . . . , n. Set
ϕ(P ) = (ϕ(p1), . . . , ϕ(pn)),
ϕ(Q) = (ϕ(q1), . . . , ϕ(qn)),
ϕ(Γ ) = (ϕ(γij )).
Note that ϕ(Γ ) is a skew-symmetric n × n-matrix with entries in k since Γ is a multiplica-
tively skew-symmetric n×n-matrix. Hence the Poisson algebra Aϕ(P ),ϕ(Q)
n,ϕ(Γ )
is constructed by 1.2.
Moreover, for each admissible set T , (KP,Qn,Γ /〈T 〉)[Y−1T ] and (Aϕ(P ),ϕ(Q)n,ϕ(Γ ) /〈T 〉)[Y−1T ] are identi-
fied with kcT (ΛT ) and kuT (ΛT ) respectively, where
uT = 2ϕ ◦ cT ,
by 3.2 and 3.5.
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Kn = KP,Qn,Γ , An = Aϕ(P ),ϕ(Q)n,ϕ(Γ )
and assume that the subgroup of k× generated by all parameters in Kn = KP,Qn,Γ is torsion free.
4.2. Lemma. Let T be an admissible set and set
ST =
{
λ ∈ ΛT
∣∣ cT (λ,μ) = 1 for all μ ∈ ΛT }.
Then ST is a subgroup of ΛT and
Zp
(
kuT (ΛT )
)= Z(kcT (ΛT ))= k(ST ).
Proof. The set ST is a subgroup of ΛT clearly and
ST =
{
λ ∈ ΛT
∣∣ uT (λ,μ) = 0 for all μ ∈ ΛT }
since uT (λ,μ) = ϕ(cT (λ,μ)2) = 2(ϕ ◦ cT )(λ,μ) for all λ,μ ∈ ΛT by (3.2) and (3.3) and ϕ is
injective. Hence the conclusion follows from 3.1 and [6, 1.2]. 
4.3. Let T be an admissible set. Recall that AT [Y−1T ] and KT [Y−1T ] are identified with
kuT (ΛT ) and kcT (ΛT ) respectively via the map
z → tz, z ∈ YT
by 3.3 and 3.5. Hereafter, we denote by λi,μi, νi the elements of ΛT corresponding to yi,Ωi, xi
of YT , respectively, by the identification map
y1 → tλ1, Ω1 → tμ1, x1 → tν1,
y2 → tλ2, Ω2 → tμ2, x2 → tν2,
...
...
...
yn → tλn, Ωn → tμn, xn → tνn . (4.1)
E.g., λi is an element of ΛT which is set equal to yi if yi ∈ YT , but equal to 0 otherwise. Moreover
we omit the overline in images of the canonical maps An → AT and Kn → KT . For example, if
T = {y1,Ω1} then
xu1 y
r
2Ω
s
2 = xu1yr2Ωs2 =
{
tuν1+rλ2+sμ2 AT [Y−1T ],
cT (ν1, λ2)urcT (ν1,μ2)uscT (λ2,μ2)rs tuν1+rλ2+sμ2 KT [Y−1T ],
where cT (ν1, λ2) = p1/22 γ−1/212 , cT (ν1,μ2) = q1/21 , cT (λ2,μ2) = q−1/22 by (3.3). Hence the ex-
pression
α =
n∑
riλi + siμi + uiνi ∈ ΛT
i=1
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r1 of λ1 as zero because of the correspondence (4.1).
4.4. For each admissible set T , AT [Y−1T ] = kuT (ΛT ) and KT [Y−1T ] = kcT (ΛT ) have bases
labeled by the same symbols {tα | α ∈ ΛT } and thus AT [Y−1T ] is identified with KT [Y−1T ] as a
vector space and every element w ∈ AT [Y−1T ] (respectively w ∈ KT [Y−1T ]) is uniquely expressed
by a k-linear combination w =∑α∈ΛT bαtα . If bα = 0 then tα is called a nonzero term of w. On
the other hand, AT is identified with KT as a vector space by 3.7.
Denote, for i = 1, . . . , n,
HXT =
{
α ∈ ΛT
∣∣ tα is a nonzero term of X ∈ KT [Y−1T ]},
H ′XT =
{
α ∈ ΛT
∣∣ tα is a nonzero term of X ∈ AT [Y−1T ]},
H iT =
{
α ∈ ΛT
∣∣ tα is a nonzero term of an element in KT of the form yri xsi for r, s  0},
H ′iT =
{
α ∈ ΛT
∣∣ tα is a nonzero term of an element in AT of the form yri xsi for r, s  0},
HT = {α ∈ ΛT | tα is a nonzero term of an element in KT },
H ′T = {α ∈ ΛT | tα is a nonzero term of an element in AT },
LiT the k-subspace of KT
[Y−1T ] spanned by all elements tα, α ∈ HiT ,
BiT the k-subspace of AT
[Y−1T ] spanned by all elements tα, α ∈ H ′iT ,
LT the k-subspace of KT
[Y−1T ] spanned by all elements tα, α ∈ HT ,
BT the k-subspace of AT
[Y−1T ] spanned by all elements tα, α ∈ H ′T .
Lemma.
(i) If w is a nonzero element of AT (or KT ) and tα is a nonzero term of w then there exists an
element X ∈ BT such that tα is a nonzero term of X, where BT is the basis given in 3.7.
That is,
HT = {α ∈ ΛT | tα is a nonzero term of an element in BT ⊆ KT },
H ′T = {α ∈ ΛT | tα is a nonzero term of an element in BT ⊆ AT }.
(ii) Let i > 1 and Ωi−1 /∈ T , Ωi /∈ T and let X = yri xsi , r  0, s  0. Then
HXT = H ′XT =
{
aμi−1 + (r − s)λi + bμi
∣∣ a + b = s, a  0, b 0}.
(iii) Let i > 1 and Ωi−1 /∈ T , Ωi ∈ T and let X = yri xsi , r  0, s  0. Then
HXT = H ′XT =
{
sμi−1 + (r − s)λi
}
.
(iv) Let Ωi−1 ∈ T , Ωi /∈ T (assume Ω0 ∈ T ) and let X = yri xsi , r  0, s  0. Then
HXT = H ′XT =
{
(r − s)λi + sμi
}
.
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HXT = H ′XT = {sνi}.
(vi) Let yi /∈ T , xi ∈ T and let 0 = X = yri xsi , r  0, s  0. Then s = 0 and
HXT = H ′XT = {rλi}.
(vii) Let yi ∈ T , xi ∈ T and let 0 = X = yri xsi , r  0, s  0. Then r = s = 0 and
HXT = H ′XT = {0}.
(viii) HiT = H ′ iT for all i and HT = H ′T .
(ix) HiT and HT are closed under addition. Moreover LiT and LT (respectively BiT and BT )
are subalgebras of KT [Y−1T ] (respectively AT [Y−1T ]).
(x) For α ∈ ΛT , if α ∈ (H 1T + · · · +Hi−1T )∩HiT then α = sμi−1 for some s  0.
(xi) Let α ∈ HT . Then each coefficient of μi in α is nonnegative for all i, each coefficient of λi
in α is nonnegative for all i such that yi /∈ T and xi ∈ T and each coefficient of νi in α is
nonnegative for all i.
(xii) Let x =∑aitαi ∈ AT (respectively, x =∑aitαi ∈ KT ), where ai ∈ k× and the αi are
distinct elements of ΛT . If there exist  and i such that Ω /∈ T ,Ω−1 /∈ T and the co-
efficient of λ in αi is negative, then there exist distinct j, k such that tαj t−1αk = ΩΩ−1−1
(respectively, tαj t−1αk = aΩΩ−1−1 for some a ∈ k×).(xiii) For α ∈ HT (respectively, α ∈ H ′T ) and for each  such that Ω /∈ T , Ω−1 /∈ T , let the
coefficient of λ in α be nonnegative. Then tα ∈ KT (respectively, tα ∈ AT ).
(xiv) Let X and Y be nonzero elements in KT of the form X = yri xsi and Y = yr
′
j x
s′
j (i < j)
respectively. Then tαtβ = ctβ tα for all α ∈ HXT ,β ∈ HYT , where c is the element of k×
satisfying XY = cYX.
Proof. (i) It is clear since the set BT forms a k-basis by 3.7.
(ii) Note that {yi,Ωi, xi} ∩ YT = {yi,Ωi} and Ωi−1 ∈ YT . Let us express X by a k-linear
combination of tα, α ∈ ΛT . The factor yri of X is replaced by yri = trλi and the factor xsi of X is
replaced by
xsi =
[
(qi − pi)−1y−1i (Ωi −Ωi−1)
]s = (qi − pi)−s[(−y−1i Ωi−1)+ (y−1i Ωi)]s
= (qi − pi)−s
∑
0js
(
s
j
)
piq
−1
i
(−y−1i Ωi−1)j (y−1i Ωi)s−j
= (qi − pi)−s
[
q
−(s−1)s/2
i y
−s
i Ω
s
i
+
∑
1j<s
(−1)j
(
s
j
)
piq
−1
i
p
j (j+1)/2
i q
−(s−j)(s−j−1)/2
i Ω
j
i−1y
−s
i Ω
s−j
i
+ (−1)sps(s+1)/2i Ωsi−1y−si
]
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[
q
s/2
i t−sλi+sμi
+
∑
1j<s
dj tjμi−1−sλi+(s−j)μi + (−1)sps/2i tsμi−1−sλi
]
in KT
[Y−1T ] (4.2)
xsi =
[(
ϕ(qi)− ϕ(pi)
)−1
y−1i (Ωi −Ωi−1)
]s
= [ϕ(qi)− ϕ(pi)]−s
[
y−si Ω
s
i +
∑
1j<s
(
s
j
)
(−1)jΩji−1y−si Ωs−ji + (−1)sΩsi−1y−si
]
= [ϕ(qi)− ϕ(pi)]−s
[
t−sλi+sμi
+
∑
1j<s
(
s
j
)
(−1)j tjμi−1−sλi+(s−j)μi + (−1)s tsμi−1−sλi
]
in AT
[Y−1T ] (4.3)
by 1.3, where
(
s
j
)
piq
−1
i
is the evaluation at t = piq−1i of the polynomial function
(
s
j
)
t
= (t
s − 1)(ts−1 − 1) · · · (t − 1)
(tj − 1)(tj−1 − 1) · · · (t − 1)(ts−j − 1)(ts−j−1 − 1) · · · (t − 1) .
Since piq−1i is not a root of unity,
(
s
j
)
piq
−1
i
is nonzero and thus the coefficients dj ,
j = 1, . . . , s − 1, in (4.2) are nonzero. Hence, for each α ∈ ΛT , the coefficient of tα in the
expression of X in AT [Y−1T ] is nonzero if and only if the coefficient of tα in the expression of X
in KT [Y−1T ] is nonzero by (4.2) and (4.3). It follows that HXT = H ′XT . In particular, α ∈ HXT is of
the form
α = aμi−1 + (r − s)λi + bμi
for some nonnegative integers a, b with a + b = s.
(iii) Note that {yi,Ωi, xi}∩YT = {yi}, Ωi−1 ∈ YT . Let us express X by a k-linear combination
of tα, α ∈ ΛT . The factor yri of X is replaced by yri = trλi and the factor xsi of X is replaced by
xsi =
[
(qi − pi)−1y−1i (−Ωi−1)
]s
= (qi − pi)−s(−1)sps(s+1)/2i Ωsi−1y−si
= (qi − pi)−s(−1)sps/2i tsμi−1−sλi in KT
[Y−1T ], (4.4)
xsi =
[(
ϕ(qi)− ϕ(pi)
)−1
y−1i (−Ωi−1)
]s
= [ϕ(qi)− ϕ(pi)]−s(−1)sΩsi−1y−si
= [ϕ(qi)− ϕ(pi)]−s(−1)s tsμi−1−sλi in AT [Y−1T ] (4.5)
by (4.2), (4.3). Hence (iii) is proved immediately by (4.4) and (4.5).
4510 S.-Q. Oh / Journal of Algebra 319 (2008) 4485–4535(iv) Note that {yi,Ωi, xi} ∩ YT = {yi,Ωi} and Ωi−1 /∈ YT . Let us express X by a k-linear
combination of tα, α ∈ ΛT . The factor yri of X is replaced by yri = trλi and the factor xsi of X is
replaced by
xsi =
[
(qi − pi)−1y−1i Ωi
]s
= (qi − pi)−sq−(s−1)s/2i y−si Ωsi
= (qi − pi)−sqs/2i t−sλi+sμi in KT
[Y−1T ], (4.6)
xsi =
[(
ϕ(qi)− ϕ(pi)
)−1
y−1i Ωi
]s
= [ϕ(qi)− ϕ(pi)]−sy−si Ωsi
= [ϕ(qi)− ϕ(pi)]−s t−sλi+sμi in AT [Y−1T ] (4.7)
by (4.2), (4.3). Hence (iv) is proved by (4.6) and (4.7).
(v) Note that {yi,Ωi, xi} ∩ YT = {xi} and Ωi−1 /∈ YT . Since X is nonzero we have r = 0
by 3.7. Since
xsi = tsνi
in AT [Y−1T ] and KT [Y−1T ], we have (v) immediately.
(vi) Note that {yi,Ωi, xi} ∩ YT = {yi} and Ωi−1 /∈ YT . Since X is nonzero we have s = 0
by 3.7. Since
yri = trλi
in AT [Y−1T ] and KT [Y−1T ], we have (vi) immediately.
(vii) Note that {yi,Ωi, xi} ∩ YT = ∅ and Ωi−1 /∈ YT . Since X is nonzero we have r = s = 0
by 3.7. Hence (vii) is true.
(viii) Express 0 = X = yri xsi , r  0, s  0, by a k-linear combination of tα , α ∈ ΛT , in
AT [Y−1T ] and in KT [Y−1T ]. Then we have HXT = H ′XT by (ii)–(vii), and thus HiT = H ′iT .
Let X and Y be elements in BT of the form
X = yr11 xs11 · · ·yrn−1n−1 xsn−1n−1 , Y = yrnn xsnn
for ri  0, si  0. To prove HT = H ′T , it is enough to prove that HXYT = H ′XYT by (i). By
induction on n, we have that HXT = H ′XT and HYT = H ′YT . If the number of nonzero terms of Y is
one then every nonzero term of XY is of the form tαtβ , where tα is a nonzero term of X and tβ
is the nonzero term of Y . Since
tαtβ =
{
tα+β, AT [Y−1T ],
c (α,β)t , K [Y−1]T α+β T T
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nonzero terms of Y is greater than one. Note that this happens only in the case when Ωn−1 /∈ T ,
Ωn /∈ T and sn > 0 by (ii)–(vii). Set
X =
p∑
j=1
bαj tαj , Y =
q∑
k=1
cβk tβk ,
where bαj = 0 and cβk = 0 for all j and k. For two distinct pairs (αj ,βk) and (αj ′ , βk′) in
HXT ×HYT , suppose that αj + βk = αj ′ + βk′ . Note that αj − αj ′ is in the subgroup generated by
λ1,μ1, ν1, . . . , λn−1,μn−1, νn−1 and βk′ − βk = e(μn−1 −μn) for some integer e by (ii). Hence
e = 0 since αj − αj ′ = βk′ − βk . It follows that αj = αj ′ and βk = βk′ , a contradiction. Thus we
have that
(αj ,βk) = (αj ′ , βk′) ⇒ αj + βk = αj ′ + βk′ .
Therefore XY has pq nonzero terms tαj tβk , and thus HXYT = H ′XYT since
tαj tβk =
{
tαj+βk , AT [Y−1T ],
cT (αj ,βk)tαj+βk , KT [Y−1T ].
(ix) By (viii), it is enough to work in AT [Y−1T ]. Replacing n by i in the proof of (viii) and
using induction on i, we have that
α ∈ H 1T + · · · +HiT , β ∈ Hi+1T ⇒ α + β ∈ HT (4.8)
for all i = 1, . . . , n− 1.
Now we will prove
α ∈ HiT , β ∈ HiT ⇒ α + β ∈ HiT (4.9)
for each i. Assume that α ∈ HiT and β ∈ HiT and that tα and tβ are nonzero terms of X = yri xsi
and Y = yr ′i xs
′
i in AT , respectively. If the number of elements in HXT is one then α + β ∈ HXYT
clearly and if the number of elements in HYT is one then we also have α + β ∈ HXYT . Hence we
may assume that i > 1 and Ωi−1 /∈ T ,Ωi /∈ T by (ii)–(vii). Since
XY = [ϕ(qi)− ϕ(pi)]−s−s′yr+r ′−s−s′i
[∑
j
(
s
j
)
(−1)jΩs−ji Ωji−1
]
×
[∑
k
(
s′
k
)
(−1)kΩs′−ki Ωki−1
]
= [ϕ(qi)− ϕ(pi)]−s−s′yr+r ′−s−s′i ∑

( ∑
j+k=
(
s
j
)(
s′
k
))
(−1)Ωs+s′−i Ωi−1
by (4.3) and ∑j+k= (sj)(s′k) = (s+s′ ) = 0, the coefficient of tαtβ = tα+β is nonzero. Hence we
have (4.9).
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Then they can be written by
X = X1X2 · · ·Xn, Y = Y1Y2 · · ·Yn,
where Xi,Yi are elements of the form yri x
s
i , r  0, s  0, and XY = (X1Y1)(Y2X2) · · · (YnXn)
in AT . It follows that we have α + β ∈ HT immediately by (4.8) and (4.9). Hence LiT and LT
(respectively BiT and BT ) are subalgebras of KT [Y−1T ] (respectively AT [Y−1T ]) since we have
α,β ∈ HiT ⇒ α + β ∈ HiT , α,β ∈ HT ⇒ α + β ∈ HT .
It completes the proof of (ix).
(x) It follows from the fact that α is in the subgroup generated by λ1,μ1, ν1, . . . , λi−1,
μi−1, νi−1, while HiT is contained in the subgroup generated by μi−1, λi , μi , νi and the co-
efficient of μi−1 in α is nonnegative.
(xi) It follows from (ii)–(vii) and (ix).
(xii) We prove the case for x ∈ AT . Let tα be a nonzero term of a monomial yrj xsj with r, s  0.
By (ii), α = aμj−1 +(r−s)λj +bμj with a+b = s and a, b 0. Since x is a linear combination
of elements of BT in 3.7 and every elements in BT is a product of monomials of the form yrj x
s
j ,
x has a nonzero term tαi such that αi is a sum of an element aμ−1 + (r − s)λ +bμ with r < s,
a + b = s, a, b  0, and a certain element of HT , which means that a monomial in BT with a
factor yrx
s
 appears in the k-linear expression of x by elements in BT . Since Ω and Ω−1 are
not in T , they are both in YT , and x = (ϕ(q)− ϕ(p))−1y−1 (Ω −Ω−1). Thus
yrx
s
 =
(
ϕ(q)− ϕ(p)
)−s
yr−s
(
Ωs − sΩs−1 Ω−1 + · · ·
)
,
so t(r−s)λ+sμ and t(r−s)λ+(s−1)μ+μ−1 are nonzero terms of yrx
s
 . These are not terms of any
other monomial yrj x
s
j . Thus there exist nonzero terms tαj and tαk of x such that tαj t−1αk = ΩΩ−1−1.
The case for x ∈ KT is proved similarly, but with a few more scalar coefficients.
(xiii) Set α =∑1jn ajλj + bjμj + cj νj . Let i0, i1 (i0 < i1) be indices such that Ωi0−1 ∈
T ,Ωi1 ∈ T and Ωj /∈ T for all i0  j < i1. Setting β =
∑
i0ji1 ajλj + bjμj + cj νj , we have
that
ai0+1  0, ai0+2  0, . . . , ai1−1  0 by hypothesis,
ci0 = ci0+1 = · · · = ci1 = 0, bi1 = 0 since xi0 /∈ YT , . . . , xi1 /∈ YT ,Ωi1 /∈ YT ,
bi0  0, bi0+1  0, . . . , bi1−1  0 by (xi),
ai0 + bi0  0, ai1 + bi1−1  0 by (iii), (iv).
Hence tβ ∈ AT since
y
ai0
i0
Ω
bi0
i0
= [ϕ(qi0)− ϕ(pi0)]−ai0 x−ai0i0 Ωai0+bi0i0 ∈ AT if ai0 < 0,
y
ai1
i1
Ω
bi1−1
i1−1 =
[−ϕ(qi1)+ ϕ(pi1)]−ai1 x−ai1i1 Ωai1+bi1−1i1−1 ∈ AT if ai1 < 0.
Let Ωi0−1 ∈ T and Ωj /∈ T for all j  i0. Setting β =
∑
i0j ajλj + bjμj + cj νj , we have
tβ ∈ AT by the same way as the above case.
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yi0 /∈ T , xi0 ∈ T ; yi0 ∈ T , xi0 /∈ T ; yi0 ∈ T , xi0 ∈ T .
Setting γ = ai0λi0 + bi0μi0 + ci0νi0 , we have
γ =
⎧⎨
⎩
ai0λi0, ai0  0, yi0 /∈ T , xi0 ∈ T ,
ci0νi0, ci0  0, yi0 ∈ T , xi0 /∈ T ,
0, yi0 ∈ T , xi0 ∈ T
by (v), (vi), (vii). Hence tγ ∈ AT . It follows that tα ∈ AT since tα is a product of elements of the
forms tβ , tγ .
The proof for the case KT is similar.
(xiv) Note that an element c ∈ k× satisfying XY = cYX is uniquely determined by (1.1).
If the number of elements in HXT or HYT is one then there is nothing to prove. Hence we may
assume that i > 1 and
Ωi−1 /∈ T , Ωi /∈ T , Ωj−1 /∈ T , Ωj /∈ T .
By (ii), α ∈ HXT is of the form α = kμi−1 + (r − s)λi + (s − k)μi , 0  k  s, and β ∈ HYT is
of the form β = μj−1 + (r ′ − s′)λj + (s′ − )μj , 0  s′. Now it is proved immediately by
(1.3) (or checked directly by (3.3)) that cT (α,β)2 = c. Hence we have that
tαtβ = cT (α,β)2tβ tα = ctβ tα. 
5. Relation between Poisson space and quantum space
Recall the assumption that the subgroup of k× generated by all parameters pi , qj , γij in Kn
is torsion free.
5.1. Let T be an admissible set. For each α =∑ni=1 riλi + siμi + uiνi ∈ ΛT , set
aα =
(
as1μ1a
u1
ν1
)(
as2μ2a
u2
ν2
) · · · (asnμnaunνn ) ∈ k×,
where
aμ1 = q1/21 ,
aμi = q1/21
(
q
1/2
2 p
−1/2
2
) · · · (q1/2i p−1/2i ), 2 i  n,
aνi = q−1/2i
qi − pi
ϕ(qi)− ϕ(pi)aμi , 1 i  n,
and define a k-linear isomorphism
ΦT : AT
[Y−1]= ku (ΛT ) → KT [Y−1]= kcT (ΛT ), ΦT (tα) = aαtα (5.1)T T T
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ΦT (tαtβ) = ΦT (tα+β) = cT (α,β)−1ΦT (tα)ΦT (tβ) (5.2)
for all α,β ∈ ΛT .
Lemma.
ΦT
(
BiT
)= LiT , Φ−1T (LiT )= BiT , i = 1, . . . , n,
AT ⊆ BT = Φ−1T (LT ), KT ⊆ LT = ΦT (BT ).
Proof. It is clear by the definition of ΦT and 4.4(viii). 
5.2. Hereafter, we assume that Ω0 ∈ T for any admissible set T for convenience. For an
admissible set T , denote
I0(T ) = {i | Ωi−1 /∈ T , Ωi /∈ T }, I1(T ) = {i | Ωi−1 /∈ T , Ωi ∈ T },
I2(T ) = {i | Ωi−1 ∈ T , Ωi /∈ T }.
Lemma. Let T be an admissible set and let ST be the subgroup of ΛT given in 4.2. If
α =
∑
1in
riλi + siμi + uiνi ∈ ST
then ri = 0 for each i ∈ I0(T ).
Proof. Fix i ∈ I0(T ). Note that Ωi ∈ YT ,Ωi−1 ∈ YT , yi ∈ YT , xi /∈ YT and thus ui = 0 by 4.3. If
ri = 0 then tα = tα′yrii ∈ Zp(AT [Y−1T ]), where α′ = α − riλi , and
{tα, xi} = {tα′ , xi}yrii + riyri−1i tα′ {yi, xi} = btαxi − ri tα′yri−1i Ωi−1, b ∈ k,
since {yi, xi} = −qiyixi − Ωi−1 and {tα′ , xi} = b′tα′xi , b′ ∈ k by (1.2). Replacing the factor xi
of tαxi by [ϕ(qi) − ϕ(pi)]−1y−1i (Ωi − Ωi−1) and considering the degrees of nonzero terms in{tα, xi} with respect to Ωi and Ωi−1, we have {tα, xi} = 0. This is a contradiction to the fact that
tα is an element of the Poisson center. Hence ri = 0 for each i ∈ I0(T ). 
5.3. Lemma. Let T be an admissible set.
(i) For each z ∈ YT , define ϕz :AT [Y−1T ] → AT [Y−1T ] as the k-linear map such that
ϕz(tα) =
{ {yi, tα}, z = yi , i ∈ I0(T ),
{z, tα}z−1, otherwise.
Then ϕz(J ∩AT ) ⊆ J ∩AT for all Poisson ideals J of AT [Y−1].T
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where ψα is the map given in (3.1) and α is an element of ΛT corresponding to z.
(ii) For each z ∈ YT , define ϕz :KT [Y−1T ] → KT [Y−1T ] as the k-linear map such that
ϕyi (tα) = cT (α,λi)2yitα, yi ∈ YT , i ∈ I0(T ),
ϕyi (tα) = cT (α,λi)2tα, yi ∈ YT , i /∈ I0(T ),
ϕΩi (tα) = cT (α,μi)2tα, Ωi ∈ YT ,
ϕxi (tα) = cT (α, νi)2tα, xi ∈ YT .
Then ϕz(J ∩KT ) ⊆ J ∩KT for all ideals J of KT [Y−1T ].
Proof. (i) Since each element z ∈ YT except yi , i ∈ I0(T ), is Poisson normal in AT , we have
ϕz(AT ) ⊆ AT . It follows that ϕz(J ∩AT ) ⊆ J ∩AT .
(ii) Since each ϕz is defined by
ϕz(t) =
{
tyi, z = yi , i ∈ I0(T ),
z−1tz, otherwise
for all t ∈ KT [Y−1T ] and each element z ∈ YT except yi , i ∈ I0(T ), is normal in KT , we have
ϕz(KT ) ⊆ KT . It follows that ϕz(J ∩KT ) ⊆ J ∩KT . 
5.4. Lemma. Let T be an admissible set.
(i) For every Poisson ideal J of AT [Y−1T ], there exists a subset E of AT such that the contrac-
tion J c of J to AT is generated by E and ΦT (E) ⊆ KT .
(ii) For every ideal J of KT [Y−1T ], there exists a subset E of KT such that the contraction J c of
J to KT is generated by E and Φ−1T (E) ⊆ AT .
Proof. (i) Let J be a Poisson ideal of AT [Y−1T ]. Then J is generated by J ∩k(ST ) by 3.1 and 3.2,
where ST is the subgroup of ΛT as given in 4.2. Denote
E = {f z ∈ AT ∣∣ f ∈ J ∩ k(ST ), z ∈ Y±1T }.
We claim that every element of the contraction J c is expressed by
e1X1 + · · · + erXr, (5.3)
where ei ∈ E and Xi is a product of xj , j ∈ I0(T ) for each i = 1, . . . , r . (Hence J c is generated
by E.)
If J = AT [Y−1T ] then the claim is true since YT ⊆ E. Hence we assume that J = AT [Y−1T ].
Clearly E ⊆ J c. Suppose that there exists an element x ∈ J c such that x is not expressed as the
form (5.3). Now x can be written uniquely as
x = f1tα + · · · + fmtαm1
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T for ST in ΛT . Call m the length of x. Assume that x has the shortest length among such
elements. If m = 1 then x ∈ E, and thus m > 1. For any distinct i, j , there exists z ∈ YT such
that uT (αi, α) = uT (αj ,α), where α is the element of ΛT corresponding to z, since all α ∈ ΛT
corresponding to the elements of YT generate the group ΛT and α1, . . . , αm are distinct elements
of a transversal T for ST in ΛT . In particular, there exist z ∈ YT and a corresponding α ∈ ΛT
such that uT (α,α1) = uT (α,α2).
Suppose that z = yj for all j ∈ I0(T ). Applying ϕz in 5.3(i) to x, we have
ϕz(x) =
m∑
i=1
fiϕz(tαi ) =
m∑
i=1
uT (α,αi)fi tαi ,
so uT (α,α1)x−ϕz(x) is an element of J c with length <m. Thus it is expressed in the form (5.3).
Likewise uT (α,α2)x − ϕz(x) is expressed in the form (5.3). Hence [uT (α,α1)− uT (α,α2)]x is
expressed in the form (5.3). But this is impossible since uT (α,α1)− uT (α,α2) = 0.
Suppose that z = y for some  ∈ I0(T ). (Note that AT is not an invariant space by the map
AT [Y±1T ] → AT [Y±1T ] defined by t → {yi, t}y−i for i  1.) Applying ϕy in 5.3 (i) to x, we have
ϕy(x) =
m∑
i=1
fiϕy(tαi ) =
m∑
i=1
uT (α,αi)yfi tαi ,
so uT (α,α1)yx − ϕy(x) is an element of J c with length < m. Thus it is expressed in the
form (5.3). Likewise uT (α,α2)yx − ϕz(x) is expressed in the form (5.3). Hence [uT (α,α1) −
uT (α,α2)]yx is expressed in the form (5.3). Note that every element e ∈ E is of the form f tα ,
where f ∈ J ∩ k(ST ), α ∈ ΛT . Set
yx = f1tα1X1 + · · · + fr tαrXr, (5.4)
where fi ∈ J ∩ k(ST ),αi ∈ ΛT , fitαi ∈ AT and Xi is a product of xj , j ∈ I0(T ), for all i =
1, . . . , r . Now each fk can be written by a k-linear combination fk =∑1jmk bkj tβkj , with
βkj ∈ ST and bkj ∈ k×, thus fktαk is written by
fktαk =
∑
1jmk
bkj tβkj+αk .
Note that βkj + αk ∈ HT for all j and that, for each i ∈ I0(T ), the λi -coefficient in βkj is zero
by 5.2. If the λi -coefficient in αk is negative for some i ∈ I0(T ), then there exist j , j ′ such
that tβkj+αk t
−1
βkj ′+αk = ΩiΩ
−1
i−1 by 4.4(xii). But tβkj+αk t−1βkj ′+αk = tβkj−βkj ′ ∈ k(ST ) and ΩiΩ
−1
i−1 /∈
k(ST ) since {yi,ΩiΩ−1i−1} = 0, a contradiction. Thus the λi -coefficient in αk is nonnegative for
each i ∈ I0(T ). If the λ-coefficient in αk is positive for each k then fktαk = yfktαk−λ and
fktαk−λ ∈ E for each k by 4.4(xiii) since the λi -coefficient in βkj is zero for each i ∈ I0(T )
by 5.2. Thus x =∑k fktαk−λXk by (5.4). This is a contradiction since x is not expressed in
the form (5.3). Hence there exists fktαk such that the λ-coefficient in αk is zero. It follows that
we may assume that the λ-coefficient in αk is zero for each k = 1, . . . , r by moving all terms
fktαkXk with the λ-coefficient in αk positive to the left-hand in (5.4). If, for some  = i ∈ I0(T ),
the λi -coefficient in αk is positive then multiply xi in both sides of (5.4) and we may replace
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Ωi = [ϕ(qi)−ϕ(pi)]yixi +Ωi−1. Thus we may assume that λi -coefficient in each αk of (5.4) is
zero for each i ∈ I0(T ).
Now, by (5.4), x can be written by
x = y−1 (e1X1 + · · · + esXs), (5.5)
where each Xk is a product of xj , j ∈ I0(T ), Xi = Xj for all i = j and each ek is a sum of
elements of the form f tα ∈ E with f ∈ J ∩ k(ST ), α ∈ ΛT , and λi -coefficient in α zero for each
i ∈ I0(T ). Now e1 in (5.5) can be written uniquely by
e1 = f1tα1 + · · · + fmtαm
by 3.1 and 3.2, where fi ∈ J ∩ k(ST ) and α1, . . . , αm are distinct elements of a transversal
T for ST in ΛT . Since each fi , i = 1, . . . ,m, can be written by a k-linear combination fi =∑
1jmi bij tβij , bij ∈ k×, βij ∈ ST , the coefficient y−1 e1 of X1 in (5.5) is written by
y−1 e1 = f1y−1 tα1 + · · · + fmy−1 tαm =
∑
i,j
bij tβij+αi−λ . (5.6)
Note that, for each k ∈ I0(T ), λk-coefficient in βij +αj is zero for all i, j by the above paragraph.
In (5.6), if fitαiΩ−1 ∈ AT for each i = 1, . . . ,m, then
fiy
−1
 tαi = fitαiΩ−1
(
y−1 Ω
)= fitαiΩ−1 [(ϕ(q)− ϕ(p))x + y−1 Ω−1]
= (ϕ(q)− ϕ(p))fitαiΩ−1 x + fiy−1 tαiΩ−1 Ω−1
and (ϕ(q) − ϕ(p))fi tαiΩ−1 x is of the form (5.3) since fi ∈ J ∩ k(ST ), tαiΩ−1 ∈ Y±1T and
fitαiΩ
−1
 ∈ AT . Hence we may replace fiy−1 tαi by fiy−1 tαiΩ−1 Ω−1 in (5.6) and thus we
may assume that fitαiΩ
−1
 /∈ AT for all i = 1, . . . ,m. Note that, for each k ∈ I0(T ), if the xk-
degree in Xi of (5.5) is s then the λk-coefficient in each nonzero term of Xi is −s by 4.4(ii)
and that each nonzero term of fiy−1 tαi in (5.6) is equal to either tγ y−1 Ω or tγ y−1 Ω−1 for
some tγ ∈ AT by 4.4(ii), (xii). If each nonzero term of fiy−1 tαi in (5.6) is of the form tγ y−1 Ω,
tγ ∈ AT , then fitαiΩ−1 ∈ AT since fitαiΩ−1 = fiy−1 tαi (y−1 Ω)−1 is a k-linear combination
of tγ ∈ AT . This is a contradiction since fitαiΩ−1 /∈ AT . It follows that each fiy−1 tαi in (5.6)
has a nonzero term Wi = tγi y−1 Ω−1, tγi ∈ AT . Note that the term Wi cannot be a nonzero term
of fjy−1 tαj , j = i since α1, . . . , αm are distinct elements of a transversal T for ST in ΛT . Since
x ∈ AT , there exists a nonzero term W ′i in (5.6) of the form W ′i = tγi y−1 Ω by 4.4(xii) since
Xj = Xk for j = k. (Consider the λi -coefficient in each nonzero term of Xj for each i ∈ I0(T ).)
Let g(i) be the index j such that W ′i is a nonzero term of fjy
−1
 tαj in (5.6). That is, W ′i is a
nonzero term of fg(i)y−1 tαg(i) . Now choose W1. Then there is an index g(1) such that W ′1 is a
nonzero term of fg(1)y−1 tαg(1) in (5.6). Next we choose Wg(1) and an index g2(1). Continue this
process until there exist k, n (k < n) such that gk(1) = gn(1). Then
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Ω−1−1Ω
)n−k+1 = (W−1
gk(1)W
′
gk(1)
)(
W−1
gk+1(1)W
′
gk+1(1)
) · · · (W−1gn(1)W ′gn(1))
= (W ′gn(1)W−1gk(1))(W ′gk(1)W−1gk+1(1)) · · · (W ′gn−1(1)W−1gn(1))
is an element of the Poisson center since all W ′iW
−1
g(i) are elements of the Poisson center, which
is a contradiction since{
y,
(
Ω−1−1Ω
)n−k+1}= −(n− k + 1)[ϕ(q)− ϕ(p)]y(Ω−1−1Ω)n−k+1 = 0.
Therefore every element of the contraction J c is expressed in the form (5.3), as claimed.
Now each element x ∈ E is a k-linear combination x =∑si=1 bitβi tγ , where βi ∈ ST for all
i and tγ ∈ Y±1T . Note that, for each i and  ∈ I0(T ), the coefficient of λ in βi is zero by 5.2.
If there exists  ∈ I0(T ) such that the coefficient of λ in γ is negative then the Poisson central
element tβi t
−1
βj
is equal to ΩΩ−1−1 for some i, j by 4.4(xii). But ΩΩ−1−1 is not in the Poisson
center since {y,ΩΩ−1−1} = 0, a contradiction. Hence, for each  ∈ I0(T ), the λ-coefficient in
γ is nonnegative. It follows that tβi tγ ∈ AT for each i by 4.4(xiii) and
ΦT (tβi tγ ) = ΦT (tβi )ΦT (tγ ) = aitβi tγ ∈ KT
for some ai ∈ k by (5.2). Therefore ΦT (x) =∑aibi tβi tγ ∈ KT . This completes the proof of (i).
(ii) It is proved by the same way as (i). 
5.5. Proposition. Let T ,T ′ be admissible sets such that T ⊆ T ′. Then there exist ηT
T ′ and ξ
T
T ′
satisfying the following properties:
(i) ηT
T ′ :BT → BT ′ is an algebra homomorphism such that its restriction to AT is the canonical
map ηT
T ′ :AT → AT ′ and that, for each α ∈ HT , ηTT ′(tα) is either zero or cαtα′ for some
cα ∈ k× and α′ ∈ HT ′ .
(ii) ξT
T ′ :LT → LT ′ is an algebra homomorphism such that its restriction to KT is the canonical
map ξT
T ′ :KT → KT ′ and that, for each α ∈ HT , ξTT ′(tα) is either zero or dαtα′ for some
dα ∈ k× and α′ ∈ HT ′ .
(iii) For each α ∈ HT , ηTT ′(tα) = 0 if and only if ξTT ′(tα) = 0. Moreover if
ηTT ′(tα) = cαtα′ = 0, ξTT ′(tα) = dαtα′′ = 0
then α′ = α′′.
(iv) For i = 1, . . . , n and α ∈ HiT ,(
ξTT ′ ◦ΦT
)
(tα) =
(
ΦT ′ ◦ ηTT ′
)
(tα).
Proof. This is proved in Section 6. 
5.6. Lemma. Let T and T ′ be admissible sets with T ⊆ T ′. If
ξTT ′(tα) = bαtα′ = 0, ξTT ′(tβ) = bβtβ ′ = 0
for α,β ∈ HT and α′, β ′ ∈ HT ′ , then we have cT (α,β) = cT ′(α′, β ′).
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T ′ is an algebra homomorphism by 5.5. we have that
cT (α,β)
2ξTT ′(tβ tα) = ξTT ′(tαtβ) = ξTT ′(tα)ξTT ′(tβ) = bαbβtα′ tβ ′
= cT ′(α′, β ′)2bαbβtβ ′ tα′ = cT ′(α′, β ′)2ξTT ′(tβ)ξTT ′(tα)
= cT ′(α′, β ′)2ξTT ′(tβ tα).
Hence we have cT (α,β) = cT ′(α′, β ′) since the multiplicative subgroup of k× generated by all
parameters in Kn is torsion free. 
5.7. Lemma. For admissible sets T , T ′ with T ⊆ T ′,
(
ξTT ′ ◦ΦT
)
(tα) =
(
ΦT ′ ◦ ηTT ′
)
(tα), α ∈ HT ,
BT

ΦT
ηT
T ′ ξ
T
T ′
ΦT ′

LT ⊆ KT [Y−1T ]

BT ′

LT ′ ⊆ KT ′ [Y−1T ′ ].
Proof. Fix α ∈ HT . If ξTT ′(tα) = 0 then (ξTT ′ ◦ ΦT )(tα) = (ΦT ′ ◦ ηTT ′)(tα) since ηTT ′(tα) = 0
by 5.5. Assume ξT
T ′(tα) = 0 and write α as α = α1 + α2 + · · · + αn, αi ∈ HiT . Then ξTT ′(tαi ) = 0
for all i and
(
ξTT ′ ◦ΦT
)
(tα) = aαξTT ′(tα)
= aα
∏
i<j
cT (αi, αj )
−1ξTT ′(tα1 tα2 · · · tαn)
= aα
∏
i<j
cT (αi, αj )
−1ξTT ′(tα1)ξ
T
T ′(tα2) · · · ξTT ′(tαn)
=
∏
i<j
cT (αi, αj )
−1ξTT ′(aα1 tα1)ξ
T
T ′(aα2 tα2) · · · ξTT ′(aαn tαn)
=
∏
i<j
cT (αi, αj )
−1(ξTT ′ ◦ΦT )(tα1)(ξTT ′ ◦ΦT )(tα2) · · · (ξTT ′ ◦ΦT )(tαn)
=
∏
i<j
cT (αi, αj )
−1(ΦT ′ ◦ ηTT ′)(tα1)(ΦT ′ ◦ ηTT ′)(tα2) · · · (ΦT ′ ◦ ηTT ′)(tαn)
by 5.5(iv) and
(
ΦT ′ ◦ ηTT ′
)
(tα) = ΦT ′
(
ηTT ′(tα1)η
T
T ′(tα2) · · ·ηTT ′(tαn)
)
=
∏
i<j
cT (αi, αj )
−1(ΦT ′ ◦ ηTT ′)(tα1)(ΦT ′ ◦ ηTT ′)(tα2) · · · (ΦT ′ ◦ ηTT ′)(tαn)
by (5.2), 5.5(i) and 5.6. Hence we have (ξT ′ ◦ΦT )(tα) = (ΦT ′ ◦ ηT ′)(tα) for all α ∈ HT . T T
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torsion free. Then there exists a homeomorphism
π : pspecAn → specKn
such that its restriction
π ′ = π |pprimAn : pprimAn → primKn
is also a homeomorphism. Moreover, for each admissible set T , the restrictions
π |pspecT An : pspecT An → specT Kn,
π ′|pprimT An : pprimT An → primT Kn
are homeomorphisms, where
pprimT An = {P ∈ pprimAn | P ∩Pn = T },
primT Kn = {P ∈ primKn | P ∩Pn = T }.
Proof. Note that
AT
[Y−1T ]= kuT (ΛT ), KT [Y−1T ]= kcT (ΛT )
for each admissible set T by 4.1 and
Zp
(
AT
[Y−1T ])= Z(KT [Y−1T ])= k(ST ),
where ST is the subgroup of ΛT given in 4.2. The k-linear isomorphism ΦT given in (5.1)
satisfies
ΦT (fg) = ΦT (f )ΦT (g), f ∈ k(ST ), g ∈ kuT (ΛT ),
by (5.2). In particular, the restriction ΦT |k(ST ) : k(ST ) → k(ST ) is an algebra isomorphism.
Hence, by [13, Lemma 2.2] and [6, 1.4 and 1.5], ΦT induces a homeomorphism
ΦT : {P ∈ pspecAT | P ∩YT = ∅} → {P ∈ specKT | P ∩YT = ∅},
P → ΦT
(
P e
)c = ΦT (P e)∩KT (5.7)
where P e and ΦT (P e)c are the extension of P to AT [Y−1T ] and the contraction of ΦT (P e) to KT ,
respectively.
Observe that, for each admissible set T ,
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⊎
pspecT An, specKn =
⊎
specT Kn,
pprimAn =
⊎
pprimT An, primKn =
⊎
primT Kn
and that pspecT An, pprimT An, specT Kn and primT Kn are homeomorphic to
{P ∈ pspecAT | P ∩YT = ∅}  pspecAT
[Y−1T ],
{P ∈ pprimAT | P ∩YT = ∅}  pprimAT
[Y−1T ],
{P ∈ specKT | P ∩YT = ∅}  specKT
[Y−1T ],
{P ∈ primKT | P ∩YT = ∅}  primKT
[Y−1T ],
respectively, by 1.7. Define
πT : pspecT An → specT Kn, πT (P ) = ξ−1T
(
ΦT
(
ηT (P )
))
,
π : pspecAn → specKn, π(P ) = πT (P ), P ∈ pspecT An,
where
ηT :An → AT , ξT :Kn → KT
are the canonical maps. Then πT is a homeomorphism for each admissible set T by (5.7) and
thus π is bijective.
Let us prove that, for a Poisson ideal I of An,
π
(Vp(I ))= ⋃
T admissible
V(ξ−1T (ΦT (ηT (I )ec)∩KT )). (5.8)
If P ∈ Vp(I ) and P ∩Pn = T then ηT (I ) ⊆ ηT (P ) and thus ηT (I )ec ⊆ ηT (P )ec = ηT (P ) by 1.7.
Hence π(P ) = πT (P ) ∈ V(ξ−1T (ΦT (ηT (I )ec)∩KT )) by the definition of πT . Conversely, let
P ∈ V(ξ−1T (ΦT (ηT (I )ec)∩KT )), P ∩Pn = T ′.
AT

ΦT
ηT
T ′ ξ
T
T ′
ΦT ′

KT

AT ′

KT ′
An Kn






ηT
ηT ′





	
ξT
ξT ′
AT [Y−1T ] KT [Y−1T ]
AT ′ [Y−1T ′ ] KT ′ [Y−1T ′ ].

 

 


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ΦT
(
ηT (I )
)∩KT ⊆ ΦT (ηT (I )ec)∩KT ⊆ ξT (P ).
Now ηT (I )ec is generated by a subset E ⊆ AT such that ΦT (E) ⊆ KT by 5.4(i). Since
ΦT ′ ◦ ηTT ′(E) = ξTT ′ ◦ΦT (E) ⊆ ξTT ′ ◦ ξT (P ) = ξT ′(P ) ⊆ ξT ′(P )e
by 5.7,
ηTT ′(E) ⊆ Φ−1T ′
(
ξT ′(P )
e
)∩AT ′ = Φ−1T ′ (ξT ′(P )e)c.
It follows that
ηT ′(I ) = ηTT ′ ◦ ηT (I ) ⊆ ηTT ′
(
ηT (I )
ec
)⊆ Φ−1
T ′
(
ξT ′(P )
e
)c = Φ−1
T ′
(
ξT ′(P )
e
)∩AT ′
since the ηT
T ′(E) generates η
T
T ′(ηT (I )
ec), and thus we have
I ⊆ η−1
T ′
(
Φ−1
T ′
(
ξT ′(P )
e
)∩AT ′)= π−1T ′ (P ) = π−1(P ).
This gives that P ∈ π(Vp(I )) and we have (5.8).
In the same way, we have that
π−1
(V(I ))= ⋃
T admissible
Vp
(
η−1T
(
Φ−1T
(
ξT (I )
ec
)∩AT )) (5.9)
for an ideal I of Kn. Hence π and π−1 are continuous by (5.8) and (5.9). It follows that π is a
homeomorphism.
Now the restriction π ′ = π |pprimAn is also a homeomorphism since P is a Poisson primitive
ideal of An if and only if π(P ) is a primitive ideal of Kn by 2.7, 3.3, 3.6 and [10, Theorem 5.13,
Corollary 5.14]. 
5.9. Corollary. Suppose that the subgroup of k× generated by all parameters pi , qi , γij in Kn
is torsion free. Then the topological spaces spec(Kn) and prim(Kn) are topological quotients of
specAn and maxAn, respectively.
Proof. It follows immediately from 2.7 and 5.8. 
5.10. Let q ∈ k×. Here we assume that
qi = q−2, pi = 1, γij = q
for each i and for each j > i. Then Kn becomes the coordinate ring Oq(sp(k2n)) of the quantum
symplectic 2n-space by [10, Example 2.4].
Corollary. If q is not a root of unity then the spectrum and the primitive spectrum ofOq(sp(k2n))
are topological quotients of spec k[y1, x1, . . . , yn, xn] and k2n.
Proof. It follows from 5.9 since An = k[y1, x1, . . . , yn, xn] as an algebra and maxAn ∼= k2n. 
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qi = 1, pi = q−2, γij = q−1
for each i and for each j > i. Then Kn becomes the coordinate ring Oq(o(k2n)) of quantum
Euclidean 2n-space by [10, Example 2.6].
Corollary. If q is not a root of unity then the spectrum and the primitive spectrum of Oq(o(k2n))
are topological quotients of spec k[y1, x1, . . . , yn, xn] and k2n.
Proof. It follows from 5.9 since An = k[y1, x1, . . . , yn, xn] as an algebra and maxAn ∼= k2n. 
6. Proof of 5.5
6.1. Lemma. Let T ,T ′ be admissible sets such that T ⊆ T ′. Then, for each i = 1, . . . , n, there
exist iηT
T ′ and
iξT
T ′ satisfying the following properties:
(i) iηT
T ′ :B
i
T → BiT ′ is a k-linear map such that its restriction to AT ∩BiT is the canonical map
ηT
T ′ :AT ∩ BiT → AT ′ ∩ BiT ′ and that iηTT ′(tα), α ∈ HiT , is equal to either zero or cαtα′ for
some cα ∈ k× and α′ ∈ HiT ′ .
(ii) iξT
T ′ :L
i
T → LiT ′ is a k-linear map such that its restriction to KT ∩LiT is the canonical map
ξT
T ′ :KT ∩ LiT → KT ′ ∩ LiT ′ and that iξTT ′(tα), α ∈ HiT , is equal to either zero or dαtα′ for
some dα ∈ k× and α′ ∈ HiT ′ .
(iii) For each α,β ∈ HiT ,
iηTT ′(tαtβ) = iηTT ′(tα) iηTT ′(tβ), iξTT ′(tαtβ) = iξTT ′(tα) iξTT ′(tβ).
Moreover iηT
T ′(tα) = 0 if and only if iξTT ′(tα) = 0 for all α ∈ HiT and if
iηTT ′(tα) = cαtα′ = 0, iξTT ′(tα) = dαtα′′ = 0
then α′ = α′′.
(iv) (iξT
T ′ ◦ΦT )(tα) = (ΦT ′ ◦ iηTT ′)(tα) for all α ∈ HiT .
Proof. For convenience, we assume that every admissible set contains Ω0. Fix i and omit the
superscript i in iηT
T ′ and
iξT
T ′ for simplicity. Observe that there are nineteen cases:
Ωi−1 /∈ T , Ωi /∈ T ; Ωi−1 /∈ T ′, Ωi /∈ T ′, Ωi−1 /∈ T , Ωi /∈ T ; Ωi−1 ∈ T ′, Ωi /∈ T ′,
Ωi−1 /∈ T , Ωi /∈ T ; Ωi−1 /∈ T ′, Ωi ∈ T ′, Ωi−1 /∈ T , Ωi /∈ T ; yi ∈ T ′, xi /∈ T ′,
Ωi−1 /∈ T , Ωi /∈ T ; yi /∈ T ′, xi ∈ T ′, Ωi−1 /∈ T , Ωi /∈ T ; yi ∈ T ′, xi ∈ T ′,
Ωi−1 ∈ T , Ωi /∈ T ; Ωi−1 ∈ T ′, Ωi /∈ T ′, Ωi−1 ∈ T , Ωi /∈ T ; yi ∈ T ′, xi /∈ T ′,
Ωi−1 ∈ T , Ωi /∈ T ; yi /∈ T ′, xi ∈ T ′, Ωi−1 ∈ T , Ωi /∈ T ; yi ∈ T ′, xi ∈ T ′,
Ωi−1 /∈ T , Ωi ∈ T ; Ωi−1 /∈ T ′, Ωi ∈ T ′, Ωi−1 /∈ T , Ωi ∈ T ; yi ∈ T ′, xi /∈ T ′,
Ωi−1 /∈ T , Ωi ∈ T ; yi /∈ T ′, xi ∈ T ′, Ωi−1 /∈ T , Ωi ∈ T ; yi ∈ T ′, xi ∈ T ′,
y /∈ T , x ∈ T ; y /∈ T ′, x ∈ T ′, y /∈ T , x ∈ T ; y ∈ T ′, x ∈ T ′,i i i i i i i i
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yi ∈ T , xi ∈ T ; yi ∈ T ′, xi ∈ T ′,
(a) Ωi−1 /∈ T , Ωi /∈ T ; Ωi−1 /∈ T ′, Ωi /∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 ∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 ∈ YT ′ ,
H iT =
{
sμi−1 + rλi + uμi
∣∣ r −(s + u), s  0, u 0}= HiT ′
by 4.4(ii). For sμi−1 + rλi + uμi ∈ HiT , define
ηTT ′(tsμi−1+rλi+uμi ) = tsμi−1+rλi+uμi ,
ξTT ′(tsμi−1+rλi+uμi ) = tsμi−1+rλi+uμi .
Now (i)–(iv) hold trivially.
(b) Ωi−1 /∈ T , Ωi /∈ T ; Ωi−1 ∈ T ′, Ωi /∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 ∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 /∈ YT ′ ,
H iT =
{
sμi−1 + rλi + uμi
∣∣ r −(s + u), s  0, u 0},
H iT ′ = {rλi + sμi | r −s, s  0}
by 4.4(ii), (iv). Since ηT
T ′(yi) = yi and ξTT ′(yi) = yi are invertible elements of AT ′ [Y−1T ′ ] and
KT ′ [Y−1T ′ ] respectively, the canonical maps ηTT ′ and ξTT ′ are extended uniquely to algebra homo-
morphisms
ηTT ′ :AT
[
y−1i
]→ AT ′[Y−1T ′ ], ξTT ′ :KT [y−1i ]→ KT ′[Y−1T ′ ].
That is, ηT
T ′ and ξ
T
T ′ are given by
ηTT ′(tsμi−1+rλi+uμi ) =
{
trλi+uμi , s = 0,
0, s > 0,
ξTT ′(tsμi−1+rλi+uμi ) =
{
trλi+uμi , s = 0,
0, s > 0
for sμi−1 + rλi + uμi ∈ HiT . Now (i)–(iv) hold trivially.
(c) Ωi−1 /∈ T , Ωi /∈ T ; Ωi−1 /∈ T ′, Ωi ∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 ∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {yi}, Ωi−1 ∈ YT ′ ,
H iT =
{
sμi−1 + rλi + uμi
∣∣ r −(s + u), s  0, u 0},
H i ′ = {sμi−1 + rλi | r −s, s  0}T
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T ′(yi) = yi and ξTT ′(yi) = yi are invertible elements of AT ′ [Y−1T ′ ] and
KT ′ [Y−1T ′ ] respectively, the canonical maps ηTT ′ and ξTT ′ are extended uniquely to algebra homo-
morphisms
ηTT ′ :AT
[
y−1i
]→ AT ′[Y−1T ′ ], ξTT ′ :KT [y−1i ]→ KT ′[Y−1T ′ ].
That is, ηT
T ′ and ξ
T
T ′ are given by
ηTT ′(tsμi−1+rλi+uμi ) =
{
tsμi−1+rλi , u = 0,
0, u > 0,
ξTT ′(tsμi−1+rλi+uμi ) =
{
tsμi−1+rλi , u = 0,
0, u > 0
for sμi−1 + rλi + uμi ∈ HiT . Now (i)–(iv) hold trivially.
(d) Ωi−1 /∈ T , Ωi /∈ T ; yi ∈ T ′, xi /∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 ∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {xi}, Ωi−1 /∈ YT ′ ,
H iT =
{
sμi−1 + rλi + uμi
∣∣ r −(s + u), s  0, u 0},
H iT ′ = {uνi | u 0}
by 4.4(ii), (v). Now ηT
T ′ and ξ
T
T ′ are defined in order to satisfy the following conditions respec-
tively: for r  0, u 0,
ηTT ′
(
yri x
u
i
)= ηTT ′(yri )ηTT ′(xui )=
{
xui , r = 0,
0, r > 0,
ξTT ′
(
yri x
u
i
)= ξTT ′(yri )ξTT ′(xui )=
{
xui , r = 0,
0, r > 0.
That is, ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(tsμi−1+rλi+uμi ) =
{ [ϕ(qi)− ϕ(pi)]utuνi , s = 0, r = −u,
0, otherwise,
ξTT ′(tsμi−1+rλi+uμi ) =
{
(qi − pi)uq−u/2i tuνi , s = 0, r = −u,
0, otherwise
for all sμi−1 + rλi + uμi ∈ HiT . (See (4.2) and (4.3).) For each s = 0, r = −u, u 0, we have
that
(
ξTT ′ ◦ΦT
)
(tsμi−1+rλi+uμi ) =
(
ξTT ′ ◦ΦT
)
(t−uλi+uμi )
= auμi ξTT ′(t−uλi+uμi )
= auμ (qi − pi)uq−u/2tuν ,i i i
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)
(tsμi−1+rλi+uμi ) =
(
ΦT ′ ◦ ηTT ′
)
(t−uλi+uμi )
= [ϕ(qi)− ϕ(pi)]uΦT ′(tuνi )
= auμi (qi − pi)uq−u/2i tuνi .
Hence we have (iv). Now (i), (ii), (iii) are checked easily.
(e) Ωi−1 /∈ T ,Ωi /∈ T ;yi /∈ T ′, xi ∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 ∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {yi}, Ωi−1 /∈ YT ′ ,
H iT =
{
sμi−1 + rλi + uμi
∣∣ r −(s + u), s  0, u 0},
H iT ′ = {rλi | r  0}
by 4.4(ii), (vi). Since ηT
T ′(yi) = yi and ξTT ′(yi) = yi are invertible elements of AT ′ [Y−1T ′ ] and
KT ′ [Y−1T ′ ] respectively, the canonical maps ηTT ′ and ξTT ′ are extended uniquely to algebra homo-
morphisms
ηTT ′ :AT
[
y−1i
]→ AT ′[Y−1T ′ ], ξTT ′ :KT [y−1i ]→ KT ′[Y−1T ′ ].
That is, ηT
T ′ and ξ
T
T ′ are given by
ηTT ′(tsμi−1+rλi+uμi ) =
{
trλi , s = u = 0,
0, otherwise,
ξTT ′(tsμi−1+rλi+uμi ) =
{
trλi , s = u = 0,
0, otherwise
for sμi−1 + rλi + uμi ∈ HiT . Now (i)–(iv) hold trivially.
(f) Ωi−1 /∈ T , Ωi /∈ T ; yi ∈ T ′, xi ∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 ∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = ∅, Ωi−1 /∈ YT ′ ,
H iT =
{
sμi−1 + rλi + uμi
∣∣ r −(s + u), s  0, u 0},
H iT ′ = {0}
by 4.4(ii), (vii). Now ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(tsμi−1+rλi+uμi ) = 0,
ξTT ′(tsμi−1+rλi+uμi ) = 0
for sμi−1 + rλi + uμi ∈ Hi . Hence (i)–(iv) hold trivially.T
S.-Q. Oh / Journal of Algebra 319 (2008) 4485–4535 4527(g) Ωi−1 ∈ T , Ωi /∈ T ; Ωi−1 ∈ T ′, Ωi /∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 /∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 /∈ YT ′ ,
H iT = {rλi + sμi | r −s, s  0} = HiT ′
by 4.4(iv). For rλi + sμi ∈ HiT , define
ηTT ′(trλi+sμi ) = trλi+sμi ,
ξTT ′(trλi+sμi ) = trλi+sμi .
Now (i)–(iv) hold trivially.
(h) Ωi−1 ∈ T ,Ωi /∈ T ;yi ∈ T ′, xi /∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 /∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {xi}, Ωi−1 /∈ YT ′ ,
H iT = {rλi + sμi | r −s, s  0},
H iT ′ = {sνi | s  0}
by 4.4(iv), (v). Now ηT
T ′ and ξ
T
T ′ are defined in order to satisfy the following conditions respec-
tively: for r  0, s  0,
ηTT ′
(
yri x
s
i
)= ηTT ′(yri )ηTT ′(xsi )=
{
xsi , r = 0,
0, r > 0,
ξTT ′
(
yri x
s
i
)= ξTT ′(yri )ξTT ′(xsi )=
{
xsi , r = 0,
0, r > 0.
That is, ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(trλi+sμi ) =
{ [ϕ(qi)− ϕ(pi)]s tsνi , r = −s,
0, otherwise,
ξTT ′(trλi+sμi ) =
{
(qi − pi)sq−s/2i tsνi , r = −s,
0, otherwise
for all rλi + sμi ∈ HiT as in the case (d). (See (4.6) and (4.7).) For each r = −s, s  0, we have
that
(
ξTT ′ ◦ΦT
)
(trλi+sμi ) =
(
ξTT ′ ◦ΦT
)
(t−sλi+sμi )
= asμi ξTT ′(t−sλi+sμi )
= asμ (qi − pi)sq−s/2tsν ,i i i
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)
(trλi+sμi ) =
(
ΦT ′ ◦ ηTT ′
)
(t−sλi+sμi )
= [ϕ(qi)− ϕ(pi)]sΦT ′(tsνi )
= asμi (qi − pi)sq−s/2i tsνi .
Hence we have (iv). Now (i), (ii), (iii) are checked easily.
(i) Ωi−1 ∈ T ,Ωi /∈ T ;yi /∈ T ′, xi ∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 /∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {yi}, Ωi−1 /∈ YT ′ ,
H iT = {rλi + sμi | r −s, s  0},
H iT ′ = {rλi | r  0}
by 4.4(iv), (vi). Now ηT
T ′ and ξ
T
T ′ are defined in order to satisfy the following conditions respec-
tively: for r  0, s  0,
ηTT ′
(
yri x
s
i
)= ηTT ′(yri )ηTT ′(xsi )=
{
yri , s = 0,
0, s > 0,
ξTT ′
(
yri x
s
i
)= ξTT ′(yri )ξTT ′(xsi )=
{
yri , s = 0,
0, s > 0.
That is, ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(trλi+sμi ) =
{
trλi , s = 0,
0, s > 0,
ξTT ′(trλi+sμi ) =
{
trλi , s = 0,
0, s > 0,
for all rλi + sμi ∈ HiT . Hence (i)–(iv) hold trivially.
(j) Ωi−1 ∈ T , Ωi /∈ T ; yi ∈ T ′, xi ∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi,Ωi}, Ωi−1 /∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = ∅, Ωi−1 /∈ YT ′ ,
H iT = {rλi + sμi | r −s, s  0},
H iT ′ = {0}
by 4.4(iv), (vii). Now ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(trλi+sμi ) = 0,
ξTT ′(trλi+sμi ) = 0
for rλi + sμi ∈ Hi . Hence (i)–(iv) hold trivially.T
S.-Q. Oh / Journal of Algebra 319 (2008) 4485–4535 4529(k) Ωi−1 /∈ T , Ωi ∈ T ; Ωi−1 /∈ T ′, Ωi ∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi}, Ωi−1 ∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {yi}, Ωi−1 ∈ YT ′ ,
H iT = {sμi−1 + rλi | r −s, s  0} = HiT ′
by 4.4(iii). For sμi−1 + rλi ∈ HiT , define
ηTT ′(tsμi−1+rλi ) = tsμi−1+rλi ,
ξTT ′(tsμi−1+rλi ) = tsμi−1+rλi .
Now (i)–(iv) hold trivially.
(l) Ωi−1 /∈ T , Ωi ∈ T ; yi ∈ T ′, xi /∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi}, Ωi−1 ∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {xi}, Ωi−1 /∈ YT ′ ,
H iT = {sμi−1 + rλi | r −s, s  0},
H iT ′ = {sνi | s  0}
by 4.4(iii), (v). Now ηT
T ′ and ξ
T
T ′ are defined in order to satisfy the following conditions respec-
tively: for r  0, s  0,
ηTT ′
(
yri x
s
i
)= ηTT ′(yri )ηTT ′(xsi )=
{
xsi , r = 0,
0, r > 0,
ξTT ′
(
yri x
s
i
)= ξTT ′(yri )ξTT ′(xsi )=
{
xsi , r = 0,
0, r > 0.
That is, ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(tsμi−1+rλi ) =
{
(−1)s[ϕ(qi)− ϕ(pi)]s tsνi , r = −s,
0, otherwise,
ξTT ′(tsμi−1+rλi ) =
{
(−1)s(qi − pi)sp−s/2i tsνi , r = −s,
0, otherwise
for all sμi−1 + rλi ∈ HiT . (See (4.4) and (4.5).) For each r = −s, s  0, we have that(
ξTT ′ ◦ΦT
)
(tsμi−1+rλi ) =
(
ξTT ′ ◦ΦT
)
(tsμi−1−sλi )
= asμi−1ξTT ′(tsμi−1−sλi )
= (−1)s(qi − pi)sp−s/2asμ tsν ,i i−1 i
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(tsμi−1+rλi ) =
(
ΦT ′ ◦ ηTT ′
)
(tsμi−1−sλi )
= (−1)s[ϕ(qi)− ϕ(pi)]sΦT ′(tsνi )
= (−1)s(qi − pi)sq−s/2i asμi tsνi
= (−1)s(qi − pi)sp−s/2i asμi−1 tsνi .
Hence we have (iv). Now (i), (ii), (iii) are checked easily.
(m) Ωi−1 /∈ T , Ωi ∈ T ; yi /∈ T ′, xi ∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi}, Ωi−1 ∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {yi}, Ωi−1 /∈ YT ′ ,
H iT = {sμi−1 + rλi | r −s, s  0},
H iT ′ = {rλi | r  0}
by 4.4(iii), (vi). Now ηT
T ′ and ξ
T
T ′ are defined in order to satisfy the following conditions respec-
tively: for r  0, s  0,
ηTT ′
(
yri x
s
i
)= ηTT ′(yri )ηTT ′(xsi )=
{
yri , s = 0,
0, s > 0,
ξTT ′
(
yri x
s
i
)= ξTT ′(yri )ξTT ′(xsi )=
{
yri , s = 0,
0, s > 0.
That is, ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(tsμi−1+rλi ) =
{
trλi , s = 0,
0, s > 0,
ξTT ′(tsμi−1+rλi ) =
{
trλi , s = 0,
0, s > 0
for all sμi−1 + rλi ∈ HiT . Hence (i)–(iv) hold trivially.
(n) Ωi−1 /∈ T ,Ωi ∈ T ;yi ∈ T ′, xi ∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi}, Ωi−1 ∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = ∅, Ωi−1 /∈ YT ′ ,
H iT = {sμi−1 + rλi | r −s, s  0},
H iT ′ = {0}
by 4.4(iii), (vii). Now ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(tsμi−1+rλi ) = 0,
ξTT ′(tsμi−1+rλi ) = 0
for all sμi−1 + rλi ∈ Hi . Hence (i)–(iv) hold trivially.T
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YT ∩ {yi,Ωi, xi} = {yi}, Ωi−1 /∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {yi}, Ωi−1 /∈ YT ′ ,
H iT = {rλi | r  0} = HiT ′
by 4.4(vi). Now ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(trλi ) = trλi ,
ξTT ′(trλi ) = trλi
for all rλi ∈ HiT . Hence (i)–(iv) hold trivially.
(p) yi /∈ T , xi ∈ T ; yi ∈ T ′, xi ∈ T ′:
YT ∩ {yi,Ωi, xi} = {yi}, Ωi−1 /∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = ∅, Ωi−1 /∈ YT ′ ,
H iT = {rλi | r  0},
H iT ′ = {0}
by 4.4(vi), (vii). Now ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(trλi ) = 0,
ξTT ′(trλi ) = 0
for all rλi ∈ HiT . Hence (i)–(iv) hold trivially.
(q) yi ∈ T , xi /∈ T ; yi ∈ T ′, xi /∈ T ′:
YT ∩ {yi,Ωi, xi} = {xi}, Ωi−1 /∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = {xi}, Ωi−1 /∈ YT ′ ,
H iT = {sνi | s  0} = HiT ′
by 4.4(v). Now ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(tsνi ) = tsνi ,
ξTT ′(tsνi ) = tsνi
for all sνi ∈ Hi . Hence (i)–(iv) hold trivially.T
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YT ∩ {yi,Ωi, xi} = {xi}, Ωi−1 /∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = ∅, Ωi−1 /∈ YT ′ ,
H iT = {sνi | s  0},
H iT ′ = {0}
by 4.4(v), (vii). Now ηT
T ′ and ξ
T
T ′ are defined by
ηTT ′(tsνi ) = 0,
ξTT ′(tsνi ) = 0
for all sνi ∈ HiT . Hence (i)–(iv) hold trivially.
(s) yi ∈ T , xi ∈ T ; yi ∈ T ′, xi ∈ T ′:
YT ∩ {yi,Ωi, xi} = ∅, Ωi−1 /∈ YT ,
YT ′ ∩ {yi,Ωi, xi} = ∅, Ωi−1 /∈ YT ′ ,
H iT = {0} = HiT ′
by 4.4(vii). Now ηT
T ′ and ξ
T
T ′ are the trivial maps. Hence (i)–(iv) hold trivially. 
6.2. Lemma. Let tα be a nonzero term of 0 = X ∈ KT of the form X = yri xsi , r  0, s  0. If
iξT
T ′(tα) = 0 then ξTT ′(X) = 0.
Proof. If the number of nonzero terms of X is one then there is nothing to prove. Hence we may
assume that Ωi−1 /∈ T ,Ωi /∈ T and s > 0 by 4.4. Since ξTT ′(X) = ξTT ′(yi)rξTT ′(xi)s , if ξTT ′(yi) = 0
and ξT
T ′(xi) = 0 then the result holds since KT is an integral domain. Hence it is enough to check
for the cases (d) and (e) of the proof of 6.1.
For the case (d), if r > 0 then iξT
T ′(tα) = 0 for all α ∈ HXT by the case (d) of the proof of 6.1,
thus r = 0. It follows that ξT
T ′(X) = ξTT ′(xi)s = xsi = 0. For the case (e), we observe in the case
(e) of the proof of 6.1 that iξT
T ′(tα) = 0 for all α ∈ HXT since s > 0. Hence the result is true for
the case (e). 
6.3. Proof of 5.5
We proceed by induction on n. If n = 1 then it is true by 6.1. Suppose that n > 1 and that (i),
(ii) and (iii) of 5.5 hold for the case  n− 1. Let
T1 = T ∩Pn−1, T ′1 = T ′ ∩Pn−1.
Then T1 and T ′1 are admissible subsets of Pn−1 such that T1 ⊆ T ′1. By the induction hypothesis,
there exist ηT1′ and ξT1′ satisfying (i), (ii), (iii) and nηT ′(tβ), nξT ′(tβ), β ∈ HnT , are given by 6.1.T1 T1 T T
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tγ =
{
tαtβ, AT [Y−1],
cT (α,β)
−1tαtβ, KT [Y−1]
for some α ∈ HT1 , β ∈ HnT with γ = α + β . Now we define ηTT ′(tγ ) and ξTT ′(tγ ) by
ηTT ′(tγ ) = ηTT ′(tαtβ) = ηT1T ′1(tα)
nηTT ′(tβ),
ξTT ′(tγ ) = cT (α,β)−1ξTT ′(tαtβ) = cT (α,β)−1ξT1T ′1(tα)
nξTT ′(tβ).
For α,α′ ∈ HT1 and β,β ′ ∈ HnT , suppose that α + β = α′ + β ′. Since α − α′ = β ′ − β and
α,α′ ∈ HT1 , β,β ′ ∈ HnT , we have either α = α′, β = β ′ or α − α′ = β ′ − β = sμn−1 for some
integer s = 0 by 4.4(x). If α − α′ = β ′ − β = sμn−1 for some integer s = 0 then
α = α′ + sμn−1, β ′ = sμn−1 + β
and we may assume s > 0 by interchanging α and β to α′ and β ′ respectively, and thus sμn−1 ∈
HT1 ∩HnT . Observing
tα =
{
tα′ tsμn−1 , AT [Y−1T ],
cT (α
′, sμn−1)−1tα′ tsμn−1 , KT [Y−1T ],
tβ ′ =
{
tsμn−1 tβ, AT [Y−1T ],
cT (sμn−1, β)−1tsμn−1 tβ, KT [Y−1T ],
tαtβ =
{
tα′ tβ ′ , AT [Y−1T ],
cT (α,β)cT (α
′, β ′)−1tα′ tβ ′ , KT [Y−1T ]
and tsμn−1 ∈ AT , tsμn−1 ∈ KT , we have
η
T1
T ′1
(tα)
nηTT ′(tβ) = ηT1T ′1(tα′)η
T
T ′(tsμn−1)
nηTT ′(tβ)
= ηT1
T ′1
(tα′)
nηTT ′(tβ ′),
ξ
T1
T ′1
(tα)
nξTT ′(tβ) = cT (α′, sμn−1)−1ξT1T ′1(tα′)ξ
T
T ′(tsμn−1)
nξTT ′(tβ)
= cT (α′, sμn−1)−1cT (sμn−1, β)ξT1T ′1(tα′)
nξTT ′(tβ ′)
= cT (α′, β ′)−1cT (α,β)ξT1T ′1(tα′)
nξTT ′(tβ ′)
by 6.1. It follows that the maps ηT
T ′ and ξ
T
T ′ are well-defined on tγ for γ ∈ HT . Extend these
maps to BT and LT linearly.
Let α ∈ HiT ,β ∈ HjT and i < j . Suppose that tα and tβ are nonzero terms of X = yri xsi and
Y = yr ′xs′ , respectively. If ξT ′(tα) = 0, ξT ′(tβ) = 0 then ξT′(X) = 0, ξT′(Y ) = 0 by 6.2, and wej j T T T T
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T ′(Y )ξ
T
T ′(X) = cξTT ′(X)ξTT ′(Y ), where c is the element of k× satisfying YX = cXY ,
since ξT
T ′ is the canonical epimorphism. Note that ξ
T
T ′(X) and ξ
T
T ′(Y ) are elements of KT ′ of the
forms yri x
s
i and yr
′
j x
s′
j . Hence we have that
ξTT ′(tβ tα) = cξTT ′(tαtβ) = cξTT ′(tα)ξTT ′(tβ) = ξTT ′(tβ)ξTT ′(tα)
by the definition ξT
T ′ and 4.4(xiv). If ξTT ′(tα) = 0 or ξTT ′(tβ) = 0 then
ξTT ′(tβ tα) = cT (β,α)2ξTT ′(tαtβ) = cT (β,α)2ξTT ′(tα)ξTT ′(tβ) = 0 = ξTT ′(tβ)ξTT ′(tα).
Thus ξT
T ′(tαtβ) = ξTT ′(tα)ξTT ′(tβ) for all α ∈ HiT , β ∈ HjT (i and j are arbitrary indices) by the
definition of ξT
T ′ and 6.1(iii).
Let α and β be arbitrary elements of HT . Then we have
α = α1 + · · · + αn, β = β1 + · · · + βn
for some αi,βi ∈ HiT and tα = c1tα1 · · · tαn , tβ = c2tβ1 · · · tβn in KT and
ξTT ′(tα) = c1ξTT ′(tα1) · · · ξTT ′(tαn), ξTT ′(tβ) = c2ξTT ′(tβ1) · · · ξTT ′(tβn)
for some c1, c2 ∈ k× by the definition of ξTT ′ . If ξTT ′(tα) = 0 or ξTT ′(tβ) = 0 then ξTT ′(tαi ) = 0 or
ξT
T ′(tβj ) = 0 for some i, j since KT [Y−1T ] is an integral domain, thus
ξTT ′(tαtβ) = c1c2ξTT ′(tα1 · · · tαn tβ1 · · · tβn) = c1c2dξTT ′(tα1 tβ1 · · · tαn tβn)
= c1c2dξTT ′(tα1)ξTT ′(tβ1) · · · ξTT ′(tαn)ξTT ′(tβn) = 0 = ξTT ′(tα)ξTT ′(tβ),
where d is a product of elements c ∈ k× as given in 4.4(xiv). If ξT
T ′(tα) = 0 and ξTT ′(tβ) = 0 then
ξT
T ′(tαi ) = 0 and ξTT ′(tβj ) = 0 for all i, j , thus
ξTT ′(tαtβ) = c1c2ξTT ′(tα1 · · · tαn tβ1 · · · tβn) = c1c2dξTT ′(tα1 tβ1 · · · tαn tβn)
= c1c2dξTT ′(tα1)ξTT ′(tβ1) · · · ξTT ′(tαn)ξTT ′(tβn)
= c1c2ξTT ′(tα1) · · · ξTT ′(tαn)ξTT ′(tβ1) · · · ξTT ′(tβn)
= ξTT ′(tα)ξTT ′(tβ)
as in the above paragraph. Hence ξT
T ′ is an algebra homomorphism. On the other hand, we have
that
ηTT ′(tαtβ) = ηTT ′(tα1 tβ1 · · · tαn tβn) = ηTT ′(tα1)ηTT ′(tβ1) · · ·ηTT ′(tαn)ηTT ′(tβn) = ηTT ′(tα)ηTT ′(tβ)
since AT and AT ′ are commutative, and thus ηTT ′ is also an algebra homomorphism.
Finally, 5.5(iv) follows immediately from 6.1(iv). This completes the proof of 5.5. 
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