We classify general square systems of polynomial equations solvable in radicals. Expectedly, they are almost in a 1-to-1 correspondence with tuples of lattice polytopes of mixed volume not exceeding 4. The proof is based on the computation of the monodromy group for a general system of equations, which may be of independent interest.
that contain 0. Assume they generate a sublattice L ⊂ Z n . If rk L < n then the system f j (x) = 0 is inconsistent, otherwise L is the image of an inclusion ϕ : Z n → Z n given by the matrix (ϕ ik ), and the system f j (x) = 0 is equivalent to the general system g j (y) = 0 supported at the sets ϕ −1 (A ′ 1 ), . . . , ϕ −1 (A ′ n ) upon the change of variables y i = k x ϕ ik k .
Theorem 1
The general system of equations supported at an irreducible tuple A 1 = A 2 = . . . = A n = A ⊂ Z n , is solvable in radicals (⇔ in quadratures) if and only if it has at most 4 solutions, i.e. the volume of the convex hull of A is at most 4. Every such set A is contained in one of the following 35 sets or in the set obtained from one of those 35 by iteratively applying the procedure B → {0, . . . , 0, 1} ∪ B × {0} ⊂ Z m+1 , which builds the standard cone over B ∈ Z m , and an affine authomorphism of the lattice.
• n = 6, Vol = 4 : the circuit S 6 ∪ {(−1, −1, −1, 1, 1, 1)}, where S n ⊂ Z n is the set of vertices of the standard n-dimensional simplex.
• n = 5, Vol = 4 : the circuit S 5 ∪{(−2, −1, 1, 1, 1)} and the join (S 1 ×S 1 )⋆(S 1 ×S 1 ), where A ⋆ B for A ⊂ Z m and B ⊂ Z n is the union A × {0} × {0} ∪ {0} × B × {1} ⊂ Z m ⊕ Z n ⊕ Z.
• n = 4, Vol = 4 : circuits S 4 ∪{(−2, −1, 1, 1)}, S 4 ∪{(−1, −1, −1, 1)}, S 4 ∪{(−1, −1, −1, 2)}, the prism S 1 × S 3 , the join (2S 1 ) ⋆ (S 1 × S 1 ), and the sum (S 1 × S 1 ) ⊕ (S 1 × S 1 ), where A ⊕ B for A ⊂ Z m and B ⊂ Z n is the union A × {0} ∪ {0} × B ⊂ Z m ⊕ Z n . n = 4, Vol = 3 : the circuit S 4 ∪ {(−1, −1, 1, 1)}.
• n = 3, Vol = 4 and 3: the circuit S 3 ∪ {−1, −1, −1} and the following:
• n = 2, Vol 4 :
• n = 1, Vol 4 :
The "only if" part of this theorem can be reduced to the subsequent Theorem 3 by means of Example 1. The relation between the number of roots and the volume is the KouchnirenkoBernstein formula [1] . The classification is proved in Section 2. The "if" part follows from the observation that each of the 35 systems on the list above is solvable (we do not list these 35 obvious explicit formulas here).
Remark. The list above only includes irreducible lattice sets, the volume of whose convex hull is at most 4. In order to list all the lattice polytopes of volume at most 4 (up to affine authomorphisms of the lattice and taking the standard cone), we should add the empty simplices of volume at most 4 and the pyramides D n ⊕ (S 1 × S 1 ), D n ⋆ (S 1 × S 1 ), D n ⊕ (2S 1 ), D n ⋆ (2S 1 ), where D n for n 3 is the (unique) n-dimensional volume 2 empty simplex that is not a standard cone. We now try to drop the assumption A 1 = A 2 = . . . = A n . In this case, an irreducible tuple A 1 = {0, 1, 2, 3, 4} × {0}, A 2 = {0} × {0, 1, 2, 3, 4}
gives rise to a general system of equations, which has 16 solutions but is solvable in radicals. This is because this tuple is not reduced in the following sense.
Definition. An irreducible tuple A 1 , A 2 . . . , A n ⊂ Z n is said to be reduced, if the dimension of the convex hull of the union ∪ j∈I A j is greater than |I| for every I {1, 2, . . . , n}.
From here on in the paper, we restrict our attention to reduced tuples, because the question of solvability of the general system supported at a non-reduced tuple can be reduced to the same question for systems of fewer variables as follows. For an irreducible tuple of sets A 1 , A 2 . . . , A n ⊂ Z n , which is not reduced, a suitable authomorphism of the lattice ϕ :
m , where (ϕ im ) is the matrix of ϕ, sends the general system f j (x) = 0 supported at A to the general system g j (y) = 0 supported at
, and the latter can be solved in two steps: first, solve the system g 1 (y 1 , y 2 , . . . , y k ) = g 2 (y 1 , y 2 , . . . , y k ) = . . . = g k (y 1 , y 2 . . . , y k ) = 0, then, for every solution (y 0 1 , y 0 2 , . . . , y k 1 ), solve the system g j (y 0 1 , . . . , y 0 k , y k+1 , . . . , y n ) = 0, j = k + 1, k + 2, . . . , n. The first system is the general system supported at A ′ 1 , A ′ 2 , . . . , A ′ k ⊂ Z k , and the second one is the general system supported at the images of A ′ k+1 , A ′ k+2 , . . . , A ′ n under the projection Z n → Z n /Z k × {0, . . . , 0}.
Conjecture 1
The general system of polynomial equations supported at a reduced tuple A 1 , A 2 , . . . , A n is solvable in radicals (⇔ in quadratures) if and only if it has at most 4 solutions, i.e. the mixed volume of the convex hulls of A 1 , A 2 , . . . , A n is at most 4.
Remark. The relation between the number of roots and the mixed volume is the KouchnirenkoBernstein formula [1] . The solvability of a general system with at most 4 solutions easily follows from a general argument of elimination theory: let f j (x) = 0 be the general system of equations supported at A, consider f j as a Laurent polynomial F j in x 2 , x 3 , . . . , x n with coefficients in
The roots of R are the first coordinates of the roots of the system f j (x) = 0; if there are at most 4 of them, then the equation R = 0 can be solved by the Ferrari formula.
Theorem 2 The conjecture is valid for n = 2. Moreover, the convex hulls of a reduced pair A, B ⊂ Z 2 have mixed area 4 if and only if there exist G ∈ SL(Z 2 ) and a and b ∈ Z 2 , such that the sets GA + a and GB + b are contained in one of the 14 pairs of polygons in Figure 2 .
The "only if" part can be reduced to Theorem 3 by means of Example 2, the classification is proved in Section 2, and the "if" part follows from the observation that each of the listed 14 systems is explicitly solvable. Remark. For j = 1, 2, 3, 4, the mixed area of a pair of lattice polygons A and B does not exceed j, if and only if there exist G ∈ SL(Z 2 ) and a and b ∈ Z 2 such that the polygons GA + a and GB + b are contained in one of the pairs of sets on the list (j) of Figure 2 .
We cannot prove Conjecture 1 in full generality for n > 2, nor can we classify tuples of lattice polytopes of mixed volume 4 in Z n , n > 2. The rest of this section is devoted to solving these problems in certain special cases.
Definition. A point a ∈ A 1 is said to be a lucky point of a tuple A 1 , A 2 , . . . , A n ⊂ Z n , if every tuple of faces Γ j of the convex hulls of A j such that a ∈ Γ 1 and j Γ j is a face of the convex hull of j A j , satisfies the following two conditions: 1) if there exists I {1, 2, . . . , n} such that dim j∈I Γ j < |I|, then I can be chosen so that 1 / ∈ I.
2) if there is no such I, then the lattice distance from the affine hyperplane containing n j=1 Γ j to the set n j=1 A j \ Γ j is smaller than the half of the mixed volume of the convex hulls of A 1 , A 2 , . . . , A n .
Example 1 If the volume of the convex hull of an irreducible set A ⊂ Z n is greater than 2, then every a ∈ A is a lucky point of the tuple (A, A \ {a}, . . . , A \ {a}). Moreover, the mixed volume of the convex hulls of this tuple equals the volume of the convex hull of A.
Example 2 For every reduced pair A, B ⊂ Z 2 and every point a ∈ A, there existsB ⊂ B such that a is a lucky point of the pair (A,B) and the mixed area of the convex hulls of A andB is the same as for A and B.
Theorem 3 Conjecture 1 is valid for every tuple with a lucky point. Moreover, assuming with no loss of generality that the lucky point is 0 ∈ A 1 , the solutions of a system of equations
with generic coefficients c a,j ∈ C cannot be expressed by quadratures in terms of the right hand side c.
Theorem 4 Conjecture 1 is valid for A 1 , A 2 . . . , A n , if there exist two points of A 1 such that the segment connecting these points is not contained in the boundary of the convex hull of A 1 .
The proof is given in Section 5 and is based on some variations on Arnold's lemma of independent interest.
It is not even clear if Theorems 3 and 4 are enough to prove Conjecture 1 in dimension 3, i.e. if every reduced triple of lattice sets in Z 3 whose mixed volume is at least 4 has a lucky vertex or an interior segment. We only know the following weaker result in dimension 3 so far. Recall that a general system of polynomial equations is said to be solvable with a straightedge and compass, if its solution is locally a composition of rational functions and square roots. 2) The general system of three equations supported at A, B and C ⊂ Z 3 is solvable with a straightedge and compass, if and only if there exist G ∈ SL(Z 3 ) and a, b and c ∈ Z 3 such that the sets GA + a, GB + b and GC + c are contained in one of the following triples: Figure 2 (2), one of the seven reduced triples of mixed volume 2, see Figure 1 .
Classification of small lattice polytopes
Proof of the classification of Theorem 1 is based on the notion of a circuit.
Definition. A set A ⊂ Z n is said to be affinely dependent, if there exist coefficients c a ∈ R such that a∈A c a = 1 and a∈A c a a = 0. A circuit is a minimal (by inclusion) affinely dependent set.
Every circuit A can be uniquely decomposed into a disjoint union A = A + ⊔ A − such that A + and A − are the sets of vertices of two simplices with a unique common interior point (this decomposition is induced by the signs of the coefficients c a in the unique affine dependence relation for A).
The lattice volume of the convex hull conv A equals the product of the lattice volumes of conv A + and the projection of conv A − along the affine span of A + . Since the latter has an interior lattice point, its volume is not smaller than |A − |. In particular, Vol conv A 4 implies |A ± | 4, so the dimension of the affine span of A, which equals |A| − 2, is at most 6. This observation leads to the following classification:
Lemma 1 Every circuit A such that Vol conv A 4 coincides (up to an affine authomorphism of the lattice) with one of the circuits from Theorem 1, or {(±1, 0), (0, ±1}, or {0, 2, 4}.
Let now A ⊂ Z n be an arbitrary irreducible set such that Vol conv A 4. Among all circuits of maximal volume in A, choose a circuit of maximal cardinality B ⊂ A. This circuit is nontrivial, unless A is the set of vertices of a simplex, and we can assume with no loss in generality that 0 ∈ B. We shall now classify all possible A with a given circuit B, where B runs over all circuits listed in Lemma 1.
If Vol conv B = 4, then A is obviously an iterated standard cone over B (up to an affine authomorphism of Z n ).
If Vol conv B = 3, consider the image A ′ of A under the projection along the vector span of B. We need the following observation:
Lemma 2 For every irreducible set M ⊂ Z m with 0 ∈ M , exactly one of the following possibilities takes place:
1) There exist disjoint simplices of total volume 3 or more with a common vertex 0, such that all of their vertices are in M .
2) conv M is an iterated standard cone over a segment of lattice length 2 or over a parallelogram of lattice area 2. In this case, there exist disjoint simplices of total volume 2 with a common vertex 0, such that all of their vertices are in M .
3) M is the set of vertices of a unit simplex.
Applying this lemma to M = A ′ , we conclude that only the third possibility can take place, otherwise the volume of conv A would be at least 3 · 2 = 6. Since A ′ is the set of vertices of a unit simplex, and Vol conv A ′ = 3 < Vol conv A = 4, then at least one of the points in A ′ \ {0} is the image of at least two points of A, whose difference b is contained in the vector span of B. Thus, A contains an iterated standard cone over the set B ′ = B × {0} ∪ {0, b} × {1}. Since Vol conv B ′ 4, we conclude that A is an iterated standard cone over B ′ , and Vol conv B ′ = 4. For each of B from Lemma 1, it is an elementary-geometric problem to classify all suitable b such that Vol conv B ′ = 4.
Finally, if Vol conv B = 2, we also consider the image A ′ of A under the projection along the vector span of B. If A ′ is the set of vertices of a unit simplex, then, similarly to the case Vol conv B = 3, at most two points of A ′ \ {0} are images of more than one point of A, and A is an iterated standard cone over
where B is either {0, 1, 2} or {0, 1} × {0, 1}, and the sets B 1 , B 2 ⊂ Z 2 are easy to classify for Vol conv B ′ 4. Finally, if A ′ is not the set of vertices of a unit simplex, then, by Lemma 2, we observe that Vol conv A ′ = 2, and every point of A ′ \ {0} is the image of a unique point of A, so A can be reconstructed uniquely from B and A ′ .
Proof of the classification of Theorem 2 is based on the following well known formula for the mixed area of polygons: 
Monodromy of general systems of equations
The proof of our results is based on the search for general systems of equations whose monodromy group is solvable. This condition is equivalent to the solvability of the system itself by the following topological version of Galois theory (see e.g. [9] ):
Theorem 5 Let C ⊂ C 2 be an algebraic curve, (x, y) the standard coordinates, and π the restriction of x to C. The multivalued function y • π −1 can be expressed in quadratures if and only if the monodromy group of the branched covering π is solvable.
We shall need the following version of this fact.
Proposition 2 Let C ⊂ C n be a curve and f : C n → C a polynomial. The coordinates of the points x ∈ C, f (x) = c, can be expressed in quadratures in terms of c if and only if the monodromy group of the branched covering f : C → C is solvable.
Proof. Let C ′ ⊂ C 2 be the image of the map (f, x j ) : C → C 2 , where (x 1 , . . . , x n ) are the standard coordinates in C n . Denoting the restriction of f to C ′ by π ′ , we observe that the monodromy group of π ′ is the same as for f : C → C, so Theorem 5 for C ′ and π ′ gives the statement of the proposition for the j-th coordinate.
We thus start with counting the monodromy for a general system of equations. For a reduced
. . ⊕ C An be the bifurcation set, i.e. the closure of all c ∈ C A such that the system
has less solutions than we expect for systems defined by generic c ∈ C A (i.e. less than the mixed volume of the convex hulls of
The irreducible components of B are in one to one correspondence with the essential facings of the tuple A 1 , A 2 , . . . , A n (defined below), and we shall describe the cycle type of the permutation of the solutions of the system ( * ) as c travels around each of these components.
Definition. The codimension of a tuple of sets B 1 , B 2 , . . . , B k ⊂ Z n is the difference k − dim(conv j B j ). A tuple of subsets F j ⊂ A j , j = 1, 2, . . . , n, is said to be a face of A 1 , A 2 , . . . , A n , if the following equivalent conditions are satisfied:
1) F j = Γ j ∩ A j , where Γ j is a face of the convex hull of A j , and the Minkowski sum j Γ j is a face of the convex hull of j A j .
2) There exists a linear function L : Z n → Z, whose restriction to A j attains its maximum at
A subtuple S of a face of A 1 , A 2 , . . . , A n is said to be an essential facing of A 1 , A 2 , . . . , A n , if its codimension is 1, and the codimension of every proper subtuple of S is at most 0.
For an essential facing S = (S l 1 , S l 2 , . . . , S lp ) of the tuple A = (A 1 , A 2 , . . . , A n ), S l j ⊂ A l j , let R S be the closure of all c ∈ C A such that the equations a∈S l j c l j ,a x a = 0 for j = 1, 2, . . . , p are compatible. Let D A be the set of all c such that the equations ( * ) have a multiple solution.
Proposition 3 ([3])
If the tuple A is reduced, then the sets D A and R S for all of the essential facings S are pairwise different irreducible hypersurfaces, and their union D A ∪ S R S equals the bifurcation set B.
We now describe the cycle type T S of the permutation of the solutions of ( * ) as c runs around R S . We shall encode the type of a permutation with a i cycles of length i for i ∈ N as i a i e i ∈ Z N , where e 1 , e 2 , . . . is the standard basis in Z N .
Let S = (S l 1 , S l 2 , . . . , S lp ) be an essential facing of the tuple A = (A 1 , A 2 . . . , A n ) contained in its codimension 1 face F = (S 1 , S 2 , . . . , S n ). Permuting and shifting A 1 , A 2 , . . . , A n ⊂ Z n , we can provide that S = (S 1
There exists a unique primitive covector l : Z n → Z whose restriction to A j attains its minimum on S j for j = 1, 2, . . . , n (by our assumptions, this minimum equals 0). We denote the minimum of l on p j=1 (A j \ S j ) by l(F ) ∈ N, and the mixed volume of the convex hulls π S (S p+1 ), . . . , π S (S n ) in ker l/L(S) by v(F ).
Proposition 4 1) If the tuple A is reduced, then, as c runs around D A , two solutions of the system ( * ) permute.
2) For every essential facing S, the corresponding permutation type T S of a loop around R S equals i(S) F v(F )e l(F ) , where F runs over all codimension 1 faces of A such that S is a subtuple of F .
The proof of Propositions 3 and 4 is straightforward. We shall however obtain these propositions in a less straightforward manner as a special case of the computation of monodromy ζ-functions for a system of k equations in n variables with arbitrary k n (Theorem 6 below). Although the case k < n is not necessary for the purpose of this paper, it may be of independent interest. So we give a reference [2] for the background on the case k = n, and switch to the general case k n till the end of this section.
Consider the graph of the solution for the general system of equations with the Newton polytopes A 1 , A 2 , . . . , A k in Z n :
Let B be the bifurcation set of the solution, i.e. the set of all points in C A , at which the projection of Γ to C A fails to be a locally trivial fibration. Recall the description of the irreducible components of B obtained in [3] .
Definition. A subtuple of B 1 , B 2 , . . . , B k ⊂ Z n is said to be important, if it cannot be extended to a subtuple of higher codimension. See the remark after Theorem 3 below or Definition 2.27 in [3] for the definition of the number c images π B A 1 , . . . , π B A k , π B B ′ , π B B ′′ has finitely many faces C = (C 1 , . . . , C k , C ′ , C ′′ ) such that C ′ ∈ B ′ is the vertex π B (B i 1 + . . . + B ip ) , and the sum C 1 + . . . + C k + C ′′ has codimension 1 in L B . We denote the set of all such faces by F B , and for every such face C ∈ F B define two integer numbers: 
The tuple of the
is an important subtuple of a proper face of (A 1 , . . . , A k ), then the ζ-function of monodromy of the projection
Note that the degree of the latter rational function equals i B i 1 ,...,B ip c
.e. Theorem 6 implies Part 2 of Proposition 5 that cites Theorem 2.36 in [3] . The proof is also the same as for Theorem 2.36 in [3] , extending the computation of Milnor numbers of the fibers by methods of [4] to the computation of ζ-functions of the fibers by methods of [10] . The rest of the proof of Theorem 2.36 also literally extends to monodromy ζ-functions, because they enjoy the same additivity properties as the Euler characteristic (see e.g. [6] ).
Variations on Ritt's lemma and the proof of Theorem 3
Theorem 7 ( [7] ) If a primitive subgroup of S n contains a cycle of length at most n − 3, then it equals A n or S n .
We shall use this extension of the classical Jordan theorem to prove Theorem 3. Choose generic c a,i ∈ C, a ∈ A i , set c 0,1 = 0 and denote a∈A i c a,i x a by f i (x). Also denote the curve f 2 = . . . = f n = 0 by X ⊂ (C \ 0) n , and the mixed volume of the convex hulls of A 1 , . . . , A n by d. We assume that d > 4 and wish to prove that the monodromy group M of the degree d branched covering f 1 : X → C is not solvable; then the solution of the system f 1 (x) = c, f 2 (x) = . . . = f n (x) = 0 cannot be expressed in terms of c by quadratures by Proposition 2.
Note that M is transitive, because the reducedness of the tuple (A 1 , . . . , A n ) implies that X is connected by the following lemma: 3) If m is negative, then Z is connected.
The notion of a lucky point and the description of monodromy in the preceding section imply that the bifurcation set of f 1 : X → C consists of the point 0, whose monodromy is arbitrarily complicated, and finitely many other points, whose monodromy is each a single cycle of length smaller than d/2.
Since M contains transpositions, corresponding to the critical points of f 1 , then, by the Jordan theorem, the primitivity of M implies M = S d or A d , i.e. M is not solvable. Thus, it remains to study the case of imprimitive M . In this case, the branched covering f 1 : X → C splits into a non-trivial composition X g → Y h → C, where the maps g and h induce the structure of a Riemann surface on Y . This was first noticed by Ritt in [11] under the assumption that the genus of X is 0, but remains valid for arbitrary genus. Moreover, we can assume with no loss in generality that the monodromy group M ′ of the branched covering h : Y → C is primitive, otherwise we could decompose h in the same way. Furthermore, M ′ is a quotient of M , so non-solvability of M ′ implies the same for M . Thus, it remains to consider the case of solvable M ′ .
Since M ′ is primitive and solvable, the monodromy of a critical value of h cannot be a cycle of length smaller than the half of the degree d ′ of h: otherwise the degree of h is greater than 4, the length of the cycle is at least by 3 smaller, and M ′ is not solvable by Theorem 7.
On the other hand, the monodromy of a non-zero critical value of h cannot be a cycle of length at least d ′ /2 or not a cycle, otherwise the monodromy of the same critical value of f 1 would be a cycle of length at least d/2 or not a cycle.
We conclude that h : Y → C has no critical values besides 0, i.e. Y = C, and h(z) = z d ′ , i.e. f = g d . This implies that the generic complete intersection curve
Variations on Arnold's lemma
In this section, we prove a fundamental lemma stating that, under some appropriate conditions on a subset of permutations, the permutation group is generated by this subset. The proof of Theorem 4 is essentially based on this result.
Definition. We call a set of permutations a 1 , a 2 , . . . , a t ∈ S n disjoint, if for each x ∈ {1, 2, . . . , n} there is at most one j such that a j (x) = x.
Lemma 5 Let a transitive subgroup G ⊂ S n is generated by a subset Σ ⊂ S n that contains disjoint non-trivial permutations a 1 , a 2 , . . . , a t and whose other elements are transpositions. Assume a 1 has a fixed point x, i.e. a 1 (x) = x. Then G = S n .
Remark. In the case t > 1, the existence of fixed point x is always satisfied. Proof of Lemma 5. Each permutation a j is the product of its non-trivial cycles c j,1 , c j,2 , . . . , c j,k j , i.e. a j = c j,1 c j,2 . . . c j,k j . The set of elements a cycle c j,k permutes is called a carousel. If an element x ∈ {1, 2, . . . , n} does not belong to any carousel, we assume that it forms a virtual carousel consisting of the only point x. Since permutations a j (called attractions) are disjoint, all carousels are pairwise non-intersecting and form equivalence classes of elements. Consider the non-directed the graph Γ = (V, E) whose vertices are carousels and two carousels v 1 , v 2 ∈ V are connected, if there exists x j ∈ v j such that transposition (x 1 , x 2 ) belongs to Σ. Since G is transitive, Γ is connected. Consider an arbitrary spanning tree T = (V, E ′ ) of the graph Γ. For each w = (v 1 , v 2 ) ∈ E ′ , choose a transposition a w = (x 1 , x 2 ) ∈ Σ such that x j ∈ v j . We further prove that the group G ′ generated by Σ ′ = {a j | j = 1, 2, . . . , t} ∪ {a w | w ∈ E ′ } coincides with S n . It would by sufficient, since G ′ ⊂ G. For convenience, we consider any permutation a ∈ S n and are aiming to find b ∈ G ′ such that ba = e is the trivial permutation.
There exist w = (v 1 , v 2 ) ∈ E ′ such that v 1 is fixed under a 1 and v 2 is not. Informally, we consider w as the root edge of the tree T . We prove, by induction on k, that there exist a subtree
|V | − k, and b k a(x) = x for all elements of carousels v ∈ V \ V k . Assume this to be proved for some integer k < n − 2. Consider an arbitrary leaf
Take an arbitrary x = x j . There exists a path u 1 , u 2 , . . . , u n 1 = v 1 from the carousel u 1 ∋ y := b k a(x) to the carousel v 1 and a path u n 1 +1 , u n 1 +2 , . . . , u n 1 +n 2 from v 2 = u n 1 +1 to v 0 = u n 1 +n 2 in the tree T k . There exist integer
denotes the attraction that moves carousel u j and a j,j+1 is a transposition of two elements of carousels u j , u j+1 . We aim to build b k+1 in the form b k+1 = . . . b ′′ x b k , however, b ′′ x may move some elements of v∈V \V ′ v, which is not appropriate. Denote I = {j | a u j = a 1 } the subset of carousels whose attraction is a 1 . Consider
Carousel u n 1 is fixed under any attraction a u j with j ∈ I, and carousel u n 1 is fixed under any attraction a u j with j ∈ {1, 2, . . . , n 1 + n 2 } \ I, since it can be moved only by a 1 . Therefore,
On the other hand, b ′ x (z) = z for any z ∈ v∈V \V k v, since any such z is fixed under a j,j+1 , j = 1, 2, . . . , n 1 + n 2 − 1. It is easy to see that V k+1 := V k \ {v 0 } and
b k satisfy the required conditions. For k = n − 2, only two carousels v 1 , v 2 are not put in order by b k . It is easy to see that the transposition of any two elements x 1 ∈ v 1 , x 2 ∈ v 2 can be generated by a v 1 , a v 2 , and a (v 1 ,v 2 ) . Therefore, (b k a) −1 belongs to G ′ as well any permutation supported at v 1 ∪ v 2 .
Proof of Theorem 4
Consider a generic system f = (f 1 , f 2 , . . . , f n ) ∈ C A := C A 1 ⊕ C A 2 ⊕ . . . ⊕ C An . Consider the branched covering π k : X = {f 2 = f 3 = . . . = f n = 0} → C given by π(x) = f 1 (x)/x k . For generic set {f j }, a generic fiber F = π The rest of the paper is devoted to the proof of Lemma 6. As before, we use the following corollary of Lemma 4:
In what follows, we use the following notation for convenience. For a system A = (A 1 , A 2 , . . . , A k ) of subsets A j ∈ Z n whose Minkowski sum spans a k-dimensional sublattice L ⊂ Z n , we use A = k j=1 A j for the mixed volume of the convex hulls conv A 1 , conv A 2 , . . . , conv A k in terms of the volume form in L. The set of primitive covectors α : Z n → Z is denoted by Z. For a set A ⊂ Z n and a covector α ∈ Z, we use A α for the face of A, where α| A attains its maximal value: A α := {x ∈ A | α(x) = max α| A }. Moreover, we use l A (α) for max α| A . The proof of Lemma 6 utilizes the following well-known recursive equation for the mixed volume of a tuple A = (A 1 , A 2 , . . . , A n ):
Proof of Lemma 6. Consider the set Λ of all primitive covectors β ∈ Z such that V α := n j≥2 A β j is positive. We start with the proof of the following proposition. At least one of the following conditions holds:
2. there exist β ∈ Λ, k 2 ∈ A 1 , and s ∈ {0, 1} such that
3. there exist β 1 , β 2 ∈ Λ and s ∈ {0, 1} such that k s ∈ A β j 1 for j = 1, 2 and dim A β j 1 ≥ 1 for at least one j.
Assume the conditions 1,2 do not hold and prove condition 3. The linear span of Λ has dimension n. Otherwise, due to equation (1), we would have I · n j≥2 A j = 0 for a lattice segment I that is orthogonal to any β ∈ Λ. This would mean that some subtuple of (A 2 , A 3 , . . . , A n ) has codimension not exceeding 0, which contradicts to the conditions of Lemma 6. We also have β∈Λ ( n j≥2 A β j )β = 0, therefore, |Λ| ≥ n + 1 ≥ 3 (we assume that n > 1, since the case n = 1 coincides with the ordinary Abel-Ruffini theorem). Note that, for each β ∈ Λ, at least one of
, which contradicts to the conditions of Lemma 6. It follows that there exists s ∈ {0, 1} and two different β 1 , β 2 ∈ Λ such that l β j (A 1 ) > β j (k 1−s ), j = 1, 2. Since condition 1 does not hold,
and the linear span of Λ has dimension n, there exists β ∈ Λ such that β(k 2 − k 1−s ) > 0 (β may either belong or not belong to {β 1 , β 2 }). Since conditions 1, 2 do not hold, we have β(
It follows that dim A β 1 ≥ 1, which completes the proof of condition 3. We choose s ∈ {1, 2} with respect to conditions 2,3 (in the case when condition 1 holds, we choose it arbitrarily). We further denote k 1−s = k, assume w.l.o.g. that k s = 0, and prove that group G := G 0 = G ks coincides with S D . Lemma 7 guarantees that the monodromy group G is transitive. We prove that the monodromy group G is generated by several transpositions and several permutations a 1 , a 2 , . . . , a t ∈ S D such that at least one of the following conditions holds:
1. We have t > 1, and a 1 , a 2 , . . . , a t are disjoint permutations.
2. We have t = 1 and there is at least one x such that a 1 (x) = x.
In both cases, Lemma 6 follows from Lemma 5.
Consider a toroidal compactification M ⊃ (C\{0}) n that corresponds to the set of polytopes conv A 1 , conv A 2 , . . . , conv A n . For generic (f 2 , . . . , f n ) ∈ C A 2 ⊕ . . . ⊕ C An , the closure X ⊂ M of the set X is transversal to M ′ := M \ (C \ {0}) n . There is a finite set of covectors α ∈ Λ such that 0 ∈ A α 1 . Denote them {α 1 , α 2 , . . . , α g } = Λ ′ ⊂ Λ. The curve X intersects stratum M j := M α j ⊂ M at V j := V α j points x j,1 , x j,2 , . . . , x j,V j ∈ M j . For each j such that dim A α j 1 > 0, denote c j,k = −f 1 (x j,k ) ∈ C, k = 1, 2, . . . , V j . For generic (f 1 , f 2 , . . . , f n ), the values c j,k do not coincide and are not equal to 0.
Consider f 1,λ = f 1 + λx k . Let π λ : X → C be given by π λ (x) = f 1,λ (x). For generic λ, there is correctly defined monodromy group G λ of π λ that acts on F λ = π −1 λ (0). Group G λ is evidently isomorphic to G. Denote U ⊂ M a small enough tubular neighborhood of M ′ . For sufficiently large |λ|, we have {f 1,λ = 0} ⊂ U . Therefore, F λ is contained in the union g j=1 V j k=1 U j,k of neighborhoods U j,k ⊃ x j,k . Denote H j := |U j,k ∩ F λ | = l A 1 (α j ) − α j (k) = −α j (k).
The set of bifurcation points B ⊂ C of covering π λ can be represented as B = B 1 ⊔ B 2 , where B 1 := {c j , k} consists of values c ∈ C such that f any other bifurcation values of π λ . Given that |λ| is much greater than the maximum over the absolute values of all points of the loops s c , c ∈ B 1 , the monodromy of s c permutes some h j of H j points of F j,k := U j,k ∩ F λ by a cycle of length h j and do not move other points of F λ . The monodromy group of G λ is generated by transformations of loops s c , c ∈ B 1 , and loops s c that go around c ∈ B 2 while not linking over bifurcation points. The monodromy transformation of s c , c ∈ B 2 , is a transposition. If |B 1 | > 1, Lemma 6 immediately follows from Lemma 5. Assume |B 1 | = 1. Denote c the only point of B 1 . We show further that the transformation a : F λ → F λ of the loop s going around c has a fixed point.
Denote α j 1 , α j 2 , . . . , α jt all covectors γ ∈ Λ such that {f In the case when condition 2 holds, the first inequality is strict. In the cases when one of conditions 1,3 holds, the second inequality is strict. In any case, we have t s=1 h js V js < |F λ |, therefore, there is a fixed point of a and Lemma 6 follows from Lemma 5.
