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For any function g (x, y, z) , define L g (x, y, z) =λg(x − 1, y, z) + µ 1 [I {z>0} g(x, y + 1, z − 1) + I {z=0} g (x, y, z) ] (x, y, z) ].
Proof of Lemma 1. For the first inequality in (2), it suffices to show that c 2 + △ y (hx + + bx − + h 2 y + h 1 z + T f (x, y, z)) ≥ 0.
(EC.1) (EC.1) is true because
This proves the first inequality in (2). The second inequality follows similarly. Now we prove that it is not optimal to order from server 2 when y > 0, nor to order from server 1 when z > 0. In view of the optimality equation (1), it suffices to show that, for any nonnegative integers m, n ≥ 0, 
where the first inequality follows from (2), and the last from α + λ + µ 1 + µ 2 = 1. Thus, (EC.2) holds. Similarly, one can verify (EC.3)-(EC.4).
Proof of Lemma 2. The argument for this lemma is similar to that of Lemma 1.
Proof of Lemma 3. In view of (1), we have
Similarly, from (3), we havê
To prove that System O and System M have the same optimal policy, it is sufficient to show that (EC.5) and (EC.7) have the same solution, and (EC.6) and (EC.8) have the same solution. Notice that the right-hand sides of equations (EC.5)-(EC.8) both involve minimum operations. Therefore, for (EC.5) and (EC.7) to have the same solution, it is sufficient that, for any fixed integer x and nonnegative integer y, 
But it directly follows from (5)-(6) that
Consequently, (EC.9)-(EC.12) hold, and the lemma is proven.
Proof of Lemma 4. It follows from (7) that
Hence, we have (8). The second part of the lemma follows from an argument along the same lines as that of the second part of Lemma 3 (i).
Proof of Lemma 5. First the uniqueness of S(y) directly follows from its definition. It can be −∞, +∞, or any integer in between. Supermodularity off (x, y) implies thatf (x, y) +c 1 is increasing in x. Thus we have thatf (x, y) +c 1 < 0 for x < S(y), andf (x, y) +c 1 ≥ 0 for x ≥ S(y).
Property (P3) off (x, y) implies thatf (x, y) +c 1 is increasing in y. Using these two results, we will have S(y) ≤ S(y − 1), which implies the monotonicity of S(·). We now, by contradiction, prove that if S(y) and S(y − 1) are finite, then S(y) < S(y − 1).
Suppose there exists y 0 such that S(y 0 ) = S(y 0 + 1).
By the definition of S(·), we have
Proof of Lemma 6. The uniqueness of R is directly given by its definition. By the supermodularity and convexity off (x, y) in x, the quantity
Thus
This implies that for state (x, 0), if x < R, it is optimal to feed server 2; if x ≥ R, it is optimal to do nothing at server 2.
Proof of Lemma 7. It suffices to show that, for any positive integer y,
Consider two cases:
min{ψ(x, y + 2) +c 1 , ψ(x, y + 1)} = ψ(x, y + 1), and min{ψ(x, y + 2) +c 1 , ψ(x, y + 1)} = ψ(x, y + 2) +c 1 . For the first case,
Hence, (EC.13) holds. By a similar argument, (EC.13) holds in the second case.
Proof of Lemma 8.
Define
In order to prove the lemma, by the definition ofT and Lemma 7, we need only prove that g(x, y)
First we prove supermodularity of g(x, y):
Then, by the definition of g(·, ·) in (EC.14),
By the supermodularity of ψ(x, y),
g(x, y) = G(x, y, w 1 ) and g(x + 1, y + 1) = G(x + 1, y + 1, w 2 ).
If w 1 ≤ w 2 , then
where the first inequality uses (EC.16), the supermodularity of G (x, y, w) in (x, w) implies the second inequality, and the last inequality follows from the supermodularity of G(x, y, w) for fixed w. Equation (EC.15) follows immediately.
If w 1 > w 2 , then w 1 = 1 and w 2 = 0. Thus,
which again yields (EC.15).
Second, we prove diagonal dominance in x, that is, △ xx g(x, y) ≥ △ xy g(x, y), or
Let g(x + 2, y) = G(x + 2, y, w 2 ) and g(x, y + 1) = G(x, y + 1, w 1 ).
The proof of (EC.17) is divided into two cases. The first inequality follows from (EC.16), the second comes from the supermodularity of G (x, y, w) in (x, w), and the third is due to the diagonal dominance of G(x, y, w) for fixed w. Hence, (EC.17) holds.
Case (ii): w 1 > w 2 , that is, w 1 = 1 and w 2 = 0. First,
Then,
This implies (EC.17).
To prove that g(x, y) satisfies Property (P3), we just follow the same procedure as above for property (P2). That is, replace △ xx by △ yy , and keep △ xy as is.
Proof of Lemma 9. We need to prove the following three inequalities: 
] .
Based on an argument similar to the discussion of G (x, y, w) in the proof of Lemma 8, H(x, y, w) is submodular in (x, w), i.e.,
For y ≥ 0, by (16),
Finally, for fixed w, by (16), H(x, y, w) satisfies Properties (P1)-(P3). We can rewritẽ
H(x, y, w).
(EC.21)
First, we prove inequality (EC.18). To do this, let
The proof is divided into several cases.
Case a.i: w 1 ≥ w 2 . For this case,
where the second inequality follows from the submodularity of H (x, y, w) in (x, w), and the last inequality comes from the supermodularity of H(x, y, w) given w. Thus, (EC.18) holds.
Case a.ii: w 1 < w 2 . Note that, by Properties (P1)-(P3) of ψ(·, ·), the minimizer of the right-hand side of the following equation (EC.22) is 1:
Hence, according to the definition of w 2 and (EC.21), w 2 can only take the values 2 or 3. Thus, we divide this case into five subcases, namely, (w 1 , w 2 ) = (0, 2), (w 1 , w 2 ) = (0, 3), (w 1 , w 2 ) = (1, 2), (w 1 , w 2 ) = (1, 3), and (w 1 , w 2 ) = (2, 3). Subcase a.ii.1: (w 1 , w 2 ) = (0, 2). By (EC.21),
This yields (EC.18).
Subcase a.ii.2: (w 1 , w 2 ) = (0, 3). Again, by (EC.21),
Hence, (EC.18) holds.
Subcase a.ii.3: (w 1 , w 2 ) = (1, 2). By (EC.21), the following inequality directly proves (EC.18):
Subcase a.ii.4: (w 1 , w 2 ) = (1, 3). Similar to the subcases above, (EC.18) follows from the following inequality:T 
Subcase a.ii.5: (w 1 , w 2 ) = (2, 3). By (EC.21), we havẽ
Here, in the second inequality, we compare the left-hand and right-hand sides term by term. The term on the left with coefficient λ is no greater than its counterpart on the right, because of supermodularity of ψ(·, ·). Likewise, the inequality holds for the terms with coefficient µ 2 , because of the convexity of ψ(·, ·) with respect to its first coordinate. Finally, the terms with coefficient µ 1 on the left and right are identical. Thus, the proof of (EC.18) is complete.
Next, we prove (EC.19). Again, let T ψ(x + 2, 0) = H(x + 2, 0, w 2 ) andT ψ(x, 1) = H(x, 1, w 1 ). (EC.23)
Again, consider two cases:
Case b.i: w 1 ≥ w 2 . By (EC.21), 
By Properties (P1)-(P3) for ψ(x, y), we have
This implies
Hence, we obtain (EC.19) by (EC.24)-(EC.26).
Finally we prove inequality (EC.20). Let
T ψ(x, 2) = H(x, 2, w 2 ) andT ψ(x + 1, 0) = H(x + 1, 0, w 1 ).
Consider two cases:
Case c.i: w 1 ≥ w 2 . By (EC.21),
Here, the second inequality comes from the submodularity of H (x, y, w) Case c.ii: w 2 > w 1 . Similar to Case a.ii, we consider five subcases, (w 1 , w 2 ) = (0, 3), (w 1 , w 2 ) = (1, 3), (w 1 , w 2 ) = (2, 3), (w 1 , w 2 ) = (0, 2), and (w 1 , w 2 ) = (1, 2).
Subcase c.ii.1: (w 1 , w 2 ) = (0, 3). By (EC.21),
This implies (EC.20).
Subcase c.ii.2: (w 1 , w 2 ) = (1, 3). (EC.20) directly follows from the following inequality:
Subcase c.ii.3: (w 1 , w 2 ) = (2, 3). By (16),
Hence,
This impliesT
ψ(x + 1, 1) +T ψ(x, 1)
≤ λψ(x, 1) + µ 1 ψ(x + 1, 1) + µ 2 ψ(x + 2, 0) 
which yields (EC.20).
Subcase c.ii.4: (w 1 , w 2 ) = (0, 2). Similar to Subcase c.ii.2, (EC.20) directly follows from
Subcase c.ii.5: (w 1 , w 2 ) = (1, 2). Similar to Subcase c.ii.2, (EC.20) directly follows from
The proof of the lemma is now complete.
Proof of Lemma 10. It is sufficient to show that T ψ(x + 1, y) ≤T ψ(x, y + 1). (EC.27)
Note that Proof of Lemma 11. Properties (P1)-(P3) follow from the convexity of c(x, y) = hx + + bx − + h 2 y with respect to x and y separately. Note that
Thus, h 2 ≥ h ≥ 0 implies (14) and (16). 
Hence, to prove the proposition, it is sufficient to show that if g(x, y) satisfies (18) and Properties (P1)-(P3), then Based on the discussion above, we have
To prove (EC.33), first consider y = 0. If x + 1 < R g , then (EC.33) holds, because
Here, the second inequality comes from the assumption h 2 + c 2 (1 − λ) − µ 1c1 ≥ µ 2 b/α, and the last inequality holds because g(x, y) satisfies (18).
If x + 1 = R g , (EC.33) holds, provided that
Adding µ 2 2 △ x g(x, 0) + µ 2 (h 2 + c 2 ) to both sides of the inequality above, similar to (EC.34), the left-hand side is nonnegative, and the right-hand side is negative, since x < x + 1 = R g implies
, then (EC.33) holds, because
If S g (0) = x + 1, then (EC.33) holds, because
where the last inequality holds, since △ y g(x, 0) +c 1 < 0, by x < x + 1 = S g (0).
If x ≥ S g (0), (EC.33) holds, because
Finally, consider y > 0. If x + 1 < S g (y), then (EC.33) can be proven similar to (EC.36). If
x ≥ S g (y), one can prove (EC.33) along the lines of the proof of (EC.37). If x + 1 = S g (y), (EC.33) holds, by
where △ y g(x, y) +c 1 ≤ 0 by x < S g (y).
Proof of Lemma 12.
It is direct to verify that T (1) ψ(x, y) satisfies (21). Here we omit this verification. We now prove the supermodularity (Property (P1)) of T (1) ψ(x, y): 
To prove (EC.38) for y = 0, consider two cases:
Case a.i u 1 (x) > 0; Case a.ii u 1 (x) = 0.
In Case a.i, by the fact that ψ(x, y) satisfies (21), we must have u 1 (x) = 1. Hence, again by (EC.39), Finally, we prove that T (1) ψ(x, y) satisfies Property (P2). We need to show that T (1) ψ(x + 2, y) + T (1) ψ(x, y + 1) ≥ T (1) ψ(x + 1, y + 1) + T (1) ψ(x + 1, y).
(EC.46)
Along the same lines as the proof of (EC.38), one can show (EC.46). We omit the details. Hence, we have (21).
Now we show that f (1) (·, ·) satisfies Properties (P1)-(P2). Let ψ(x, y) = hx + + bx − . Then we know that ψ(·, ·) satisfies Properties (P1)-(P2). Then by Lemma 12, similar to the arguments in the proof of Theorem 2, we know that f (1) (·, ·) satisfies Properties (P1)-(P2).
It follows from the definition of S given by (22) that S is unique. The optimality of not ordering when y > 0 directly follows from (21). For y = 0, we consider only two possible actions, placing an order and not ordering. Then, the optimality equation (20) 
The theorem now follows.
