1* Introduction* Reflection across an analytic arc which is a generalization of inversion in a circle and reflection across a straight line, goes back to Schwarz. Because of the current interest, see e.g. P-L [3] , [4] , [5] , in reflection of solutions of plane elliptic differential equations across analytic arcs, it seems appropriate to analyze the global reflection across a fairly general class of closed Jordan curves.
We shall investigate the class of Jordan rectifiable curves Γ of the form (1.1) x(θ) = Σ a k cos kθ + b k sin kθ In the event M[z, ζ] is irreducible 6(iii) is excluded. We shall denote for z in R\L t z = G(z) .
G(z)
is the reflection function and z is the reflection of z across Γ.
7 G(z) can be extended to be defined and analytic and singlevalued on
It is the proof of 6(ii) that gives the most difficulty.
2 Geometrical reflection* To begin our investigation of reflection across a rectifiable Jordan curve Γ of the form 
Thus the curve Γ is given by exactly those t for which f(t) -0 and g(t) = 0, i.e., by the common roots of f(t) and #(£). But a necessary and sufficient condition for f(t) and flr(ί) to have common roots is that 
Δ[φ), β(y)\ = D(f, g) .
Then Γ is given by the algebraic equation: (ii) Ifn = m and c n Φ 0 Φ 7 n and c n + i7 n Φθφ c n + iy n , then
Proof. First we note that The next set of operations is as follows: (i) multiply row n + m + 1 by i and add to row 1 (ii) multiply row n + m + 2 by i and add to row 2 (iii) multiply row n + m + 3 by i and add to row 3 (2m) multiply row n + 2m by i and add to row 2m. This yields: We now recall some well-known facts from the theory of algebraic functions and Riemann surfaces, see e.g., [2] .
We 
THEOREM (ii). g x (z) is an analytic function of z on D(z 0 , δ).
In the case g 2n {z) = constant Φ 0 then there are at most a finite number of critical points.
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Let e l9 e 2 We shall also need
either a\ + βl Φ b\ + a\ or a n a n + b n β n Φ 0 then for no point z of Γ (i) is ζ = z a multiple root of M [z, ζ] ; (ii) is g 2n {z) = 0.
Proof. Since (7 Λ -ic n ) = (a n + iβ n ) -i(a n + ib n ) = a n + b n + i(/S ft -α Λ ) (7» ~ ic Λ ) = (a n -iβn) -i{a>n ~ ib n ) = a n -b n -i(β n + a n )
Thus we see by Lemma 2.1 that g 2n (z 0 ) is never zero. For z on Γ, i.e., for z = a(0) + ίy(θ), 0 ^ 6 1 < 2π, we have
Thus if we differentiate with respect to θ, we see since (1) But a necessary and sufficient condition for M\z] to have a multiple root is that the resultant
As this is a polynomial in ζ, the conclusion of the lemma follows. We shall assume that for Γ we have and G(z o )eR + where as z o eR\Li. This completes the proof of (5). ( 6) (i) and (ii) follow immediately from Theorem (iii) and Lemma 2.1.
(7) (i) follows from (3) and (5).
(ii) follows from the fact that
is an analytic function on {R\L t } UΓU {R\Li} with z -z on Γ and thus 1 = 2 on {Λ\LjUΓU{β\L,} and the theorem is proved.
In the event M[z, ζ] is not irreducible then the analysis and the theorem will hold provided we decompose M[z f ζ] into its irreducible factors and (1) study that factor which determines Γ and (2) prove that for this factor we have the coefficient of the highest order term in ζ is constant and the coefficient of the highest order term in z is constant. We shall be possibly excluding an unnecessary number of points e ά where G(z) may be analytic single-valued and G'(z) Φ 0. To see that the coefficient of the highest order term of ζ and z are constants we let It would be of interest to find conditions on the c k and Ύ k so
