For a graph G, let D(G) be the family of strong orientations of G: Deÿne
Introduction
Let G be a graph with vertex set V (G) and edge set E(G): For v ∈ V (G); the eccentricity e(v) of v is deÿned as e(v) = max{d(v; An orientation of a graph G is a digraph obtained from G by assigning to each edge in G a direction. An orientation D of G is strong if every two vertices in D are mutually reachable in D: An edge e in a connected graph G is a bridge if G − e is disconnected. Robbins' celebrated one-way street theorem [25] states that a connected graph G has a strong orientation if and only if no edge of G is a bridge. E cient algorithms for ÿnding a strong orientation for a bridgeless connected graph can be found in [1, 2, 26] . Boesch and Tindell [1] extended Robbin's result to mixed graphs where edges could be directed or undirected. Chung et al. [2] provided a linear-time algorithm for testing whether a mixed graph has a strong orientation and ÿnding one if it does. As another possible way of extending Robbins' theorem, consider further the notion (G) given below (see [1, 3, 27] ). Given a connected graph G containing no bridges, let D(G) be the family of strong orientations of G: Deÿne
The ÿrst term on the right-hand side of the above equality is essential. Let The problem of evaluating * d(G) for an arbitrary connected graph G is very di cult. As a matter of fact, ChvÃ atal and Thomassen [3] showed that the problem of deciding whether a graph admits an orientation of diameter two is NP-hard.
On the other hand, the parameter * d(G) has been studied in various classes of graphs including complete graphs [1, 20, 22, 24] , complete bipartite graphs [1, 5, 32] , complete k-partite graphs for k¿3; [6, 7, 9, 10, 23] and complete G-partite graphs [17] . Let G × H denote the cartesian product of two graphs G and H; and P k the path of order k; C k the cycle of order k; K n the complete graph of order n and T i a tree. , and independently Koh and Tan [8] , evaluated the quantity * d(Pm × P n ): Recently, [21, 23, 32] . Recently, Konig et al. [18] obtained results for the m-torus C i1 × C i2 × · · · × C im : Koh and Tay [11] showed that (G 1 × G 2 × · · · × G m ) = 0; where {G i | 16i6m} is certain combination of paths and cycles, and then extended {G i | 16i6m} in [16] to certain combination of paths, cycles, complete graphs, complete bipartite graphs, trees and graphs of diameter 2. These optimal orientations can be used to provide optimal arrangements of one-way streets [12, 25, [28] [29] [30] [31] . They also have applications for the gossip problem on a graph G; where all points simultaneously broadcast items to all other points in such a way that items are combined at no cost and all links are simultaneously used but in only one direction at a time, because the time taken for the gossip to be completed is bounded above by min{2d(G); * d(G)} (see [4] ). In this paper, we shall extend the results on the cartesian product with a complete graph found in [13] by focusing on the product K n ×C 2m and establishing the following result:
m + 1 if n = 6; 8; 9; 10; 11 and m ≡ 1 (mod 2); m + 2 if n = 3; 4; 5; 7; m + 3 if n = 2:
0 if n = 6; 8; 9; 10; 11 and m ≡ 1 (mod 2); 1 if n = 3; 4; 5; 7; 2 if n = 2:
The remaining isolated cases when n = 6; 8; 9; 10; 11 and m ≡ 0 (mod 2) are believed to be more complicated and have not been settled yet.
In our previous attempts at evaluating [14] , it was found that the case when m is odd is more di cult to deal with than the case when m is even. This, however, turns out to be quite opposite when evaluating * d(Kn ×C m ): For K n ×C m ; the case when m is odd was evaluated quite succinctly in [13] but our attempt in this paper to settle the case when m is even has shown to be much more complicated. Firstly, in Section 3, we design various optimal orientations for the complete bipartite graphs K( n=2 ; n=2 ), where x denotes the greatest integer not more than x and x denotes the least integer not less than x: These orientations of K( n=2 ; n=2 ) are then used in Section 4 to design various optimal orientations of K n according to the value of n modulo 4. The special features of these orientations of K n are then utilised in Section 5 to prove Theorem 1 for n¿6 and n = 7: Finally, in Section 6, we use adhoc methods to prove Theorem 1 for the isolated cases n = 2; 3; 4; 5; 7:
Notation and terminology
Given two graphs G 1 and
and two vertices (u 1 ; u 2 ) and (v 1 ; v 2 ) of G are adjacent if and only if either u 1 = v 1 and u 2 v 2 ∈ E(G 2 ) or u 2 = v 2 and u 1 v 1 ∈ E(G 1 ):
We write V (K n ) = {i | 16i6n} and V (K n × C 2m ) = {(i; j) | 16i6n; 16j62m}: Thus two distinct vertices (i; j) and (i ; j ) are adjacent in K n × C 2m i either j = j or j − j ≡ ±1 (mod n) and i = i :
Let G be a graph and F ∈ D(G): Let A be a subdigraph of F: The eccentricity, outdegree and indegree of a vertex v in A are denoted, respectively, by e A (v); s A (v) and s
; where 16i6n and 16j62m; let
For x; y ∈ V (D); we write 'x → y' or 'y ← x' if x is adjacent to y in D: More generally, for A ⊆ V (D); we write 'x → A' or 'A ← x' if x is adjacent to y in D for all y ∈ A, and we write 'A → x' or 'x ← A' if y is adjacent to x in D for all y ∈ A:
Let A ∈ D(K n ): We write F j ≡ A if the mapping : F j → A deÿned by (i; j) = i is an isomorphism of F j onto A: Let A; B ∈ D(G): We write A ≡ B if the identity mapping ÿ : A → B deÿned by ÿ(i) = i is an isomorphism of A onto B:
Optimal orientations of complete bipartite graphs
The value of * d for complete bipartite graphs was obtained by Ä SoltÃ es [32] in the following theorem.
Theorem 2. For 26p6q;
Gutin [5] obtained a shorter proof of the above result by making use of a celebrated result in combinatorics, namely, the Sperner's lemma. As a similar idea is used in some of our proofs, we shall state the Sperner's lemma below.
Two sets X and Y are said to be independent if neither of them is included in the other i.e. X = Y; X ⊂ Y and Y ⊂ X:
Sperner's lemma. Let p be a positive integer and let S be a collection of subsets of {1; 2; : : : ; p} such that X and Y are independent for any two members X; Y in S:
with equality occurring only if all of the members in S have the same size.
In this section, we design various optimal orientations for a subclass of the complete bipartite graphs, K( n=2 ; n=2 ): These will, in the next section, further lend themselves to the construction of optimal orientations of complete graphs.
For our purposes, we need only prove a sub-result of Theorem 2. The orientation T n of K( n=2 ; n=2 ); which will be introduced in the proof of the following lemma, is essential in the design of our subsequent optimal orientations of K n : Lemma 1. For n¿6 and n = 7; Note that A (n+1)=2 exists for n¿9; and A i ; A j are independent whenever i = j; 16i; j 6 n=2 . Moreover, for all i; j = 1; 2; : : : ; n=2 with i = j; there exists k ∈ {1; 2; : : : ; n=2 } such that b i ∈ A k but b j ∈ A k : We deÿne T n ∈ D(K( n=2 ; n=2 )) as follows: For i = 1; 2; : : : ; n=2 and j = 1; 2; : : : ; n=2 ; orient a j → b i if and only if b i ∈ A j :
We The orientation T n is a general orientation of K( n=2 ; n=2 ) of diameter 3. For our purpose of designing optimal orientations of K n × C 2m where the vertices are labelled as in Section 2, it is required that speciÿc orientations of K( n=2 ; n=2 ) isomorphic to T n are obtained. Lemmas 2-5 provide us with these orientations.
Note. (i) Henceforth, unless otherwise stated, the vertices in K n ; K( n=2 ; n=2 ) and C n are taken modulo n:
(ii) Write V (K( n=2 ; n=2 )) = {i | 16i6n}; and let V 1 = {a | a ≡ 1 (mod 2)} and V 2 = {b | b ≡ 0 (mod 2)} be the two partite sets of K( n=2 ; n=2 ).
Lemma 2. For n ≡ 0 (mod 2) and n¿6; let M n ∈ D(K(n=2; n=2)) be deÿned as follows:
Lemma 3. For n ≡ 1 (mod 2) and n¿9; let N n ∈ D(K((n−1)=2; (n+1)=2)) be deÿned as follows.
where c is taken modulo (n − 1): For a ∈ V 1 and 16a6n − 2; a → b i b ∈ V 2 and a + 16b6c:
We shall introduce another two orientations, M n and N n , of K( n=2 ; n=2 ) which are obtained by reversing suitable edges of M n and N n , respectively. where if n ≡ 1; 3 (mod 4), the numbers are taken modulo (n − 1). Denote E(K n=2 ; n=2 )) by E, and let
Lemma 4. For n ≡ 0 (mod 2) and n¿12; let M n ∈ D(K(n=2; n=2)) be deÿned as follows:
Lemma 5. For n ≡ 1 (mod 2) and n¿13; let N n ∈ D(K((n − 1)=2; (n − 1)=2)) be deÿned as follows:
As illustrations, F n ;F n ; F n , andF n , where F = M or N , for n = 12; 13; 14; 15, are shown in Figs. 1-4 respectively. 
Optimal orientations of complete graphs
The result for * d(Kn), shown as Theorem 3, was obtained by PlesnÃ k [22] , and independently by Boesch and Tindell [1] and Maurer [20] .
In this section, we design various orientations of diameter 2 for the complete graphs K n according to the value of n modulo 4. These orientations incorporate the orientations of K( n=2 ; n=2 ) introduced in Section 3. To begin with, we state the following two known results.
Lemma 7. For n ≡ 1 (mod 2) and n¿5; let A n ∈ D(K n ) be deÿned as follows: i → i + j for each i = 1; 2; : : : ; n and j = 1; 2; : : : Proof. The deÿnition of A n is well known. Clearly,
Let F be an orientatin of K n . Deÿne F * to be the subdigraph of F obtained from F by deleting all edges ij where i + j ≡ 0 (mod 2), and F * * to be subdigraph of F obtained from F by deleting all edges ij where i + j ≡ 1 (mod 2).
Lemma 8. For n ≡ 0 (mod 4) and n¿8; let A n−1 ∈ D(K n−1 ) be as in Lemma 7; and let G n ∈ D(K n ) be deÿned as follows:
(ii) n → {1; 3; : : : ; n=2 − 1} ∪ {4; 8; : : : ; n − 4}; (iii) {2; 6; : : : ; n − 2} ∪ {n=2 + 1; n=2 + 3; : : : ; n − 1} → n:
(As an illustration; the orientation G 8 is shown in Fig. 6 .)
Proof. It is clear that n=2 − 16s(v)6n=2 for each v ∈ V (G n ). Since d(A n−1 ) = 2, it su ces to show that for u ∈ {1; 2; : : : ; n − 1}; d Gn (u; n)62 and d Gn (n; u)62. It can be seen that if n → {u; u + 1; : : : ; u + x}, then x62. Hence there exists a y; 36y6 n 2 − 1, such that u + y → n. By the deÿnition of A n−1 given in Lemma 7, u → u + y. Thus d Gn (u; n)62. It can be seen also that if {u; u − 1; : : : ; u − x} → n, then x62. Hence there exists a y; 36y6n=2 − 1, such that n → u − y. By the deÿnition of A n−1 given in Lemma 7, u − y → u. Thus d Gn (n; u)62. Lemma 9. For n ≡ 1 (mod 4) and n¿9; let G n−1 ∈ D(K n−1 ) be as in Lemma 8; and let H n ∈ D(K n ) be deÿned as follows:
(As an illustration; the orientation H 9 is shown in Fig. 7 .)
Lemma 10. For n ≡ 2 (mod 4) and n¿6; let X n ∈ D(K n ) be deÿned as follows:
(i) for i ≡ 1 (mod 2); i → i + j where j = 1; 2; : : : ; n=2 − 1; (ii) for i ≡ 0 (mod 2); i → i + 2j − 1 where j = 1; 2; : : : ; (n + 2)=4; (iii) for i ≡ 0 (mod 2); i → i + 2j where j = (n + 2)=4; (n + 2)=4 + 1; : : : ; n=2 − 1: (Note that X * n ≡ M n :) Then d(X n ) = 2: (As an illustration; the orientation X 6 is shown in Fig. 8.) Proof. By symmetry, it su ces to prove that e(u) = 2 for u = 1; 2.
Case 1: u = 1. Lemma 11. For n ≡ 3 (mod 4) and n¿11; let X n−1 ∈ D(K n−1 ) be as in Lemma 10; and let Y n ∈ D(K n ) be deÿned as follows: Proof. Since d(X n−1 ) = 2, it su ces to show that for u ∈ {1; 2; : : : ; n−1}; d Yn (u; n)62 and d Yn (n; u)62.
Case 1: n → u.
n is a path of length 2. 1 2 : For u ≡ 3 (mod 4); u(u + 1)n is a path of length 2. 1 3 : For u ≡ 2 (mod 4); u(u − 2)n is a path of length 2, where u − 2 is taken modulo (n − 1).
2 3 . For u ≡ 0 (mod 4) and 46u6n − 7; n(u + 2)u is a path of length 2. 2 4 . n2(n − 1) and n2(n − 3) are paths of length 2.
Let F ∈ {G; H; X; Y }. The next four lemmas detail orientations F n of K n which are formed by utilising the edges from F * * n and one of M n ; N n such that d(F n ) = 2.
Lemma 12. For n ≡ 0 (mod 4) and n¿12; let
We shall prove that d(G n ) = 2 by showing that d(u; v)62 for all u; v; ∈ V (G n ). We shall split our consideration into 2 cases depending on the parity of u.
Case 1: u ≡ 1 (mod 2).
and v − n=2 + 16p ¡ v, where the numbers are taken modulo n − 1, we have
n , this is also true for G n . Now, u → p for some p ≡ 0 (mod 2) and v − n=2 + 16p ¡ v, where the numbers are taken modulo n − 1. Hence d(u; v) = 2. 1 3 . u → p for some p ≡ 2 (mod 4). In G n ; p → n. Since G * * n ≡ G * * n , this is also true for G n . Hence d(u; n) = 2.
Case 2: u ≡ 0 (mod 2).
Note that in G n , for p ≡ 1 (mod 2) and v − n=2 + 16p ¡ v, where the numbers are taken modulo n − 1, we have
n , this is also true for G n . Now, u → p for some p ≡ 1 (mod 2) and v−n=2+16p ¡ v, where the numbers are taken modulo n−1. Hence d(u; v) = 2.
Lemma 13. For n ≡ 1 (mod 4) and n¿13; let H n ∈ D(K n ) be deÿned as H * n ≡ N n and H * * n
Proof. For 16i6n−1, exactly one edge incident from i and exactly one edge incident to i are reversed in H n when compared to H n . There is no change in the direction of the edges incident with n. Hence s(v) = (n − 1)=2 for each v ∈ V (H n ). Thus, by Lemma 6, d(H n ) = 2.
Lemma 14. For n ≡ 2 (mod 4) and n¿10; let X n ∈ D(K n ) be deÿned as X * n ≡ M n and X * * n
Proof. We shall prove that d(X n ) = 2 by showing that d(u; v)62 for all u; v ∈ V (X n ). We shall split our consideration into 2 cases depending on the parity of u.
Case 1: u ≡ 1 (mod 2). Proof. Since Y n [{1; 2; : : : ; n − 1}] ≡ X n−1 and d(X n−1 ) = 2, it su ces to show that for u ∈ {1; 2; : : : ; n − 1}; d Y n (u; n)62 and d Y n (n; u)62.
Case 2: u → n.
For u ≡ 1 (mod 2) and (n − 5)=2 + 26u6n − 4; n((n − 5)=2)u is a path of length 2. 2 2 . n(n − 5)(n − 2) is a path of length 2. 2 3 . For u ≡ 0 (mod 4) and 46u6n − 7; n(u + 2)u is a path of length 2. 2 4 . n2(n − 1) and n2(n − 3) are paths of length 2.
5. The evaluation of (K n × C 2m ), where n¿6 and n = 7
We are now ready in this section to evaluate the values of * d(Kn × C 2m ), where n¿6 and n = 7. The following three lemmas are useful in deciding on the design of an orientation F of K n × C 2m with d(F) = m + 1. Lemma 17. LetF k be a spanning tree of
for some j; 16j6m; then d(F)¿m + 2. (iii) for j ≡ 1 (mod 2) and 16j62m − 1; F j ≡ B n ; (iv) for j ≡ 0 (mod 2) and 26j62m; F j ≡B n :
Note that F j+m ≡F j for all j; 16j6m: We shall prove that d(F) = m + 1 by showing that e(u)6m + 1 for each vertex u in F. Let u = (i; j) and y = (i ; j ): Suppose i ≡ 1 (mod 2). We consider ÿve subcases. 
The argument is similar for i ≡ 0 (mod 2).
One may suggest a similar orientation F for K n × C 2m ; where m ≡ 0 (mod 2), using only B n andB n . This however does not work. We shall justify this in what follows.
First we have:
Claim. There exist j; j ; 16j; j 62m; such that F j ≡F j+m−1 ≡F j ≡ F j +m−1 :
Proof. Suppose there is no j; 16j62m; for which F j ≡F j+m−1 . Then F 1 ≡ F m ≡ F 2m−1 ≡ · · · . Observe that for m ≡ 0 (mod 2); m−1 and 2 are coprime. As m − 1 and m are always coprime, we conclude that m − 1 and 2m are coprime. It thus follows that F j ≡ F 1 for all j; 16j62m. In particular, F 1 ≡ F m+1 , and so by Lemma 17, d(F)¿m + 2. Hence there exists some j; 16j62m for which F j ≡F j+m−1 . Suppose there is no j ; 16j 62m, for which F j ≡F j+m−1 ≡F j ≡ F j +m−1 : Then F j+m−1 ≡ F j+2m−2 ≡ F j+3m−3 ≡ · · · . Since m − 1 and 2m are coprime, it follows that F j ≡F j for all j ; 16j 62m, a contradiction. This proves the claim.
As shown in the claim, let F j ≡B n and F j+m−1 ≡ B n : Consider C 2m ) ; where m ≡ 0 (mod 2). In our approach, we use the orientations B n andB n together with B n andB n .
However, before we proceed on to this problem, we need the following lemmas on the 'composition' of the orientations of K( n=2 ; n=2 ) found in Section 3. We also recall the orientations F n ;F n ; F n , andF n , where F = M or N , as shown in Figs 1, 2,  3 and 4 .
Lemma 19. Assume n ≡ 0 (mod 4) and n¿12. Let W ∈ {M n ;M n } and Z ∈ {M n ;M n }. Suppose w ∈ V (W ) and z ∈ V (Z) with w + z ≡ 0 (mod 2). Then O(w) and O(z) are independent.
Proof. Observe the following:
(i) If w ≡ 0 (mod 2) and w ∈ V (M n ), then O(w) consists of n=4 consecutive odd integers followed by a 'break' of n=4 odd integers. (ii) If w ≡ 1 (mod 2) and w ∈ V (M n ); then O(w) consists of n=4 consecutive even integers followed by a 'break' of n=4 even integers. (iii) If w ≡ 0 (mod2) and w ∈ V (M n ), then O(w) consists of n=4 consecutive odd integers followed by a 'break' of n=4 odd integers. (iv) If w ≡ 1 (mod 2) and w ∈ V (M n ), then O(w) consists of n=4 consecutive even integers followed by a 'break' of n=4 even integers. (v) If z ≡ 0 (mod 2) and z ∈ V (M n ); then O(z) consists of 1 odd integer followed by a 'break' of 1 odd integer followed by n=4 − 1 consecutive odd integers followed by a 'break' of n=4 − 1 odd integers. (vi) If z ≡ 1 (mod 2) and z ∈ V (M n ), then O(z) consists of 1 even integer followed by a 'break' of 1 even integer followed by n=4 − 1 consecutive even integers followed by a 'break' of n=4 − 1 even integers. (vii) If z ≡ 0 (mod 2) and z ∈ V (M n ), then O(z) consists of n=4 − 1 consecutive odd integers followed by a 'break' of 1 odd integer followed by 1 odd integer followed by a 'break' of n=4 − 1 odd integers. (viii) If z ≡ 1 (mod 2) and z ∈ V (M n ), then O(z) consists of n=4 − 1 consecutive even integers followed by a 'break' of 1 even integer followed by 1 even integer followed by a 'break' of n=4 − 1 even integers.
It follows from these observations that O(w) and O(z) consist of integers, all odd or all even, in di erent sequences. Hence O(w) and O(z) are independent.
Lemma 20. Assume n ≡ 1 (mod 4) and n¿13. Let W ∈ {N n ;Ñ n } and Z ∈ {N n ;Ñ n }. Suppose w ∈ V (W ) and z ∈ V (Z) with w + z ≡ 0 (mod 2). Then for (w; z) = (n; n); O(w) and O(z) are independent.
Proof. Observe that M n−1 is a subdigraph of N n . Hence we need only show that the result holds for w = n or z = n and (w; z) = (n; n).
Observe the following about O(n).
(i) If n ∈ V (N n ) or n ∈ V(N n ); then O(n) = {2; 6; 10; : : : ; n − 3}.
(ii) If n ∈ V (Ñ n ) or n ∈ V(Ñ n ), then O(n) = {4; 8; 12; : : : ; n − 1}.
It follows from the above observations and the observations in the proof of Lemma 19 that O(w) and O(z), where w = n or z = n and (w; z) = (n; n), consist of integers, all odd or all even, in di erent sequences. Hence O(w) and O(z) are independent.
Lemma 21. Assume n ≡ 2 (mod 4) and n¿14. Let W ∈ {M n ;M n } and Z ∈ {M n ;M n }. Suppose w ∈ V (W ) and z ∈ V (Z) with w + z ≡ 0 (mod 2). Then O(w) and O(z) are independent.
(i) If w ≡ 0 (mod 2) and w ∈ V (M n ), then O(w) consists of (n−2)=4+1 consecutive odd integers followed by a 'break' of (n − 2)=4 odd integers. (ii) If w ≡ 1 (mod 2) and w ∈ V (M n ), then O(w) consists of (n − 2)=4 consecutive even integers followed by a 'break' of (n − 2)=4 + 1 even integers. (iii) If w ≡ 0 (mod 2) and w ∈ V (M n ), then O(w) consists of (n − 2)=4 consecutive odd integers followed by a 'break' of (n − 2)=4 + 1 odd integers. (iv) If w ≡ 1 (mod 2) and w ∈ V (M n ); then O(w) consists of (n−2)=4+1 consecutive even integers followed by a 'break' of even integers. (v) If z ≡ 0 (mod 2) and z ∈ V (M n ); then O(z) consists of 2 odd integers followed by a 'break' of 1 odd integer followed by (n − 2)=4 − 1 consecutive odd integers followed by a 'break' of (n − 2)=4 − 1 odd integers. (vi) If z ≡ 1 (mod 2) and z ∈ V (M n ), then O(z) consists of 1 even integer followed by a 'break' of 2 even integers followed by (n − 2)=4 − 1 consecutive even integers followed by a 'break' of (n − 2)=4 − 1 even integers. (vii) If z ≡ 0 (mod 2) and z ∈ V (M n ), then O(z) consists of (n − 2)=4 − 1 consecutive odd integers followed by a 'break' of 2 odd integers followed by 1 odd integer followed by a 'break' of (n − 2)=4 − 1 odd integers. (viii) If z ≡ 1 (mod 2) and z ∈ V (M n ), then O(z) consists of (n − 2)=4 − 1 consecutive even integers followed by a 'break' of 1 even integer followed by 2 even integers followed by a 'break' of (n − 2)=4 − 1 even integers.
It follows from the above observations that O(w) and O(z) consist of integers, all odd or all even, in di erent sequences. Hence O(w) and O(z) are independent.
Lemma 22. Assume n ≡ 3 (mod 4) and n¿15. Let W ∈ {N n ;Ñ n } and Z ∈ {N n ;Ñ n }. Suppose w ∈ V (W ) and z ∈ V (Z) with w + z ≡ 0 (mod 2). Then for (w; z) = (n; n); O(w) and O(z) are independent.
Proof. Observe that M n−1 is a subdigraph of N n . Hence, we need only show that the result holds for w = n or z = n and (w; z) = (n; n).
Observe the following about O(n):
, then O(n) = {2; 6; 10; : : : ; n − 5}.
(ii) If n ∈ V (Ñ n ) or n ∈ V(Ñ n ), then O(n) = {4; 8; 12; : : : ; n − 3; n − 1}.
It follows from the above observations and the observations in the proof of Lemma 21 that O(w) and O(z) where w = n or z = n and (w; z) = (n; n), consist of integers, all odd or all even, in di erent sequences. Hence O(w) and O(z) are independent.
Note that Lemmas 19 -22 are not valid for n = 6; 8; 9; 10; 11. We shall justify this as follows.
Case 1: n = 6; 8; 9; 11:
For n = 6; 8; 9; 11; we have We shall now apply Lemmas 19 -22 to establish the following result. As earlier pointed out above, we have to assume that n¿12. As an illustration, the conÿguration of F for K n × C 12 is shown in Fig. 10 . We shall prove that d(F) = m + 1 by showing that e(u)6m + 1 for each vertex u in F. 
Hence by following the proof of Proposition 1, it su ces to verify that d(u; v)6m
. We shall consider two cases. Case 1: u = (n; 1) and v ∈ {(n; m); (n; m + 2)}. 1 1 . If n ≡ 1 (mod 2); then (n; 1)(n; 2) : : : (n; m + 2) is a path of length m + 1: 1 2 . If n ≡ 0 (mod 2), then (n; 1)(n; 2m)(n; 2m − 1) : : : (n; m + 1)(n; m) is a path of length m + 1.
Case 2: u = (i; 1); v ∈ {( j; m); ( j; m + 2)} and (i; j) = (n; n). 
6. The evaluation of (K n × C 2m ), where 26n67 and n = 6
In this section, we shall evaluate * d(Kn×C2m) for the isolated cases n=2; 3; 4; 5; 7. For these cases, * d(K n=2 ; n=2 ))¿4 (see Theorem 2), and so the orientations for K n ×C 2m introduced in Section 5 do not result in (K n × C 2m ) = 0. Adhoc methods are therefore required and, in fact, we shall show that for these small values of n; (K n × C 2m )¿1.
Proposition 3 (Koh and Tay [12] ).
. We may simply denote P(F) and Q(F) by P and Q; respectively, if there is no confusion. By Lemma 16,  
(ii) for each p ∈ P and for each j ∈ {1; 2; : : : ; 2m}; there exist q j ; q j ∈ Q such that (q j ; j) → (p; j) → (q j ; j); (iii) for each q ∈ Q and for each j ∈ {1; 2; : : : ; 2m}; there exist p j ; p j ∈ P such that (p j ; j) → (q; j) → (p j ; j). If (p; j) → (q; j) for all q ∈ Q, then d((q; j + m); (p; j))¿m + 2. If (q; j) → (p; j) for all q ∈ Q, then d((p; j); (q; j − m))¿m + 2. Thus (ii) follows. The proof of (iii) is similar. It can be veriÿed that each of the paths has length not exceeding m + 2 and that they cover every vertex in F.
Proof. It follows from Lemma 16 that
2. Consider the following paths originating from (2; 1): 2 1 . for 16j6m + 1; (2; 1)(2; 2) : : : (2; j)(3; j)(1; j); 2 2 . for m + 26j62m; (2; 1)(3; 1)(3; 2m) : : : (3; j)(1; j)(2; j).
It can be veriÿed that each of the paths has length not exceeding m + 2 and that they cover every vertex in F.
3. Consider the following paths originating from (3; 1): 3 1 . for m + 16j61; (3; 1)(3; 2m) : : : (3; j)(1; j)(2; j); 3 2 . for 26j6m; (3; 1)(1; 1)(1; 2) : : : (1; j)(2; j)(3; j).
It can be veriÿed that each of the paths has length not exceeding m + 2 and that they cover every vertex in F. Hence e(u)6m + 2 for u ∈ V (F r ); where 26r6m. By symmetry, e(u)6m + 2 for u ∈ V (F r ), where m + 26r62m.
Lemma 24. We shall now prove that d(F)=m+2 by showing that e(u)6m+2 for all u ∈ V (F). Because of certain symmetries in F, we need only consider u = (i; 1). Theorem 1 now follows from Propositions 1-7.
The cases when n = 6; 8; 9; 10; 11 and m ≡ 0 (mod 2) are believed to be much more complicated and have not been settled yet. However, by Lemma 24, we have an upper bound for these cases as follows.
For n = 6; 8; 9; 10; 11 and m ≡ 0 (mod 2), 
