Abstract-The simplified neutrosophic set (SNS) is a useful generalization of the fuzzy set that is designed for some practical situations in which each element has different truth membership function, indeterminacy membership function and falsity membership function. In this paper, we develop a series of power aggregation operators called simplified neutrosophic number power weighted averaging (SNNPWA) operator, simplified neutrosophic number power weighted geometric (SNNPWG) operator, simplified neutrosophic number power ordered weighted averaging (SNNPOWA) operator and simplified neutrosophic number power ordered weighted geometric (SNNPOWG) operator. We present some useful properties of the operators and discuss the relationships among them. Moreover, an approach to multiattribute group decision making (MAGDM) within the framework of SNSs is developed by the above aggregation operators. Finally, a practical application of the developed approach to deal with the problem of investment is given, and the result shows that our approach is reasonable and effective in dealing with uncertain decision making problems.
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I. INTRODUCTION
S INCE Zadeh introduced fuzzy set in 1965, the fuzzy set has been widely utilized in decision making, artificial intelligence, pattern recognition, information fusion, etc [1] , [2] . On the basis of Zadeh's work, several high-order fuzzy sets have been proposed as an extension of fuzzy sets , including interval-valued fuzzy set, type-2 fuzzy set [3] , soft set [4] , intuitionistic fuzzy set [5] , interval-valued intuitionistic fuzzy set [6] , hesitant fuzzy set [7] and neutrosophic set (NS) [8] . So far, the proposed high-order fuzzy sets have been successfully utilized in dealing with different uncertain problems, such as decision making [9] , pattern recognition [10] , artificial intelligence [11] , etc.
As a generalization of fuzzy set, neutrosophic sets (NSs) not only provide an effective choice to represent incomplete, uncertain and inconsistent information in application fields but also overcome limitations of the aforementioned three fuzzy sets in representing and handling inconsistent information. In 2014, Ye introduced SNS and discussed its basic operations and proposed the weighted arithmetic aggregation operator and weighted geometric aggregation operator [12] . Then he proposed the similarity measures of SNSs and presented the multiple attribute decision making (MADM) approaches based on these similarity measures [13] − [15] . Later, Peng et al. proposed an approach for ranking SNSs and discussed its application in MADM [16] ; Liu et al. proposed the correlated aggregation operators for SNSs and applied them to multiattribute group decision making [17] . Broumi et al. proposed the single valued neutrosophic trapezoid linguistic aggregation operators [18] . Generally speaking, there is little study on SNSs and its application fields. Due to the merits of SNSs for addressing uncertain and inconsistent information in MADM, it is of great importance to study the relevant theory on MADM based on SNSs. Constructing aggregation operators and ranking alternatives expressed with SNSs belong to two key open problems for MADM within the framework of SNSs. The weighted arithmetic aggregation operator and weighted geometric aggregation operator [9] cannot capture the sophisticated nuances the expert wants to reflect in the aggregated values in the simplified neutrosophic decision making situations. To overcome the defect of existing operators, we develop a series of power aggregation operators (PAO) depending on weighted arithmetic aggregation operator, weighted geometric aggregation operator, and intuitionistic fuzzy power aggregation operators. Power average operator introduced by Yager was able to allow values being aggregated to support and reinforce each other [19] . On the basis of power average operator, Xu developed PAO under intuitionistic fuzzy environment and utilized them to solve the multiple attribute group decision making problems [20] . Except for above PAOs, PAO for multi-valued neutrosophic set, PAO for linguistic term set and other PAOs have been proposed for addressing different uncertain information aggregation problems derived from decision making and pattern recognition. Existing studies indicate that PAOs have been successfully utilized to deal with the aggregations in which a subset of data clustered around a common value can combine in a nonlinear style to act in concert in determining the final aggregated value.
Motivated by the existed PAOs of intuitionistic fuzzy sets, we propose the PAOs of the SNSs and study the properties of the operators, such as idempotency, commutativity and boundedness. Depending on the proposed PAOs of SNSs, we investigate the multi-attribute group decision making problems and present some decision making methods. Furthermore, we utilize a numerical example to verify the effectiveness and feasibility of the proposed decision making methods.
The rest of this paper is organized as follows. In Section II, we recall the concepts of SNSs and PAOs. In Section III, we propose simplified neutrosophic number power weighted averaging (SNNPWA) operator, simplified neutrosophic number power weighted geometric (SNNPWG) operator, simplified neutrosophic number power ordered weighted averaging (SNNPOWA) operator and simplified neutrosophic number power ordered weighted geometric (SNNPOWG) operator. Meanwhile, we present some useful properties of the operators and discuss the relationships among them. In Section IV, a series of multi-attribute group decision making methods are proposed based on the PAOs defined in Section III. Section V utilizes an example to validate the proposed decision making methods introduced in Section IV. Finally, a conclusion is given in Section VI.
II. PRELIMINARIES

A. Simplified Neutrosophic Sets (SNSs)
SNS is an extension of neutrosophic set (NS) introduced by Smarandache in 1998. NS allows one to deal with indeterminacy, hesitation and/or uncertainty independent of the membership degree and non-membership degree. Ever since NS was introduced, it has been successfully utilized in dealing with different uncertain decision making problems and pattern recognition problems from applied fields [21] − [26] .
Definition 1 [8] : Assume X be a space of points with a generic element in X denoted by x. A NS A on X is defined by a truth membership function T A (x), an indeterminacy membership function I A (x) and a falsity membership function
Since NS includes both non-standard and standard intervals in its theory and related operations, which restricts its application in applied fields due to complex process for representing uncertain information. For simplification and practical application, Ye proposed the concept of SNS which is a subclass of NS and preserves all the operations on NS. In the following part, we recall SNS and some operations.
Definition 2 [6] : Assume X be a space of points with a generic element in X denoted by x. A SNS A on X is defined by a truth membership function T A (x), an indeterminacy membership function I A (x) and a falsity membership function
For convenience, we utilize A = { x, T A (x), I A (x), F A (x) |x ∈ X} to denote a SNS A in the following part. In particular, if A has only one element, we call A a simplified neutrosophic number (SNN), and denote it by A = {T A (x), 
Definition 4 [16] :
, F B (x)} be two SNSs on X, λ > 0, the operations on A and B are defined by
Definition 5 [16] :
Depending on the concept of score function on SNS, the method for ranking alternatives expressed by SNSs is as below.
Definition 6 [16] : Let A and B be two simplified neutrosophic numbers (SNNs), the ranking method is as follows: if
B. Review of Power Aggregation Operator
Aggregating data using various techniques belongs to key operations in decision making or information fusion process [27] . This situation has become even more challenging with the expansion of the internet and accumulation of its big uncertain data which results in a series of fuzzy decision making problems. It is necessary to present different aggregation operators to suit related decision making situations. Concerning the problem of aggregating data in different environment, the related power aggregation operators have been proposed in the last decades for addressing the decision making or information fusion problem in which argument values support each other in the aggregation process.
Definition 7 [19] : Let a 1 , a 2 , . . . , a n be a collection of values, the power averaging (PA) operator is the mapping PA: R n → R, which is defined by
where
Sup(a, b) denotes the support for a from b. Meanwhile, Sup(a, b) satisfies the following three properties:
It implies that the closer the two sets, the larger the support.
The PA operator is a tool whose weighting vector is determined by the input arguments. To address the geometric mean of the aggregated values, Xu and Yager introduced the power geometric (PG) operator.
Definition 8 [25] : Let a 1 , a 2 , . . . , a n be a collection of values, the power geometric operator is the mapping PG: R n → R, which is defined by
where G(a i ) satisfies (3). The POWA operator is proposed by Yager to consider the ordered positions of the elements.
Definition 9 [19] : Let a 1 , a 2 , . . . , a n be a collection of values, the power order weighted averaging (POWA) operator is the mapping: R n → R, which is defined by
is a basic unit-interval monotonic (BUM) function which satisfies the following three properties:
After the pioneering work of Yager and Xu, a series of power aggregation operators for different fuzzy sets, such as intuitionistic fuzzy set and hesitant fuzzy set, have been successfully proposed in dealing with uncertain decision making problems. SNS, a new high-order fuzzy set, provides a generalization ability to cope with uncertain information. To make use of the capacity of SNS for dealing with decision making or information fusion problems, we present the power aggregation operators on SNS and discuss their application in MAGDM in the next section.
III. POWER AGGREGATION OPERATORS ON SNNS
On the basis of PA operator, PG operator and existing power aggregation operators on some different values, we present simplified neutrosophic number power weighted averaging (SNNPWA) operator, simplified neutrosophic number power weighted geometric (SNNPWG) operator, simplified neutrosophic number power ordered weighted averaging (SNNPOWA) operator and simplified neutrosophic number power ordered weighted geometric (SNNPOWG) operator on SNNs in this section.
A. SNNPWA Operator Definition 10:
The simplified neutrosophic number power weighted averaging (SNNPWA) operator is defined as follows:
and Sup(A i , A j ) satisfies the aforementioned three properties of Sup(a, b). Based on operations on SNSs described in Definition 4, we can obtain the following theorem.
. . , n) be a collection of SNNs, then their aggregated value using SNNPWA operator is also an SNN, and
Proof: For convenience, let
By using the mathematical induction on n, we prove the theorem.
1) If n = 2,
If n = k + 1, by Definition 4, we get
i.e., (9) holds for n = k + 1. Thus, (9) holds for all n. It can be easily proved that the SNNPWA operator has the following properties.
Theorem 2 (Idempotency): 1, 2, . . . , n) be a collection of SNNs, and all A i (i = 1, 2, . . . , n) are equal, i.e., A i = A for all i ∈ {1, 2, . . . , n}, then 1, 2, . . . , n) be a collection of SNNs, andÁ 1 ,Á 2 , . . . ,Á n be any permutation of A 1 , A 2 , . . . , A n , their weight vector (ẃ 1 , w 2 , . . . ,ẃ n ) be permutation of (w 1 , w 2 , . . . , w n ), then
Theorem 3 (Commutativity):
. SinceÁ 1 ,Á 2 , . . . ,Á n is any permutation of A 1 , A 2 , . . . , A n , then we have
and
. 1, 2, . . . , n) be a collection of SNNs, and let
Theorem 4 (Boundedness):
Proof: For convenience, we denote
and let
With the same method, we get
That means
B. SNNPWG Operator
Based on the PG operator and SNNPWA operator, here we present a simplified neutrosophic number power weighted geometric (SNNPWG) operator as follows. 
and Sup(A i , A j ) satisfies the aforementioned three properties of Sup(a, b).
. . , n) be a collection of SNNs, then their aggregated value using SNNPWG operator is also an SNN, and
Proof: By using mathematical induction on n, we prove the theorem.
2) If (13) holds for n = k, then
i.e., (13) holds for n = k + 1. Thus, (13) holds for all n.
Computation analysis: Based on the PA and PG operators, we present the SNNPWA and SNNPWG operators. The weight of the attribute values are calculated by the information of each values. That is, according to (8), we get (10), which is the weight of each value. Then according (9) and (13), we can aggregate the values.
Since the ordered weighted averaging (OWA) operator provides a family of averaging operators by choosing different weighting vector, it has been successfully utilized in various decision making and information fusion processes [28] . Therefore, we present SNNPOWA operator and SNNPOWG operator on the basis of OWA operator, SNNPWA operator and SNNPWG operator, respectively. 1, 2, . . . , n) be a collection of SNNs. The SNNPOWA operator is defined as follows:
C. SNNPOWA Operator Definition 12: Let
where A σi (i = 1, 2, . . . , n) is the ith largest value of A i (i = 1, 2, . . . , n), w i (i = 1, 2, . . . , n) is defined by the following function:
is a BUM function which satisfies the following three properties: 1) g(0) = 0; 2) g(1)
. . , n) be a collection of SNNs, then their aggregated value using SNNPOWA operator is also an SNN, and
Proof: By using mathematical induction on n, we prove the theorem. 
}.
2) If (16) holds for n = k, then
i.e., (16) holds for n = k + 1. Thus, (16) holds for all n.
D. SNNPOWG Operator Definition 13:
. . , n) be a collection of SNNs. The SNNPOWG operator is defined as follows: (17) where A σi (i = 1, 2, . . . , n) is the ith largest value of A i (i = 1, 2, . . . , n), w i (i = 1, 2, . . . , n) satisfy (15) .
. . , n) be a collection of SNNs, then their aggregated value using SNNPOWG operator is also an SNN, and
Proof: The proof is similar to Theorem 6, by using mathematical induction on n, we can prove the theorem.
Computation analysis: Based on the OWA operators, we present the SNNPOWA and SNNPOWG operators. The weights of the attribute values are calculated. That is, according to score function (1), we rank the alternatives A i , i = 1, 2, . . . , n, such that
then according to (15) , we get the weight of each value, and according to (16) and (18), we can aggregate the values.
IV. MULTI-ATTRIBUTE GROUP DECISION
MAKING METHOD SNSs provide an effective way to solve uncertain multiattribute group decision making (MAGDM) problems in which the alternatives on attributes having uncertain information can be classified by truth membership, indeterminacy membership and falsity membership. In this section, we present a MAGDM method based on the operations and aggregation operators on SNSs.
For a MAGDM problem within the framework of SNSs, let X = {a 1 , a 2 , . . . , a n } be a set of alternatives, C = {c 1 
Generally speaking, the attributes can be classified as benefit attributes and cost attributes in MAGDM. It is necessary to transform the different classes of attributes into one class. As-
Then, we utilize the proposed aggregation operators and some basic operations on SNSs to develop a method in dealing with MAGDM problem within the framework of SNSs, which can be described as follows:
Step 1:
Step 3: Calculate the weighted supports
and the weight ξ
Step 4: Aggregate all the transformed decision making matrices R k (k = 1, 2, . . . , s) using aggregation operator on SNSs and obtain a collective matrix denoted by R = [r ij ] n×m .
Step 5: Aggregate all the preference values r ij (j = 1, 2, . . . , m) using aggregation operator and get the overall preference value r i for the alternative x i .
Step 6: Calculate the score function s(r i ) (i = 1, 2, . . . , n) by (1).
Step 7: Rank all the alternatives and select the most desirable one depending on the obtained values of s (r i ) (i = 1, 2,  . . . , n) .
V. NUMERICAL EXAMPLE AND ANALYSIS
A. Numerical Example
In this section, an example adapted from [29] is utilized to illustrate the applicability and validity of the proposed MAGDM method. There is an invest problem concerning a financial company with the following four potential alternatives: 1) car company a 1 ; 2) food company a 2 ; 3) computer company a 3 ; 4) arms company a 4 . The invest problem must perform a decision making according to the following three attributes: c 1 (risk analysis); c 2 (growth analysis); c 3 (environmental impact analysis). Among the three attributes, both c 1 and c 2 are benefit attributes, and c 3 is a cost attribute. The four possible alternatives are evaluated by three decision makers denoted by The decision making process is as follows:
Step 1: Calculate the transformed matrices R 1 , R 2 and R 3 . Since c 1 and c 2 belong to benefit attributes, it is clear that R 1 = D 1 and R 2 = D 2 . We obtain R 3 as Step 2: Based on (19), we get the matrix of ∆ k = [ξ Step 3: Based on SNNPWA operator, we get 
Step 4: Based on SNNWA operator, we get the overall preference value r i (i = 1, 2, 3, 4) for the alternative x i (i = 1, 2, 3, 4) as follows: Step 5: Based on the score function of SNSs, we get s(r 1 ) = 0.6613, s(r 2 ) = 0.6916, s(r 3 ) = 0.6863 and s(r 4 ) = 0.7585.
Step 6: Since s(r 4 ) > s(r 2 ) > s(r 3 ) > s(r 1 ), the ranking order of all the alternatives is a 4 a 2 a 3 a 1 and the most desirable one is a 4 .
By applying the method of [14] to the example, the ranking order of all the alternatives is a 4 a 2 a 1 a 3 and the most desirable one is a 4 . By applying the method of [16] to the example, the ranking result is the same as the one proposed in this paper.
B. Analysis
In this section, we have proposed a method to solve the MAGDM problem expressed with SNSs. From the above example and comparison with the methods in [14] , [16] , we see that the main advantages of the proposed aggregation operators provide various choices for addressing different decision making situations. In order to validate the feasibility of our method, an example is conducted to compare with the method of [14] , [16] . We use (9) in [14] 
1) Example Let
to calculate the similarity measure between A i i = 1, 2, 3) and A * . The bigger the similarity measure, the better the alternative.
By (20) , we get
which means that the similarity measure between A 3 and A * is the biggest, so A 3 is the best alternative.
3) Method of Reference [16] Here, still suppose w = (0.5, 0.5) is the weight vector of the attribute values.
Step 1: Utilise the SNNWA operator to aggregate the attribute value.
By ( Step 2: Calculate the score function of the alternatives. According to (1), we get
Step 3: Rank the alternatives. Since
then A 3 is the best alternative.
The proposed method:
For convenience, we denote then A 3 is the best alternative. We see the above methods have the same result that the best alternative is A 3 . Considering the methods of [14] , [16] , the weights of the attributes were determined subjectively by the decision makers who have different knowledge structures and experiences. It is sometimes difficult for the decision makers to give the weight of the attribute correctly. The subjective weight only reflects the preference of the decision maker and ignores the objective information included in the decision matrix. In [14] , in the decision making process, the ideal alternative is defined first, then similarity measures between each alternative and the ideal alternative were calculated, respectively. At last, the final rankings of the alternatives can be determined by the similarity measures. In [16] , the decision making method based on the SNNWA operator is given, where the weight of the attribute value is given by the decision makers first. They use the SNNWA operator to aggregate the attribute values, and use the score function to rank the alternatives. In fact, with regard to the proposed method, the weight of each attribute is calculated by the attribute information and is allowed the values being aggregated to support and reinforce each other. The weight vector we obtained is more objective which not only benefits from the decision maker' expertise but also the relative importance of attribute information. In the decision making process, we apply the SNNPWA operator to aggregate the data of the attributes on the alternative, then, we use the score function to rank the alternatives.
VI. CONCLUSION
We have proposed SNNPWA operator, SNNPWG operator, SNNPOWA operator and SNNPOWG operator on the basis of PA operator, PG operator and OWA operator in this paper. Moreover, we have developed a method for addressing the MAGDM problem expressed with SNSs. The prominent characteristic of the proposed aggregation operators is that they take into account not only the supporting degree between attributes but also the ordered weight of aggregation process. The particular emphasis is that these operators provide various choices concerning different MAGDM problems. Moreover, we present the MAGDM models within the framework of SNSs. Finally, a practical numerical example is given to verify the developed MAGDM method and to demonstrate its capacity in dealing with practical and uncertain decision making problems. In the future, we want to further study the power aggregation operators of the interval-valued simplified neutrosophic set and apply them to solve more decision making problems.
