The maximum insertion rate of a one-dimensional constrained system over a finite alphabet is defined to be the maximum density of positions that can be freely, and independently, filled in with arbitrary symbols of the alphabet and still satisfy the constraint. In this paper, this concept is extended to higher dimensional constraints, that is, to constraints on D-dimensional arrays defined by imposing a 1-dimensional constraint in each dimension. We give a simple upper bound on the D-dimensional maximum insertion rate in terms of the individual 1-dimensional maximum insertion rate. For D-dimensional constraints defined by imposing the same 1-dimensional constraint in each dimension, we show that the D-dimensional maximum insertion rate is the same as the 1-dimensional maximum insertion rate. In this case (called the isotropic or, sometimes, symmetric case), we show that the maximum insertion rate is a lower bound on the limiting D-dimensional capacity as D tends to infinity. Finally, we show that in the case of a finite memory constraint, when the maximum insertion rate is zero, the D-dimensional capacity decays exponentially fast to zero.
I. INTRODUCTION
Typically in digital storage systems source data is encoded twice before written to the medium. First an error-correcting code (or ECC) encodes the source data into a codeword, and then a constrained (or modulation) code is used to transform the codeword into a sequence of bits that can be written reliably to the device. When reading back the data the process is reversed. As the decoder for the constrained code is typically a hard decoder, this scheme has the disadvantage of not making soft information available to the ECC decoder, thereby limiting its error correction capability.
In [8] , [6] , [7] , a reverse concatenation scheme is considered where the user bits are first transformed into a constrained sequence in which certain entries are left unconstrained -i.e., filling them with any combination of bits would result in a sequence satisfying the constraint. Then a systematic ECC of suitable rate is applied, placing the redundancy (parity-check) bits in these unconstrained positions. Since the error correction capability of the ECC depends on the number of redundancy bits, it is desirable that the number of unconstrained positions be as large as possible. On the other hand, increasing the number of unconstrained positions naturally reduces the rate of the constrained encoder. In [7] the authors study the tradeoff function that defines for a given "density" of unconstrained positions the maximum rate of the constrained encoder. They also define the maximum insertion rate as essentially the largest asymptotic density of unconstrained positions possible for the constrained code.
In this work, we extend some of these ideas to multidimensional constrained systems. We define the maximum insertion rate of a multidimensional constraint and show that, for isotropic constraints, it is equal to the maximum insertion rate of the underlying 1-dimensional constraint. We also show that the maximum insertion rate of an isotropic constraint is a lower bound on the limiting value of the capacity as the number of dimensions goes to infinity. Finally, we show that for isotropic constraints, whose underlying 1-dimensional constraint has finite memory, when the maximum insertion rate is zero, the capacity decreases to zero exponentially fast as the number of dimensions goes to infinity. This paper is organized as follows. In Section II we define multidimensional constraints with unconstrained positions, and the maximum insertion rate of such constraints. In Section III we list our results, and in Section IV provide the proofs. Section V presents a conclusion.
II. MULTIDIMENSIONAL CONSTRAINTS WITH UNCONSTRAINED POSITIONS

A. Multidimensional constraints
Given a finite directed graph whose edges are labeled with symbols from some finite alphabet, each path in the graph corresponds to a finite word attained by reading the labels of the edges of the path in sequence. The path is said to generate the word, and the set of all such generated words is a 1-dimensional constrained system or a 1-dimensional constraint. The graph is a presentation of the constraint, and its vertices are usually called states and edges, transitions.
An example of a 1-dimensional constrained system, commonly found in magnetic and optical storage systems, is the (d, k)-run length limited constraint, denoted by RLL(d, k), for nonnegative integers d ≤ k. This is the set of all binary words that contain at least d zeros between pairs of adjacent '1's and do not contain more than k consecutive '0's anywhere. The k parameter is allowed to be ∞ which signifies no upper bound on the length of a run of zeros.
Here, we consider multidimensional constraints of dimension D, constructed from 1-dimensional constraints, by requiring that all the "rows", in a given direction, of a Ddimensional array satisfy a one-dimensional constraint. We will call such an array a D-dimensional array of size m. We say that a sequence of D-tuples (m
for some integers Let
We call such a set, a D-dimensional constrained system or Ddimensional constraint, and by saying that a D-dimensional array satisfies the constraint we mean that it belongs to the constraint. Often 
, where the base of the logarithm is 2 and we take log(0) to be −∞. The capacity of S, denoted cap(S), is defined by
where
is a sequence of D-tuples diverging to infinity. Since log N (S, ·) is sub-additive, the above limit exists, is independent of the choice of (m i )
See [4] for a proof for D=2, which can be generalized for higher dimensions. Assume now that
, and hence, lim D→∞ cap(S ⊗D ) exists. We denote this limit by cap ∞ (S).
B. Unconstrained positions and the maximum insertion rate
In this section we restrict to the binary alphabet and set Σ = {0, 1}. Let Σ denote the extended alphabet, {0, 1, }, and let m be a D-tuple of positive integers. For a Ddimensional array Γ∈ Σ m with '0's, '1's, and ' 's, we define the set of all fillings of Γ by, Φ(Γ) = {Δ ∈ Σ m : for every index j, if Γ j = then Δ j = Γ j }; thus Φ(Γ) contains all the (binary) arrays attained by filling every ' ' of Γ with '0' or '1' independently. Next we define, the set S of D-dimensional arrays with entries in Σ by,
thus S contains all the arrays over Σ such that every filling of the ' 's by '0's and '1's results in an array that satisfies S.
If S is a binary 1-dimensional constraint, [7] shows how to construct a presentation for S. Thus, S is a 1-dimensional constrained system. If
For a binary constrained system S, its maximum insertion rate is the maximal asymptotic density of ' 's in arrays of S when the array size approaches infinity. More precisely, given an array
that is the ratio of the number of ' 's to the total number of symbols in Γ. We define the maximum insertion rate of S, denoted μ(S), by
where the sup above is taken over all sequences of Ddimensional arrays in S whose corresponding sequence of sizes diverges to infinity. For a binary 1-dimensional constraint, S, let G be a presentation for S. The density of squares in a path of G is the ratio of the number of edges in the path labeled with a ' ', to the total number of edges in the path. In [7] it is shown that μ(S) is equal to the maximum density of ' 's in a simple cycle of G, and is therefore rational. Additionally, it is shown that the maximum insertion rate of the RLL constraints is given by
and
for nonnegative integers d ≤ k.
III. MAIN RESULTS
In this section we list our results. The proofs are provided in the following section.
For multidimensional isotropic constraints constructed from a 1-dimensional constraint S, it is somewhat surprising that the maximum insertion rate remains the same. This is stated in the following theorem.
. = S D = T then μ(S) = μ(T ).
Since the maximum insertion rate of a 1-dimensional constraint can be computed from a presentation of S, it follows from part 2 that the maximum insertion rate of any Ddimensional isotropic constraint can also be computed.
The following theorem relates the maximum insertion rate of a constraint with the limiting value of its capacity.
Theorem 2: Let S be a 1-dimensional constraint, then
In [9] the authors show that for S = RLL(d, ∞), (6) holds with equality. We have been able to show that this is also true for one-dimensional constraints S with maximum insertion rate zero and finite memory. This follows from the next theorem.
A labeled graph G has finite memory m, if all paths of length m, generating the same word, terminate at the same vertex of G. A 1-dimensional constraint has finite memory if it has a presentation with finite memory. The memory of such a constraint is the smallest memory of its finite memory presentations. See [10] for more details. We can now state our next theorem. 
In particular cap ∞ (S) = 0.
As an application of Theorem 3, consider the constraint RLL(d, k). It has memory k, and by equations (4) A storage system employing the RLL(2, 18, 2) is described in [2] and [3] . In [1] , RLL(d, k, 2) constraints are studied in the context of magnetic recording. Now, fix integers d, k, s with d≤k and s≥2, and let S = RLL (d, k, s) . It can be verified that each word of S has at most two ' 's, and consequently μ(S) = 0. As the memory of S is (at most) k, by Theorem 3, we have the following corollary.
Corollary 2: Let d, k, s be nonnegative integers such that d ≤ k and s > 1. Then (RLL(d, k, s) ). For a positive integer i, consider the set of rows in direction j of Γ i . Since ρ(Γ i ) is the average of the densities of ' 's in these rows, there exists a row with density of squares at least ρ(Γ i ). Let z i be such a row. Clearly z i ∈ S j , and therefore
IV. PROOFS
Since is arbitrary, we have μ(S j ) ≥ μ(S). As for part 2, fix a presentation G for T , and let w=w 0 . . . w n−1 be a word in T generated by a cycle of G with density of ' 's equal to μ(T ). For each positive integer i, let Γ i be the D-dimensional array of size (in, . . . , in) with entries given by
Then every row (in any direction) of Γ i is a cyclic shift of i concatenations of w, and is therefore in T . Thus,
. .. It follows that μ(S) ≥ μ(T ). On the other hand, by part 1 μ(S) ≤ μ(T ), and the result follows.
Proof of Theorem 2. We require the following lemma.
Lemma 1: For any D-dimensional constraint S, cap(S) ≥ μ(S).
Given the lemma, the proof of the theorem is easily completed. Indeed, by the lemma and part 2 of Theorem 1, it follows that cap(S ⊗D ) ≥ μ(S ⊗D ) = μ(S) for any positive integer D. The theorem follows by taking the limit as D → ∞.
We now turn to prove the Lemma. Let be a positive real number and let 
Since is arbitrary, the result follows.
Proof of Theorem 3. For simplicity, and in order to highlight the main new concept, we only give the complete proof here for the case when S is irreducible, i.e has an irreducible (strongly connected) presentation. After the proof, we sketch the modifications needed for the reducible case.
We need the following definition. Let Σ = {0, 1}. For a word w∈Σ * denote by |w| the number of symbols (length) in w. We call a 1-dimensional constrained system S, (m, a)-determined, for nonnegative integers m and a, if there do not exist two words x0y, x1y ∈ S, such that |x| = m and |y| = a. Thus, if w is a word of an (m, a)-determined constraint, then each symbol placed sufficiently far from the beginning and end of w is uniquely determined by its m preceding symbols and a succeeding symbols. Now, let S be a general 1-dimensional constraint. If μ(S)>0, then, since there exist arbitrarily long words x, y∈Σ * such that x y ∈ S, it follows that S is not (m, a)-determined for any nonnegative integers m, a. It turns out that the converse is also true.
Proposition 1: Let S be an irreducible 1-dimensional constrained system with finite memory m. i ∈ S, for all positive integers i, contradicting our assumption that μ(S)=0.
The following proposition shows that if S is an (m, a)-determined constraint, the capacity of S ⊗D decreases at least exponentially fast with D. This is a generalization of [5, Lemma 3] where S = RLL(d, k) with k ≤ 2d. In fact the proof given there works for general (m, a)-determined constraints as well, and we reproduce it here in our setting. 
V. CONCLUSION
The maximum insertion rate of a constraint is a trivial lower bound on its capacity. We showed a simple upper bound on the maximum insertion rate for a constrained system. For isotropic D-dimensional constraints, it turns out that the maximum insertion rate is equal to the maximum insertion rate of the underlying 1-dimensional constraint. For such constraints, the maximum insertion rate provides a lower bound on the limiting value of the capacity as the number of dimensions grows to infinity. We showed that for isotropic constraints with maximum insertion rate 0, in which the underlying 1-dimensional constraint has finite memory, the limiting value of the capacity is in fact 0 and the rate of convergence is exponential.
