ABSTRACT This paper deals with the application of the support vector machine (SVM) and the leastsquares SVM regressions to the uncertainty quantification of complex systems with a high-dimensional parameter space. The above regression techniques are used to build accurate and compact surrogate models of the system responses from a limited set of training samples. The accuracy and the feasibility of the proposed modeling techniques are then investigated by comparing their results with the ones predicted by a sparse polynomial chaos expansion by considering two real-life problems with 8 and 30 random variables, respectively.
I. INTRODUCTION
Uncontrolled variation of system parameters due to manufacturing processes, tolerances and uncertain device characteristics can heavily affect the response of electrical and electronic circuits and systems. In order to guarantee the correct assessment of the system performance and to avoid expensive redesign, the impact of the above effects on the circuit responses is usually investigated during the early design phase via computationally expensive Monte Carlo (MC) simulations [1] .
In modern electronic circuits and systems, the level of integration, the system complexity and the number of uncertain parameters is so high that the standard MC analysis is becoming challenging in terms of computer resources and simulation time. To this aim, in the last decades, a number of powerful techniques for the parametric and statistical analysis in complex nonlinear problems have been developed as alternatives to the brute force approach presented by MC simulation. Well-known examples are provided by parametric macromodeling [2] - [5] , uncertainty analysis [6] - [12] and worst-case approaches [13] - [16] . Unfortunately, none of the available techniques provide an ultimate solution for the problem at hand, since they maximize different objectives w.r.t. the specific engineering application, e.g., the number of variables, their variability and their probability distributions.
Recently, the keyword machine learning has gained widespread reputation in different research areas for both classification and regression purposes [17] - [24] . Among the machine learning techniques, the support vector machine (SVM) regression [26] - [28] and its variant, namely, the least-squares support vector machine (LS-SVM) regression [29] - [31] can be considered as promising alternatives, which allow building compact parametric surrogates of the nonlinear system responses with several uncertain parameters [17] , [32] - [36] . However, the benefits of the application of such techniques to realistic structures in a highdimensional parameter space still has to be proven. A preliminary feasibility study has been recently proposed in [36] . Such work focuses on the application of the SVM regression with polynomial kernels to the uncertainty quantification and the parametric modeling of structures with a small number of uniformly distributed random variables (i.e., 4-5 variables) characterized by a large variability. Also, [36] provides a comparison in terms of accuracy, convergence and robustness to noise between the SVM regression with polynomial kernel and the polynomial chaos (PC) expansion [37] - [43] with least squares regression [8] .
The goal of this work is to investigate the application of both the standard SVM and the LS-SVM regressions with polynomial and Gaussian radial base function (RBF) kernels for the statistical analysis of realistic structures in highdimensional input parameter space (i.e., up to 30 uncorrelated stochastic variables). The above regression techniques have been applied to generate several surrogate models trained with a limited set of simulation results. For the sake of completeness, the results of the above surrogate models are compared with the ones predicted by an advanced technique for uncertainty quantification, such as the sparse PC expansion [38] , [39] for two different test-cases i.e., an integrated voltage regulator with 8 uniformly distributed parameters and a wireless power transfer application with 30 Gaussian parameters.
The remainder of this paper is organized as follows. Section II presents the mathematical background behind the SVM and the LS-SVM regressions. Section III provides a brief overview on the sparse PC expansion. Section IV investigates the accuracy of the LSV, the LS-SVM regression with polynomial and RBF kernels and the sparse PC expansion by considering two different realistic test-cases. Section V concludes the paper.
II. SVM & LS-SVM REGRESSION
This Section provides a complete overview of the mathematical framework behind the SVM and the LS-SVM regressions.
A. SVM REGRESSION
Let us consider the problem of approximating a set of L training data {(
provided by a generic nonlinear system y = M(x) with input parameters x = [x 1 , . . . , x d ] ∈ R d via the following nonlinear SVM regression [25] , [26] :
where
which maps the parameter space of dimension d into the corresponding feature space of dimension D; w ∈ R D is a vector collecting the unknown coefficients of the nonlinear regression; b ∈ R is the bias term; w, (x) is defined as the inner product in R D .
It is important to remark that the dimensionality of the feature space (i.e., D) is defined by the nonlinear map (x), and, therefore, it turns out to be independent from both the number of training pairs L and the number of system parameters d. Also, it should be noted that (1) is linear w.r.t the nonlinear transformation (x).
The goal of the SVM regression is to find the best combination of the parameters (w, b) in (1) that minimizes the [27] and [33] ). Panel (b): illustration of the corresponding least-square formulation in (9) for the LS-SVM regression (inspired by [29] ).
following risk function:
where |·| ε is the so-called linear ε-intensive loss function [26] defined as:
Minimizing the risk function (2) is equivalent to finding the best combination of the parameters (w, b) that minimizes the deviation of the model predictions from the training samples outside the ε-intensive zone. This can be done via the following optimization problem in the primal space, which can be written as [26] :
where ξ i , ξ * i are the slack variables and C is a parameter, chosen by the user, which provides a trade-off between the accuracy of the model and its flatness [27] . Figure 1 (a) provides a graphical interpretation of the above optimization problem. The underlying idea is to minimize the positive ξ i and negative ξ * i deviations of the training samples which lay outside the ε-intensive zone (gray area), but at the same time maximizing the model flatness to avoid the overfitting problem.
The nonlinear optimization problem in (4) can be solved by minimizing the following Lagrangian function:
where the parameters α, α * , η, η * ≥ 0 are the Lagrangian multipliers (dual parameters) related to the constrained optimization problem. The saddle point of the Lagrangian (5) is obtained by computing the partial derivatives w.r.t. the primal variables:
Substituting (6a), (6b) and (6c) into (4) leads to the following dual optimization problem:
is the kernel function defined as the inner product in the feature space between the function (x) evaluated at the training samples x i and x j .
Therefore, the nonlinear regression in (1) can be rewritten in the dual space as follows:
The solution of the optimization problem in (7) allows estimating the parameters α i and α * i in the above nonlinear regression. The bias term b is computed by exploiting the Karush-Kuhn-Tucker conditions [28] .
It is important to remark that the direct computation of the inner product (x i ), (x) can be extremely inefficient for a high-dimensional feature space (e.g., for the specific case of the Gaussian RBF kernel, D grows to infinity). However since both the dual optimization problem in (7) and the nonlinear regression in (8) do not require an explicit calculation of the inner product in the D-space, the latter can be efficiently estimated by operating directly in the parameter space with finite dimensionality (i.e., R d ) via the kernel functions K (·, ·) :
This means that the SVM nonlinear regression is fully defined by the kernel function K without requiring an explicit definition of the nonlinear transformation . This is the so-called kernel trick.
The most common kernels are listed below:
The SVM regression algorithm is already available in MATLAB. A generic SVM regression can be suitably trained via the command fitrsvm and the resulting surrogate model can be evaluated for an arbitrary value of the input parameter x via the command predict [36] .
B. LEAST-SQUARES SVM REGRESSION (LS-SVM)
The LS-SVM technique provides an alternative solution to the standard SVM regression which allows recasting the convex nonlinear optimization problem for the SVM regression in (1), in terms of a more standard least-squares formulation, without losing the advantages of the standard SVM regression [29] - [31] .
First of all, the optimization problem in the primal space in (4) developed for the standard SVM regression has to be rewritten in the following form:
where e i ∈ R are error variables and γ is an empirical parameter which provides a trade-off between the accuracy of the model and its flatness, playing the same role of the parameter C in the SVM primal optimization of (4). The underlying idea is to minimize the squares of the regression errors e i , which are defined as the deviation of the model prediction from the corresponding training samples as shown in Fig. 1(b) , but at the same time by keeping the model as flat as possible, thus avoiding the oversampling problem. Also in this case the above optimization problem can be solved by minimizing the following Lagrangian:
where α k ≥ 0 are the Lagrange multipliers.
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By computing the partial derivatives of the above Lagrangian leads to:
By substituting (11a), (11b) and (11c) into (11d) we can write following system of equations in the dual space:
is the kernel function previously defined for the case of the SVM regression.
The linear system of equations in (12) can be recasted via the following matrix formulation:
∈ R L×L is the identity matrix and ∈ R L×L is the kernel matrix for which the
The solution of the square linear system of equations in (13) for α and b leads to the following nonlinear regression in the dual space:
The LS-SVM regression is already implemented within LS-SVMLab Toolbox version 1.8 [44] , which is fully compatible with the MATLAB environment.
III. POLYNOMIAL CHAOS EXPANSION
This section presents a quick overview on the mathematical framework behind two state-of-the-art techniques, the standard PC expansion and the advanced sparse PC expansion, respectively. The latter will be used hereafter in this paper as a reference approach for uncertainty quantification in highdimensional problems.
A. STANDARD PC APPROACH
The discussion starts by considering the vector x ∈ R d collecting d independent random variables (x 1 , . . . , x d ) with a joint probability density function (PDF) f x (x), representing the uncertain input parameters of the physical problem. Assume that the problem is described by a numerical model M, i.e., y = M(x), where y is the model response supposed to be a scalar quantity with a finite variance.
The PC expansion of the model response may be written as [37] :
where a λ are the unknown deterministic coefficients and λ are the multivariate polynomials which are orthonormal w.r.t. the joint PDF f x (x), i.e., E λ (x) β (x) = δ λβ and δ λβ = 1, if λ = β and 0 otherwise. Let X = {x 1 , . . . , x L } be an experimental design (ED) of x, and Y = {M(x 1 ), . . . , M(x L )} be the associated set of model response quantities. The PC coefficients a λ may be estimated by using a non-intrusive technique such as the ordinary least square regression [38] from a set of model evaluations Y. This technique relies on the choice of a truncation set denoted A = {λ 0 , . . . , λ h−1 } ⊂ N d defining the multi-indices of the selected basis polynomials
The PC expansion is usually truncated in order to preserve the polynomials of the basis whose total degree is less than or equal h, defined by the standard trun-
The number of coefficients retained by this strategy is H =
We then notice that the number of terms a λ to estimate blows up for large number of input random variables d and high degree h. In order to overcome this limitation, an advanced technique for reducing the number of polynomial bases is now introduced.
B. REDUCTION OF THE PC BASIS THROUGH A SPARSE APPROACH
As mentioned previously, the size of the PC expansion retained in the truncation set A d,h can be too large when dealing with high-dimensional problems. In order to overcome the above issue, a hyperbolic truncation strategy based on a parameter k, with 0 < k ≤ 1, allowing to reduce the size of the PC basis is then introduced as follows:
This hyperbolic truncation strategy favors the most relevant effects and low-order interactions, which are known to have the largest impact on the variability of the response according to the sparsity-of-effects principle [49] . It is important to point out that lower values of k imply a larger number of neglected high-rank interactions. In addition, when k = 1, this scheme is equivalent to the standard PC expansion, which is defined by the truncation set A d,h . When k < 1, VOLUME 7, 2019 FIGURE 2. Number of terms of the polynomial basis of degree less or equal to the degree h = 5 retained by the hyperbolic truncation strategy when (a) k = 1 (squares) and (b) k = 0.5 (squares). (c) Numbered squares are the polynomial basis terms selected by the LARS algorithm from the 1 st to the 7 th iteration [39] .
the retained terms of the polynomial basis can be substantially reduced as compared to H [39] . This improved truncation scheme is represented for two input random variables (d = 2) in Fig. 2 (a) and 2(b), with the squares illustrating all terms of the polynomial basis of degree less than or equal to l = 5, included in the set (16) for k = 1 and k = 0.5, respectively. As a result, Fig. 2(b) shows that, for k = 0.5, this scheme chooses a number of polynomials (squares) smaller than those selected from a standard truncation set A M ,l (squares) as in Fig. 2(a) .
Given a truncation set A M ,h,k of cardinal K , the hyperbolic truncation strategy enables to reduce the number of coefficients to be estimated in the PC expansion. However, this may remain too expensive in terms of model evaluations when the number of input random variables is large. For this reason, the number of elements of the polynomial basis may still be decreased by using a variable selection algorithm, such as the LARS algorithm [41] .
The concept of the LARS algorithm is summarized in the following paragraph, while the reader may refer to [39] and [41] for additional details. Based on an iterative approach, LARS builds up a sparse approximation including from 1 to K terms of the polynomial basis (from one to all the squares in Fig. 2(b) ), according to their decreasing impact. It starts by selecting the polynomial basis λ 1 which is better correlated with the model response y. In practice, the correlation is evaluated from a set of realizations (i.e., an ED) of the response Y. After the identification of the first polynomial λ 1 , the associated coefficient is estimated so that the residual y − a (1) λ 1 λ 1 (x) becomes equi-correlated with another polynomial basis, defined as being λ 2 . Afterwards, the selection of a third polynomial basis will be performed by moving forward the direction ( λ 1 + λ 2 ) up to the new residual becomes equi-correlated with a third polynomial basis λ 3 , and so on. An illustration of the selected polynomials by LARS after seven iterations is given by squares in Fig. 2(c) .
The estimation of suitable terms of the polynomial basis by means of LARS is carried out for each degree h = 1, 2, ..., h max . In the end, LARS produces a set of sparse expansions including an increasing number of polynomial elements. The quality of each expansion of degree h is then evaluated according to a leave-one-out cross validation error LOO as follows:
where M PC −i (x i ) are N surrogate models built up on the ED X such that x i = {x q , q = 1, . . . , N , q = i}. The retained degree h for the sparse PC expansion is the one minimizing the leave-one-out error LOO . In the following, the quality of the surrogate model is computed via the Q 2 coefficient defined by
It is important to note that the larger Q 2 is, the better is the prediction of the surrogate model.
In order to identify quantities of interest of the model response, a post-processing of the coefficients of the basis can be performed at a relatively low computational cost. Indeed, the orthonormality property of the polynomial basis allows to estimate the expectation and the variance [43] of the output y as:
and
IV. APPLICATION TEST-CASES
In this section the accuracy and the feasibility of the techniques presented in Sec. II and Sec. III have been investigated by considering two realistic test-cases: an integrated voltage regulator (IVR) and a wireless power transfer (WPT) application, respectively. All the simulations are performed on a Dell PC with an Intel(R) Core(TM) i7-7700M, CPU running at 3.60 GHz and 16 GB of RAM.
A. EXAMPLE 1: EMBEDDED INDUCTOR AND INTEGRATED VOLTAGE REGULATOR
As a first test-case, the SVM, the LS-SVM with RBF and polynomial kernels and the sparse PC expansion have been adopted to quantify the impact of 8 uncertain parameters of an embedded inductor on the IVR efficiency while the converter operates in pulse-width modulation (PWM) mode at 100 MHz. The considered architecture is shown in Fig. 3 . It consists of a system-in-package (SiP) solution including two chips (buck converter and low-dropout (LDO)/load) with an integrated inductor on an organic package [45] . The converter architecture shown in Fig. 3 is designed with stacked topology, using 130 nm GLOBALFOUNDRIES (GF) process and consists of four-phases (one master-three slaves). The structure of the inductor is a solenoid with Nickel-Zinc (NiZn) ferrite magnetic core as shown in Fig. 4(a) and (b) .
The converter efficiency has been accurately estimated via an extensive model that accounts for switching and conduction losses of power switches, DC and AC losses of inductor, power delivery network (PDN) and output capacitance. A more detailed description of the buck converter topology along with the model verification are provided in [45] . In order to quantify the effect of possible geometrical tolerances on the inductor electromagnetic behavior and thus on the IVR efficiency, 8 geometrical parameters have been considered as uniform random variables as shown in Table 1 . The number of windings and the magnetic core thickness ratio have been fixed to N w = 6 and t m = 0.9, respectively. To account for proximity and skin effect as well as demagnetization effect caused by the magnetic core, the embedded inductor is characterized using the full-wave solver of Ansys HFSS [47] . Additional details on the inductor simulation framework adopted in this paper can be found in [23] .
The SVM and the LS-SVM regressions with polynomial kernels of order from 1 to 3 and RBF kernel are adopted to generate 8 different surrogate models. In addition, a sparse PC expansion is constructed with an adaptive degree varying from 1 to 10. The hyperbolic truncation scheme in (16) is set to k = 0.75 to reduce the size of the polynomial basis [39] , [40] .
All surrogate models have been trained from L = 200 samples based on latin hypercube sampling (LHS) [48] resulting from the HFSS simulations with a computational cost of 3 h 27 min (one simulation with the full-wave solver of Ansys HFSS model takes about 1 min). From the sparse PC, the Q 2 coefficient is equal to 0.83, emphasizing a surrogate model with a high level of accuracy. In order to investigate the performance of the obtained surrogate models, their predictions are then compared with the results of a MC simulation with 10000 samples. Table 2 provides a detailed comparison on the accuracy and the computational cost of the proposed modeling techniques by collecting the root mean square error (RMSE), the mean valueμ and the standard deviationσ estimated by the proposed surrogate models, along with the corresponding computational times t model and t cost required to build each surrogate models and to evaluate them to compute 10000 predictions of the output, respectively. Table 2 shows that the LS-SVM regression with the RBF kernel turns out to be the most accurate surrogate model with a RMSE of 0.1552, which is slightly better than the accuracy obtained by the linear regression with the LS-SVM (i.e., RMSE = 0.1580) and SVM (i.e., RMSE = 0.1585) regressions. However, a good accuracy is also achieved by the sparse PC expansion, i.e., RMSE = 0.1696. The results of the SVM and the LS-SVM regressions with polynomial kernel highlight that for the specific example at hand, a linear VOLUME 7, 2019 expansion is enough to accurately reproduce the actual behavior of the IVR efficiency as a function of the considered input variables. In fact, the RMSE of the surrogate models is not improved by increasing the order of the polynomial kernel.
As an illustration, Fig. 5 provides the scatter plots for the LS-SVM with RBF kernel and sparse PC surrogate models. The plots emphasize the good accuracy between the two surrogate models and the MC simulation as the samples are very close to the dashed lines, which represent a perfect agreement between the surrogate models and the reference samples. The impact of the variability on the IVR efficiency is illustrated in Fig. 6 , where the PDFs estimated via the LS-SVM based surrogate model with RBF kernel and the sparse PC expansion are compared with the histogram of 10000 MC samples. We see that the main variability of the IVR efficiency is well captured by both surrogate models for which the mean values and the standard deviations are quite close to those calculated by MC simulation. This confirms a good estimation of the PDF of the IVR efficiency with both surrogate models, highlighting a similar level of accuracy. In terms of computational cost, 10000 MC simulations required about 7 days, while the LS-SVM with RBF kernel and the sparse PC needed less than 1 s, as shown in Table 2 . It is worth noting that this computational cost does not include the training time required to generate the L = 200 samples from LHS needed for constructing the surrogate models.
B. EXAMPLE 2: WIRELESS POWER TRANSFER
In a second and more complex example, the modeling approaches presented in Sec. III and Sec. II have been applied to predict the impact of 30 uncertain parameters on the maximum efficiency of a wireless power transfer (WPT) application in the bandwidth 500 MHz to 1.5 GHz.
The WPT schematic is shown in Fig. 7 . It consists of an integrated board architecture with embedded rectangular RF coils, shown in Fig 8, connected to a TX and RX matching networks and a full bridge diode rectifier loaded by the parallel between a capacitor C PDN = 1 nF and a resistor R = 868 . The transmission distance between the TX and RX coil is fixed to 1 mm. The matching networks on both TX and RX modules consist of a LC network and a resonating capacitor connected with the RF coils. In order to maximize the magnetic flux generated by the TX coil and the power delivered to the load, the resonant capacitors are connected in series and in shunt with the TX and RX coils as suggested in [46] . Additional details on the parameters selection are available in [21] .
The effect of the fabrication tolerances and uncertainties on the efficiency of the WPT is examined through 30 Gaussian random variables, given in Table 3 . Each parameter has a nominal value and a standard deviation of 5%. Similar to the previous example, different surrogate models have been generated by SVM and LS-SVM regressions with polynomial kernels of degree from 1 to 4 and RBF kernel. A sparse PC surrogate model has also been generated based on an adaptive degree varying from 1 to 10 and a hyperbolic truncation scheme fixed by k = 0.75.
The mentioned surrogates have been trained with an increasing number of training samples L generated from LHS scheme. Table 4 provides, for 10000 samples, a comparison of the performances of the resulting 11 surrogate models by considering the RMSE, the mean valuesμ and the standard deviationsσ for L = 200, 400 and 600 computed w.r.t. the results of a MC simulation. Moreover, Table 4 provides, w.r.t the several sizes of training data (i.e. L = 200, 400, 600 samples), the computational times t model and t cost required to construct each surrogate model and to evaluate them for the predictions of 10000 realizations of the output, respectively. It is important to note that the generation of the training data with L = 200, 400, 600 samples took about 5 h, 10 h and 15 h, respectively (one single simulation with the full-wave solver of Ansys HFSS model takes about 1 min 30 s).
From the results collected in Table 4 , the LS-SVM regression with RBF kernel is confirmed to be the most accurate model with a RMSE = 0.4307 for L = 600 samples, which is slightly better than the error obtained by the sparse PC expansion (i.e., RMSE = 0.4385). A remarkable accuracy is also achieved by the LS-SVM regression with polynomial kernel of order 4, for which RMSE = 0.4798. The results of Table 4 also highlight the improved performance of the SVM-based approach in terms of RMSE, for L = 200 and 400 samples. This is in line with the observations reported in [36] .
As a further validation, Fig. 9 shows the scatter plots computed, for 10000 samples, by comparing the predictions of the LS-SVM regression with RBF kernel and the sparse PC expansion surrogates, generated for an increasing number of training samples (i.e., L = 200, 400, 600), with the results of a MC simulation. The scatter plots confirm the results collected in Table 4 . Indeed, due to the strong nonlinearity and high-dimensionality of the problem at hand, the accuracy of the predictions obtained from the models generated via L = 200 samples is rather poor and turns out to be inadequate for our modeling purposes. For the specific case of the surrogate model based on the LS-SVM regression, the resulting accuracy is slightly improved for L = 400 samples. Finally, an acceptable accuracy has been achieved VOLUME 7, 2019 by increasing the number of training samples up to L = 600. The improvement in terms of accuracy can be observed in the corresponding scatter plots in Fig. 9 , where the samples (squares and circles) are closer to the dashed line representing a perfect surrogate model. The model accuracy is also confirmed by the coefficient Q 2 = 0.63 computed for the sparse PC expansion.
As regard to the response variability, Fig. 10 presents an illustrative comparison between the PDFs predicted by the surrogate models built with the LS-SVM regression with RBF kernel and the sparse PC expansion, trained with L = 600 samples, with the results of a MC simulation with 10000 samples. The curves highlight once again the capability of the two surrogate models to capture the actual shape of the PDF provided by the MC simulation. As far as the computational cost is concerned, 10000 MC simulations required about 11 days whereas the LS-SVM with RBF kernel and the sparse PC needed less than 1 s. This comparison does not include the computational cost required to generate the training data (L = 600 samples), that has taken about 15 h as shown in Table 4 . 
V. CONCLUSIONS
This paper investigates the strength and the accuracy of three different approaches for the uncertainty quantification in high-dimensional space. Specifically, the SVM and the LS-SVM regressions with either polynomial or RBF Gaussian kernels and the sparse PC expansion, have been applied to generate a set of surrogate models built from a limited set of training samples for the responses of two realistic test-cases i.e., the IVR with 8 uniformly distributed uncertain parameters and the WPT with 30 uncertain parameters with Gaussian distribution, respectively. The accuracy provided by each of the proposed surrogate models has been investigated by comparing the models prediction with the results obtained by means of MC simulations. According to the results obtained for the proposed testcases, the SVM and the LS-SVM regressions can be considered as an effective solution for uncertainty quantification in high-dimensional nonlinear problems, with an accuracy which turns out to be comparable or even better than an advanced and more consolidated technique such as the sparse PC expansion. 
