We propose an SQP algorithm for mathematical programs with complementarity constraints which solves at each iteration a quadratic program with linear complementarity constraints. We demonstrate how strongly M-stationary solutions of this quadratic program can be obtained by an active set method without using enumeration techniques. We show that all limit points of the sequence of iterate generated by our SQP method are at least M-stationary.
Introduction
Consider the following mathematical program with complementarity constraints (MPCC)
with continuously differentiable functions f , h i , i ∈ E, g i , i ∈ I, G i , H i , i ∈ C and finite index sets E, I and C. The notation 0 ≤ u ⊥ v ≥ 0 for two vectors u, v ∈ R n is a shortcut for u ≥ 0, v ≥ 0, u T v = 0. MPCCs are more specialized class of mathematical programs with equilibrium constraints (MPECs). For more background and several applications we refer the reader to the textbooks [22, 25] .
Theoretically, MPCCs can be viewed as standard nonlinear optimization problems, but due to the complementarity constraints, many of the standard constraint qualifications of nonlinear programming are violated at any feasible point. This makes it necessary, both from a theoretical and numerical point of view, to consider special tailored algorithms for solving MPCCs. Recent numerical methods follow different directions. In [7, 8] the direct application of an SQP solver was investigated whereas the application of interior point methods was considered in [3, 4, 20] . Penalization techniques are suggested in [12, 24, 29] . Another class of methods deals with piecewise decomposition [9, 11, 14, 15, 22, 23, 32, 33] . Also smoothing, lifting and relaxation methods have been suggested in order to deal with the inherent difficulties of MPCCs in [1, 2, 5, 13, 16, 17, 21, 26, 28, 30, 31] .
All these approaches have in common that one can prove only convergence to weakly stationary or C-stationary points unless some strong assumptions are made. For the two methods from [16, 17] the stronger and interesting property can be shown that they converge to M-stationary points. However, the subproblems which are to be solved in these methods, do not satisfy a constraint 1 qualification resulting in the effect that approximate solutions of the subproblems only converge to weakly stationary points. For a more detailed analysis of convergence properties of relaxation methods we refer to the recent paper [18] .
In this paper, we carry over a well known SQP-method from nonlinear programming to MPCCs. The main task of our method is to solve in each iteration step a quadratic program with linear complementarity constraints. We present an active set method, very similar to the active set method for quadratic programming [6] , which computes at least a strongly M-stationary solution of the subproblems. The concept of strong M-stationarity was introduced in the recent paper by Gfrerer [10] . This active set method is based on an active set method used to show the existence of strongly M-stationary solutions for MPCCs [10, Theorem 4.3] . Surprisingly, the inherent combinatorial structure of M-stationarity can be resolved by this active set method and one does not depend on enumeration techniques.
Then we compute the next iterate by reducing a certain merit function along some polygonal line which is given by the solution procedure for the subproblem. Then we show that every limit point of the generated sequence is at least M-stationary, provided that the solutions of the subproblems remain bounded. Numerical tests indicate that our method behaves very reliable.
A short outline of this paper is as follows. In section 2 we recall the basic stationarity concepts for MPCCs as well as the concept of strong M-stationarity. In section 3 we recall an outline of an SQP method for nonlinear programming and we provide an outline of our SQP method for MPCCs. In section 4 we describe an active set method for solving the auxiliary problem occurring in every iteration of our SQP method. This auxiliary problem is a quadratic program with linear complementarity constraints. We prove the finiteness of this algorithm and we summarize some of the properties of quantities computed during the algorithm. In section 5 we describe how the next iterate is computed by means of the solution of the auxiliary problem. Further, we consider the convergence of the overall algorithm. Section 6 is a summary of numerical results we obtained by implementing our algorithm in MATLAB and testing it on the MacMPEC collection of MPECs maintained by Leyffer [19] .
In what follows we use the following notation. Given a set M we denote by 
Stationary points for MPCCs
Given a pointx feasible for (1) we define the following index sets
Further we call a triple of index sets
an MPEC working set with respect tox, if J G ∪J H = C, |E|+|J g |+|J G |+|J H | is equal to the rank of the family of vectors
and the family of vectors
In contrast to nonlinear programming there exist a lot stationarity concepts for MPCCs.
Definition 2.1. Letx be feasible for (1). Thenx is called
Strong M-stationarity was introduced in the recent paper by Gfrerer [10] , whereas the other stationarity concepts are very common in the literature, see e.g. Scheel and Scholtes [27] . Obviously, the following implications hold:
S-stationarity ⇒ M-stationarity ⇒ C-stationarity ⇒ weak stationarity, strong M-stationarity ⇒ M-stationarity Further, S-stationarity implies strong M-stationarity provided at least one MPEC working set exists.
Note that the S-stationarity conditions are nothing else than the Karush-Kuhn-Tucker conditions for the problem (1). Unfortunatelly, a local minimizer is S-stationary only under some comperatively strong constraint qualification, e.g. that the gradients of the active constraints are linearly independent. On the other hand, a local minimizer is strongly M-stationary under very weak constraint qualifications. Recall that the contingent (also Bouligand or tangent) cone to a closed set Ω ⊂ R n at u ∈ Ω is defined by
Definition 2.2. Letx be feasible for (1). We say that the MPEC Guignard constraint qualification (MPEC-GCQ) holds atx if the polar cone of the contingent cone to the feasible set of (1) atx equals to the polar cone of the cone
Theorem 2.1 (c.f. [10, Theorem 4.3, Theorem 3.9] ). Letx be a local minimizer of the MPCC (1) at which MPEC-GCQ holds and assume that an MPEC working set exist. Thenx is strongly M-stationarity.
3
The assumption, that one MPEC working set exists, is fulfilled, if there are index sets (J G ,J H ) ∈ P(I 00 (x)) such that the family of gradients
is linearly independent and this seems to be a rather weak assumption. Note that [10, Theorem 4.3] was constructively proved by some active set method and our algorithm is based on this procedure.
On SQP methods in mathematical programming
We recall the structure of well-known SQP method for solving nonlinear optimization problems
If x k denotes the k−th estimate for the optimal solution and B k a symmetric positive definite matrix the following quadratic programming subproblem is solved
where
The additional variable δ is introduced to avoid inconsistent constraints and to have a feasible point (s, δ) = (0, 1) at hand. Let us denote the unique solution of (3) by (s k , δ k ). If δ k > ζ for some ζ ∈ (0, 1) we increase ρ and solve problem (3) again. If this loop fails within some given upper bound for ρ the calculation finishes because it is assumed that the constraints of (2) have no feasible point. Otherwise the new iterate x k+1 is given by x k+1 = x k + α k s k where α k is a positive step length that is chosen by a line search procedure to give a reduction Φ(x k+1 ) < Φ(x k ) where Φ is a suitable merit function, e.g. the 1 penalty function
+ with appropriately chosen penalty parameters σ = (σ h , σ g ). The structure of our SQP method is very similar to the above procedure. The quadratic auxiliary problem which we have to solve at each iterate is given by
where the vector β = (β g , β G , β H ) is chosen such that the point (s, δ) = (0, 1) is feasible. For the convergence proof we use the property of the new iterate that we have a decrease Φ(x k+1 ) < Φ(x k ) with respect to the merit function
The main difference to the SQP method for nonlinear programs is that we perform the line search not along some single direction, but along some polygonal line s
connecting the solutions of convex subproblems of (4).
Solving the auxiliary problem
In this section, we describe an algorithm for solving quadratic problems with complementarity constraints of the type
fulfilling the first order necessary conditions
Due to the definition of a working set those multipliers are uniquely determined. Fix a constants ζ ∈ (0, 1),ρ > 1 and take some ρ > 0. An outline of the algorithm is as follows. If (s, δ) is not a solution of EQP (β, ρ, J) then either we find a new working set J with respect to β and a solution (s, δ) of EQP (β, ρ, J) which is feasible for QP CC(β, ρ) or we must perform a restart: set ρ = ρρ and go to step 1. 3: Test for optimality:
We try to find a new working set J and a descent direction (d, τ ) for problem QP CC(β, ρ) at the point (s, δ). If we have to switch to a new QP-piece, we increase the counter t of pieces by 1 and set (s t , δ t ) := (s, δ), J t := J, λ t := λ(β, ρ, J), J and eventually β are updated and we set β t := β,J t := J. This step can be terminated by one of the following possibilities: Either we proved that (s, δ) is strongly M-stationary for QP CC(β, ρ). If δ < ζ set N := t + 1 and save (s
Stop the algorithm and return. Else if the degeneracy condition (14) is fulfilled, stop the algorithm else set ρ = ρρ and go to step 1. Or we found a new working set J and a descent direction (d, τ ) for problem QP CC(β, ρ) at the point (s, δ). If τ > 0 set ρ = ρρ and go to step 1. Otherwise set (s, δ) := (s, δ) + α(d, τ ) for some appropriate positive step size α (e.g. by formula in line 4 in Procedure 4.1 below), update J and go to step 2. Or β was changed, go to step 2.
The test for degeneracy looks as follows.
which is unique by the definition of a working set, provided this system is solvable. We say that the degeneracy condition is fulfilled, if the system (12), (13) is solvable and the unique solution η fulfills
At each step the current iterate (s, δ) together with the parameters β, ρ are such that (s, δ) is feasible for QP CC(β, ρ). Moreover, (s, δ) is also feasible for EQP (β, ρ, J) for the actual working set J and the actual β.
In the following subsections we describe the individual steps in detail.
Initialization
At the beginning we set
Further we set
If J is not a working set we try to move indices belonging to
also depends linearly on those gradients we stop and say we cannot find a working set.
Note that β is chosen in such a way that
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Improvement step
If the current point (s, δ) is not a solution of the problem EQP (β, ρ, J) then we can easily compute a direction (d, τ ) pointing from (s, δ) to the solution of EQP (β, ρ, J) by solving the quadratic program
Consider now the following procedure.
if τ > 0 return (parameter ρ is not large enough and we must perform a restart) 4:
compute step length
if α < 1 set either J g := J g ∪ {i} or J G := J G ∪ {i} or J H := J H ∪ {i}, depending in which part the minimum is attained, where adding 0 to J g has to be done with priority. 7: } Note that during the course of the procedure J remains a working set. For instance if we add the i-th inequality constraint we have −β Proof. Since we terminate the procedure if the condition at line 3 is fulfilled we may assume that always τ ≤ 0. Whenever α < 1 we add some index to our working set and hence this can occur only finitely many times. Hence after finitely many steps we have α = 1 and then (s, δ) is a solution of EQP (β, ρ, J).
Test for optimality
This part of the algorithm is very similar to the algorithm in [10, p. 926] . At the beginning we have available a feasible point (s, δ) and an MPEC working set J for the problem QP CC(β, ρ). It is now crucial to find a vector
is linearly independent. It was pointed out in [10] that a random choice of b with
and fixing the other components to zero will yield a suitable vector b with probability 1, see also Remark 4.1.
Procedure 4.2 (Test for optimality).
1: if J is not an MPEC working set for QP CC(β, ρ), add some active constraints to get an MPEC working set 2: set (u, µ) := 0, set the vector b and compute multipliers λ(J) 3:
{ remove an index corresponding to some negative multiplier from J as described in Procedure 4.3 (storing of the objects and redefinition of the vector β might occur) 5:
if (β was changed) 6:
return ((d, τ ) is a feasible descent direction for the problem QP CC(β, ρ) at (s, δ)) 10:
in which part the minimum is attained when computing α. 12:
We see that in case when we return a descent direction (d, τ ) for the problem QP CC(β, ρ) at (s, δ) this direction is solution of RQP (β, ρ, J, (s, δ)). Hence, for choosing α in step 3 of Algorithm 4.1 we can use the formula from line 4 of Procedure 4.1. Proof. If either the condition at line 5 or the condition at line 8 is fulfilled, we terminate the procedure. Thus we may assume that this never occur. Then, by taking into account that the direction (d, τ ) computed in line 7 always is a descent direction, we can use similar argument as in the proof of [10, Theorem 4.3] to show that the procedure is finite. Remark 4.1. We can easily detect whether the vector b has been chosen properly or not. We test whether the minimum when computing the step length α in line 10 of Procedure 4.2 is uniquely attained. If this is not the case, enlarge the corresponding components of b randomly such that the minimum becomes unique.
The way how we remove an index from J is described in the following procedure.
else (we switch to a new piece so we need to save the objects) 8: { save the objects corresponding to the old piece:
(
remove i ∈ J G ∩ J H corresponding to the negative multiplier:
eventually redefine some of components of the vector β as follows:
this can violate the condition (
secure the condition (
save the objects corresponding to the new piece: J t+1 := J, β t+1 := β, (t := t + 1) 13: } Note that we call the Procedure 4.3 only in case that there exists a negative multiplier either to an inequality constraint or to the i-th complementarity constraint with i ∈ J G ∩ J H . Hence, at line 9 at least one index i ∈ J G ∩ J H corresponding to a negative multiplier exists. Moreover, for those i exactly one of the multipliers λ 
Lemma 4.3. At every stage of the algorithm the point (s, δ) is feasible for QP CC(β, ρ) and J is a working set with respect to (β, s, δ).
Proof. We prove the assertion by induction with respect to t. At the initialization step the chosen starting point (s 0 , δ 0 ) is feasible for QP CC(β 0 , ρ) and J is a working set with respect to (β 0 , s 0 , δ 0 ). It is easy to see, that in the improvement step the step size α guarantees that (s, δ) remains feasible and we only add a constraint to J which becomes active and is linearly independent from the others contained in J. Since removing an index i ∈ J G ∩ J H does not affect the property of J being a working set, the same holds obviously true in Procedure 4.2 as long as we do not switch to a new piece in the Procedure 4.3. Hence the assertion holds true until line 10 of Procedure 4.3 is entered the first time.
As an induction hypothesis we now assume that at every stage of the algorithm before we reach line 10 of Procedure 4.3 the t-th time the iterate (s, δ) is feasible for QP CC(β, ρ) and J is a working set with respect to (β, s, δ). Note that the current value of β is β = β t−1 . It is clear that the assertion holds true if we do not actually change β and hence lets consider the case that
Consider i as in (21), implying (β
H,t i ) = (0, 0) by (18) . Note that in the initialization step we set one component of β i , without loss of generality β
showing feasibility and complementarity of the i-th complementarity constraint. But now it could happen that i ∈ I +0 (s, δ, β t ) and therefore i / ∈ I 00 (s, δ, β t ). This situation is repaired in line 11 of Procedure 4.3 so that J G ⊂ I 0+ (s, δ, β t ) ∪ I 00 (s, δ, β t ) holds. Now let us argue that J is a working set after line 11 of Procedure 4.3. Again, take i as in (21) and assume without loss of generality β Again it is easy to see, that at every stage of the improvement step Procedure 4.1 and of Procedure 4.2 the point (s, δ) remains feasible for QP CC(β, ρ) and J is a working set with respect to (β, s, δ), until we reach the next time line 10 in Procedure 4.3. This completes the induction step and the lemma is proved.
The following theorem summarizes basic properties of the quantities computed in the test for optimality stage. Let us yet define the index sets C t G and C t H for t = 1, . . . , N which will be important for definition of merit functions in the next section by
Note that obviously (C t G , C t H ) ∈ P(C).
Theorem 4.1.
1. Partitioning property of J and its consequences: For all t = 1, . . . , N it holds that
and so
2. Efficiency property of β: If G i ≥ 0, H i ≥ 0, then for all t = 0, . . . , N − 1 we have
3. Non-negativity property of multipliers λ: For all t = 1, . . . , N it holds that
4. Feasibility and working set properties of (s, δ) and J: For all t = 0, . . . , N − 1 it holds that (s t , δ t ) and (s t+1 , δ t+1 ) are feasible points for QP CC(β t , ρ), that (s t+1 , δ t+1 ) is also a solution for QP (β t , ρ, C t+1 G , C t+1 H ) and thatJ t is a working set and J t+1 is even an MPEC working set with respect to (β t , s t+1 , δ t+1 ).
Proof. 1. First, we show by contraposition that
We assume on the contrary that there exists some i ∈ C such that i / ∈J
is a working set with respect to (β t−1 , s t−1 , δ t−1 ) by Lemma 4.3, we knowJ G , a contradiction, and our claim is proved. In a similar way one can show the relationJ
Now, for arbitrary sets A 1 , A 2 , A 3 , A 4 it holds that
Assuming A 1 ∩ A 4 ⊂ A 2 ∪ A 3 we obtain
and, similarly, by assuming
Hence we obtain from (29) 
and so we obtain from (27) , (28) and (30)
First of two formulas in (24) follows immediately from definition of C t H and (23). To show the second one we use the first one that gives us
Fix any i ∈ C with G i , H i ≥ 0 and assume first that β G,t i > 0. From Initialization step and the monotonicity of β we conclude that β H,τ i = 0, ∀τ . Now assume that there is some τ ≤ t with i ∈ J τ H and let denote byτ the smallest index with this property. It follows thatτ > 0 and, by using 1., i / ∈ Jτ
From this we conclude i ∈ Jτ G ∩ Jτ H therefore β 
Finiteness of Algorithm 4.1
For a given working set J let us denote by A J the matrix with rows
Further, for every working set J we denote by b J the vector
T and for every β ∈ B we denote by b β J the vector 
If
and by adding ρ(1/2δ 2 +δ) to both sides we conclude that (s,δ) is also a solution of EQP (β, ρ, J), which is not possible due to the strict convexity of the objective. Hence our claim is proved. Now the first assertion follows by induction. At the initialization step we have s = 0 ≤C s and δ = 1. Now assume as the induction hypothesis that we are at a point (s, δ) with s ≤C s and δ ≤ 1. We shall show that the next iterate (s + , δ + ) also fulfills s + ≤C s and δ + ≤ 1. We move away from (s, δ) in some direction (d, τ ) pointing to the solution (ŝ,δ) of some problem EQP (β, ρ, J), but only if τ ≤ 0 because if τ > 0 then we make a restart. Henceδ ≤ δ ≤ 1 and from the claim just proved we conclude ŝ ≤C s . Now the induction argument follows from the observation that the next iterate (s + , δ + ) is on the line segment connecting (s, δ) and (ŝ,δ). 
On the other hand, we have q(d) ≤ ( 1) ) we obtain the contradiction
Hence our claim is proved and the assertion of the lemma follows easily from this claim. Proof. By contraposition, let us assume that algorithm 4.1 is not finite. We already showed that the procedures 4.1 and 4.2 are finite. First we show that ρ must tend to infinity. If ρ remains finite it is changed only finitely many times and hence it is constant from a certain stage. But for constant ρ, β can obviously change only finitely many times. Hence β also becomes constant from a certain stage. But then we can enter the Test for optimality step only once for each working set J, because objective function of QP CC(β, ρ) is strictly decreasing. And since there are only finitely many working sets J we must stop the algorithm in contradiction to our assumption. Hence ρ must tent to infinity.
Because of Lemma 4.4 we know that for ρ ≥C ρ the computed search directions (d, τ ) fulfill τ ≤ 0. Hence the case that we increase ρ because of τ > 0 can occur only finitely many often and we increase ρ infinitely many times because we found a sequence (s j , δ j ) of strongly M-stationary solutions (s, δ) for QP CC(β j , ρ j ) with δ j ≥ ζ and the non-degeneracy condition (14) is not fulfilled. Without lost of generality we can assume that ρ j ≥C ρ . By passing to a subsequence we can assume that the MPEC working set J j corresponding to the strongly M-stationary solution (s j , δ j ) is the same for every j, J j = J. At the strongly M-stationary solution (s j , δ j ) we know that (0, 0) is the solution of RQP (β j , ρ j , J, (s j , δ j )) and by Lemma 4.4 we know that all feasible points (d, τ ) of RQP (β j , ρ j , J, (s j , δ j )) fulfill τ = 0. But from this we can conclude from the fundamental theorem of linear algebra that (12), (13) has a solution η j which must be unique. Now, let us consider the multipliers λ j fulfilling the first order optimality conditions (9), (10) . Since ρ j (δ j + 1) → ∞ and β j ∈ B we conclude λ j → ∞ and by passing to a subsequence once more we can assume λ j / λ j → λ. Then we conclude from (12) 
and, since λ j was the multiplier to a strongly M-stationary solution, we have λ
Since J is a working set with respect to (β j , s j , δ j ) it follows that σ j = 0 and hence λ/σ j = η j . Hence we see that η j fulfills the degeneracy condition (14), a contradiction.
The following theorem summarizes basic properties of the quantities computed in the Algorithm 4.1. 
2. Boundedness of the counter of the pieces t: There exist a constant C t , dependent only on number of constraints such that
3. Signs of the final multipliers λ:
Proof. 1. This follows easily from the fact that it is prevented for the algorithm to reach the line where setting (s, δ) := (s, δ) + α(d, τ ) occurs with τ > 0.
2. Since whenever the parameter ρ is increased the algorithm goes to the step 1 and thus the counter t of the pieces is reset to 0, it follows that after the last time the algorithm enters step 1 we keep ρ constant. With a fixed vector β, it is obvious that the algorithm never returns to the same piece implying that the maximum of switches to a new piece is 2 |C| . Since we only redefine β when there is i with G i , H i ≥ 0 and we set (β G i , β H i ) := (0, 0), it follows that β changes at most |{i ∈ C | G i , H i ≥ 0}| times. Thus, the total number of switches to a new piece is certainly bounded by |C|2 |C| . Property 3. follows from the fact that we assume that we stop at a strongly M-stationary solution.
An SQP algorithm for MPCC
An outline of the algorithm is as follows. Compute new penalty parameters σ k+1 . Set x k+1 := x k + s k where s k is a point on the polygonal line connecting the points s 0 , s 1 , . . . , s N such that an appropriate merit function depending on σ k+1 is decreased. Set ρ k+1 := ρ, the final value of ρ in Algorithm 4.1. Update B k to get positive definite matrix B k+1 . Set k := k + 1 and go to step 2.
Remark 5.1. We terminate the Algorithm 5.1 only in the following two cases. In the first case no sufficient reduction of the violation of the constraints can be achieved or no working set can be found. The second case will be satisfied only by chance when the current iterate is a strongly M-stationary solution. Normally, this algorithm produces an infinite sequence of iterates and we must include a stopping criterion for convergence. Such a criterion could be that the violation of the constraints at some iterate is sufficiently small,
and the expected decrease in our merit function is sufficiently small,
see Proposition 5.1 below.
The next iterate
Let the outcome of Algorithm 4.1 at the k−th iterate be denoted by (s
The new penalty parameters are computed by
with maximum being taken over t ∈ {1, . . . , N k } and 1 < ξ 1 < ξ 2 .
The merit function
We are looking for the next iterate at the polygonal line connecting the points s
We state now the main result of this subsection. For the sake of simplicity we omit the iteration index k in this part.
In order to prove this proposition we need the following lemma.
Lemma 5.2. For every t ∈ {1, . . . , N − 1}
Proof. By the definition ofφ we havê
Similar arguments as above show, using δ 0 = 1 and (20),
and hence the first statement of the proposition follows from (47). Non-positiveness of the right hand side of (38) follows from (33) and (36).
Searching for the next iterate
We choose the next iterate as a point from the polygonal line connecting the points s 
where in case t Proof. In order to show that the new iterate is well defined, we have to prove the existence of some j such that (53) is fulfilled. Let τ k be the smallest natural number such that s τ k k = 0. Note that this implies s 
Then by convexity ofφ τ k k from Lemma 5.1, taking into accountφ Thus (53) is fulfilled for this j and the lemma is proved. 22 
Convergence of the algorithm
We consider the behavior of the Algorithm 5.1 when it does not prematurely stop and it generates an infinite sequence of iterates
contradicting (58) and so (59) is proved. Condition (60) now follows from (59) because we conclude from (63) thatφ
Now we are ready to state the main result of this section.
Theorem 5.1. Let Assumption 1 be fulfilled. Then every limit point is M-stationary for the problem (1).
Proof. Letx denote a limit point of the sequence x k and let K denote a subsequence such that lim Consider i ∈ I. For all k it holds that
Since 0 ≤ δ 
Finally consider i ∈ C. Then for infinitely many k ∈ K we either have
We consider only the first case because the second one can be treated analogously. Again we have 1
the starting point from MacMPEC. For one problem (design-cent-3) we found the optimal solution (which is the same as the one of the better scaled problem design-cent-31), whereas in MacMPEC this problem is marked as infeasible. For 3 problems (2 %) we found a solution which we could prove to be globally optimal, but differs from the one from MacMPEC. For 14 problems (11 %) our algorithm converged to a different solution when using the starting point from MacMPEC, however when changing the starting point our method found the MacMPEC solution. Only for 9 problems (7 %) we could not find any solution. For one problem (taxmcp) our algorithm always stopped with the degeneracy condition fulfilled. For the remaining 8 problems we could not find a working set at some iteration. For example our algorithm did not work for the problem scholtes5 where the feasible region is given by 0 ≤ x 1 ⊥ x 3 ≥ 0, 0 ≤ x 2 ⊥ x 3 ≥ 0.
The constraints of the auxiliary problem (4) which we have to solve at some iterate x k with x and it is easy to see that no working set exists for the auxiliary problem at (s, δ) = (0, 1).
These numerical results indicate that our algorithm behaves very reliable as long as the assumption that we can find a working set is fulfilled.
