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あらまし 本稿ではボケ図形のボケ量の定量化法について述べ，パターン認識への利用の仕方を示す．本研究は 25 年以上前に
筆者らが行ったものであり，1988 年に論文として発表された．本稿では，この研究に基づき，小中学校で収集した文字データ
ベースの品質と年齢による傾向の変化について調べたので報告する．ボケ図形に対する人の視覚による感じ方には二通りの見方
がある．ひとつは図形全体を見たときのボケ量の感じ方，他のひとつはボケ領域のみを注視したときのボケ量の感じ方である．
その二つの視感覚を定量化する方法を先の論文で提案した．前者に対しては「単位面積当たりの変動エントロピー(A タイプ変
動エントロピー)」と呼び，後者に対しては「単位輪郭線長変動エントロピー(Lタイプ変動エントロピー)」と呼んだ．両者はボ
ケのない図形に対しては最小値ゼロをとるが，前者と後者の主要な違いは，前者は解像度に依存しないが図形面積には影響を受
ける，後者は図形面積に依存しないが解像度には影響を受ける，という相反する性質を持つ．その意味で，前者は「相対的ボケ
評価法」といい，後者を「絶対的ボケ評価法」とも呼んだ．本稿では，この二つの定量化法の使い方について述べ，パターン認
識への応用の仕方，小中学校生から収集された文字データベースを使って学年による筆記傾向の違いについて調べた． 
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Quantification of Blurred Images and Its Applications 
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Abstract Quantitative evaluation based on entropy for blurred images is introduced in this paper. We call this metric “variation entropy”. 
This metric has two kinds of aspects that coincide with the human visual sense. The first is the absolute evaluation of blur, and the second is the 
relative evaluation of blur. The former can be quantified by “variation entropy for a unit boundary length(L-type V.E.: LH )”, which is 
dependent on resolution, and the latter can be quantified by “variation entropy for a unit area(A-type V.E.: AH )”, which is independent of 
resolution. These two metrics have complementary properties. Last, two variation entropies are applied to the standard kanji character database, 
and then the strong relation between variation entropy and accuracy of recognition is discussed. The tendency of writing skills for grades is 
evaluated by applying the metric to a database collected from school children. 
Key words: blurred image, quantification of blur, character database 
 
1. はじめに  
1980 年代は手書き文字認識の全盛期であり，各所で独
自のアルゴリズムを提案し，認識性能を競っていた．
その中でいくつかの文字データベースが利用されてい
たが，作成法が統一されていなかったため，データベ
ースの文字品質の違いを明らかにする必要があった
[1,2]．この研究のひとつにエントロピーを利用した評
価報告があった [3]. この研究では，文字データの品質
の違いは，2 値の文字画像を重ね合わせたとき，その
ボケ方に現れるという前提に立っている．すなわち，
ボケ方は各画素が黒画素 1 をとる確率に現れている．
そこで各画素が 1 をとる確率を )(1 ixP とし，0 をとる確
率を )(0 ixP としたとき，式 (1)により全体のボケ量を定
量化する．   
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ケの評価量は，ボケのない画像ではゼロをとり，ボケ
が増加すると値が増加する，またボケ画像をどのよう
な解像度で取得しても不変な性質が望ましいと考えら
れる．そこで，図 1 を考えてみよう．   
  図 1 には 3 つのボケ図形があり，(a)は直径 120 画素
の値 1 の円を標準偏差 4 の 2 次元ガウス関数でぼかし
た図形である．(b)は (a)の図形を解像度を 1/2 にした図
形であり，基本的に (a)と同じ図形である． (c)は直径
60 画素の値 1 をもつ円を (a)と同じガウス関数でぼか
した図形である．(a)と (b)は同じ図形を異なる解像度で
取得したものなので，これらのボケ量は同じでなけれ
ばならないと考える．また，(a)と (c)は同じガウス関数
でぼかしているのでボケ量は同じでなければならな
いと考える．しかし，(b)と (c)が同じボケ量であるとい
う見方はあり得ない．これは矛盾する議論だがどちら
も正しい．どこに誤りがあるのだろうか．  
  結果的に「同じ」という意味に違いがあることに気
づく．すなわち，(a)と (b)が「同じボケ量」というのは，
図形全体を見たときに同じように見えることを意味
し，(a)と (c)が「同じボケ量」というのは，ボケ領域の
ボケ方が同じに見えるということである．  
この二つの見方の定量化法は「変動エントロピー」
として 1988 年に論文発表された [4,5]．変動エントロピ
ーには上記二通りの評価法があり，それらは相反する
性質を持つ．本稿では，変動エントロピーについて統
一的に解説し，二通りの評価法の使い方について述べ
る．以下，2．では A タイプの変動エントロピーの導
出法について述べ，3．では L タイプの変動エントロ
ピーの導出法について述べる．4．では文字認識に応用
したとき，変動エントロピーと認識率の関係について
述べる．5．では小中学校生徒から収集した文字データ
に変動エントロピーを応用し，学年と筆記特性につい
ての解析結果について述べる．  
2.  変動エントロピー  
今 ， ),( yx に お け る ボ ケ 画 像 の 値 を ),( yxf
( Nyxf ≤≤ ),(0 ) とする．これは，N 枚の 2 値画像を重
ね合わせた画像とも考えられる．ここで，ボケ画像を
2 次元分布と考え，エントロピーを計算する．  
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ここで，S は =
XY
dxdyyxfS
,
),( であり，X,Y は横縦方
向の画像範囲である．この式 (2)の値は，一般の確率分
布の場合は 0 になる可能性があるが，画像の場合は値
に上限があるため 0 になることはない．今，ぼかす前
の画像の面積を A とすると，S=A×N と書ける．2 値図
形を N 枚重ねた場合は A は 1 画像あたりの平均面積に
なる．この関係を式 (2)に代入すると，次式が得られる． 
 
図 1  ボケ画像  
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ここで，第 1 項において 1/),(0 ≤≤ Nyxf であること
に注意されたい．第 2 項の Alog は元の図形もつ情報量
である．第 1 項は画素の値が 0 または N でない画素に
対してのみ値を持つので，ボケのない図形に対して 0
となる．この第 1 項を改めて AH とおく．  
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AH  は次の性質を持つ．  
A) ボケのない図形 ( 0/),( 　　Nyxf = )に対しては 0 をと
る．  
B) ボケ量が小さくなると AH  は小さくなる． AH  の
最小値は 0 である .  
C) もし，解像度の異なる環境で画像を取得しても AH
は不変である．  
D) 画像中の全て画素で ),( yxf  が同じであれば AH  
は最大値をとる．  
特に，性質 C)が重要である．もし，高い解像度で取
得した場合，画像は拡大され第 2 項が大きくなるが，
ボケ領域も同じ率で拡大されるため第 1 項 AH は不変
である．故に，第 1 項をエントロピーの変動分という
意味で，筆者らは“変動エントロピー”と呼んだ．  
式 (3)に見るように，分子はボケの総量であり，面積 A
により規格化される．この意味において AH を“単位
  
 
 
面積あたりの変動エントロピー”あるいは“A タイプ
変動エントロピー”と呼ぶことにする．  
図 1 を使って AH を計算してみよう． その結果を表 1
に示す．性質 C)により (a)と (b)の AH は等しく，(c)は 2
倍の値をもつことが分かる．  
一方， (a)と (c)は同じガウス関数でぼかしたので，同
じボケ量を持つべきだと考えるかもしれない．しかし，
(b)と (c)が同じボケ量である立場はない．この矛盾はど
こに原因があるのだろうか．   
    表 1  Evaluation of blurred circles 
 (a) (b) (c) 
Diameter 120 60 60 
SD of Gaussian 4.0 2.0 4.0 
AH  0.182 0.182 0.361 
答えは，ボケ図形の評価には 2 種類の見方があると
いうことである．すなわち，ひとつは (a)と (b)が等しい
という見方，他方は (a)と (c)が等しいという見方である．
これらは異なった立場である．前者は解像度に依存し
ない性質を満足しなければならず，A タイプ変動エン
トロピー AH はこの見方を具体化している．それでは，
(a)と (c)が等しいという後者の見方があるはずである．
これを 3．で議論する．  
3.  ボケ図形の二つの見方  
式 (3)の分子は次式である．  
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これはボケ画像 ),( yxf のボケの総量を表している．式
(4)では xあるいは y方向に沿って積分している．しか
し，ボケという現象は図形の境界に沿って出現してい
るのであるから，ボケの総量を求めるには，境界に垂
直な方向と境界に沿って積分してもよい (図 2)．   
結果的に，境界点 s において境界に垂直な方向を r  
とすると，式 (4)は式 (5)のように書くことができる．
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ここで， ),(' srf  は座標 (r,s)における値である． )(sR
は境界 s で境界に垂直な方向の積分範囲である．この
座標系は説明のための便宜的な手段であり，実際にこ
の方法で計算する必要はない．境界点 s での単位境界
長を ds とすると，s における単位境界長あたりのボケ
量を dsshL )( と書く．その時， )(shL は式 (6)として定義  
 
 
 
 
 
 
図 2  ボケ量を計算するための積分経路の違い 
する．
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今，ボケが生じる前の周囲長を L としよう．N 枚重
ねた 2 値図形の場合は，平均周囲長と考えればよい．
また， )(shL の期待値 )]([ shE Ls
を LH と書くと，これら
の関係は次式となる．  
   LHdssh L
S
L ×= )( , 
ここで， LH を“単位輪郭線長あたりの変動エント
ロピー”または，“L タイプ変動エントロピー”と呼ぶ
ことにする．すなわち， LH は式 (7)で表すことができ
る．  
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LH  と AH は式 (8)により関係付けられる．  
   LHAH LA ×=×             (8) 
それ故， LH  は式 (8)を使って簡単に計算することが
できる．再度図 1 を使って LH  を計算した結果を，表
2 に示す．表では， LH  と AH  の値には大きな違いが
あるが，これは面積 A で規格化するか，周囲長 L で規
格化するかの違いによるためである． LH の値を見ると  
(a) と (c)がほぼ同じ値であり， (b)は半分ほどのボケ量
になっていることが分かる．  
   表 2 二通りのボケ量の評価  
 (a) (b) (c) 
Diameter 120 60 60
SD.of Gaussian 4.0 2.0 4.0
AH  0.182 0.182 0.361
LH  5.462 2.726 5.414
ここに， LH  は次の性質をもつ．  
E) ボケのない図形 ( 0/),( 　　Nyxf = )では， LH は 0 と
なる．  
F) ボケが少なくなると LH  は小さくなる．最小値は
0．  
x
y
r
s
  
 
 
G) 図形サイズを縦横 k 倍にすると , LH はｋ倍になる．  
H) 全ての画素の値 ),( yxf  が同じ場合， LH は最大と
なる．  
特に，性質 G)は 2．で述べた性質 C)と相反する． LH
は解像度に依存し，ボケ図形の面積に依存しない意味
から絶対的ボケ評価量と言える．  
4.  文字データベースへの応用  
4. 1  線図形に対する基本的性質  
文字は基本的に線図形である．ここでは，実際の文
字に適用する前に，いくつかの単純な線図形に対する
変動エントロピーの値を検証する．  
 
図 3  単純線図形への適用  
図 3 に長さや幅の異なった 4 つの図形を示すが，そ
れらに対して AH  や LH を計算した．各図でボケのな
い図形が元図形であり， (a)と (b)の長さは 100 画素，  
(c)と (d)の長さは 200 画素である．また， (a)と (c)の線
幅は 10 画素，(b)と (d)は 20 画素である．ぼかすための
ガウス関数の標準偏差は全て 4.0 とした．4 つのボケ
た図形に対する計算結果を表 3 に示す．ボケのない図
形に対する AH と LH は当然 0 である．  
  表 3  線図形に対する計算結果  
 (a) (b) (c) (d)
Length(pixels) 100 100 200 200 
Width(pixels) 10 20 10 20
SD of Gaussian 4.0 4.0 4.0 4.0
AH  1.137 0.628 1.077 0.572
LH  5.172 5.235 5.129 5.204
表より，4 つの場合における LH にほとんど差がな
いことがわかる．線幅 20 画素の AH  は線幅 10 画素の
AH より半分の値になっている．これはボケの総量が
あまり変わらないのに，面積の比が 2:1 になっている
ためである．また， AH  または LH に僅かに違いが生
じているのは，エッジ効果のためである．  すなわち，
線長を 2 倍にしたとしても，エッジ効果のためボケ領
域は完全には 2 倍にはならないからである．これらの
テストより， LH は線幅や線長に影響されないという
ことがわかる．また，線幅が同じであれば，線長が異
なっていても AH または LH のどちらを使っても評価
できることが分かる．  
4.2 文字データへの適用  
文字は基本的に 2 値画像であり，画素値は 0 または
1 をとる．同じカテゴリの手書き文字画像を重ね合わ
せることにより図 4 のような多値画像が得られる．図
4 におけるボケは筆記変動により生じる．この多値画
像を使って変動エントロピーを計算するわけであるが，
2 値画像を何枚重ねるとよいであろうか．  
   
     図 4 ボケた文字画像の例  
 
図 5 文字画像数と AH  
 
図 5 に文字画像数と変動エントロピーの値の関係を
示す．ここには 5 つのグラフがあるが，異なったひら
がなカテゴリである．図より，画像を増やすほど AH は
増加するが，約 100 画像ほどあれば飽和状態に近づく
ことが分かる．それ故，今後の議論では 100 文字で変
動エントロピーを計算することにする．  
4.3 日本語手書き文字データベース  
ETL8B と ETL9B は，OCR 開発のために 1980 年代に
電子技術総合研究所によって作られた有名な手書き
文字データベースである．ETL8B は 956 カテゴリ，
  
 
 
152,960 サンプルからなる．各文字は 10×10(mm)の枠
内に書かれ， 64×63 画素にデジタイズされた [6]．  
ETL9B は，3036 カテゴリ，607,200 サンプルからなり，
各文字は 8×9(mm)の枠内に書かれ，64×63 画素にデジ
タイズされた [7]. 
まず，71 ひらがなカテゴリを用いて認識テストをし
た．その際，文字画像に 4 種類の規格化を施し，認識
率を比較した．同時に AH と LH を計算した．この目的
は変動の違いを創出し，認識率の違いと変動エントロ
ピーの値を比較するためである．認識方法は単純類似
度とし，標準パターンは文字サンプルの半数を用い，
他の半数でテストサンプルとした．文字の規格化には
(1) 画像中心を一致， (2) 画像重心を一致 , (3) サイズ
を 64×64 画素一定にする，そして (4) ストローク密度
一定 [8]の 4 種類とした．実験結果を表 4 に示す．表に
おいて "Acc"は学習文字とテスト文字に対する平均認
識率 (%)を表す．  
表 4 認識率と変動エントロピーの比較  
 ETL8B ETL9B 
 Acc AH  LH  Acc AH LH
Center 77.2 1.865 3.334 71.9 1.716 3.577
Gravity 81.9 1.811 3.237 79.2 1.681 3.504
Size 83.1 1.632 3.337 80.0 1.351 3.855
Density 84.3 1.471 3.111 83.3 1.202 3.383
 
表 4 より，両データベースにおいて， AH が減少する
に従って認識率が増加していることが分かる．しかし
ながら， LH  はそのような強い関係はなく，文字サイ
ズを大きくするとボケ領域も大きくなることを示して
いる．文字認識においては，文字領域の重なり程度が
重要であり ,文字面積に対してボケ領域は小さい方が
よい。その意味で，ボケ領域に対する文字面積の大き
さは AH に反映しており，文字認識を目的とした文字
データベースの品質を表していると言える．  
 次に，ETL8 と ETL9 の AH の比較をしてみよう．値
のみを比較すると，ETL9 の AH は ETL8 のそれより小
さな値を示している．これは，ETL8 より変動が小さ
いと言えるのか．実は図 3 の単純図形の説明でもあっ
たように，この原因は ETL9 の文字線幅が ETL8 より
大きいことが原因している．すなわち，ETL8 が 10×
10(mm)の枠内に文字が書かれ，ETL9 では . 8×9(mm)の
枠内に文字が書かれている．これらを同じ 64×63 画素
にデジタイズしたため，相対的に ETL9 の文字線幅が
大きくなった．事実測定してみると，ETL8 と ETL9 の
文字線幅はそれぞれ 4.08 と 4.82 であった．その場合
の変動の大きさは文字面積に依存しない LH で比較す
ることができる．図 6 は両データベースにおける "あ "
の累積図形である．ETL8 の方がボケがやや小さいよ
うに見える．表 4 より，ETL9 の LH が全ての規格化に
おいて ETL8 より大きいことがそれを裏付けている． 
 
 
 
 
 
 
 
 
図 6  ETL8 と ETL9 の累積画像  
4.4 児童による筆記文字解析  
筆者らは，小中学校生徒から収集した文字データに
変動エントロピーを適用し，年齢と筆記特性について
解析している．3 つの小学校と 2 つの中学校にお願い
し，図 7 に示す用紙を全生徒に配布して“ひらがな”
71 文字種と“カタカナ”71 文字種を書いてもらった．
個々の文字は 10×10(mm)の枠内に，同じシャープペン
を全員に配布して書いてもらった．全シート数 3,547
枚，全文字数は 251,837 文字であった．   
枠を消去した 10×10(mm)の領域を 128×128画素にデ
ジタイズし，濃淡画像として学年毎，男女毎に分類し
てデータベース化した．本稿では 2 値化して用いてい
る．全てのデータは同じ筆記条件で収集されたため解
析には A タイプ変動エントロピー AH を使用した．   
 
図 7  データ収集シートの例 (ひらがな ) 
  
 
 
 
図 8 文字変動の学年毎の傾向  
各学年において，全文字種 100 データを用いて AH を
計算した．その際，文字の重心を一致させて重ね合わ
せた．図 8 は学年毎に“ひらがな”“カタカナ”全文字
種の AH  の平均と標準偏差を表している．横軸におい
て小学校は 1 から 6 まで，中学校は J1 から J3 として
学年を表している．点線は回帰直線である．  
見て分かるように， AH  は上級学年ほど小さな値を
示す傾向にある．これは上級学年ほどまとまった字を
書く傾向にあることを示している．  
5. おわりに  
本稿では，ボケ画像のボケの評価には二通りの見方
があることを述べた．ひとつは“A タイプ変動エント
ロピー”であり式 (3)において AH で表した．これは解
像度に不変であるが，面積に影響される．他の一つは
“L タイプ変動エントロピー”で式 (7)において LH で
表した．この評価量は面積の変化には不変であるが，
解像度には影響される．この二つの見方は，人間の視
覚感覚と一致している．  
次に，両評価量を文字データベースに応用し，認識
率との比較を行った．その結果， LH はデータベース
の収集の違いには影響されず，変動の純粋な違いを表
す．また， AH は認識率と深い関係があり， AH が小さ
いと認識率も良い傾向を示すことが示された．  
さらに，小中学校生徒から文字データを収集し，学
年と筆記傾向について，変動エントロピーを用いて解
析した．その結果学年が進むに従って，文字の変動が
小さくなることが分かった．  
この基本的知見は 25 年前に得られているが [4,5]，本
稿では，二つの論文をコンパクトに統一した形で説明
した．   
変動エントロピーは，今回 2次元画像に適用したが，
3 次元画像にも適用可能である．その際，単位面積あ
たり (A タイプ )変動エントロピーは“単位体積あたり”
となり，単位周囲長あたり (L タイプ )変動エントロピ
ーは“単位表面積あたり”となり，同様の簡単な計算
で求めることができる．これまで，変動エントロピー
を使ったいくつかの研究が見られるが [9,10]，今後ユ
ニークな応用例を期待したい．  
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