Abstract. We study a generalized Stokes system with Orlicz growth which is nonstandard in a non-smooth domain. Our purpose is to derive a Calderón-Zygmund type estimate of the gradient of a solution and the pressure to such a system like (1.1) under a small BMO non-linearity and a sufficient flatness on the boundary of the domain. In the process, we overcome not only lack of Lipschitz regularity for the corresponding limiting problem, but also the fact that the associated structure depends only on the symmetric part of the gradient for the desired global estimate, which is new even in literature of elliptic system on a non-smooth domain.
Introduction
The Stokes system is a simplification of the Navier-Stokes quation when the Reynolds number is low. It can be used in the modeling of swimming of microorganism and blood flow. They are examples of non-Newtonian fluid where the stress tensor does not linearly depend on the shear rates. This tells us why a systematic study of the Stokes system is an interesting topic.
A Stokes system with a power-law model is a typical example for which the stress tensor A, in (1.1), is given as A(Du) = τ 1 + |Du| p−2 Du or A(Du) = τ 1 + |Du|
for τ > 0 and 1 < p < ∞ . When p = 2, it reduces to the classical Newtonian fluid. The behavior of the fluid is quite different depending on whether p > 2 or 1 < p < 2. Here we are treating Olricz structure which is general enough to include this p-growth, but we will carry out this irregular behavior, simultaneously. Our purpose is to identify the stress tensor in terms of a given source term. This is a Calderón-Zygmund type estimate. Our proof for the Calderón-Zygmund estimate is to use certain reverse Holder inequalities and higher integrability exponents for the p-Laplacian type elliptic system. This approach has been introduced in [18] by Kristensen and Mingione and extended to the parabolic system in [14] by Duzzar, Mingione and Steffen. It has been used by Diening and Kaplicky to study a generalized Stokes system with Orlicz growth in [11] in which the curl operator in dimension n ≤ 3 is used to construct a divergence free test function In [16] . This curl operator has been generalized in R n with n ≥ 3 to identify a correct version for higher dimension with a additional boundary condition, so-called the perfect-slip boundary condition. Our approach here is mainly based on the previous papers [18, 16, 12, 11] mentioned above.
In this paper we consider the no-slip condition on non-smooth domains whose boundary is sufficiently flat in the Reifenberg sense, see Definition 1.2. The main point here is that we are considering the variable stress tensor in the non-linearity A of (1.1) like A(x, Du) = τ (x) 1 + |Du| p−2 Du, where τ = τ (x) is allowed to change depending on the point x, but it still has a small oscillation from being averaged on the chosen scales, see Definition 1.3. A global Calderón-Zygmund type estimate on a non-smooth domain is studied in [7] for a linear elliptic equation. This result is extended to a linear Stokes system in [5] and to a nonlinear elliptic equation with a general growth in [3] . Here we want to extend the nonlinear gradient estimate obtained in [3] to the generalized nonNewtonian Stokes system, (1.1), by proving a correct symmetric gradient estimate up to the boundary. We would like to emphasize that the symmetric gradient on a non-smooth domain is new even for elliptic systems in the literature.
The problem under consideration is the following stationary Stokes system:
in Ω, u = 0 on ∂Ω. for all P, Q ∈ R n×n and for some 0 < ν ≤ L, where A : B means i,j A ij B ij for A, B ∈ R n×n , 0 is the zero matrix, and P ∈ R n×n sym means that P is a symmetric matrix.
Throughout this paper we assume that Φ(t) ∈ C 1 [0, ∞) ∩ C 2 (0, ∞) is an Nfunction with Φ ′ (t) = φ(t). The N-function Φ(t) is a convex function such that lim t→0 Φ(t) t = 0 and lim t→∞ Φ(t) t = ∞. We further assume that Φ satisfies the following growth condition ts − Φ(t) for all s≥0, and its derivative is denoted by φ * (s) := (Φ * ) ′ (s). Some of the known consequences of (1.3) are (1.4) 1 c Φ(t) ≤ Φ * φ(t) ≤ cΦ(t)
for some c = c(i Φ , s Φ ), 
We refer to [20] for detailed investigation regarding N-functions. In this paper Ω is a bounded (δ,R)-Reinfenberg flat set whose definition is stated below.
Definition 1.2. A domain Ω ⊂ R
n is (δ, R)-Reifenberg flat if for all x ∈ ∂Ω and for all r ∈ (0, R], there exists a coordinate system (z 1 , z 2 , · · · , z n ) which depends on r and x so that in this coordinate system x is the origin and
where B r (0) is the ball of radius r centered at 0.
For any open set U ⊂ Ω, we denote the integral average and integral as
For the notional convenience, we write
where B r (y) is the ball of radius r centered at y. By (1.2) and (1.4), we get
Our regularity assumption on A is the following small BMO(Bounded Mean Oscillation) condition. Definition 1.3. We will say A(x, P ) is a (δ, R)-vanishing if
We remark that in this paper δ only appears to show the sufficient flatness of Ω and smallness of BMO on A.
A main purpose of this paper is to obtain a sharp maximal integrability of the gradient of solutions to the generalized Stokes system. To this end, we introduce the maximality exponentq, depending on n and Φ, as (1.9)q = any number in (1, ∞) if n = 2,
For the counterpart of the nonlinear elliptic system, we refer the exponents appearing in (7.4) in [18] . We are ready to state our main result.
and Ω is a (δ, R)-Reifenberg flat domain, then (u, π), the weak solution pair of (1.1), satisfies the following estimate
Preliminaries
This section consists of preliminary material that will be used later in this paper. Throughout this paper, the universal constant C can be different from line to line but it only depends on data where
When the universal constant depends ones other quantities, we will specify it. Also, when ǫ > 0 is small instead of writing Cǫ, we will only write ǫ. Let us begin with the function space called Orlicz space from [20] .
2.1. Orlicz Spaces. Definition 2.1. We define the Orlicz space L Φ (Ω) with Φ that satisfies (1.3) as
with the (Luxemberg) norm
This norm is equivalent to
Hölder's inequality in the Orlicz space is
The Orlicz-Sobolev space is defined as
with the norm defined as ||f ||
, then both L Φ (Ω) and W 1,Φ (Ω) are reflexive Banach spaces. For more details, we refer to [20] .
Regularization of A.
In this subsection, we provide the relevant materials on A and Φ. For ǫ ≥ 0, t > 0, and P ∈ R n×n \ {0}, we denote
We omit ǫ when it is 0. As A(x, ·) does not have enough regularity at 0, we need to regularize it. For all P ∈ R n×n sym , we define
where w ǫ (H) = ǫ −dim R n×n syn w(H/ǫ) and w is the standard mollifier. Let us summarize known results regarding A ǫ , which are well established in [10, Lemma 3] , [3, Lemma 3.1] and [22, Lemma 2.3] . Throughout this paper f ∼ g implies that there exists a universal constant C = C(data) so that 1 C f ≤ g ≤ Cf . Also, for notional convenience, we will use the notation ·, · to imply a inner product in R n or L 2 .
Lemma 2.2. Let A(x, P ) and Φ satisfy conditions (1.2) and (1.3), respectively. Then we have the following equivalence relations:
uniformly in P, Q ∈ R n×n sym , x ∈ Ω and ǫ ≥ 0. We further have the followings 
Let us estimate II and III as follows.
and
Consequently, we have the followings:
We will use the following Lemma to show a higher integrability of gradient of (1.1) when φ ′ is monotone decreasing in Lemma 4.9.
Lemma 2.4. [11, Lemma 2.13] Let Φ be a N-function that satisfies (1.3) and assume that w ∈ C 3 (Ω) and η ∈ C ∞ 0 (Ω) where Ω have a smooth boundary. Then it holds
Existence of Solution.
To show existence of a solution of (1.1), we need some auxiliary lemmas.
Lemma 2.5. [21, II Theorem 2.2] Let V be a separable reflexive Banach space and F ∈ V * , the dual space of V . Assume that Γ : V → V * is monotone, demicontinuous. We further assume
Then there exists u ∈ V such that
We need the following lemma to solve divergence equation in Orlicz-Sobolev space for the later use.
Then there exists at least one
where C = C(data , Ω).
Roughly speaking, any two points in a John domain can be connected to a curve that is not too close to the boundary. A John domain is a very generalized domain, and it is well known that Reifenberg flat domain is a John domain, we refer to [1, 19] for more detailed information.
Let us introduce following the function spaces:
In the following, we present known results about a reconstruction of pressure term in the setting of Orlicz space.
n . Moreover, there exists a constant C = C(data, |Ω|) such that
In particular, we have
with C = C(data, |Ω|).
Proof. We now extend Lemma 2.7 to a John domain. As far as we know, there are no reference on reconstruction of pressure on John domain. So we will present the proof which is a slight modification of Lemma 2.7 using a Whitney decomposition.
Lemma 2.8. Let Ω be a John domain and assume the same as in Lemma 2.7. Then, there exists a unique function π ∈ L Φ * (Ω) such that (π) Ω = 0 and the estimates (2.6) and (2.8) holds.
Proof. We decompose Ω into cubes {Q k } k∈N by Whitney decomposition. Let Ω k = k i=1 Q i . As each Ω k is a bounded Lipschitz domain, we apply Lemma 2.7 H replaced by H k = Hχ Ω k and Ω by Ω k , respectively to get (2.9)
n with a estimate (2.7). Define π k to be the function defined on Ω by the zero extension. From (2.7), (2.2) and Jensen's inequality, we have
n . On the other hand, by the dominated convergence theorem, we have
n . Letting k → ∞ in (2.9) and recalling (2.11) and (2.10), we get (2.6). Now, let us prove (2.8). To this end, define f = sgn(π)(φ
Then by (1.3) and Jensen's inequality,
Thus by Lemma 2.6, there exist
where we have used (1.5) for the last inequality. Then by (1.7), (1.4), (1.3) and Jesens's inequality, we discover
for some constant C = C(data, Ω). We take ǫ small enough to get the (2.8).
Finally, we are left to show the uniqueness of the pressure when (π) Ω = 0.
where existence of v 1 is true by Lemma 2.6.Testing (2.12) with v 1 gives
which proves the uniqueness.
Techincal Lemmas.
Following two lemmas involve scaling and fundamental lemmas for Reifenberg flat domain that will be essential in the proof of our main theorem.
Then the followings are true. 
Second, for all x ∈ Ω and r ∈ (0, 1),
Remark 2.11. We would like to mention that (δ, R)-Reifenberg flat domain has a measure density condition, see [7, 4] :
We end this subsection with Korn's inequality in a Orlicz spaces. 
where C depends on i Φ , s Φ and Ω.
Existence of solution and A Priori Estimate
In this section, we will prove the existence and uniqueness to (1.1) and provide the standard a priori estimate.
Proof. Our proof is based on Lemma 2.5.
We need to check that Γ satisfies the conditions in Lemma 2.5.
(1) Γ is monotone. For every v 1 , v 2 ∈ V , it follows from Lemma 2.2 that 
by (2.3), (1.2), (1.4) and (2.2) with C = C(data). We next show that Γ is a hemicontinuous. Let v 1 , v 2 , and ξ ∈ V and define
We will show that η is a continuous function in .7) and Lemma 2.3, we have
From the dominated convergence theorem, one can see that
which proves the continuity of η.
(3) Γ and A(x, F ) satisfy (2.5).
Let v ∈ V . Then by (2.16) and Lemma 2.2, we have
for all x ∈ Ω. We integrate over Ω to see that
If ∇v L Φ ≥ 1, then the above inequality with the choice of λ = ∇v L Φ and (2.1) gives
On the other hand, we have
for some large constantC depending olny on data. If ∇v L Φ (Ω) > ρ, then we combine (3.2) and (3.3) fo find
by takingC large enough. Thus, (3) is true. We now apply Lemma 2.5 to find a solution u ∈ V satisfying (3.1). Now, let us prove the uniqueness of the solution.
Assume that there exists u 1 ,u 2 ∈ V that solves (3.1). Then we have
2) the uniqueness of the solution follows.
Remark 3.2. Once existence of u is shown, the existence of pressure π, will follows directly from Lemma 2.8.
We will end this section with the standard a priori of a simple estimate of the gradient by testing (1.1) with the function u:
By Lemma 2.2, (1.7) and (1.2), we discover that:
and we have
Limiting Equation and Comparison estimates
To prove the main theorem, we need comparison estimates between a solution of the localized original problem and solutions of associated homogeneous problems. This section contains interior and boundary estimates. Let us first introduce some notations:
where as usual, B R (x 0 ) is the ball with radius R > 0 and center x 0 ∈ R n . We often omit a point x 0 when it is clear from the context. 4.1. Interior Case. We first consider the case when B 8 (x 0 ) ⊂⊂ Ω. For simplicity, we may assume that x 0 = 0 and byĀ, we implyĀ B6 . With the solution pair (u, π) of (1.1), let us consider the following Stokes systems:
Lemma 4.1. Let (u, π) be the solution of (1.1) under the assumption (1.2), and (w, π w ) be the solution of equation (4.2). Then, we have the following comparison estimate:
where C only depends on data.
By Lemma 2.2, (1.7) and (1.2), we get
Test u − v in (4.1) along with the same procedure to derive
Combining previous two inequalities, we discover that
We need a higher integrability result of ∇v for the later purpose.
Proof. Choose any open ball B 2R ⊂⊂ B 6 and as in [10] , we test with η l v −(v) B2R , where η is a cut-off function such that η ≡ 1 on B R , η ≡ 0 outside B 2R with |∇η| ≤ C R and l will be chosen later. Then, we have
Let l > 1 be large enough number so that we have
By (1.2), (4.4), (1.6) and (1.7), we have the following estimates (4.5)
For II, by a similar procedure, we have (4.6)
We claim that
By the Simple Approximation Theorem, there are a sequence of simple function {η n } n∈N so that η n ր η. Let us denote η n =
Taking n → ∞ gives (4.7). Combining (4.3)-(4.7) and using [10, Theorem 7] , we have (4.8)
for some 0 < α < 1. We may choose α close to 1 so that Φ α is still a convex fucntion. By (2.17), Jensen's inequality and (4.8), we have
By a Gehring Lemma, see [15, Proposition V.1.1], there exists θ = θ(data) > 1 so that
Lemma 4.3. Let (w, π w ) be the weak solution of (4.2). Then
Proof. For n = 2 and n = 3, see [11] . For the general dimension n > 3, see [16] .
Lemma 4.4. For every 0 < ǫ < 1, there exist a small δ = δ(ǫ, data) > 0 such that if
and (u, π) is the weak solution of (1.1) satisfying
then there exists (w, π w ), the solution to (4.2) in B 6 , that satisfies
Proof. See Lemma 4.13.
Boundary case.
In this subsection, we want to derive comparison estimates near the boundary. For simplicity, assume that we are under the following geometric setting B + 8 ⊂ Ω 8 ⊂ B 8 ∩ {x n > −16δ}. Let us introduce a localized original system and the corresponding homogeneous system as follows:
and (4.10)
To introduce the limiting system, we need to introduce some auxiliary functions. Let ψ = ψ(x n ) ∈ C ∞ (R + ) be a smooth cut-off function satisfying
We then choose ξ 0 ∈ W
The existence of ξ 0 follows from Lemma 2.6 with the following estimate (4.11)
We next define h(x) as h(x) = (0, 0, ..., − ∇ψ · v B + 6
x n χ {xn≥0} ). From the direct calculation, we have
Now, let us introduce the limiting system (4.13)
. We would like to mention that the difference between our boundary condition on (4.13) and the one given by [17] is that, we define w to be a divergence free function "up to the boundary" in the sense
where n is the outward normal to ∂B Lemma 4.5. Let (u, π) be a solution of (4.9) and (v, π v ) be the solution of (4.10). Then we have the following estimate
Proof. We first test (4.10) with u − v, then use a same argument as in the interior case, Lemma 4.1, to get the estimate.
We also need a higher integrability of ∇v near the boundary Lemma 4.6. Let (v, π v ) be the solution of (4.10). Then there exists θ > 1 such that
Proof. Once the inequality (4.14) below holds, we can follow the same procedure as in Lemma 4.2 to complete the proof. We follow the argument given in [6, Theorem 5.5]. First we extend v to be the function on B 6 by the zero. Choose B 2R (x 0 ) ⊂ B 6 . We need to consider two cases. If B 2 3 R ⊂⊂ Ω 6 , then it is an interior case so we proceed as in Lemma 4.2.
If B 3 2 R ⊂ Ω 6 , then we may assume B R ⊂ B 6 \ Ω 6 . Otherwise, (4.14) clearly holds, so there is nothing to show. Due to (2.15), we can guarantee that
We then proceed as in Lemma 4.2 with the test function η l v, to discover
Here, v is zero on B 6 \ Ω 6 . Let α be the number obtained in (4.8). From a direct calculation and Poincaré inequality, we have,
for all B 2 3 R ⊂⊂ Ω 6 . By convexity of Φ α and [10, Theorem 7], we derive
for all B 2 3 R ⊂⊂ Ω 6 . Combining this inequality and (4.2), we discover that
Lemma 4.7. Let (v, π v ) be the solution of (4.10) and (w, π w ) be the solution of (4.13). Then we have the following estimate
where w is defined on Ω 6 by zero extension and C depends only on data.
Proof. We may assume π w is also defined on Ω 6 by the zero extension. Test 
Consequently, after taking ǫ = 1 2 , we have
We need to estimate the last term. Using Jensen's inequality, (1.6), (3.4), Fubini's theorem and Korn's inequality, we can see that (4.18)
By (4.17) and (4.18), the required estimate (4.15) follows.
Lemma 4.8. Let (u, π) be a solution of (4.9) and (w, π w ) be the of solution of (4.13), then we have the following estimate
Proof. By (2.16) and similar calculation as in (4.16), we see to it that (4.19)
Following the same procedure as in (4.18), we have
By (2.16), Lemma 4.5, (4.11) and (4.12) we achieve (4.21)
Combining (4.19), (4.20) and(4.21) one can proves the lemma.
The following lemma states the regularity of the limiting system. Lemma 4.9. Let (u, π) be the solution of (4.9) with
Let (w, π w ) be the solution of (4.13). Then we have
Here,q is given in (1.9) and a constant C depends only on data.
Remark 4.10. Before the proof, we would like to briefly sketch the main idea. In [11] , authors worked on a 3-dimension and choose a test function
on a regularized system below, (4.25), for a linear function L such that ∇L = (w klǫ ) G , for some domain G. Here, w klǫ , M and η will be specified during the proof. However, for the global estimate, we can not test with the same test function because we can loss the zero boundary condition. Instead we will test with
Note that we have
Estimating the first term is exactly the same as in the interior case. Since L is a linear function, it is relatively easier to estimate the second term. Thus in the following proof, our main interest is to estimate the second term.
Proof. First, note that by Lemma 4.8, we have (4.24)
Now, let us show (4.22) . We first consider the general case when Φ only satisfies (1.2). As in [11, Section 3] , consider the following regularized system: 
n , and by an approximation argument, we may assume
n . Now, let η be a smooth function satisfying η ≡ 1 on B 3 , η = 0 outside B 5 and |∇ j η| ≤ C(n, j). Let us take a test function ξ be below
Note that (4.27) is a generalization of (4.23) in 3-dimension to n-dimension, which follows from [16] with a detailed calculation. Note that ξ j = 0 on ∂B 
Note that for a linear function L with ∇L = (∇w klǫ ) B + 5
, we have
Then,
We can estimate I, II 1 , III and IV in the [11, Lemma 3.5] to derive (4.28)
To estimate II 2 , first we need to calculate (∇ξ 22 ) ij . Using the fact that ∇ 2 L = 0, we have the followings:
where C = C(n). Using the previous inequality, (1.7), (1.2), Jensen's inequality and Lemma 2.2, we discover (4.29)
Let us divide the second term of the previous inequality in the following way:
Then, choose l large enough so that (4.31)
Since the boundary value of the integrand of the first term of (4.30) is zero, we can apply (2.16), (4.31) and (4.24) to find (4.32)
where the constant C depends only on data. Combining (4.28) ,(4.29) and (4.32), we have (4.33)
Once inequality (4.33) is obtained, as in proof of [11, Theorem 3.2], we take ǫ → 0, k → ∞, and l → ∞ in (4.25) to get w klǫ ⇀ w in W 1,Φ , which is a solution of
n . The uniqueness of this equation follows from the monotone operator theory as in Section 3.
Thus w = w and finally, we get from (4.24) that
Then by Poincaré-Sobolev inequality,
3 ) for all 1 < q < ∞ and
which proves (4.22) for the general Φ satisfying only (1.2).
Let us show that V (Dw) has a higher integrability when φ ′ is a monotone decreasing function. Choose B 2R ⊂⊂ B 3 . When B 3 2 R ⊂ B 
When B R ∩ B 
To estimate II 2 , we observe that
.
By (1.7) and Poincaré inequality, we have (4.36)
forǫ > 0 . Using Lemma 2.4 and Poincaré inequality we discover (4.37)
where we have used the fact that of φ ′ is a monotone decreasing function. Combining (4.35), (4.36) and (4.37), and takingǫ small enough, we have
Then taking ǫ → 0, k → ∞ and l → ∞ and using Poincaré-Sobolev inequality, we discover
Thus by Gehring Lemma, see [15, Proposition V.1.1], there exists θ > 1 such that
Again by the Poincaré-Sobolev inequality, (4.22) holds when φ ′ is a monotone decreasing function forq given in (1.9).
The following Lemma is a comparison estimate between (4.10) and (4.13) which will be used later for the proof of our main result. For the rest of the paper, we extend (w, π w ), the solution of (4.13), to be zero on Ω 6 \ B + 6 and we will still denote it as w for the simplicity of the notation. Since a Reifenberg flat domain is an extension domain, we have (w,
Lemma 4.11. Suppose that (u, π) is a weak solution of (4.9) with the following normalization condition and the small BMO condition:
where Ω is a (δ, R)-Reifenberg flat domain. Also, let (v, π v ) be the weak solution of (4.10) on Ω 6 . Then for any 0 < ǫ < 1, there exists a sufficiently small δ = δ(ǫ, data) > 0 such that if (w, π w ) is the weak solution of (4.13), then we have
Proof. We first test w − (ψv + ξ 0 + h) with (4.13) and (4.10). Then we get
From a direct calculation, we find
With the help of Lemma 2.2, we have
Let us estimate the right hand side term by term. The first term can be estimated as follows:
By (1.7), properties of ψ, (1.2), convexity of Φ and (1.6) we find that
for any τ > 0. Then we apply (4.18), Lemma 4.5, Lemma 4.7 and (4.38) in order to obtain
For the second term, we apply (1.7), (4.11), (4.12), Jensen's inequality and convexity of Φ to get
and then we follow the same process as in estimate of I, to derive
From Definition 1.3 and properties of ψ, we have
Using (1.7) and Lemma 2.2, we get
Using Hölder's inequality, (1.8), Lemma 4.5, (4.38), Lemma 4.6, Lemma 4.7 and Definition 1.3, we have
For the second term, we apply (1.7), (4.12), (4.11) and (1.8) to get
Combining the previous inequalities, obtained above we derive
We are left to show that
Ω6∩{xn≤2δ}
Φ |∇v| dx can be as small as possible if we choose δ small enough. Using Lemma 4.6, Lemma 4.8 and Hölder inequality, we discover
for some constant c = c(θ, n). We first combine (4.41) and (4.42), then choose δ > 0 small enough depending only on ǫ > 0 and data to reach (4.39).
Lemma 4.12. Suppose that (u, π) is a weak solution of (4.9) with the following normalization condition and the small BMO condition:
where Ω is a (δ, R)-Reifenberg flat domain. Then for any 0 < ǫ < 1, there exists a sufficiently small δ = δ(ǫ) > 0 such that if (w, π w ) is the weak solution of (4.13) in B + 6 , we have
Proof. We subtract (4.10) from (4.9) to have the following equations:
We test u−v with previous equation, then use Lemma 2.2, (1.7), (4.43) and Lemma 4.5, to have
for any ǫ 1 > 0. By Lemma 4.11, there exists δ(ǫ 2 , data) > 0 and the solution of (4.13), (w, π w ) satisfying
provided that Ω is a (δ, R)-Reifenberg flat for such δ. Combining (4.45) and (4.46), we have
By taking ǫ 1 = ǫ 2 = ǫ 2 > 0 , we get (4.44) with some small δ = δ(data, ǫ) > 0.
To show a global Calderón-Zygmund estimate, we need a comparison estimate of full gradients of the localized original solution, (4.9) , and the limiting equation, (4.13), instead of symmetric gradient.
Lemma 4.13. Under the same assumptions and conclusion as in Lemma 4.12, we have
Proof. Using (2.16), we have
Now, using (2.4), (4.43) and (4.45), we have following estimates
Similarly, we get for any ǫ 2 > 0,
where we have we used (2.4), Lemma 4.11 and Lemma 4.8. For the last term, III, we follow the same calculation done for (4.40) and (4.42) to get III ≤ Cδ θ−1 θ . Then we choose ǫ 1 = ǫ 2 = ǫ 2 > 0 and take δ = δ(ǫ, data) > 0 small enough to discover that (4.47) is true. Now, we are ready to prove our the main theorem.
proof of the main theorem
The following lemmas were originally introduced in [9, Lemma 2.7] and [7] . Since we are considering a very general system, we do not have a Lipschitz regularity of the limiting system, (4.13). Thus we need some modification. The proof of the main theorem will be carried out by the comparison estimate in Section 4, the scaling argument, Lemma 2.9, and a Vitali-type covering lemma, Lemma 2.10. To do this, we start with Hardy-Littlewood maximal function defined as
where B represents a ball. We will drop out the index Ω if Ω is understood clearly from the context. Now let us define two sets:
We need to check that assumptions of Lemma 2.10 are satisfied for C and D .
be a solution of (1.1) and 0 < ǫ < 1. Then there exists δ = δ(data, ǫ) > 0 so that if Ω is (δ, 32)-Reifenberg flat and A is (δ, 32)-vanishing, then there are some large number K = K(data, ǫ) > 1 and some small number σ = σ(data, ǫ) > 0 such that the following holds:
whenever z ∈ Ω and 0 < r < 1.
Proof. We prove this Lemma by contradiction. If not, we have
n for all y ∈ B r (z).
We need to consider two cases: the interior case and the boundary case.
Assume first that B 8r (z) ⊂ Ω. As z 1 ∈ B 8r (z), we have
We then define the following functions:
A(x, P ) = A(z + rx, P ),F (x) = F (y + rx).
Then by Lemma 2.9, (ũ,π) is a solution of (1.1) withũ,F andÃ replacing u, F and A. Then, by (5.4), we have
Then one can see that we are under the hypotheses of Lemma 4.4 along with the scaling invariant property. We discover that there exists a δ = δ(ǫ, data) such that if A is (δ, R)-vanishing, then we can find w ∈ W
for smallǫ, σ > 0, which will be determined precisely in Remark 5.2. For K > 32 n , we have
By weak (1,1) estimate and (5.5), we get 
where we have used the fact that 0 < r < 1 andq > 1 for the last inequality. Note that the constant C 3 depends only on data. Combining (5.6) and (5.7), one can get
by taking K > 32 n large enough and σ,ǫ > 0 small enough, see below Remark 5.2. Thus we would get the contradiction to (5.1). Now, let us consider the boundary case when B 8r ⊂ Ω. Choose y 0 ∈ ∂Ω∩B 8r (z). By (δ, 32)-Reifenberg flatness of Ω, there exists a new coordinate, (x 1 ,x 2 , · · · ,x n ), depending on y 0 and r, so that origin is y 1 := y 0 + 32δr n 0 for some inward unit vector n 0 . Also, we have Let us consider following functions:
u(x) = u(y 1 + 3rx) 5 n (3rx) ,π(x) = π(y 1 + 3rx) 3rx ,
A(x, P ) = A(y 1 + 3rx, 5 n P ),F (x) = F (y 1 + 3rx) 5 n .
As in the interior case, one can see that we are under the hypotheses of Lemma 4.13. Again, we discover that there exists a δ = δ(ǫ, data) such that if A is (δ, R)-vanishing and Ω is (δ, R)-Reifenberg flat, then we can find w ∈ W Once we get (5.10) and (5.11), we follow similar steps done in the interior case to reach a contradiction to (5.1).
Remark 5.2. To prove our main result, Theorem 1.4, we need to specify the constants K,ǫ and σ. We want to mention that C 2 and C 3 may differ in the interior case and the boundary case. We will choose a bigger one and then choose (5.12)
After that, we choose ǫ small enough so that (5.13) K > 32 n and C 1 ǫK q = 2 q/q C 1 ǫ 1−q/q (2C 3 ) q/q < 1.
It is possible since 1 ≤ q <q. Then chooseǫ > 0 and σ > 0 small enough to get (5.14)
Combining (5.12) and (5.14), we have
which is (5.8). Here, we remark that C 1 , C 2 and C 3 depend only on data, q and ǫ, so are K, σ,ǫ.
We are now in a position to prove our main theorem It is straight forward to check thatC andD also satisfy two hypotheses of Lemma 2.10, see [3, Section 4] for details.
As a consequence, we have
By (5.13), we have ∞ i=1 (K q C 1 ǫ) i < ∞ and by the classical measure theory, we can compute as follows:
We then have where C = C(q, Ω, data), which proves Theorem 1.4.
