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For continuous self-maps of compact metric spaces, we study the syndetically proximal
relation, and in particular we identify certain suﬃcient conditions for the syndetically
proximal cell of each point to be small. We show that any interval map f with positive
topological entropy has a syndetically scrambled Cantor set, and an uncountable syndeti-
cally scrambled set invariant under some power of f . In the process of proving this, we
improve a classical result about interval maps and establish that if f is an interval map
with positive topological entropy and m 2, then there is n ∈ N such that the one-sided
full shift on m symbols is topologically conjugate to a subsystem of f 2
n
(the classical result
gives only semi-conjugacy).
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1. Introduction
To some extent, there is a similarity between the notions of recurrence and proximality. In this analogy, we have:
recurrent point ←→ proximal pair
minimal point ←→ syndetically proximal pair.
Even though recurrent points, minimal points and proximal pairs have been extensively studied in topological dynamics,
syndetically proximal pairs have not received much attention. Some basic properties of this notion are available in [4]. Our
aim here is to say a little more about syndetically proximal pairs, and to invite the attention of the researchers to some
natural questions.
For us, a dynamical system is a pair (X, f ), where X is a compact metric space and f : X → X is a continuous map.
The fact that the proximal relation is a Gδ in X2 was useful in establishing the existence of an uncountable scrambled set
(a set where any two distinct points are proximal but not asymptotic) through a Mycielski-type argument for weakly mixing
systems [9], systems with positive topological entropy [2], and inﬁnite transitive systems with at least one periodic point
[8]. Here, by a Mycielski-type argument we essentially mean the following result: if X is an inﬁnite compact metric space
without isolated points and if Y ⊂ X2 is a dense Gδ subset of X2, then there is a dense subset A ⊂ X that is a countable
union of Cantor sets (in particular, A is uncountable) such that {(a,b) ∈ A2: a = b} ⊂ Y .
A subset S ⊂ X may be called a syndetically scrambled set for f if any two distinct points of S are syndetically proximal
but not asymptotic. Since the syndetically proximal relation may not be a Gδ or residual in X2 in general, a Mycielski-type
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the following important questions.
Questions. When can we say that an inﬁnite dynamical system (X, f ) has an uncountable syndetically scrambled set? Can
we say that f has an uncountable syndetically scrambled set if one of the following holds: (i) f is weakly mixing, (ii) f has
positive topological entropy, (iii) f is transitive and has at least one periodic point? Does it make a difference in the ﬁrst
two cases if f is also minimal?
After making a collection of observations about the syndetically proximal pair and establishing some suﬃcient conditions
for the syndetically proximal cell of each point to be small, we will give a positive answer to the above question in the case
of interval maps (Theorem 10 and Theorem 11). While doing this, we improve a classical result in the following way:
(Theorem 9) if f is an interval map having positive topological entropy, then for each m  2, there is n ∈ N such that the
one-sided full shift on m symbols is topologically conjugate to a subsystem of f 2
n
(the classical result gives only semi-
conjugacy).
2. Preliminaries
A subset A ⊂ N is called (i) syndetic if A is inﬁnite and has bounded gaps, (ii) thick if N \ A is not syndetic, (iii) thickly
syndetic if {n ∈ N: n + j ∈ A for 0 j  k} is syndetic for each k ∈ N, (iv) piecewise syndetic if N \ A is not thickly syndetic,
or equivalently if A is the intersection of a syndetic set and a thick set. It is not diﬃcult to observe the following:
Proposition 1. If A1, . . . , An ⊂N are thickly syndetic, then⋂nj=1 A j is also thickly syndetic.
Let (X, f ) be a dynamical system. For x ∈ X , O ( f , x) := {x, f (x), f 2(x), f 3(x), . . .} is its f -orbit. For x ∈ X and U , V ⊂ X ,
let
N f (x,U ) =
{
n ∈N: f n(x) ∈ U} (1)
N f (U , V ) =
{
n ∈N: U ∩ f −n(V ) = ∅} (2)
We say x ∈ X is a periodic point if f n(x) = x for some n ∈ N, a recurrent point if N f (x,U ) = ∅ for every neighborhood U
of x, and a minimal point if N f (x,U ) is syndetic for every neighborhood U of x. We denote by P ( f ), R( f ), and M( f )
respectively the sets of periodic points, recurrent points and minimal points of f . We say (X, f ) is a minimal system or f is
a minimal map if there is x ∈ M( f ) such that O ( f , x) = X . The following are elementary known facts:
Proposition 2.
(i) If y ∈ M( f ) ∩ O ( f , x), then N f (x,U ) is piecewise syndetic for any neighborhood U of y.
(ii) x ∈ M( f ) ⇔ O ( f , x) ⊂ M( f ) ⇔ f restricted to O ( f , x) is a minimal map.
(iii) M( f k) = M( f ) for every k ∈N.
(iv) O ( f , x) ∩ M( f ) = ∅ for every x ∈ X.
(v) (X, f ) is minimal ⇔ O ( f , x) = X for every x ∈ X ⇔ ∅, X are the only f -invariant closed subsets of X .
We say f : X → X is transitive if N f (U , V ) = ∅ for any two nonempty open sets U , V ⊂ X , and weakly mixing if f × f :
X2 → X2 is transitive. Let D( f ) = {x ∈ X : O ( f , x) = X}. When f is transitive, D( f ) is a dense Gδ subset of X .
A characterization given by Furstenberg [6] says that f is weakly mixing iff N f (U , V ) is thick for any two nonempty
open sets U , V ⊂ X . We now provide another characterization of weakly mixing maps.
Proposition 3. For a dynamical system (X, f ), the following are equivalent:
(i) f is weakly mixing.
(ii) For any two nonempty open sets U , V ⊂ X, there is n ∈N such that n,n+ 1 ∈ N f (U , V ).
Proof. In view of Furstenberg’s characterization, it suﬃces to show that if (ii) holds, then N f (U , V ) is thick for any two
nonempty open sets U , V ⊂ X . Consider the following two statements for k ∈N.
Pk: For any two nonempty open sets U , V ⊂ X , there is n ∈N such that n+ j ∈ N f (U , V ) for 0 j  k.
Qk: For any nonempty open set U ⊂ X , there is n ∈N such that n+ j ∈ N f (U ,U ) for 0 j  k.
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is true for every k ∈ N. We do this by induction on k. The starting step k = 1 of the induction is provided by (ii). Now
assume that Qk (and hence Pk) is true and consider any nonempty open set U ⊂ X . By Q 1, there is n ∈ N such that
V := U ∩ f −n(U ) = ∅ and W := U ∩ f −(n+1)(U ) = ∅. Now by Pk , there is m ∈N such that m + j ∈ N f (V ,W ) for 0 j  k.
Note that m+ j ∈ N f (V ,W ) implies U ∩ f −k(U )∩ f −(m+ j)(U ∩ f −(k+1)(U )) = [U ∩ f −(m+ j)] ∩ [ f −k(U ∩ f −(m+ j+1)(U ))] = ∅.
Hence m+ j ∈ N f (U ,U ) for 0 j  k + 1. So Qk+1 is true, and this completes the induction step. 
Remarks. (i) A corollary of Proposition 3 is that if N f (U , V ) has upper Banach density > 1/2 for any two nonempty open
sets U , V ⊂ X , then f is weakly mixing. This corollary does not follow from Furstenberg’s characterization since a subset
of N of upper Banach density > 1/2 need not be thick. (ii) It may be proved in a similar way that a probability measure
dynamical system (X, T ,μ) is measure theoretically weakly mixing iff for any two measurable A, B ⊂ X with μ[A] > 0,
μ[B] > 0, there is n ∈ N such that μ[A ∩ T−(n+ j)(B)] > 0 for j = 0,1 (a characterization in terms of thick sets is available
in [11]).
If d is an admissible metric on X , the asymptotic, proximal, and syndetically proximal relations for the dynamical system
(X, f ) are deﬁned respectively as
Asy( f ) =
{
(x, y) ∈ X2: lim
n→∞d
(
f n(x), f n(y)
)= 0} (3)
Prox( f ) = {(x, y) ∈ X2: {n ∈N: d( f n(x), f n(y))< } = ∅ for every  > 0} (4)
SyProx( f ) = {(x, y) ∈ X2: {n ∈N: d( f n(x), f n(y))< } is syndetic for every  > 0} (5)
A subset S ⊂ X with at least two elements is said to be a scrambled set for f if (x, y) ∈ Prox( f ) \ Asy( f ) for any two distinct
x, y ∈ S , and a syndetically scrambled set for f if (x, y) ∈ SyProx( f ) \ Asy( f ) for any two distinct x, y ∈ S .
Proposition 4.
(i) Asy( f k) = Asy( f ), Prox( f k) = Prox( f ) and SyProx( f k) = SyProx( f ) for every k ∈N.
(ii) (x, y) ∈ Prox( f ) iff {n ∈N: d( f n(x), f n(y)) < } is thick for every  > 0.
(iii) (x, y) ∈ SyProx( f ) iff {n ∈N: d( f n(x), f n(y)) < } is thickly syndetic for every  > 0.
(iv) (x, y) ∈ SyProx( f ) iff {n ∈N: d( f jn(x), f jn(y)) <  for 1 j  k} is thickly syndetic for every k ∈N and every  > 0.
Proof. We prove only the statements about SyProx( f ). The statements about Asy( f ) and Prox( f ) are elementary known
facts, and can be deduced in a similar manner.
(i) Clearly SyProx( f k) ⊂ SyProx( f ). To prove the converse, consider (x, y) ∈ SyProx( f ) and  > 0. Choose δ > 0 such that
d(a,b) < δ implies d( f j(a), f j(b)) <  for 0 j < k. Now, {n ∈N: d( f n(x), f n(y)) < δ} is syndetic, and for each n ∈N there
is m ∈ N such that mk  n and mk − n < k. Hence {m ∈ N: d( f km(x), f km(y)) < } is syndetic by the choice of δ. Therefore
(x, y) ∈ SyProx( f k).
(iii) Let (x, y) ∈ SyProx( f ),  > 0 and k ∈ N. Choose δ > 0 such that d(a,b) < δ implies d( f j(a), f j(b)) <  for 0 j < k.
Then the syndetic set {n ∈N: d( f n(x), f n(y)) < δ} is contained in {n ∈N: d( f n+ j(x), f n+ j(y)) <  for 0 j < k}. This shows
that {n ∈N: d( f n(x), f n(y)) < } is thickly syndetic.
(iv) Given (x, y) ∈ SyProx( f ) and  > 0, let A j = {n ∈ N: d( f jn(x), f jn(y)) < }. Then A j is thickly syndetic by (iii) since
(x, y) ∈ SyProx( f j). Hence ⋂kj=1 A j is also thickly syndetic by Proposition 1. 
Proposition 5. Let (X, f ) be a dynamical system and let S(x) = {y ∈ X : (x, y) ∈ SyProx( f )} for x ∈ X. Then,
(i) S(x) × S(x) ⊂ SyProx( f ).
(ii) S(x) contains at most one periodic point.
(iii) S(x) is an Fσδ subset of X , and SyProx( f ) is an Fσδ subset of X2 .
Proof. It is already known [4] that SyProx( f ) is an equivalence relation. We may obtain (i) by using Proposition 1 and
Proposition 4(iii) also. And (ii) is a consequence of (i). To see that S(x) is Fσδ , note that S(x) =⋂∞k=1⋃∞m=1⋂∞n=1 A(k,m,n),
where A(k,m,n) is the closed set A(k,m,n) := {y ∈ X : d( f n+ j(x), f n+ j(y))  1/k for some j with 0  j < m}. Similarly,
SyProx( f ) is also Fσδ . 
3. More about the syndetically proximal relation
In this section, we make several observations about the syndetically proximal relation. In particular, we provide suﬃcient
conditions for the syndetically proximal cell of each point to be small (even if the proximal relation is residual).
First we note that when any two points are proximal, then any two points are syndetically proximal also.
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(i) M( f ) is a singleton.
(ii) Prox( f ) = X2 .
(iii) SyProx( f ) = X2 .
Proof. The equivalence of (i) and (ii) is proved in [1] and clearly (iii) implies (ii). Now we show (i) implies (iii). Let
M( f ) = {c} and () = {(x, y) ∈ X2: d(x, y) < } for  > 0. Since M( f × f ) must be the singleton {(c, c)} and since ev-
ery orbit-closure of f × f must contain minimal points, we obtain that ⋃∞n=1( f × f )−n(()) = X2. Since ( f × f )−n(())
is open and X2 is compact, there exists k() ∈N such that ⋃k()n=1( f × f )−n(()) = X2. Hence for any (x, y) ∈ X2 and  > 0,
the set {n ∈N: d( f n(x), f n(y)) < } is syndetic with gaps bounded by k(). 
Remark. We do not know whether the other extreme is true – if no two distinct points are syndetically proximal, can it be
concluded that no two distinct points are proximal?
Theorem 2. Let (X, f ) be a dynamical system, (x, y) ∈ X2 , and let X denote the diagonal in X2 . Then, the following are equivalent:
(i) (x, y) ∈ SyProx( f ).
(ii) O ( f × f , (x, y)) ⊂ SyProx( f ).
(iii) O ( f × f , (x, y)) ⊂ Prox( f ).
(iv) M( f × f ) ∩ O ( f × f , (x, y)) ⊂ X .
Proof. The equivalence of (i), (ii) and (iii) is proved in [4] for Group actions. Here, we provide a proof for completeness.
Statement (iv) is possibly new.
Note that (ii) implies both (i) and (iii) trivially.
(i) ⇒ (iv): Let (a,b) ∈ M( f × f )∩ O ( f × f , (x, y)) and  > 0. Then the two sets {n ∈N: d(a, f n(x)) <  and d(b, f n(y)) <
} and {n ∈ N: d( f n(x), f n(y)) < } have nonempty intersection since the ﬁrst set is piecewise syndetic and the second is
thickly syndetic. If n belongs to the intersection, then by triangle inequality we get d(a,b) < 3 . Hence a = b as  > 0 is
arbitrary.
(iii) ⇒ (iv): This follows from the easy observation that M( f × f ) ∩ Prox( f ) ⊂ X .
(iv) ⇒ (ii): Let A = O ( f × f , (x, y)) and A() = {(a,b) ∈ A: d(a,b) < } for  > 0. Using (iv), we obtain that ⋃∞n=1( f ×
f )−n(A()) = A for each  > 0. Since A is compact, there is k() ∈ N such that ⋃k()n=1( f × f )−n(A()) = A. Hence for any
(a,b) ∈ A and  > 0, the set {n ∈N: d( f n(a), f n(b)) < } is syndetic with gaps bounded by k(). 
Now, we see the ﬁrst striking difference between the proximal and syndetically proximal relations. If (X, f ) is a weakly
mixing system, then Prox( f ) is a dense Gδ in X2 [1]. In contrast with this, we see below that in any weakly mixing system
with at least two minimal points, SyProx( f ) must be of ﬁrst category in X2.
Corollary 1. Let (X, f ) be a weakly mixing system. Then, either SyProx( f ) = X2 (and M( f ) is a singleton) or SyProx( f ) is a ﬁrst
category subset of X2 disjoint with D( f × f ).
Proof. If (x, y) ∈ SyProx( f ) ∩ D( f × f ), then X2 = O ( f × f , (x, y)) ⊂ SyProx( f ). 
Theorem 3. Let (X, f ) be a dynamical system, (x, y) ∈ SyProx( f ) and let A = M( f ) ∩ O ( f , x). Then M( f ) ∩ O ( f , y) = A and
{(a,a): a ∈ A} ⊂ O ( f × f , (x, y)).
Proof. If a ∈ A and  > 0, then the sets {n ∈ N: d(a, f n(x)) < /2} and {n ∈ N: d( f n(x), f n(y)) < /2} intersect since the
ﬁrst is piecewise syndetic and the second is thickly syndetic. If n belongs to the intersection, we have d(a, f n(y)) <  . Now
note that the roles of x and y may be interchanged. 
In a weakly mixing system, the proximal cell of each point is residual [1] (see [14] for a slight improvement of this).
Also, we know that in a transitive system with a dense set of periodic points, each x ∈ D( f ) is proximal to many periodic
points (in fact, if x ∈ D( f ) and y ∈ P ( f ), then there is k ∈ N such that (x, f k(y)) ∈ Prox( f )). The corresponding statements
are in general not true for the syndetically proximal relation.
Corollary 2. Let (X, f ) be transitive with M( f ) = X. Then,
(i) if x ∈ D( f ), then {y ∈ X : (x, y) ∈ SyProx( f )} ⊂ D( f ).
(ii) if z ∈ X \ D( f ), then {y ∈ X : (y, z) ∈ SyProx( f )} is of ﬁrst category in X.
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Let Fix( f ) = {x ∈ X : f (x) = x}.
Corollary 3. Let (X, f ) be a dynamical system, x ∈ X and n ∈N. If (x, f n(x)) ∈ SyProx( f ), then M( f ) ∩ O ( f , x) ⊂ Fix( f n).
Proof. If a ∈ M( f ) ∩ O ( f , x), then (a,a) ∈ O ( f × f , (x, f n(x))) by Theorem 3, and hence f n(a) = a. 
Corollary 4. Let (X, f ) be transitive system, x ∈ D( f ) and let n ∈N. If (x, f n(x)) ∈ SyProx( f ), then M( f ) = Fix( f n).
Proof. This follows from Corollary 3 since O ( f , x) = X and since Fix( f n) is closed. 
A reasonably general suﬃcient condition for the syndetically proximal cell of each point to be small is the following. We
say f : X → X is semi-open if int[ f (U )] = ∅ for every nonempty open set U ⊂ X .
Theorem 4. Let (X, f ) be a transitive system with M( f ) \ Fix( f n) = ∅ for every n ∈N and let S(x) = {y ∈ X : (x, y) ∈ SyProx( f )} for
x ∈ X. Then,
(i) μ[S(x)] = 0 for any f -invariant Borel probability measure on X with μ[D( f )] = 1, and every x ∈ X.
(ii) S(x) is of ﬁrst category in X for each x ∈ X if the map f is semi-open.
Proof. We give a uniﬁed proof for (i) and (ii). If possible, let μ[S(x)] > 0 or S(x) be of second category in X for some
x ∈ X . Let S := S(x) ∩ D( f ). Then μ[S] > 0 or S is of second category in X , respectively. Applying respectively the measure-
theoretic (see [17]) or category [13] version of the Poincaré’s recurrence theorem, we deduce that S ∩ f −n(S) = ∅ for some
n ∈N. Let z ∈ S ∩ f −n(S). We have (z, f n(z)) ∈ SyProx( f ), and therefore M( f ) = Fix( f n) by Corollary 4, a contradiction. 
Corollary 5. Let (X, f ) be an inﬁnite transitive system with M( f ) = X, and let S(x) = {y ∈ X : (x, y) ∈ SyProx( f )} for x ∈ X. Then the
following are true for each x ∈ X.
(i) μ[S(x)] = 0 for any f -invariant Borel probability measure on X with μ[D( f )] = 1.
(ii) S(x) is of ﬁrst category in X if the map f is semi-open.
Proof. If Fix( f n) = M( f ) = X for some n ∈ N, then (X, f ) reduces to a single periodic orbit by transitivity, a contradiction.
Hence M( f ) \ Fix( f n) = ∅ for every n ∈N. 
The denseness of the syndetically proximal cell S(x) of a transitive point x can lead to a stronger form of transitivity in
some cases.
Theorem 5. Let (X, f ) be transitive with M( f ) = X. If S(x) := {y ∈ X : (x, y) ∈ SyProx( f )} is dense in X for some x ∈ D( f ), then f is
weakly mixing.
Proof. Let U , V ⊂ X be nonempty open subsets. Let k ∈N be such that f k(x) ∈ U and let y ∈ S(x) ∩ f −(k−1)(U ). Choose an
open ball B(z, ) inside V . Since M( f )∩ B(z, /2) = ∅, the set {n ∈N: d(z, f k+n(x)) < /2} is piecewise syndetic. So it inter-
sects the thickly syndetic set {n ∈ N: d( f k+n(x), f k+n(y)) < /2}, and hence there is n ∈ N such that f k+n(x), f k+n(y) ∈ V .
As f k(x), f k−1(y) ∈ U , we are able to conclude that n,n+1 ∈ N f (U , V ). Therefore, f is weakly mixing by Proposition 3. 
4. Symbolic dynamics and syndetically scrambled sets
We refer the reader to [12] for basic deﬁnitions about dynamical systems called subshifts. We will denote the shift
map by σ . There are examples of compact dynamical systems with the whole space being a scrambled set [7]. For these
examples, the whole space is a syndetically scrambled set also, by Theorem 1. However, such examples cannot occur among
subshifts because of Theorem 1 and the following.
Theorem 6. Let (X, σ ) be a (one-sided or two-sided) subshift over a ﬁnite alphabet and let c ∈ Fix(σ ). If x ∈ X \ {c} is such that
(c, x) ∈ Prox(σ ), then there is y ∈ O (σ , x) \ {c} such that (c, y) ∈ Asy(σ ).
Proof. Let the alphabet be {1,2, . . . ,m}, m  2, and without loss of generality assume that c = 1∞ . If (c, x) ∈ Asy(σ ), we
may take y = x. So now suppose (c, x) ∈ Prox(σ ) \ Asy(σ ). Then, there is an increasing sequence (nk) of natural numbers
such that xn = 1 and xn + j = 1 for 1  j  k. Passing onto a subsequence we may assume that there is s ∈ {2,3, . . . ,m}k k
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there exists y ∈ O (σ , x) such that y0 = s = 1 and yn = 1 for every n ∈N. Then (y, c) ∈ Asy(σ ) but y = c. 
On the other hand, we may deduce the following about the full shift.
Theorem 7. Let (X, σ ) be the (one-sided or two-sided) full shift on the alphabet {1, . . . ,m}, m  2. Then there is an uncountable,
σ -invariant syndetically scrambled set S ⊂ X for σ .
Proof. Write Q= {r1, r2, . . .}. For each α ∈ R, let Aα = {n1 < n2 < · · ·} ⊂ N be an inﬁnite subset so that the sequence (rnk )
converges to α. Then Aα ∩ Aβ is ﬁnite for α = β . For α ∈R, deﬁne xα ∈ X as
xαn =
{
1, if n = 2k and k ∈ Aα
2, otherwise
Consider the thickly syndetic set B := N \ {2k: k ∈ N}. Since the intersection of any two translates of B is also thickly
syndetic, we have (σ i(xα),σ j(xβ)) ∈ SyProx(σ ) for every α,β ∈ R and every i, j  0. Since the symmetric difference of
two distinct translates of B is inﬁnite, and Aα ’s are inﬁnite, we get (σ i(xα),σ j(xβ)) /∈ Asy(σ ) for every α,β ∈ R and every
i, j  0 with i = j. Since Aα ∩ Aβ is ﬁnite for α = β , we also have that (σ i(xα),σ i(xβ)) /∈ Asy(σ ) for every α,β ∈ R with
α = β and every i  0. Thus the set S = {σ i(xα): α ∈ R, i  0} is an uncountable, σ -invariant, syndetically scrambled
set. 
5. Syndetically scrambled sets for interval maps
The deﬁnition of topological entropy can be found in [17] – we will use the concept of entropy only through the result
that an interval map has positive topological entropy iff it has a periodic point with period not a power of 2 (Theorem 4.3.10
of [16]). If (X, f ) is a dynamical system, the topological entropy of f will be denoted as h( f ). It is known that if f is an
interval map with h( f ) > 0, then f has an uncountable scrambled set (see Section 5.2 of [16] for a detailed discussion). We
will improve the conclusion and will show that f has an uncountable syndetically scrambled set in Theorem 10.
The one-sided full shift dynamical system on the alphabet {1, . . . ,m} will be denoted as (Σm, σ ). The following classical
result is available in Chapter 2 of [3] (see also Theorem 4.3.10 and Proposition 5.2.4 of [16]).
Theorem 8. Let f : [0,1] → [0,1] be a continuous map with h( f ) > 0. Then there exist n ∈N, an f n-invariant closed set X ⊂ [0,1],
and a continuous surjection φ : X → Σ2 such that
(i) φ ◦ f n(x) = σ ◦ φ(x) for every x ∈ X.
(ii) |φ−1(y)| 2 for every y ∈ Σ2 .
(iii) The set {y ∈ Σ2: |φ−1(y)| > 1} is countable.
This theorem has been used by many authors (see for instance [5,15]) to show that an interval map with positive
topological entropy has dynamically complicated subsets such as scrambled sets, by ﬁrst establishing the corresponding
phenomena in the shift dynamical system and then doing a transfer process via the map φ. Now, this transfer process from
the shift dynamical system to the interval setting is not always easy, and the authors generally go through some delicate
arguments since φ may not be a homeomorphism.
Below, we improve Theorem 8 and show that φ can be chosen to be a homeomorphism.
Theorem 9. Let f : [0,1] → [0,1] be a continuous map with h( f ) > 0 and let m 2. Then there exist n ∈N, an f 2n -invariant closed
set X ⊂ [0,1], and a homeomorphism φ : X → Σm such that φ ◦ f 2n (x) = σ ◦ φ(x) for every x ∈ X.
Proof. Since h( f ) > 0, there exists s ∈ N such that f1 := f 2s has a periodic orbit of period three, by Theorem 3.3.7 and
Theorem 4.3.10 of [16]. Let a < b < c be the three points in this periodic orbit. We may assume a → b → c → a under the
action of f1 (or, a mirror image of this happens, in which case the proof is similar). Let I1 = [a,b] and I2 = [b, c]. Then
I2 ⊂ f1(I1) and I1 ∪ I2 ⊂ f1(I2) by the intermediate value property. Therefore, I1 ∪ I2 ⊂ f 21 (I1) ∩ f 21 (I2).
Let t ∈ N be chosen with 22t−1 >m. For each function α : {1, . . . ,2t} → {1,2}, we may choose a closed interval J (α) ⊂
[0,1] such that
(i) J (α) ∩ J (α′) is either empty or a singleton for α = α′ .
(ii) f 2 j1 ( J (α)) ⊂ Iα( j) for 0 j < 2t and f 2
(t+1)
1 ( J (α)) = Iα(t) .
Since there are 22
t
choices for α and since 22
t−1 > m, there exist α1, . . . ,αm : {1, . . . , t} → {1,2} such that J (αi)’s are
pairwise disjoint. If f2 = f 2(t+2) , then f2( J (αi)) = f 2(Iαi(t)) ⊃ I1 ∪ I2. Thus
⋃m
i=1 J (αi) ⊂
⋂m
i=1 f2( J (αi)).1 1
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Proposition 5.2.4 of [16]), for each k  0 and each function β : {0,1, . . . ,k} → {1, . . . ,m}, we can ﬁnd a closed interval
K (β) ⊂ [0,1] satisfying the following:
(i) If k = 0, then K (β) = Jβ(0) .
(ii) If k 1, then K (β) ⊂ K (β|{0,1,...,k−1}) and f2(K (β)) = K (β|{1,2,...,k}).
Now we claim the following.
Claim. For each k  0 and γ : {0,1, . . . ,k} → {1, . . . ,m}, there exist a closed interval L(γ ) ⊂ [0,1] and a function βγ :
{0,1, . . . ,2k} → {1, . . . ,m} such that
(i) L(γ ) = K (βγ ),
(ii) |L(γ )| δ/2k,
(iii) γ ( j) = βγ (2 j) for 0 j  k.
(iv) If k 1, and if γ ′ is the restriction of γ to {0, . . . ,k − 1}, then βγ ′ is the restriction of βγ to {0,1, . . . ,2k − 2}.
We prove this claim by induction on k. The case k = 0 is trivially true. Now assume that the claim is true for val-
ues up to k and consider a function γ : {0,1, . . . ,k + 1} → {1, . . . ,m}. Let γ ′ be the restriction of γ to {0,1, . . . ,k}.
By induction assumption, there exist a closed interval L(γ ′) ⊂ [0,1] and a function β ′ = βγ ′ : {0,1, . . . ,2k} → {1, . . . ,m}
such that L(γ ′) = K (β ′), |L(γ ′)|  δ/2k and γ ′( j) = β ′(2 j) for 0  j  k. Note that there are exactly m distinct func-
tions β1, . . . , βm : {0,1, . . . ,2k + 2} → {1, . . . ,m} such that βi restricted to {0,1, . . . ,2k} is β ′ and βi(2k + 2) = γ (k + 1)
for 1  i  m. Since K (βi)’s are pairwise disjoint closed intervals and since all of them are contained in K (β ′), there is
i ∈ {1, . . . ,m} such that |K (βi)| |K (β ′)|/m = |L(γ ′)|/m |L(γ ′)|/2 δ/2k+1. Take L(γ ) = K (βi) and β = βi for this i. This
completes the induction step, and thus the claim is true.
Any y ∈ Σm can be thought of as a function from N∪{0} to {1, . . . ,m}. Let y[0,k] denote the restriction of this function to
{0,1, . . . ,k}. Since L(y[0,0]) ⊃ L(y[0,1]) ⊃ L(y[0,2]) ⊃ · · · is a decreasing sequence of compact intervals and |L(y[0,k])| δ/2k ,
the intersection
⋂∞
k=0 L(y[0,k]) is a singleton, say {xy}. Let X = {xy : y ∈ Σm} ⊂ [0,1]. It may be seen that X is compact.
If y ∈ Σm , then by our claim above, there is z ∈ Σm such that L(y[0,k]) = K (z[0,2k]) for every k 0. Observe that for k 1,
we have f 22 (L(y[0,k]) = f 22 (K (z[0,2k]) = K (σ 2(z)[0,2k−2]) = L(σ (y)[0,k−1]), and hence f 22 (xy) = xσ(y) . Thus X is f 22 -invariant,
and it can be veriﬁed that φ : X → Σm given by φ(xy) = y is a well-deﬁned homeomorphism with φ ◦ f 22 (x) = σ ◦ φ(x) for
every x ∈ X . Moreover, f 22 = f 2
(t+3)
1 = f 2
s+t+3
, so we may take n = s + t + 3. This completes the proof. 
The existence of invariant scrambled sets was considered in [5,15]. Using Theorem 7, Theorem 9 and Proposition 4(i), we
obtain that for any interval map f with h( f ) > 0, there is an uncountable syndetically scrambled set invariant under some
power of f .
Theorem 10. Let f : [0,1] → [0,1] be a continuous map with h( f ) > 0. Then there is an uncountable set S ⊂ [0,1] such that
(i) S is a syndetically scrambled set for f .
(ii) f 2
n
(S) ⊂ S for some n ∈N.
As a variation of the above theme, we can also establish the existence of a syndetically scrambled Cantor set.
Theorem 11. Let f : [0,1] → [0,1] be a continuous map with h( f ) > 0. Then there exist δ > 0 and a Cantor set S ⊂ [0,1] such that
for any two distinct x, y ∈ S, we have (x, y) ∈ SyProx( f ) and limsupn→∞ | f n(x) − f n(y)| δ. In particular, f has a syndetically
scrambled Cantor set.
Proof. By [10], there exist α > 0 and a Cantor set K ⊂ Σ2 such that (x, y) ∈ Prox(σ ) and limsupn→∞ d(σ n(x),σ n(y)) α
for any two distinct x, y ∈ K . Deﬁne g : Σ2 → Σ2 as
[
g(x)
]
n =
{
xk, if n = 2k
2, otherwise
Then g is an injective continuous map, and therefore g(K ) is a Cantor set. It may be veriﬁed that there exists β > 0
such that (x, y) ∈ SyProx(σ ) and limsupn→∞ d(σ n(x),σ n(y)) β for any two distinct x, y ∈ g(K ). Now take S = φ−1(g(K )),
where φ is the homeomorphism given by Theorem 9 with m = 2. 
Remark. Since transitive interval maps have positive topological entropy (see Proposition 4.3.9 of [16]), the conclusions of
Theorem 10 and Theorem 11 hold for all transitive interval maps.
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