Abstract
Introduction
Recent advances in data capturing, analysis and dissemination have opened a new era of research where existing data mining techniques are now considered from a different point of view, i.e., from privacy preservation. With the increasing development and use of internet technology, the threats against the privacy are today very common and it demands for serious thinking. The two basic considerations in privacy preserving data mining (PPDM) are: (i) modification or trimming out of sensitive raw data like identifiers, names, addresses, disease types etc in order for the recipient of the data not to be able to compromise another person's privacy, (ii) mining of sensitive knowledge from a database by using data mining techniques should also be excluded to avoid compromising of data privacy.
The major objective in PPDM is to develop techniques for perturbing the original data in some way, so that the private data and private knowledge remain private even if any mining technique is applied. A number of solutions have been evolved in the literature to solve various PPDM problems. Basically, they belong to two general categories: (i) Cryptographic approach of Information Sharing and (ii) Randomization approach.
In this paper, we propose a two step approach which uses the randomization approach as a first step in our privacy preserving technique. In our approach, we first partition (cluster) the confidential attribute values (using k-means algorithm). Then we transform all the clusters to some higher values using Scaling Data Perturbation (SDP) method of Randomization. We select the scaling factor or the noise factor for SDP using the ENCA based approach [10] . For every confidential attribute scaling factor will be different. After transformation, we compute the threshold of each cluster and we distort the values within each cluster using uniform distribution selecting a range [-threshold, threshold] in such a way that the distorted values also lie within the same cluster. In an alternative way, we can cluster the attribute values of two or more confidential attributes as a group. Our multi-group framework divides the attributes into k groups, and we conduct the randomization only on the group level, rather than on the individual attribute level. The rest of the steps in our method are similar to the first method. However, in the second method, complexity will be more in choosing the distorted values. To establish the effectiveness of our proposed approach, we evaluated the method in light of several real-world data sets.
Related Works
In this section, we report some of the relevant works on privacy preserving scheme based on data mining technique. (a) Agrawal and Srikant's scheme [2] considered the case of building a decision-tree classifier from training data in which the values of individual records have been perturbed, by adding random values from probability distribution. The resulting data records look very different from the original records and the distribution of data values is also very different from the original distribution. While it is not possible to accurately estimate original values in individual data records, they proposed a novel reconstruction procedure to accurately estimate the distribution of original data values. The distribution reconstruction process naturally leads to some loss of information, but the authors argue that this is acceptable in many practical situations. (b) Oliveira and Zaine [5] studied the feasibility of achieving PPC through geometric data transformation. This investigation revealed that basic transformations are feasible only after the normalization of the data. The reason is that the data transformed through these methods would change the similarity between data points. As a result, the data shared for clustering would be useless. This work also revealed that the distortion methods adopted to successfully balance privacy and security in statistical databases are limited when the perturbed attributes are considered as a vector in the ndimensional space. (c) Clustering vertically partitioned data is established in [3] . In the vertical partitioning the attributes of the same objects are split across the partitions. Here, it introduces a solution based on Secure Multi-party Computation (SMC). This work ensures reasonable privacy while limiting communication cost. (d) Teng and Du [8] proposed a novel hybrid approach, which takes advantage of the strength of both the SMC and randomization approaches to balance the accuracy and efficiency constraints. To demonstrate the effectiveness of their scheme, they implemented method for the ID3 decision tree algorithm and association rule mining problem and present experimental results. This approach achieves significantly better accuracy compared to the randomization-only approach, and at the same time, it is more efficient than the SMC approach. (e) Inan, Saygin, et al's scheme [9] is based on the dissimilarity matrix construction using a secure comparison protocol for numerical, alphanumeric and categorical data. This method ensures accuracy with reasonably high communication cost because of the involvement of the third party. (f) Kalita, Bhattacharyya et al's scheme [11] utilizes the three basic transformations i.e. translation, rotation and reflection successfully in combination. Authors have established their scheme to be secure and accurate after applying the hybrid perturbation technique. Apart from the other two types of transformations, the reflection based transformation method is helping to improve the intruders' complexity significantly.
Several novel efforts have been made on the problem of privacy preserving data mining over centralized as well as distributed data. Most of the works [1, 7] are aimed at achieving higher security at the cost of precision in terms of quality of results. Isometric transformations (i.e. three basic transformations-translation, rotation and reflection) play a key role to provide a better trade off between the privacy and precision. Perturbation using translation and rotation are already implemented. However, in both these cases the randomization function plays a very crucial role. If the function is not properly chosen it may lead to degradation of cluster quality. Partitioning the attribute values and then distortion followed by perturbation with appropriate randomization function seems to be a better choice.
Background of Work
The proposed PPDM scheme was designed based on group or periodicity properties of a special class of Cellular Automata (CA) i.e. Extended Neighbourhood CA and partitioning based clustering technique. Next we present the basics of CA and ENCA.
Basics of CA & ENCA
The structure of a CA can be viewed as a discrete lattice of sites (cells) where each cell can assume either the value 0 or 1 [12] . At discrete time step (clock cycle), the evolution of a site depends on some rule (a combinational function), which is a function of the present state of 'k' of its neighbours for a kneighbourhood CA. For a 2-state 3-neighbourhood CA, the evolution of i th cell can be represented as a function of the present states of (i -1) th , (i) th and (i + 1) th cells as:
, where f represents a combinational function.
The state transition diagram of cellular automata has been characterized using the matrix T and its characteristic polynomial. Depending on the nature of their state transition behaviour, CA can be broadly classified into two classes-(i) group CA and (ii) nongroup CA. In the state transition diagram of a group CA all states are cyclic; each state has a unique successor and a unique predecessor state.
The characterizations of this class of CAs are basically extensions of the group and non-group 3-neighbourhood additive CAs, as reported in [12] . If the ENCA is non-singular and with a repeated application of the CA in a finite set of elements, if the entire set of states ultimately converges to a single or multiple cycles, it is referred to as a group ENCA; otherwise, it is called non-group ENCA. Both these categories of ENCAs have some important properties, which can be successfully utilized in the field of cryptography, pseudo-random pattern generation, hashing etc [10] . ENCA partitions the elements of the 'opened set' into partially ordered sets (POSET), referred as basins, where the structure of each basin is characterized by the type of CA chosen. These basin-structures exhibit some peculiar characteristics which can be of use in number 1, 2, 3, 6, 8, 9 
Partitioning based Clustering: k-means
Most data mining projects use large volumes of data. Before building a model, typically we partition the data using a partitioning utility that yields mutually exclusive datasets. The most commonly used method to partition data is the k-means clustering. It is an algorithm to classify or to group objects based on attributes/features into k number of groups, where k is a positive integer. The grouping is done by minimizing the sum of squares of the distances between data and the corresponding cluster centroid.
Randomization Approach
The randomization technique uses data distortion methods in order to create private representations of the records. In most cases, the individual records cannot be recovered, but only aggregate distributions can be recovered. These aggregate distributions can be used for data mining purposes.
Data can be perturbed using three basic transformations: translation (TDP), rotation (RDP) and reflection or scaling (SDP). In TDP [5] , randomized noise is added to the data records. The noise term applied to each confidential attribute is constant and can be either positive or negative. In SDP, confidential attributes are perturbed using a multiplicative noise perturbation. The noise term applied to each confidential attribute is constant and can be either positive or negative. RDP works differently from the above mentioned methods. In this case the noise term is an angle θ. The rotation angle θ, measured clockwise, is the transformation applied to the observations of the confidential attributes. Combining these basic transformations, the Hybrid Data Perturbation (HDP) methods are developed, where each confidential attribute is perturbed using any combination of the additive, a multiplicative or a rotation noise term.
Measuring Effectiveness
The effectiveness of a perturbation method is measured in terms of the number of legitimate points grouped in the original and the distorted databases [5] .
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Figure. 2: Privacy level Vs. Perturbation Level
After transforming the data, the clusters in the original databases should be equal to those ones in the distorted database. However, this is not always the case, and we can have some potential problems after data transformation: either a noise data point end-up clustered or a point from a cluster becomes a noise point, or a point from a cluster migrates to a different cluster. This problem is referred as misclassification error, and it is measured in terms of the percentage of legitimate data points that are not well-classified in the distorted database. Ideally, the misclassification error should be 0%. The misclassification error, denoted by M E is measured as where N represents the number of points in the original data set, k is the number of clusters under analysis, and |Cluster i (X)| represents the number of legitimate data points of the i th cluster in the database X.
Proposed Method
The proposed method distorts data points in the ndimensional space based on the following assumptions:
• The subset of confidential attributes to be perturbed contains only numerical attributes.
• The existence of an attribute (e.g. ID) may be revealed but it could be also made anonymous by suppression.
• Only the data originator who perturbed the data can extract the original data.
Here it is assumed that the raw data is preprocessed as follows:
• Suppressing Identifiers: Attributes that are not subjected to clustering (e.g. address, phone, etc) are suppressed.
• Normalizing Numerical Attributes: Normalization helps prevent attributes with large ranges (e.g. salary) from outweighing attribute with smaller ranges (e.g. age). However it leads to compromise of security to some extent. In the first step, the data to be perturbed is clustered using the well known k-means clustering approach with a specified number of cluster k. Accordingly k centroid points will be generated. In the second step, all the data values along with the centroid are transformed to some larger value applying SDP. Here the multiplicative noise factor m is determined by using the basin values as discussed in subsection 3.1. At this point the Euclidean Distance (ED) of each centroid with the farthest point (i.e. the threshold) of each cluster is computed. In the final step, scaled data values are distorted using uniform distribution choosing a range [-threshold, threshold] so that the distorted values also lie within the same cluster.
The relationship between different privacy preference and perturbation level is shown in Figure 2 . Our method enables individuals to choose their own privacy levels top, high, middle and low as mentioned in [13] . Each privacy level described in the figure will have a corresponding number of partitions, and these different partition numbers for different individuals will enable the individual adaptability.
Clearly, if the number of partitions chosen is small, then the given data will more like a random sample. If the chosen number of partitions is large then the perturbed data distribution will be very close to the original data distribution. In our model, customers can choose different number of partitions to modify their privacy levels. To test the effectiveness of our individually adaptable perturbation method, we have conducted extensive experiments as described in later sections. The steps of the algorithm are as follows: Following lemmas and theorems provide the proof of maintaining accuracy after applying Perturbation() and we also show the run time complexity as well as the intruder complexity of our proposed method. Lemma 2: After applying Perturbation() the points in each cluster move closer to the corresponding centroid. Proof: For each attribute value a ijk in each cluster in the scaled database one translation factor r is added or subtracted. The addition or subtraction of the translation factor is so chosen that the distance of attribute value with the centroid becomes less. □ 
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Experimental Results
To test the effect of PPDM on accuracy, we use the k-means clustering on both synthetic and real-world data sets. We have chosen two real-world data sets for our experiments from University of California and Irvine [14] ; statistics are shown in Table 1 . Apart from these two real life datasets, we also considered several synthetic datasets generated in the order of 1000s in different ranges of values.
In our experiments, we assumed that there are four different user types with different privacy requirements. Compared to the normal people, cautious people may want to preserve more privacy. So when we are partitioning the data we will choose less number of partitions for the cautious people than the normal people. We perturbed the data values choosing 5, 10, 15 and 20 as the number of partitions for the privacy levels top, high, medium and low respectively. Since different attributes have different lengths, we set the number of clusters for each type by calculating domain-size divided by the number of cluster. Based on our experimentation on real-life data using k-means (averaged over 10 runs), the data mining accuracy obtained are reported in figures 3(a) & 3(b) . The results of misclassification due to [5] and our method for four types of perturbations are reported in Table 2 & 3 respectively. From our results, we can conclude that our method is comparable with the randomization only methods in terms of accuracy while achieving better security. These results suggest that our technique perform well for comprising the infeasible goal of having both privacy and accuracy for clustering analysis.
Conclusion & Future Works
This paper presents a privacy preserving method based on matrix algebraic randomization approach. A detailed cluster analysis results is reported based on real-life and synthetic dataset to establish the effectiveness of the method. Based on the experimental results it can be observed that with the increase in the level of privacy, the level of accuracy decreases. Work is going on towards development of a method for privacy preserving over distributed datasets.
