The striking behavior of water has deserved it to be referred to as an "anomalous" liquid. The water anomalies are greatly amplified in metastable (supercooled and/or stretched) regions. This makes difficult a complete experimental description since, beyond certain limits, the metastable phase necessarily transforms into the stable one. Theoretical interpretation of the water anomalies could then be based on simulation results of well validated water models. But the analysis of the simulations has not yet reached a consensus. In particular, one of the most popular theoretical scenarios -involving the existence of a liquid-liquid critical point (LLCP)-is disputed by several authors. In this work we propose to use a number of exact thermodynamic relations which may shed light on this issue. Interestingly, these relations may be tested in a region of the phase diagram which is outside the LLCP thus avoiding the problems associated to the coexistence region.
I. INTRODUCTION
The physical properties of water at ambient conditions are markedly different from those of other liquids. It is widely known that the density of liquid water at a fixed pressure exhibits a maximum at the so-called temperature of maximum density (TMD). In particular, at atmospheric pressure, the TMD is approximately 4
• C. Below this temperature the water's expansivity, α, is negative in striking contrast with "normal" liquids where α is always positive. Other thermodynamic response functions, such as the isothermal compressibility, κ T , or the isobaric heat capacity C p also show an unusual behavior. 1 On supercooling, these anomalies are enhanced. In particular, the isothermal compressibility seems to diverge at 228 K.
2
Several scenarios have been proposed to account for the water anomalies and their magnification at temperatures below the melting point. [3] [4] [5] [6] In the stability limit conjecture (SLC), 3 the increase of the response functions in the supercooled region is ascribed to a continuous retracing line of instability that delimits the supercooled and stretched metastable states.
The second critical point scenario assumes that there is a liquid-liquid coexistence terminating at a critical point (LLCP). 4 The response functions would reach a peak and converge towards the Widom line (the line of the maxima of the correlation length) emanating from the LLCP. 7, 8 Finally, it has been shown that thermodynamic consistency explains the existence of peaks in the response functions as a mere consequence of the presence of density anomalies. In this case there is no singular behavior, hence the name of singularity-free (SF) scenario. 5 Notice that the SF interpretation can also be seen as the second critical-point hypothesis with the LLCP occurring at zero temperature.
The experimental testing of these scenarios is extremely difficult, if not impossible, because of the difficulties to access the "no man's land" region that lies below the temperature at which water spontaneously freezes. Crystallization may be inhibited by confining water in nanosized samples, but it is unclear whether surface effects could influence the outcome of the experiments. 9-11 Different experimental approaches have been proposed to circumvent the problems associated with the bulk water no man's land [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] (see also a recent review and that the turning point of the TMD must intersect the locus of isothermal compressibility extrema. 5 In summary, the study of the TMD of stretched water may give insight to the validity of the hypothesis proposed to explain the water anomalies. Recent measurements of the speed of sound 20 have enabled to extend considerably our knowledge of the TMD in the region of large negative pressures. 2 These results indicate that the slope of the TMD becomes increasingly more negative as the pressure decreases and strongly suggest that the experimental TMD is about to reach a retracing point. Unfortunately, bubble nucleation prevents carrying this study further.
Given the experimental difficulties, it is clear that molecular simulation may be an alternative for our purpose. Most of the computer simulation studies using realistic water models seem to support the existence of the liquid-liquid separation. The seminal work of Poole et al. 4 focused on the ST2 water model. 26 Some of the features of the ST2 model allow a thorough investigation of the supercooled region. Because of this, the model has been widely used in the study of the liquid-liquid phase transition. Most simulations using ST2 7, 8, [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] seem to have unambiguously demonstrated the existence of a LLCP although this interpretation has been challenged by Limmer and Chandler. 38, 39 But the advantages of the model for the study of the supercooled region (among them, a high value for the TMD) are closely related to its major drawback: ST2 is known to produce an over-structured liquid compared to real water. Thus, there is no compelling evidence that the behavior of metastable water can be described by ST2.
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Alternative successful water models can indeed be found in the literature though they Moreover, TIP5P gives a very poor estimate of the density of hexagonal ice and, hence, of the density and other properties of a possible low density phase in a liquid-liquid coexistence.
It has been demonstrated [47] [48] [49] that the TIP4P geometry is more appropriate than that of three-site models -such as SPC-or five-site models -like TIP5P-to account for the TMD and the liquid-solid equilibrium of water. These studies followed an increasing interest in re-parametrized TIP4P models. In this work we propose to circumvent the question of the existence of a LLCP and focus on the related issue of the shape of the TMD and its relation to other water anomalies. As shown above, the study not only involves calculations in the supercooled and/or stretched region outside the proposed critical region, but it may also provide a complete perspective of the scenario of water anomalies. Although the study is highly demanding in computer resources, it is still affordable. We also note that, regardless of the nature of the phase diagram of TIP4P/2005 liquid at low temperature (real or virtual critical point, . . . ), the region we consider in the present paper includes the one relevant for experiments on bulk water. It can therefore serve as a guide for future measurements.
II. METHODS
All simulations (except those intended for the calculation of the vapor-liquid spinodal) have been performed with 4 000 TIP4P/2005 water molecules in the isothermal-isobaric NpT ensemble using the Molecular Dynamics package GROMACS 4.6 63,64 with a 2 fs timestep.
Long range electrostatic interactions have been evaluated with the smooth Particle Mesh
Ewald method. 65 The geometry of the water molecules has been enforced using ad hoc constraints, in particular, the LINCS algorithm. Most of our calculations intended to evaluate the extrema of thermodynamic properties, and we have adapted our strategy according to this goal. First, we calculated the desired property at regular intervals along isotherms/isobars to provide a rough estimate of the position of the maximum or minimum. Then we ran additional points to precisely locate it. We monitored the uncertainties along the simulation and extended the runs until the differences between the consecutive points were larger than the statistical uncertainty. Thus, 6 the required simulation times varied widely for the different properties and state points.
Since most of the calculations correspond to regions where the relaxation of the system is quite slow, the length of the simulations is often of the order of a few hundreds of ns, reaching 1.3 µs for the longest run. Despite the careful monitoring of the runs to save computer resources, the required simulation times together with the use of a relatively large system size implies an important computational effort (equivalent to more than 300 000 hours of 2.6 GHz Xeon cores) that has been achieved by means of a GPU-based supercomputer.
The uncertainty on each measurement has been calculated using a method proposed by
Hess.
1 The trajectory is divided in blocks, the average for each block is calculated and the error is estimated as the standard deviation of the block averages. Also, an analytical block average curve is obtained by fitting the autocorrelation between block averages to a sum of two exponentials. In this way, the calculated uncertainties lead to an asymptotic curve only if the trajectory is long enough so that the blocks are uncorrelated. In summary, the procedure not only provides an estimate of the error but also sheds light on the convergence of the trajectory. An example of the application of the method is given as supplementary material. -200 MPa the system cavitated for several runs using 4 000 water molecules. However, using 500 molecules allowed us to perform short runs before the system cavitated so it is possible an approximate calculation of the densities and the approximate position of the TMD at this pressure. The isobars at negative pressures also exhibit a temperature of minimum density, TmD.
However, in the positive pressures region, only the 0.1 MPa curve shows the density minimum. In all cases, the minimum is quite shallow and it is barely appreciable, especially in the case of the -125 MPa and -170 MPa isobars. Fig. 3 show a detail of these isobars clearly demonstrating the existence of density minima. Despite the great computational effort and the notable accuracy of the density calculations, the uncertainty of the temperatures of minimum density is about 5 degrees and the loci of the TmD produce a less smooth curve than that of the TMD ones (see Fig. 2 ).
The existence of a density minimum in real water has not been described previously. Liu et al. 75 have reported a density minimum in deeply supercooled confined deuterated water.
At ambient pressure, the minimum density occurs at 210 K with a value of 1041 kg/m 3 .
Despite that it is difficult to know how the confinement affects the water properties we may use this data as a rough guide of the behavior of bulk water. As to TIP4P/2005, previous simulation results indicated the existence of the density minimum 42, 56, 60 but the accuracy of the data did not allow for a trustworthy estimation of its value. The result of the present work at 0.1 MPa is ρ=938.1 kg/m 3 and is located at 200±5 K. Assuming that the density 9 of deuterated water is 1.106 times that of normal water, 75 we get ρ=1038 kg/m 3 , close to the experimental result in confined water.
The difference between the temperature of maximum and minimum density has a peculiar behavior because it is larger near the retracing point of the TMD and decreases at both higher and lower pressures. At large negative pressures, the TMD and TmD lines converge asymptotically (point B in the bottom panel of Fig. 2 ). Below this pressure, the density no longer exhibits maxima nor minima.
As commented in the introduction, at the retracing point, the TMD curve must be crossed by the line joining the locus of isothermal compressibility extrema. The upper panel of Figure 4 shows κ T as a function of temperature for several isobars from -170 MPa to 100 MPa (for clarity only a few of the simulated isobars are depicted). For pressures higher than about -80 MPa the isobars show clearly the presence of a maximum and a minimum.
At this pressure, the curve exhibits almost imperceptible extrema but, for a slightly lower pressure, the maximum and minimum of κ T collapse into an inflection point. Then, at large negative pressures, κ T is a a monotonously increasing function of temperature. The locus of κ T extrema are plotted, in the p-T plane, in the lower panel of Fig. 4 together with the TMD curve. As expected, both lines cross at the turning point of the TMD (point A in It is clear at this point that the SLC conjecture is not valid for TIP4P/2005 and that the vapor-liquid (VL) spinodal should not meet the (retracing) TMD line. In the SF and LLCP scenarios both curves do not intersect. It is then interesting to check whether this is fulfilled by our calculations. We have tried to evaluate the VL spinodal by locating the zero slope of the pressure-volume curves along isotherms. The simulations were performed in the canonical (NVT) ensemble. However, the system with 4 000 molecules sometimes cavitated before providing statistically significant results. We were then forced to reduce the size of the system to 500 molecules. For these samples, the probability of a cavitation event is almost one order of magnitude smaller and it is then possible to obtain statistically significant results. It is well known that finite size effects may be important in this region Figure 7 . Notice that the lines of κ T and C p maxima approach one to another at high pressures and move away as the pressure decreases. In the SF scenario both curves would only converge at 0 K.
Thus, although both the SF and LLCP scenarios are compatible with our results, the rate of convergence of these lines seem to favor the LLCP hypothesis. This conclusion is also supported by a comparison of Fig. 7 with the corresponding one for ST2. The interpretation of previous simulations for the TIP4P/2005 water model in the supercooled region has been rather controversial. 36, 55, 57, 58, 61, 78 The debate has been mainly focussed on three issues: spontaneous phase separation, finite site effects and ice coarsening.
Most of the calculations of this work correspond to the supercooled and/or the stretched regions though we have deliberately avoided the vicinity of the conjectured liquid-liquid region. Our results are then beyond the current debate on the possibility of observing spontaneous liquid-liquid phase separation. 36, 61, 78, 79 This has allowed us to get converged results for the properties of interest with a large but affordable computational effort.
The size of the system, 4 000 water molecules, seems to ensure that our calculations are free of finite size effects. It has been reported that even larger samples could be needed for temperatures below the proposed LLCP. 61 However, our calculations for the TMD indicate that the differences between the results obtained with 500 and 4 000 molecules are marginal (see Fig. 4 of supplemental material). Thus, at least at the thermodynamic conditions of this work, we do not observe a significant system size dependence.
It has been argued that the phenomenon suggesting metastability of two distinct liquid phases is actually coarsening of the ordered ice-like phase. in a system of 2 000 molecules) for 1 µs. At these conditions (very similar to those of our longest simulations) they report a 65 K supercooling. Since the melting temperature of the model is around 250 K, the appearance of a critical cluster above 185 K is a very unlikely event (notice that the lowest temperature of our calculations is 195 K).
Although in this work we have avoided the issue of the existence of a LLCP, it is evident that the overall picture is consistent with both the SF and LLCP conjectures. However, the way in which the lines of maximum κ T and C p approach one to another seem to indicate that they meet not too far from the region of calculations clearly favoring the LLCP hypothesis over the SF one. This idea is reinforced when one observes that the scenario presented in The uncertainty has been calculated using a method proposed by Hess 1 . The trajectory is divided in n block blocks of length t block and the average of the density for each block is calculated. The uncertainty of the total trajectory is then calculated as the standard deviation of the values of the n block averages. Notice that these uncertainties are dependent of the number of blocks (or the block length). If t block is very small, consecutive blocks are strongly correlated and the standard deviation does not represent the actual uncertainty of the total trajectory. As the block length increases, the correlation between blocks decreases so the uncertainty tends to an asymptotic value. However, for very large block length (or, more specifically, when n block is low), the number of points to calculate the uncertainty is very reduced so the standard deviation shows a large statistical noise. In fact, well known statiscal considerations indicate that n block should not be less than about 20. Fig. 1 of the main paper. Fig. 11 shows a comparison of the TMD line calculated using 500 (data taken from Ref.
2) and 4000 (this work) water molecules. The differences are quite small but systematic.
Since the calculations were obtained using slightly different simulation parameters and also 22 different version of GROMACS, it is very difficult to know whether the small departures are a consequence of the differences in the system size or in the simulation details. 
