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Abstract. The rectilinear motion of a classical charge attracted towards the origin is analysed. 
Using stable numerical methods, it is proved that solutions to the LorentcDirac equation have 
reasonable physical properties: the asymptotic motion is inertial and an entire scattering process 
conserves energy. The results illustrate the significance of integration backwards in time in cases of 
an equation whose eigenvalues have non-negative real part. 
The Lorentz-Dirac (LD) radiation reaction formula is a combined work of Lorentz and Abra- 
ham [l]. This expression has been rederived later by other authors [2-61 on the basis of alternative 
physical postulates. In spite of the long time elapsed since its derivation, the LD equation is still 
a debated subject [7,8]. The present work analyses the rectilinear motion of a single charge at- 
tracted towards the origin by a charge of opposite sign. Earlier numerical calculations of this 
system [9,10] 1 c aim that it demonstrates the unphysical nature of the LD equation. The main 
objective of the present work is to prove that these claims are completely unjustified and that 
the system is an excellent example of the physical merits of the LD equation. 




where r is the invariant time, m denotes the particle’s mass, VP and up are its 4-velocity and 
4-acceleration, respectively, and b = 1.5/q 2. Greek indices range from 0 to 3 and the diagonal 
metric is (1, -1, -1, -1). An upper dot denotes differentiation with respect to the laboratory 
time t. Units where the speed of light c = 1 are used. 
As stated above, a system of two point charges, &I = -Qz = 1 and ml = 1 is analysed in this 
work. Q2 is held fixed at the origin and &I moves along the x-axis from t = -co. A spherical 
shell whose radius r = 10000 is added to system. The shell is held fixed, its centre is at the 
origin and it is covered evenly with a unit charge. In this configuration the motion of the moving 
charge is undisturbed until it reaches the point z = -10000. The introduction of the spherical 
shell makes the interaction region finite and no inaccuracy is made while ignoring interactions of 
t,he moving charge at 1 2 I> 10000. 
In the case of a rectilinear motion in attractive electrostatic Coulomb field, the LD equation 




where y = (1 - v2)-l/‘, and v and a denote the velocity and the acceleration in the laboratory 
frame, respectively. 
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The initial conditions are: 2 = -10000, v > 0 and a = 0. These three conditions are 
in accordance with the third order differential equation (2). Computer programs designed for 
finding stepwise solutions of initial value problems are readily available nowadays. However, 
before applying such a program, it is desirable to evaluate stability problems of the equation. 
It was already pointed out that a stepwise solution of (2) is very unstable (see [ll, text after 
Eq. (4) therein]). Indications of the validity of this claim can be obtained from the following 
considerations. Equation (2) is written as a system of three first order differential equations in 
x, vanda 
Obviously, during most of the time, the moving charge is far from the origin and the following 
relations hold: l/z2 << 1 and a2 << 1. Let us evaluate the stability of (3) at these regions, where 
the last vectorial expression on its right hand side is negligible. Due to the positive eigenvalue, 
small errors increase exponentially and solutions become meaningless [12]. 
This property of (2) prohibits a direct application of a stepwise differential equation solver 
and a technical obstacle has to be removed by one looking for the correct solution. The method 
used here is a solution of (2) backward in time. In the transformed equation, v and a change sign 
whereas x and a are left unchanged. Hence, the sign of the positive eigenvalue of (3) changes 
and, in the transformed equation, errors do not increase exponentially fast. This method has 
already been used in a repulsive case where the two charges take the same sign [ll]. The solutions 
reported therein are tested and demonstrate the compatibility of the LD equation with energy 
conservation and with other physical requirements. 
Encouraged by these results, the following procedure is devised for finding solutions of (2) in 
the interval [-10000, -0.11. H ere the point charge at the origin is replaced by a spherical charge 
having a uniform spatial density and a radius r = 0.1. The modified problem is continuous 
everywhere and can be solved backward in time. The solutions of the modified problem agree 
with those of the original one, where a point charge is held fixed at the origin, so far as the moving 
charge does not penetrate the spherical charge. Hence, the solutions solve also the original 
problem at the interval [-lOOOO,-0.11. B f e ore proceeding to the general case, the modified 
problem is solved backward in time on the interval [-10000, lOOOO]. 
The three points xi = {*O.l, 10000) make special cases because the external electric field is 
not analytic there (E = -z/ 1 I I3 for 10000 >I 2 I> 0.1, E = -1000x for 1 z I< 0.1 and E = 0 
for I > 10000). Hence, the solution is obtained in three pieces. If a step At from t, to tn+l yields 
a solution where the corresponding interval (x,, x,+1) includes one of the nonanalytic points xi, 
an iterative algorithm that finds the time interval At which satisfies x (t, + At) = xi is applied. 
Next, the values obtained for z, v and a at &,+I are used as initial conditions for t > &,+I. 
Stepwise solutions were obtained in this way using the IMSL subroutine DGEAR available 
on the CDC computer of Tel Aviv University. Solving backwards in time, the initial conditions 
used are xf = 10000,~ = -vf and a = 0. Hereafter, subscripts i and f denote quantities at 
zi = -10000 and xf = 10000, respectively. The test applied in [ll] is used here as a check of 
the correctness of the solutions. It compares the loss of mechanical energy my during the entire 





y6 a2 dt. 
xi 
Here the right hand side represents the radiated energy of a single particle moving rectilinearly [ll] 
and the values m = & = 1 are used. The calculation of (4) was carried out by means of an 
additional differential equation appended to (2). 
The results of this test are very good, proving that, in this problem, the LD equation com- 
pletely satisfies energy conservation (see Table I). This table shows also that the charge’s accel- 
eration vanishes at the two end points 2 = flOOO0 which means that the asymptotic motion is 
inertial. These physically agreeable features indicate that solving backward in time removes the 
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reason for instability that affects an analogous algorithm that uses a stepwise solution proceeding 
forward in time. An analytic proof of asymptotic inertial motion and of energy conservation by 
the LD equation in the case of a charge moving rectilinearly from 2 = -oo towards t = 00, is pub- 
lished elsewhere [13]. The agreement of the numerical results with the analytic ones substantiates 
the validity of the numerical procedure used herein. 
Table I. Several values of the three solutions. The linal acceleration is a = 0. 
of and vi denote the final and the initial velocities, respectively. oi denotes 
the initial acceleration. AEmech and Erad denote the difference between the 
mechanical energies of the moving charge at I = flOO00 and the energy radi- 
ated during the motion, respectively (see (4)). Rel. Err. denotes the ratio of 
the difference between these energies and AEmech. 
Table I shows that the velocity of the three solutions of the LD equation take very different 
values at the end point zf = 10000 whereas the corresponding initial values of the velocity differ 
by less than one percent. These features provide another indication of the instability encountered 
when the problem is solved forward in time. By the same token, one realizes that the problem is 
stable if solved backward in time. 
The example discussed above is a special case where the moving charge approaches infinity as 
t + co. Evidently, some initial conditions yield solutions where the moving charge loses energy 
by radiation and is eventually captured by the charge at the origin. A problem of this kind 
cannot be solved by means of the previous algorithm that starts moving backwards in time at a 
very far point zj = +lOOOO. 
In order to solve a problem like this, assume that at t = 0 the initial conditions are zi = 
-10000, ‘ui = ~0 > 0 and ai = 0. The solution is required at the interval [-10000, -0.11 on the 
z-axis. Consider the following boundary value problem: at t’ = 0 x’ = -0.1, v’ = -vj and at 
t: a’ = 0. This problem can be solved by the shooting method (see [12, pp. 63-651) backward in 
time starting from 2’ j = -0.1. Varying a;, one obtains a family of solutions, one of which yields 
u: = 0 which is the required solutions. Alternatively, a boundary value solver can be used and 
v; = vo, ai = 0 and zf = -0.1 are boundary values at t; = 0 and tj, respectively. Varying tf, 
one finds a solutions where zi = -10000. 
The results of the present work are entirely different from those of earlier publications [9,10]. 
The authors of these articles use unstable procedures that proceed forward in time. The extreme 
instability of their algorithms is demonstrated by the results reported in [9], which are very 
sensitive to the 15th decimal digit (see the second paragraph of section III). Similarly, sensitivity 
to the 12th decimal digit is reported in [lo] ( see text after (12) therein). Such properties of their 
solutions are typical of very unstable procedures and prove their unreliability. Considering these 
mathematical features, one should not be surprised to find that the solutions are unphysical and 
violate energy conservation. 
It is interesting to note that the authors of [ll], who fail to solve the attractive Coulomb 
problem [9], found the correct solution of the analogous repulsive case [ll]. The difference between 
the algorithms applied in these two articles is the time direction used. The successful results are 
obtained when the equation is solved backward in time whereas the solution forward in time 
fails. (Unfortunately, in spite of being aware of the problems involved in integration forward in 
time, the authors of [9] used it and refrained from adapting a backward integration method like 
the one used here which discusses a related problem where a small spherical charge replaces the 
point charge at the origin in order to eliminate infinitely strong fields.) On the other hand, the 
author of [lo] uses a procedure that proceeds forward in time and fails both in the attractive case 
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and in the repulsive one. The conflicting results obtained in [lo] and [ll] for the repulsive case 
show again that the root of the problem is the utilization of an unstable algorithm that proceeds 
forward in time. 
The analysis carried out in this work can be concluded as follows. The problem discussed 
here is of a charge moving rectilinearly in an attractive Coulomb force and is the same as the 
one discussed in earlier reports [9,10]. The results, however, are entirely different. The successful 
tests of energy conservation and asymptotic inertial motion that were carried out for the solutions 
reported above prove the dependability of an algorithm that uses a stepwise solution proceeding 
backward in time. It also proves that the unfavorable conclusions of the earlier reports [9,10] 
emerge not from the LD equation itself but from the unstable procedures used for solving it. 
The results of the present work are completely analogous to those of [ll], which solves correctly 
the numerical problem of repulsive Coulomb force. The main conclusions derived above are 
compatible with a different analysis [14] showing the consistency of the LD equation in the 
case of circularly moving charges and with those proving analytically energy conservation and 

















F. Rohrlich, Classical Charged Particles, Addison-Wesley, Reading Mass., pp. 11-22, 1965. 
P.A. M. Dirac, Classical theory of radiating electrons, Proc. Roy. Sot. Lond. A167, pp. 148-169 (1938). 
L.D. Landau and E.M. Lifshitz, The Classical Theory of Fields, Pergamon, Oxford, pp. 231-241, 1962. 
J.A. Wheeler and R.P. Feynman, Interaction with the absorber as the mechanism of radiation, Rev. Mod. 
Phys. 17, 157-181, (1945). 
C. Teitelboim, Splitting of the Maxwell tensor: Radiation reaction without advanced fields, Phys. Rev., Dl, 
1572-1582, (1970). 
A.O. Barut, Electrodynamics in terms of retarded fields, Phys. Rev. DlO, 3335-3336, (1974). 
C. Teitelboim, D. Villarroel and Ch.G. van Weert, Classical electrodynamics of retarded fields and point 
particles, Riv. Nuovo Cimento, 3, l-64, (1980). 
P. Pearle, Cla.&cal Electron Models, in: Electromagnetism Plenum, D. Teplitz, Ed., New York, p. 212, 1982. 
W.E. Baylis and J. Huschilt, Numerical solutions to two-body problems in classical electrodynamics: Head-on 
collision with retarded fields and radiation reaction. II-Attractive case, Phys. Rev. Dl3, 3262-3268, (1976). 
J.C. Kasher, One dimensional central force problem, including radiation reaction, Phys. Rev. D14, 939-944, 
(1976). 
J. Huschilt and W.E. Bay&, Numerical solutions to two-body problems in classical electrodynamics: Head-on 
collision with retarded fields and radiation reaction. I-Repulsive case, Phys. Rev. D13, 32563261, (1976). 
J.W. Daniel and R.E. Moore, Computation and Theory in Ordinary Diflerential Equations, Freeman, San 
Francisco, p. 24, 1970. 
E. Comay, Physical solutions and mathematical properties of the Lorentz-Dirac equation, Found. Phys. Lett. 
3, 221-238, (1990). 
E. Comay, Lore&z-Dirac equation and circularly moving charges, Phys. Lett. A123, 425-428, (1987). 
School of Physics and Astronomy, Raymond and Beverly Sackler Faculty of Exact Sciences, Tel Aviv University, Tel Aviv 
69976, Israel 
