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Abstract: A novel nite element method (FEM) for the computational simulation in particle reinforced com-
posite materials with many inclusions is presented. It is based on a specially designed mesh consisting of
triangles and channel-like connections between inclusions which form a network structure. The total num-
ber of elements and, hence, the number of degrees of freedom are proportional to the number of inclusions.
The error of the method is independent of the possibly tiny distances of neighboring inclusions. We present
algorithmic details for the generation of the problem-adapted mesh and derive an ecient residual a poste-
riori error estimator which enables us to compute reliable upper and lower error bounds. Several numerical
examples illustrate the performance of the method and the error estimator. In particular, it is demonstrated
that the (common) assumption of a lattice structure of inclusions can easily lead to incorrect predictions
about material properties.
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1 Introduction
Particle reinforced composite materials are engineered materials which consist of dierent constituents with
the aim to obtain physical properties better than what the used materials have on their own, i.e., a benecial
combination of the employedmaterials. The specic properties of the compositematerial strongly depend on
macroscopic parameters such as the volume fraction andmicroscopic geometric features of the constituents.
They thus represent a typical multiscale problem for analysis and computation.
For this paper, the eective conductivity of two-phase materials consisting of many randomly dispersed
highly conducting ller particles (inclusions) and a poorly conducting bindermaterial (matrix) shall be inves-
tigated. Typically, the matrix material exhibits favorable mechanical features while the inclusions determine
the “functional” properties. For our purposes, the contrast of conductivity between inclusions and matrix is
high, i.e., in our model we assume the inclusions to be ideal conductors.
Although there are many results about how to analyze problems of this kind if the microstructure of the
material is structured or periodic (homogenization theory), see, e.g., [15, 16] and [3, 4, 11, 23], the mathe-
matical treatment is much less clear for unstructured distributions of particles. In particular, phenomena
specic to the lack of a regular structure play a crucial role since they can be responsible for drastic changes
in material properties when the composition of the material is changed only slightly. One such well-known
phenomenon is the percolation eect [14, 17] which can be observed for densely packed ller particles which
occasionally form connected paths and thus strongly amplify the conducting property, see [5, 7].
Since the prediction of the behavior of a composite material on the one hand is crucial during the en-
gineering process but on the other hand often is intractable analytically, numerical simulations can pro-
vide valuable insights with regard to eective material properties. Additionally, they can provide convenient
means to test many dierent set-ups with the aim to obtain a specic material behavior.
22 | M. Eigel and D. Peterseim, Simulation of Composite Materials
For the Poisson-typemodel problemwith discontinuous diusion coecient (introduced in the next sec-
tion), a classical numerical method is the nite element method (FEM) which is based on a partition of the
domain. In order to achieve accurate numerical results, the employed mesh would have to resolve the mi-
croscopic geometric structure of the problem. Since inclusions are irregularly distributed in the matrix and
their volume fraction is large, they often are close to touching one another. The material responses depend
crucially on these tiny distances. Thus, they have to be resolved accurately by the underlying mesh for the
simulation to be reliable. The generation of a mesh appropriate for numerical simulation for such a domain
is dicult and requires the use of many elements which consequently leads to a (possibly prohibitively) high
complexity in the solution process, see Figure 1 for a simple setting which already requires a very large num-
ber of mesh elements. As can be observed, the diameter of the smallest FEM elements in Figure 1 scales at
most like the minimal distance between inclusions.
Moreover, since the distribution of particlesmay be based on a randomdistribution, in order to determine
the characteristic properties of a certain set-up, a large set of realizations of the geometry has to be evaluated
for the calculation of expected properties. Thus, the complexity for the required mesh generation and the
resulting (linear) algebraic system to be solved are crucial and limiting factors.
The method promoted in this article is capable to yield accurate and reliable results for the described
problem with low computational complexity. This is achieved by a specic partition of the domain which
is inspired by discrete network methods [5, 7, 8] (we refer to the recent textbook [6] for an overview on this
methodology) and resolves the inclusions exactly while still remaining close to the classical FEM, both in
implementation and the analytical results. For details regarding the a priori analysis, see [21]. Figure 1 also
shows the adaptedmeshwhich is of nearly optimal complexity, i.e., the number of elements is proportional to
the number of inclusions. In particular, the complexity does not scalewith the innitesimal distance between
inclusions. This is in contrast to what would have to be expected with standard FEM. There, a small distance
between inclusions necessitates a strong renement of the mesh so that elements sizes are of the order of the
distance. This is required so that elements do not deteriorate and the domain is approximated suciently
accurate. Despite the lower number of degrees of freedom, the discrete Network FEM (NFEM)model accounts
for the complexity of the microstructure and provides a good overall macroscopic response, see Sections 2
and 3.
1.1 Model Problem
We consider the Poisson model problem on some perforated domainΩ ⊂ ℝ2 which results from some simply
connected polygonal domainΩ∗ ⊂ ℝ2 by removing a union of circular inclusionsΩinc.
The set of closed, pairwise disjoint discs with positive radii is denoted by Binc, i.e., for any B1, B2 ∈ Binc
with B1 ̸= B2,
B1, B2 ⊂ Ω and dist(B1, B2) > 0.
The two phases of the material are represented by the set of the inclusionsΩinc and the so-called matrixΩ,
Ωinc := ⋃
B∈Binc
int(B) and Ω := Ω∗ \ Ωinc.
We assume the number of inclusions Ninc := #Binc to be very large such that Ωinc occupies a signicant
amount of the volume ofΩ∗. The problem then reads
− div∇u = f inΩ, (1.1a)
u = uD on ΓD, (1.1b)
ànu ⋅ n = 0 on ΓN, (1.1c)




ds = 0 for all B ∈ Binc, (1.1d)
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(a) Adapted mesh of Network FEM resolving 3 in-
clusions.
(b) FEM mesh resolving 3 inclusions.
(c) Adapted mesh of Network FEM resolving 50
inclusions.
(d) FEM mesh resolving 50 inclusions.
Figure 1. Illustration of the mesh complexity for FEM and Network FEM based on two simple settings with 3 and 50 inclusions.
with f ∈ L2(Ω), also see [5]. The outer normal to some Lipschitz domain ø is denoted by nø. We just write n
if ø = Ω. Suciently smooth Dirichlet boundary data uD is imposed on the closed set ΓD ⊂ àΩ∗ with positive
surface measure while homogeneous Neumann data is prescribed on ΓN := àΩ∗ \ ΓD. To reduce technical
overhead, we will assume later that uD is included in our discrete space, i.e., uD is piecewise ane with
respect to some subdivision of ΓD. Otherwise, errors due to the approximation of the boundary values have
to be considered.
Dene the vector space
V := {v ∈ H1(Ω) | v|ΓD = 0 and ∀B ∈ Binc ∃ kB ∈ ℝ : v|àB = kB}.
Note that any v ∈ V has a unique extension v∗ ∈ H1(Ω∗) with v∗|Ω = v and ∇v∗|Ω∗\Ω = 0 because the trace
of u on the boundary of an inclusion is constant. The variational formulation of (1.1) reads: Find u ∈ uD + V
such that, for all v ∈ V,
a(u, v) := ∫
Ω
∇u ⋅ ∇v dx = ∫
Ω
fv dx =: F(v). (1.2)
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Using the Friedrichs’ inequality, the coercivity of the continuous bilinear form a can readily be seen by
a(v, v) = ∫
Ω
|∇v|2 dx = ∫
Ω∗
|∇v∗|2 dx ≳ ‖v∗‖2H1(Ω∗) ≳ ‖v‖
2
H1(Ω)
for v ∈ V. This coercivity along with the symmetry and boundedness of a, and the boundedness of F imply
the unique solvability of equation (1.2).







|∇v(x)|2 dx − ∫
Ω
f(x)v(x) dx
amongst all v ∈ uD + V.
1.2 Outline and Contributions
Section 2 presents the novel Network FEM (NFEM). Complementary to the theoretical work in [21], we pursue
a practical approach which includes algorithmic details regarding the actual implementation of the NFEM.
These have not been described elsewhere and it is our hope that the presentation fosters the popularity of
this promising numerical approach. We describe the underlying subdivision which exactly represents the
geometry of the domain. The globally continuous approximation space is build as the union of local transfor-
mations of ane spaces on parametrized quadrilaterals (the “channels” between inclusions) and triangles.
The crucial point is that the dimension of the resulting space is the same as the number of inclusions due to the
construction of the adapted mesh. Thus, the complexity of the discretization is proportional to the complexity
of the geometry representation (centers and radii of inclusions) and, hence, (quasi-)minimal. Interpolation
error estimates and a priori error bounds are recalled. Section 3 is concerned with the derivation of some
residual a posteriori error estimator which provides a computable error bound of the error of the discrete
solution, see, e.g., [9] for similar results in the context of classical FEM and for further references. We prove
reliability and eciency of the error estimator which, while being based on arguments from classical FEM,
requires some new non-trivial and non-standard estimates due to the specic features of the mesh. This new
result opens the door to research in adaptive algorithms for the NFEM which can lead to very ecient and
accurate numerical simulations in composite materials. Numerical validation of the Network FEM and the
a posteriori error estimator is given in Section 4. The percolation phenomenon is shown experimentally. It
can be observedwhen the inclusions reach a very high density such that they are in contact with neighboring
inclusions. A remarkable observation is that the common modelling assumption of a structured distribution
leads to fundamentally dierent results than random distributions of inclusions even when the volume frac-
tion is identical. We nish in Section 5 with some conclusions and an outlook.
1.3 Notation
We use the common notation for Sobolev spaces of functions dened on a domainΩ ⊂ ℝ2. The spaceHk(Ω)
consists of all functions in L2(Ω) which exhibit weak derivatives up to order k in L2(Ω).
In estimates, the notation A ≲ B abbreviatesA ≤ CBwith some multiplicative constant C > 0which only
depends on the domain Ω and its shape but not on the mesh size ℎ of nite element domains. Furthermore,
A ≈ B abbreviates A ≲ B ≲ A.
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(a) Generalized Voronoi cells for setB of discs. (b) Isoparametric quadrilaterals Q (shaded in gray)
connecting any two discs ofB which are associ-
ated to some Voronoi edge in E∘ (black curves).
(c) Triangles T (shaded in gray) associated to
Voronoi vertices (black dots) occupy the remaining
space between quadrilaterals of Q.
(d) Final grid G = Q ∪ T (shaded in gray) consist-
ing of isoparametric quadrilateral and triangular
elements.
Figure 2. Illustration of the grid construction in Section 2.1.
2 Network FEM
In this section, we recall the problem-adapted mesh and the construction of the conforming rst-order dis-
crete approximation space [21]. The mesh has to take into account the geometrical features of the domain,
i.e., many circular inclusions, which is achieved by a combination of curvilinear quadrilaterals and triangu-
lar elements.
2.1 Grid Construction
The underlying geometry of the problem is determined by the set of (nitelymany) closed discsB. EachB ∈ B
is dened by its center cB = mid(B) and the radius rB := diam(B)/2 ≥ 0. Note that also discs with radius zero
are admissible. The elements of B are denoted as generalized vertices. They are partitioned into the set of
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inclusionsBinc and discs with vanishing radiusBmat:
B = Binc ∪ Bmat and Binc ∩ Bmat = 0.
The set Bmat contains points on the boundary of Ω necessary to represent the domain adequately, e.g., the
corner points of thedomain andall pointswhere theboundary condition switches fromNeumann toDirichlet.
In order to control the approximation quality locally, it would be possible to add additional interior points to
the set Bmat. This for instance could be done by an adaptive algorithm based on the residual error estimator
described in Section 3. However, the presented theory does not cover this case although a generalization
seems straightforward.
In the following we provide an algorithmic description for the generation of the generalized mesh of the
Network FEM.
Voronoi diagram of the inclusions. Pivotal to the construction of an appropriate mesh for the complex ge-
ometry of the matrixΩ = Ωmat is the (additively weighted) Voronoi diagram with regard to the set of discsB.
We refer to [2, 12] and references therein. Wemark sets of the Voronoi construction by a subscript ∘. In case of
equi-sized discs, the Voronoi cells C ∈ C∘ are dened by straight line segments which become curved when
the disc radii dier, see Figure 2. Each Voronoi cellC ∈ C∘ is dened by a set of Voronoi edges E ∈ E∘ and each
edge is dened by two Voronoi vertices in the set of Voronoi vertices N∘(Ω). For notational convenience, we
dene the following maps which relate these entities.
neighbors B1, B2 ∈ B : E∘(B1, B2) unique Voronoi edge associated with B1, B2, i.e.,
E∘(B1, B2) := {x ∈ ℝ
2 | dist(x, B1) = dist(x, B2) = minB∈B
dist(x, B)},
B ∈ B : E∘(B) set of Voronoi edges associated to disc B, i.e.,
E∘(B) := {E∘(B, B1) | B1 ∈ B and E∘(B1, B) ∈ E∘},
E ∈ E∘ : N∘(E) set of two vertices of edge E,
E ∈ E∘ : B(E) set of two neighboring discs, i.e., with E = E∘(B1, B2),
x ∈ E dist(x, B1) = dist(x, B2) = minB∈B
dist(x, B),
p ∈ N∘ : B(p) set of neighboring discs, i.e.,
B(p) = {B ∈ B | dist(p, B) = min
B̃∈B
dist(p, B̃)}.
Our construction process for the mesh (Algorithm 1) generates two types of elements. First, an isopara-
metric quadrilateral is obtained for each Voronoi edge E ∈ E∘ which results in the set of quadrilaterals Q.
Second, the remaining polygonal areas Ω \ ⋃Q are decomposed into the set of triangles T. The union then
fulls⋃T∪⋃Q = Ω andwe setG := Q∪T the subdivision ofΩ. The set of edges is denoted byE, the restriction
to interior edges is Eint := {E ∈ E | E ∩ Ω ̸= 0} and the restriction to boundary edges on Γ is dened by E(Γ).
The notation and further details are provided in the following subsections. A similar construction in the
context of the discrete network approximation method can be found in [5].
Local construction of quadrilaterals. For some Voronoi edge E ∈ E∘ with Voronoi vertices {p1, p2} = N∘(E),
the corresponding discs with centers c1, c2 > 0 are {B1, B2} = B(E). We connect center c1 with p1 and p2 and
denote the intersectionswith discB1 by a1 and b1, respectively. The same is donewith c2 which results in a2, b2.
The channel-like element QE ∈ Q of edge E is then dened by the line segments a1a2 = conv{a1, a2}, b1b2 =
conv{b1, b2} and the sections on the discs B1, B2 which lie in between a1, b1 and a2, b2, respectively.
This procedure has to be carried out for all edges E ∈ E∘ and provides the set of curvilinear quadri-
laterals Q. Note that if either one or both of the discs deteriorate to a point, we obtain either a curvilinear
triangle or a line segment. The latter case is discarded.
Remark 2.1. Note that the Voronoi dual edge might not be connected (see Figure 3). The same applies to
the corresponding isoparametric quadrilaterals as can be seen in the same gure. We denote the number of
connected components ofQ ∈ Q byK(Q). The parametrization from Denition 2.2 applies to every connected
component of Q.
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Algorithm 1. Geometry adapted mesh construction.
Require: domainΩ∗, set of discsB
Return: mesh G = Q ∪ T ofΩ = Ω∗ \ B into isoparametric quadrilaterals Q and triangles T
(C∘,E∘,N∘) ← compute Voronoi diagram for (Ω,B)
Q ← 0, T ← 0 {initialization}
for all E ∈ E∘ do
(B1, B2) ← B(E) neighboring discs associated with E
a, b ← vertices of E
c1, c2 ← centers of B1, B2
a1, b1 ← intersection of line segments c1a and c1b with àB1
a2, b2 ← intersection of line segments c2a and c2b with àB2
s1 ← boundary segment of àB1 between a1 and b1
s2 ← boundary segment of àB2 between a2 and b2
Q ← Q∪ isoparametric quadrilateral (s1, a1a2, s2, b2a2)
end for
for all P ∈ N∘ do
Λ ← B(P) discs associated with Voronoi vertex P
c1, . . . , cn ← centers of discs B ∈ Λ
A ← 0 {initialization}
for all B ∈ Λ do
c ← center of B
A ← A ∪ {a} intersection of line segment cP with àB
end for
T ← T∪ decomposition of conv(A) into triangles
end for
G ← Q ∪ T
(a) Detail of a generalized Voronoi diagram with a
multiply connected Voronoi edge.
(b) Detail of the corresponding nite element grid
with multiply connected isoparametric quadrilat-
eral (black shaded) T (K(T) = 4).
Figure 3. Generalized Voronoi and corresponding grid; Voronoi edges and corresponding isoparametric quadrilateral multiply
connected.
Triangles. Algorithm 1 yields the setQ and the entire surface of each disc is associatedwith a set of quadrilat-
erals from the set Q, i.e., àB = ⋃Q∈Q(B) B∩Q for any B ∈ B. The remaining areas inΩ
∗ which are not occupied
by either a disc or a quadrilateral are polygons. In fact, a polygon Pp with n edges is associated with each
Voronoi vertex p ∈ N∘ where n = #B(p) and Pp := conv{a1, . . . , an}with a1, . . . , an the intersection points of the
connections of the disc centers of each B(p) with p. We decompose each such polygon into a set of triangles
which results in the set T. The adapted mesh is then given by G := Q ∪ T.
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2.2 Mapping to Quadrilateral Elements
The result of the construction of the previous section is a set G of elements which is a decomposition of the
domain Ω. It consists of a set of isoparametric quadrilaterals Q and a set of triangles T. By E we denote the
set of edges of the elements of G.
For the transformation from a reference rectangle Eref := ]á, â[ × ]0, 1[ to curvilinear quadrilaterals (and
triangles), we apply the following mapping.
Denition 2.2 (Mapping onto curvilinear quadrilaterals). Consider the circular inclusions B1, B2 ∈ B, B1 ∩
B2 = 0,with radii r1, r2 and connecting quadrilateralQ ∈ Q. The coordinate system can be rotated and shifted
such that, without loss of generality, the centers of the discs are given by c1 = (0, 0) and c2 = (0, ä) and
ä > r1 + r2. With angles −ð/2 ≤ á ≤ â ≤ ð/2 and Q ∈ Q, dene the map JQ : ]á, â[ × ]0, 1[ → int(Q) by




















(2r2 − 2r1) + 2ä cos(s)
.
See Figure 4 (left) for an illustration.
Local Mesh Size. For any triangle T ∈ T, ℎT := diam(T) denotes its size parameter. Analogously, for any edge
E ∈ E, i.e., ℎE = diam(E). For Q ∈ Q, the denition of the mesh size ℎQ is more involved since it is subject to
the mapping JQ of Denition 2.2. We set, for x ∈ Q and (s, ë) = J−1Q (x),
ℎ(x) := ‖JQ(s, 1) − JQ(s, 0)‖ℝ2 .
Note that ℎ varies within each quadrilateral. Then, the piecewise continuous global mesh size function ℎ is
dened by
ℎ|G := ℎG for G ∈ G.
Moreover, we dene the vertex and edge patches
øB := B ∪ {G ∈ G : G ∩ B ̸= 0} for B ∈ B, (2.1)
øE := B ∪ {G ∈ G : G ∩ E ̸= 0} for E ∈ E.
2.3 Finite Element Space
The discrete approximation space has the same dimension as the cardinality of the set of vertices |B| of the
mesh as in standard rst-order FEM as dened below. Dirichlet boundary nodes are xed and thus do not
contribute to the dimension of the linear system. Associated to every B ∈ B is some basis function ëB : Ω∗ →
[0, 1] determined by the following conditions:
(a) ëB ≡ 1 on B and ëB ≡ 0 onB \ B,
(b) ëB|T is ane for all T ∈ T,
(c) ëB|Q ∘ JQ is ane with respect to the reference element Qref for all Q ∈ Q,
(d) ëB is continuous.
These basis functions generalize nodal basis functions on classical triangular meshes. The support of ëB
is given by
supp(ëB) = B ∪ øB
with the vertex patch øB dened in (2.1).
The transformation of ane base functions on the reference rectangle Qref onto curvilinear quadrilat-
erals Q ∈ Q is achieved by the mapping JQ of Denition 2.2. Figure 4 illustrates this mapping from some





















Figure 4.Map from reference rectangle to curvilinear quadrilateral (isolines) [left] and transformed ane base function
restricted to some quadrilateral [right].
reference rectangle to the quadrilateral and a transformed base function associated to some node restricted
to the quadrilateral.
The set of basis functions Λ := {ëB : B ∈ B} forms a partition of unity inΩ. The nite element space
S := span(Λ) ∩ V
is then spanned by the nodal basis functions ëB of allB ∈ Bwhich donot correspond to nodes on theDirichlet
boundary ΓD.
The discrete problem reads: Find uNFEM ∈ uD + V such that, for all v ∈ V,
a(uNFEM, v) = F(v).
If u is suciently smooth, the error of the discrete solution uNFEM ∈ uD + V satises [21]
‖∇(u − uNFEM)‖L2(Ω) ≲ ‖ℎ∇
2u‖L2(Ω).
Moreover, the solution u satises [20]
‖ℎ∇2u‖L2(Ω) ≲ ‖f‖L2(Ω) + ‖uD‖L∞(àΩ).
We stress that the implicit constants in the previous two estimates do not depend on the tiny distances
between neighboring inclusions.
3 A Posteriori Estimator
A posteriori error control allows to assess the quality of the discrete solution and provides upper and lower
bounds for the global error. Although it is well established with standard FEM, see [1, 22], an extension to
NFEM is not immediate. Instead, it requires the application of some non-trivial interpolation estimates as
detailed in Section 3.1.
This section is concerned with the derivation of some residual a posteriori error estimator ç based on a
mesh G. The aim of the estimator is to bound the error e := u − uNFEM in the energy norm. Two-sided bounds
ensure that the estimator is suciently accurate.
Higher-order terms due to properties of the data enter the estimates in the form of oscillations. On some
G ∈ G, let fG := |G|−1 ∫G fdx be the average of f ∈ L
2(Ω) in G. The global G-piecewise constant function fG is
dened by fG|G = fG for G ∈ G. Then, dene oscillations on G by
osc(f,G) := ‖ℎG(f − fG)‖L2(Ω). (3.1)
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Dene the computable interior residual rG and the edge residual rE by





−∇uNFEM ⋅ nE on E(ΓN),
−[∇uNFEM ⋅ nE]
E
on all other E ∈ E,
and set ̃rG := rG + (fG − f). By the subscript in divG and ∇G we denote the piecewise application of the
dierential operator.
The error estimator then reads











We call an estimator reliable if ‖∇e‖L2(Ω) ≲ ç, and ecient if ç ≲ ‖∇e‖L2(Ω).
The main result is the following theorem.
Theorem 3.1. Given the discrete solution uNFEM ∈ uD + V, the a posteriori error estimator ç is reliable and
ecient, i.e., with oscillations (3.1), it holds
‖∇(u − uNFEM)‖L2(Ω) ≲ ç and ç ≲ ‖∇(u − uNFEM)‖L2(Ω) + osc(f,G).
Remark 3.2. The rst estimate is independent of all mesh related parameters except the angles of the ele-
ments. The implicit constant in the second estimate depends on the geometry in the following sense. The
constant is proportional to the maximal ratio of the distance of neighboring inclusions and their radii, i.e.,
the constant reects the diameter of areas in the material with no inclusion relative to the radii of the in-
clusions. Since we are mainly interested in numerical experiments where the reliability of the estimator is
crucial, we do not further investigate this issue.
The proof of the theorem is provided in Sections 3.2 and 3.3. The specic properties of the specially designed
mesh and the respective discrete space impose complications in the derivation which are not encountered in
standard FEM. This is reected by the crucial fact that some norms are weighted by the mesh size ℎT since it
is non-constant on the elements Q ⊂ G.
In the following,weprove the reliability of the a posteriori estimator independent of the critical geometric
parameters ofΩ.
3.1 Interpolation
We will use the interpolation operator I : V → S dened for v ∈ V by
Iv := ∑
B∈Binc




v dx) ëb. (3.2)
The operator I is well-dened for any function in v ∈ V, because v|B is not a point evaluation but the volume
average of v on the inclusion B ∈ Binc. For vertices on the Neumann boundary, we perform standard Clément-
type averaging. The resulting interpolation is locally stable in the following sense.
Lemma 3.3 (Stability of the interpolation). For any v ∈ V it holds
‖∇Iv‖L2(G) ≲ ‖∇v‖L2(øG) on any G ∈ G,
where øG := ⋃{K ∈ G | K̄ ∩ Ḡ ̸= 0}.
Proof for channel-like elements. Given any channel-like element Q ∈ Q (translated in space as in Deni-
tion 2.2), letB1, B2 ∈ B (with corresponding radii r1, r2) denote the inclusions connected byQ and let v1 := v|B1 ,
M. Eigel and D. Peterseim, Simulation of Composite Materials | 31
v2 := v|B2 ∈ ℝ denote the corresponding function values. Assume for themoment that the channel is parallel,


















Since r1 = r2, the function ℎ(x) = ℎ(x1, x2) = ℎ(x1) solely depends on the rst component x1 of the space








denes a divergence-free vector eld in Q with ò(x) ⋅ nQ = 0 on àQ \ (B1 ∪ B2). We evaluate that
∫
Q
ò2 dx = ∫
àQ




L2(Q) + 2 ∫
àQ
v ò ⋅ nQ ds
≤ sup{−‖ò̃‖2L2(Q) + 2 ∫
àQ
v ò̃ ⋅ nQ ds | ò̃ ∈ H(div, Q) : div ò̃ = 0, (ò̃(x) ⋅ nQ)|àQ\(B1∪B2) = 0}
= inf{‖∇ ̃v‖2L2(Q) | ̃v ∈ H
1(Q) : ṽ = v on à(B1 ∪ B2)} ≤ ‖∇v‖
2
L2(Q)
by duality (see, e.g., [13]). The combination of this estimate and (3.3) yields the assertion for the parallel
channel Q. The above arguments are easily generalized to the case of a non-parallel channel, i.e., r1 ̸= r2,
by choosing a suitable parallel channel Q̃ ⊂ Q and suitable adaptation of ò. If one of the inclusions is on
the boundary, the result follows from Friedrichs’ (Dirichlet boundary) or Poincaré’s (Neumann boundary)
inequality. In the latter case, the right-hand side may depend on v in some neighborhood øQ of Q.
Proof for triangles. Again, for elements T ∈ T where T ∩ àΩ has positive length, the result follows directly
from Friedrichs’ or Poincaré’s inequality.
Given any triangle T ∈ T, choose B1, B2 ∈ Binc amongst neighboring inclusions such that corresponding
function values v1 := v|B1 , v2 :=|B2 have maximal distance. Let Q ∈ Q denote the element that connects the
inclusions B1 and B2. Then it holds




2 dx ≈ ‖∇Iv‖2L2(Q).
This shows that the energy of Iv on the triangleT is controlled by the energy of Iv on the neighboring channel
Q and the assertion follows from the rst part of the proof.
The stability of interpolation operator I implies the following approximation properties.
Lemma 3.4 (Approximation properties of the interpolation). Let u ∈ V. Then the following estimates hold with
constants independent of the (local) mesh size ℎ and the diameter of the discs inB. For all Q ∈ Q,
‖ℎ−1Q (u − Iu)‖L2(Q) ≲ ‖u‖H1(Q). (3.4)
For all T ∈ T,
‖ℎ−1T (u − Iu)‖L2(T) ≲ ‖u‖H1(øT) (3.5)
with the element patch
øT := ∪{Q ∈ Q : T ∩ Q ̸= 0}.
For all E ∈ E,
‖u − Iu‖L2(E) ≲ ℎ
1/2
E ‖u‖H1(øE). (3.6)
32 | M. Eigel and D. Peterseim, Simulation of Composite Materials
We emphasize that the mesh size ℎQ for Q ∈ Q is not a constant.
Proof. The localized Friedrichs inequality [20, Lemma A.1] shows that
‖u − Iu‖L2(Q) ≲ ‖ä∇(u − Iu)‖L2(Q)
for anyQ ∈ Q (cf. [20, Eq. (35)]). It is easily checked that the proof [20] may be modied so that assertion (3.4)
holds on quadrilateral elements. The result (3.5) for triangles T ∈ T follows immediately from [20, Eq. (36)].
To prove (3.6), let E ∈ E and let T ∈ T be some triangle with edge E. According to [10], the trace inequality
forH1 functions yields
‖u − Iu‖L2(E) ≲ ℎ
1/2
E ‖∇(u − Iu)‖L2(T) + ℎ
−1/2
E ‖u − Iu‖L2(T). (3.7)
The approximation properties of the nodal interpolation operator yield
ℎ−1T ‖u − Iu‖L2(T) ≲ ‖∇u‖L2(øT). (3.8)
The combination of (3.7) and (3.8) is (3.6).
3.2 Proof of Reliability
We dene the residual Res ∈ V∗ for all v ∈ V by
Res(v) := a(e, v) = F(v) − a(uNFEM, v). (3.9)
Note that the test space of the Galerkin method V employed to obtain uNFEM is in the kernel of the residual.
Together with some interpolation estimates, the Galerkin orthogonality S ⊂ kerRes is key in the derivation of
residual estimators.
Since Iv ∈ S is an admissible test function for any v ∈ V, Galerkin orthogonality and element-wise inte-
gration by parts yield
a(e, v) = a(e, v − Iv).
We write the integrals of (3.9) as sum over the elements of G which gives, for v ∈ V,




f(v − Iv) dx − ∫
G
∇uNFEM ⋅ ∇(v − Iv) dx}.
Recall that (v − Iv)|à(⋃Binc) = 0 from (3.2). Then, integration by parts and rearranging terms yield








rE(v − Iv) ds.
By use of Cauchy–Schwarz,




G (v − Iv)‖L2(G) + ∑
E∈Eint
‖rE‖L2(E)‖v − Iv‖L2(E).
With the interpolation estimates of Lemma 3.4 and another application of Cauchy–Schwarz, we arrive at
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3.3 Proof of Eciency
The eciency of ç can be derived by a combination of standard arguments, see [22], and the interpolation
error estimates of Section 3.1.
We denote by ÷G ∈ H10 (G) the usual element bubble function on G ∈ G and by ÷E ∈ H
1
0 (øE) the usual
edge bubble function with support on the patch øE of edge E ∈ E, see [22] for details. The denition of bubble
functions on triangular and quadrilateral elements can also be found in [1]. Note that an edge bubble function
÷E is continuous along E ∈ E in both congurations which may occur, i.e., for some T1, T2 ∈ T and Q ∈ Q,
E = T1 ∩ T2 or E = T1 ∩ Q.
In any case, the usual estimates for edge bubbles hold, see, e.g., [22]. ForQ ∈ Q, we set÷Q = ÷Qref ∘ J
−1
Q the
pull-back onto the bubble function of the reference rectangle. Local eciency is rst shown for the volume
residual, then for the edge residual.












≤ ‖∇(u − uNFEM)‖L2(G)‖∇(ℎ
2
GvG)‖L2(G) + ‖ℎG(f − fG)‖L2(G)‖ℎGvG‖L2(G)
≲ (‖∇e‖L2(G) + ‖ℎG(f − fG)‖L2(G))‖ℎG ̃rG‖L2(G).
Here, we have used the inverse inequality ‖∇(ℎ2G ̃rG)‖L2(G) ≲ ‖ℎG ̃rG‖L2(G) on G ∈ G for any v ∈ V(G) with a
constant independent of the mesh size ℎG and ℎG∇÷G ≤ C with C depending on anisotropy diam(G)/√|G|.
Such inverse estimates are standard for classical FEM and can be proved with techniques as in [20]. With the
split
‖ℎGrG‖L2(G) ≤ ‖ℎG ̃rG‖L2(G) + ‖ℎG(f − fG)‖L2(G)
we obtain
‖ℎGrG‖L2(G) ≲ ‖∇e‖L2(G) + osc(f, G). (3.10)
Note that along some edgeE ∈ E\ΓD withE = G+∩G−,G+, G− ∈ G, the jump [∇uNFEM ⋅nE]E is not constant.
Let vE : øE → ℝ be the piecewise (with regard to G+ and G−) harmonic function with vE|E = ÷E[∇uNFEM ⋅ nE]E





[∇uNFEM ⋅ nE]EvE ds = ∫
øE
rGvE dx − Res(vE)
≲ ‖rG‖L2(øE)‖vE‖L2(øE) + ‖∇e‖L2(øE)‖∇vE‖L2(øE)
≲ (ℎ1/2E ‖rG‖L2(øE) + ℎ
−1/2
E ‖∇e‖L2(øE))‖[∇uNFEM ⋅ nE]E‖L2(E).
The constant in the trace inequality depends on anisotropy of the element. This, (3.10) and a triangle inequal-
ity yield the assertion
‖[∇uNFEM ⋅ nE]E‖L2(E) ≲ ℎ
1/2
E ‖f + divG ∇uNFEM‖L2(øE) + ℎ
−1/2
E ‖∇e‖L2(øE).
Note that edges on the Neumann boundary can be treated in the same way.
4 Numerical Examples
This section is concerned with the practical assessment of the Network FEM described in Section 2. In Sec-
tion 4.1, the percolation eect is demonstrated with domains with many densely packed inclusions. When
the density of ller particles becomes high enough, connected paths through the domain can emanate which
leads to a strong increase of the energy of the solution. We demonstrate that the energy of the solution uNFEM
depends on thedensity of particles andon their distance. It is illustratednumerically that the error is basically
independent of the inclusion distance and thus of the energy E(uNFEM).
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In Section 4.2 we compare the simulation of inclusions distributed in a structured and in a random way.
The striking observation is that for identical volume fraction, i.e., the same number of inclusions, the two
settings exhibit completely dierent properties. While percolation can be seen in the structured case, the en-
ergy E(uNFEM) stays nearly constant with random particle distributions. Since many methods for multiscale
problems like several popular multiscale FEM and classical homogenization assume periodicity of the mi-
croscale in the limit, this nding strongly supports the explicit resolution of the actual microscale structure
as pursued in the presented Network FEM.
For all computations, model problem (1.1) on the square domain Ω∗ := [0, 1]2 with equi-sized inclusions
is employed. On the left and right boundary, homogeneous Neumann boundary data are prescribed. Dirichlet
data is set on the top and bottom boundaries with u|y=0 = 0 and u|y=1 = 1. Since the problem can be regarded
as stochastic due to the randomly distributed particles, a set of realizations is computed and statistics are
evaluated afterwards.
In order to obtain an adequate boundary representationwith the grid, wemirror the perforated domainΩ
along all four sides andalso along the four corners ofΩ∗.We then apply the algorithmdescribed in Section 2.1.
Next, quadrilaterals in Qwhich intersect àΩ∗ are identied and their projections ontoΩ∗ are collected in the
set of boundary quadrilaterals QàΩ. Likewise, triangles in T whose projection onto Ω∗ does not deteriorate
are collected in TàΩ. All other new quadrilaterals and all vertices outside of Ω∗ which are not connected to
quadrilaterals in QàΩ are discarded.
Note that there are dierent approaches for the treatment of the boundaries. One possibility is the inser-
tion of nodes (discswith vanishing radius) onto the boundaries. Another approach is thenotion of quasi-discs
as described, e.g., in [5]. A quasi-disc results from an inclusion (close to the boundary) whose projection rays
onto the boundary do not intersect any other inclusion. The projection on the boundary then is handled like
an inclusion inside the domain.
Remark 4.1. Care has to be exercised to achieve a suciently high accuracy for the quadrature on the quadri-
lateral elements of Q since the transformation map can be highly non-linear due to inclusions with very
small distance. This is particularly critical for the evaluation of integrals of second derivatives as required
for the residual error estimator. We employ an adaptive quadrature schemewhich subdivides eachT ∈ Q into
O(log ä−1) isotropic elements for which a conventional quadrature rule results in high accuracy. Here, ä is the
distance of the two inclusions which are connected by T. Thus, the adapted quadrature does not adversely
aect the quasi-optimal complexity of the method.
4.1 Percolation
In this experiment, we assume a set of equally sized inclusions with increasing density. More specically, the
volume fraction |Binc|/|Ω∗| is increased successively up to a value where connected paths of (nearly) touch-
ing inclusions are formed. Along these, unhindered decrease of energy is possible and a sudden change of
eective conductivity is to be expected. The percolation phenomenon becomes apparent from the energy
graphs in Figure 5. In order to facilitate a dense packing, the distribution of inclusions is generated by start-
ing with a structured distribution on a regular lattice and successive removal of random inclusions until the
desired density is reached. Depicted in Figure 5 are the energy and error graphs for inclusions with distances
ù = 10−2, 10−4, 10−6, 10−8. Additionally, upper and lower energy bounds together with the averaged a posteri-
ori error estimator are plotted. We average with regard to 100 realizations of the random domain with xed
volume fraction. It is expected that themaximal energy increases with smaller distances of inclusions. This is
veried numerically in the graphs. Themoderate decrease of the a posteriori error estimator can be attributed
to the increased approximation qualitywithmore inclusions since these are equivalent to degrees of freedom.
This standard setting can frequently be found in the literature; it is, for instance, examined in [5, 18, 19].
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Figure 5. Average energy and a posteriori error estimator for a structured distribution of inclusions with distances ù = 10−2,
10−4, 10−6, 10−8. Upper and lower bounds for the averaged energy due to the error estimator.
4.2 Model Validation
This subsection is concernedwith the comparison of some structured and some randomdistribution of inclu-
sions with equal volume fraction up to VF = 0.5 for all domains. Our experiments illustrate that a distribution
based on a structured setting of Figure 6 (left) exhibits fundamentally dierent behavior than a random dis-
tribution as displayed in Figure 6 (right). In particular, the percolation eect which is based on a very dense
packing and the formation of some closed path through the domain as discussed in the last section cannot
be observed with entirely randomly dispersed inclusions although the same amount of inclusions exists in
the domain. In Figure 7, the energy graphs for the structured and the random case are depicted. We also plot
the upper bound of the energy subject to the a posteriori error estimator, respectively.
This interesting nding questions the assumption of a structured distribution or periodicity in the limit
which is the basis for homogenization and many multiscale approaches.
5 Conclusions and Outlook
This last section is devoted to some conclusions regarding the presented Network FEM. The method benets
from its relation to network methods as well as from its features inherited from classical FEM. Of the former,
the resolution of the small geometrical features of the domain with quasi-optimal complexity is derived. The
latter enables the reliable and ecient error control for the discretization error with some computable a pos-
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Figure 6. Structured and random test domains with equal volume fraction.



















Figure 7. Energy for structured and random test domains with energy upper bound due to a posteriori error estimator.
teriori error estimator. The Network FEM on the one hand is very exible with regard to the size and shape
of the inclusions and may be generalized easily to other settings. On the other hand, it does not suer from
the computational complexity induced by a possibly very ne mesh. It thus succeeds to combine favorable
properties of the two related numerical methods.
Theproposedmethodmaybeunderstood as adiscretizationmodel for thematerial behavior of composite
materials. The computational complexity isminimal since it is proportional to the complexity of the data, i.e.,
the number of inclusions. At the same time, it sustains the critical structural material properties.
If, in addition to this structurally correct approximation, high accuracy or high resolution of the singular
behavior is required, it is possible to devise adaptive algorithms with the aim to improve the approximation
locallywhere the current error is large. An immediate approachwould be to introduce additional verticeswith
radius zero wherever the error indicator exceeds a certain threshold. Since this only concerns triangular ele-
ments, a complicated remeshing of the entire domain could be avoided by a selective subdivision of marked
elements. A detailed examination of possible renement strategies and the resulting convergence properties
of adaptive NFEM is left for future research.
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