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1. DEFINITIONS AND STATEMENTS OF RESULTS 
Let X be a Hilbert space and let T = (T1),,, be a C, semigroup of linear 
operators on X, with generator A. The aim of this paper is to show how 
information about the behavior of T, for large t can be obtained from 
information about the behavior of the resolvent (sl- A)-’ for s with large 
imaginary part, and vice versa. In particular, the type of U can easily be 
determined if we know on which vertical lines in the complex plane the 
resolvent is bounded. 
We start by defining a sequence of numbers (oU,), which give informa- 
tion about the behavior of the semigroup for large t. 
DEFINITION 1.1. Let U be a semigroup on the Hilbert space X, with 
generator A, and let NE (0, 1,2, . ..}. The Nth asymptotic type of 8, 
denoted w;, is the smallest element in [ - co, oz ) such that for any o > o”, 
sup e-“J’/u,xl~ < co, v XE D(AN). (1.1) 
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We will now define a sequence of numbers (oh), which give information 
about the behavior of the resolvent for s with large Im s. For that we need 
the following concept, introduced by M. Slemrod in [9] (see also 
Section 5 ). 
DEFINITION 1.2. Let A be the generator of a semigroup on the Hilbert 
space X, let w  E [ - co, cc ), and let NE (0, 1, 2, ._. }. The operator A satisfies 
the resolvent growth assumption for o and N if 
(i) the open half-plane determined by Res>o is contained in the 
resolvent set p(A), 
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(ii) there is a function K,: (0, co) + (0, co) such that for any c1> o 
and any YE [w 
Il((a+iy)I-A)-‘11 %K,(a).(l + Ivl)“, (1.2) 
(iii) the function K, is bounded on compact intervals. 
It is easy to see that for given N, the set of those w  E [ - co, co) for which 
the above conditions are satisfied is a closed interval, unbounded to the 
right (and possibly to the left, i.e., it might be all of [-cc, co)). That 
makes the following definition natural. 
DEFINITION 1.3. Let T be a semigroup on the Hilbert space X, with 
infinitesimal generator A, and let NE (0, 1,2, . ..}. The Nth spectral type of 
T, denoted OS,, is the smallest element in [-cc, 00) such that A satisfies 
the resolvent growth assumption for CC&, and N. 
For more about the numbers w> and oh see Section 2. 
Our main result is the following. 
THEOREM 1.4. Let T be a semigroup on the Hilbert space X. Then for 
any NE (0, 1, 2, . ..}. the Nth asymptotic type of % is equal to the Nth 
spectral type of U, i.e., 0: = fir;. 
The proof of this theorem is the subject of Section 3. 
In Section 4 we discuss how conditions (ii) and (iii) in Definition 1.2 can 
be relaxed, getting equivalent definitions of the resolvent growth assump- 
tion. One way to do this is by using the Phragmen-Lindelbf principle. 
Another way, suited for N =O, leads to a simple characterisation of the 
type in terms of the resolvent, which we state below. 
THEOREM 1.5. Let T be a semigroup on the Hilbert space X, with 
infinitesimal generator A and type coo. Let A0 be the smallest element in 
[ - co, co ) such that 
(i) the open half-plane Re s > 1, is contained in p(A), 
(ii) for any 1 > lo, the resolvent (sl- A))’ is bounded on the vertical 
line Re s = A. 
Then & is the type of U, i.e., A,, = o,,. 
For the proof see Section 4. 
For the Banach space case see Section 5. 
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2. MORE ABOUT ASYMPTOTIC AND SPECTRAL TYPE 
We recall some concepts from semigroup theory. The typ:pr of the semi- 
group T, denoted cog, is the smallest element in [ - cc, cx ) such that for 
any o > w0 there is a positive constant M,:, for which 
llU,ll d M,,e”” (2.1) 
(see, e.g., Butzer and Berens [ 1 I). Let A be the generator of T and let o(A) 
denote the spectrum of A. The spectral hound of A is 
w,, = sup Re a( A ). 
Generally we have that 
Semigroups for which w, = w0 are said to satify the spectrum determined 
growth assumption; see Triggiani [lo]. Such are, for example, the semi- 
groups which for large t are compact (see Zabczyk [ 133) and the semi- 
groups which for large t are differentiable (see Triggiani [lo] or Slemrod 
[9]). More generally, see Nagel [6, p. 871. For examples of semigroups on 
Hilbert spaces with o,~ < o,, see Hille and Phillips [3, p. 6651 or Zabczyk 
CQI. 
We now introduce a sequence of Hilbert spaces associated to the original 
Hilbert space X and the semigroup T acting on X. For NE (0, 1,2, . ..} we 
consider on D(AN) the norm 
Ilxll;= llxl/*+ IIAxl12+ ... + llANX112. (2.2) 
In particular (Ix(IO = I/x/I. This new norm is equivalent with the following 
one. Let B be a fixed element of the resolvent set p(A). Then the linear 
operator (flZ-- A)N: D(AN) ---f X is one-to-one and onto. Hence the vector 
space D(AN) with the norm 
Ilxllh= IIW-AY.4 (2.3) 
becomes a Hilbert space, which we denote by X,. The operators Z, A, 
A*, . . . . AN are continuous if regarded as operators from X, to X. It follows 
that on X, the norms defined by (2.2) and (2.3) are equivalent. The restric- 
tions of the operators T, to X, form a C, semigroup on A’,, which is 
isomorphic to the original semigroup (in particular, it has the same type). 
Using the norm 11. Ij ,,,, we can give useful equivalent definitions for w; 
and for 0%. The next proposition gives an equivalent definition of the 
asymptotic type w:. 
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PROPOSITION 2.1. Let X, T, N, and co; be as in Definition 1.1. Then co: 
is the smallest element in [ - 00, co) with the following property: for any 
o > co% there is a constant m, > 0 such that for an)’ t 2 0 
ll~,xll 6 m,,e’“* . II4 N, VXE X,, (2.4) 
where llxllN is defined by (2.2). 
Proof We have to show that for any o E Iw, (1.1) is equivalent with 
(2.4). It is obvious that (2.4) implies (1.1). The converse follows from the 
uniform boundedness principle. 1 
In particular, for N = 0 it follows from Proposition 2.1 that wg is exactly 
the type oO. Further, since the domain D(AN) is decreasing with N, it 
follows immediately from the definition that the sequence w: is decreasing. 
The following picture emerges: 
On the other hand, it is not difficult to see from the definition that the 
sequence 0; is decreasing with N but remains bigger than the spectral 
bound w,~: 
It follows from the last two strings of inequalities that if Theorem 1.4 is true 
then all the asymptotic and spectral types’of U are contained in the interval 
[o,, wO]. In particular, if U satisfies the spectrum determined growth 
assumption, then all the asymptotic and spectral types are equal. 
The limit of the sequence (ok) may be strictly bigger than w,; see 
Example 2.3 below. 
The next proposition gives an equivalent definition of the numbers wk. 
PROPOSITION 2.2. Let X, %, A, N, and co> be as in Definition 1.3. Then 
w”, is the smallest element in [ - co, 00) with the following property: for any 
w  > wk there is a constant c, > 0 such that for any complex s in the half- 
plane Re s z w  the resolvent exists and 
where I(x(IN is defined by (2.2). 
Proof Let vN be the smallest element in [-co, co) with the property 
given in the proposition. We have to show that vN= wk. To achieve that, 
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we will show that for any real w, the statements w  > o:v and w  > v,%, are 
equivalent. First we assume 
so A satisfies the resolvent growth assumption for o and N. Let fl E (w;, o) 
be fixed. We claim that there is a C > 0 such that 
(2.6) 
Let A > wO, where w0 is the type of T. It is an easy consequence of the 
Hille-Yosida theorem (see, e.g., Pazy [7, p. 201) that (sl- A) ’ is 
bounded on the half-plane Re s 3 2, so the expression on the left-hand side 
of (2.6) is bounded for Re s > 1. On the other hand, by condition (ii) of 
Definition 1.2 and a short and elementary computation, for any c1> w  we 
have 
where k is a constant depending on w  - /l and KN: (ox;, co) + (0, 0~) is the 
function introduced in Definition 1.2. By condition (iii) of Definition 1.2, 
K, is bounded on [w, A] (this interval might be void, if w  > A). Hence the 
expression on the left-hand side of (2.6) is bounded also on the strip 
o < Re s 6 1. Thus we have proved our claim (2.6 j. 
Now we need the following identity. For any XE o(AN), denoting 
z, = (PI-- A)N x, we have for Re s > o 
(sl- A)-’ x=&JsZ-A)~‘Z~ 
This follows by induction from the resolvent identity. Denoting 
r= II(flZ-A)pl((, we get from (2.6) and (2.7) that for Res>,o 
ll(sZ- A)-’ XII < c. /Iz,ll + f yN+1 llqII 
,=I to-PBY 
= m . IlzA 
where m > 0 is independent of x and s. 
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By the equivalence of the norms (2.2) and (2.3) there is a constant 
m’ > 0 such that 
llzxll 6 m’ . II&, VXEXN. 
Denoting c, = m m’, we get (2.5). That means that o > v,,,. 
Now assume 
i.e., there is a constant c, > 0 such that for any s in the half-plane Re s > o 
the resolvent exists and the estimate (2.5) holds. We have to show that 
conditions (i), (ii), and (iii) of Definition 1.2 are satisfied. Condition (i) is 
trivially satisfied. Let /3 E (v,, w) be fixed. As in the lirst part of the proof, 
we claim that there is a C> 0 such that (2.6) holds. Let x E X, and let 
z,~ = (PI-- A)N x. Denote r = II(/IZ- A)-‘ll. From the identity (2.7) and the 
estimate (2.5) we get that for Re s > w  
By the equivalence of the norms (2.2) and (2.3), there is a constant 
rn” > 0 such that 
llxll N d ,” ’ ~~z~~~~ VXEXN. 
Together with the previous inequality that implies that there is a C > 0, 
independent of x, such that 
$q IIW-A)r’zxll GC. llzxll for Resaw. 
Since any element of X can be written in the form z, for some x E X,, (2.6) 
follows. 
Let A> oo, where o. is the type of 8. By an easy computation, one can 
find a constant K, > 0 such that for c1 E [w, A] 
Let K, be an upper bound for II (sl- A) - ’ 11 on the half-plane Re s 2 A. 
Putting K=max{K,, K,), we get that for any cc20 and any real y 
Il((a+iY)z-A)-lll <K.(l + Iyl)“. 
In particular, A satisfies the resolvent growth assumption for o and N. 
That means that o > 0%. fi 
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EXAMPLE 2.3. We consider the class of semigroups constructed in 
Zabczyk [12]. To each sequence (A,,) of real numbers with /jV,,j -+ =c, there 
corresponds a semigroup T on I2 in the following way. We represent 1’ as 
the space of sequences (x,,) with X,,E C”. For any n E N, A, is the n x n 
matrix with 1 above the diagonal and 0 otherwise. The semigroup is given 
by 
U,(x,) = (&eAn’xn), 
and its generator A is 
A(x,) = ((i&J+ A,) x,), 
with domain 
D(A) = {(x,) E I2 ( (2,x,) E I’}. 
We have 
a(A)= {i%,Ind}, 
so w,=O, and for t20 
IIJJII = et, 
so the type oO= 1. The resolvent is given by 
and its norm is 
Il(iZ-A)- ‘11 =pzp, II((E”-i~,)z-A,)-‘/I. (2.8) 
All this is proved in Zabczyk [12]. 
We shall prove the following formula, determining the spectral types w; 
(and hence the asymptotic types 0%) as functions of the asymptotic 
behavior of the sequence (A,): 
(2.9) 
In particular, 
0% = (0.; )“. 
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For example, if i,, = 2” then oh = l/2? If 1, = 2”’ then wk = 0. If I, = n 
then w; = 1, which shows that lim ok > co, is possible. 
In order to prove (2.9), we shall need the following estimate. For 111 > 1 
and any HEN 
1 
lI(~~-~.)-~‘II 6 l~l _ 1’ (2.10) 
This follows from 
(~z-A.)~1=1~‘z+3.~2A....+~~“A::~’, (2.11) 
where liA:li = 1 for kE (1, 2, . . . . n- 1). 
Another estimate which we shall need is the following. For a E (0, 1) and 
rzEN 
‘$6 II(crZ-A.)p’ll = sup II(IIZ-A,))‘ll&.-$. (2.12) 
R.Zl=* 
To prove (2.12), first we notice that for 1, = cc, (2.11) implies 
$6 ll(aZ-A.)-‘II&-$ 
It remains to prove the equality in (2.12). Let 1 E @ with A # 0, let u = n/111, 
and let U be the n x n matrix having the numbers (1, U, . . . . an--l) on its 
diagonal and 0 otherwise. Then it is easy to check that 
(AZ-A,)-‘=: u(lnlz-A,)-’ u-‘. 
Since U is unitary, it follows that 
II(~~-4?rII = Il(l4 I-4x’II. (2.13) 
It is easy to check that I[(/~/ I-A,)-‘11 d ecreases as 111 increases, so its 
maximum on the line Re 1= M is obtained for 1= c(. Thus we have proved 
the estimate (2.12). 
Now we turn to the proof of (2.9). Let NE N be fixed and let r denote 
the right-hand side of (2.9), so r E [0, 11. First we show that ok > r. If r = 0 
then this is obvious. If r > 0 then we show that for any o < r, the resolvent 
growth assumption is not satisfied for o and N. Let c1 E (w, r) with tl > 0. 
The fact that c1< r implies that we can find a C> 1 and an infinite set 
Yc N such that for nEY 
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Together with (2.8) and (2.12) this gives that for n g.9 
Il((r+ ii.,,) Z-A) ‘11 3 C”li,,J”. 
This shows that (1.2) is not satisfied. 
Now we show that w; < r, by proving that the resolvent growth assump- 
tion is satisfied for r and N. If r = 1 then this is obvious. If r < 1 then we 
show that for any a > r the estimate ( 1.2) holds. First we assume a E (r, 1). 
The fact that CI > r implies that we can find a C > 1 such that for n E N 
Together with (2.10) and (2.12) we can deduce that there is a constant 
K > 0, independent of n, such that for any y E Iw 
ll((a+iy-iE.,,)Z-A,,)~‘/1 dK.(l + lyi)“. 
By (2.8) we get that (1.2) is satisfied for a. Since for /1 in the right open 
half-plane I/ (AZ - A ) - ’ II decreases as Re i increases (this follows from (2.8 ) 
and (2.13)), it follows that if (1.2) is satisfied for some tx > 0 then it is 
automatically satisfied for any bigger a and the function KN(a) decreases 
as c1 increases. Therefore (1.2) is satisfied for any c1> r and condition (iii) 
of Definition 1.2 is also satisfied. This finishes the proof of formula (2.9). 
3. PROOF OF THE MAIN RESULT 
We shall need two lemmas, which are in no way new but we state them 
in order to make the proof of Theorem 1.4 easier to follow. The first lemma 
is in fact a theorem of Paley and Wiener rewritten for Hilbert space-valued 
functions. For J a real interval and X a Hilbert space, L’(J, X) will denote 
the Hilbert space of strongly measurable functions h: J+ X for which 
t -+ Ilh(t)ll is in L’(J). 
LEMMA 3.1. Let X be a Hilbert space and G an analytic X-valued 
function defined on the right open half-plane {s E C I Re s > O}. 
If the restriction of G to any vertical line in its domain is in 
L2(( - co, a), X) and the L ‘-norm qf the restrictions is bounded, i.e., 
j 
9 + 13c 
SUP IlWN2 ds < ~0, a,O z~~ir (3.1) 
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then G is the Laplace-transform of a function g E L*( [0, 00 ), X), i.e., 
G(s) = Iox e-“‘g(t) dt. (3.2) 
Sketch of the Proof The range of G is separable, hence contained in a 
subspace X0 with a countable orthonormal basis (6,I k E N }. Let Gk, 
k E N, be the coordinates of G in this basis, i.e., G,(s) = (G(s), bk), then 
according to the classical Paley-Wiener theorem, each Gk is the Laplace- 
transform of a function g, E L*[O, co). The series Ckt N g,b, is convergent 
in L’( [0, co), X0), because its terms are orthogonal and the norms of its 
terms are square summable. The sum g of the series has G as its Laplace- 
transform. 1 
The second lemma is a stability result for semigroups of operators. 
LEMMA 3.2. Let T be a semigroup of operators acting on the Hilbert 
space X. If an element x E X is such that 
I = IIUrxI12 dt < GO, 0 (3.3) 
then T,x+O, as t+ 00. 
Although the lemma is not stated explicitly in Pazy [7], the proof of a 
strengthened form of it constitutes the first part of the proof of Theorem 4.1 
on p. 116 of the book. 
Proof of Theorem 1.4. Let NE (0, 1,2, . ..} be fixed. It will be enough 
to show that for any real o, the statements o > ok and w  >w; are 
equivalent. First we assume 
Let the semigroup i be defined by 
f, = eC”‘U,, 
so the generator of t is A” = A -OZ. Let X, be the Hilbert space intro- 
duced in Section 2, so (as a set) X, = D(AN). Let x E X, be fixed for a 
while and let f: [0, 03 ) + X, be defined by 
for tE [0, 11, 
for t > 0. 
Let F be the Laplace-transform off (see (3.2)), then F is an XMvalued 
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entire function. An easy computation gives that for s E p(A), in particular 
for Res30, 
F(s)=(s-A) ‘(Z-P ‘T,)x. 
By the Plancherel theorem applied to the functions t -+ TV “y(t), where 
c( > 0, we get that 
Let g: [0, co) + X, be defined by 
g(t) = j' t,-J(o) da. 
0 
An elementary computation shows that 
1 CT,X s(t)= f x for t E [0, 11, I for t> 1. 
(3.4) 
(3.5) 
Let 9 = {s E C ) Re s > CC&}, where c&, is the type of t. As we can see from 
(3.5), the Laplace-integral of g is absolutely convergent for .YE~. Let 
G,: 9 + X,V be the Laplace-transform of g. It follows from the definition of 
g (as a convolution) that for any se9 
G,(s) = (sl- 1) ’ F(s). (3.6) 
Since F is entire and (sl- 2) ~ ’ is analytic on the open half-plane Re s > 0, 
we can define by formula (3.6) an analytic continuation of G,, denoted G, 
to the open half-plane Re s > 0. If we regard G as an X-valued function, 
then by Proposition 2.2 (taking into account that 2 = A - wl) we get 
/IG(s 6 cc,. llf’(s)ll. for Res>O. 
Together with (3.4) we get that G satisfies (3.1). By Lemma 3.1, G is the 
Laplace-transform of a function g E L2( [0, CC ), X). Since the Laplace-trans- 
formation is one-to-one, g= g. Looking at (3.5), we conclude that 
I IJ llf,xl12 dt< co. 0 
By Lemma 3.2, f,x -+ 0 as t -+ co, in particular 
sup IIT- < a. 
I>0 
THE RESOLVENT GROWTH ASSUMPTION 165 
The above inequality being true for any x E X,, by the uniform bounded- 
ness principle there is a constant m, > 0 such that for any t > 0 
Ilt,ll ~p(x,~.x~ 6 m,. 
Coming back to the semigroup 8, the previous inequality reads 
ll~4ll d mw~w’llxllN, VXE A-,, 
which is exactly (2.4). Hence, by Proposition 2.1, w  > 0:. 
Now assume 
Let /IE (wi, w) be fixed. By Proposition 2.1, there is an mg > 0 such that 
Il%Al 6 mgeP’. llxll N, VXE A-,. (3.7) 
It follows that for any XE X, and any complex s with Re s > /3, the 
Laplace-integral of T,x (see (3.2)) is absolutely convergent and 
l~j 
oz 
e?‘Urx dt <- 
0 II 
Re;p p IIXIIN. (3.8) 
Let for any s with Re s > o the operator R, : X, + X be defined by 
R,yx = 
I 
m e pSr%,x dt. 
0 
From (3.8) denoting 
we see that for Re s > o 
IlRsxll G cc,, II-4 ,v, VXEXN. (3.9) 
Let s with Re s b w  be fixed. We claim that s E p(A) and R, is the restric- 
tion of (sl-A))’ to X,. We start from the identity 
(sl-A)JoTe -S’T,xdt=(Z-e-“TUT)x, (3.10) 
valid for any T2 0 and any x E X. For x E X,, it follows from (3.7) that the 
right-hand side of (3.10) tends (in the space X) to x, as T-+ co. The 
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integral on the left-hand side of (3.10) tends (in A’) to R,x. Since sl- A is 
a closed operator, it follows that R, is in the domain of s/-A, which is 
D(A), and 
(sl-A) R,.x=.x, vx E x,v. (3.11) 
It follows from the definition of R,, that for .YEX~+ ], (sl- A) R,x= 
R,(sZ-A)x. Hence, by (3.11) 
R,,(sZ- A)x = x, VXEX,, ,. (3.12) 
Let PEP(A). It is easy to check, using (3.11) and (3.12), that the operator 
satisfies 
(sl-A)S,x=x, VXEX, 
S,5(sZ- A)x = x, Vx E D(A). 
Hence SE p(A) and S, = (sl- A)-‘. It is easy to see that the restriction of 
S, to A’,,, is R,. Thus we have proved our claim. 
It follows that the half-plane Re $20 is contained in the resolvent set 
p(A) and the estimate (2.5) holds, since it is the same as (3.9). By Proposi- 
tion 2.2, w  > 0;. i 
4. EQUIVALENT FORMULATIONS OF THE 
RESOLVENT GROWTH ASSUMPTION 
Our results will be easier to state if we introduce the following concept. 
DEFINITION 4.1. Let A be the generator of a semigroup on the Hilbert 
space X, let v E ( - co, co), and let NE (0, 1, 2, . . . >. The operator A satisfies 
the strict resolvent growth assumption for v and N if 
(i) the closed half-plane Re s > v is contained in p(A), 
(ii) there is a constant K > 0 such that for any a > v and any y E Iw 
ll((cr+iy)Z-A)-‘/1 dK.(l +IYI)~. (4.1) 
The relationship between the above concept and that introduced in 
Definition 1.2 is described in the following simple proposition. 
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PROPOSITION 4.2. Let X, A, and N be as in Definition 4.1 and let 
w E [ - co, co). Then A satisfies the resolvent growth assumption for o and 
N tf and only iffor any v > co, A satisfies the strict resolvent growth assump- 
tion for v and N. 
Proof Suppose A satisfies the resolvent growth assumption for o and 
N and let v>w. Let A>w,, where o0 is the type of the semigroup 
generated by A. (sl- A) --’ is bounded on the half-plane Re s > A and the 
function K, : (0, cc ) -+ (0, cc ) introduced in Definition 1.2 is bounded on 
[v, A] (this interval might be void, if v > A). It follows that (4.1) holds. 
Conversely, suppose for any v > o, (4.1) holds with the constant K 
depending on v, K = K(V). Taking a decreasing sequence (v,) with vn > o, 
v,, -+ w, and defining the function K,: (w, 00) -+ (0, 00) by K,,,(E) = K(v~) 
for a>~,, KN(~)=~(v,) for v,+,<LY<v~, n=2,3,..., we get that (1.2) 
holds. 1 
It follows from the previous proposition that any equivalent formulation 
of the strict resolvent growth assumption automatically yields an equiv- 
alent formulation of the resolvent growth assumption. The next two 
propositions give equivalent formulations of the strict resolvent growth 
assumption based on the Phragmen-Lindeliif principle. 
PROPOSITION 4.3. Let A be the generator of a semigroup on the Hilbert 
space X, let v E ( - co, 00 ), and let NE { 0, 1, 2, . . . }. Then A satisfies the strict 
resolvent growth assumption for v and N tf and only if the following condi- 
tions are satisfied: 
(i) the closed half-plane Re s 2 v is contained in p(A), 
(ii) there is a constant C > 0 such that for any y E R! 
ll((v+ir)Z-A)-‘11 GC.(l + Ivl)“, (4.2) 
(iii) there are constants m and k (no matter how large) such that 
II(sl--A)-‘11 <rn.e”‘““” for Re s3 v. 
Proof: Suppose that conditions (i), (ii), and (iii) are satisfied. Let 
X, y E X with llxl] = II yl] = 1 and j3 = v - 1. Let the complex-valued function 
f be defined for Re s b v by 
1 
f(s) = (s _ b)N ~ ((sl-A)-‘x, y). 
By (4.2) and the fact that 1 + ]yI <2’j2(1 + y2)rj2, we get that for Re s= v 
1 f(s)1 d 2N’2. c. (4.3) 
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In the half-plane Re s3 v we have 
If(s)I drn CAlm \I’, 
The function f  is a Laplace-transform. Therefore, we can apply a 
Phragmen-Lindelbf type theorem, valid only for Laplace-transforms, which 
appears in Doetsch [2, p. 1821, getting that (4.3) holds for any s in the 
half-plane Re s > v. Taking supremum with respect to x and y, we get 
ll(sZ-A) -‘II 62N’2C. Is-/q” for Res>v. 
As in the last part of the proof of Proposition 2.2, that implies the estimate 
(4.1) for some suitable K > 0. 1 
PROPOSITION 4.4. Let A be the generator qf a semigroup on the Hilhert 
space X, let v E ( - =o, CC ), and let NE { 0, 1, 2, . . . }. Then A satisfies the strict 
resolvent growth assumption for v and N if and only if the following condi- 
tions are satisfied: 
(i) the closed half-plane Re s > v is contained in p(A), 
(ii) there is a function K, : [v, ccj ) -+ (0, CC ) such that for any a 3 v 
and any 7 E R 
ll((~+iy)~-A)~‘II <K,(a).(l + IA)“, (4.4) 
(iii) there are constants m and a (no matter how large) such that 
ll(sZ-- A))’ I/ d m . e”“’ for Re s> v. 
Proof. Suppose that conditions (i), (ii), and (iii) are satisfied. Let 
x, y, /I and f  be defined as in the proof of Proposition 4.3. Let i > wO, 
where o0 is the type of the semigroup generated by A. We divide the inter- 
val [v, A] into finitely many subintervals [cr,, elk+ ,I, 1 <k < n, such that 
ak+l- akcda, k=l , . . . . n. 
On each of the vertical strips ak d Re s d mk + , , f‘ satisfies all the assump- 
tions of a Phragmen-Lindelof type theorem, stated, for example, in 
Littlewood [S, p. 1071. We get that there is a constant Ck > 0 such that 
Taking C = max{ C, , . . . . C,}, we get that f(s) < C on the strip v < Re s < 1.. 
By the uniform boundedness principle and a simple inequality we get that 
for some K > 0, (4.1) holds on the same strip. Since (sl- A))’ is bounded 
on the half-plane Re s 2 2, it follows that (4.1) remains true on the half- 
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plane Re s > v. Hence A satisfies the strict resolvent growth assumption for 
v and N. 
The converse is obvious. 1 
The following lemma concerning resolvents can be found (in a slightly 
stronger form) in Butzer and Berens [ 1, p. 311. 
LEMMA 4.5. Let X he a Hilbert space and A: D(A) -+X a closed linear 
operator with nonvoid resolvent p(A). Let s,~p(A) and put % = 
II(s,Z- A)-‘lI. Then 
where d(s,, C(A)) denotes the distance,from sO to the spectrum o(A). Further, 
for s E @ such that Is - .~,,I < l/%, 
II(‘II < ’ 
1- Is-ssoI .g. 
(4.5) 
Proof of Theorem 1.5. Let K,: (&, co) + (0, co) be defined by 
K,(a) = sup Il((a + fin) I- A)-‘11. 
: E R 
It follows from Lemma 4.5 (the estimate (4.5)) that K, is upper semicon- 
tinuous. Hence, K, is bounded on compact intervals, so A satisfies the 
resolvent growth assumption for A0 and 0, so A,3 wh. We know from 
Theorem 1.4 and Proposition 2.1 that CDS, = oO, so &,a q,. 
On the other hand, it is clear that for any i > wO, (sl- A)- I is bounded 
on the vertical line Re s = 1, which means A,, 6 oO. So finally A., = oO. 1 
5. THE BANACH SPACE CASE AND COMPARISON 
WITH EARLIER RESULTS 
For semigroups acting on Banach spaces, the asymptotic and spectral 
types can be defined in the same way as we did on Hilbert spaces. Every- 
thing written in Section 2 (including Propositions 2.1 and 2.2) remains 
valid if we exchange everywhere “Hilbert space” by “Banach space.” The 
same is true for Lemma 3.2, but not for Lemma 3.1. This causes the proof 
of Theorem 1.4 to break down in one direction, so in the Banach space 
case we can only prove that 
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Propositions 4.2, 4.3, and 4.4 and Lemma 4.5 remain valid on Banach 
spaces. Theorem 1.5 is generally not true, we only have that i, = WA. 
Let us clarify the relationship between our results and those of Slemrod 
[9]. There are several minor differences between our Definition 1.2 and the 
corresponding one in 191. In [9], the underlying space is a Banach space, 
while here it is a Hilbert space. In [9], N is any integer and o is assumed 
to be negative, while we consider only nonnegative N and allow any real 
Q. In [9], the analogue of our inequality (1.2) is written in the form 
Although not stated explicitly in [9], it follows later from the context that 
with respect to Re 2, the above estimate is assumed to hold uniformly on 
compact intervals in (0, co), which is our condition (iii). 
If we decompose our main result w”, = 0.; into o”, < w.; and 0% > c&, 
then we can say that the first half of our result constitutes a strengthening, 
for the Hilbert space case, of the main result of [9]. Indeed, a relatively 
simple argument shows that part (i) of Slemrod’s main theorem is equiv- 
alent with the fact that if the resolvent growth assumption is satisfied for 
x and N - 2, where N 3 0, then for any w > cx the estimate (2.4) holds. That 
means 
Our Theorem 1.4 shows that on Hilbert spaces this remains true with N 
instead of N - 2. Part (ii) of Slemrod’s main theorem is equivalent with the 
fact that if the resolvent growth assumption is satisfied for c1 and N - 1, 
where N > 0, then for any fl> ~1, any x E D(A “‘), and any y E X, the function 
t -+ e-“‘( T,x, y ) is square integrable on [0, co). On Hilbert spaces, this is 
a consequence of our Theorem 1.4 and it remains true with N instead of 
N- 1. 
The case N= 0 of our main result (Theorem 1.4) appears in Priiss [S, 
p. 8521, Voigt [ 111, and Huang Falun [4]. Voigt [ 1 l] calls og the 
uniform spectral bound of the semigroup and mentions that w;f > o: holds 
on Banach spaces. About 0;1, WY and Slemrod’s results see also Nagel [6, 
Chapt. A-IV]. 
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Note added in proof In the recent paper Wrobel [ 141, it is shown that for semigroups on 
certain Banach spaces the estimate w% 6 o;,,-, holds, an improvement of Slemrod’s result. It 
is also shown (by a method different from ours) that on a Hilbert space (11% = wjhi. Some 
related material has also appeared in Weiss [ 15, Sect. 41. 
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