Abstract. We find a concrete integral formula for the class of generalized Toeplitz operators T a in Bergman spaces A p , 1 < p < ∞, studied in an earlier work by the authors. The result is extended to little Hankel operators. We give an example of an L 2 -symbol a such that T |a| fails to be bounded in A 2 , although T a : A 2 → A 2 is seen to be bounded by using the generalized definition. We also confirm that the generalized definition coincides with the classical one whenever the latter makes sense.
Introduction.
Consider the space L p := (L p (D, dA), · p ), where 1 < p < ∞ and dA is the normalized area measure on the unit disc D of the complex plane, and the Bergman space A p , which is the closed subspace of L p consisting of analytic functions. The Bergman projection P is the orthogonal projection of L 2 onto A 2 , and it has the integral representation
It is also known to be a bounded projection of L p onto A p for every 1 < p < ∞. For an integrable function a : D → C and, say, bounded analytic functions f , the Toeplitz operator T a with symbol a is defined by
Since P is bounded, it follows easily that T a extends to a bounded operator A p → A p for 1 < p < ∞, whenever a is a bounded measurable function. The question of the boundedness of T a on A p with unbounded symbols is a long-standing problem. Examples of unbounded symbols inducing bounded Toeplitz operators can be easily constructed, since the behaviour of the symbol inside any compact subset of D is not important for the boundedness of the operator. Also it is not difficult to find unbounded symbols a for which the integral in (1.1) converges, say, for all f ∈ A 2 but the operator is not bounded; see Section 3 for an interesting example. We refer to the papers [1] , [2] , [3] , [4] , [5] , [6] , [8] , [10] , [11] , [12] , [14] , [15] , [16] , [18] for classical and recent results on the boundedness and compactness of Toeplitz operators on Bergman spaces.
In the paper [13] we have given a generalized definition of Toeplitz operators, which we denote here T a . The definition takes efficiently into account the possible cancellation phenomena of a symbol. This leads to very weak sufficient conditions for the boundedness of Toeplitz operators. More precisely, in the reference it was shown that T a is bounded under an averaging condition for the symbol itself rather than for its modulus (the result is repeated and also extended to little Hankel operators in Theorem 1.2, below). However, the presentation of the result in [13] has some shortcomings and accordingly the purpose of this paper is to make some improvements, which will be described in detail at the end of this section.
The results of [13] show that cancellation phenomena may be essential in order to have a bounded operator T a . Here, we give an example which emphasizes this: in Section 3 we study the radial symbol a ∈ L 2 , where a(z) = |z| −1 (1 − |z|) −1/4 sin((1 − |z|) −1 ) for |z| ≥ 1/2, and prove that the operator T a is bounded in A p , although T |a| is obviously not. Thus, the boundedness of T a cannot be proven by conventional methods that only take into account the modulus of the symbol. We can actually construct such a symbol in any given space L q with q < ∞. Given a ∈ L 1 , the little Hankel operator h a with symbol a is defined as
for f ∈ A p such that this integral converges. In this paper we make the observation that the generalized definition of a Toeplitz operator and the results of [13] can be extended to the little Hankel case as well. The results for h a are presented in parallel with Toeplitz operators.
As for the notation used in this paper, all function spaces are defined on the open unit disc D. In particular H ∞ denotes the Hardy space of bounded analytic functions on D. If 0 < ρ < 1, we denote D ρ = {|z| ≤ ρ}. We also denote the standard weight by W (z) = 1 − |z| 2 , the kernel functions by K λ (z) = (1 − zλ) −2 and k λ = K λ / K λ 2 = W (λ)k λ , and the Möbius transform by ϕ λ (z) = (λ − z)/(1 − zλ), where z, λ ∈ D. By C, C ′ etc. we mean generic constants, the exact values of which may change from place to place. We will deal with symbols a, which always at least belong to the space L 1 loc of locally integrable functions on D. For other notation and definitions we refer to the book [17] .
Let us first describe briefly the sufficient condition for the boundedness of generalized Toeplitz operators given in [13] . 
where a ∈ L 1 loc . In the following we will study symbols a for which there exists a constant C > 0 such that
for all D ∈ D and all ζ ∈ D.
It turns out that one can proceed to a generalized definition of bounded Toeplitz operators just by using the condition (1.4). However, for the proofs we need to recall some more definitions from [13] . The countably many sets
where, for some m and µ,
p . For all n = n(m, µ) we write
so that F n can actually be considered as a conventional, bounded Toeplitz operator on A p ; similarly for H n . Item 1
• of the following theorem is the main result Theorem 2.3 of [13] . Also, 2
• is an immediate consequence of its proof: we leave to the reader the completely straightforward task to verify that the change zζ →zζ in the denominator does not affect the proof. Theorem 1.2. Let 1 < p < ∞ and assume that a ∈ L 1 loc satisfies the condition (1.4). Then, the following hold true.
converges pointwise, absolutely for almost all z ∈ D, and the generalized Toeplitz operator T a :
is bounded for all 1 < p < ∞, and there is a constant C such that
H n f (z) converges pointwise, absolutely, for almost all z ∈ D. We define the generalized little Hankel operator by
Then, h a : A p → A p is bounded for all 1 < p < ∞, and there is a constant C such that
In this paper we improve Theorem 1.2 in the following ways. 1
• . The definition (1.8) of a generalized Toeplitz operator seems to depend on the geometry of a fixed decomposition (1.5) of the unit disc. (No doubt, other decompositions of D, say with different choices of the points r n and θ n , could be used as well, and it is not a priori clear, if the generalized operator defined in that way coincides with (1.8). In fact, an approach using Whitney decompositions with Euclidean rectangles for simply connected domains was presented in [7] .) In this paper, formula (2.2), we show that the definition (1.8) coincides with a natural radial limit of conventional Toeplitz operators, and thus the dependence of the definition on the decomposition of the disc vanishes.
2
• . It is not difficult to see that the generalized definition (1.8) of a Toeplitz operator coincides with the usual definition, whenever the latter gives a bounded operator and condition (1.4) holds. This simple proof was omitted from [13] , but we present it here in Proposition 3.1. 3
• . The terms F n in the series (1.8) are actually conventional, bounded Toeplitz operators. In [13] it is only shown that the series (1.8) converges in the very weak sense mentioned in Theorem 1.2 above. Here, we show in Theorem 2.1 that the operator series n F n converges in the strong operator topology, and the same is true for the new limit representation (2.2). Theorem 2.1 also contains an immediate application of this result to transposed operators. 4
• . The proof of Theorem 2.3 of [13] contains a small error: the inequality (3.
Main result.
We now give a simplified expression of the generalized Toeplitz operator T a , (1.8), and also treat the little Hankel operator as well as the transposed operators. Given a ∈ L 1 loc and 0 < ρ < 1 we define the function a ρ : D → C by a ρ (z) = a(z), if |z| ≤ ρ and a ρ (z) = 0 otherwise. It is plain that the Toeplitz and little Hankel operators
Theorem 2.1. Let 1 < p < ∞ and 1/p + 1/q = 1, and assume that a ∈ L 1 loc and that (1.4) holds. Then, the generalized Toeplitz operators T a : A p → A p and little Hankel operators h a : A p → L p , defined in (1.8) and (1.9), respectively, can be written as
for all f ∈ A p . The limits converge with respect to the strong operator topology (SOT).
Moreover, the transposed operators (with respect to the standard complex dual pairing) T * a : A q → A q and h * a : L q → A q can be written as
for f ∈ A q and g ∈ L q , for almost all z ∈ D, and the limits here also converge in the SOT.
Remark. In the course of the proof we also show that the sum in (1.8) converges in the SOT and thus improve the result of [13] also in this sense. Of course, the limit on the right hand side of (2.2) cannot in general converge in the operator norm, since the operators T aρ are compact.
Proof. The proof will be given in a few steps. Moreover, we prove the statement (2.2) only for the Toeplitz operator, but the reader is asked to observe the necessary changes for the little Hankel case (2.3).
(i) In the first step we review and strengthen the proof of Theorem 2.3 in [13] concerning the sum in (1.8). Let f ∈ A p be arbitrary. For all n ∈ N we define the collection of all sets D ν which touch the given D n , more precisely,
By the definition of the sets D n , see (1.2)-(1.6), there exist constants N, M ∈ N such that any set D n contains at most N elements D ν and on the other hand, any set D ν belongs to at most M sets D n . Moreover, given D n and w ∈ D n , the subdomain
always contains a Euclidean disc D(w, R) with center w and radius R = R(n) > 0 such that |D(w, R)| ≥ C|D n | (use again the choice of the sets D n to see this).
We claim that for each n and w ∈ D n ,
To prove (2.7), let D(w, R) ⊂ U n be as above. Then, (2.7) follows from the usual subharmonicity property for D(w, R):
From now on we replace the incorrect inequality (3.8) of [13] by (2.7). The proof of [13] , which uses the integration by parts -trick and the assumption (1.4), yields the estimate
where (2.8)
We observe by Theorem 4.28 of [17] that the function g := |f | + |f
in the integrand belongs to L p . Following the argument in [13] , the positive term series
converges for almost all z and defines a function which belongs to L p , since it it is pointwise bounded by the maximal Bergman projection |P | of g. Thus we see that also the series
converges for almost all z, and the sum belongs to L p . This follows from the convergence of (2.9), since the terms of (2.10) consist of the positive expressions G Dn , and any single G Dn can occur at most MN times in (2.10) , by the definition of the numbers N and M.
By (2.8), the convergence of (2.10) implies the absolute convergence of the series n F n f (z) a.e.. We claim that the operator sequence (T (m) ) ∞ m=1 defined by
converges to T a in the SOT, as m → ∞. Indeed, given f ∈ A p and any z ∈ D, the difference
where V m = ∪ n>m D n , has by (2.8) the upper bound
here, µ is some positive integer with µ → ∞ as m → ∞, and χ Vµ is the characteristic function of the set V µ . But we have χ Vµ g p → 0 as µ → ∞, by Lebesgue's dominated convergence theorem. Since |P | is a bounded operator, there also holds |P |(χ Vµ g) p → 0 as µ → ∞. Combining this with the estimates (2.12)-(2.13) we get that T a f − T (m) f p → 0 as m → ∞, which proves the claim. (ii) We next consider the relation of the limit in (2.2) with the sum (1.8). Let us fix n for a moment. Inspecting the proof of [13] we see that given any (r,θ) such that r n <r < r ′ n and θ n <θ < θ ′ n , the expression
has the same upper bound as F n f (z) in (2.8) (cf. (1.7) ), namely
To see this one has to make the straightforward changes to the upper limits of integrals in (3.6)-(3.11) of [13] and also use (2.7). This is left to the reader as an easy task.
Given ρ, the integral in (2.2) can be written as
for some integers m and K > m, and moreover, m → ∞ as ρ → 1. It is then obvious from the estimate (2.14) and the convergence (2.10) that for almost all z, the limit in (2.2) must exist and, by (2.15) , it has to coincide with n F n f (z) = T a f (z), (1.8) .
Concerning the convergence in the SOT, we use (2.14) and (2.15) and the argument around (2.12)-(2.13) to estimate the difference
where µ → ∞ as ρ → 1. Convergence in the SOT follows in the same way as at the end of part (i).
(iii) Let us consider (2.4); let f ∈ A p and g ∈ A q be given. Denoting by ·, · the standard complex dual paring of A p and A q , we have
where the limit and the integral could be commuted because of the convergence of (2.2) in the SOT. Then, (2.17) equals
where at the end we used the fact thatā obviously also satisfies condition (1.4) and the convergence of (2.2) in the SOT. That the limit exist in the SOT follows from the treatment of the limit (2.2), sincē a satisfies (1.4). The proof of the little-Hankel case (2.5) is similar, with obvious changes.
Concluding remarks.
The following observation can be summarized as saying that T a f and T a f coincide, whenever the former operator is bounded and condition (1.4) holds.
Proposition 3.1. Let 1 < p < ∞. Assume that a ∈ L 1 , the integral (1.1) converges for all f ∈ A p and T a : A p → A p is bounded; assume moreover that (1.4) is satisfied so that also T a is bounded in A p . Let f ∈ A p be arbitrary and then let (f n )
, and, consequently, T a f = T a f for all f ∈ A p . The statement remains true for little Hankel operators, with h a replacing T a and h a replacing T a .
Proof. Since T a is a bounded operator A p → A p , we have T a f n → T a f in A p , and thus it is enough to show that T a g = T a g for all g ∈ H ∞ . But for such g, the integral
converges, since a ∈ L 1 and the kernel function ζ → (1 − zζ) 2 is bounded. Then it is clear, see e.g. [9] , Theorem 1.27, that
This proves the result, since
by what is mentioned around (1.8).
The proof in the case of little Hankel operators is the same.
The sufficient condition (1.4) and the definitions (1.8), (2.2) of Toeplitz operators are formulated for quite general locally integrable symbols, but the following example shows that the condition and the boundedness result are useful already in very simple, concrete cases. A well known sufficient condition for the boundedness of T a is that
and this condition is also necessary, if R ∋ a(z) ≥ 0 for all z ∈ D. See [17] .
For every 0 < b ≤ 1/2 we define the symbol
which obviously belongs to L q , if bq < 1. Then, in particular, a 1/4 ∈ L 2 and the defining integral formula of T a 1/4 converges for every f ∈ A 2 . Obviously, the defining formula of T |a 1/4 | also converges for every f ∈ A 2 . However, we have the following result. in a subset of D with area measure at least C(1 − r) 2 (recall that |D| is proportional to (1 − r) 2 ). Then, of course M a (D) ≥ C ′ (1 − r) −b for another constant C ′ > 0, and thus condition (3.1) cannot hold, and the operator T |a b | is unbounded.
The symbol satisfies (1.4), since given D = D(1 − 2δ, θ) with a small enough δ and ζ = ρe iφ ∈ D, we have, using the change of variable y = 1/(1 − ̺) (so that d̺ = y where [x] denotes the integer part of a number x ∈ R. Since |D| is proportional to δ 2 , the condition (1.4) holds true, and T a b is bounded, by Theorem 1.2 and Proposition 3.1.
