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Abstract
“Double hexagonal chains” can be considered as benzenoids constructed by successive fusions of successive naphthalenes along
a zig-zag sequence of triples of edges as appear on opposite sides of each naphthalene unit. In this paper, we discuss the numbers of
k-matchings and k-independent sets of double hexagonal chains, as well as Hosoya indices and Merriﬁeld–Simmons indices, and
obtain some extremal results: among all the double hexagonal chains with the same number of naphthalene units, (a) the double
linear hexagonal chain hasminimal k-matching number andmaximal k-independent set number and (b) the double zig-zag hexagonal
chain has maximal k-matching number and minimal k-independent set number, which are extensions to hexagonal chains [L. Zhang
and F. Zhang, Extremal hexagonal chains concerning k-matchings and k-independent sets, J. Math. Chem. 27 (2000) 319–329].
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let G = (V ,E) be a graph with the vertex set V (G) and edge set E(G). Two edges of a graph G are said to
be independent if they are not adjacent. A subset M of E(G) is called a matching of G if any two edges of M are
independent in G. Denote by m(G) the number of matchings of G, which is called the Hosoya index of G in chemical
terminology. A matching M is called a k-matching if |M| = k. Denote by mk(G) the number of k-matchings of G.
Obviously, m(G) =∑kmk(G).
Two vertices of a graph G are said to be independent if they are not adjacent. A subset I of V (G) is called an
independent set of G if any two vertices of I are independent in G. Denote by i(G) the number of independent sets of
G, which is called the Merriﬁeld–Simmons index of G in chemical terminology. An independent set I is said to be k-
independent if |I | = k. Denote by ik(G) the number of k-independent sets of G. Obviously, i(G) =∑kik(G).
A hexagonal system is a 2-connected plane graph whose every interior face is bounded by a regular hexagon of
side length 1. Hexagonal systems are of great importance for theoretical chemistry because they are the natural graph
representation of benzenoid hydrocarbons. A considerable amounts of research in mathematical chemistry has been
devoted to hexagonal systems, for details see [2,7,9–11] and the references quoted therein. A hexagonal system H is
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Fig. 1. Two types of triple-edge fusion of two naphthalenes.
Fig. 2. (a) L2n; (b) Z2n.
said to be catacondensed if all its vertices are on the outerface , otherwise H is said to be pericondensed. A hexagonal
chain is a catacondensed hexagonal system which has no hexagon adjacent to more than two hexagons. The extremal
hexagonal chains with respect to the Hosoya index, Merriﬁeld–Simmons index, k-matching number and k-independent
set number are determined by Gutman and Zhang [8,15,16]. This paper deals with the double hexagonal chains. Let
us orient the naphthalene so that its interior edges are horizontal. There are two types of triple-edge fusion of two
naphthalenes: (i) b ≡ r, c ≡ s, d ≡ t, e ≡ u; (ii) a ≡ s, b ≡ t, c ≡ u, d ≡ v as shown in Fig. 1. We call them -type
and -type fusing, respectively.
The double hexagonal chains can be considered as benzenoids constructed by successive fusions of successive
naphthalenes along a zig-zag sequence of triples of edges as appear on opposite sides of each naphthalene unit. Let
2n = {D2n|D2n is a double hexagonal chain with n naphthalene units}. Then D2n can be obtained from a naphthalene
by a stepwise triple-edge fusion of new naphthalene, and each type of fusion is selected from -type fusing, where
 ∈ {, }. We write D2n = 12 · · · n−1 in short, where j ∈ {, }. For each j, if j = j+1 then the double hexagonal
chain D2n is called the double linear hexagonal chain and denoted by L2n; and if j = j+1 then the double hexagonal
chain D2n is called the double zig-zag hexagonal chain and denoted by Z2n (see Fig. 2). Set
=
{
 if = ,
 if = .
It can be seen that the double hexagonal chain D2n = 12 · · · n−1 is isomorphic to the double hexagonal chain
D2n = 1 2 · · · n−1. When n2, D2n is a pericondensed hexagonal system. There have been several previous works
for double hexagonal chains with a regular repetition-both in MO and resonance-theoretic frameworks, e.g., [13,14].
In this present, we discuss the numbers of k-matchings and k-independent sets of double hexagonal chains, as well as
Hosoya indices and Merriﬁeld–Simmons indices, and obtain some extremal results:
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Theorem 1.1. For any double hexagonal chain D2n ∈ 2n and for each integer k0,
mk(L
2
n)mk(D2n)mk(Z2n),
with the lefthanded equality holding only if D2n = L2n and the righthanded equality holding only if D2n = Z2n.
Theorem 1.2. For any double hexagonal chain D2n ∈ 2n and for each integer k0,
ik(L
2
n) ik(D2n) ik(Z2n),
with the lefthanded equality holding only if D2n = L2n and the righthanded equality holding only if D2n = Z2n.
Moreover, by Theorem 1.1 and 1.2 it is easy to see that, for any double hexagonal chain D2n ∈ 2n, we have
m(L2n)m(D2n)m(Z2n) and i(L2n) i(D2n) i(Z2n) with the lefthanded equality holding only if D2n = L2n and the
righthanded equality holding only if D2n = Z2n.
2. Preliminaries
For an edge uv ∈ E(G), let G− uv be the graph obtained from G by deleting uv. For v ∈ V (G), G− v denotes the
graph obtained from G by deleting the vertex v and all edges incident with v. More generally, for S ⊆ V (G), G − S
is the subgraph of G induced by V (G)\S. The Z-polynomial (called Z-counting polynomial) was deﬁned by Hosoya
[12] as
Z(G, x) =
∑
k
mk(G)x
k
,
which is a special case of the matching polynomial deﬁned by Farrell [3], and has essentially the same combinatorial
contents as the matching polynomial [4]. According to independent sets, Y-polynomial is deﬁned as
Y (G, x) =
∑
k
ik(G)x
k
.
For brevity we shall writeZ(G) instead ofZ(G, x), and Y (G) instead of Y (G, x). The following quasi-ordering relation
comes from theoretical chemistry [6].
Let f (x)=∑nk=0 akxk and g(x)=∑nk=0 bkxk be two polynomials in x.We say f (x)  g(x), if for each k, 0kn,
it holds akbk . We say f (x) ≺ g(x), if for each k, 0kn, it holds akbk and there exists some k such that ak < bk .
Now we introduce Lemmas 2.1–2.3 which will be used in the sequel [3–5,12].
Lemma 2.1. Let G be a graph consisting of two components G1 and G2. Then (i) Z(G, x) = Z(G1, x)Z(G2, x), (ii)
Y (G, x) = Y (G1, x)Y (G2, x).
Lemma 2.2. (i) Let uv be an edge of G. Then Z(G, x) = Z(G − uv, x) + xZ(G − u − v, x).
(ii) Let u be a vertex of G andN [u] be the subset of V (G) containing the vertex u and its neighbors. Then Y (G, x)=
Y (G − u, x) + xY (G − N [u], x).
Lemma 2.3. For each uv ∈ E(G),
(i) Z(G, x) − Z(G − u, x) − xZ(G − u − v, x)  0;
(ii) Y (G, x) − Y (G − u, x) − xY (G − u − v, x)  0.
Moreover, the equalities of (i) and (ii) hold only if v is the unique neighbor of u.
Corollary 2.1. Let u be a vertex of G and N(u) = N [u] − {u}. Then
Z(G, x) = Z(G − u, x) + x
∑
vi∈N(u)
Z(G − u − vi, x).
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Proof. By repeatedly using Lemma 2.2(i), we know that Corollary 2.1 holds. 
Corollary 2.2. Let Pn be the path with n vertices. Then
(i) Z(P1) = 1, Z(P2) = 1 + x and Z(Pn) = Z(Pn−1) + xZ(Pn−2) for n3;
(ii) Y (P1) = 1 + x, Y (P2) = 1 + 2x and Y (Pn) = Y (Pn−1) + xY (Pn−2) for n3.
Proof. By the deﬁnitions of Z-counting polynomial and Y-polynomial, we know that Z(P1) = 1, Z(P2) = 1 + x,
Y (P1) = 1 + x and Y (P2) = 1 + 2x. And for n3, by Lemmas 2.1 and 2.2, we know that
Z(Pn) = Z(Pn−1) + xZ(Pn−2) and Y (Pn) = Y (Pn−1) + xY (Pn−2).
Completing the proof. 
Lemma 2.2 can be used repeatedly for more than one edge or one vertex. Let F be a subset of edges of the graph
G, and J a subset of vertices. Let M(F) denotes the set of all matchings belong to F, i.e., the set of all subsets of F
which contain only independent edges. And let I (J ) denotes the set of all independent sets belong to J, i.e., the set
of all subsets of J which contain only independent vertices. Similar to Lemma 2 given in [1], we have the following
generalizations (Corollaries 2.3 and 2.4) that will be used in the rest of the paper.
Corollary 2.3. Let F be an arbitrary subset of E(G). Then
Z(G, x) =
∑
W∈M(F)
x|W |Z(G − F − 〈W 〉; x),
where |W | denotes the cardinality of the set W and 〈W 〉 the set of all vertices of G being end points of edges in W.
Proof. By induction on the size of F. For F = ∅ we get identity. For F consisting of a single edge e, Corollary 2.3
reduces to Lemma 2.2(i). Thus Corollary 2.3 holds for |F |1. Now, let F = F ′ ∪ {e} and suppose that Corollary 2.3
holds for any graph and any set of edges with cardinality less than that of F. Then
∑
W∈M(F)
x|W |Z(G − F − 〈W 〉; x)
=
∑
W∈(M(F)\M(F ′))
x|W |Z(G − F − 〈W 〉; x) +
∑
W∈M(F ′)
x|W |Z(G − F − 〈W 〉; x),
where the ﬁrst sum runs over all matchingsW of F containing e, while the other contains only matchings without e. As
G − F − 〈W 〉 = (G − e) − F ′ − 〈W 〉, by the induction hypothesis the second sum equals Z(G − e, x). On the other
hand, each term of the ﬁrst sum can be written in the form
x|W |Z(G − F − 〈W 〉; x) = x|W ′|+1Z(G − F − 〈W ′〉 − u − v; x),
where u and v are the end points of e and W ′ =W −{e}. Again, by the induction hypothesis the whole ﬁrst sum equals
xZ(G − u − v, x). So, by Lemma 2.2(i) we know that Corollary 2.3 holds. 
Corollary 2.4. Let J be an arbitrary subset of V (G). Then
Y (G, x) =
∑
W∈I (J )
x|W |Y (G − J − N [W ]; x),
where |W | be the cardinality of the set W and N [W ] the subset of V (G) containing only W and its neighbors.
Proof. Similar to the proof of Corollary 2.3. By induction on the size of J and Lemma 2.2(ii), we can prove
Corollary 2.4. 
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3. Main results and proofs
Let D2n−1 be a double hexagonal chain with n− 1 naphthalene units and D2n is obtained from D2n−1 by -type fusing
to it a new naphthalene B, where  ∈ {, } (see Fig. 3). If =, then the vertices ofD2n are labelled as in Fig. 3(a); and
if = , then the vertices of D2n are labelled as in Fig. 3(b). Thus, from Fig. 3 it follows that rstgh ∈ {abcde, edcba}.
Since = , it is clear that the case of Fig. 3(b) is equivalent to the case of Fig. 3(a). Hence, without loss of generality,
we only need to consider the case of Fig. 3(a).
Let G be a graph and s, g, h ∈ V (G). Let us deﬁne A((G); sgh) as the polynomial vector of G with respect to
the vertices s, g and h, i.e., A((G); sgh) = [(G),(G − s),(G − g),(G − h),(G − s − g),(G − g −
h),(G − s − h),(G − s − g − h)], where  ∈ {Z, Y }.
Lemma 3.1. Let the vertices of D2n be labelled as in Fig. 3(a). If G is a graph concerning with D2n (see Table 1), then
the recurrence relation of (G) can be written as the scalar product of two vectors, i.e.,
(G) = B((G)) · A((D2n−1); sn−1gn−1hn−1),
where sgh ∈ {bde, dba},  ∈ {Z, Y } and B((G)) is listed in Table 1 which denotes the polynomial vector in x with
eight entries determined by the coefﬁcients of A((D2n−1); sn−1gn−1hn−1) in (G).
Fig. 3. Two types of double hexagonal chain D2n obtained from D2n−1.
Table 1
Two vectors B(Z(G)) and B(Y (G)) of graph G
G B(Z(G)) B(Y (G))
D2n − an [3x2 +4x+1, 0, 2x2 +x, x3 +3x2 +x, 0, x3 +x2, 0, 0] [2x2 + 3x + 1, 0, x2 + x, x3 + 2x2 + x, 0, x2, 0, 0]
D2n − bn [x2 + 3x + 1, x3 + 3x2 + x, 2x2 + x, 2x2 + x, 2x3
+ x2, x3 + x2, 2x3 + x2, x4 + x3]
[2x+1, 2x2+x, x2+x, x2+x, x3+x2, x2, x3+x2, x3]
D2n − dn [2x2 + 3x + 1, x3 + 2x2 + x, x3 + 2x2 + x, 2x2 + x, x3
+ x2, x3 + x2, x3 + x2, x3]
[x2 +2x+1, x2 +x, x2 +x, x2 +x, x3 +x2, x2, x2, x3]
D2n − en [x2 + 3x + 1, 2x2 + x, x2 + x, x3 + 3x2
+ x, x2, x3 + x2, 2x3 + x2, x3]
[x2+2x+1, x2+x, x, x3+2x2+x, x2, x2, x3+x2, x3]
D2n − bn − dn [x + 1, x2 + x, x2 + x, x, x3 + x2, x2, x2, x3] [x + 1, x2 + x, x2 + x, x, x3 + x2, x2, x2, x3]
D2n − an − bn [x2 + 3x + 1, 0, 2x2 + x, 2x2 + x, 0, x3 + x2, 0, 0] [2x + 1, 0, x2 + x, x2 + x, 0, x2, 0, 0]
D2n − bn − cn [1 + 2x, 2x2 + x, 0, x2 + x, 0, 0, x3 + x2, 0] [2x + 1, 2x2 + x, 0, x2 + x, 0, 0, x3 + x2, 0]
D2n − cn − dn [x2 + 2x + 1, x2 + x, 0, x2 + x, 0, 0, x2, 0] [x2 + 2x + 1, x2 + x, 0, x2 + x, 0, 0, x2, 0]
D2n − dn − en [2x+1, x2+x, x2+x, 2x2+x, x2, x3+x2, x3+x2, x3] [x + 1, x, x, x2 + x, x2, x2, x2, x3]
D2n − an − dn [x2 + 2x + 1, 0, x2 + x, x2 + x, 0, x2, 0, 0] [x2 + 2x + 1, 0, x2 + x, x2 + x, 0, x2, 0, 0]
D2n − bn − en [x + 1, x2 + x, x, x2 + x, x2, x2, x3 + x2, x3] [x + 1, x2 + x, x, x2 + x, x2, x2, x3 + x2, x3]
D2n − an − bn − dn [x + 1, 0, x2 + x, x, 0, x2, 0, 0] [x + 1, 0, x2 + x, x, 0, x2, 0, 0]
D2n − bn − dn − en [1, x, x, x, x2, x2, x2, x3] [1, x, x, x, x2, x2, x2, x3]
D2n [x3 + 6x2 + 5x + 1, 3x3 + 4x2 + x, 2x3 + 3x2 + x, 3x3
+4x2+x, 2x3+x2, x4+2x3+x2, x4+3x3+x2, x4+x3]
[2x2 + 3x + 1, 2x2 + x, x2 + x, x3 + 2x2 + x, x3 +
x2, x2, x3 + x2, x3]
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Proof. We only compute the Z-counting polynomial Z(G) and Y -polynomial Y (G) for G = D2n (for the other G in
Table 1, the proof being similar). In Fig. 3(a), we chose the sets
F = {sn−1rn, gn−1tn, hn−1In} ⊂ E(D2n) and J = {rn, tn, In} ⊂ V (D2n).
Then, by Corollary 2.3 and Lemma 2.1(i)
Z(D2n) = Z(D2n−1)Z(P6) + x[Z(D2n−1 − sn−1)Z(P5) + Z(D2n−1 − gn−1)Z(P2)Z(P3)
+ Z(D2n−1 − hn−1)Z(P5)] + x2[Z(D2n−1 − sn−1 − gn−1)Z(P1)Z(P3)
+ Z(D2n−1 − sn−1 − hn−1)Z(P4) + Z(D2n−1 − gn−1 − hn−1)Z(P2)Z(P2)]
+ x3Z(D2n−1 − sn−1 − gn−1 − hn−1)Z(P1)Z(P2).
And by Corollary 2.4 and Lemma 2.1(ii),
Y (D2n) = Y (D2n−1)Y (P1)Y (P2) + x[Y (D2n−1 − sn−1)Y (P2) + Y (D2n−1 − gn−1)Y (P1)
+ Y (D2n−1 − hn−1)Y 2(P1)] + x2[Y (D2n−1 − sn−1 − gn−1)Y (P1)
+ Y (D2n−1 − sn−1 − hn−1)Y (P1) + Y (D2n−1 − gn−1 − hn−1)]
+ x3Y (D2n−1 − sn−1 − gn−1 − hn−1).
Thus, by Corollary 2.2 we know that
Z(D2n) = B(Z(D2n)) · A(Z(D2n−1); sn−1gn−1hn−1) (1)
and
Y (D2n) = B(Y (D2n)) · A(Y (D2n−1); sn−1gn−1hn−1), (2)
where B(Z(D2n))=[x3 + 6x2 + 5x + 1, 3x3 + 4x2 + x, 2x3 + 3x2 + x, 3x3 + 4x2 + x, 2x3 + x2, x4 + 2x3 + x2, x4 +
3x3 + x2, x4 + x3] and B(Y (D2n)) = [2x2 + 3x + 1, 2x2 + x, x2 + x, x3 + 2x2 + x, x3 + x2, x2, x3 + x2, x3]. This
completes the proof of Lemma 3.1. 
Lemma 3.2. If the vertices of D2n are labelled as in Fig. 3(a). Let f (D2n)=Z(D2n)−Z(D2n − sn)− xZ(D2n − sn −hn)
and
f (D2n − gn) = Z(D2n − gn) − Z(D2n − sn − gn) − xZ(D2n − sn − gn − hn),
where sgh ∈ {bde, dba}. Then f (D2n − gn)  0 and f (D2n) + f (D2n − gn)  0 for each  ∈ {−1, 0, 1}.
Proof. Since sgh ∈ {bde, dba}. We distinguish the following two cases:
Case 1: sn = bn, gn = dn and hn = en. By Corollary 2.1,
Z(D2n) = Z(D2n − bn) + xZ(D2n − an − bn) + xZ(D2n − bn − cn).
Recall Table 1. We have
f (D2n) = xZ(D2n − an − bn) + xZ(D2n − bn − cn) − xZ(D2n − bn − en)
= [x3 + 4x2 + x, x3, 2x3, 2x3 + x2,−x3, x4, 0,−x4] · A(Z(D2n−1); sn−1gn−1hn−1)
and
f (D2n − dn) = Z(D2n − dn) − Z(D2n − bn − dn) − xZ(D2n − bn − dn − en)
= [2x2 + x, x3, x3, x2,−x3, 0, 0,−x4] · A(Z(D2n−1); sn−1gn−1hn−1).
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Then, for each  ∈ {−1, 0, 1},
f (D2n) + f (D2n − dn)
= f (D2n) + Z(D2n − dn) − Z(D2n − bn − dn) − xZ(D2n − bn − dn − en)
= [x3 + (4 + 2)x2 + (1 + )x, (1 + )x3, (2 + )x3, 2x3 + (1 + )x2,−(1 + )x3, x4, 0,
− (1 + )x4] · A(Z(D2n−1); sn−1gn−1hn−1).
Note that Z(D2n−1 − sn−1)−Z(D2n−1 − sn−1 − gn−1)− xZ(D2n−1 − sn−1 − gn−1 −hn−1)  0 by Lemma 2.3(i). Thus
f (D2n − dn)  0 and f (D2n) + f (D2n − dn)  0.
Case 2: sn=dn, gn=bn and hn=an. Similar to the case 1, by Corollary 2.1 and Table 1 we can prove f (D2n−bn)  0
and f (D2n) + f (D2n − bn)  0 for each  ∈ {−1, 0, 1}. 
Lemma 3.2′. If the vertices of D2n are labelled as in Fig. 3(a). Let
f ′(D2n) = Y (D2n) − Y (D2n − sn) − xY (D2n − sn − hn)
and
f ′(D2n − gn) = Y (D2n − gn) − Y (D2n − sn − gn) − xY (D2n − sn − gn − hn),
where sgh ∈ {bde, dba}. Then f ′(D2n) ≺ 0 and f ′(D2n − gn) ≺ 0.
Proof. Similar to the proof of Lemma 3.2, we can prove Lemma 3.2′ by Lemmas 2.2(ii), 2.3(ii) and Table 1. 
Lemma 3.3. If the vertices ofD2n are labelled as inFig. 3(a).Letn=xf (D2n)+x2f (D2n−gn),where sgh ∈ {bde, dba}.
Then
(i) Z(D2n − an) − Z(D2n − en) = 2x2f (D2n−1) + n−1, Z(D2n − dn) − Z(D2n − bn) = xn−1;
(ii) Z(D2n − an − bn) − Z(D2n − dn − en) = Z(D2n − an − dn) − Z(D2n − bn − en) = x2f (D2n−1) + n−1;
(iii) Z(D2n − an − bn − dn) − Z(D2n − bn − dn − en) = n−1.
Proof. By Table 1 and Lemma 3.2 we have
Z(D2n − an) − Z(D2n − en) = (2x2 + x)f (D2n−1) + x2f (D2n−1 − gn−1),
Z(D2n − dn) − Z(D2n − bn) = x2f (D2n−1) + x3f (D2n−1 − gn−1),
Z(D2n − an − bn) − Z(D2n − dn − en),
= Z(D2n − an − dn) − Z(D2n − bn − en) = (x2 + x)f (D2n−1) + x2f (D2n−1 − gn−1)
and
Z(D2n − an − bn − dn) − Z(D2n − bn − dn − en) = xf (D2n−1) + x2f (D2n−1 − gn−1),
where sgh ∈ {bde, dba}. Thus Lemma 3.3 holds. 
Lemma 3.3′. If the vertices of D2n are labelled as in Fig. 3(a). Let ′n = xf ′(D2n) + x2f ′(D2n − gn), where sgh ∈
{bde, dba}. Then
(i) Y (D2n − an) − Y (D2n − en) = Y (D2n − an − dn) − Y (D2n − bn − en) = x2f ′(D2n−1) + ′n−1;
(ii) Y (D2n − dn) − Y (D2n − bn) = x2f ′(D2n−1);
(iii) Y (D2n − an − bn) − Y (D2n − dn − en) = Y (D2n − an − bn − dn) − Y (D2n − bn − dn − en) = ′n−1.
2276 H. Ren, F. Zhang / Discrete Applied Mathematics 155 (2007) 2269–2281
Proof. Similar to the proof Lemma 3.3, we know by Table 1 and Lemma 3.2′ that
Y (D2n − an) − Y (D2n − en)
= Y (D2n − an − dn) − Y (D2n − bn − en) = (x2 + x)f ′(D2n−1) + x2f ′(D2n−1 − gn−1),
Y (D2n − dn) − Y (D2n − bn) = x2f ′(D2n−1),
and
Y (D2n − an − bn) − Y (D2n − dn − en)
= Y (D2n − an − bn − dn) − Y (D2n − bn − dn − en) = xf ′(D2n−1) + x2f ′(D2n−1 − gn−1),
where sgh ∈ {bde, dba}. Thus Lemma 3.3′ holds. 
By the quasi-ordering relation of two polynomials, we will prove the following two theorems, which are equivalent
to Theorems 1.1 and 1.2, respectively.
Theorem A. For any double hexagonal chain D2n ∈ 2n, we have
(a) Z(D2n)  Z(L2n) with relevant equality holding only if D2n = L2n;
(b) Z(Z2n)  Z(D2n) with relevant equality holding only if D2n = Z2n;
Theorem B. For any double hexagonal chain D2n ∈ 2n, we have
(a) Y (D2n)  Y (L2n) with relevant equality holding only if D2n = L2n.
(b) Y (Z2n)  Y (D2n) with relevant equality holding only if D2n = Z2n.
Since 21 = {L21} = {Z21}, 22 = {L22} = {Z22}, 23 = {L23, Z23}. Obviously, TheoremsA and B hold for n= 1, 2. Thus,
we suppose that n3 below.
Proof of Theorem A. Let the vertices of L2n, Z2n and D2n are labelled as in Figs. 2 and 3, respectively. We only need
to consider Fig. 3(a) (for Fig. 3(b), the proof being similar). Since rn−1, sn−1, tn−1, gn−1 and hn−1 correspond to
on−1, xn−1,yn−1, zn−1 and qn−1 (or ln−1, pn−1,wn−1, vn−1 and un−1), respectively (see Figs. 2 and 3(a)). Thus, by
Lemma 3.1 we have
Z(L2n) = B(Z(L2n)) · A(Z(L2n−1); xn−1zn−1qn−1) (3)
and
Z(Z2n) = B(Z(Z2n)) · A(Z(Z2n−1);pn−1vn−1un−1), (4)
where B(Z(L2n)) = B(Z(Z2n)) = B(Z(D2n)) (see Table 1).
Proof of Theorem A(a). Assume that D2n = L2n. Recall (1). Since sgh ∈ {bde, dba}, we distinguish the following
two cases:
CaseA(a)1: sn−1 = bn−1, gn−1 = dn−1 and hn−1 = en−1. Then
Z(D2n) = B(Z(D2n)) · A(Z(D2n−1); bn−1dn−1en−1). (5)
CaseA(a)2: sn−1 = dn−1, gn−1 = bn−1 and hn−1 = an−1. Then
Z(D2n) = B(Z(D2n)) · A(Z(D2n−1); dn−1bn−1an−1). (6)
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And, by Lemma 3.3 it follows that
Z(D2n) = B(Z(D2n)) · A(Z(D2n−1); bn−1dn−1en−1) + (2x6 + 11x5 + 10x4 + 2x3)f (D2n−2)
+ (4x4 + 10x3 + 6x2 + x)n−2.
Thus, by Lemma 3.2 we know that for proving TheoremA(a) it sufﬁces to prove
B(Z(D2n)) · A(Z(D2n−1); bn−1dn−1en−1)  Z(L2n). (7)
Comparing (5) with (3), we know that it sufﬁces to prove the following Fact A(a) which implies (7) holding.
Fact A(a).
Z(D2n)  Z(L2n), Z(D2n − bn)  Z(L2n − xn), Z(D2n − en)  Z(L2n − qn),
Z(D2n − bn) + Z(D2n − dn)  Z(L2n − xn) + Z(L2n − zn),
Z(D2n − dn − en)  Z(L2n − zn − qn), Z(D2n − bn − dn)  Z(L2n − xn − zn),
Z(D2n − bn − en)  Z(L2n − xn − qn), Z(D2n − bn − dn − en)  Z(L2n − xn − zn − qn).
Using induction on n. For n = 3, 23 = {L23, Z23}. By Lemma 2.1(i) and Corollary 2.1, we have
Z(D21) = Z(P9) + x[2Z(P8) + Z2(P4)],
Z(D21 − s1) = Z(D21 − g1) = Z(P8) + x[Z(P7) + Z(P4)Z(P3)],
Z(D21 − h1) = Z(P1)Z(P7) + x[Z(P7) + Z(P1)Z(P4)Z(P2) + Z(P6)Z(P1)],
Z(D21 − s1 − g1) = Z(P7) + xZ(P3)Z(P3),
Z(D21 − g1 − h1) = Z(P7) + x[Z(P4)Z(P2) + Z(P6)],
Z(D21 − s1 − h1) = Z(P1)Z(P6) + x[Z(P6) + Z(P1)Z(P3)Z(P2)],
Z(D21 − s1 − g1 − h1) = Z(P6) + xZ(P3)Z(P2).
Since D21 =L21 =Z21. Then, applying computer algebra (Mathematica 4.0) techniques to (3) (or (4)) we can get Z(L23)
(or Z(Z23)) by Corollary 2.2. Recall Table 1. Using the same methods we can get the rest of Z-counting polynomials in
Table 2. By Fig. 2, it can be seen that Fact A(a) holds as n= 3. Suppose that Fact A(a) is true for all double hexagonal
chains with fewer than n naphthalene units. We show that Fact A(a) holds for n4. By Lemmas 3.2 and 3.3 and
using the same methods of (5) and (6), we know by the inductive hypotheses that for proving Fact A(a) it sufﬁces to
compare the corresponding coefﬁcients of A(Z(D2n−1); bn−1dn−1en−1) with that of A(Z(L2n−1); xn−1zn−1qn−1) on
both sides of each inequality of Fact A(a) (see B(Z(G)) in Table 1). It is easy to see that the corresponding coefﬁcient
of A(Z(D2n−1); bn−1dn−1en−1) are, respectively, equal to that of A(Z(L2n−1); xn−1zn−1qn−1) on both sides of each
inequality of Fact A(a). Thus, Fact A(a) holds for n4.
Prove of Theorem A(b). Assume that D2n = Z2n. Similarly, we distinguish the following two cases:
CaseA(b)1: sn−1 = dn−1, gn−1 = bn−1 and hn−1 = an−1. Then we get (6).
CaseA(b)2: sn−1 = bn−1, gn−1 = dn−1 and hn−1 = en−1. Then we get (5). And by Lemma 3.3 it follows that
Z(D2n) = B(Z(D2n)) · A(Z(D2n−1); dn−1bn−1an−1) − (2x6 + 11x5 + 10x4 + 2x3)f (D2n−2)
− (4x4 + 10x3 + 6x2 + x)n−2.
Thus, by Lemma 3.2 we know that for proving TheoremA(b) it sufﬁces to prove
B(Z(D2n)) · A(Z(D2n−1); dn−1bn−1an−1) ≺ Z(Z2n). (8)
Comparing (6) with (4), we know that it sufﬁces to prove the following Fact A(b) which implies (8) holding.
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Table 2
The Z-counting polynomial and Y-polynomial of graph G
G Z(G) Y (G)
L23 1 + 27x + 309x2 + 1961x3 + 7579x4 + 18441x5
+28218x6 +26354x7 +14086x8 +3817x9 +414x10
+ 10x11
1 + 22x + 204x2 + 1042x3 + 3216x4 + 6194x5
+7440x6+5442x7+2326x8+548x9+63x10+2x11
Z23 1 + 27x + 309x2 + 1962x3 + 7596x4 + 18557x5
+28624x6 +27126x7 +14866x8 +4202x9 +490x10
+ 14x11
1 + 22x + 204x2 + 1042x3 + 3215x4 + 6182x5
+7383x6+5308x7+2167x8+462x9+47x10+2x11
L23 − o3 1 + 25x + 262x2 + 1502x3 + 5154x4 + 10882x5
+ 13995x6 + 10477x7 + 4155x8 + 719x9 + 34x10
1 + 21x + 185x2 + 893x3 + 2589x4 + 4652x5
+5174x6 +3481x7 +1368x8 +302x9 +34x10 +x11
L23 − x3 1 + 25x + 262x2 + 1502x3 + 5153x4 + 10871x5
+ 13950x6 + 10396x7 + 4099x8 + 711x9 + 34x10
1 + 21x + 185x2 + 893x3 + 2589x4 + 4653x5
+5181x6 +3497x7 +1379x8 +298x9 +31x10 +x11
L23 − z3 1 + 25x + 262x2 + 1503x3 + 5170x4 + 10984x5
+ 14322x6 + 11030x7 + 4633x8 + 906x9 + 56x10
1 + 21x + 185x2 + 893x3 + 2588x4 + 4641x5 +
5126x6 + 3377x7 + 1252x8 + 239x9 + 21x10 + x11
L23 − q3 1 + 25x + 261x2 + 1483x3 + 5009x4 + 10312x5
+ 12763x6 + 9031x7 + 3310x8 + 523x9 + 24x10
1 + 21x + 185x2 + 894x3 + 2603x4 + 4730x5
+5394x6 +3813x7 +1629x8 +398x9 +47x10 +x11
Z23 − u3 1 + 25x + 262x2 + 1503x3 + 5168x4 + 10958x5
+ 14197x6 + 10752x7 + 4342x8 + 778x9 + 40x10
1 + 21x + 185x2 + 893x3 + 2588x4 + 4642x5
+5135x6 +3407x7 +1297x8 +268x9 +27x10 +x11
Z23 − v3 1 + 25x + 262x2 + 1503x3 + 5168x4 + 10960x5
+ 14217x6 + 10824x7 + 4454x8 + 848x9 + 52x10
1 + 21x + 185x2 + 893x3 + 2588x4 + 4642x5 +
5133x6 + 3393x7 + 1265x8 + 242x9 + 22x10 + x11
Z23 − p3 1 + 25x + 262x2 + 1504x3 + 5185x4 + 11071x5
+ 14568x6 + 11380x7 + 4866x8 + 966x9 + 60x10
1 + 21x + 185x2 + 893x3 + 2587x4 + 4630x5
+5080x6 +3287x7 +1171x8 +211x9 +19x10 +x11
Z23 − l3 1 + 25x + 261x2 + 1484x3 + 5025x4 + 10413x5
+ 13081x6 + 9548x7 + 3714x8 + 650x9 + 34x10
1 + 21x + 185x2 + 894x3 + 2602x4 + 4718x5
+5337x6 +3679x7 +1470x8 +312x9 +31x10 +x11
L23 − o3 − x3 1 + 24x + 240x2 + 1303x3 + 4193x4 + 8192x5
+ 9564x6 + 6316x7 + 2115x8 + 289x9 + 9x10
1 + 20x + 166x2 + 744x3 + 1962x4 + 3111x5
+ 2915x6 + 1536x7 + 421x8 + 52x9 + 2x10
L23 − o3 − z3 1 + 23x + 219x2 + 1125x3 + 3407x4 + 6245x5
+ 6848x6 + 4279x7 + 1377x8 + 186x9 + 6x10
1 + 20x + 167x2 + 760x3 + 2063x4 + 3433x5
+ 3465x6 + 2028x7 + 632x8 + 90x9 + 4x10
L23 − x3 − q3 1 + 23x + 218x2 + 1107x3 + 3278x4 + 5774x5
+ 5915x6 + 3289x7 + 857x8 + 77x9 + x10
1 + 20x + 167x2 + 761x3 + 2077x4 + 3511x5
+ 3685x6 + 2360x7 + 893x8 + 186x9 + 17x10
L23 − z3 − q3 1 + 24x + 239x2 + 1285x3 + 4064x4 + 7721x5
+ 8631x6 + 5326x7 + 1595x8 + 180x9 + 4x10
1 + 20x + 166x2 + 745x3 + 1975x4 + 3177x5 +
3080x6 + 1748x7 + 555x8 + 89x9 + 5x10
L23 − x3 − z3 1 + 23x + 218x2 + 1107x3 + 3279x4 + 5786x5
+ 5966x6 + 3381x7 + 921x8 + 87x9
1 + 20x + 167x2 + 761x3 + 2077x4 + 3510x5 +
3676x6 + 2332x7 + 858x8 + 172x9 + 18x10 + x11
Z23 − u3 − v3 1 + 24x + 240x2 + 1304x3 + 4206x4 + 8256x5
+ 9713x6 + 6484x7 + 2201x8 + 308x9 + 11x10
1 + 20x + 166x2 + 744x3 + 1961x4 + 3102x5
+ 2885x6 + 1492x7 + 395x8 + 48x9 + 2x10
Z23 − v3 − l3 1 + 23x + 218x2 + 1108x3 + 3292x4 + 5850x5
+ 6118x6 + 3566x7 + 1034x8 + 118x9 + 3x10
1 + 20x + 167x2 + 761x3 + 2076x4 + 3500x5 +
3637x6 + 2256x7 + 779x8 + 130x9 + 8x10
Z23 − p3 − l3 1 + 24x + 239x2 + 1286x3 + 4079x4 + 7808x5
+ 8877x6 + 5676x7 + 1828x8 + 240x9 + 8x10
1 + 20x + 166x2 + 745x3 + 1974x4 + 3166x5
+ 3034x6 + 1658x7 + 474x8 + 61x9 + 3x10
Z23 − p3 − u3 1 + 23x + 219x2 + 1126x3 + 3419x4 + 6298x5
+ 6954x6 + 4374x7 + 1407x8 + 186x9 + 6x10
1 + 20x + 167x2 + 760x3 + 2062x4 + 3424x5 +
3435x6 + 1984x7 + 606x8 + 86x9 + 4x10
Z23 − v3 − p3 1 + 23x + 218x2 + 1108x3 + 3292x4 + 5849x5
+ 6108x6 + 3533x7 + 992x8 + 97x9
1 + 20x + 167x2 + 761x3 + 2076x4 + 3500x5
+ 3638x6 + 2264x7 + 800x8 + 151x9 + 16x10 + x11
L23 − o3 − x3 − z3 1 + 22x + 198x2 + 946x3 + 2606x4 + 4213x5
+ 3902x6 + 1932x7 + 440x8 + 32x9
1 + 19x + 149x2 + 628x3 + 1552x4 + 2302x5
+ 2015x6 + 983x7 + 238x8 + 23x9 + x10
L23 − x3 − z3 − q3 1 + 22x + 197x2 + 929x3 + 2493x4 + 3841x5
+ 3268x6 + 1398x7 + 245x8 + 10x9
1 + 19x + 149x2 + 629x3 + 1565x4 + 2368x5
+ 2180x6 + 1195x7 + 372x8 + 60x9 + 4x10
Z23 − v3 − p3 − l3 1 + 22x + 197x2 + 930x3 + 2506x4 + 3904x5
+ 3410x6 + 1550x7 + 316x8 + 20x9
1 + 19x + 149x2 + 629x3 + 1564x4 + 2358x5
+ 2142x6 + 1127x7 + 314x8 + 39x9 + 2x10
Z23 − u3 − v3 − p3 1 + 22x + 198x2 + 947x3 + 2617x4 + 4255x5
+ 3966x6 + 1962x7 + 434x8 + 28x9
1 + 19x + 149x2 + 628x3 + 1551x4 + 2294x5
+ 1993x6 + 961x7 + 235x8 + 26x9 + x10
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Fact A(b).
Z(D2n − dn) ≺ Z(Z2n − pn), Z(D2n − an) ≺ Z(Z2n − un), Z(D2n) ≺ Z(Z2n),
Z(D2n − dn) + Z(D2n − bn) ≺ Z(Z2n − pn) + Z(Z2n − vn),
Z(D2n − an) + Z(D2n − bn) ≺ Z(Z2n − un) + Z(Z2n − vn),
Z(D2n − bn − an) ≺ Z(Z2n − vn − un), Z(D2n − dn − bn) ≺ Z(Z2n − pn − vn),
Z(D2n − dn − bn) + Z(D2n − dn − an) ≺ Z(Z2n − pn − vn) + Z(Z2n − pn − un),
Z(D2n − dn) + xZ(D2n − dn − an) ≺ Z(Z2n − pn) + xZ(Z2n − pn − un),
Z(D2n − bn) + xZ(D2n − dn − bn − an) ≺ Z(Z2n − vn) + xZ(Z2n − pn − vn − un).
Now, we use induction on n. For n=3,23 ={L23, Z23}. From Table 2 it follows that FactA(b) holds as n=3. Suppose
that Fact A(b) is true for all double hexagonal chains with fewer than n naphthalene units. It is easy to see that the cor-
responding coefﬁcient of A(Z(D2n−1); dn−1bn−1an−1) are, respectively, equal to that of A(Z(Z2n−1);pn−1vn−1un−1)
on both sides of each inequality of Fact A(b) (see B(Z(G)) in Table 1). Thus, by Lemmas 3.2 and 3.3 and using the
same methods of (5) and (6), we know by the inductive hypotheses that Fact A(b) holds for n4. This completes the
proof of TheoremA. 
Proof of Theorem B. Let the vertices of L2n, Z2n and D2n are labelled as in Figs. 2 and 3, respectively. Similarly, we
only need to consider Fig. 3(a). By Lemma 3.1 we have
Y (L2n) = B(Y (L2n)) · A(Y (L2n−1); xn−1zn−1qn−1) (9)
and
Y (Z2n) = B(Y (Z2n)) · A(Y (Z2n−1);pn−1vn−1un−1), (10)
where B(Y (L2n)) = B(Y (Z2n)) = B(Y (D2n)) (see Table 1). Recall (1). Since sgh ∈ {bde, dba}, we distinguish the
following two cases:
Case B1: sn−1 = bn−1, gn−1 = dn−1 and hn−1 = en−1. From (2) and Lemma 3.3′ it follows that
Y (D2n) = B(Y (D2n)) · A(Y (D2n−1); bn−1dn−1en−1)
=B(Y (D2n)) · A(Y (D2n−1); dn−1bn−1an−1) − (2x5 + 4x4 + x3)f ′(D2n−2)
− (3x3 + 4x2 + x)′n−2. (11)
Case B2: sn−1 = dn−1, gn−1 = bn−1 and hn−1 = an−1. From (2) and Lemma 3.3′ it follows that
Y (D2n) = B(Y (D2n)) · A(Y (D2n−1); dn−1bn−1an−1)
=B(Y (D2n)) · A(Y (D2n−1); bn−1dn−1en−1) + (2x5 + 4x4 + x3)f ′(D2n−2)
+ (3x3 + 4x2 + x)′n−2. (12)
Thus, by Lemma 3.2′ we know that for proving Theorem B(a) it sufﬁces to prove
B(Y (D2n)) · A(Y (D2n−1); bn−1dn−1en−1) ≺ Y (L2n), (13)
and for proving Theorem B(b) it sufﬁces to prove
B(Y (D2n)) · A(Y (D2n−1); dn−1bn−1an−1)  Y (Z2n). (14)
Comparing (11) with (9), and (12) with (10) we know that for proving (13) it sufﬁces to prove the following Fact
B(a) which implies (13) holding; and for proving (14) it sufﬁces to prove the following Fact B(b) which implies (14)
holding.
2280 H. Ren, F. Zhang / Discrete Applied Mathematics 155 (2007) 2269–2281
Fact B(a).
Y (D2n) ≺ Y (L2n), Y (D2n − bn) ≺ Y (L2n − xn), Y (D2n − en) ≺ Y (L2n − qn),
Y (D2n − bn) + Y (D2n − dn) ≺ Y (L2n − xn) + Y (L2n − zn),
Y (D2n − dn − en) ≺ Y (L2n − zn − qn), Y (D2n − bn − dn) ≺ Y (L2n − xn − zn),
Y (D2n − bn − en) ≺ Y (L2n − xn − qn), Y (D2n − bn − dn − en) ≺ Y (L2n − xn − zn − qn).
Fact B(b).
Y (D2n − dn)  Y (Z2n − pn), Y (D2n − bn)  Y (Z2n − vn), Y (D2n − an)  Y (Z2n − un),
Y (D2n − bn − an)  Y (Z2n − vn − un), Y (D2n − dn − bn)  Y (Z2n − pn − vn),
Y (D2n − dn − an)  Y (Z2n − pn − un), Y (D2n)  Y (Z2n),
Y (D2n − bn) + xY (D2n − dn − bn − an)  Y (Z2n − vn) + xY (Z2n − pn − vn − un).
Using induction on n. For n = 3, 23 = {L23, Z23}. By Lemmas 2.1(ii) and 2.2(ii), we have
Y (D21) = Y (P9) + xY 2(P3),
Y (D21 − s1) = Y (D21 − g1) = Y (P8) + xY (P3)Y (P3),
Y (D21 − h1) = Y (P1)Y (P7) + xY (P2)Y (P3),
Y (D21 − s1 − g1) = Y (P7) + xY (P3)Y (P3),
Y (D21 − g1 − h1) = Y (P7) + xY (P3)Y (P2),
Y (D21 − s1 − h1) = Y (P1)Y (P6) + xY (P2)Y (P3),
Y (D21 − s1 − g1 − h1) = Y (P6) + xY (P3)Y (P2).
Since D21 = L21 = Z21. Then, applying computer algebra (Mathematica 4.0) techniques to (9) (or (10)), we can
get Y (L23) (or Y (Z23)) by Corollary 2.2. Recall Table 1. Using the same methods we can get the rest of Y -counting
polynomials in Table 2. By Fig. 2, it can be seen that Facts B(a) and B(b) hold as n = 3.
Suppose that Facts B(a) and B(b) are true for all double hexagonal chains with fewer than n naphthalene units.
It is easy to see that the corresponding coefﬁcients of A(Y (D2n−1); bn−1dn−1en−1) are, respectively, equal to that
of A(Y (L2n−1); xn−1zn−1qn−1) on both sides of each inequality of Fact B(a), and the corresponding coefﬁcients of
A(Y (D2n−1); dn−1bn−1an−1) are, respectively, equal to that of A(Y (Z2n−1);pn−1vn−1un−1) on both sides of each
inequality of Fact B(b) (see B(Y (G)) in Table 1). Thus, by Lemmas 3.2′ and 3.3′ and the inductive hypotheses we
know that Facts B(a) and B(b) hold for n4. This completes the proof of Theorem B. 
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