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Abstract
In this paper we prove that if n is an even integer or a prime number, then the Galois group
of xn−xn−1−· · ·−x−1 is the symmetric group Sn. This polynomial family arises quite naturally
from a kind of generalized Fibonacci sequence. In order to prove our result for n = p prime,
we had to prove that xp − xp−1 − · · · − x− 1 is irreducible in Fp[x], which seems to be a result
of independent interest.
c© 2003 Elsevier B.V. All rights reserved.
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0. Introduction
In general, it is di9cult to construct extensions of the rational number ;eld with a
given Galois group G. Hilbert’s irreducibility result provides the existence of Galois
extensions of Q with the symmetric group in n symbols Sn as Galois group. Schur [7],
considered the family of polynomials
fn(x) = 1 + x +
x2
2!
+ · · ·+ x
n
n!
and proved that the Galois group Gn of fn is Sn if n ≡ 0mod 4 and An (the alternating
group) otherwise.
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In a later paper Schur [8], considered also the Laguerre and Hermite polynomials
Ln =
ex
n!
dn(xne−x)
dxn
=
∞∑
	=0
(
n
	
)
(−x)	
	!
;
Hm(x) =
[m=2]∑
=0
(−1)
(
m
2
)
1 · 3 · 5 · · · (2 − 1)xm−2:
Coleman [1], has given a diHerent proof of some of Schur’s result, using Newton
polygons. Osada [6], proved that the Galois group of xn − x − 1 is Sn for all n¿ 2.
We have found another such a simple family: fn(x) = xn − xn−1 − · · · − x − 1 = 0,
and we proved that the Galois group of the above equation is Sn for every even or
prime n. We believe that the result is true for every value of n.
1. A remarkable family of polynomials
It is well known that if we consider the Fibonacci sequence {an} and put bn=an+1=an,
then {bn} converges to the golden ratio 2=(1+
√
5)=2=1:6180339 : : : . The recurrence
an+2 = an+1 + an implies that bn+1bn = bn +1. Since {bn} is a convergent sequence, its
limit 2 must be the positive root of x2 = x + 1.
Consider now a more general Fibonacci sequence {an} beginning with k ones and
obeying the recurrence an+k=an+k−1+an+k−2+· · ·+an. The corresponding bn=an+1=an,
if convergent, must converge to a positive root k of
xk = xk−1 + · · ·+ x + 1:
The family fn(x) = xn − xn−1 − · · · − x − 1 will be considered in this paper. If we
multiply fn(x) by (x − 1) the family becomes gn(x) = xn+1 − 2xn + 1.
It is clear that except for x = 1, gn and fn have the same roots. We will see that
each fn(x) has only one positive zero n, which converges to 2 with n.
2. Algebraic properties of this family
Since fn(1)¡ 0 and fn(2) = gn(2) = 1, there is a real root n of fn(x) with
1¡n ¡ 2. By Descartes’ rule of signs this is the unique positive root of fn(x).
The same rule applied to gn(x) shows that if n is even fn(x) has exactly one negative
root −1¡rn ¡ 0 (indeed, for n even fn(−1) = 1 and fn(0) =−1); if n is odd n is
the only real root of fn(x).
Theorem 2.1 (Miles [4], Miller [3]). Every root z = n of fn(x) veri5es
|z|¡ 1:
Corollary 2.2. The polynomial fn(x) is an irreducible polynomial over Q.
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Proof. In fact, since fn(x) does not have rational roots, if we can factor (in Z[x] by
Gauss lemma)
fn(x) = ’(x) (x);
it is clear that the degrees of ’ and  are ¿ 2 (clearly we can suppose n¿ 4). Let
n be the unique positive root of fn(x) and suppose that  (n)=0. Then by Theorem
2.1 and the observations at the beginning of this section all the roots z of ’(x) verify:
|z|¡ 1. But this is not possible since the constant term of ’ is an integer.
Swan [9], has calculated the discriminant D of a general trinomial xn + axk + b and,
as a special case we have (a direct proof is also very simple) that the discriminant Dn
of gn(x) is
Dn = (−1)
(
n+1
2
)
[(n+ 1)n+1 − 2n+1nn]
and so
Lemma 2.3. The discriminant dn of fn(x) is
dn =
(−1)
(
n+1
2
)
[(n+ 1)n+1 − 2n+1nn]
(n− 1)2 :
Proof. The roots of gn(x) are 1; 2; : : : ; n+1. Then
dn =
Dn∏n+1
k=2(1− k)2
=
Dn
fn(1)2
:
But fn(1) =−(n− 1) and the lemma is proved.
Lemma 2.4. The discriminant Dn of gn(x) is never a perfect square. And so the
discriminant dn of fn is also never a perfect square.
Proof. Notice ;rst that(
n+ 1
2
)
≡ 0mod 2⇔ n ≡ 0; 3mod 4;
and since (n+1)n+1−2n+1nn ¡ 0 for every n¿ 2, Dn ¡ 0 for n ≡ 0; 3mod 4. Therefore,
if n ≡ 0; 3mod 4, Dn ¡ 0, and so Dn cannot be a square. For n ≡ 1; 2mod 4 we can
write the discriminant Dn as
Dn = 2n+1nn − (n+ 1)n+1:
Suppose n ≡ 1mod 4. If also n ≡ 0; 2mod 3 then it is easy to see that Dn ≡ −1mod 3
and so it cannot be a square. Let n ≡ 1mod 3. Then n=1+12k and we can write Dn
as
Dn = 22+12k [(1 + 12k)1+12k − (1 + 6k)2+12k ]:
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It is enough to prove that Dn=22+12k is not a perfect square. For this consider the
following cases:
(1) k ≡ 1mod 7. Then, since {0; 1; 4; 2} are the only squares mod 7 and Dn ≡
51+12k ≡ 5mod 7, (because 512 ≡ 1mod 7), Dn cannot be a perfect square.
(2) k ≡ 2mod 7. Then Dn ≡ 41+12k − (−1)2+12k ≡ 4 − 1 ≡ 3mod 7, because 412 ≡
1mod 7, and so Dn cannot be a perfect square.
(3) k ≡ 3mod 7. Then Dn ≡ 21+12k − (5)2+12k ≡ 2 − 4 ≡ 5mod 7, because 52 ≡
4mod 7 and 212 ≡ 1mod 7. So Dn cannot be a perfect square.
(4) k ≡ 4mod 7. Then Dn ≡ −(4)2+12k ≡ −2mod 7, and so Dn cannot be a perfect
square.
(5) k ≡ 5mod 7. Then Dn ≡ 51+12k − (3)2+12k ≡ 5− 2 ≡ 3mod 7, and so Dn cannot
be a perfect square.
(6) k ≡ 6mod 7. Then Dn ≡ 31+12k − (2)2+12k ≡ 3− 4 ≡ 6mod 7, and so Dn cannot
be a perfect square.
(7) Let k ≡ 0mod 7 then k = 7m and
dn = 22+12k
(1 + 12k)1+12k − (1 + 6k)2+12k
(12k)2
and so it is enough to prove that
(1 + 12k)1+12k − (1 + 6k)2+12k
(3k)2
is not a perfect square. In terms of the parameter m we must prove that
(1 + 12 · 7 · m)1+12·7·m − (1 + 6 · 7 · m)2+12·7·m
9 · 49 · m2
is not a perfect square. In fact we will see that for every value of m we have
(1 + 12 · 7 · m)1+12·7·m − (1 + 6 · 7 · m)2+12·7·m
9 · 49 · m2 ≡ 39mod 43 (1)
and since 39 is not a square mod 43 we are done. Since we are working in the ;nite
;eld F43 there is only a ;nite number of possible values for the left-hand side of (1).
An easy, but tedious, case by case computation yields (1).
Now suppose n ≡ 2mod 4. Then n= 2 + 4k and we will prove that
23+4k(2 + 4k)2+4k − (3 + 4k)3+4k
(1 + 4k)2
≡ 2mod 3
for every value of k. This implies that dn (and hence Dn) is not a perfect square.
Again we work in a ;nite ;eld F3 and there is only a ;nite number of possible values.
A simple computation implies the result. Since
Dn = (n− 1)2dn;
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and Dn is never a perfect square, it is clear that dn cannot be a perfect square. This
;nishes the proof of the lemma.
Theorem 2.5. Let Gn be the Galois group of fn(x) over Q. Then Gn contains a
transposition.
Proof. We begin by de;ning a new polynomial hn(x):
hn(x) = (n+ 1)gn(x)− xg′n(x) =−2xn + (n+ 1):
Denoting by Mgn and Mg′n the reductions of gn and g
′
n module a prime p, we conclude
that if Mgn and Mg′n have a common root (in an algebraic closure of Fp), then the common
roots of Mgn and Mg′n are the nth roots of
Mn+ M1
M2
:
Let p¿ 2 be a prime that divides the disciminant dn—it is easy to see that there are
always such primes—(and so p also divides Dn). Let us suppose also that p is a prime
that rami;es. Consider Mfn(x)∈ Fp[x] the reduction of fn(x). The discriminant of Mfn is
zero in Fp and so Mfn has a multiple root M. Let us prove that there is only one multiple
root. By the above the multiple root  veri;es
Mn =
Mn+ M1
M2
and from Mg′n( M) = 0 it comes
(n+ 1) Mn − M2 Mn Mn−1 = 0
and so (we can clearly suppose M = 0, because M is a root of Mgn(x) and Mgn(0) = M1)
( Mn+ M1) Mn+1 = M2 Mn Mn
from this we conclude that
M=
M2 Mn
Mn+ M1
and so M∈ Fp, Mn ≡ 0modp and M is the unique multiple root of Mgn (and so, of Mfn).
Now we show that M is a double root of Mgn.
Mh′n(x) =−M2 Mnxn−1
and so, since Mn = 0, Mhn has only simple roots. Hence, Mgn cannot have triple roots.
Since gn(x)= (x− 1)fn(x), fn(1)=−(n− 1) and (n− 1) ≡ 0modp, we conclude that
Mfn(x) cannot have a triple root.
We concluded that in Fp[x] we must have the factorization
Mgn = Mf1 · · · · · Mfm (2)
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with
Mf1(x) = (x − M)2
and Mf2; : : : ; Mfm, monic irreducible.
By Hensel’s lemma [5, Theorem 5.3, p. 192] considering fn(x) and gn(x) as poly-
nomials in Zp[x], where Zp is the ring of p-adic integers, we can lift factorization (7)
to Qp, (in fact to Zp[x]):
gn(x) = f1 · · · · · fm
with f1(x) = x2 + ax + b, (necessarily irreducible), f2; : : : ; fm monic irreducible with
the same respective degrees as Mf2; : : : ; Mfm.
Let us show that the extensions over Qp generated by the roots of the fi (i¿ 2)
are unrami;ed. Fix fi and let  be one root of fi. Then we can put
[Qp( ) : Qp] = ef;
where e is the rami;cation index and f is the residue degree
f = @(fi) = @( Mfi) = [ MQp( ) : MQp]:
But then, since e¿ 1 and
[Qp( ) : Qp] = [ MQp( ) : MQp]
we must have e= 1. If  ′ is another root of fi then we have, by the same arguments
that the rami;cation index e′ = 1. But this implies that the rami;cation index e′′ of
Qp( ;  ′) over Qp( ) is also 1, because it is obtained from the compositum of two
unrami;ed extensions.
This proves that the extension Ep generated over Qp by all the roots of all the fi
(i¿ 2) is unrami;ed. By hypothesis, p rami;es in the splitting ;eld of fn(x) over Qp
which is Ep. If ′ is a root of f1(x) = x2 + ax + b in Ep then [Qp(′) : Qp] = 2 and
so, the relation [Qp(′) : Qp] = ef and the fact that e¿ 2 implies e = 2.
Let En=Q be the splitting ;eld of fn(x) over Q and choose a prime P in En over p.
Then DP=Gal((En)P=Qp) is the decomposition group of P. If On;P is the valuation
ring of the completion (En)P and P is its maximal ideal we have the inertia subgroup
IP = {'∈DP : '(x) ≡ xmod P}
and the inertia sub;eld TP. By local Hilbert theory (see [2, Chapter II, Section 6]),
TP is the maximal unrami;ed extension of Qp contained in (En)P and
[(En)P : TP] = e = 2:
Since the roots of fi for i¿ 2 generate unrami;ed extensions, the subgroup IP ;xes
all these roots. But if ) and ′ are roots of the quadratic polynomial f1(x) over Qp
then there is an element * in IP such that
*()) = ′; *(′) = )
and * ;xes all other roots. Then DP ⊂ Gal(En=Q) contains a transposition. This
;nishes the proof of the theorem.
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Theorem 2.6. Let n be an even integer. The Galois group of fn(x) is the symmetric
group on n symbols Sn and if E=Q is the splitting 5eld of fn(x) over Q, the extension
E=Q(
√
dn) is unrami5ed.
Proof. Corollary 2.2 implies that Gal(fn) is a transitive subgroup of Sn. But Lemma 5
of Osada’s article [6] says that a transitive subgroup of Sn generated by transpositions
must be all Sn. By Theorem 2.7 and Remark 2.8 above, this is the case for Gal(fn),
when n is even. For the last part it is enough to say that the intersection of the alter-
nating group An with any inertia group must be trivial. This proves the theorem.
Remark 2.7. For the prime p=2 in the case of odd n, although Theorem 2.7 continues
to hold, (and even it is still true that for every prime p¿ 2 inertia groups above p are
trivial or generated by a transposition), the polynomial Mhn(x) is identically zero and so
we cannot deduce the behavior of the factorization in F2 of Mfn(x).
3. The case of prime degree
Let p be a prime number and Mfp(x) = xp − xp−1− · · · − x− 1 the reduction modp
of fp(x). We will prove that Mfp(x) is irreducible in Fp[x]. In order to do this we prove
;rst a kind of reciprocity
Lemma 3.1. If p is a prime number we have the reciprocity formula in Fp[x]
xp Mfp
(
2− 1
x
)
= Mfp(x):
Proof. We can write Mfp(x) = xp − (x − 1)p−1 because in Fp[x]
Mfp(x) = xp − x
p − 1
x − 1 = x
p − (x − 1)
p
x − 1 = x
p − (x − 1)p−1
and so
xp Mfp
(
2− 1
x
)
= xp
((
2− 1
x
)p
−
(
1− 1
x
)p−1)
= xp
(
2− 1
xp
)
− x(x − 1)p−1
= 2xp − 1− x(x − 1)p−1: (3)
Since gp(x) = (x − 1)fp(x) = xp+1 − 2xp + 1 we have
2xp − 1 = xp+1 − (x − 1) Mfp(x)
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and so
xp Mfp
(
2− 1
x
)
= xp+1 − (x − 1) Mfp(x)− x(x − 1)p−1
= x[xp − (x − 1)p−1]− (x − 1) Mfp(x)
= Mfp(x): (4)
This ;nishes the proof of the lemma.
Lemma 3.2. In the quotient ring R= Fp[x]=(fp(x)) we have that ,p = x, where
,=−xp−1 + xp−2 + · · ·+ x + 3:
Besides, x is invertible in R and , = 2 − 1=x. (We are writing simply x for its class
in R.)
Proof. Since in R we have xp+1 − 2xp + 1 = 0 (because gp(x) = (x − 1)fp(x) and
x = 1) we can write
x[xp − 2xp−1] =−1
and this proves that x is invertible and that
−1
x
= xp − 2xp−1: (5)
Besides, from xp+1 − 2xp + 1 = 0 it follows that
x − 2 + 1
xp
= 0;
that is
x = 2− 1
xp
=
(
2− 1
x
)p
:
Now, by (10) we write(
2− 1
x
)
= 2− −
1
x + 1
(1− x) = 2 +
xp − 2xp−1 + 1
1− x
= 2 +
−xp−1 + xp + 1− xp−1
1− x = 2 +
−xp−1(1− x) + 1− xp−1
1− x
=−xp−1 + 1− x
p−1
1− x + 2 =−x
p−1 + xp−2 + · · ·+ x + 1 + 2
and this proves the lemma.
Theorem 3.3. The polynomial Mfp(x) = xp − xp−1 − · · · − x − 1 is irreducible in Fp[x]
for every prime number p.
P.A. Martin / Journal of Pure and Applied Algebra 190 (2004) 213–223 221
Proof. It is easy to see that Mfp(x) is irreducible in Fp[x] if and only if
(1) ( Mfp(x); xp − x) = 1,
(2) Mfp(x)|(xpp − x).
To prove the ;rst condition is equivalent to prove that Mfp(x) has no root in Fp. To
prove the second condition it is enough to prove that each root of Mfp is a root of
xp
p − x. Now, we have already noticed that
Mfp(x) = xp − (x − 1)p−1
and so, since,
(xp − x; fp(x)) = 1⇔ fp(m) = 0; ∀m∈ Fp
and since yp−1 = 1 for every y∈ F∗p we have, for m = 1,
Mfp(m) = (m)p − (m− 1)p−1 = m− 1 = 0:
But Mfp(1) = 1 and so we are done. This proves the ;rst claim. For the second: let us
suppose that in Fp[x] we have a factorization
Mfp(x) = f1(x) · · ·fk(x);
where each fj(x) is irreducible with degree nj. Let
Aj = {j; pj ; : : : ; p
nj−1
j }
be the set of roots of fj(x) in an algebraic closure of Fp (notice that p
nj
j = j). By
Lemma 3.1 the map  → 2−1= gives a bijection of the set of all roots of Mfp(x) onto
itself, and so the set
2− 1j ; 2−
1
pj
; : : : ; 2− 1
p
nj−1
j


is also a subset of the roots of Mfp(x). But this set is clearly an orbit under the action
of the Frobenius automorphism u → up, and this means that it must be some Ak . But
Lemma 3.2 says that(
2− 1
pj
)
=
(
2− 1
j
)p
= j
and so Ak = Aj, and this means that  → 2− 1= gives a permutation of Aj. Let
 :Aj → Aj; ()) = 2− 1=):
It is easy to see that  is a cyclic permutation (an nj-cycle). A simple induction
argument shows that
k()) =
k − (k − 1))
(k − 1)− k) ;
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where k =  ◦  ◦ · · · ◦  (the composition of  with itself k times). Then
nj (j) = j
that is
nj − (nj + 1)j
(nj − 1)− njj = j
and hence
nj2j − 2njj + nj = 0:
If nj ≡ 0modp we have
2j − 2j + 1 = 0:
But this is impossible because dividing this last expression by j we obtain
j − 2 + 1j = 0
and so
j = 2− 1j :
But this in turn implies (again by Lemma 3.2)
pj =
(
2− 1
j
)p
= j
which would gives us that j ∈ Fp. This is impossible by the ;rst claim. This ;nishes
the proof of the theorem.
We are now ready to prove the main theorem of this section
Theorem 3.4. Let p be a prime number. Then de Galois group of fp(x) is the sym-
metric group Sp in p symbols.
Proof. It is well known that a transitive subgroup of Sp containing a transposition and
a p-cycle is Sp. From our previous Theorems 2.1 and 2.7 it is enough to prove that
Gal(fp) has a p-cycle. Since
Dp = (−1)
(
n+1
2
)
[(p+ 1)p+1 − 2p+1pp]
it is clear that p does not divide Dp (and a fortiori does not divide dp). This means
that p does not ramify. By Theorem 3.3 fp(x) is irreducible in Fp[x]. From these
two facts (and Hensel’s lemma) it follows that considering fp over the p-adic ;eld
Qp we have that its Galois group is cyclic and contains a p-cycle. This proves the
theorem.
P.A. Martin / Journal of Pure and Applied Algebra 190 (2004) 213–223 223
References
[1] R.F. Coleman, On the Galois groups of the exponential Taylor Polynomials, L’Enseignement
Mathematique t. 33 (1987) 183–189.
[2] S. Iyanaga, The Theory of Numbers, North-Holland, Amsterdam, 1975.
[3] M.D. Miller, On Generalized Fibonacci Numbers, Amer. Math. Monthly 78 (1971) 1108–1109.
[4] E.P. Miles Jr., Generalized Fibonacci numbers and associated matrices, Amer. Math. Monthly 67 (1960)
745–752.
[5] W. Narkiewicz, Elementary and Analytic Theory of Algebraic Numbers, PWN—Polish Scienti;c
Publishers, Warszawa, 1974.
[6] H. Osada, The Galois groups of the polynomials X n + aX l + b, J. Number Theory 25 (1987) 230–238.
[7] I. Schur, Gleichungen ohne AHect, Gesammelte Abhandlungen III (67) (1930) 191–197.
[8] I. Schur, AHectlose Gleichungen in der Theorie der Laguerreschen und Hermiteschen Polynome,
Gesammelte Abhandlungen III (70) (1931) 227–233.
[9] R. Swan, Factorization of polynomials over ;nite ;elds, Paci;c J. Math. 12 (2) (1962) 1099–1106.
