The purpose of this study was to evaluate image similarity measures employed in an informationtheoretic computer-assisted detection ͑IT-CAD͒ scheme. The scheme was developed for contentbased retrieval and detection of masses in screening mammograms. The study is aimed toward an interactive clinical paradigm where physicians query the proposed IT-CAD scheme on mammographic locations that are either visually suspicious or indicated as suspicious by other cuing CAD systems. The IT-CAD scheme provides an evidence-based, second opinion for query mammographic locations using a knowledge database of mass and normal cases. In this study, eight entropy-based similarity measures were compared with respect to retrieval precision and detection accuracy using a database of 1820 mammographic regions of interest. The IT-CAD scheme was then validated on a separate database for false positive reduction of progressively more challenging visual cues generated by an existing, in-house mass detection system. The study showed that the image similarity measures fall into one of two categories; one category is better suited to the retrieval of semantically similar cases while the second is more effective with knowledge-based decisions regarding the presence of a true mass in the query location. In addition, the IT-CAD scheme yielded a substantial reduction in false-positive detections while maintaining high detection rate for malignant masses.
I. INTRODUCTION
There is conflicting evidence regarding the clinical impact of computer-assisted detection ͑CAD͒ systems for the diagnostic interpretation of screening mammograms. For the most part, retrospective studies suggest that CAD technology has a positive impact on early breast cancer detection ͑e.g., Refs. 1-5͒. There are, however, several retrospective 6-8 and prospective [9] [10] [11] [12] [13] studies that produced contradictory conclusions. Although it is recognized that more prospective studies are needed on the topic, it is well known that radiologists often dismiss correct CAD cues. The radiologists' reluctance to trust CAD is mainly attributed to the higher than desired false positive rate. 11 The above observations are particularly true for the detection of masses, a far more challenging task than the detection of calcifications.
While the true clinical benefit of CAD is still debated, 14 CAD research continues in an effort to improve diagnostic performance and clinical integration. 15 For example, the currently used "black-box" CAD paradigm is rather limited. A CAD system that is more interactive and capable of justifying the visual cues it provides may help radiologists' cognitive process more effectively. Moreover, as clinical image libraries grow rapidly in Radiology, contemporary CAD systems should be able to capitalize on accumulating image data without requiring painstaking retraining or recalibration.
Content-based image retrieval ͑CBIR͒ could facilitate the development of a new generation of interactive CAD technology that takes advantage of the vast amounts of digital image data generated in clinical practice. The main objective of CBIR research is to develop a user-friendly framework that allows users to interact with digital image libraries effectively. 16 CBIR has been identified as an important research direction in Radiology to facilitate clinical decision support for medical image interpretation. 17, 18 Shifting the CAD paradigm to incorporate image retrieval capabilities is a challenging proposition. The primary task of CBIR in the clinical arena is to help radiologists retrieve images with similar visual content. Medical image retrieval has traditionally been based on text describing the patient clinical data and medical condition depicted in the patient's imaging studies. These textual descriptors are used as keywords for searching the medical image library. Several researchers have recognized the need for more sophisticated image retrieval methods that capture the visual content of images more effectively than textual descriptors. Consequently, CBIR has evolved toward feature-based similarity assessment. Images are compared and retrieved based on low-level image features that describe the color, shape, texture, and spatial arrangement of important objects ͑i.e., organs, tumors, etc.͒ identified in the medical images. Nevertheless, low-level image features are often ineffective in CBIR of single-modality images due to the subtle differences that exist among same-domain images. This inefficiency is known as the "semantic gap" between image features and the visual and diagnostic content of the images as perceived by the radiologists. 17 Therefore, the challenge in creating clinically effective CBIR-based CAD systems is to develop algorithms that retrieve semantically and perceptually similar images to provide evidence-based decision support.
Working toward this goal, we have previously presented a CBIR-based CAD system for the detection and diagnosis of masses in screening mammograms. 19, 20 In contrast to feature-based CBIR algorithms in mammography, [21] [22] [23] [24] [25] [26] [27] our system relies on information theoretic principles to assess image similarity. Specifically, the system uses the popular concept of mutual information ͑MI͒ to measure the similarity between a query image and those stored in the knowledge database. MI-based similarity assessment relies completely on the statistical properties of the image histograms eliminating the image preprocessing, segmentation, and feature extraction steps. Furthermore, information theoretic similarity measures have the advantage of making no assumptions on the underlying image distributions. Our CAD system was evaluated initially as a knowledge-based system for the discrimination of masses from normal breast parenchyma 19 and for the diagnostic characterization of masses using relevance feedback techniques. 20 Since similarity assessment is the most important component in CBIR, 28, 29 the purpose of this study was to explore several entropy-based similarity measures for region-based analysis of mammograms. Specifically, we present a comparative study using the information-theoretic computerassisted detection ͑IT-CAD͒ scheme for three clinically oriented tasks. First, an experiment was performed to determine which similarity measure helps the IT-CAD scheme retrieve semantically relevant mammographic regions with the highest precision. A second experiment was performed to determine which measure helps the IT-CAD scheme discriminate between mass and normal mammographic regions with the highest accuracy. Finally, a third experiment was performed to validate the conclusions of Experiments 1 and 2 using IT-CAD for evidence-based, false positive reduction of progressively more challenging visual cues produced by an existing second-reader CAD system.
II. MATERIALS AND METHODS

A. Information-theoretic similarity measures
Information-theoretic ͑dis͒similarity measures are based on the concept of entropy. 30 The most commonly used entropy definition is the Shannon entropy ͑H͒:
where p͑x͒ is the probability that an image pixel will have the intensity value x. The image probability p͑x͒ is typically estimated from the image histogram, commonly using the convention 0 log 0 = 0. Entropy is considered a measure of the uncertainty or complexity in an image. The image complexity ͑or uncertainty͒ is captured by the dispersion of the probability distribution of the image intensity levels. Images with uniform pixel intensity distributions have high dispersion and therefore higher entropy. In contrast, images with intensity distributions that depict a few large peaks have lower dispersion and thus lower entropy. Generally, information-theoretic similarity measures compare the histograms of two images X and Y. The comparison may focus only on corresponding histogram bins ͑i.e., binby-bin measures͒ or it may incorporate information for noncorresponding bins ͑i.e., cross-bin measures͒. This study investigates eight information-theoretic ͑IT͒ ͑dis͒similarity measures that have been successfully applied in other areas of medical imaging such as image registration, segmentation, and feature-based image retrieval. Four of them are cross-bin measures: ͑i͒ joint entropy, ͑ii͒ conditional entropy, ͑iii͒ mutual information, and ͑iv͒ normalized mutual information. The remaining four IT measures are typical examples of binby-bin measures: ͑i͒ average Kullback-Leibler divergence, ͑ii͒ maximum Kullback-Leibler divergence, ͑iii͒ Jensen divergence and, ͑iv͒ arithmetic-geometric mean divergence. The following is a brief description of each measure.
Joint entropy
Joint entropy ͑JOINTគH͒ is the entropy of the joint histogram of two images X and Y.
͑2͒
If two images are completely unrelated, their joint entropy is equal to the sum of their individual entropies. On the other hand, the more similar two images are, the lower their joint entropy is compared to the sum of the individual entropies. Consequently, the joint entropy is a distance measure rather than a similarity measure. Two images with lower joint entropy are considered more similar ͑i.e., more relevant͒ than two images with higher joint entropy.
Conditional entropy
The conditional entropy H͑X ͉ Y͒ of two images X and Y measures how much entropy ͑or uncertainty͒ is remaining regarding image X ͑i.e., the query image͒ when we have learned the truth regarding image Y ͑i.e., an image in the knowledge database͒. Similarly to joint entropy, conditional entropy is also a dissimilarity measure. Therefore, if two images are relevant, then the conditional entropy ͑or uncertainty͒ of the query image given the known image should be low. However, in contrast to joint entropy, conditional entropy is not symmetric. In other words, H͑X ͉ Y͒ H͑Y ͉ X͒. The conditional ͑CONDគH͒ and joint entropy of two images X and Y are related as follows:
Mutual information
Mutual information ͑MI͒ is the most popular IT similarity measure, particularly for image registration. [31] [32] [33] MI is similar to joint entropy but it also takes into account the individual image entropies.
MI͑X,Y͒
MI is a measure of general statistical dependence ͑i.e., shared information͒ between two images. It measures the amount of uncertainty reduction about one image given the information we have about the other image. MI is a true similarity measure. The more similar X and Y are, the higher their MI. Furthermore, MI is considered a generalized extension of the correlation coefficient because it does not make linear assumptions regarding the relationship between the two images' pixel values. 
Normalized mutual information
Normalized mutual information ͑NMI͒ is a normalized version of MI ensuring that the similarity measure is bounded between 0 and 1. Previous studies in image registration have shown that NMI is often more successful and robust than MI ͑Ref. 31͒.
NMI͑X,Y͒ =
H͑X͒ + H͑Y͒ H͑X,Y͒ . ͑5͒
Relative entropy
Relative entropy or Kullback-Leibler ͑KL͒ divergence is a distance measure between two probability distributions p͑x͒ and q͑x͒. In the scope of this study, p͑x͒ and q͑x͒ are the probability distributions of the stored image p͑x͒ and the query image q͑x͒, respectively. The relative entropy is defined as follows:
Relative entropy is typically used in coding theory and it measures how inefficient on average it would be to use the histogram of one image to code another. Generally, the higher the relative entropy is, the more dissimilar the two images are. Similarly to conditional entropy, KL divergence is not a true distance measure because it is not symmetric ͑i.e., D͑q ʈ p͒ D͑p ʈ q͒͒. Consequently, different transformations have been utilized in CBIR to provide a symmetric KL divergence measure ͑SKL͒. 35 In this study, we have explored two such transformations: ͑i͒ the average KL divergence
and ͑ii͒ the maximum KL divergence
SKL is a non-negative distance metric that is equal to 0 when the two probability distributions are identical.
Jensen divergence
Some studies have indicated that KL divergence D͑p ʈ q͒ is not numerically stable and is often sensitive to histogram binning. 36 Consequently, another divergence measure has been proposed as a more stable alternative. The Jensen divergence ͑JD͒ is an empirical modification of the KL divergence that is symmetric and more robust with respect to noise and histogram binning 36 JD͑p,q͒ = ͚
͑9͒
The Jensen divergence has values bounded between 0 and 2.
Arithmetic-geometric mean divergence
Finally, the last similarity measure explored was the arithmetic-geometric mean ͑AGM͒ divergence. This measure is essentially the KL divergence between the arithmetic and geometric means of the two image distributions p͑x͒ and q͑x͒
͑10͒
All above IT measures require estimation of the marginal probability distribution of the individual images. In addition, some measures ͑i.e., JOINTគH, CONDគH, MI, NMI͒ require estimation of the joint probability distribution of the two images as well. Consistent with our earlier study 19 and for reasons of computational efficiency, we applied the histogram approach 33 to approximate the marginal and joint probability distributions functions. The number of histogram bins for histogram approximation was selected empirically. We varied the number of histogram bins ͑i.e., 4, 8, 16, 32, 64, 128͒ and repeated the experiments with respect to all similarity measures. As expected, the number of histogram bins affected the observed results. For example, using only four bins produced consistently inferior results across all similarity measures. The differences among the results observed for the remaining values of the histogram bin parameter were not statistically significant. Overall, 64 bins were sufficient for histogram approximation across all similarity measures and clinical tasks. For each ROI, the mean and standard deviation of the ROI pixel values were calculated. Then, the interval ͓ −2 , +2͔ was divided into 64 equal-sized bins. Pixel values falling outside the predetermined ͓ −2 , +2͔ interval were assigned to the outermost bins when calculating the histograms. The above rules were followed consistently for all images, similarity measures, and experiments.
B. Overview of the information-theoretic CAD system
Figure 1 shows a schematic representation of the image retrieval scheme with the proposed information theoretic framework for mass detection. The scheme is designed to provide region-based evaluation of mammograms for a targeted, evidence-based analysis of suspicious mammographic locations.
Initially, a query mammographic location is presented to the IT-CAD system. The system extracts a fixed size mammographic region around the specific location. The query region of interest ͑ROI͒ is compared to a knowledge database of ROIs with known ground truth. Similar cases are retrieved from the knowledge database. A decision is formulated regarding the query region using the retrieved similar cases.
There are two critical components in the IT-CAD scheme: ͑i͒ the similarity measure, and ͑ii͒ the knowledge database. Since the clinical focus of the IT-CAD scheme is mass detection, it is reasonable to expect that the knowledge database should contain a rich collection of mammographic ROIs that depict biopsy-proven masses. Although the above requirement is critical, the knowledge database also includes a diverse set of ROIs that depict normal breast parenchyma. Because the similarity measure is calculated using the full ROI, it is possible that two ROIs may result in high similarity mainly due to parenchymal background similarities rather than the potential abnormalities they contain. Consequently, the information theoretic CAD approach decides based on both similar mass and normal cases that are stored in its knowledge database. Specifically, the IT-CAD decision index D͑Q͒ is calculated as follows:
where Q is the query mammographic region, SM stands for similarity measure, and M j and N j are known mass and normal cases that are retrieved from the knowledge database as most similar to the query. Note that if the query region depicts a mass, it is expected that the calculated decision index should be higher than if it contains normal parenchyma. The second term in Eq. ͑11͒ is a correction term so that high values of D͑Q͒ are less likely to be the result of matching backgrounds than matching potential abnormalities. Although our previous studies have shown promising results using mutual information as the similarity measure ͑SM͒, this study explores several other information-theoretic ͑dis͒similarity measures that share the same featureless simplicity and computational efficiency with MI. Note that in Eq. ͑11͒, SM denotes a similarity measure. The proposed dissimilarity measures ͑i.e., joint entropy, conditional entropy, KL divergence, Jensen divergence, and geometric/ arithmetic mean͒ can be easily converted into similarity measures by taking their negative or inverse value. For this study, we applied the negative transformation.
C. Data collection and study design
The study was based on 512ϫ 512 pixel ROIs extracted from mammograms for the Digital Database of Screening Mammography ͑DDSM͒. 37 The mammograms are 12 bit images digitized using the Lumisys scanner at 50 m per pixel. No image preprocessing ͑i.e., segmentation, filtering, normalization, etc.͒ was performed on the mammograms or the extracted ROIs.
We created two different ROI databases based on the DDSM/Lumisys mammograms. Database 1 contained 1820 ROIs. Of those, 901 ROIs depicted a biopsy-proven mass ͑489 malignant and 412 benign͒. The ROIs were centered around the physician's annotation provided in the DDSM truth files. The remaining ROIs were extracted from 62 normal mammograms ͑two ROIs per breast, per view͒ for a total of 8 ϫ 62= 496 normal ROIs. The location of the normal ROIs was selected randomly within the breast. There was no overlap between the ROIs extracted from the same image. To keep the database evenly balanced between normal and abnormal ROIs, an additional 424 ROIs were extracted from abnormal DDSM/Lumisys cases, but only from breasts that did not contain any physician annotations in either mammographic view. The selection of these cases was random. Therefore, the final database contained 919 ROIs that were deemed normal.
Database 2 contained ROIs extracted from 100 DDSM cases completely different from those used to create Database 1. This second database was selected to represent a balanced mix of abnormal and normal cases from all available DDSM/Lumisys volumes. Note that the DDSM volumes correspond to patient data acquired at different geographic locations. By creating a balanced mix of cases we tried to minimize potential discrepancies due to patient popu- lation differences. Furthermore, within each volume an equal number of cases were selected for each mammographic density. Of the 100 DDSM cases in Database 2, 40 cases contained malignant masses, 40 cases contained benign masses, and the remaining 20 cases were considered normal. In DDSM a screening mammogram is considered normal if it does not require any further "follow-up," it does not contain any annotated abnormalities, and the patient has a normal screening exam at least four years later.
Database 2 was processed using a previously presented, in-house CAD system for mass detection. 38, 39 The system was used to locate suspicious locations within the images. The CAD system is a multi-stage algorithm consisting of a typical sequence of steps: ͑i͒ image filtration using a difference of Gaussians filter, 40, 41 ͑ii͒ initial localization of suspicious regions detected at high sensitivity using a progressive gray level thresholding procedure, ͑iii͒ feature extraction and selection, and ͑iv͒ feature-based classification using Fisher's linear discriminant for false positive reduction of the initial suspicious regions. The prescreening, in-house CAD system was initially trained and optimized on a separate set of DDSM cases, completely different from Database 2. After training and optimization, the system was applied "as is" on Database 2.
Specifically, the in-house, mass detection system was applied on the craniocaudal ͑CC͒ views of the 80 cases in Database 2 that contained the annotated masses. For the 20 normal cases in Database 2, only one, randomly selected CC view ͑left or right breast͒ was analyzed. Therefore, 100 independent images were analyzed. The automated screening process resulted in 399 false positive ͑FP͒ detections ͑ap-proximately 4 FPs/image͒. In addition, depending on the definition of true positive detection, 42 the system also detected 84%-92% of the true masses. However, because our main focus is on reducing further the false positive detections, we combined the 399 FPs with all true masses annotated in the 100 images anticipating future sensitivity improvement of our prescreening algorithm. In total, there were 483 mammographic regions in Database 2; 44 depicting a malignant mass, 40 depicting a benign mass, and 399 depicting suspicious looking yet normal breast parenchyma.
Database 1 was used in a leave-one-out manner to assess how the various image similarity measures impact the retrieval precision ͑Experiment 1͒ and diagnostic accuracy ͑Experiment 2͒ of our IT-CAD scheme. The leave-one-out sampling scheme was implemented on a per case basis as follows. Each ROI in Database 1 was excluded once to serve as the query. Of the remaining 1819 ROIs, the ones extracted from DDSM cases different than the query's served as the knowledge database of the IT-CAD scheme. The same process was repeated until each ROI served as a query.
Experiment 3 aimed to validate the conclusions drawn from experiments 1 and 2 for the clinical task of reducing the false positive detections of prescreening CAD systems. Both Databases 1 and 2 were used for this third experiment. Specifically, the ROIs in Database 2 served as queries for testing the IT-CAD system while Database 1 served as the knowledge database.
D. Performance evaluation
Two different performance indices were employed in this study depending on the operating mode of the IT-CAD system ͑retrieval engine vs. detection aid͒. When the system was tested as a retrieval engine, its retrieval capabilities were assessed using precision as the selected performance index. Given a query image, precision ͑P͒ is the number of relevant retrieved images ͑R͒ divided by the total number of retrieved images ͑K͒
Precision͑P͒ =
Number of relevant retrieved images ͑R͒ Total number of retrieved images ͑K͒ .
͑12͒
Retrieval precision in CBIR is analogous to positive predictive value in decision analysis. There are two ways to define relevance in image retrieval; visual or semantic. For this application, we focus on semantic relevance. A retrieved image is considered to be relevant if it belongs to the same class ͑mass or nonmass͒ as the query image. Since retrieval precision is dependent on the query, a CBIR system's precision is typically reported averaged across all queries. According to Eq. ͑12͒, retrieval precision is also dependent on the number of retrieved images ͑K͒ and it is typically plotted as a function of K. In this study, we focus only on the top 1, 5, and 10 retrievals and evaluate the eight similarity measures with respect to these top retrieved cases. We limited the precision analysis to K ഛ 10 for practical reasons. In an interactive CAD system, it is impractical to present radiologists with more than the top ten most similar cases for visual evaluation.
Receiver operating characteristic ͑ROC͒ analysis 43 was employed to assess the performance of the IT-CAD system as a mass detection aid. The decision index calculated based on Eq. ͑11͒ was used as the decision variable for ROC analysis. Since the decision index is dependent on the number of closest mass and normal retrievals ͑k͒, ROC analysis was performed for a wide range of k values. The ROC analysis was performed using the ROCKIT software developed by Charles Metz at the University of Chicago.
III. RESULTS
A. Experiment 1: Retrieval precision
The average retrieval precision achieved by each similarity measure at the top K = 1, 5, and 10 retrievals was calculated for all queries and separately for each subgroup of queries ͑i.e., malignant masses, benign masses, and normals͒. Subgroup analysis was performed to identify possible discrepancies depending on the true class of each query ROI. Overall there were subtle changes as the number of retrievals increased from K =1 to K = 10. Thus, Fig. 2 shows results for the top K = 1 and K = 5 retrievals only ͓Figs. 2͑a͒ and 2͑b͒, respectively͔. Figure 2 shows that the overall retrieval precision P͑K͒ achieved by the eight similarity measures appears to be within the range of 47%-65%. Bin-by-bin measures demonstrated overall higher average retrieval precision compared to the cross-bin measures at all three retrieval levels. In addition, there were dramatic differences depending on the type of query. Four similarity measures ͑i.e., joint entropy, conditional entropy, mutual information, and normalized mutual information͒ achieved significantly higher precision for mass queries rather than normal queries. In contrast, average precision was far more robust between mass and normal queries for the remaining similarity measures ͑i.e., symmetric Kullback-Leibler divergence, maximum Kullback-Leibler divergence, Jensen divergence, and arithmetic-geometric mean divergence͒. However, the average retrieval precision was consistently higher for normal queries than masses for the second group of similarity measures. It is notable that the average retrieval precision for malignant masses was consistently higher than that for benign masses for all similarity measures ͑with the only exception for the joint entropy measure at the top K = 1 retrieval͒.
Note that since the normal and mass ROIs are almost evenly balanced in Database 1, there is a 50% chance to randomly retrieve a mass or normal template from the knowledge database. The Wilcoxon signed rank test was performed to determine if the average precision was significantly higher than the expected ϳ50% precision value due to the inherent prevalence of each subgroup ͑i.e., 49.5% for mass and 51.5% for normal ROIs͒ in the database. For all K values, all similarity measures, and all subgroups of query cases the observed precision was statistically significantly different ͑p valueϽ 0.0001͒ than the expected ϳ50% aver- age precision if retrieval were purely random. This result was consistent for subgroups and similarity measures where the achieved precision was significantly inferior to that expected with random retrieval ͑e.g., 20% average precision P͑5͒ for normal ROIs using joint entropy as the similarity measure͒.
The signed rank test with Bonferroni correction for multiple comparisons was also performed to test for significant differences in average retrieval precision among the different similarity measures. The analysis was performed for each K value ͑K =1,5,10͒ and each query subgroup ͑malignant, benign, normal͒ separately at the 95% confidence level. The consistent trend among the results was that the four dissimilarity measures SKLគ1, SKLគ2, JD, AGM provide very similar average retrieval precision for all query groups.
On the other hand, the remaining four similarity measures ͑JOINTគH, CONDគH, MI, NMI͒ provide significantly different precision performance compared to the first group across all subgroups and retrieval levels ͑K =1,5,10͒. Indeed, nonparametric correlation analysis confirmed that ͑SKLគ1, SKLគ2, JD, AGM͒ and ͑JOINTគH, CONDគH, MI, NMI͒ represent two distinct groups of measures. The similarity measures of the first group resulted in highly correlated precision performance for all query groups ͑0.87ഛ ഛ 0.98͒. However, the similarity measures of the second group resulted in significantly less correlated precision performance ͑−0.14 ഛ ഛ 0.62͒ with the exception of CONDគH and MI ͑0.65 ഛ ഛ 0.90 depending on the query group and number of top retrievals͒. Surprisingly, the mutual information and normalized mutual information measures resulted in lower correlation ͑0.56ഛ ഛ 0.84 depending on the query group and number of top retrievals͒. It is noted that the differences in precision between MI, NMI, CONDគH, and JOINTគH were often significant for both mass and normal queries at the various retrieval levels. The above statistical analysis was performed using the JMP Statistical Software Version 5.1 available from SAS, Cary, NC.
B. Experiment 2: Detection accuracy
The ͑dis͒similarity measures were subsequently used in the IT-CAD system for the discrimination of mass from normal ROIs according to the decision variable described in Eq. ͑11͒. In contrast to retrieval precision, the decision variable ignores the rank order of the retrieved cases but it takes into consideration the actual value of the similarity measure under consideration. Table I shows the corresponding ROC areas achieved for each similarity measure based on the number k of the closest mass and normal templates retrieved from the knowledge database. Results are shown for several k values to highlight the general trends. For example, when k = 1, the IT-CAD system is asked to make a decision using the one mass and one normal templates retrieved from the database as most similar to the query. In contrast, if k = ALL, the IT-CAD system is asked to make a decision using the whole knowledge database.
Using the mutual information, normalized mutual information, conditional entropy, and joint entropy as the similarity measure, the IT-CAD system achieved its highest ROC performance ͑A z = 0.87± 0.01͒. Although not shown in Table  I , the IT-CAD performed significantly better for the detection of malignant ͑A z = 0.89± 0.01͒ than benign masses ͑A z = 0.84± 0.01͒. The number of top mass and normal templates required for optimized performance depended on the similarity measure. Using mutual information, the system achieved its highest performance using as few as the top matched 50 mass and normal templates. Conditional entropy, normalized mutual information, and joint entropy required substantially more matched templates. The best ROC area index achieved by the IT-CAD scheme was significantly lower when using the Kullback-Leibler, Jensen, and arithmetic-geometric mean divergence measures ͑A z = 0.77± 0.01͒. This performance was optimized with approximately 50 best matched mass and normal templates and deteriorated substantially as more inferior matches were included in the decision making process.
Since emphasis is typically place on operating at a high sensitivity level for breast cancer detection tasks, the impact of the eight similarity measures was also evaluated with respect to the partial ROC area index 0.90 A z . The overall trends remained the same. Specifically, MI, NMI, JOINTគH, and CONDគH achieved significantly higher performance for malignant masses ͑ 0.90 A z = 0.57± 0.03͒ than the remaining measures ͑ 0.90 A z = 0.31± 0.03͒. 
C. Experiment 3: IT-CAD for false positive reduction
Finally, the IT-CAD scheme was validated for discriminating true masses from false positive mammographic regions. Figure 3 shows the overall ROC and partial ROC area indices achieved depending on the similarity measure. As the figure shows, the best performance of the IT-CAD scheme ͑A z = 0.81± 0.02͒ is significantly lower on Database 2 than what was previously observed on Database 1 ͑A z = 0.87± 0.01͒. The performance deterioration was expected because Database 2 represents a far more challenging detection task ͑mass vs. suspicious-looking normal ROIs͒ than Database 1 ͑mass vs. randomly chosen normal ROIs͒. However, the same overall trends prevailed. The same two groups of similarity measures emerged with distinctly different detection performance.
The IT-CAD detection performance on Database 2 was analyzed in more detail with NMI as the similarity measure. NMI is a more attractive choice than MI due to its bounded nature. It always ranges between 0 and 1 regardless of any possible preprocessing done on the ROIs. Three operating decision thresholds were selected using the partial ROC curves acquired in Database 1. The thresholds corresponded to three clinically relevant operating points: ͑a͒ 95% sensitivity, ͑b͒ 90% sensitivity, and ͑c͒ 85% sensitivity for malignant masses. Note that the decision thresholds for these three operating points were determined using Database 1 exclusively. Database 2 was used purely for testing.
Overall, the IT-CAD scheme had very robust detection performance in Database 2 when operating with the above decision thresholds. Operating at the desired 95% sensitivity decision threshold, the IT-CAD system detected 42/ 44 malignant masses present in Database 2 ͑95.7% sensitivity͒. At the 90% and 85% sensitivity operating thresholds, the scheme detected 40/ 44 malignant masses ͑90.9% sensitivity͒.
The contribution of the IT-CAD system for false positive reduction rate was also assessed at the same three operating points. Table II shows the false positive reduction rate for all false positives and for progressively more challenging ones; those remaining when the system operates at 3 FPs/image, 2 FPs/image, 1 FP/image, and 0.4 FP/image, respectively ͑at the expense of lower mass detection rate obviously͒. The IT-CAD scheme can effectively reduce about 50% of the false positive cues while detecting 90% of the malignant masses. Although the impact of the IT-CAD scheme deteriorates as the false positive cues become progressively more challenging, the scheme can still eliminate up to 17.5% of the false positive cues generated by the prescreening system that operates at a low 0.4 FP/image ͑while detecting 85% of malignant masses͒.
The results regarding retrieval precision in Database 2 were also consistent with what was observed in Database 1. The bin-by-bin similarity measures ͑SKLគ1, SKLគ2, JD, AGM͒ provided far more robust retrieval precision among all queries than the cross-bin similarity measures ͑JOINTគH, CONDគH, MI, NMI͒. It is noted however, that the average retrieval precision for the false positive ROIs was consistently lower than that achieved for randomly chosen normal ROIs in Database 1 using the bin-by-bin similarity measures ͑0.60 vs 0.69͒.
IV. DISCUSSION
Assessment of image similarity is a critical step for the retrieval and diagnostic interpretation of medical images based on their content. The task involves two important decisions: ͑i͒ how to represent the image, and ͑ii͒ how to choose the most effective similarity measure for the specific image representation space and the particular medical task at hand. Typically, these decisions are made empirically using a labeled database. The size and comprehensiveness of the database usually determine how well the decisions generalize to new databases.
In the present study we investigated the retrieval performance and mass detection accuracy of eight informationtheoretic ͑IT͒ image similarity measures for region-based analysis of mammograms. In contrast to feature-based similarity assessment techniques, the IT measures operate with image histograms without requiring image feature extraction. Thus, the image content is represented in terms of pixel intensity histograms. The IT similarity measures essentially compare the region-based histograms of two mammograms to determine how relevant they are. Specifically, this study focused on two groups of information theoretic measures: ͑i͒ bin-by-bin measures that compare only the contents of corresponding histogram bins ͑i.e., average KL divergence, maximum KL divergence, Jensen divergence, arithmeticgeometric mean divergence͒ and ͑ii͒ cross-bin measures ͑i.e., joint entropy, conditional entropy, mutual information, normalized mutual information͒ that incorporate the comparisons of the contents of noncorresponding bins.
The proposed image similarity measures were evaluated in the context of an interactive CAD system that is designed to provide evidence-based decisions regarding the presence of a malignant mass in mammographic locations that serve as queries for the system. These measures were evaluated in two different capacities: ͑i͒ for retrieval of diagnostically similar cases and for ͑ii͒ knowledge-based mass detection. Experiments were performed using two independent databases. The first database contained mammographic regions that depicted either a mass or normal breast parenchyma. This database was used for empirical comparison of the similarity measures based on a leave-one-case-out sampling scheme. The main conclusions drawn from using Database 1 were further validated on Database 2. The second database served as a clinically more challenging test bed because the nonmass mammographic regions it contained were already cued as highly suspicious for containing a mass by an inhouse CAD system. Therefore, the additional validation experiment aimed to evaluate to what extent the informationtheoretic CAD analysis could improve upon the performance of existing CAD technology by providing evidence-based analysis of suspicious regions.
Our study clearly demonstrated two strong trends. First, bin-by-bin measures based only on the distance of the marginal histograms were more successful at achieving higher and more balanced average retrieval precision of cases with similar semantic content. High precision in the first few retrievals is critical for content-based image retrieval systems designed to display the top matches for visual evaluation by the CBIR user. On the other hand, cross-bin similarity measures that incorporate the joint histogram information were more successful for knowledge-based discrimination of masses from normal mammographic regions.
Based on the above observations, it seems reasonable to consider the ratio of retrieved masses over the total number of retrieved cases as a potential decision variable for the IT-CAD system. Basically, when a query case is presented for evaluation, the IT-CAD scheme retrieves the top K most similar cases. The prevalence of masses in the top retrievals is treated as a predictive variable for the presence of mass in the query image. This predictive variable is in essence similar to the odds ratio. If the query depicts a mass, then the above prevalence should be larger than if the query depicts normal breast parenchyma. Although not reported in this study, we explored this possibility with all similarity measures. As expected, the bin-by-bin similarity measures helped the IT-CAD scheme achieve a higher ROC area index than the cross-bin measures ͑0.74± 0.01 vs. 0.69± 0.01͒ for a low number of retrievals ͑K Ͻ 30͒. As more retrieved cases were considered, the ROC performance evened out between both groups of similarity measures. However, the ROC area index never exceeded the one achieved using the knowledge-based decision index ͓Eq. ͑11͔͒ proposed in our study.
Finally, our study showed that the IT-CAD system can be effectively utilized as an add-on to existing detection schemes for false-positive reduction. Since the informationtheoretic system follows a featureless-based image analysis, it appears to complement feature-based CAD schemes. Spe- cifically, the IT-CAD system safely eliminated up to 17.5% of the most challenging false positive cues ͑those generated by prescreening the mammograms with a system that generates 0.4 FP/image͒ while still detecting 85% of the malignant masses. On a side note, the detection rate achieved for the benign masses was 90% ͑36/ 40͒. To summarize, our study represents a critical step toward an interactive CAD system able to operate as an effective content-based image retrieval and knowledge-based mass detection system. The comparative analysis demonstrated that the choice of the similarity measure depends on the clinical task ͑retrieval vs. detection͒. No particular similarity measure emerges as the optimal choice for both tasks. While MI and NMI appear to be excellent choices for knowledge-based mass detection, they fail to provide robust retrieval precision across the two query classes for the top retrievals. Therefore, these measures are not suitable for CAD users who would like to view the top most relevant matches. In contrast, the bin-by-bin similarity measures such as Jensen divergence and Kullback-Leibler divergence achieved overall higher and more robust retrieval precision. However, these measures failed to reach the detection accuracy achieved by the crossbin similarity measures. An interesting observation was that regarding retrieval precision, the cross-bin measures resulted in substantially lower pairwise correlation than the bin-bybin measures. This finding suggests that MI, NMI, JOINTគH, and CONDគH are good candidates for a possible fusion retrieval strategy. In fact, the newest trends in content-based image retrieval suggest that composite similarity measures may be more effective than single similarity measures. Our study certainly points toward that direction. For example, a composite strategy where a bin-by-bin similarity measure is used for initial retrieval of semantically similar cases while a cross-bin similarity measure is subsequently used for knowledge-based analysis of the retrieved cases appears to be a promising strategy to achieve simultaneously high retrieval precision and detection accuracy. We are currently investigating this idea.
One of the limitations of the present study design is that it assessed retrieval precision based on semantic, not visual content. This aspect is important for interactive CBIR-based CAD systems. It is possible that cross-bin measures may be more effective at capturing visual content than bin-by-bin measures. We plan to investigate this possibility in the future. In addition, we will investigate how beneficial the system is with mammographic regions that raise visual suspicion. The present study focused only on image locations marked as suspicious by another CAD algorithm. Analyzing image locations that are marked as suspicious by radiologists will determine the role of the IT-CAD system for reducing the interpretation, not perceptual, error associated with the diagnostic interpretation of mammograms.
From a theoretical point of view, the inherent limitation of the information-theoretic measures evaluated in this study is that they focus on the global histograms representation. Therefore, the localized spatial relationships among the image pixels are lost. This limitation has been addressed before in the context of image registration. It has been proposed that taking into account the neighborhood of regions of corresponding image pixels may be a more effective strategy. 44, 45 The computational complexity and less dramatic than anticipated improvements of this approach have led researchers to seek simpler surrogate approaches. For example, Pluim, Maintz, and Ueirgever proposed multiplying the mutual information with an additional term that incorporates the local gradients of the two images in comparison. 46 Certainly advances made toward this direction in image registration may have significant implications for our CAD application as well.
In conclusion, this study represents a comprehensive step toward a framework of entropy-based, image similarity assessment for retrieval of diagnostically relevant images to support interactive, evidence-based diagnostic interpretation of mammograms. 
