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FINER ESTIMATES ON THE 2-DIMENSIONAL MATCHING PROBLEM
L. AMBROSIO AND F. GLAUDO
Abstract. We study the asymptotic behaviour of the expected cost of the random match-
ing problem on a 2-dimensional compact manifold, improving in several aspects the results of
[AST18]. In particular, we simplify the original proof (by treating at the same time upper and
lower bounds) and we obtain the coefficient of the leading term of the asymptotic expansion of
the expected cost for the random bipartite matching on a general 2-dimensional closed manifold.
We also sharpen the estimate of the error term given in [Led18] for the semi-discrete matching.
As a technical tool, we develop a refined contractivity estimate for the heat flow on random
data that might be of independent interest.
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1. Introduction
The bipartite matching problem is a very classical problem in computer science. It asks to
find, among all possible matching in a bipartite weighted graph, the one that minimizes the sum
of the costs of the chosen edges. The most typical instance of the matching problem arises when
trying to match two families (Xi)1≤i≤n and (Yi)1≤i≤n of n points in a metric space (M,d) and
the cost of matching two points Xi and Yj depends only on the distance d(Xi, Yj).
We will investigate a random version of the problem, that is, in its most general form, the
following one.
Problem (Random Bipartite Matching). Let (M,d,m) be a metric measure space such that m
is a probability measure and let p ≥ 1 be a fixed exponent. Given two families (Xi)1≤i≤n and
(Yi)1≤i≤n of independent random points m-uniformly distributed on M , study the value of the
expected matching cost
E
[
min
σ∈Sn
1
n
n∑
i=1
dp
(
Xi, Yσ(i)
)]
.
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For brevity we will denote with En the mentioned expected value, dropping the dependence on
(M,d,m) and p > 0.
The coefficient 1n before the summation is inserted both for historical reasons and because it
will make things easier when we will move to the context of probability measures.
Let us remark that, without any further assumption onM andm, the statement of the problem
is too general to be interesting.
In the special case M = [0, 1]d, m = L d|M the problem has been studied deeply in the
literature. As a general reference, we suggest the reading of the book [Tal14], which devotes
multiple chapters to the treatment of the random matching problem. Before summarizing the
main known results in this setting, let us remark that also the weighted setting (M = Rd, m a
generic measure with adequate moment estimates) has attracted a lot of attention since it is the
most useful in applications (see [DSS13; BLG14; FG15; WB17]).
Dimension = 1. When d = 1, so M = [0, 1], the problem is much easier compared to other
dimensions. Indeed on the interval a monotone matching is always optimal. Thus the study of
En reduces to the study of the probability distribution of the k-th point in the increasing order
(that is Xk if the sequence (Xi) is assumed to be increasing). In particular it is not hard to show
En ≈ n−
p
2 .
In the special case d = 1 and p = 2 we can even compute En explicitly
En =
1
3(n + 1)
.
A monograph on the 1-dimensional case where the mentioned results, and much more, can be
found is [BL14].
Dimension ≥ 3. When d ≥ 3, for any 1 ≤ p <∞ it holds
En ≈ n−
p
d .
For p = 1, the result is proven in [DY95; Tal92], whereas the paper [Led17] addresses all cases
1 ≤ p <∞ with methods, inspired by [AST18], similar to the ones we are going to use.
In [BB13, Theorem 2] the authors manage to prove the existence of the limit of the renormal-
ized cost
lim
n→∞
En · n
p
d
under the constraint 1 ≤ p < d/2, but the value of the limit is not determined.
Dimension = 2. When d = 2, the study of En becomes suddenly more delicate. As shown in the
fundamental paper [AKT84], for any 1 ≤ p <∞, the growth is
En ≈
(
log(n)
n
)p/2
.
Their proof is essentially combinatorial and following such a strategy there is little hope to be
able to compute the limit of the renormalized quantity
lim
n→∞
En ·
(
n
log(n)
)p/2
.
Much more recently, in 2014, in [CLPS14] the authors claimed that, if p = 2, the limit value is 12π
with an ansatz supporting their claim (see also [CS14] for a deeper analysis of the 1-dimensional
case). Then in [AST18] it was finally proven that the claim is indeed true. The techniques used
in this latter work are completely different from the combinatorial approaches seen in previous
works on the matching problem, indeed the tools used come mainly from the theory of partial
differential equations and optimal transport.
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Semi-discrete matching problem, large scale behaviour. In the semi-discrete matching problem,
a single family of independent and identically distributed points (Xi)1≤i≤n has to be matched
to the reference measure m. By rescaling, and possibly replacing the empirical measures with a
Poisson point process, the semi-discrete matching problem can be connected to the Lebesgue-to-
Poisson transport problem of [HS13], see [GHO18] where the large scale behaviour of the optimal
maps is deeply analyzed.
As in [AST18], we will focus on the case where (M,d) is a 2-dimensional compact Riemannian
manifold, m is the volume measure and the cost is given by the square of the distance. From
now on we are going to switch from the language of combinatorics and computer science to the
language of probability and optimal transport. Thus, instead of matching two family of points
we will minimize the Wasserstein distance between the corresponding empirical measures.
We will prove the following generalization of [AST18, Eq. (1.2)] to manifold different from the
torus and the square.
Theorem 1.1 (Main Theorem for bipartite matching). Let (M,g) be a 2-dimensional compact
closed manifold (or the square [0, 1]2) whose volume measure m is a probability. Let (Xi)i∈N and
(Yi)i∈N be two families of independent random points m-uniformly distributed on M . Then
lim
n→∞
n
log(n)
· E
[
W 22
(
1
n
n∑
i=1
δXi ,
1
n
n∑
i=1
δYi
)]
=
1
2π
.
In the context of the semi-matching problem we simplify the proof contained in [AST18] and
strengthen the estimate of the error term provided in [Led18].
Theorem 1.2 (Main Theorem for semi-discrete matching). Let (M,g) be a 2-dimensional com-
pact closed manifold (or the square [0, 1]2) whose volume measure m is a probability. Let (Xi)i∈N
be a family of independent random points m-uniformly distributed on M . There exists a constant
C = C(M), such that∣∣∣∣∣E
[
W 22
(
1
n
n∑
i=1
δXi ,m
)]
− log(n)
4πn
∣∣∣∣∣ ≤ C
√
log(n) log log(n)
n
.
In order to describe our approach let us focus on the semi-discrete matching problem. Very
roughly, we compute a first-order approximation of the optimal transport from m to 1n
∑
δXi and
we show, overcoming multiple technical difficulties, that very often the said transport is almost
optimal. In some sense, this strategy is even closer to the heuristics behind the ansatz proposed
in [CLPS14], compared to the strategy pursued in [AST18] (even though many technical points
will be in common).
More in detail, here is a schematic description of the proof.
µn µn,t µˆn,t m
P ∗t Tˆn,t
Tn,t
Figure 1. Sketch of the proof strategy.
(1) Let us denote µn := 1n
∑
δXi the empirical measure. We construct a regularized version
of µn, called µn,t, that is extremely near to µn in the Wasserstein distance.
(2) We consider a probabilistic event An,tξ similar to {‖µn,t −m‖∞ < ξ} and show that such
an event is extremely likely. The event considered is rather technical, but should be
understood as the intuitive event: “the Xi are well-spread on M ”.
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(3) With a known trick in optimal transport (Dacorogna-Moser coupling), we construct a
transport map T n,t from m to µn,t.
(4) In the event An,tξ , we derive from T
n,t an optimal map Tˆ n,t from m into a measure µˆn,t
that is extremely near in the Wasserstein distance to µn,t.
(5) We conclude computing the average cost of Tˆ n,t.
The regularized measure µn,t is obtained from µ through the heat flow, namely µn,t = P ∗t (µ
n)
where t > 0 is a suitably chosen time (see Section 2.2.3 for the definition of P ∗t ). In Section 5
we develop an improved contractivity estimate for the heat flow on random data and we use
it to show that µn and µn,t are sufficiently near in the Wasserstein distance. The probabilistic
event An,tξ is defined and studied in Section 3. Let us remark that this is the only section where
probability theory plays a central role. The map T n,t is constructed in Section 4 as the flow of a
vector field. The map Tˆ n,t is simply the exponential map applied on (a slightly modified version
of) the same vector field. Optimality of Tˆ n,t follows from the fact that it has small C2-norm (see
[Gla19, Theorem 1.1] or [Vil09, Theorem 13.5]). We will devote Appendix A to showing that
µn,t and µˆn,t are sufficiently near in the Wasserstein distance.
In Sections 6 and 7 we will prove our main theorems for the semi-discrete matching problem
and the bipartite matching problem. The proofs are almost equal.
Differently from the proof contained in [AST18], we do not need the duality theory of optimal
transport as it is completely encoded in the mentioned theorem stating that a small map is
optimal. In this way, we do not need to manage the upper-bound and the lower-bound of the
expected cost separately. Last but not least, as will be clear by the comments scattered through
the paper, our proof is just one little step away from generalizing the results also to weighted
manifolds and manifolds with boundary.
Acknowledgement. We thank F.Stra and D.Trevisan for useful comments, during the devel-
opment of the paper, and the paper’s reviewers for their constructive and detailed observations.
The second author is funded by the European Research Council under the Grant Agreement No.
721675 “Regularity and Stability in Partial Differential Equations (RSPDE)”.
2. General Setting and Notation
The setting and definitions we are going to describe in this section will be used in the whole
paper. Only in the section devoted to the bipartite matching we are going to change slightly
some definitions.
Whenever we say A . B we mean that there exists a positive constant C = C(M) that
depends only on the manifold M such that A ≤ CB. If we add a subscript like .p it means
that the implicit constant is allowed to depend also on p. Even though this notation might be
a little confusing initially, it is extremely handy to avoid the introduction of a huge number of
meaningless constant factors.
With P(M) we will denote the set of Borel probability measures on the manifold M .
2.1. Ambient Manifold. Let M be a closed compact 2-dimensional Riemannian manifold and
let m be its volume measure. We will always work, under no real loss of generality, under the
assumption that m is a probability measure. Unless stated otherwise, this will be the ambient
space for all our results.
It is very tempting to work in the more general setting of weighted/with boundary manifolds.
Indeed it might seem that most of what we obtain could be easily achieved also for weighted/with
boundary manifolds. Nonetheless, there is an issue that we could not solve. The estimate on the
derivatives of the heat kernel we use, specifically Theorem 3.9, seems to be known in literature
only for a closed and nonweighted manifold. Apart from that single result (that most likely
holds also in the weighted setting if the weight is sufficiently smooth) everything else can be
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easily adapted to the weighted and nonclosed setting. In an appendix to this work, we manage
to extend the mentioned estimate to the case of the square (and thus all our results apply also
when M = [0, 1]2).
By weighted manifold we mean a Riemannian manifold where the measure is perturbed as
mV = e
−Vm where V : M → R is a smooth function (i.e. the weight). The matching problem
is very susceptible to the change of the reference measure (as the case of Gaussian measures,
recently considered in [Led17; Led18; Tal18], illustrates) and therefore gaining the possibility to
add a weight would broaden the scope of our results.
Even though we are not able to generalize Theorem 3.9, during the paper we will outline what
are the changes necessary to make everything else work in the weighted/with boundary case.
Let us say now the fundamental observation that is needed to handle the weighted/with
boundary case: we have to adopt the right definition of Laplacian.
In the weighted (or even with boundary) setting, the standard Laplacian must be replaced
by the so called drift-Laplacian (still denoted ∆ for consistency), also named Witten Laplacian,
characterized by the identity ˆ
M
−∆u · ϕdmV =
ˆ
M
∇u · ∇ϕdmV (2.1)
for any ϕ ∈ C∞(M). This operator is related to the standard Laplace-Beltrami operator ∆˜ by
∆ = ∆˜ − ∇V · ∇ (see [Gri06]) and, in the case of manifolds with boundary, (2.1) encodes the
null Neumann boundary condition. Using this definition everywhere, almost all the statements
and proofs that we provide in the nonweighted closed setting can be adapted straight-forwardly
to the weighted/with boundary setting.
2.2. Random Matching Problem Notation.
2.2.1. Empirical measures. Let (Xi)1≤i≤n be a family of independent random points m-uniformly
distributed on M . Let us define the empirical measure associated to the family of random points
µn :=
1
n
n∑
i=1
δXi .
When two independent families (Xi) and (Yi) of random points m-uniformly distributed on M
will be considered, we will denote with µn0 and µ
n
1 the empirical measures associated respectively
to (Xi) and (Yi).
The main topic of this paper is the study the two quantities
E
[
W 22 (µ
n,m)
]
and E
[
W 22 (µ
n
0 , µ
n
1 )
]
.
2.2.2. Wasserstein distance. The quadratic Wasserstein distance, denoted by W2( · , · ), is the
distance induced on probability measures by the quadratic optimal transport cost
W 22 (µ, ν) := min
π∈Γ(µ,ν)
ˆ
M×M
d(x, y)2 dπ(x, y) ,
where Γ(µ, ν) is the set of Borel probability measures on the product M ×M whose first and
second marginals are µ and ν respectively. See the monographs [Vil09] or [San15] for further
details. Let us recall that when both measures are given by a sum of Dirac masses the Wasserstein
distance becomes the more elementary bipartite matching cost
W 22 (µ
n
0 , µ
n
1 ) =
1
n
min
σ∈Sn
n∑
i=1
d (Xi, Yσ(i))
2 .
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2.2.3. Heat flow regularization. For any positive time t > 0, let µn,t be the evolution through
the heat flow of µn, that is
µn,t = P ∗t (µ
n) =
(
1
n
n∑
i=1
pt(Xi, · )
)
m = un,tm ,
where un,t is implicitly defined as the density of µn,t with respect to m. Let us recall that P ∗t
denotes the heat semigroup on the space of measures and pt( · , · ) is the heat kernel at time t. For
some background on the heat flow on a compact Riemannian manifold, see for instance [Cha84,
Chapter 6].
Why are we regularizing µn through the heat flow? First of all let us address a simpler
question: why are we regularizing at all? The intuition is that regularization allows us to
ignore completely the small-scale bad behaviour that is naturally associated with the empirical
measure. For example, the regularization is necessary to gain the uniform estimate we will show
in Theorem 3.3.
But why the heat flow? A priori any kind of good enough convolution kernel that depends
on a parameter t > 0 would fit our needs. Once again the intuition is pretty clear: the heat
flow is the best way to go from the empirical measure to the standard measure. Indeed it is
well known from [JKO98] that the heat flow can be seen as the gradient flow in the Wasserstein
space induced by the relative entropy functional (see [Erb10] for the extension of [JKO98] to
Riemannian manifolds). More practically, the semigroup property of the heat kernel provides a
lot of identities and estimates and plays a crucial role also in the proof of the refined contractivity
property of Section 5.
2.2.4. The potential fn,t. It is now time to give the most important definition. Let fn,t : M → R
be the unique function with null mean such that
−∆fn,t = un,t − 1 . (2.2)
The hidden idea behind this definition, underlying the ansatz of [CLPS14], is a linearization of
the Monge-Ampe`re equation under the assumption that un,t is already extremely near to 1. We
suggest the reading of the introduction of [AST18] for a deeper explanation. The mentioned
linearization hints us that ∇fn,t should be an approximate optimal map from the measure µ to
the measure µn,t. We will see in Proposition 4.3 and later in Theorem 1.2 that this is indeed
true.
Let us remark that, as much as possible, we try to be consistent with the notation used in
[AST18].
3. Flatness of the Regularized Density
Definition 3.1 (Norm of a tensor). Given a 2-tensor field τ ∈ T 02 (M), let the operator norm at
a point x ∈M be defined as
|τ(x)| = sup
u,v∈TxM\{0}
|τ(x)[u, v]|
|u||v| .
The infinity norm of the tensor τ is then defined as the supremum of the pointwise norm
‖τ‖∞ = sup
x∈M
|τ(x)| .
Remark 3.2. With this norm, it holds
|X(γ(1)) −X‖| ≤ L(γ) · ‖∇X‖∞
whenever γ : [0, 1] → M is a smooth curve, X is a smooth vector field and X‖ ∈ Tγ(1)M is the
parallel transport of X(γ(0)) onto Tγ(1)M along γ.
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For a fixed ξ > 0, we want to investigate how unlikely is the event
An,tξ :=
{‖∇2fn,t‖∞ < ξ} .
Let us recall that (2.2) implies
‖un,t − 1‖∞ = ‖−∆fn,t‖∞ . ‖∇2fn,t‖∞ ,
thus the event An,tξ is very similar to (and is contained in) the event considered in [AST18,
Proposition 3.10]. Let us remark that taking a larger t > 0 will of course assure us that An,tξ is
extremely likely, but, as we will see, taking a t > 0 that is too large is unfeasible.
Our goal is showing the following estimate on the probability of An,tξ .
Theorem 3.3. There exists a constant a = a(M) > 1 such that, for any n ∈ N, 0 < ξ < 1 and
0 < t < 1 it holds
P
(
(An,tξ )
c
)
.
1
ξ2t3
a−ntξ
2
.
The proof of Theorem 3.3 will follow rather easily via a standard concentration inequality once
we have established some nontrivial inequalities concerning the heat kernel.
In fact, a vast part of this section will be devoted to a fine study of qt, that is a time-averaged
heat kernel.
Definition 3.4. Let us denote with qt : M ×M → R the unique function with null mean value
such that −∆qt(x, y) = pt(x, y)− 1, where the Laplacian is computed with respect to the second
variable.
Remark 3.5. All the derivatives of qt will be performed on the second variable. In the weighted
and with boundary setting the definition of qt stays the same, whereas the Laplace operator
changes meaning (as explained in Section 2.1).
Remark 3.6. The kernel qt arises naturally in our investigation because, as we will see later, it
holds
fn,t(y) =
1
n
n∑
i=1
qt(Xi, y) .
Let us show some properties of the kernel qt. As a consequence of the decay of the heat kernel
when t goes to infinity, for any x, y ∈M and t > 0, it holds
∆y
ˆ ∞
t
ps(x, y)− 1 ds =
ˆ ∞
t
∆yps(x, y) ds =
ˆ ∞
t
d
ds
ps(x, y) ds = 1− pt(x, y) ,
therefore we have the fundamental identity
qt(x, y) =
ˆ ∞
t
(ps(x, y)− 1) ds . (3.1)
Let us also remark that qt is symmetric qt(x, y) = qt(y, x). Furthermore, for all y ∈ M the
average value of ∇yqt( · , y) is null, indeed it holdsˆ
M
∇yqt(x, y) dm(x) =
ˆ
M
∇y
(ˆ ∞
t
(ps(x, y)− 1) ds
)
dm(x)
=
ˆ ∞
t
∇y
(ˆ
M
ps(x, y) dm(x)
)
ds =
ˆ ∞
t
∇y(1) ds = 0 .
Similarly we can prove that the average value is null also for higher derivatives.
Now we want to deduce some estimates for the time-averaged kernel qt from the related
estimates for the standard heat kernel. Therefore let us start stating some well-known estimates
related to the heat kernel. The interested reader can find more about heat kernel estimates on
the monographs [SC10; Gri99].
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Theorem 3.7 (Trace Formula). It holdsˆ
M
(pt(x, x) − 1) dm(x) = 1
4πt
+O
(
1√
t
)
.
Proof. It is proved in [MS67] for smooth manifolds, possibly with smooth boundary. To handle
the case of the square, we need the formula for Lipschitz domains that is proved in [Bro93]. For
weighted manifolds it is proven in [CR17, Theorem 1.5]. 
Theorem 3.8 (Heat Kernel Estimate). There exists a suitable a = a(M) > 1 such that, for any
0 < t < 1 and x, y ∈M , it holds
pt(x, y) .
1
t
a−
d2(x,y)
t .
Proof. It is proved in [CLY81, Theorem 4, Remark at page 1050]. For the proof in the weighted
and with boundary setting, see [ZLJ16, Theorem 1.2]. 
Theorem 3.9 (Heat Kernel Derivatives Estimate). For any N ≥ 1, 0 < t < 1 and x, y ∈M , it
holds
|∇Npt(x, y)| .N
(
1
t
N
2
+
dN (x, y)
tN
)
pt(x, y) .
Proof. For closed compact manifolds it can be found in [ST98] or in [Hsu99, Corollary 1.2]. We
prove the special case M = [0, 1]2 in Appendix B. 
Remark 3.10. The estimate on the derivatives of the heat kernel provided by the previous theorem
is fundamental for the approach presented here. Furthermore, as anticipated in Section 2.1, the
need for such an estimate is exactly the obstruction to the generalization of our result to the
weighted or with boundary setting.
Let us also remark that we will use the estimate only for N ≤ 3.
We are now ready to state and prove some estimates on the kernel qt. The first one has an
algebraic flavor, whereas Proposition 3.12 and Corollary 3.13 are hard-analysis estimates deduced
from Theorems 3.8 and 3.9.
Proposition 3.11. For any t > 0 it holdsˆ
M
ˆ
M
|∇yqt(x, y)|2 dm(y) dm(x) = |log(t)|
4π
+O(1) .
Proof. Let us ignore the integral in dm(x). Recalling the formula stated in (3.1) and the defini-
tion of qt, integrating by parts we obtainˆ
M
|∇yqt(x, y)|2 dm(y) =
ˆ
M
(pt(x, y)− 1)
ˆ ∞
t
(ps(x, y)− 1) ds dm(y) ,
thence, applying Fubini’s theorem and the semigroup property of pt, we can continue this chain
of identities
=
ˆ ∞
t
ˆ
M
(pt(x, y)ps(y, x)− 1) dm(y) ds =
ˆ ∞
t
(ps+t(x, x)− 1) ds =
ˆ ∞
2t
(ps(x, x)− 1) ds .
After integration with respect to x, the statement follows thanks to Theorem 3.7. 
The following proposition plays a central role in all forthcoming results. Indeed, the kind of
estimate we obtain on the derivatives of qt is exactly the one we need to deduce strong integral
inequalities.
Proposition 3.12. For any N ≥ 1, 0 < t < 1 and x, y ∈M it holds
|∇Ny qt(x, y)| .N
1
dN (x, y) + t
N
2
.
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Proof. For the sake of brevity, let us denote d = d(x, y).
Applying (3.1) together with Theorems 3.8 and 3.9, through some careful estimates of the
involved quantities and the change of variables d2/s = w, we obtain
|∇Ny qt(x, y)| ≤
ˆ ∞
t
|∇Nps(x, y)| ds .N 1 +
ˆ 1
t
(
1
s
N
2
+
(
d
s
)N) 1
s
a−
d2
s ds
≤ 1 +
ˆ ∞
t
(
1
s
N
2
+
(
d
s
)N) 1
s
a−
d2
s ds
= 1 +
1
dN
ˆ d2
t
0
(
w
N
2
−1 + wN−1
)
a−w dw
= 1 +
1
t
N
2
·
´ d2
t
0
(
w
N
2
−1 + wN−1
)
a−w dw(
d2
t
)N
2
.
The desired statement now follows from the elementary inequality
∀x > 0 :
ˆ x
0
(w
N
2
−1 +wN−1)a−w dw .N
x
N
2
1 + x
N
2
,
which is a consequence of the two estimates
∀ 0 < x < 1 :
ˆ x
0
(w
N
2
−1 + wN−1)a−w dw .N x
N
2 ,
∀x ≥ 1 :
ˆ x
0
(w
N
2
−1 + wN−1)a−w dw .N 1 .

Corollary 3.13. Let us fix a natural number N ≥ 1 and a real number p > 2N . For any 0 < t < 1
and x¯, y¯ ∈M the following two inequalities hold1
ˆ
M
|∇Ny qt(x¯, y)|p dm(y) .N,p t1−
Np
2 ,
ˆ
M
|∇Ny qt(x, y¯)|p dm(x) .N,p t1−
Np
2 .
When p = 2N , the same inequalities hold if t
1−Np
2 is replaced with |log(t)|.
Proof. We are going to prove only the case Np > 2 when the integral is in dm(y), the proof of
the other case being very similar.
To prove the desired result we just have to insert the inequality stated in Proposition 3.12
inside the coarea formula (in the very last inequality below we use the change of variables
1Let us remark that the two inequalities are not equivalent. Indeed in the first one we are integrating with
respect to the variable y, that is the differentiation variable, whereas in the second one we are integrating with
respect to the variable x, that is not the differentiation variable.
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r2 = st): ˆ
M
|∇Ny qt(x, y)|p dm(y) .N,p
ˆ
M
1
(dN (x, y) + tN/2)p
dm(y)
.N,p
ˆ
B(x,inj(M)/2)
1
(dN (x, y) + tN/2)p
dm(y)
=
ˆ inj(M)/2
0
1
(rN + tN/2)p
H
1(∂B(x, r)) dr
.
ˆ inj(M)/2
0
r
(rN + tN/2)p
dr .N,p t
1−Np
2 .
Let us recall that H 1 is the Hausdorff measure induced by the Riemannian distance. In our
inequalities we have implicitly applied the known estimate (see [Pet98]) on the measure of the
spheres on a smooth Riemannian manifold. It would be possible to obtain the same result
applying only the estimate on the measure of the balls (that is a somewhat more elementary
inequality) and Cavalieri’s principle instead of the coarea formula. 
We are going to transform the results we have proven about qt into inequalities concerning
fn,t.
As anticipated, it holds
fn,t(y) =
1
n
n∑
i=1
qt(Xi, y) . (3.2)
Such an identity can be proven showing that both sides have null mean and the same Laplacian:
−∆fn,t(y) = un,t(y)− 1 = P ∗t
(
1
n
n∑
i=1
δXi − 1
)
(y) =
1
n
n∑
i=1
pt(Xi, y)− 1
= −∆
(
1
n
n∑
i=1
qt(Xi, · )
)
(y) .
Lemma 3.14. The following approximation holds
E
[ˆ
M
|∇fn,t|2 dm
]
=
|log(t)|
4πn
+O
(
1
n
)
.
Proof. Using the linearity of the expected value and the independence of the variables Xi, we
obtain
E
[ˆ
M
|∇fn,t|2 dm(y)
]
=
1
n
ˆ
M
ˆ
M
|∇yqt|2 dm(y) dm(x)
and therefore, applying Proposition 3.11, we have proven the desired approximation. 
Remark 3.15. The previous lemma is contained in [AST18, Lemma 3.16].
Our next goal is proving Theorem 3.3. In order to do so we will need Bernstein inequality
for the sum of independent and identically distributed random variables. We are going to state
it here exactly in the form we will use. One of the first reference containing the inequality is
[Ber46], whereas one of the first in English is [Hoe63]. A more recent exposition can be found in
the survey [CL06, Theorem 3.6,3.7] (alternatively, see the monograph [BLM03]).
Theorem 3.16 (Bernstein Inequality). Let X be a centered random variable such that, for a
certain constant L > 0, it holds |X| ≤ L almost surely. If (Xi)1≤i≤n are independent random
variables with the same distribution as X, for any ξ > 0 it holds
P
(∣∣∣∣
∑n
i=1Xi
n
∣∣∣∣ > ξ
)
≤ 2 exp
(
− nξ
2
2E [X2] + 23Lξ
)
.
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Proof of Theorem 3.3. Our strategy is to gain, for any y ∈M , a pointwise bound on the probabil-
ity P
(|∇2fn,t(y)| > ξ) through the aforementioned concentration inequality and then to achieve
the full result using a sufficiently fine net of points on M .
Let us fix y ∈M . Recalling (3.2), we can apply Theorem 3.16 in conjunction with Proposition 3.12
and Corollary 3.13 and obtain2
P
(|∇2fn,t(y)| > ξ) . exp
(
− nξ
2
2‖∇2qt( · , y)‖22 + 23‖∇2qt( · , y)‖∞ξ
)
. exp
(−nCtξ2) ,
where C = C(M) is a suitable constant.
Let us now fix ℓ > 0 such that ℓ · L = ξ2 , where L is the Lipschitz constant of |∇2f |. Let
(zi)1≤i≤N(ℓ) ⊆M be an ℓ-net on the manifold. Through a fairly standard approach, we can find
such a net with N(ℓ) . ℓ−2. Furthermore, it is easy to see, considering the bound imposed on ℓ,
that if |∇2f |(zi) < ξ/2 for any 1 ≤ i ≤ N(ℓ), then ‖∇2f‖∞ < ξ. Therefore we have
P
(‖∇2fn,t‖∞ > ξ) ≤
N(ℓ)∑
i=1
P
(|∇2fn,t|(zi) > ξ/2)
.
1
ℓ2
exp
(
−nCtξ
2
4
)
=
4L2
ξ2
exp
(
−nCtξ
2
4
)
.
The statement follows noticing that, thanks to (3.2), L can be bounded from above by3
max
x∈M
‖∇3qt(x, ·)‖∞ . t−
3
2 ,
where we used Proposition 3.12 in the last inequality. 
Remark 3.17. Let us stress that if t≫ lognn , Theorem 3.3 shows that quite often the hessian of
fn,t is very small.
More precisely, if ξn ≥ 1n and tn = log(a)−1κn log(n)n with κn ≥ 1, then
P
(
(An,tnξn )
c
)
.
1
nκnξ2n−5
.
This observation will play a major role in the last sections as it will allow us to ignore completely
the complementary event An,tξ as it is sufficiently small.
4. Transport Cost Inequality
Given two density functions u0, u1 : M → R, the Dacorogna-Moser coupling (see [Vil09,
pp. 16-17]) gives us a “first-order” approximation of the optimal matching between them. With
this technique in mind, following the ideas developed in [AST18; Led17], we are presenting a
proposition that generalizes some of the results mentioned in those two papers. Its proof is
simpler than those presented in [AST18; Led17] but relies on the Benamou-Brenier formula (see
[BB00]). Let us remark that our application of the Benamou-Brenier formula is somewhat an
overkill, nonetheless we believe that using it makes the result much more natural.
For the ease of the reader let us recall the said formula before stating the proposition and its
proof.
2Note that we are applying Theorem 3.16 to matrix-valued random variables. In order to prove this general-
ization it is sufficient to apply the theorem to each entry of the matrix.
3The definition of the infinity norm for a 3-tensor is analogous to the definition given for 2-tensors in
Definition 3.1.
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Definition 4.1 (Flow plan). Given two measures µ0, µ1 ∈ P(M), a flow plan is the joint infor-
mation of a weakly continuous curve of measures µt ∈ C0([0, 1] ,P(M)) and a time-dependent
Borel vector field (vt)t∈(0, 1) on M such that, in (0, 1)×M , the continuity equation holds in the
distributional sense
d
dt
µt + div(vtµt) = 0 .
Theorem 4.2 (Benamou-Brenier formula). Given two measures µ0, µ1 ∈ P(M), it holds
W 22 (µ0, µ1) = inf
{ˆ 1
0
ˆ
M
|vt|2 dµt dt : (µt, vt) is a flow plan between µ0 and µ1
}
.
In addition, if (µt, vt) is a flow plan with ‖vt‖∞+‖∇vt‖∞ ∈ L∞(0, 1), the flow at time 1 induced
by the vector field vt is a transport map between µ0 and µ1 and its cost can be estimated byˆ 1
0
ˆ
M
|vt|2 dµt dt .
Proposition 4.3. Given two positive, smooth density functions u0, u1 in M , let f ∈ C∞(M) be
the unique solution of −∆f = u1−u0 with null mean. For any increasing function θ ∈ C1([0, 1])
such that θ(0) = 0 and θ(1) = 1, it holds
W 22 (u0m, u1m) ≤
ˆ
M
|∇f |2
(ˆ 1
0
θ′(t)2
u0(1− θ(t)) + u1θ(t) dt
)
dm .
Furthermore a map that realizes the cost at the right hand side is the flow at time 1 induced by
the time-dependent vector field
vt(x) =
θ′(t)∇f(x)
u0(1− θ(t)) + u1θ(t) .
Proof. Let us define the convex combination ut := (1− θ(t))u0 + θ(t)u1. It is straightforward to
check
d
dt
ut(x) + div
(
ut(x) ·
(
θ′(t)
ut(x)
∇f(x)
))
= 0 ,
hence, thanks to the Benamou-Brenier formula, we have
W 22 (u0m, u1m) ≤
ˆ 1
0
ˆ
M
θ′(t)2
u2t
|∇f |2ut dmdt =
ˆ
M
|∇f |2
ˆ 1
0
θ′(t)2
ut
dt dm .

Corollary 4.4. Given two smooth, positive density functions u0, u1 in M , let f ∈ C∞(M) be
the unique solution of −∆f = u1 − u0 with null mean. It holds
W 22 (u0m, u1m) ≤ 4
ˆ
M
|∇f |2
u0
dm (4.1)
and also
W 22 (u0m, u1m) ≤
ˆ
M
|∇f |2 log(u1)− log(u0)
u1 − u0 dm , (4.2)
where the ratio is understood to be equal to 1 if u1 = u0.
Proof. The inequality (4.1) would follow from Proposition 4.3 if we were able to find a function
θ such that for any x ∈M it holdsˆ 1
0
θ′(t)2
u0(x)(1 − θ(t)) + u1(x)θ(t) dt ≤
4
u0(x)
. (4.3)
Let us start with the observation
u0(1− θ(t)) + u1θ(t) ≥ u0(1− θ(t))
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and therefore, in order to get (4.3), it suffices to haveˆ 1
0
θ′(t)2
1− θ(t) dt ≤ 4
that is satisfied with equality by θ(t) = 1− (1− t)2.
The inequality (4.2) follows from Proposition 4.3 choosing θ(t) = t and computing the definite
integral. 
Remark 4.5. The inequality (4.1) will be used when we can control only one of the two densities
involved, whereas the sharper (4.2) will be used when we can show that both densities are already
very close to 1.
Remark 4.6. On a compact Riemannian manifold, it is well-known that the Wasserstein distance
W 22 (u0m, u1m) is controlled by the relative entropy and by the Fisher information (see [OV00]).
In our setting this kind of inequalities is not sufficient, as we need estimates that are almost-sharp
when u0, u1 ≈ 1. Moreover, both the relative entropy and the Fisher information depend on the
pointwise value of the relative density u1u0 , but we need estimates that depend nonlocally on the
density (as we must take into account the macroscopical differences between u0 and u1). On
the other hand, (4.1) and (4.2) control the Wasserstein distance with the negative Sobolev norm
‖u1u0 − 1‖H−1 , that is nonlocal, and (4.2) is almost-sharp when u0, u1 ≈ 1.
5. Refined contractivity of the Heat Flow
The following proposition (see for example [EKS15, Theorem 3]) is the well-known Ho¨lder
continuity of the heat flow with respect to the Wasserstein distance.
Proposition 5.1. Given a measure µ ∈ P(M) and a positive t > 0, it holds
W 22 (µ, P
∗
t (µ)) . t .
In this section we are going to prove a more refined (asymptotic) contractivity result, when µ
is an empirical measure built from an i.i.d. family with law m.
The following theorem proves that the estimate described in Proposition 5.1 is far from being
sharp when the measure µ is the empirical measure generated by n random points. Indeed
it shows that the average growth of the Wasserstein distance squared is not linear after the
threshold t = log log(n)/n.
Such a trend would be expected if the matching cost had magnitude O(log log(n)/n), but
its magnitude is O(log(n)/n). This quirk shall be seen as a manifestation of the fact that, in
dimension 2, the obstructions to the matching are both the global and local discrepancies in
distribution between the empirical measure and the reference measure (see [Tal14, Section 4.2]
for further details on this intuition). Regularizing with the heat kernel we take into account
only the short-scale discrepancies and thus we stop observing linear growth way before the real
matching cost is achieved.
Given that in higher dimension the main obstruction to the matching is concentrated in the
microscopic scale, we don’t think that a similar statement can hold in dimension d > 2. With
the wording “similar statement” we mean the fact that E
[
W 22 (µ
n,t,m)
]≪ t when t = O(n−d/2)
(let us recall that, if d > 2, the expected matching cost has order O(n−d/2)).
Theorem 5.2. Given a positive integer n ∈ N, let (Xi)1≤i≤n be n independent random points
m-uniformly distributed on M . Let µn = 1n
∑n
i=1 δXi be the empirical measure associated to the
points (Xi)1≤i≤n. There exists a constant C = C(M) > 0 such that, for any time t = α/n with
α ≥ C log(n), denoting µn,t = P ∗t (µn), it holds
E
[
W 22 (µ
n, µn,t)
]
.
log(α)
n
(
≪ α
n
= t
)
.
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Proof. Our approach consists of using Proposition 5.1 to estimate the distance between µn and
µn,1/n and then adopting Proposition 4.3 to estimate the distance from µn,1/n to µn,t.
Let un,s = 1n
∑n
1 ps(Xi, · ) be the density of P ∗s (µn) and let us fix the time t0 = 1n .
Recalling Proposition 5.1, it holds
E
[
W 22 (µ
n, µn,t)
] ≤ 2E [W 22 (µn, µn,t0)]+ 2E [W 22 (µn,t0 , µn,t)]
.
1
n
+ E
[
W 22 (µ
n,t0 , µn,t)
]
In order to bound E
[
W 22 (µ
n,t0 , µn,t)
]
, let us restrict our study to the event An,t1
2
. As stated in
Theorem 3.3, such an event is so likely (as a consequence of the assumption α ≫ log(n)) that
its complement can be completely ignored because all quantities that we are estimating have
polynomial growth in n (recall Remark 3.17).
Let us denote f : M → R the null mean solution to the Poisson equation −∆f = un,t0 − un,t,
representable as
´ t
t0
un,s − 1 ds. Recalling that we are in the event An,t1
2
, we can apply (4.1) and
obtain
W 22 (µ
n,t0 , µn,t) ≤ 4
ˆ
M
|∇f |2
un,t
dm .
ˆ
M
|∇f |2 dm .
Using the independence of pa(Xi, y) and pb(Xj , y) for a, b > 0, y ∈ M and i 6= j, we are now
able to compute the expected value
E
[
W 22 (µ
n,t0 , µn,t)
]
. E
[ˆ
M
|∇f |2 dm
]
= E
[ˆ
M
−∆f · f dm
]
= E
[ˆ
M
(un,t0 − un,t)
(ˆ t
t0
un,s − 1 ds
)
dm
]
=
1
n
ˆ t
t0
E
[ˆ
M
(pt0(X, y)− pt(X, y))ps(X, y) dm(y)
]
ds
=
1
n
ˆ t
t0
ˆ
M
(pt0+s(x, x) − pt+s(x, x)) dm(x) ds
≤ 1
n
ˆ t+t0
2t0
ˆ
M
(ps(x, x) − 1) dm(x) ds . 1
n
ˆ t+t0
2t0
1
s
ds .
log(α)
n
that is exactly the desired result. Let us remark that in one of the inequalities we have exploited
the bound pr(x, x) ≥ 1 with r = t + s, a simple consequence of the Chapman-Kolmogorov
property. 
Remark 5.3. Before going on, let us take a minute to isolate and describe the approach we have
employed to restrict our study to the event An,t1
2
.
Let X,Y be random variables such that X ≡ Y in an event A. It holds
|E [X]− E [Y ]| ≤ (‖X‖∞ + ‖Y ‖∞)P (Ac) .
Therefore, exactly as we did in the previous proof, if the event A is much smaller than the inverse
of the magnitude of X and Y , we can safely exchange X and Y when computing expected values.
Remark 5.4. In order to exploit Remark 5.3 in the proofs of Theorems 1.1, 1.2 and 5.2, it is neces-
sary to check that all involved quantities have at most polynomial growth in n (see Remark 3.17).
Let us prove, for example, that
´
M |∇fn,t|2 dm has polynomial growth in n whenever t =
t(n) ≥ 1n . Thanks to standard elliptic estimates, it holds
‖∇fn,t‖2 . ‖∆fn,t‖2 = ‖un,t − 1‖2 ≤ sup
x∈M
‖pt(x, · )‖2 . t−1 ,
FINER ESTIMATES ON THE 2-D MATCHING PROBLEM 15
where in the last inequality we have applied Theorem 3.8. Thence, the desired control over´
M |∇fn,t|2 dm follows from the condition on t = t(n).
For the proof of Theorem 1.2 this turns out to be sufficient, whereas for the proofs of Theorems 1.1
and 5.2 some similar (but not identical) quantities should be controlled. We do not write explic-
itly how to control them as the exact same reasoning works with minor changes.
6. Semi-discrete Matching
This section is devoted to the computation, with an asymptotic estimate of the error term,
of the average matching cost between the empirical measure generated by n random points and
the reference measure.
An estimate of the error term was recently provided by Ledoux in [Led18, Eqs. (16) and (17)].
Our estimate is slightly better than the one proposed by Ledoux; indeed he estimates the error
as O(log log(n) log(n)3/4/n) whereas our estimate is O(√log log(n) log(n)/n)
Let us briefly sketch the strategy of the proof.
Step 1: The inequality developed in the previous section allows us to choose t of magnitude
O(log3(n)/n) while keeping W 22 (µn, µn,t) under strict control. With such a choice of the
regularization time, we can apply Theorem 3.3 and get that An,tξ is a very likely event.
Without Theorem 5.2 we would have been able only to choose t = o(log(n)/n) and that
would have invalidated the proof.
Step 2: Using (4.2) we estimate the matching cost between µn,t and m. It comes out that, in
the event An,tξ , this matching cost is almost equal toˆ
M
|∇fn,t|2 dm
and we are able to evaluate it thanks to Lemma 3.14.
The statement we are giving here is slightly stronger than the statement given in the intro-
duction (as we can now use the function fn,t).
Theorem 1.2. Let (M,g) be a 2-dimensional compact closed manifold (or the square [0, 1]2)
whose volume measure m is a probability. Let (Xi)i∈N be a family of independent random points
m-uniformly distributed on M . For a suitable choice of the constant γ > 0, setting t(n) = γ log
3 n
n ,
it holds
E
[∣∣∣∣∣W2
(
1
n
n∑
i=1
δXi ,m
)
−
√ˆ
|∇fn,t(n)|2 dm
∣∣∣∣∣
]
.
√
log log(n)
n
.
Furthermore it also holds
E
[∣∣∣∣∣W 22
(
1
n
n∑
i=1
δXi ,m
)
−
ˆ
|∇fn,t(n)|2 dm
∣∣∣∣∣
]
.
√
log(n) log log(n)
n
,
from which follows
lim
n→∞
n
log(n)
· E
[
W 22
(
1
n
n∑
i=1
δXi ,m
)]
=
1
4π
.
Proof. Let us fix a parameter ξ = 1logn and the time variable t = log(a)
−1γ log
3 n
n , so that
Remark 3.17 gives
P
(
(An,tξ )
c
)
.
1
nγ−5
.
Hence, by choosing γ > 0 sufficiently large, we can obtain any power-like decay we need.
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Recalling Theorem 5.2, we obtain
E
[
W 22 (µ
n, µn,t)
]
.
log log(n)
n
. (6.1)
Thanks to Proposition 4.3 we know that µn,t is the push-forward of m through the flow at
time 1 of the time-dependent vector field
Ys =
∇fn,t
1 + s(un,t − 1) .
Thus, if we assume to be in the event An,tξ with n sufficiently large, we can apply Proposition A.1
with X = ∇fn,t and Ys = ∇f
n,t
1+s(un,t−1) to obtain
W 22 (µ
n,t, exp(∇fn,t)#m) . ξ2
ˆ
M
|∇fn,t|2 dm . (6.2)
Still working in the event An,tξ , thanks to [Gla19, Theorem 1.1], we can say (for a sufficiently
large n) that
W 22 (exp(∇fn,t)#m,m) =
ˆ
M
|∇fn,t|2 dm . (6.3)
Once again, as we have done in the proof of Theorem 5.2, let us notice that the restriction of
our analysis to the event An,tξ is not an issue. Indeed its complement is so small that, because all
the quantities involved have no more than polynomial growth in n, using the approach described
in Remark 5.3, we can restrict our study to the event An,tξ thanks to Theorem 3.3.
Hence, joining (6.1), (6.2) and (6.3) with the triangle inequality, we can get
E
[∣∣∣∣∣W2
(
1
n
n∑
i=1
δXi ,m
)
−
√ˆ
|∇fn,t|2
∣∣∣∣∣
]
.
√
log log(n)
n
+ ξ E
[ˆ
M
|∇fn,t|2 dm
]1
2
.
Thus the first part of the statement follows from the choice ξ = 1logn , that gives, recalling
Lemma 3.14, that the leading term in the right hand side is the first summand.
The second part of the statement follows once again from (6.1), (6.2) and (6.3). But instead
of using the triangular inequality we use the elementary inequality
E
[|(D + C)2 − C2|] ≤ E [D2]1/2 (E [D2]1/2 + 2E [C2]1/2)
that holds for any choice of square integrable random variables C,D. More in detail we apply
the said inequality with D = A+B and
A = W2(µ
n,m)−W2(µn,t,m) ,
B = W2(µ
n,t,m)−
√ˆ
M
|∇fn,t|2 dm ,
C =
√ˆ
M
|∇fn,t|2 dm .
To estimate E
[
D2
]
we proceed as follows
E
[
D2
]
. E
[
A2
]
+ E
[
B2
] ≤ E [W 22 (µn, µn,t)]+ E [W 22 (µn,t, exp(∇fn,t)#m)] ,
where we have applied (6.3). Then (6.1) and (6.2) provide the inequalities necessary to conclude.

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Remark 6.1. In the work [CLPS14], the authors claim that the higher order error term should be
O( 1n). Unfortunately with our approach it is impossible to improve the estimate on the error term
from
√
log(n) log log(n)/n to 1/n. Indeed, even ignoring all the complex approximations and
estimates, our expansion involves the term |log t|4πn . Thence we would be obliged to set t = O
(
1
n
)
.
The issue is that this growth of t does not allow us to exploit Theorem 3.3. Indeed, if t = O ( 1n),
we are not able anymore to prove that An,tξ is a very likely event (even when ξ is fixed) and our
strategy fails.
7. Bipartite Matching
Exactly as we have computed the expected cost for the semi-discrete matching problem, we
are going to do the same for the bipartite (or purely discrete) matching problem (i.e. we have
to match two families of n random points trying to minimize the sum of the distances squared).
The approach is almost identical to the one described at the beginning of Section 6. Let us
remark that this result is new for a general 2-dimensional closed manifold M . Indeed in the work
[AST18] the authors manage to handle the bipartite matching only when M is the 2-dimensional
torus (or the square). Their approach is custom-tailored for the torus and thence very hard to
generalize to other manifolds.
Theorem 1.1 (Main Theorem for bipartite matching). Let (M,g) be a 2-dimensional compact
closed manifold (or the square [0, 1]2) whose volume measure m is a probability. Let (Xi)i∈N and
(Yi)i∈N be two families of independent random points m-uniformly distributed on M . It holds the
asymptotic behaviour
lim
n→∞
n
log(n)
· E
[
W 22
(
1
n
n∑
i=1
δXi ,
1
n
n∑
i=1
δYi
)]
=
1
2π
.
Proof. Let us warn the reader that in this proof the definitions of fn,t and of An,t change. The
change is a natural consequence of the presence of two families of points. We decided to keep
the same notation as the role and meaning of the objects do not change at all. We will skip the
parts of the proof identical to the proof of Theorem 1.2.
Let us fix a parameter ξ = 1logn and the time variable t = log(a)
−1γ log
3 n
n where γ > 0 is a
sufficiently large constant.
Analogously to what we have done in the semi-discrete case, let us define
µn0 :=
1
n
n∑
i=1
δXi , µ
n
1 :=
1
n
n∑
i=1
δYi
and the associated regularized measures and densities
µn,t0 := P
∗
t µ
n
0 = u
n,t
0 m , µ
n,t
1 := P
∗
t µ
n
1 = u
n,t
1 m .
Let us denote with fn,t : M → R the unique function with null mean value such that −∆fn,t =
un,t1 − un,t0 . Of course it holds fn,t = fn,t1 − fn,t0 where the functions fn,t0 and fn,t1 are defined
exactly as in (2.2) but using µn,t0 and µ
n,t
1 in place of µ.
Hence, we can apply Theorem 3.3 on fn,t0 and f
n,t
1 to obtain the estimate
P
(
(An,tξ )
c
)
.
1
ξ2t3
a−ntξ
2
.
Here An,tξ is defined as the intersection of the events A
n,t
ξ,ι for ι = 0, 1, where A
n,t
ξ,ι is
An,tξ,ι := {‖∇2fn,tι ‖∞ < ξ} .
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From now on the proof goes along the exact same lines of the proof of Theorem 1.2 (just
replacing µn with µn1 and m with µ
n
0 ) apart from the computation of
E
[ˆ
M
|∇fn,t|2 dµn,t0
]
.
Indeed in the semi-discrete case we could blindly apply Lemma 3.14, whereas now we have to
compute it.
Thanks to Theorem 3.3 and Remark 5.3, we can assume to be in the event {‖un,t− 1‖∞ < ξ}
as it is so likely that its complement can be safely ignored. Thus, if we replace µn,t0 with m, we
obtain
E
[ˆ
M
|∇fn,t|2 dµn,t0
]
= (1 +O(ξ))E
[ˆ
M
|∇fn,t|2 dm
]
. (7.1)
As already done in the proof of Lemma 3.14, using the linearity of the expected value and the
independence of the random points we can easily compute
E
[ˆ
M
|∇fn,t|2 dm
]
=
2
n
ˆ
M
ˆ
M
|∇yqt|2 dm(y) dm(x)
and therefore, applying Proposition 3.11, we have shown
E
[ˆ
M
|∇fn,t|2 dm
]
=
|log(t)|
2πn
+O
(
1
n
)
that, together with (7.1), is exactly the result we needed to complete the proof. 
Remark 7.1 (Interpolation between semi-discrete and bipartite). The proof given for the bipartite
case is flexible enough to handle also families of random points with different cardinalities. Given
a positive rational number q ∈ Q and a natural number n ∈ N such that qn ∈ N, let (Xi)1≤i≤n
and (Yi)1≤i≤qn be two families of independent random points m-uniformly distributed on M .
Then, exactly as we have proven Theorem 1.1, we can show
E
[
W 22
(
1
n
n∑
i=1
δXi ,
1
qn
qn∑
i=1
δYi
)]
∼ log(n)
4πn
(
1 +
1
q
)
.
Let us remark that when q ≫ 1 we recover the result of the semi-discrete case.
Appendix A. Stability of Vector Fields Flows
In this appendix we are going to obtain a stability result for flows of vector fields on a compact
Riemannian manifold. This kind of results are well known, but we could not find a statement in
literature that could fit exactly our needs. The proof has a very classical flavor, borrowing the
majority of the ideas from the uniqueness theory for ordinary differential equations. Nonetheless
it might seem a little technical as we are working on a Riemannian manifold and we are using
both flows of vector fields and the exponential map.
Given a compact closed Riemannian manifold M , we assume in this section that X ∈ χ(M)
is a vector field such that ‖∇X‖∞ < 12 (see Definition 3.1) and such that ‖X‖∞ is sufficiently
small with respect to inj(M).
Proposition A.1. Under the previous assumptions on X, if (Yt)0≤t≤1 is a time dependent vector
field such that, for a suitable 0 < ξ < 1, it holds pointwise
|Yt −X| < ξ|X| ,
then
d(expp(X), F
Yt
1 (p)) . (‖∇X‖∞ + ξ)|X|(p)
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for any p ∈M . In particular, for any µ ∈ P(M), it holds
W 22 (exp(X)#µ, (F
Yt
1 )#µ) . (‖∇X‖∞ + ξ)2
ˆ
M
|X|2 dµ .
Proof. Let us begin with a technical lemma that proves the result for a single pathline of the
flow (denoted by γ) if, instead of the exponential map, the flow of X is considered.
Lemma A.2. Under the previous assumptions on X, if γ : [0, 1] →M is a C1 curve such that
|γ′ −X ◦ γ| ≤ ξ|X| ◦ γ, then it holds
d
(
FX1 (γ(0)), γ(1)
) ≤ 4ξ|X|(γ(0)) ,
where FXt : M →M is the flow induced by X at time t.
Proof. The approach we are going to carry on is standard and it involves finding a suitable
differential inequality for the left hand side that automatically implies the desired inequality.
Let us define p := γ(0). As X is sufficiently small, we can be sure that, at any time 0 ≤ t ≤ 1,
FXt (p) and γ(t) are very near. Therefore the function D : [0, 1] → R defined as D(t) :=
d(FXt (p), γ(t)) is Lipschitz and differentiable where it does not vanish.
•p
•
FXt (p)
•γ(t)
α
X(p)
Figure 2. Curves involved in the proof of Lemma A.2.
Let us fix a time 0 < t ≤ 1 such that D(t) > 0 and let us denote with α : [0, D(t)] → M
a minimizing unit speed geodesic from FXt (p) to γ(t). Hence, considering the expression of the
differential of the Riemannian distance, we have
d
dt
D(t) = 〈α′(D(t)), γ′(t)〉 − 〈α′(0),X(FXt (p))〉 .
Denoting X‖ : α → Tα the parallel transportation of X from α(0) = FXt (p) to α(D(t)) = γ(t),
we can carry on our computations
= 〈α′(D(t)), γ′(t)−X‖(γ(t))〉 ≤ |γ′(t)−X‖(γ(t))| ≤ |γ′(t)−X(γ(t))| + |X(γ(t)) −X‖(γ(t))|
≤ ξ|X|(γ(t)) + D(t)‖∇X‖∞ ≤ ξ
(|X|(FXt (p)) + D(t)‖∇X‖∞)+ D(t)‖∇X‖∞
= ξ|X|(FXt (p)) + (1 + ξ)D(t)‖∇X‖∞
≤ ξ (|X|(p) + d(p, FXt (p))‖∇X‖∞)+ (1 + ξ)D(t)‖∇X‖∞ .
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Our goal is now to estimate d(p, FXt (p)) with |X|(p). That is a fairly easy task and can be
achieved differentiating the said quantity. Indeed it holds
d
dt
d(p, FXt (p)) ≤ |X(FXt (p))| ≤ |X(p)| + d(p, FXt (p))‖∇X‖∞
and hence we can obtain the bound
d(p, FXt (p)) ≤ |X|(p)
et‖∇X‖∞ − 1
‖∇X‖∞
. (A.1)
Replacing (A.1) into our chain of inequalities we can finally get
d
dt
D(t) ≤ ξ|X|(p)e‖∇X‖∞ + (1 + ξ)D(t)‖∇X‖∞
≤ 2ξ|X|(p) + D(t) .
The statement follows easily integrating this last inequality. 
As anticipated, the main issue with the previous lemma is that instead of the exponential
map, it uses the flow of X. We will use a trick that involves applying the lemma again to replace
the flow with the exponential map. In order for our trick to work we need the following simple
estimate.
Lemma A.3. Under the previous assumptions on X, for any 0 ≤ t ≤ 1 and for any p ∈ M , it
holds ∣∣∣∣ ddt expp(tX)−X(expp(tX))
∣∣∣∣ ≤ 2‖∇X‖∞ · |X(expp(tX))| .
Proof. Let γ(t) := expp(tX) be the unique geodesic with initial data γ(0) = p and γ
′(0) = X(p).
Whenever X(γ(t)) 6= γ′(t), it holds
d
dt
∣∣γ′(t)−X(γ(t))∣∣ = 〈∇γ′X,X(γ(t)) − γ′(t)〉|γ′(t)−X(γ(t))|
and thus ∣∣∣∣ ddt
∣∣γ′(t)−X(γ(t))∣∣∣∣∣∣ ≤ ‖∇X‖∞|X(p)|
that, recalling the assumption ‖∇X‖∞ ≤ 12 , implies the statement. 
We can now prove the first part of the proposition. Let us fix a point p ∈ M . Thanks to
Lemma A.2 we know
d(FX1 (p), F
Yt
1 (p)) ≤ 4ξ|X|(p) .
Furthermore, what we have shown in Lemma A.3 is exactly what we need to apply again
Lemma A.2 to the geodesic expp(tX), obtaining
d(FX1 (p), expp(X)) ≤ 8‖∇X‖∞|X|(p) .
Joining this two inequalities we obtain the first part of the statement.
The part of the statement about the Wasserstein distance between the push-forward measures
follows trivially from what we have already proven, thanks to the following well-known lemma.
Lemma A.4. Let (X,m) be a probability space and let (Y, d) be a metric space. Given two maps
f, g : X → Y it holds
Wp(f#m, g#m) ≤ ‖d(f, g)‖Lp(m) .
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Proof. Let us consider the map T : X → Y × Y defined as T (x) := (f(x), g(x)). The key
observation is that T#m is a transport plan from f#m to g#m, therefore
W pp (f#m, g#m) ≤
ˆ
Y×Y
d(y1, y2)
p dT#m(y1, y2) =
ˆ
X
d(f(x), g(x))p dm(x) .


Remark A.5. If the manifold M has a smooth boundary, the previous proposition can be easily
adapted as far as the vector fields X and Yt are both tangent to the boundary. Indeed, under
this assumption, if we extend arbitrarily the manifold M to a closed compact manifold4 M˜ , the
result keeps holding exactly as it is stated.
Appendix B. Heat Kernel on the Square
We will explicitly construct the Neumann heat kernel on the domain [0, 1]2 in order to show
the validity of Theorem 3.9 in this setting. The expression of the Neumann heat kernel on the
square is folklore, but for the ease of the reader we report it here.
Let G < Isom(R2) be the subgroup of isometries generated by the four transformations
• (x1, x2) 7→ (x1, x2 + 2),
• (x1, x2) 7→ (x1 + 2, x2),
• (x1, x2) 7→ (−x1, x2),
• (x1, x2) 7→ (x1,−x2).
The group G is generated by the reflections with respect to any horizontal or vertical line with
integer coordinates. The square [0, 1]2 is a fundamental cell for the action of the group G. For
any x ∈ R2, we will denote Gx the orbit of the point x under the action of G.
{ } = Gx
x
Figure 3. Chosen x ∈ [0, 1]2, the points in Gx are generated by reflections.
Let pt : R
2 × R2 → (0, ∞) be the heat kernel on the plane, that is
pt(x, y) =
1
4πt
e
−|x−y|2
4t .
4The extension is necessary to give a sense to the exponential map.
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Let us define the associated kernel p˜t : R
2 × R2 → (0, ∞) as
p˜t(x, y) :=
∑
x′∈Gx
pt(x
′, y) .
Our goal is showing that p˜t is exactly the (Neumann) heat kernel for the domain [0, 1]
2. All
the needed verifications are readily done, apart from the fact that p˜t satisfies the Neumann
boundary conditions. This property follows from the following simple symmetries of p˜t:
∀x, y ∈ R2,∀g ∈ G : p˜t(x, y) = p˜t(g(x), y) = p˜t(x, g(y)) .
It is now time to prove Theorem 3.9 for p˜t.
Proof of Theorem 3.9 for M = [0, 1]2. First, we are going to prove explicitly Theorem 3.9 for
the heat kernel on the plane.
As one can show by induction, it holds
∂n1y1 ∂
n2
y2 pt(x, y) = pt(x, y) ·
∑
2β−α=n1+n2
0≤α,β≤n1+n2
∑
m1+m2=α
cm1,m2n1,n2 (x1 − y1)m1(x2 − y2)m2t−β ,
for some suitable coefficients cm1,m2n1,n2 . From this formula, it follows
|∇Npt(x, y)| .N pt(x, y)
∑
2β−α=N
0≤α,β≤N
|x− y|αt−β
.N t
−1−N/2
∑
0≤α≤N
(
|x− y|2
4t
)α/2
e−
|x−y|2
4t .
(B.1)
For any 0 < w ≤ u and 0 ≤ α ≤ N it holds
uα/2e−u .N (1 +w
N/2)e−w . (B.2)
If we apply the latter inequality (for the special case u = w) in (B.1), we get
|∇Npt(x, y)| .N t−1−N/2

1 +
(
|x− y|2
4t
)N
2

 e− |x−y|24t . (B.3)
Let us move our attention to p˜t. If we take x, y ∈ [0, 1]2 and t ≤ 1, applying (B.3) we are able
to show
|∇N p˜t(x, y)| ≤
∑
x′∈Gx
|∇Npt(x′, y)| .N t−1−N/2
∑
x′∈Gx

1 +
(
|x′ − y|2
4t
)N
2

 e− |x′−y|24t .
Using that |x− y| ≤ |x′ − y| for any x′ ∈ Gx, recalling (B.2) and noticing the exponential decay
of the quantities when x′ goes to infinity, from the latter inequality we can deduce
|∇N p˜t(x, y)| .N t−1−N/2

1 +
(
|x− y|2
4t
)N
2

 e− |x−y|24t
= t−1e−
|x−y|2
4t
(
t−N/2 +
( |x− y|
2t
)N)
. p˜t(x, y)
(
t−N/2 +
( |x− y|
t
)N)
that is the desired result. 
REFERENCES 23
References
[AKT84] Miklo´s Ajtai, Ja´nos Komlo´s, and Ga´bor Tusna´dy. “On optimal matchings”. In: Com-
binatorica 4.4 (1984), pp. 259–264.
[AST18] Luigi Ambrosio, Federico Stra, and Dario Trevisan. “A PDE approach to a 2-dimen-
sional matching problem”. In: Probability Theory and Related Fields (2018), pp. 1–
45.
[BB00] Jean-David Benamou and Yann Brenier. “A computational fluid mechanics solution
to the Monge-Kantorovich mass transfer problem”. In: Numer. Math. 84.3 (2000),
pp. 375–393. issn: 0029-599X.
[BB13] Franck Barthe and Charles Bordenave. “Combinatorial optimization over two random
point sets”. In: Se´minaire de Probabilite´s XLV. Springer, 2013, pp. 483–535.
[Ber46] Sergei N. Bernstein. Probability theory. In Russian. Moscow-Leningrad, 1946.
[BL14] Sergey Bobkov and Michel Ledoux. “One-dimensional empirical measures, order sta-
tistics and Kantorovich transport distances”. In: preprint (2014).
[BLG14] Emmanuel Boissard and Thibaut Le Gouic. “On the mean speed of convergence
of empirical and occupation measures in Wasserstein distance”. In: Ann. Inst. Henri
Poincare´ Probab. Stat. 50.2 (2014), pp. 539–563. issn: 0246-0203. doi: 10.1214/12-AIHP517.
url: https://doi.org/10.1214/12-AIHP517.
[BLM03] Ste´phane Boucheron, Ga´bor Lugosi, and Pascal Massart. “Concentration inequalities
using the entropy method”. In: Ann. Probab. 31.3 (July 2003), pp. 1583–1614. doi:
10.1214/aop/1055425791. url: https://doi.org/10.1214/aop/1055425791.
[Bro93] Russell M Brown. “The trace of the heat kernel in Lipschitz domains”. In: Transac-
tions of the American Mathematical Society 339.2 (1993), pp. 889–900.
[Cha84] Isaac Chavel. Eigenvalues in Riemannian Geometry. Vol. 115. Pure and Applied
Mathematics. Academic Press, 1984, pp. xiv+362. isbn: 978-0121706401.
[CL06] Fan Chung and Linyuan Lu. “Concentration inequalities and martingale inequalities:
a survey”. In: Internet Math. 3.1 (2006), pp. 79–127. url: https://projecteuclid.org:443/euclid.im/1175266369.
[CLPS14] Sergio Caracciolo, Carlo Lucibello, Giorgio Parisi, and Gabriele Sicuro. “Scaling hy-
pothesis for the Euclidean bipartite matching problem”. In: Physical Review E 90.1
(2014), p. 012118.
[CLY81] Siu Yuen Cheng, Peter Li, and Shing Tung Yau. “On the upper estimate of the
heat kernel of a complete Riemannian manifold”. In: Amer. J. Math. 103.5 (1981),
pp. 1021–1063. issn: 0002-9327. doi: 10.2307/2374257. url: https://doi.org/10.2307/2374257.
[CR17] Nelia Charalambous and Julie Rowlett. “The heat trace for the drifting Laplacian and
Schro¨dinger operators on manifolds”. In: ArXiv Mathematics e-prints (2017). eprint:
arxiv:0704.2458.
[CS14] Sergio Caracciolo and Gabriele Sicuro. “One-dimensional Euclidean matching prob-
lem: exact solutions, correlation functions, and universality”. In: Physical Review E
90.4 (2014), p. 042112.
[DSS13] Steffen Dereich, Michael Scheutzow, and Reik Schottstedt. “Constructive quantiza-
tion: approximation by empirical measures”. In: Ann. Inst. Henri Poincare´ Probab.
Stat. 49.4 (2013), pp. 1183–1203. issn: 0246-0203. doi: 10.1214/12-AIHP489. url:
https://doi.org/10.1214/12-AIHP489.
[DY95] Vladimir Dobric´ and Joseph E. Yukich. “Asymptotics for transportation cost in high
dimensions”. In: Journal of Theoretical Probability 8.1 (1995), pp. 97–118.
[EKS15] Matthias Erbar, Kazumasa Kuwada, and Karl-Theodor Sturm. “On the equivalence
of the entropic curvature-dimension condition and Bochner’s inequality on metric
measure spaces”. In: Invent. Math. 201.3 (2015), pp. 993–1071. issn: 0020-9910. doi:
10.1007/s00222-014-0563-7. url: https://doi.org/10.1007/s00222-014-0563-7.
24 REFERENCES
[Erb10] Matthias Erbar. “The heat equation on manifolds as a gradient flow in the Wasserstein
space”. In: Ann. Inst. Henri Poincare´ Probab. Stat. 46.1 (2010), pp. 1–23. issn: 0246-
0203. doi: 10.1214/08-AIHP306. url: https://doi.org/10.1214/08-AIHP306.
[FG15] Nicolas Fournier and Arnaud Guillin. “On the rate of convergence in Wasserstein
distance of the empirical measure”. In: Probab. Theory Related Fields 162.3-4 (2015),
pp. 707–738. issn: 0178-8051. doi: 10.1007/s00440-014-0583-7. url: https://doi.org/10.1007/s00440-014-0583-7.
[GHO18] Michael Goldman, Martin Huesmann, and Felix Otto. “A large-scale regularity the-
ory for the Monge-Ampe`re equation with rough data and application to the optimal
matching problem”. In: ArXiv Mathematics e-prints (2018). eprint: arxiv:1808.09250.
[Gla19] Federico Glaudo. “On the c-concavity with respect to the quadratic cost on a mani-
fold”. In: Nonlinear Analysis 178 (2019), pp. 145–151.
[Gri06] Alexander Grigor’yan. “Heat kernels on weighted manifolds and applications”. In:
Cont. Math 398 (2006), pp. 93–191.
[Gri99] Alexander Grigor’yan. “Estimates of heat kernels on Riemannian manifolds”. In: Lon-
don Math. Soc. Lecture Note Ser 273 (1999), pp. 140–225.
[Hoe63] Wassily Hoeffding. “Probability Inequalities for Sums of Bounded Random Variables”.
In: Journal of the American Statistical Association 58.301 (Mar. 1963), pp. 13–30.
url: http://www.jstor.org/stable/2282952?.
[HS13] Martin Huesmann and Karl-Theodor Sturm. “Optimal transport from Lebesgue to
Poisson”. In: Ann. Probab. 41.4 (2013), pp. 2426–2478. issn: 0091-1798. doi: 10.1214/12-AOP814.
url: https://doi.org/10.1214/12-AOP814.
[Hsu99] Elton P. Hsu. “Estimates of derivatives of the heat kernel on a compact riemann-
ian manifold”. In: Proceedings of the American Mathematical Society 127.12 (1999),
pp. 3739–3744. issn: 0002-9939.
[JKO98] Richard Jordan, David Kinderlehrer, and Felix Otto. “The variational formulation of
the Fokker-Planck equation”. In: SIAM J. Math. Anal. 29.1 (1998), 1–17 (electronic).
issn: 1095-7154.
[Led17] Michel Ledoux. “On optimal matching of Gaussian samples”. In: Записки научных
семинаров ПОМИ 457.0 (2017), pp. 226–264.
[Led18] Michel Ledoux. “On optimal matching of Gaussian samples II”. In: (2018). url:
http://perso.math.univ-toulouse.fr/ledoux/files/2018/08/SudakovII.pdf.
[MS67] H. P. McKean Jr. and I. M. Singer. “Curvature and the eigenvalues of the Lapla-
cian”. In: J. Differential Geometry 1.1 (1967), pp. 43–69. issn: 0022-040X. url:
http://projecteuclid.org/euclid.jdg/1214427880.
[OV00] F. Otto and C. Villani. “Generalization of an inequality by Talagrand and links with
the logarithmic Sobolev inequality”. In: J. Funct. Anal. 173.2 (2000), pp. 361–400.
issn: 0022-1236.
[Pet98] Peter Petersen. Riemannian Geometry. Vol. 171. Graduate Texts in Mathematics.
New York: Springer-Verlag, 1998, pp. xv+405. isbn: 978-1-4419-2123-9.
[San15] Filippo Santambrogio. Optimal Transport for Applied Mathematicians.
Progress in Nonlinear Differential Equations and Their Applications.
Birkha¨user Basel, 2015, pp. xxvii+353. isbn: 978-3-319-20827-5.
[SC10] Laurent Saloff-Coste. “The heat kernel and its estimates”. In: Probabilistic approach
to geometry 57 (2010), pp. 405–436.
[ST98] Daniel W Stroock and James Turetsky. “Upper bounds on derivatives of the loga-
rithm of the heat kernel”. In: Communications in Analysis and Geometry 6.4 (1998),
pp. 669–685.
[Tal14] Michel Talagrand. Upper and lower bounds of stochastic processes. Vol. 60. Modern
Surveys in Mathematics. Berlin: Springer-Verlag, 2014.
REFERENCES 25
[Tal18] Michel Talagrand. “Scaling and non-standard matching theorems”. In: Comptes Ren-
dus Mathematique 356.6 (2018), pp. 692–695.
[Tal92] Michel Talagrand. “Matching random samples in many dimensions”. In: The Annals
of Applied Probability (1992), pp. 846–856.
[Vil09] Ce´dric Villani. Optimal transport, old and new. Berlin: Springer Verlag, 2009.
[WB17] Jonathan Weed and Francis Bach. “Sharp asymptotic and finite-sample rates of con-
vergence of empirical measures in Wasserstein distance”. In: ArXiv Mathematics e-
prints (2017). eprint: arxiv:1808.09250.
[ZLJ16] Huichun Zhang, Huaiqian Li, and Renjin Jiang. “Heat Kernel Bounds on Metric
Measure Spaces and Some Applications”. In: Potential Analysis 44.3 (2016), pp. 601–
627.
Scuola Normale Superiore, Piazza dei Cavalieri 7, 56126 Pisa, Italy
E-mail address: luigi.ambrosio@sns.it
ETH, Ra¨mistrasse 101, 8092 Zu¨rich, Switzerland
E-mail address: federico.glaudo@math.ethz.ch
