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STOCHASTIC HEAT EQUATION WITH GENERAL ROUGH
NOISE
YAOZHONG HU AND XIONG WANG
Abstract. In this paper, we study a nonlinear one spatial dimensional sto-
chastic heat equations driven by Gaussian noise: ∂u
∂t
= ∂
2u
∂x2
+ σ(u)W˙ , where
W˙ is white in time and has the covariance of a fractional Brownian motion
with Hurst parameter H ∈ ( 1
4
, 1
2
). We remove a critical and unnatural con-
dition σ(0) = 0 previously imposed in a recent paper by Hu, Huang, Leˆ,
Nualart and Tindel. The idea is to work on a weighted space Zp
λ,T
for some
power decay weight λ(x) = cH (1 + |x|
2)H−1. We obtain the weak existence
of solution. With additional decay conditions on σ we obtain the existence of
strong solution and the pathwise uniqueness of the strong solution. The rea-
son to introduce the weight function is that the solution u(t, x) may explode
as |x| → ∞ when the “diffusion coefficient” σ(u) does not satisfy σ(0) = 0
regardless of the initial condition. This motivates us to study the exact asym-
potics of the solution uadd(t, x) as t and x go to infinity when σ(u) = 1
and when the initial condition u0(x) ≡ 0. In particular, we find the ex-
act growth of sup|x|≤L |uadd(t, x)|. Furthermore, we find the sharp growth
rate for the Ho¨lder coefficients, namely, sup|x|≤L
|uadd(t,x+h)−uadd(t,x)|
|h|β
and
sup|x|≤L
|uadd(t+τ,x)−uadd(t,x)|
τα
. These results are interesting and fundamen-
tal themselves.
1. Introduction and main results
In this paper, we consider the following one dimensional (in space variable)
nonlinear stochastic heat equation driven by the Gaussian noise which is white in
time and fractional in space:
∂u(t, x)
∂t
=
∂2u(t, x)
∂x2
+ σ(t, x, u(t, x))W˙ (t, x), t > 0, x ∈ R , (1.1)
where W (t, x) is a centered Gaussian process with covariance given by
E[W (t, x)W (s, y)] =
1
2
(|x|2H + |y|2H − |x− y|2H)(s ∧ t) (1.2)
and where 14 < H <
1
2 and W˙ (t, x) =
∂2W
∂t∂x .
There has been a lot of work on stochastic heat equations driven by general
Gaussian noises. We refer to [10] for a short survey and for more references. The
main feature of this work is that the noise is rough (e.g. 14 < H <
1
2 ) in space
variable. We mention three works that are directly related to this specific Gaussian
noise structure. The first two are [3] and [12], where the authors study the existence,
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uniqueness and some properties such as moment bounds of the mild solution when
diffusion coefficient σ is affine (σ(u) = au+ b) in [3] and linear (σ(u) = au) in [12].
After these works researchers tried to study (1.1) for general nonlinear σ. However,
the method effective for affine (and linear) equations cannot no longer work. One
difficulty is that we cannot no longer bound |σ(x1) − σ(x2) − σ(y1) + σ(y2)| by a
multiple of |x1 − x2 − y1 + y2| (which is possible only in the affine case). In [11]
the authors have successfully overcame this difficulty and obtained the existence
and uniqueness of the strong solution to the equation (1.1) for general nonlinear
σ. However, to solve the equation (1.1) the authors in [11] have to assume that
σ(0) = 0, in addition to some more natural conditions such as σ(t, x, u) = σ(u) is
differentiable and the initial data to be integrable with respect to space variable.
While the smoothness condition on σ looks rather natural since the noise W˙ is
quite rough, people feel less comfortable with the condition σ(0) = 0. In fact, this
condition does not even cover the affine case studied in [3]! The main motivation
of this paper is to remove the condition σ(0) = 0. The main reason to assume
σ(0) = 0 in [11] is the choice of function space ZpT where the solution lives (see
[11] or (4.4) in Section 4 of this paper with λ(x) = 1). As we shall see that even
in the simplest case σ(u) ≡ 1, the solution (to (1.1) with additive noise) is not in
ZpT (see e.g. Theorem 1.1 and Proposition 3.11). Our idea is to introduce a decay
weight (as the spatial variable x goes to infinity) to modify the solution space ZpT
to a weighted space Zpλ,T for some suitable power decay function λ(x). This weight
function will have to be chosen appropriately (not too fast and not too slow. See
Section 2 for details).
The introduction of the weight makes thing much more complex. As we can see
we shall need much more delicate estimates compared to those of [11] to complete
our program. People may wonder if one can use just Z∞T for our solution space.
This question is natural since we work in the whole Euclidean space R for the space
variable. A constant function is in L∞(R) but not in Lp(R) for any finite p. If it
is still possible to use Z∞T , then many computations in [11] will be valid and the
problem becomes much easier.
To see if this is possible or not we consider the solution uadd(t, x) to the equation
with additive noise, which is the solution to (1.1) with σ(t, x, u) = 1 and with initial
condition u0(x) = 0. To see if uadd(t, x) is in Z∞T or not (or to see if the introduction
of decay weight λ is necessary or not), we shall find the sharp bound of the solution
uadd(t, x) as x goes to infinity. In other words, we shall find the exact explosion
rate of sup|x|≤L |uadd(t, x)| as L goes to infinity. This problem has a great value
of its own. To study the supremum of a family of random variables, there are
two powerful tools: one is to use the independence and andother one is to use
the martingale inequalities. However, uadd(t, x) is not a martingale with respect
to spatial variable x (nor it is a martiangale with respect to time variable t) and
since the noise W˙ is not independent in spatial variable either, the application of
independence may be much more involved (We refer, however, to [4, 5, 6, 7] for
some successful applications of the independence in the stochastic heat equation
(1.1)). In this work, we shall use instead the idea of majorizing measure to obtain
sharp growth of sup|x|≤L |uadd(t, x)| and sup0≤t≤T,|x|≤L |uadd(t, x)|, as L and T go
to infinity, both in term of expectation and almost surely. More precisely, we have
Theorem 1.1. Let the Gaussian field uadd(t, x) be the solution to (1.1) with σ(t, x, u)
= 1 and u0(x) = 0. Then, we have the following statements.
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(1) There are two positive constants cH and CH , independent of T and L, such
that
cH Ψ(T, L) ≤ E
 sup
0≤t≤T
−L≤x≤L
uadd(t, x)
 ≤ E
 sup
0≤t≤T
−L≤x≤L
|uadd(t, x)|
 ≤ CH Ψ(T, L) ,
(1.3)
where
Ψ(T, L) =
T
H
2 + T
H
2
√
log2
(
L√
T
)
if L2 > T,
T
H
2 if L2 ≤ T .
(1.4)
(2) There are two strictly positive random constants cH and CH , independent
of T and L, such that almost surely
cH
(
T
H
2 + T
H
2
√
log2
(
L√
T
))
≤ sup
(t,x)∈Υε(T,L)
uadd(t, x)
≤ sup
(t,x)∈Υε(T,L)
|uadd(t, x)| ≤ CH
(
T
H
2 + T
H
2
√
log2
(
L√
T
))
, (1.5)
where Υε(T, L) = {(t, x) ∈ [0, T ]× [−L,L] : L ≥ T 1+ε2 } for any ε > 0.
It is well-known that the solution to the equation (1.1), if exists, is usually Ho¨lder
continuous on any bounded domain. But it usually is not Ho¨lder continuous on the
whole space. An interesting question to ask is how the Ho¨lder coefficient depends
on the size of the domain? Since the additive solution uadd(t, x) is a Gaussian
random field we will be able to obtain the sharp dependence on the size of the
domain of the Ho¨lder coefficient. In the following we first state our result on the
Ho¨lder continuity in spatial variable over unbounded domain as follows.
Theorem 1.2. Let uadd(t, x) be the solution to (1.1) with σ(t, x, u) = 1 and u0(x) =
0 and denote
∆huadd(t, x) := uadd(t, x+ h)− uadd(t, x) .
Let θ ∈ (0, H) be given and let L > √t. Then, there are two positive constants cH
and CH,θ such that for sufficiently small value of h satisfying 0 < |h| ≤ C(
√
t ∧ 1)
for some constant C, the following inequalities hold true:
cH |h|H
√
log2
(
L√
t
)
≤ E
[
sup
−L≤x≤L
∆huadd(t, x)
]
(1.6)
≤ E
[
sup
−L≤x≤L
|∆huadd(t, x)|
]
≤ CH,θtH−θ2 |h|θ
√
log2
(
L√
t
)
.
Moreover, there are two (strictly) positive random constants cH and CH,θ, indepen-
dent of L ∈ R+ and h ∈ [−C(
√
t ∧ 1), C(√t ∧ 1)] such that
cH |h|H
√
log2
(
L√
t
)
≤ sup
−L≤x≤L
∆huadd(t, x) (1.7)
≤ sup
−L≤x≤L
|∆huadd(t, x)| ≤ CH,θtH−θ2 |h|θ
√
log2
(
L√
t
)
.
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Next, we study the Ho¨lder continuity in time over the unbounded domain. We
state the following.
Theorem 1.3. Let uadd(t, x) be the solution to (1.1) with σ(t, x, u) = 1 and u0(x) =
0 and denote
∆τuadd(t, x) := uadd(t+ τ, x)− uadd(t, x) .
Then, for sufficiently small value of τ such that 0 < τ ≤ C(t∧1) for some constant
C, we have
cHτ
H
2
√
log2
(
L√
t
)
≤ E
[
sup
−L≤x≤L
∆τuadd(t, x)
]
(1.8)
≤ E
[
sup
−L≤x≤L
|∆τuadd(t, x)|
]
≤ CH,θtH2 −θτθ
√
log2
(
L√
t
)
,
where 0 < θ < H/2 and the positive constants cH and CH,θ are independent of L
and τ . We also have the almost sure version of the above result: if 0 < τ ≤ C(t∧1),
then we have
cHτ
H
2
√
log2
(
L√
t
)
≤ sup
−L≤x≤L
∆τuadd(t, x) (1.9)
≤ sup
−L≤x≤L
|∆τuadd(t, x)| ≤ CH,θtH2 −θτθ
√
log2
(
L√
t
)
,
where 0 < θ < H/2, and random positive constants cH and CH,θ are independent
of L and τ .
The above Theorem 1.1-1.3 are proved in Section 3. Now let us return to the
equation (1.1). To make things precise we give here the definitions of strong and
weak solutions.
Definition 1.4. Let {u(t, x) , t ≥ 0 , x ∈ R} be a real-valued adapted stochastic pro-
cess such that for all t ∈ [0, T ] and x ∈ R the process {Gt−s(x−y)σ(s, y, u(s, y))1[0,t](s)}
is integrable with respect to W (see Definition 2.4), where Gt(x) :=
1√
4πt
exp
(
−x24t
)
is the heat kernel on R associated with the Laplacian operator ∆.
(i) We say that u(t, x) is a strong (mild) solution to (1.1) if for all t ∈ [0, T ]
and x ∈ R we have
u(t, x) = Gt ∗ u0(x) +
∫ t
0
∫
R
Gt−s(x− y)σ(s, y, u(s, y))W (dy, ds) (1.10)
almost surely, where the stochastic integral is understood in the sense of
Definition 2.4.
(ii) We say (1.1) has a weak solution if there exists a probability space with a
filtration (Ω˜, F˜ , P˜, F˜t), a Gaussian random field W˜ identical to W in law,
and an adapted stochastic process {u(t, x) , t ≥ 0 , x ∈ R} on this probabil-
ity space (Ω˜, F˜ , P˜, F˜t) such that u(t, x) is a mild solution with respect to
(Ω˜, F˜ , P˜, F˜t) and W˜ .
Before stating our theorem on the existence of a weak solution, we make the
following assumption.
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(H1) σ(t, x, u) is jointly continuous over R×R2 and is at most of linear growth
in u uniformly in t and x. This means
sup
t∈[0,T ],x∈R
|σ(t, x, u)| ≤ C(|u|+ 1) (1.11)
for some positive constant C. We also assume that it is uniformly Lips-
chitzian in u, namely, ∀ u, v ∈ R
sup
t∈[0,T ],x∈R
|σ(t, x, u)− σ(t, x, v)| ≤ C|u− v| , (1.12)
for some constant C > 0.
We can now state our main theorem of the paper.
Theorem 1.5. Let λ(x) = cH(1 + |x|2)H−1 satisfy
∫
R
λ(x)dx = 1. Assume that
σ(t, x, u) satisfies hypothesis (H1) and that the initial data u0 belongs to Zpλ,0 for
some p > 3H (see section 4.1 for the definition of Zpλ,T ). Then, there exists a weak
solution to (1.1) with sample paths in C([0, T ] × R) almost surely. In addition,
for any γ < H − 3p , the process u(·, ·) is almost surely Ho¨lder continuous on any
compact sets in [0, T ]×R of Ho¨lder exponent γ/2 with respect to the time variable
t and of Ho¨lder exponent γ with respect to the spatial variable x.
Although the techniques of [11] is no longer effective in our new situation we
still follow some spirit there. We need some very subtle bounds on the heat kernel
Gt(x− y) with respect to the weight function λ(x), which is of interest in its own.
This is done in Section 2. After these preparations, we shall show the above theorem
in Section 4.
It is always interesting to have existence and uniqueness of the strong solution.
As we said earlier, due to the roughness of the noise we need to handle, as in [11],
the square increment |σ(x1)− σ(x2)− σ(y1) + σ(y2)|. It seems too complicated for
the weighted space. In fact, we will explain that the method of proving pathwise
uniqueness in [11] is not applicable in our setting (see Proposition 3.11). So to show
the existence and uniqueness of strong solution we assume that the derivative of
diffusion coefficient in (1.1) possessing a decay itself as x→∞. More precisely, we
make the following assumptions.
(H2) Assume that σ(t, x, u) ∈ C0,1,1([0, T ]×R2) satisfies the following conditions:
|σ′u(t, x, u)| and |σ′′xu(t, x, u)| are uniformly bounded, i.e. there is some
constant C > 0 such that
sup
t∈[0,T ],x∈R,u∈R
|σ′u(t, x, u)| ≤ C ; (1.13)
sup
t∈[0,T ],x∈R,u∈R
|σ′′xu(t, x, u)| ≤ C . (1.14)
Moreover, we assume
sup
t∈[0,T ],x∈R
λ−
1
p (x) |σ′u(t, x, u1)− σ′u(t, x, u2)| ≤ C|u2 − u1| . (1.15)
Theorem 1.6. Let σ satisfy the above hypothesis (H2) and assume that for some
p > 64H−1 , u0 ∈ Zpλ,0. Then (1.1) has a unique strong solution with sample paths
in C([0, T ] × R) almost surely. Moreover, the process u(·, ·) is uniformly Ho¨lder
continuous a.s. on compact sets in [0, T ] × R with the same temporal and spatial
Ho¨lder exponents as in Theorem 1.5.
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This theorem will be proved in Section 5. Let us point out that if σ(u) is affine,
then it satisfies the assumption (H2).
2. Auxiliary Lemmas
In this section, we shall obtain some estimates about the heat kernel Gt(x) =
1√
4πt
e−
|x−y|2
4t associated with the Laplacian ∆ combined with the decay weight
λ(x). These estimates are the key ingredients to establish our results.
2.1. Covariance structure. We start by recalling some notations used in [11].
Denote by D = D(R) the space of smooth functions on R with compact support,
and by D′ the dual of D with respect to the L2(R, dx). The Fourier transform of a
function f ∈ D is defined as
fˆ(ξ) = Ff(ξ) =
∫
R
e−iξxf(x)dx,
and the inverse Fourier transform is then given by F−1g(x) = 12πFg(−x).
Let (Ω,F ,P) be a complete probability space and let H ∈ (14 , 12 ) be given and
fixed. Our noise W˙ is a zero-mean Gaussian family {W (φ), φ ∈ D(R+ × R)} with
covariance structure given by
E [W (φ)W (ψ)] = c1,H
∫
R+×R
Fφ(s, ξ)Fψ(s, ξ)|ξ|1−2Hdξds, (2.1)
where c1,H is given below by (2.7) and Fφ(s, ξ) is the Fourier transform with respect
to the spatial variable x of the function φ(s, x). Let Ft be the filtration generated
by W . This means
Ft = σ{W (φ(x)1[0,r](s)) : r ∈ [0, t], φ(x) ∈ D(R)}.
Equation (2.1) defines a Hilbert scalar product on D(R+ × R). To express this
product without the use of Fourier transform, we recall the Marchaud fractional
derivative Dβ− of order β ∈ (0, 1) with respect to the space variable. For a function
φ : R+ × R→ R, the Marchaud fractional derivative Dβ− is defined as:
Dβ−φ(t, x) = lim
ε↓0
Dβ−,εφ(t, x) = lim
ε↓0
β
Γ(1− β)
∫ ∞
ε
φ(t, x) − φ(t, x + y)
y1+β
dy. (2.2)
We also define the Riemann-Liouville fractional integral of order β of a function φ
Iβ−φ(t, x) =
1
Γ(β)
∫ ∞
x
φ(t, y)(y − x)β−1dy.
Set
H = {φ : R+ × R→ R | ∃ψ ∈ L2(R+ × R) s.t. φ(t, x) = I
1
2−H− ψ(t, x)}. (2.3)
With this notation we can express the Hilbert space obtained by completing D(R+×
R) with respect to the scalar product given by (2.1) in the following proposition
(see e.g. [19] for a proof).
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Proposition 2.1. The function space H is a Hilbert space equipped with the scalar
product
〈φ, ψ〉H =c1,H
∫
R+×R
Fφ(s, ξ)Fψ(s, ξ)|ξ|1−2Hdξds (2.4)
=c2,H
∫
R+×R
D
1
2−H− φ(t, x)D
1
2−H− ψ(t, x)dxdt (2.5)
=c23,β
∫
R2
[φ(x + y)− φ(x)][ψ(x + y)− ψ(x)]|y|2H−2dxdy , (2.6)
where
c1,H =
1
2π
Γ(2H + 1) sin(πH) ; (2.7)
c2,H =
[
Γ
(
H +
1
2
)]2 (∫ ∞
0
[
(1 + t)H−
1
2 − tH− 12
]2
dt+
1
2H
)−1
; (2.8)
c23,β =(
1
2
− β)βc−1
2, 12−β
. (2.9)
The space D(R+ × R) is dense in H.
The Gaussian space H is the same as the homogeneous Sobolev space H˙β for β =
1
2 −H ∈ (0, 12 ) in harmonic analysis ([2]). The Gaussian family W = {W (φ), φ ∈D(R+×R)} can be extended to an isonormal Gaussian processW = {W (φ), φ ∈ H}
indexed by the Hilbert space H. It is easy to see that φ(t, x) = χ{[0,t]×[0,x]}, t ∈ R+
and x ∈ R, is in H (we set χ{[0,t]×[0,x]} = −χ{[0,t]×[x,0]} if x is negative). We denote
W (t, x) =W (χ{[0,t]×[0,x]}).
2.2. Stochastic integration. We first define stochastic integral for elementary
integrands and then extend it to general ones.
Definition 2.2. An elementary process g is a process of the following form
g(t, x) =
n∑
i=1
m∑
j=1
Xi,j1(ai,bi](t)1(hj ,lj](x),
where n and m are finite positive integers, −∞ < a1 < b1 < · · · < an < bn <
∞, hj < lj and Xi,j are Fai-measurable random variables for i = 1, . . . , n. The
stochastic integral of such an elementary process with respect to W is defined as∫
R+
∫
R
g(t, x)W (dx, dt) =
n∑
i=1
m∑
j=1
Xi,jW (1(ai,bi] ⊗ 1(hj,lj ])
=
n∑
i=1
m∑
j=1
Xi,j
[
W (bi, lj)−W (ai, lj)−W (bi, hj) +W (ai, hj)
]
.
(2.10)
Proposition 2.3. Let ΛH be the space of predictable processes g defined on R+×R
such that almost surely g ∈ H and E[‖g‖2
H
] < ∞. Then, the space of elementary
processes defined in Definition 2.2 is dense in ΛH .
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Definition 2.4. For g ∈ ΛH , the stochastic integral
∫
R+×R g(t, x)W (dx, dt) is de-
fined as the L2(Ω) limit of stochastic integrals of the elementary processes approxi-
mating g(t, x) in ΛH , and we have the following isometry equality
E
(∫
R+×R
g(t, x)W (dx, dt)
)2 = E [‖g‖2H] . (2.11)
2.3. Auxiliary Lemmas. We shall find a solution to equation (1.1) in the space
Zpλ,T . To deal with weight λ we need a few technical results concerning the inter-
action between the weight λ(x) and the Green’s function Gt(x − y).
Lemma 2.5. For any λ ∈ R, λ(x) = 1
(1+|x|2)λ and T > 0, we have
sup
0≤t≤T
sup
x∈R
1
λ(x)
∫
R
Gt(x− y)λ(y)dy <∞. (2.12)
Remark 2.6. To avoid using too many notations we use the symbol λ for a real
number and the function induced. Apparently, there will be no confusion.
Proof. Let us rewrite (2.12) as
sup
0≤t≤T
sup
x∈R
∫
R
Gt(y)
λ(y + x)
λ(x)
dy ≤ sup
0≤t≤T
∫
R
Gt(y) sup
x∈R
λ(y + x)
λ(x)
dy.
We discuss the cases λ ≥ 0 and λ < 0 separately. When λ ≥ 0, we have
sup
x∈R
λ(y + x)
λ(x)
≤ Cλ sup
x∈R
(
1 + |x|
1 + |x+ y|
)2λ
≤ Cλ(1 + |y|)2λ .
On the other hand when λ < 0 we have
sup
x∈R
(
1 + |x+ y|2
1 + |x|2
)−λ
≤ Cλ sup
x∈R
(
1 + |x+ y|
1 + |x|
)−2λ
≤ Cλ(1 + |y|)−2λ .
In both cases we see
sup
0≤t≤T
∫
R
Gt(y) sup
x∈R
λ(y + x)
λ(x)
dy ≤ Cλ sup
t∈[0,T ]
∫
R
Gt(y)(1 + |y|)2|λ|dy <∞.
This finishes the proof. 
Lemma 2.7. Denote J(x) :=
∫∞
0 e
−η2ηβcos(xη)dη, where β > −1. We have
|J(x)| ≤ Cβ
(
1 ∧ 1|x|β+1
)
. (2.13)
Proof. Notice that this is to estimate the decay rate of the Fourier transform of
e−η
2
ηβ when |x| is large. Since J(−x) = J(x) and since we are only concerned with
the large x behavior we may assume x ≥ 1. We split the integral J(x) into two
parts:
J(x) =
∫ s(x)
0
e−η
2
ηβ cos(xη)dη +
∫ ∞
s(x)
e−η
2
ηβ cos(xη)dη := J1(x) + J2(x),
where s(x) > 0 is a function to be determined shortly.
First, it is easy to see
|J1(x)| ≤
∫ s(x)
0
ηβdη ≤ Cβ [s(x)]β+1.
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For J2(x), an integration by parts implies
|J2(x)| =
∣∣∣ ∫ ∞
s(x)
e−η
2
ηβ cos(xη)dη
∣∣∣
=
∣∣∣1
x
∫ ∞
s(x)
e−η
2
ηβd sin(xη)
∣∣∣
≤ Cβ [s(x)]
β
x
+
Cβ
x
∣∣∣ ∫ ∞
s(x)
ηβ−1e−η
2
sin(xη)dη
∣∣∣
+
Cβ
x
∣∣∣ ∫ ∞
s(x)
ηβ+1e−η
2
sin(xη)dη
∣∣∣.
Let k = ⌈β⌉ denote the least integer greater than or equal to β. Continuing the
above application of integration by parts another k times yields
|J2(x)| ≤ Cβ
xk+1
+ Cβ
k∑
j=0
[s(x)]β−j + [s(x)]β+j
xj+1
.
Combining the estimates of J1(x) and J2(x) we have
|J(x)| ≤ Cβ [s(x)]β+1 + Cβ
xk+1
+ Cβ
k∑
j=0
[s(x)]β−j + [s(x)]β+j
xj+1
.
The lemmas follows with the choice of s(x) = 1x . 
Let us associate two increments related to the Green function Gt(x), given as
follows. The first one is a first order difference:
Dt(x, h) := Gt(x + h)−Gt(x) . (2.14)
Denote D(x, h) =
√
πD1/4(x, h) = e
−(x+h)2 − e−x2 . The second one is a second
order difference:
t(x, y, h) := Gt(x+ y + h)−Gt(x+ y)−Gt(x+ h) +Gt(x) . (2.15)
As above, we denote (x, y, h) =
√
π1/4(x, y, h):
(x, y, h) = e−(x+y+h)
2 − e−(x+h)2 − e−(x+y)2 + e−x2 . (2.16)
For these two increments, we have the following estimates which are needed later.
Lemma 2.8. For any α, β ∈ (0, 1), we have∫
R2
|Dt(x, h)|2|h|−1−2βdhdx = Cβ
t
1
2+β
(2.17)
and ∫
R3
|t(x, y, h)|2|h|−1−2α|y|−1−2βdydhdx = Cα,β
t
1
2+α+β
. (2.18)
Proof. With a change of variables, it suffices to show∫
R2
|D(x, h)|2|h|−1−2βdhdx <∞ ;∫
R3
|(x, y, h)|2|h|−1−2α|y|−1−2βdydhdx <∞.
(2.19)
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The above two inequalities will be derived from Plancherel’s identity. The Fourier
transforms with respect to the variable x of D(x, h) and (x, y, h) are, respectively,
Dˆ(ξ, h) = F [D(·, h)](ξ) = √πe− ξ
2
4 [eihξ − 1]
and
ˆ(ξ, y, h) = F [(·, y, h)](ξ) = √πe− ξ
2
4 [eiyξ − 1][eihξ − 1] .
Thus, we have∫
R
|D(x, h)|2dx =
∫
R
|Dˆ(ξ, h)|2dξ = 4π
∫
R
e−
ξ2
2 [1− cos(hξ)]dξ
and∫
R
|(x, y, h)|2dx =
∫
R
|ˆ(ξ, y, h)|2dξ = 4π
∫
R
e−
ξ2
2 [1− cos(hξ)][1 − cos(yξ)]dξ.
By Fubini’s theorem∫
R2
|D(x, h)|2|h|−1−2βdhdx = C
∫
R
e−
ξ2
2 dξ
∫
R
[1− cos(hξ)]|h|−1−2βdh
= C
∫
R
e−
ξ2
2 |ξ|2βdξ
∫
R
[1− cos(h)]|h|−1−2βdh <∞
(2.20)
since
∫∞
0
1−cos(t)
tθ
dt is finite for all θ ∈ (1, 3) which requires α, β ∈ (0, 1). This
proves the first inequality in (2.19). Same argument shows the second inequality in
(2.19) under the condition of the lemma. 
Remark 2.9. In the rest of our paper, we shall use the lemma for α = β = 12−H ∈
(0, 1/4).
Lemma 2.10. For D(x, h) and Dt(x, h) defined in (2.14), we have
F (x) :=
∫
R
|D(x, h)|2|h|2H−2dh ≤ CH
(
1 ∧ |x|2H−2) , (2.21)
and when t > 0
Ft(x) :=
∫
R
|Dt(x, h)|2|h|2H−2dh ≤ CH
(
tH−
3
2 ∧ |x|
2H−2
√
t
)
, (2.22)
where 0 < H < 12 .
Proof. The assertion (2.22) is an easy consequence of (2.21) by change of variables
so we only need to provide a proof for (2.21).
Recall that the Fourier transform of D(x, h) (as a function of x) is
Dˆ(η, h) = F [D(·, h)](η) = √πe− η
2
4 [eihη − 1] .
By the inverse Fourier transformation D(x, h) can also be written as
D(x, h) =
1
2π
∫
R
Dˆ(η, h)eixηdη =
1
2
√
π
∫
R
e−
η2
4 [eihη − 1]eixηdη .
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Therefore, we can write
F (x) = CHπ
2
∫
R2
e−
η21+η
2
2
4
∫
R
[eihη1 − 1][eihη2 − 1]|h|2H−2dh eix(η1−η2)dη1dη2
= CH
∫
R2
e−
η21+η
2
2
4 H(η1, η2)e
ix(η1−η2)dη1dη2 ,
where similar to (2.20), we have
H(η1, η2) = CH
∫
R
[eihη1 − 1][eihη2 − 1]|h|2H−2dh
= CH
(|η1|1−2H + |η2|1−2H − |η1 − η2|1−2H) . (2.23)
It is easy to see that supx∈R |F (x)| ≤ C < ∞. Now, we want to get the desried
decay estimate when x goes to infinity. We have
F (x) ≤ CH
∣∣∣∣∫
R2
e−
η21+η
2
2
4 |η2|1−2Heix(η1−η2)dη1dη2
∣∣∣∣
+ CH
∣∣∣∣∫
R2
e−
η21+η
2
2
4 |η1 − η2|1−2Heix(η1−η2)dη1dη2
∣∣∣∣
≤ CHe−x2
∣∣∣∣∫
R
e−
η22
4 |η2|1−2He−ixη2dη2
∣∣∣∣
+ CH
∣∣∣∣∫
R
[
|η|1−2He−ixη
∫
R
e−
|η2|2+|η2+η|2
4 dη2
]
dη
∣∣∣∣
≤ CHe−x2
∣∣∣∣∣
∫
R+
e−
η2
4 |η|1−2Hcos(xη)dη
∣∣∣∣∣ + CH
∣∣∣∣∣
∫
R+
e−
η2
8 |η|1−2Hcos(xη)dη
∣∣∣∣∣
since ∫
R
e−
|η2|2+|η2+η|2
4 dη2 = Ce
− |η|28 .
Now the estimate (2.21) follows from Lemma 2.7. 
Lemma 2.11. Recall that t(x, y, h) and (x, y, h) are defined by (2.15) and
(2.16). We have
F (x) :=
∫
R2
|(x, y, h)|2|h|2H−2|y|2H−2dydh ≤ CH
(
1 ∧ |x|2H−2) . (2.24)
Moreover, for any t > 0 we have
Ft(x) :=
∫
R2
|t(x, y, h)|2|h|2H−2|y|2H−2dydh ≤ CH
(
t2H−2 ∧ |x|
2H−2
t1−H
)
. (2.25)
Proof. As for Lemma (2.10) we only need to prove (2.24) and last inequality can
be derived from (2.24) by a change of variable.
The proof of (2.24) is similar to that of Lemma 2.10. Recall the Fourier transform
of (x, y, h) as a function of x:
ˆ(η, y, h) = F [(·, y, h)](η) = √πe−η
2
4 [eiyη − 1][eihη − 1] .
This means
(x, y, h) =
√
π
∫
R
e−
η2
4 [eiyη − 1][eihη − 1]eixηdη .
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Thus, we have
F (x) =
∫
R4
e−
η21+η
2
2
4 [eiyη1 − 1][eihη1 − 1] · [eiyη2 − 1]
[eihη2 − 1]|h|2H−2|y|2H−2eix(η1−η2)dydhdη1dη2
= 2π2
∫
R2
e−
η21+η
2
2
4 H2(η1, η2)e
ix(η1−η2)dη1dη2 , (2.26)
where H(η1, η2) is defined in (2.23) or
H2(η1, η2) =|η1|2−4H + |η2|2−4H + |η1|1−2H |η2|1−2H + |η1 − η2|2−4H
− |η1|1−2H |η1 − η2|1−2H − |η2|1−2H |η1 − η2|1−2H .
It is easy to see that supx∈R |F (x)| ≤ C < ∞. Now we want to show the desired
decay rate as x → ∞. By the symmetry F (−x) = F (x), we can and will assume
x ≥ 1. The argument in the proof of Lemma 2.10 can be used to obtain the desired
bound for each of the above terms expect the terms |η1−η2|2−4H and |η1|1−2H |η1−
η2|1−2H (and |η2|1−2H |η1 − η2|1−2H , which can be handled analogously).
For term |η1 − η2|2−4H , letting ξ1 = η1 − η2 and ξ2 = η1 + η2 implies∫
R2
e−
η21+η
2
2
4 |η1 − η2|2−4Heix(η1−η2)dη1dη2
=C
∫
R2
e−
ξ21+ξ
2
2
8 |ξ1|2−4Heixξ1dξ1dξ2 = C
∫
R+
e−
ξ2
8 |ξ|2−4H cos(xξ)dξ.
Then using Lemma 2.7, we see that this term is bounded by 1∧|x|4H−3 . 1∧|x|2H−2
for 14 < H <
1
2 .
In order to deal with the second term |η1|1−2H |η1 − η2|1−2H , we make the sub-
stitution ξ = η1 and η =
1
2 (η1 − η2) to obtain
J(x) :=
∫
R2
e−
η21+η
2
2
4 |η1|1−2H |η1 − η2|1−2Heix(η1−η2)dη1dη2
=C
∫
R2
exp
(
− (ξ − η)
2
2
)
exp
(
−η
2
2
)
|ξ|1−2H |η|1−2Hei2xηdξdη .
Denote
E(η) :=
∫
R
exp
(
− (ξ − η)
2
2
)
|ξ|1−2Hdξ .
We need to show a similar inequality as that in Lemma 2.7:
|J(x)| =
∣∣∣∣∫ ∞
0
e−
η2
2 η1−2HE(η) cos(2xη)dη
∣∣∣∣ ≤ CH (1 ∧ |x|2H−2) .
First, we observe that |E(η)| ≤ CH(1 + |η|1−2H) and both |E′(η)| and |E′′(η)| can
be bounded by a multiple of∫
R
exp
(
− (ξ − η)
2
4
)
|ξ|1−2Hdξ ≤ CH
(
1 + |η|1−2H) .
We only need to care the case when x is large. Let us split J(x) into two parts
of which one integrates from 0 to s(x), denoted by J1(x), and another integrates
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from s(x) to infinity, denoted by J2(x), such that s(x) → 0 as x goes to infinity
and whose precise form will be given later. For the first part
|J1(x)| ≤ [s(x)]1−2H
∫ s(x)
0
|E(η)|dη ≤ CH
(
[s(x)]2−2H + [s(x)]3−4H
)
.
For J2(x), an integration by parts yields
|J2(x)| =
∣∣∣ ∫ ∞
s(x)
e−
η2
2 η1−2HE(η) cos(2xη)dη
∣∣∣
=C
∣∣∣ 1
x
∫ ∞
s(x)
e−
η2
2 η1−2HE(η)d sin(2xη)
∣∣∣
≤CH [s(x)]
1−2H
x
e−
[s(x)]2
2 |E(s(x))| + CH
x
∣∣∣ ∫ ∞
s(x)
η−2He−
η2
2 sin(2xη)E(η)dη
∣∣∣
+
CH
x
∣∣∣ ∫ ∞
s(x)
η2−2He−
η2
2 sin(2xη)E(η)dη
∣∣∣ + CH
x
∣∣∣ ∫ ∞
s(x)
η1−2He−
η2
2 sin(2xη)E′(η)dη
∣∣∣
=:J21 + J22 + J23 + J24 .
The first term is bounded by
J21(x) ≤ CH 1
x
[s(x)]1−2H .
As for J22(x) an integration by parts yields
J22(x) :=
1
x
∣∣∣ ∫ ∞
s(x)
η−2He−
η2
2 sin(2xη)E(η)dη
∣∣∣
≤CE(s(x))
x2
[s(x)]−2H +
C
x2
∫ ∞
s(x)
∣∣∣∣ ddη
[
η−2HE(η)e−
η2
2
]∣∣∣∣ dη
≤CH
x2
[s(x)]−2H +
CH
x2
[s(x)]1−4H +
CH
x2
.
In the same way we can bound J23(x) as follows.
J23(x) :=
1
x
∣∣∣ ∫ ∞
s(x)
η2−2He−
η2
2 sin(2xη)E(η)dη
∣∣∣
≤CE(s(x))
x2
[s(x)]2−2H +
C
x2
∫ ∞
s(x)
∣∣∣∣ ddη
[
η2−2HE(η)e−
η2
2
]∣∣∣∣ dη
≤CH
x2
[s(x)]2−2H +
CH
x2
[s(x)]3−4H +
CH
x2
.
The term J24(x) satisfies
J24(x) :=
1
x
∣∣∣ ∫ ∞
s(x)
η1−2He−
η2
2 sin(xη)E′(η)dη
∣∣∣
≤CE
′(s(x))
x2
[s(x)]1−2H +
C
x2
∫ ∞
s(x)
∣∣∣∣ ddη
[
η1−2HE′(η)e−
η2
2
]∣∣∣∣ dη
≤CH
x2
[s(x)]1−2H +
CH
x2
[s(x)]2−4H +
CH
x2
.
Noticing that 14 < H <
1
2 , and taking s(x) =
1
x imply our result. 
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Lemma 2.12. Denote λ(x) = 1
(1+|x|2)1−H and recall Dt(x, h) defined by (2.14) and
t(x, y, h) defined by (2.15). We have∫
R2
|Dt(x, h)|2|h|2H−2λ(z − x)dxdh ≤ CT,H tH−1λ(z),∫
R3
|t(x, y, h)|2|h|2H−2|y|2H−2λ(z − x)dxdydh ≤ CT,H t2H− 32λ(z).
(2.27)
Proof. Set
R(x, z) =
λ(z − x)
λ(z)
≃
(
1 + |z|
1 + |x− z|
)2−2H
,
where and throughout the paper for two functions f and g, notation f ≃ g means
that there exist two positive constants cH and CH such that cHg ≤ f ≤ CHg. By
Lemma 2.7, we have∫
R2
|Dt(x, h)|2|h|2H−2R(x, z)dxdh
=CH t
H−1
∫
R2
|D(x, h)|2|h|2H−2R(√tx,√tz)dxdh
≤CH tH−1
∫
R
(
1 ∧ |x|2H−2)R(√tx,√tz)dx. (2.28)
Similarly, we have∫
R3
|t(x, y, h)|2|h|2H−2|y|2H−2R(x, z)dxdydh
=CH t
2H− 32
∫
R3
|(x, y, h)|2|h|2H−2|y|2H−2R(√tx,√tz)dxdydh
≤CH t2H− 32
∫
R
(
1 ∧ |x|2H−2)R(√tx,√tz)dx. (2.29)
From (2.28) and (2.29) to show our lemma it is suffices to show
sup
t∈[0,T ]
sup
z∈R
∫
R
(
1 ∧ |x|2H−2)R(√tx,√tz)dx <∞. (2.30)
Notice that we assume that t ∈ [0, T ] is bounded. If z is bounded then R(√tx,√tz)
is also bounded. Then, we have
sup
t∈[0,T ]
sup
|z|≤2
∫
R
(
1 ∧ |x|2H−2)R(√tx,√tz)dx ≤ CT,H ∫
R
1∧|x|2H−2dx <∞. (2.31)
This means that we only need to consider the case |z| ≥ 2. Due to the symmetry
R(−√tx,−√tz) = R(√tx,√tz), we can assume z ≥ 2.
Next we shall divide the integral into two domains.
(i) The domain x ≤ z/2 or x ≥ 2z. On this domain R(√tx,√tz) is bounded. Thus
sup
t∈[0,T ]
sup
|z|≥1
∫
x≤z/2,
x≥2z
(
1 ∧ |x|2H−2)R(√tx,√tz)dx ≤ CT ∫
R
1 ∧ |x|2H−2dx <∞.
(2.32)
(ii) The domain z/2 ≤ x ≤ 2z. On this domain we have x ≥ z/2 ≥ (z + 1)/3 ≥ 1
and then
1 ∧ |x|2H−2 ≤ |x|2H−2 ≤ 3
2−2H
(1 + z)2−2H
.
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Thus, ∫
{ z2<x<2z}
(1 ∧ |x|2H−2)R(√tx,√tz)dx
≤CH
(
1 +
√
tz
1 + z
)2−2H ∫ 2z
0
1
(1 +
√
t|x− z|)2−2H dx
≤CH 1 + (
√
tz)2−2H
1 + z2−2H
∫ 2z
z
1(
1 +
√
t|x− z|)2−2H dx
=CH
1 + (
√
tz)2−2H√
t (1 + z2−2H)
[
1− (1 +√tz)2H−1
]
≤CHT 12−H 1 + (
√
tz)2−2H√
tz
(
1 + (
√
tz)1−2H
) [1− (1 +√tz)2H−1] .
Consider now the function
f(u) =
1 + u2−2H
u(1 + u1−2H)
[
1− (1 + u)2H−1] , u > 0 .
This is a continuous function on (0,∞). When u→ 0 and when u→∞ we have
lim
u→0+
f(u) = 1− 2H , lim
u→∞ f(u) = 1 .
Thus, f(u) is bounded on (0,∞) and it in turn proves
sup
t∈[0,T ]
sup
z≥1
∫
z/2≤x≤2z
(
1 ∧ |x|2H−2)R(√tx,√tz)dx <∞. (2.33)
Combining (2.31)-(2.32) together with our above symmetry argument we prove
(2.30) and hence complete the proof of the lemma. 
Remark 2.13. From this lemma, we see why we take the above decay rate for our
weight function. If we consider λ(x) = (1 + |x|2)−λ with λ > 1 −H, then for |z|
large enough one has∫
R
(
1 ∧ |x|2H−2)R(x, z)dx & ∫
|x−z|<1
|x|2H−2R(x, z)dx & (1 + |z|)
λ
|z|2−2H ,
which diverges as |z| → ∞. This elementary fact tell us that λ must be in (12 , 1−H ],
and it is obvious Lpλ(R) is the largest space when λ = 1−H.
3. Additive noise
When the diffusion coefficient σ(t, x, u) = 1 (or a general constant), the noise is
additive and the solution to equation (1.1) can be written explicitly as
u(t, x) =
∫
R
Gt(x− y)u0(y)dy +
∫ t
0
∫
R
Gt−s(x− y)W (dy, ds) (3.1)
where Gt(x) =
1√
4πt
exp
(
−x24t
)
is the heat kernel. To focus on the stochastic part
we assume u0 = 0. Thus, the resulted solution is written as
uadd(t, x) =
∫ t
0
∫
R
Gt−s(x− y)W (dy, ds) . (3.2)
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This solution uadd(t, x) defines a (symmetric) centered Gaussian process. We shall
study how it grows as the parameters t and x go to infinity. It is expected that
uadd(t, x) is Ho¨lder continuous in t and x. More precisely, for any positive constants
γ < H , T, L ∈ (0,∞), there is a constant CT,L,γ , depending only on T , L and γ,
such that
sup
0≤s,t≤T ,|x|,|y|≤L
|uadd(s, x)− uadd(t, y)| ≤ CT,L,γ
(
|t− s|γ/2 + |x− y|γ
)
.
We want to consider the Ho¨lder continuity of uadd(t, x) on the whole space R.
Namely, we want to know how the constant CT,L,γ grows as T and L go to infinity
(for any fixed γ).
3.1. Majorizing measure theorem. To find the sharp bound for CT,L,γ we shall
utilize Talagrand’s majorizing measure theorem which we recall below.
Theorem 3.1. (Majorizing Measure Theorem, see e.g. [21, Theorem 2.4.2]). Let
T be a given set and let {Xt, t ∈ T } be a centered Gaussian process indexed by T .
Denote d(t, s) = (E|Xt −Xs|2) 12 , the associated natural metric on T . Then
E
[
sup
t∈T
Xt
]
≍ γ2(T, d) := infA supt∈T
∑
n≥0
2n/2diam(An(t)) , (3.3)
where the infimum is taken over all increasing sequence A := {An, n = 1, 2, · · · } of
partitions of T such that #An ≤ 22n (#A denotes the number of elements in the
set A), An(t) denotes the unique element of An that contains t, and diam (An(t))
is the diameter (with respect to the natural distance d) of An(t).
This theorem provides a powerful general principle for the study of the supremum
of Gaussian process.
Remark 3.2. The natural metric d(t, s) is actually only a pesudo-metric because
d(t, s) = 0 does not necessarily imply t = s (e.g. Xt ≡ 1). It is also call the
canonical metric.
It is more convenient for us to use the following theorem to obtain the lower
bound.
Theorem 3.3. (Sudakov minoration theorem, see e.g. [21, Lemma 2.4.2]). Let
{Xti, i = 1, · · · , L} be centered Gaussian family with natural distance d and assume
∀p, q ≤ L, p 6= q ⇒ d(tp, tq) ≥ δ.
Then, we have
E
(
sup
1≤i≤L
Xti
)
≥ δ
C
√
log2(L), (3.4)
where C is a universal constant.
The following “concentration of measure” type theorem allows us to obtain de-
viation inequalities for the supremum of Gaussian family.
Theorem 3.4. (Borell, see e.g. [1, Theorem 2.1]). Let {Xt, t ∈ T } be a centered
separable Gaussian process simple paths of {Xt, t ∈ T } bounded a.s. on some
topological index set T . Then E
(
supt∈T Xt
)
<∞, and for all λ > 0
P
{∣∣∣∣sup
t∈T
Xt − E
(
sup
t∈T
Xt
)∣∣∣∣ > λ} ≤ 2 exp(− λ22σ2T
)
, (3.5)
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where σ2T := supt∈T E(X
2
t ).
We have the following observation which can be deduced immediately from [21,
Lemma 2.2.1]. This simple fact tells us E[supt∈T |Xt|] ≃ E[supt∈T Xt]. So we only
need to consider E[supt∈T Xt].
Lemma 3.5. If the process {Xt, t ∈ T } is symmetric, then we have
E
[
sup
t∈T
|Xt|
]
6 2E
[
sup
t∈T
Xt
]
+ inf
t0∈T
E
[|Xt0 |] . (3.6)
3.2. Asymptotics of the Gaussian solution. For the mild solution uadd(t, x) to
(1.1) with additive noise (e.g. σ(t, x, u) = 1), defined by (3.2), we shall first obtain
the sharp upper and lower bounds for its associated natural metric:
d1((t, x), (s, y)) =
√
E|uadd(t, x)− uadd(s, y)|2 , (3.7)
where without loss of generality we assume 0 ≤ s < t <∞.
The following lemma gives a sharp bounds for this induced natural metric for
the Gaussian solution uadd(t, x).
Lemma 3.6. Let d1((t, x), (s, y)) be the natural metric defined by (3.7). Then,
there are positive constants cH , CH such that
cH(|x− y|H ∧ (t ∧ s)H2 + |t− s|H2 ) ≤ d1((t, x), (s, y))
≤ CH(|x− y|H ∧ (t ∧ s)H2 + |t− s|H2 )
(3.8)
for any (t, x), (s, y) ∈ R+ × R.
Remark 3.7. The above property of the natural metric can also be written as
d1((t, x), (s, y)) ≍ d1,H((t, x), (s, y)) := |x− y|H ∧ (t ∧ s)H2 + |t− s|H2 . (3.9)
d1,H((t, x), (s, y)) is no longer a distance but it is very convenient for us to obtain
the desired results.
Proof. Without loss of generality, let us assume t > s. Plancherel’s identity and
the independence of the stochastic integrals over the time intervals [0, s] and [s, t]
give
d21((t, x),(s, y)) = E|uadd(t, x)− uadd(s, y)|2
=E
∣∣∣∣∫ s
0
∫
R
[Gt−r(x− z)−Gs−r(y − z)]W (dz, dr)
∣∣∣∣2
+ E
∣∣∣∣∫ t
s
∫
R
Gt−r(x− z)W (dz, dr)
∣∣∣∣2
=
∫
R+
[1− exp(−2sξ2)][1 + exp(−2(t− s)ξ2) (3.10)
− 2 exp(−(t− s)ξ2) cos(|x− y|ξ)] · ξ−1−2Hdξ + 2H−1κH(t− s)H ,
where
κH = H
−1Γ(1−H)
is a positive constant. We start to obtain the upper bound of (3.8). The triangular
inequality gives
d1((t, x), (s, y)) ≤ d1((t, x), (s, x)) + d1((s, x), (s, y)) . (3.11)
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Let us deal with the two term on the right hand side of the above inequality
separately. For the first term, Plancherel’s identity (3.10) implies
d21((t, x), (s, x)) = κH
[
2H−1tH + 2H−1sH − (t+ s)H]+ (2H−1 + 1)κH(t− s)H
≤ CH(t− s)H ,
because 2H−1tH + 2H−1sH − (t + s)H ≤ 0 when t ≥ s. Again from (3.10), the
second term on the right hand side of (3.11) is given by
d21((s, x), (s, y)) =
∫ s
0
∫
R
exp[−2(s− r)ξ2] · |ξ|1−2H |1− cos(ξ|x − y|)|dξdr
= CH |x− y|2H
∫
R+
[
1− exp
(
− 2sξ
2
|x− y|2
)]
· ξ−1−2H [1− cos(ξ)]dξ ,
which can be controlled by CH |x− y|2H . On the other hand, we have
d21((s, x), (s, y)) =E[|uadd(s, x)− uadd(s, y)|2]
≤2(E[|uadd(s, x)|2] + E[|uadd(s, y)|2]) ≤ CHsH .
Thus, the quantity of d21((s, x), (s, y)) is bounded by the minimum of CH |x− y|2H
and CHs
H . We can summarize the above argument as
d1((t, x), (s, y)) ≤ CH(|x − y|H ∧ sH2 + (t− s)H2 ) , (3.12)
which is the upper bound part of (3.8).
Now we turn to show the lower bound part of (3.8). From Plancherel’s identity
it is sufficient to bound the first summand in (3.10) from below by cH(|x−y|H∧sH2 )
for some constant cH > 0. We denote this first summand by I:
I :=
∫
R
[1− exp(−2sξ2)][1 + exp(−2(t− s)ξ2)
− 2 exp(−(t− s)ξ2) cos(|x− y|ξ)]|ξ|1−2Hdξ
=c|x− y|2H
∫
R+
[
1− exp
(
− 2sξ
2
|x− y|2
)]
· ξ−1−2H (3.13)
·
[
1− exp
(
− (t− s)ξ
2
|x− y|2
)
cos(ξ)
]2
dξ .
To this end, we divide our argument into two cases:
|x− y| > √s and |x− y| ≤ √s .
When |x− y| ≤ √s, we can bound (3.13) below by
I ≥ cH |x− y|2H
∞∑
n=1
∫ 2nπ+ 3pi2
2nπ+pi2
[
1− exp (−2ξ2) ] · ξ−1−2Hdξ
≥ cH |x− y|2H , (3.14)
since 1 − exp(−2sξ2/|x − y|2) ≥ 1 − exp(−2ξ2) by the assumption and cos(ξ) is
negative on the intervals
⋃∞
n=1[2nπ +
π
2 , 2nπ +
3π
2 ].
The case |x− y| > √s is a little bit more involved. Denote
n0 := inf
{
n ∈ N0 : 2nπ + π
2
≥
√
− ln(1− c∗)
2s
|x− y|
}
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with the choice c∗ = 1− exp(−π2/2) such that√
− ln(1− c∗)
2s
|x− y| ≥ π
2
.
It is then easy to see that n0 is a well defined finite positive integer. This way, we
have the lower bound for (3.13):
I ≥
∑
n=n0
|x− y|2H
∫ 2nπ+ 3pi2
2nπ+pi2
[
1− exp
(
− 2sξ
2
|x− y|2
)]
· ξ−1−2Hdξ
≥c∗|x− y|2H
∑
n≥n0
∫ 2nπ+ 3pi2
2nπ+pi2
ξ−1−2Hdξ ≥ c
∗
2
|x− y|2H
∫ ∞
2n0π+
pi
2
ξ−1−2Hdξ,
where the last inequality follows from the fact that ξ−1−2H is a decreasing function
on (0,∞). From the definition of n0, it follows
I ≥ cH |x− y|2H
(√
− ln(1 − c∗)
2s
|x− y|+ 2π
)−2H
≥ cHsH (3.15)
since |x− y| > √s and consequently
|x− y|2H
(√
− ln(1− c∗)
2s
|x− y|+ 2π
)−2H
=
(√
− ln(1− c∗)
2s
+
2π
|x− y|
)−2H
≥
(√
− ln(1− c∗)
2s
+
2π√
s
)−2H
= cHs
H .
Thus (3.14) together with (3.15) imply the desired lower bound for (3.13), which
indicates
d2((t, x), (s, y)) ≥ cH(|x− y|H ∧ sH2 + (t− s)H2 ). (3.16)
Combining (3.12) and (3.16), we have completed the proof of this lemma. 
Now we are ready to prove Theorem 1.1, which gives a sharp bound for
E
 sup
0≤t≤T
−L≤x≤L
|uadd(t, x)|
 .
Proof of the first part of Theorem 1.1. To simplify notation we denote
T = [0, T ] and L = [−L,L] .
Since uadd(t, x) is a symmetric and centred Gaussian process Lemma 3.5 says that
E
[
sup
(t,x)∈T×L
|uadd(t, x)|
]
≃E
[
sup
(t,x)∈T×L
uadd(t, x)
]
. (3.17)
To show (1.3) it is equivalent to show
cH ρ(T, L) ≤ E
[
sup
t∈T,x∈L
uadd(t, x)
]
≤ CH ρ(T, L) , (3.18)
where ρ(T, L) is defined by (1.4). We shall prove the upper and lower bound parts
of (3.18) separately. Let us first consider the upper bound part in (3.18). We shall
use the majorizing measure theorem 3.1 and our bound for the natural distance
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(Lemma 3.6). Let us separate the proof into the cases L >
√
T and L ≤ √T . First,
we assume L >
√
T . We choose the admissible sequences (An) as uniform partition
of T× L = [0, T ]× [−L,L] such that card(An) ≤ 22n . More precisely, we partition
[0, T ]× [−L,L] as
[0, T ] =
22
n−1−1⋃
j=0
[
j · 2−2n−1T, (j + 1) · 2−2n−1T
)
,
[−L,L] =
22
n−2−1⋃
k=−22n−2
[
k · 2−2n−2L, (k + 1) · 2−2n−2L
)
.
Theorem 3.1 states
E
[
sup
(t,x)∈T×L
uadd(t, x)
]
≤ Cγ2(T, d) ≤ C sup
(t,x)∈T×L
∑
n≥0
2n/2diam (An(t, x)) . (3.19)
Here An(t, x) is the element of uniform partition An that contains (t, x), i.e.
An(t, x) =
[
j · 2−2n−1T, (j + 1) · 2−2n−1T
)
×
[
k · 2−2n−2L, (k + 1) · 2−2n−2L
)
such that j ·2−2n−1T ≤ t < (j+1) ·2−2n−1T and k ·2−2n−2L ≤ x < (k+1) ·2−2n−2L.
We only need to estimate diameter of each An(t, x). Since (An) is an uniform
partition, the diameter of An(t, x) with respect to d1,H((t, x), (s, y)) defined in (3.9)
can be estimated as
diam (An(t, x)) ≤ CH
(
T
H
2 ∧ (2−H2n−2LH)
)
+ CH2
−H2n−2T
H
2 .
LetN0 be the smallest integer such that 2
−2n−2L ≤ √T , i.e. log2(log2(L/
√
T ))+2 ≤
N0 < log2(log2(L/
√
T )) + 3. By (3.19) we have
E
[
sup
(t,x)∈T×L
u(t, x)
]
≤CH sup
(t,x)∈T×L
[
N0∑
n=0
2n/2diam (An(t, x)) +
∞∑
n=N0+1
2n/2diam (An(t, x))
]
+ CH sup
(t,x)∈T×L
T
H
2
∞∑
n=0
2
n
2 · 2−H2n−2
≤CH sup
(t,x)∈T×L
T
H
2
 N0∑
n=0
2n/2 +
∞∑
n=N0+1
2n/2
(
22
N0−2
22n−2
)H+ CHT H2
≤CHT H2
[√
log2
(
L√
T
)
+ 1
]
+ CHT
H
2 , (3.20)
where L >
√
T . This concludes proof of the upper bound in (3.18) when L >
√
T .
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Now we prove the upper bound part in (3.18) when L ≤ √T . The same uniform
partition discussed above is still applicable. We have
E
[
sup
(t,x)∈T×L
|u(t, x)|
]
≤CH
[ ∞∑
n=0
2n/2 sup
(t,x)∈T×L
diam(An(t, x))
]
+ CH sup
(t,x)∈T×L
T
H
2
∞∑
n=0
2−H2
n−2
≤CHT H2
∞∑
n=0
2n/2 · 2−H2n−1 + CHT H2 ≤ CHT H2 , (3.21)
because
sup
(t,x)∈T×L
diam (An(t, x)) ≤ CH
[(
2−2
n−2
L
)H
+
(
2−2
n−1
T
)H
2
]
≤ CH2−H2n−2T H2 .
This completes the upper bounds part of (3.18).
We will utilize Theorem 3.3 (Sudakov minoration Theorem) to prove the lower
bound in (3.18). We also divide the proof into two cases: L >
√
T and L ≤ √T .
First, we consider the case L >
√
T . Select δ in Theorem 3.3 as cHT
H
2 with
certain relatively small cH > 0. For the sequence {u(T, xi), i = 0, 1, · · · ,±N},
where N = ⌊L/√T ⌋ (≥ 1 by the assumption) and
x0 = 0, x±1 = ±
√
T , · · · , x±N = ±N
√
T ,
we have
d1,H((T, xi), (T, xj)) ≥ cHT H2 = δ if i 6= j .
Sudakov’s minoration theorem implies
E
[
sup
(t,x)∈T×L
|u(t, x)|
]
≥ E
[
sup
i
u(T, xi)
]
≥cHδ
√
log2(2N + 1) ≥ cHT
H
2
[√
log2
(
L√
T
)
+ 1
]
.
(3.22)
The lower bound in (3.18) is established when L >
√
T .
Now we prove the lower bound part in (3.18) when L ≤ √T . We choose δ =
cHT
H
2 as above and we choose u(T/2, 0), u(T, 0) as our comparison set. We have
d1,H((T/2, 0), (T, 0)) ≥ cH(T/2)H2 ≥ δ. Theorem 3.3 gives
E
[
sup
(t,x)∈T×L
|u(t, x)|
]
≥ E[u(T/2, 0) ∨ u(T, 0)] ≥ cHT H2 . (3.23)
Thus, the proof of the lower bound part in (3.18) is completed. 
Notice that for any fixed t ∈ R+
d1((t, x), (t, y)) ≍ dt,H(x, y) := tH2 |x− y|H , (3.24)
and for fixed x ∈ R
d1((t, x), (s, x)) ≍ d1,H(t, s) := |t− s|H2 . (3.25)
Similar to the argument in the proof of inequality (1.3) we have the following
corollary.
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Corollary 3.8. Let the Gaussian field uadd(t, x) be defined by (3.2). There are
positive universal constants cH and CH such that
cHt
H
2
√
log2(L) ≤ E
[
sup
−L≤x≤L
|uadd(t, x)|
]
≤ E
[
sup
−L≤x≤L
uadd(t, x)
]
≤ CHtH2
√
log2(L) ;
cHT
H
2 ≤ E
[
sup
0≤t≤T
uadd(t, x)
]
≤ E
[
sup
0≤t≤T
|uadd(t, x)|
]
≤ CHT H2 .
(3.26)
Next, we shall explain that the almost sure version of Theorem 1.1, which is an
extension of Theorem 1.2 of [6] and Theorem 2.3 of [7] to spatial rough noise, is a
consequence of (1.3) with the aid of Borell’s inequality (Theorem 3.4).
Proof of the second part of Theorem 1.1. First, we shall prove (1.5) for T = nα for
some α and for all sufficiently large integer n. Denote L := [−L,L], Tα = [0, nα].
For some ε > 0 and integer n sufficiently large such that L ≥ n (1+ε)α2 . We start
with the lower bound, Theorem 1.1 gives
E
[
sup
(t,x)∈Tα×L
uadd(t, x)
]
≥ cH
(
n
αH
2 + n
αH
2
√
log2
(
L
nα/2
))
for some positive number cH . Denote
λH := λH(T
α × L) = 1
2
E
[
sup
x∈Tα×L
uadd(t, x)
]
,
and
σ2H := σ
2
H(T
α × L) = sup
(t,x)∈Tα×L
E[|uadd(t, x)|2] = CHnαH2 .
Then, Borell’s inequality implies
P
{
sup
(t,x)∈Tα×L
uadd(t, x) <
1
2
E
[
sup
(t,x)∈Tα×L
uadd(t, x)
]}
≤ 2 exp
(
− λ
2
H
2σ2H
)
≤ 2 exp
(
−cH
[
1 + log2
(
L
nα/2
)])
≤ CH
[
nα
nα(1+ε)
] cH
2
≤ CHn−αε·
cH
2 ,
(3.27)
where cH , CH > 0 are some constants independent of n. Select real number α
sufficiently large such that αε · cH2 > 1 and define the events Fn
Fn :=
{
sup
(t,x)∈Tα×L
uadd(t, x) <
1
2
E
[
sup
(t,x)∈Tα×L
uadd(t, x)
]}
.
The bound (3.27) means
∑∞
n=1P(Fn) < ∞. An application of Borel-Cantelli’s
lemma yields that P(lim supn Fn) = 0. This means that
sup
(t,x)∈Tα×L
uadd(t, x) ≥ 1
2
E
[
sup
(t,x)∈Tα×L
uadd(t, x)
]
≥ cH
(
T
H
2 + T
H
2
√
log2
(
L√
T
))
,
(3.28)
with T = nα almost surely for sufficiently large values of n. This proves lower
bound part of (1.5) for T = nα.
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The proof of the upper bound in (1.5) can be done in exactly the same manner
as that in the proof of the lower bound except now we replace (3.27) by
P
{
sup
(t,x)∈Tα×L
uadd(t, x) >
3
2
E
[
sup
(t,x)∈Tα×L
uadd(t, x)
]}
≤ 2 exp
(
− λ
2
H
2σ2H
)
≤ 2 exp
(
−cH
[
1 + log2
(
L
nα/2
)])
≤ CH
[
nα
nα(1+ε)
] cH
2
≤ CHn−α·
cHε
2 ,
(3.29)
with some positive constant cH , CH independent of n. Similar to (3.28) we can
obtain by letting T = nα
sup
(t,x)∈Tα×L
uadd(t, x) ≤ 3
2
E
[
sup
(t,x)∈Tα×L
uadd(t, x)
]
≤ CH
(
T
H
2 + T
H
2
√
log2
(
L√
T
))
(3.30)
almost surely for sufficiently large n.
Finally, we can conclude the proof of the sup(t,x) uadd(t, x) part in (1.5) by com-
bining (3.28), (3.30) and the property that sup(t,x)∈T×L uadd(t, x) is an increasing
function of L and T almost surely. Also it is easy to see
sup
x
|f(x)| ≤ sup
x
[f(x)] + sup
x
[−f(x)]
since |f(x)| ≤ supx[f(x)] + supx[−f(x)] for any function f(x). Since uadd(t, x) is
symmetric, we see that supt,x[−uadd(t, x)] and supt,x[uadd(t, x)] have the same law.
Then, we have
sup
t,x
|uadd(t, x)| ≤ 2 sup
t,x
[uadd(t, x)] .
This completes the proof of (1.5). 
One can show the following asymptotic (3.31) by combining (3.26) and Borell’s
inequality but we omit the details.
Corollary 3.9. Let uadd(t, x) be defined by (3.2) and T satisfies T < L
2. Then,
there are two positive random constants cH and CH such that for any fixed t ∈ [0, T ]
we have
cH t
H
2
√
log2(L) ≤ sup−L≤x≤Luadd(t, x)
≤ sup
−L≤x≤L
|uadd(t, x)| ≤ CH tH2
√
log2(L) , (3.31)
almost surely.
Remark 3.10. As in [6, 7], there exist some constants c, C > 0 such that
ct
H
2 ≤ lim inf
|x|→∞
uadd(t, x)√
log2(|x|)
≤ lim sup
|x|→∞
uadd(t, x)√
log2(|x|)
≤ CtH2 , (3.32)
for any t ∈ R+ almost surely.
We now turn to show Theorem 1.2.
Proof of Theorem 1.2. ∆huadd(t, x) is centered symmetric and stationary Gaussian
process. As before, we only need to find appropriate bounds t for ∆huadd(t, x)
instead of |∆huadd(t, x)| inside the supx∈L. Our strategy to complete this is also to
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apply Talagrand’s majorizing measure theorem and Sudakov minoration theorem
to the following Gaussian process
∆huadd(t, x) :=uadd(t, x+ h)− uadd(t, x)
=
∫ t
0
∫
R
[Gt−s(x+ h− z)−Gt−s(x− z)]W (dz, ds),
(3.33)
with fixed t > 0 and fixed h 6= 0. Without loss of generality, we assume h > 0. The
natural metric is given by
d2,t,h(x, y) :=
(
E|∆huadd(t, x)−∆huadd(t, y))|2
) 1
2 .
We need to obtain good upper and lower bounds of d2,t,h(x, y). Let us first focus
on the upper bound. Similar to (3.10) Plancherel’s identity yields
d22,t,h(x, y) = CH
∫
R+
[1− exp(−2tξ2)][1− cos(|x − y|ξ)][1− cos(hξ)] · ξ−1−2Hdξ .
By the same argument as that in the proof of the upper bound of d1((s, x), (s, y))
in Lemma 3.6 it is easy to see for any 0 ≤ θ ≤ 1
d22,t,h(x, y) ≤ CH
∫
R+
[1− exp(−2tξ2)][1 − cos(hξ)] · ξ−1−2Hdξ
≤ CH tH ∧ h2H ≤ CH tH−θh2θ ,
On the other hand, an application of the elementary inequality 1− cos(x) ≤ Cθx2θ,
where θ ∈ (0, H) is as above, and a substitution ξ → ξ/|x− y| yield
d22,t,h(x, y) ≤ Cθ,Hh2θ|x− y|2H−2θ
∫
R+
[1− cos(ξ)]ξ2θ−1−2Hdξ
≤ Cθ,Hh2θ|x− y|2H−2θ .
In conclusion, we have the following bound analogous to upper bound part of (3.9):
d2,t,h(x, y) ≤ CH,θhθ(|x− y|H−θ ∧ tH−θ2 ) , (3.34)
for any θ ∈ (0, H).
Now we can follow the same argument as that in the proof of Theorem 1.1 by
invoking Talagrand’s majorizing measure theorem (Theorem 3.1) to prove the upper
bound part of (1.6):
E
[
sup
x∈L
∆huadd(t, x)
]
≤ CH,θ|h|θtH−θ2
√
log2
(
L√
t
)
,
if L >
√
t. To this end, we need the inverse part of (3.34), we shall use again the
Sudakov minoration theorem. Observe that we only need to consider the case when
|x− y| ≥ √t. We claim
d22,t,h(x, y) ≥ cHh2H when |x− y| ≥
√
t and h ≤
√
tπ2
8 ln 2 ∧ 1 .
In fact, notice that
1− exp
(
− 2tξ
2
|x− y|2
)
≥ 1
2
∀ ξ ≥ |x−y|π4h and h ≤
√
tπ2
8 ln 2 ∧ 1 .
The simple inequality
1− cos(x) ≥ x2/4 if |x| ≤ π/2
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implies
1− cos
(
hξ
|x− y|
)
≥ h
2ξ2
4|x− y|2 if ξ ≤
|x−y|π
2h .
Therefore, a substitution ξ → ξ/|x− y| yields
d22,t,h(x, y)
=cH |x− y|2H
∫
R+
[
1− exp
(
− 2tξ
2
|x− y|2
)][
1− cos
(
hξ
|x− y|
)]
· [1− cos(ξ)]ξ−1−2Hdξ
≥cH |x− y|2H
∫ |x−y|pi
2h
|x−y|pi
4h
[
1− cos
(
hξ
|x− y|
)]
[1− cos(ξ)] · ξ−1−2Hdξ
≥cHh2|x− y|2H−2
∫ |x−y|pi
2h
|x−y|pi
4h
[1− cos(ξ)] · ξ1−2Hdξ,
Set
k0 = inf
{
k ∈ N0 : (2k + 1)π
2
≥ |x− y|π
4h
}
;
and
k1 = sup
{
k ∈ N0 : (2k + 3)π
2
≤ |x− y|π
2h
}
.
If h is sufficiently small, then
∫ |x−y|pi
2h
|x−y|pi
4h
[1− cos(ξ)] · ξ1−2Hdξ =
∑
k≥0
∫
Ik∩[ |x−y|pi4h , |x−y|pi2h ]
[1− cos(ξ)] · ξ1−2Hdξ
≥
k1∑
k=k0
∫
Ik
[1− cos(ξ)] · ξ1−2Hdξ ≥ 1
2
∫ (2k1+3)pi
2
(2k0+1)pi
2
ξ1−2Hdξ
=cH
[(
(2k1 + 3)π
2
)2−2H
−
(
(2k0 + 1)π
2
)2−2H]
≥ cH
( |x− y|
h
)2−2H
,
due to the fact that ξ1−2H is an increasing function. Thus we have for |x− y| ≥ √t
d2,t,h(x, y) ≥ cHhH , (3.35)
if h ≤ C(√t ∧ 1) for some small positive quantity C. On the interval L = [−L,L]
for L large enough, let us select xj = jL/
√
t for j = 0,±1, · · · ,±⌊L/√t⌋. Applying
Sudakov minoration theorem (Theorem 3.3) with δ = cH |h|H yields
E
[
sup
x∈L
∆huadd(t, x)
]
≥ E
[
sup
xi
∆huadd(t, x)
]
≥ cH |h|H
√
log2
(
L√
t
)
.
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The proof of (1.7) follows from exactly the same argument as that in the proof of
(1.5) by Borel-Cantelli’s lemma. The only difference is that now we have
σ2t (h) = sup
x∈Lα
E[|∆huadd(t, x)|2] ≤ CH,θtH−θ |h|2θ ;
λL :=
1
2E
[
sup
x∈Lα
∆huadd(t, x)
]
;
exp
(
− λ2L
2σ2t (h)
)
≤ CH,θ exp
(
−
[
h2
t
]H−θ
log2
[
nα√
t
])
,
with Lα := [−nα, nα]. We can then complete the proof of the theorem by choosing
α appropriately. We omit the details here. 
Proof of Theorem 1.3. We will use the same method as before. The natural metric
associated with the time increment of the solution is
d3,t,τ (x, y) = (E|∆τuadd(t, x) −∆τuadd(t, y)|2) 12 .
Using
∆τuadd(t, x) =
∫ t+τ
0
∫
R
Gt+τ−s(x− z)W (dz, ds)−
∫ t
0
∫
R
Gt−s(x− z)W (dz, ds) ,
one can derive from the isometric property of stochastic integral and Plancherel’s
identity
d23,t,τ (x, y) = 2
∫
R+
[1− exp(−2(t+ τ)ξ2)][1 − cos(|x− y|ξ)] · ξ−1−2Hdξ
+ 2
∫
R+
[1− exp(−2tξ2)][1− cos(|x− y|ξ)] · ξ−1−2Hdξ
− 4
∫
R+
exp(−τξ2)[1− exp(−2tξ2)][1 − cos(|x− y|ξ)] · ξ−1−2Hdξ
= 2
∫
R+
f(t, τ, ξ)[1− cos(|x − y|ξ)] · ξ−1−2Hdξ , (3.36)
where
f(t, τ, ξ)
=[1− exp(−2(t+ τ)ξ2)] + [1− exp(−2tξ2)]− 2 exp(−τξ2)[1− exp(−2tξ2)]
=[1− exp(−2τξ2)] + [1− exp(−2tξ2)][1 + exp(−2τξ2)− 2 exp(−τξ2)].
Notice that when x ≥ 0, 1−e−x ≤ Cθxθ and 1+e−2x−2e−x = (1−e−x)2 ≤ C2θx2θ
for any θ ∈ (0, 1). Then, we have
f(t, τ, ξ) ≤ Cθ(τξ2)θ , ∀ θ ∈ (0, 1) .
Inserting this bound into (3.36) yields
d3,t,τ (x, y) ≤Cθτθ
∫
R+
[1− cos(|x− y|ξ)] · ξ−1−2H+2θdξ
≤CH,θτθ|x− y|2H−2θ for any 0 < θ < H.
26
SHE with general rough noise
On the other hand, a substitution ξ → ξ/√τ yields
d23,t,τ (x, y) ≤C
∫
R+
[1− exp(−2τξ2)]ξ−1−2Hdξ
+
∫
R+
[1− exp(−2tξ2)][1 − exp(−τξ2)]2ξ−1−2Hdξ
≤CHτH + CH,θτθtH−θ ≤ CH,θτθtH−θ ,
when τ ≤ Ct. Thus, we have
d3,t,τ (x, y) ≤ CH,t,θτθ/2(|x− y|H−θ ∧ tH−θ2 ) , (3.37)
where 0 < θ < H , which is the bound needed for us to prove the upper bound part
of (1.8).
The Sudakov minoration Theorem 3.3 will still be used to prove the lower bound.
We need to obtain an appropriate lower bound of d3,t,τ (x, y) for |x− y| ≥
√
t. We
have
d23,t,τ (x, y) ≥ c
∫
R+
[1− exp(−2τξ2)][1− cos(|x− y|ξ)] · ξ−1−2Hdξ
≥ cτ |x − y|2H−2
∫ |x−y|√
τ
|x−y|
2
√
τ
[1− cos(ξ)]ξ1−2Hdξ.
(3.38)
Analogous to the obtention of (3.35) we can conclude that the integral in (3.38) is
bounded below by a multiple of
(
|x−y|√
τ
)2−2H
. Thus, we obtain
d3,t,τ (x, y) ≥ cHτH/2, (3.39)
if τ ≤ C(t ∧ 1) for some constant C. This is the bound needed to use Theorem 3.3
to show the lower bound part of (1.8).
Once again, Borell’s inequality (Theorem 3.4) can be combined with Borel-
Cantelli’s lemma to show the almost sure asymptotics (1.7), and the proof Theorem
1.3 is completed. 
In [11] (see also next section) to show the existence and uniqueness of the solution
to (1.1) (for Hurst parameter H ∈ (1/4, 1/2)) it is extensively used the following
quantity
N 1
2−Hu(t, x) =
(∫
R
|u(t, x+ h)− u(t, x)|2 · |h|2H−2dh
) 1
2
, (3.40)
which plays the role of fractional derivative of u. It is because of the difficulty to
appropriately bound this quantity (see [11] or the next section) it is assumed that
σ(0) = 0 in [11]). After our work on the bound of the solution uadd(t, x) we want
to argue that
E[sup
x∈L
N 21
2−Huadd(t, x)] ≥ ct,H log2(L) if L is sufficently large. (3.41)
This fact illustrates that the argument in [11] for the pathwise uniqueness (see
Lemma 4.9 in [11] for this argument) is not applicable in the general setting when
σ(0) 6= 0. Here is the precise statement of our result, which is also interesting for
its own sake.
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Proposition 3.11. Let uadd(t, x) be defined by (3.2) and let N 1
2−Huadd(t, x) be
defined by (3.40).
(i) For any fixed t > 0 and L ≥ √t we have
E
[
sup
−L≤x≤L
N 21
2−Huadd(t, x)
]
≥ cH [1− exp(−2t)] log2(L) , (3.42)
where ct,H is a positive constant.
(ii) Moreover, we have
sup
−L≤x≤L
N 1
2−Huadd(t, x) ≤ CH
(
t
H
2 + t
H−θ
2
)√
log2(L) almost surely , (3.43)
where CH is a positive random constant and θ >
1−2H
2 .
Proof. First, we consider the upper bound (3.43). Applying Theorem 1.2 when
|h| ≤ 1 and Theorem 3.9 when |h| > 1, respectively, we obtain
sup
x∈L
N 21
2−Huadd(t, x) = supx∈L
∫
R
|uadd(t, x+ h)− uadd(t, x)|2 · |h|2H−2dh
≤
∫
R
(
sup
x∈L
|uadd(t, x+ h)− uadd(t, x)|
)2
· |h|2H−2dh
≤
∫
{|h|≤1}
(
sup
x∈L
|uadd(t, x+ h)− uadd(t, x)|
)2
· |h|2H−2dh
+
∫
{|h|≥1}
(
sup
x∈L
|uadd(t, x+ h)− uadd(t, x)|
)2
· |h|2H−2dh
≤ CH,θtH−θ log2(L)
∫
{|h|≤1}
|h|2H−2+2θdh
+ CHt
H log2(L)
[∫
{|h|≥1}
|h|2H−2dh+
∫
{|h|≥1}
log2(h)|h|2H−2dh
]
,
where we applied an elementary inequality
|log2 |L+ h|| ≤
{
log2(L) + 1 when |h| ≤ 1 ;
log2(L) + log2(h) + 1 when |h| ≥ 1 .
Letting θ > 1−2H2 yields (3.43).
Now we turn to the lower bound (3.42). A simple observation and an application
of Jensen’s inequality give
E
[
sup
x∈L
N 21
2−Huadd(t, x)
]
≥cHE
[(
sup
x∈L
∫
R
[uadd(t, x+ h)− uadd(t, x)]̺(h)dh
)2]
≥cH
(
E
[
sup
x∈L
∫
R
[uadd(t, x+ h)− uadd(t, x)]̺(h)dh
])2
,
(3.44)
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where ̺(h) = |h|2H− 32 1{|h|≤1} + |h|2H−21{|h|>1}. Denote
u̺(t, x) =
∫
R
[uadd(t, x+ h)− uadd(t, x)]̺(h)dh
=
∫ t
0
∫
R
(∫
R
[Gt−s(x+ h− z)−Gt−s(x− z)]̺(h)dh
)
W (dz, ds) .
It is a well-defined Gaussian random field since ̺(h) is integrable for 14 < H <
1
2 .
Introduce the induced natural metric
d4,t(x, y) := (E|u̺(t, x) − u̺(t, y)|2) 12 .
We need to bound this distance for |x − y| ≥ 1. Applying Plancherels identity we
can find
d24,t(x, y) = cH
∫
R+
[1− exp(−2tξ2)][1− cos(|x − y|ξ)]
·
(∫
R+
[1− cos(hξ)]̺(h)dh
)2
· ξ−1−2Hdξ .
When ξ ≥ 1, we have∫
R+
[1− cos(hξ)]̺(h)dh ≥ ξ 12−2H
∫ ξ
0
[1− cos(h)] · h2H− 32 dh ≥ cξ 12−2H .
Thus, we conclude that if |x− y| ≥ 1, then
d24,t(x, y) ≥ cH [1− exp(−2t)]
∫ ∞
1
[1− cos(|x − y|ξ)] · ξ−6Hdξ
≥ cH [1− exp(−2t)] (3.45)
by the same argument as that in proof of lower bound of E[supx∈L∆huadd(t, x)] in
Theorem 1.2. Thus, an application of the Sudakov minoration Theorem 3.3 implies
the lower bound. 
4. Weak Existence and Regularity of Solutions
4.1. Basic settings. This section is devoted to prove the existence of a weak
solution to (1.1). Let us recall some notations and facts in [11]. Let (B, ‖ · ‖B) be
a Banach space with the norm ‖ · ‖B. Let β ∈ (0, 1) be a fixed number. For any
function f : R→ B denote
NBβ f(x) =
(∫
R
‖f(x+ h)− f(x)‖2B |h|−1−2βdh
) 1
2
, (4.1)
if the above quantity is finite. When B = R, we abbreviate the notation NRβ f as
Nβf . With this notation, the norm of the homogeneous Sobolev space H˙β defined
by (2.5) can be given by using Nβf : ‖f‖H˙β = ‖Nβf‖L2(R). As in [11] throughout
this paper we are particularly interested in the case B = Lp(Ω), and in this case
we denote NBβ by Nβ,p:
Nβ,pf(x) =
(∫
R
‖f(x+ h)− f(x)‖2Lp(Ω)|h|−1−2βdh
) 1
2
. (4.2)
The following Burkholder-Davis-Gundy inequality is well-known (see e.g. [11]).
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Proposition 4.1. Let W be the Gaussian noise defined by the covariance (2.1),
and let f ∈ ΛH be a predictable random field. Then for any p ≥ 2 we have∥∥∥∥∫ t
0
∫
R
f(s, y)W (dy, ds)
∥∥∥∥
Lp(Ω)
≤
√
4pc3, 12−H
(∫ t
0
∫
R
[
N 1
2−H,pf(s, y)
]2
dyds
) 1
2
,
(4.3)
where c3, 12−H is a constant depending only on H and N 12−H,pf(s, y) denotes the
application of N 1
2−H,p to the space variable y.
In the work [11], the authors have already proved the existence and uniqueness
result in a solution space ZpT (see [11] or next paragraph, formula (4.4), for the
definition of ZpT ) under condition σ(t, x, 0) = 0. When σ(t, x, 0) 6= 0 or even in
the simplest case σ(t, x, u) = 1 (as we see from (3.42)) we cannot expect that the
solution is still in ZpT . So, the method powerful in [11] is no longer valid to solve
the equation (1.1) for general σ(t, x, u). Our idea is to add an appropriate weight
λ(x) to the space ZpT to obtain a weighted space Zpλ,T .
Let λ(x) ≥ 0 be a Lebesgues integrable positive function with ∫
R
λ(x)dx = 1.
Introduce a norm ‖ · ‖Zpλ,T for a random field v(t, x) as follows:
‖v‖Zpλ,T := sup
t∈[0,T ]
‖v(t, ·)‖Lpλ(Ω×R) + sup
t∈[0,T ]
N ∗1
2−H,pv(t), (4.4)
where p ≥ 2, 14 < H < 12 ,
‖v(t, ·)‖Lpλ(Ω×R) =
(∫
R
E [|v(t, x)|p]λ(x)dx
) 1
p
,
and
N ∗1
2−H,pv(t) =
(∫
R
‖v(t, ·)− v(t, ·+ h)‖2Lpλ(Ω×R)|h|
2H−2dh
) 1
2
. (4.5)
Then Zpλ,T is the function space consisting of all the random fields v = v(t, x) such
that ‖v‖Zpλ,T is finite. When the function is independent of t, the corresponging
space is denoted by Zpλ,0.
4.2. Some bounds for stochastic convolutions. To prove the existence of weak
solution, we need some delicate estimates of stochastic integral with respct to the
weight.
Proposition 4.2. Denote the weight function
λ(x) = λH(x) = cH(1 + |x|2)H−1 , (4.6)
where cH is a constant such that
∫
λ(x)dx = 1, and denote
Φ(t, x) =
∫ t
0
∫
R
Gt−s(x− y)v(s, y)W (dy, ds). (4.7)
We have the following estimates. [In the following CT,p,H,γ denotes a constant,
depending only on T , p, H, and γ].
(i) If p > 3H , then∥∥∥ sup
t∈[0,T ],x∈R
λ
1
p (x)Φ(t, x)
∥∥∥
Lp(Ω)
≤ CT,p,H‖v‖Zpλ,T . (4.8)
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(ii) If p > 64H−1 , then∥∥∥ sup
t∈[0,T ],x∈R
λ
1
p (x)N 1
2−HΦ(t, x)
∥∥∥
Lp(Ω)
≤ CT,p,H‖v‖Zpλ,T . (4.9)
(iii) If p > 3H , and 0 < γ <
H
2 − 32p , then∥∥∥ sup
t,t+h∈[0,T ]
x∈R
λ
1
p (x)
[
Φ(t+ h, x)− Φ(t, x)]∥∥∥
Lp(Ω)
≤ CT,p,H,γ |h|γ‖v‖Zpλ,T . (4.10)
(iv) If p > 3H , and 0 < γ < H − 3p , then∥∥∥∥∥∥∥ supt∈[0,T ]
x,y∈R
Φ(t, x) − Φ(t, y)
λ−
1
p (x) + λ−
1
p (y)
∥∥∥∥∥∥∥
Lp(Ω)
≤ CT,p,H,γ |x− y|γ‖v‖Zpλ,T . (4.11)
Remark 4.3. The method provided here depends on the semigroup property of heat
kernel because we need to use factorization method (see (4.13)). Consequently, we
can not apply this approach directly to stochastic wave equation since wave kernel
does not satisfy semigroup property.
Proof. For any α ∈ (0, 1) we set
Jα(r, z) :=
∫ r
0
∫
R
(r − s)−αGr−s(z − y)v(s, y)W (dy, ds). (4.12)
A stochastic version of Fubini’s theorem implies
Φ(t, x) =
sin(πα)
π
∫ t
0
∫
R
(t− r)α−1Gt−r(x− z)Jα(r, z)dzdr. (4.13)
We are going to show the four different parts of the proposition separately. We
divide our proof into six steps.
Step 1. The first two steps are to prove part (i). In this step we will obtain the
desired growth estimate of Φ(t, x) in term of Jα(r, z). From our expression (4.13)
and inequality (2.22) together with (2.12) we have
sup
t,x
λθ(x) |Φ(t, x)|
≃ sup
t,x
λθ(x)
∣∣∣∣∫ t
0
∫
R
(t− r)α−1Gt−r(x− z)Jα(r, z)dzdr
∣∣∣∣
. sup
t,x
λθ(x)
∫ t
0
(t− r)α−1
(∫
R
|Gt−r(x− z)λ− 1p (z)|qdz
) 1
q
‖Jα(r, ·)‖Lpλ(R)dr
. sup
t,x
λθ(x)
∫ t
0
(t− r)α−1
(∫
R
(t− r) 1−q2 G(t−r)/q(x− z)λ−
q
p (z)dz
) 1
q
‖Jα(r, ·)‖Lpλ(R)dr
. sup
t,x
λθ(x)
∫ t
0
(t− r)α−1 · (t− r) 1−q2q λ− 1p (x) · ‖Jα(r, ·)‖Lpλ(R)dr .
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Setting θ = 1p and then applying the Ho¨lder inequality we obtain
sup
t,x
λθ(x)|Φ(t, x)| . sup
t∈[0,T ]
∫ t
0
(t− r)α− 32+ 12q · ‖Jα(r, ·)‖Lpλ(R)dr
. sup
t∈[0,T ]
[∫ t
0
(t− r)q(α− 32+ 12q )dr
] 1
q
·
[∫ T
0
‖Jα(r, ·)‖pLpλ(R)dr
] 1
p
.
[∫ T
0
‖Jα(r, ·)‖pLp
λ
(R)
dr
] 1
p
(4.14)
if q(α− 32 + 12q ) > −1, i.e. if
α >
3
2p
. (4.15)
which is possible when p > 3/2. Thus to prove part (i), we only need to show that
there exists a constant C, independent of r ∈ [0, T ], such that
E‖Jα(r, ·)‖pLpλ(R) ≤ C‖v‖
p
Zpλ,T
. (4.16)
Step 2. We shall prove the above bound (4.16) in this step and to do this let us
introduce the following two notations
D1(r, z) :=
(∫ r
0
∫
R2
(r − s)−2α∣∣Gr−s(y)−Gr−s(y + h)∣∣2
× ‖v(s, y + z)‖2Lp(Ω)|h|2H−2dhdyds
) p
2
,
and
D2(r, z) :=
(∫ r
0
∫
R2
(r − s)−2α|Gr−s(y)|2
× ‖v(s, z + y + h)− v(s, z + y)‖2Lp(Ω)|h|2H−2dhdyds
) p
2
.
From the definition (4.12) of J and by Burkholder-Davis-Gundy’s inequality (4.3)
stated in Lemma 4.1, we have
E‖Jα(r, ·)‖pLpλ(R).
∫
R
{∫ r
0
∫
R2
(r − s)−2α
[
E
∣∣Gr−s(y + h− z)v(s, y + h)
−Gr−s(y − z)v(s, y)
∣∣p]2/ph2H−2dhdyds}p/2λ(z)dz
=
∫
R
{∫ r
0
∫
R2
(r − s)−2α
[
E
∣∣Gr−s(y + h)v(s, y + z + h)
−Gr−s(y)v(s, y + z)
∣∣p]2/ph2H−2dhdyds}p/2λ(z)dz
.
∫
R
[D1(r, z) +D2(r, z)]λ(z)dz .
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For the first term, thanks to Minkowski’s inequality, we have∫
R
D1(r, z)λ(z)dz .
(∫ r
0
∫
R2
(r − s)−2α∣∣Gr−s(y)−Gr−s(y + h)∣∣2
×‖v(s, ·+ y)− v(s, ·)‖2Lpλ(Ω×R)|h|
2H−2dhdyds
) p
2
+
(∫ r
0
∫
R2
(r − s)−2α∣∣Gr−s(y)−Gr−s(y + h)∣∣2
×‖v(s, ·)‖2Lpλ(Ω×R)|h|
2H−2dhdyds
) p
2
.
(∫ r
0
∫
R
(r − s)−2α− 12 ‖v(s, ·+ y)− v(s, ·)‖2Lpλ(Ω×R)|y|
2H−2dyds
) p
2
+
(∫ r
0
(r − s)−2α+H−1‖v(s, ·)‖2Lpλ(Ω×R)ds
) p
2
, (4.17)
where the last inequality follows from inequalities (2.22) and (2.17).
For the second term, we can again use Minkowski’s inequality, Jensen’s inequality
with respect to (r − s)1/2G2r−s(y)dy≃G r−s
2
(y)dy (since when p > 2, the function
φ(x) = x2/p, x > 0, is concave), and then we use (2.12) to obtain(∫
R
D2(r, z)λ(z)dz
)2/p
.
∫ r
0
∫
R2
(r − s)−2αG2r−s(y)
(∫
R
‖v(s, z + y + h)− v(s, z + y)‖pLp(Ω)λ(z)dz
)2/p
dydhds
.
∫ r
0
∫
R
(r − s)−2α− 12
(∫
R
∫
R
G r−s
2
(y)‖v(s, z + h)− v(s, z)‖pLp(Ω)dz
× λ(z − y)dy
) 2
p
|h|2H−2dhds
.
∫ r
0
∫
R
(r − s)−2α− 12 ‖v(s, ·+ h)− v(s, ·)‖2Lpλ(Ω×R)|h|
2H−2dhds . (4.18)
Recall that
‖v‖Zpλ,T := sup
s∈[0,T ]
‖v(s, ·)‖Lpλ(Ω×R) + sup
s∈[0,T ]
N ∗1
2−H,pv(s) ,
where N ∗1
2−H,p
v(t) is defined in (4.5). The estimates obtained in (4.17) and (4.18)
imply
E‖Jα(r, ·)‖pLpλ(R) ≤ C1‖v‖
p
Zpλ,T
(∫ r
0
(r − s)−2α− 12 + (r − s)−2α+H−1dr
) p
2
. (4.19)
If we have −2α+H − 1 > −1 and −2α− 12 > −1, i.e. α < H2 , then (4.16) follows.
However, the condition α < H/2 should be combined with (4.15). This gives
3
2p < α <
H
2 which implies p >
3
H . Thus, under the condition of the proposition,
the inequality (4.16) holds true. This finishes the proof of (i).
Step 3. In this and next steps we prove (ii). The spirit of the proof will be similar
to that of the proof of (i) but is more involved. In order to obtain the desired decay
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rate of N 1
2−HΦ(t, x), we still use the equation (4.13) to express Φ(t, x) by J .
Φ(t, x+ h)− Φ(t, x)
=
sin(πα)
π
∫ t
0
∫
R
(t− r)α−1[Gt−r(x+ h− z)−Gt−r(x− z)]Jα(r, z)dzdr
=
sin(πα)
π
∫ t
0
∫
R
(t− r)α−1Gt−r(x − z)
[
Jα(r, z + h)− Jα(r, z)
]
dzdr.
Invoking Minkowski’s inequality and then Ho¨lder’s inequality with 1p +
1
q = 1 we
get∫
R
|Φ(t, x+ h)− Φ(t, x)|2|h|2H−2dh
≃
∫
R
∣∣∣∣ ∫ t
0
∫
R
(t− r)α−1Gt−r(x− z)
[
Jα(r, z + h)− Jα(r, z)
]
dzdr
∣∣∣∣2 · |h|2H−2dh
.
(∫ t
0
∫
R
(t− r)α−1Gt−r(x− z)
[ ∫
R
|Jα(r, z + h)− Jα(r, z)|2|h|2H−2dh
] 1
2
dzdr
)2
.
(∫ t
0
∫
R
(t− r)q(α−1)Gqt−r(x− z)λ−
q
p (z)dzdr
) 2
p
×
(∫ T
0
∫
R
[ ∫
R
|Jα(r, z + h)− Jα(r, z)|2|h|2H−2dh
] p
2
λ(z)dzdr
) 2
p
.λ(x)−
2
p
[∫ t
0
(t− r)q(α− 32+ 12q )dr
] 2
q
×
(∫ T
0
∫
R
[ ∫
R
|Jα(r, z + h)− Jα(r, z)|2|h|2H−2dh
] p
2
λ(z)dzdr
) 2
p
,
where in the above last inequality we used Gqt−r(x − z) = (t − r)
1−q
2 G t−r
q
(x − z)
and inequality (2.12). If we take θ = 1p , and q(α− 32 + 12q ) > −1, i.e.
α >
3
2p
, (4.20)
then
sup
t,x
λ(x)θ
(∫
R
|Φ(t, x+ h)− Φ(t, x)|2|h|2H−2dh
) 1
2
.
(∫ T
0
∫
R
[ ∫
R
|Jα(r, z + h)− Jα(r, z)|2|h|2H−2dh
] p
2
λ(z)dzdr
) 1
p
.
Thus to prove part (ii) we only need to prove that there exists some constant C,
independent of r ∈ [0, T ], such that
I := E
∫
R
[ ∫
R
|Jα(r, z + h)− Jα(r, z)|2|h|2H−2dh
] p
2
λ(z)dz ≤ C‖v‖pZpλ,T . (4.21)
Step 4. In this step we show the above inequality (4.21). By the definition (4.12)
of J and by an application of Minkowski’s inequality and then an application of
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the Burkholder-David-Gundy inequality we have
I .
(∫
R
[ ∫
R
E|Jα(r, z + h)− Jα(r, z)|pλ(z)dz
] 2
p |h|2H−2dh
) p
2
.
(∫
R
[ ∫
R
E
(∫ r
0
∫
R2
(r − s)−2α∣∣[Gr−s(z + h− y − l)−Gr−s(z − y − l)]v(s, y + l)
− [Gr−s(z + h− y)−Gr−s(z − y)]v(s, y)
∣∣2|l|2H−2dldyds) p2 λ(z)dz] 2p |h|2H−2dh) p2 .
We introduce two notations:
I1(r, z, h) := E
(∫ r
0
∫
R2
(r − s)−2α[Gr−s(z + h− y)−Gr−s(z − y)]2
× ∣∣v(s, y + l)− v(s, y)∣∣2|l|2H−2dldyds) p2 ,
and
I2(r, z, h) := E
(∫ r
0
∫
R2
(r − s)−2α
∣∣∣Gr−s(z + h− y − l)−Gr−s(z − y − l)
−Gr−s(z + h− y) +Gr−s(z − y)
∣∣∣2 × ∣∣v(s, y)∣∣2|l|2H−2dldyds) p2 .
Then we have
E
∫
R
[ ∫
R
|Jα(r, z + h)− Jα(r, z)|2|h|2H−2dh
] p
2
λ(z)dz
.
(∫
R
[ ∫
R
I1(r, z, h)λ(z)dz
] 2
p |h|2H−2dh
) p
2
+
(∫
R
[ ∫
R
I2(r, z, h)λ(z)dz
] 2
p |h|2H−2dh
) p
2
=: I
p/2
1 + I
p/2
2 .
We shall bound I1 and I2 one by one. For the first term, a change of variables and
an application of Minkowski’s inequality yield
I1 .
∫
R
∣∣∣∣ ∫
R
E
(∫ r
0
∫
R2
(r − s)−2α[Gr−s(y + h)−Gr−s(y)]2
× ∣∣v(s, y + z + l)− v(s, y + z)∣∣2|l|2H−2dldyds) p2 λ(z)dz∣∣∣∣ 2p |h|2H−2dh
.
∫ r
0
∫
R3
(r − s)−2α[Gr−s(y + h)−Gr−s(y)]2|l|2H−2|h|2H−2
×
(∫
R
E
∣∣v(s, z + l)− v(s, z)∣∣pλ(z − y)dz) 2p dydhdlds.
By inequality (2.17) with β = 12 −H we see that∫
R2
[
Gr−s(y)−Gr−s(y + h)
]2|h|2H−2dhdy . (r − s)H−1 ,
which is finite. Since x2/p, x > 0 is a concave function for p ≥ 2 we can apply
Jensen’s inequality with respect to the probability measure (r − s)1−H[Gr−s(y)−
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Gr−s(y + h)
]2|h|2H−2dydh. Thus, we have for p ≥ 2:
I1 .
∫ r
0
∫
R
(r − s)−2α+H−1
(∫
R3
(r − s)1−H[Gr−s(y + h)−Gr−s(y)]2
|h|2H−2
∫
R
E
∣∣v(s, z + l)− v(s, z)∣∣pλ(z − y)dzdydh) 2p × |l|2H−2dlds
.
∫ r
0
∫
R
(r − s)−2α+H−1‖v(s, ·)− v(s, ·+ l)‖2Lpλ(Ω×R)|l|
2H−2dldr (4.22)
by the first inequality in Lemma 2.12.
In order to bound I2(t, x, h), we make a change of variable and then split it to
two terms. More precisely, we have
I2(r, z, h) . I21(r, z, h) + I22(r, z, h)
:=E
(∫ r
0
∫
R2
(r − s)−2α|r−s(y, l, h)|2|v(s, z)|2|l|2H−2dldyds
) p
2
+E
(∫ r
0
∫
R2
(r − s)−2α|r−s(y, l, h)|2|v(s, y + z)− v(s, y)|2|l|2H−2dldyds
) p
2
with the notation t(y, l, h) being defined by (2.15). Using Minkowski’s inequality,
Lemma 2.8, and Lemma 2.11, one can check that
I21 :=
∫
R
[ ∫
R
I21(r, z, h)λ(z)dz
] 2
p |h|2H−2dh
.
∫ r
0
∫
R3
(r − s)−2α|r−s(y, l, h)|2‖v(s)‖2Lpλ(Ω×R)|l|
2H−2|h|2H−2dldhdyds
.
∫ r
0
(r − s)−2α+2H− 32 ‖v(s)‖2Lpλ(Ω×R)ds,
(4.23)
and
I22 :=
∫
R
[ ∫
R
I22(r, z, h)λ(z)dz
] 2
p |h|2H−2dh
.
∫ r
0
∫
R
(r − s)−2α
∫
R
(∫
R2
|r−s(y, l, h)|2|l|2H−2|h|2H−2dldh
)
× ‖v(s, ·)− v(s, ·+ y)‖2Lp
λ
(Ω×R)dyds
.
∫ r
0
∫
R
(r − s)−2α+H−1‖v(s, ·)− v(s, ·+ y)‖2Lpλ(Ω×R)|y|
2H−2dyds.
(4.24)
Recalling the definition of ‖ · ‖pZpλ,T , and combining (4.22), (4.23) and (4.24), we
obtain
E
∫
R
[ ∫
R
|Jα(r, z + h)− Jα(r, z)|2|h|2H−2dh
] p
2
λ(z)dz
≤C2‖v‖pZpλ,T
(∫ r
0
(r − s)−2α+2H− 32 + (r − s)−2α+H−1dr
) p
2
.
(4.25)
Once we have−2α+2H− 32 > −1 and −2α+H−1 > −1, i.e. α < H− 14 , then (4.21)
follows. This condition on α is combined with (4.20) to become 32p < α < H − 14 .
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Therefore, we have proved that if p > 64H−1 , then (4.21) holds, finishing the proof
of (ii).
Step 5. We are going to prove part (iii). We continue to use (4.13). Without loss
of generality, we can assume h > 0 and t ∈ [0, T ] such that t+ h ≤ T . We have
Φ(t+ h, x)− Φ(t, x)
=
sin(πα)
π
[ ∫ t+h
0
∫
R
(t+ h− r)α−1Gt+h−r(x− z)Jα(r, z)drdz
−
∫ t
0
∫
R
(t− r)α−1Gt−r(x− z)× Jα(r, z)drdz
]
.
3∑
i=1
Ji(t, h, x),
where
J1(t, h, x) :=
∫ t
0
∫
R
[
(t+ h− r)α−1 − (t− r)α−1]Gt−r(x − z)Jα(r, z)drdz,
J2(t, h, x) :=
∫ t
0
∫
R
(t+ h− r)α−1[Gt+h−r(x− z)−Gt−r(x− z)]Jα(r, z)drdz,
and
J3(t, h, x) :=
∫ t+h
t
∫
R
(t+ h− r)α−1Gt+h−r(x− z)Jα(r, z)drdz.
As in the proof of (i) and (ii), we insert additional factors of λ−
1
p (z) · λ 1p (z) and
apply Ho¨lder inequality in the expression for J1. Then, J1 is estimated as follows.
J1(t, h, x) ≤λ− 1p (x)
∫ t
0
∣∣(t+ h− r)α−1 − (t− r)α−1∣∣(t− r) 1−q2q ‖Jα(r, ·)‖Lpλ(R)dr
≤λ− 1p (x)
(∫ t
0
∣∣(t+ h− r)α−1 − (t− r)α−1∣∣q(t− r) 1−q2 dr) 1q
×
(∫ T
0
‖Jα(r, ·)‖pLpλ(R)dr
) 1
p
.
Fix γ ∈ (0, 1). It is easy to see∣∣(t+ h− r)α−1 − (t− r)α−1∣∣ . ∣∣t− r∣∣α−1−γhγ . (4.26)
Thus, we have
sup
t,x
λθ(x)|J1(t, h, x)| .hγ sup
t∈[0,T ]
(∫ t
0
(t− r)q(α−1−γ)+ 1−q2 dr
) 1
q
×
(∫ T
0
‖Jα(r, ·)‖pLpλ(R)dr
) 1
p
.
In other word, if γ + 32p < α <
H
2 or equivalently, if γ <
H
2 − 32p , then we have
E
∣∣∣∣sup
t,x
λθ(x)|J1(t, h, x)|
∣∣∣∣p . |h|pγ‖v‖pZpλ,T . (4.27)
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Let us proceed to bound J2(t, h, x). One finds easily
J2(t, h, x) ≤
(∫ t
0
∫
R
(t+ h− r)q(α−1)∣∣Gt+h−r(x− z) (4.28)
−Gt−r(x− z)
∣∣qλ− qp (z)dzdr) 1q(∫ T
0
‖Jα(r, ·)‖pLpλ(R)dr
) 1
p
.
To bound the above first factor we use the following inequality∣∣∣∣exp(− x2t+ h
)
− exp
(
−x
2
t
)∣∣∣∣ ≤ Cγhγt−γ exp(− x22(t+ h)
)
∀ γ ∈ (0, 1) .
Combining the above inequality with (4.26) (with α = 1/2), we have
|Gt+h−r(x− z)−Gt−r(x − z)|
≤Cγhγ(t− r)−γ [Gt+h−r(x− z) +Gt+h−r(x− z)] .
(4.29)
Thus, the first factor in (4.28) is bounded by∫ t
0
∫
R
(t+ h− r)q(α−1)∣∣Gt+h−r(x− z)−Gt−r(x − z)∣∣qλ− qp (z)dzdr
.hqγ
∫ t
0
∫
R
(t− r)q(α−1−γ)+ 1−q2 G t+h−r
q
(x− z)λ− qp (z)dzdr
+hqγ
∫ t
0
∫
R
(t− r)q(α−1−γ)+ 1−q2 G t−r
q
(x− z)λ− qp (z)dzdr
.hqγλ−
q
p (x)
∫ t
0
(t− r)q(α−1−γ)+ 1−q2 dr ,
where the last inequality follows from Lemma 2.5. Hence, if γ + 32p < α <
H
2 ,
namely, if γ < H2 − 32p , then we have the following estimation:
E
∣∣∣∣sup
t,x
λθ(x)|J2(t, h, x)|
∣∣∣∣p . |h|pγ‖v‖pZpλ,T . (4.30)
Now we are going to bound J3(t, x, h). Applying Minkowski’s inequality and
then Ho¨lder’s inequality we have
J3(t, x, h) ≤λ− 1p (x)
(∫ t+h
t
(t+ h− r)q(α−1−γ)+ 1−q2 dr
) 1
q
(∫ T
0
‖Jα(r, ·)‖pLpλ(R)dr
) 1
p
.
If 32p < α <
H
2 , which is possible if γ = α− 32p < H2 − 32p , then
E
∣∣∣∣sup
t,x
λθ(x)|J3(t, h, x)|
∣∣∣∣p . |h|pα− 32 ‖v‖Zpλ,T = |h|pγ‖v‖pZpλ,T . (4.31)
Combining (4.27), (4.30) and (4.31) we prove (4.10).
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Step 6. We prove part (iv) of the proposition. As before, we shall again use the
representation formula (4.13) and then we apply the Ho¨lder inequality to find
Φ(t, x)− Φ(t, y)
=
sin(πα)
π
∫ t
0
∫
R
(t− r)α−1[Gt−r(x− z)−Gt−r(y − z)]Jα(r, z)dzdr
.
(∫ t
0
∫
R
(t− r)q(α−1)|Gt−r(x − z)−Gt−r(y − z)|qλ−
q
p (z)dzdr
) 1
q
×
(∫ T
0
∫
R
|Jα(r, z)|pλ(z)dzdr
) 1
p
.
Denote
K(t, x, y) :=
∫ t
0
∫
R
(t− r)q(α−1)|Gt−r(x− z)−Gt−r(y − z)|qλ−
q
p (z)dzdr.
Fix γ ∈ (0, 1). Using Ho¨lder’s inequality we have
K(t, x, y)
.
∫ t
0
(t− r)q(α−1)
(∫
R
|Gt−r(x − z)−Gt−r(y − z)|pq(1−γ)λ−q(z)dz
) 1
p
×
(∫
R
|Gt−r(x− z)−Gt−r(y − z)|q2γdz
) 1
q
dr
.|x− y|qγ ·
∫ t
0
(t− r)q(α−1)+ 1−pq(1−γ)2p + 1−q
2γ
2q − qγ2
×
(∫
R
[
G t−r
pq(1−γ)
(x− z) +G t−r
pq(1−γ)
(y − z)]λ−q(z)dz) 1p dr
.|x− y|qγ · [λ− qp (x) + λ− qp (y)] · ∫ t
0
(t− r)q(α− 32+ 12q )− qγ2 dr ,
where the last inequality follows from Lemma 2.5 and the second last inequality
follows from the following easy bound:∫
R
|Gt−r(x − z)−Gt−r(y − z)|ρdz
≃(t− r) 1−ρ2
∫
R
| exp(−|x˜− z˜|2)− exp(−|y˜ − z˜|2)|ρdz˜
.(t− r) 1−ρ2 |x˜− y˜|ρ = (t− r) 1−2ρ2 |x− y|ρ ∀ ρ > 0 ,
where x˜ = x√
t−r , y˜ =
y√
t−r and z˜ =
z√
t−r .
If q(α − 32 + 12q ) − qγ2 > −1 and α < H2 , namely, 32p + γ2 < α < H2 , then with
θ = 1p we have
E
∣∣∣∣ sup
t∈[0,T ]
x,y∈R
(
λ−θ(x) + λ−θ(y)
)−1 |K(t, x, y)| 1q × (∫ T
0
∫
R
|Jα(r, z)|pλ(z)dzdr
) 1
p
∣∣∣∣p
.|x− y|pγ ·
∫ T
0
∫
R
E|Jα(r, z)|pλ(z)dzdr ≤ C4|x− y|pγ‖v‖pZpλ,T . (4.32)
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So we have completed the proof of (4.11). The proof of the proposition is then
completed. 
4.3. Weak existence of the solution. In this subsection we show the weak ex-
istence of a solution with paths in C([0, T ] × R), the space of all continuous real
valued functions on [0, T ]× R, equipped with a metric
dC(u, v) :=
∞∑
n=1
1
2n
max
0≤t≤T,|x|≤n
(|u(t, x)− v(t, x)| ∧ 1). (4.33)
We state a tightness criterion of probability measures on (C([0, T ]×R),B(C([0, T ]×
R))) that we are going to use (see Section 2.4 in [17] for the case where [0, T ]× R
is replaced by [0,∞). It is also true for our case as indicated there).
Theorem 4.4. A sequence {Pn}∞n=1 of probability measures on (C([0, T ]×R),B(C([0, T ]×
R))) is tight if and only if
(1) limλ↑∞ supn≥1Pn[{ω ∈ C([0, T ]× R) : |ω(0, 0)| > λ}] = 0,
(2) For any T > 0, R > 0 and ε > 0
lim
δ↓0
sup
n≥1
Pn[
{
ω ∈ C([0, T ]× R) : mT,R(ω, δ) > ε}] = 0
where
mT,R(ω, δ) := max
|t−s|+|x−y|≤δ
0≤t,s≤T ;0≤|x|,|y|≤R
|ω(t, x)− ω(s, y)|
is the modulus of continuity on [0, T ]× [−R,R].
We approximate the noise W with respect to the space variable by the following
smoothing of the noise. That is, for ε > 0 we define
∂
∂x
Wε(t, x) =
∫
R
Gε(y)W (dy, t) . (4.34)
The noise Wε induces an approximation to mild solution
uε(t, x) = Gt ∗ u0(x) +
∫ t
0
∫
R
Gt−s(x− y)σ(s, y, uε(s, y))Wε(dy, ds), (4.35)
where the stochastic integral is understood in the Itoˆ sense. As in [11] due to the
regularity in space, the existence and uniqueness of the solution uε(t, x) to above
equation is well-known.
The lemma below asserts that the approximate solution uε(t, x) is uniformly
bounded in the space Zpλ,T . More precisely, we have
Lemma 4.5. Let H ∈ (14 , 12 ) and let λ(x) be defined by (4.6). Assume σ(t, x, u)
satisfies hypothesis (H1). Assume also that the initial value u0(x) ∈ Zpλ,0. Then
the approximate solution uε satisfies
sup
ε>0
‖uε‖Zpλ,T := sup
ε>0
sup
t∈[0,T ]
‖uε(t, ·)‖Lpλ(Ω×R)+sup
ε>0
sup
t∈[0,T ]
N ∗1
2−H,puε(t) <∞. (4.36)
Proof. For notational simplicity we can assume σ(t, x, u) = σ(u) without loss of
generality because of hypothesis (H1). We shall follow the same argument as in
[11] but now with special attention to the weight λ(x). In the following steps 1 to
2 we will use Picards iteration to show that for each ε, uε ∈ Zpλ,T for p ≥ 2. Then,
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in step 3 we prove that uε is uniformly bounded in Zpλ,T with respect to ε ∈ (0, 1].
To this end, we define the Picard iteration sequence as follows.
u0ε(t, x) = Gt ∗ u0(x),
and recursively for n = 0, 1, 2, · · · ,
un+1ε (t, x) = Gt ∗ u0(x) +
∫ t
0
∫
R
Gt−s(x− y)σ(unε (s, y))Wε(dy, ds).
We shall bound ‖unε ‖Zpλ,T uniformly in n and we will complete this in the following
two steps.
Step 1. We bound ‖unε (t, ·)‖Lpλ(Ω×R) uniformly in n. From Burkholder-Davis-
Gundy’s inequality and from the fact that σ(·) is a Lipschitz function it follows
E[|un+1ε (t, x) − unε (t, x)|p]
=E
[∣∣∣∣∫ t
0
∫
R
Gt−s(x− y)
[
σ(unε (s, y))− σ(un−1ε (s, y))
]
Wε(dy, ds)
∣∣∣∣p
]
≤Cε,pE
∣∣∣∣∣
∫ t
0
(∫
R
Gt−s(x− y)|unε (s, y)− un−1ε (s, y)|dy
)2
ds
∣∣∣∣∣
p
2
 ,
where Cε,p is a constant depending on ε and p. Integrating with respect to the space
variable with the weight λ(x) and invoking Ho¨lder’s inequality, Jensen’s inequality
and an application of Lemma 2.5 yield
‖un+1ε (t, ·)− unε (t, ·)‖pLpλ(Ω×R) =
∫
R
E
[|un+1ε (t, x)− unε (t, x)|p]λ(x)dx
≤Cε,p
∫ t
0
∫
R
( ∫
R
Gt−s(x − y)λ(x)dx
)
E
[|unε (s, y)− un−1ε (s, y)|p]dyds
≤Cε,p,T
∫ t
0
∫
R
E
[|unε (s, y)− un−1ε (s, y)|p]λ(y)dyds
=Cε,p,T
∫ t
0
‖unε (s, ·)− un−1ε (s, ·)‖pLpλ(Ω×R)ds
≤Cnε,p,T
T n
n!
sup
0≤s≤T
‖u1ε(s, ·)− u0ε(s, ·)‖pLpλ(Ω×R),
for some constant Cε,p,T depending on ε, p and T . This implies that
sup
n
sup
t∈[0,T ]
‖unε (t, ·)‖Lpλ(Ω×R) <∞ for each ε > 0 .
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Step 2. Next, we estimate N ∗1
2−H,p
uε(t). Since |σ(u)| . |u|+ 1, we have∫
R
E
[|un+1ε (t, x)− un+1ε (t, x+ h)|p]λ(x)dx
≤C
∫
R
|Gt ∗ u0(x)−Gt ∗ u0(x+ h)|pλ(x)dx
+Cε
∫
R
∣∣∣∣∫ t
0
(∫
R
|Gt−s(x− y)−Gt−s(x− y + h)|dy
)2
ds
∣∣∣∣
p
2
λ(x)dx
+Cε
∫
R
E
∣∣∣∣∫ t
0
(∫
R
|Gt−s(x− y)−Gt−s(x − y + h)| × |unε (s, y)|dy
)2
ds
∣∣∣∣
p
2
λ(x)dx.
(4.37)
Introduce the notation
enε,λ(t, h) :=
(∫
R
E
[|unε (t, x)− unε (t, x+ h)|p]λ(x)dx) 2p .
Thanks to Minkowski’s inequality we can bound the last term in (4.37) by∫
R
E
∣∣∣∣∫ t
0
(∫
R
|Gt−s(y)−Gt−s(y + h)| × |unε (s, x+ y)− unε (s, x)|dy
)2
ds
∣∣∣∣
p
2
λ(x)dx
+
∫
R
E
∣∣∣∣∫ t
0
(∫
R
|Gt−s(y)−Gt−s(y + h)| × |unε (s, x)|dy
)2
ds
∣∣∣∣
p
2
λ(x)dx
. sup
s∈[0,T ]
‖unε (s, ·)‖pLpλ(Ω×R) ×
(∫ t
0
∫
R
|Gt−s(y)−Gt−s(y + h)|2dyds
) p
2
+
(∫ t
0
∫
R
|Gt−s(y)−Gt−s(y + h)|2enε,λ(s, y)dyds
) p
2
.
Thus by the assertion obtained in Step 1, and by Lemma 2.8, and (4.37) we end up
with
N ∗1
2−H,pu
n+1
ε (t) =
∫
R
en+1ε,λ (t, h)|h|2H−2dh
≤C + Cε
∫
R
(∫
R
E
[|unε (t, x)− unε (t, x+ h)|p]λ(x)dx) 2p |h|2H−2dh
+Cε sup
s∈[0,T ]
‖unε (s, ·)‖pLpλ(Ω×R) ×
(∫ t
0
∫
R2
|Gt−s(y)−Gt−s(y + h)|2|h|2H−2dhdyds
)
+Cε
∫ t
0
∫
R2
|Gt−s(y)−Gt−s(y + h)|2 × enε,λ(s, y)|h|2H−2dhdyds
≤Cε
(
1 +
∫ t
0
∫
R
[ ∫
R
|Gt−s(y)−Gt−s(y + h)|2|h|2H−2dh
]
enε,λ(s, y)dyds
)
.
Applying Lemma 2.10 one sees∫
R
|Gt−s(y)−Gt−s(y + h)|2|h|2H−2dh . (t− s)− 12 |y|2H−2.
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Putting last two inequalities together, we conclude that
N ∗1
2−H,pu
n+1
ε (t) ≤ Cε
(
1 +
∫ t
0
(t− s)− 12N ∗1
2−H,pu
n
ε (s)ds
)
.
Recursively use this inequality to obtain
N ∗1
2−H,pu
n
ε (t) ≤
n−1∑
k=0
Ckε
∫
0<s1<···<tk<t
(t− sk)−1/2 · · · (s2 − s1)−1/2ds1 · · · dsk
+Cnε
∫
0<s1<···<tn<t
(t− sn)−1/2 · · · (s2 − s1)−1/2N ∗1
2−H,pu0(s1)ds1 · · · dsn
.
n∑
k=0
Ckε
∫
0<s1<···<tk<t
(t− sk)−1/2 · · · (s2 − s1)−1/2ds1 · · · dsk
≃
∞∑
k=0
Ckε t
k/2
Γ(k2 + 1)
<∞ .
This implies
sup
n
sup
t∈[0,T ]
‖N ∗1
2−H,pu
n
ε (t, ·)‖Lpλ(Ω×R) <∞ for each ε > 0 .
Then uε is in Zpλ,T for p ≥ 2 for each ε > 0.
Step 3. In this step, we prove that the norm of uε(t, x) in Zpλ,T is uniformly
bounded in ε. Notice that uε satisfies
uε(t, x) = Gt ∗ u0(x) +
∫ t
0
∫
R
[(
Gt−s(x − ·)σ(uε(s, ·))
)
∗Gε
]
(y)W (dy, ds).
Hence, by Proposition 2.3 and |σ(u)| . |u|+ 1 we have
E
[|uε(t, x)|p]
.|Gt ∗ u0(x)|p + E
(∫ t
0
∫
R
∣∣∣F[Gt−s(x− ·)σ(uε(s, ·))](ξ)∣∣∣2e−ε|ξ|2 |ξ|1−2Hdξds) p2
≃|Gt ∗ u0(x)|p + E
(∫ t
0
∫
R2
∣∣∣Gt−s(x− y − h)σ(uε(s, y + h))
−Gt−s(x− y)σ(uε(s, y))
∣∣∣2|h|2H−2dhdyds) p2
.|Gt ∗ u0(x)|p +D1(t, x) +D2(t, x) +D3(t, x), (4.38)
where
D1(t, x) :=
(∫ t
0
∫
R2
∣∣Gt−s(y)−Gt−s(y + h)∣∣2
×
(
1 + ‖uε(s, x+ y)‖2Lp(Ω)
)
|h|2H−2dhdyds
) p
2
;
and
D2(t, x) :=
(∫ t
0
∫
R2
|Gt−s(y)|2‖uε(s, x+ y + h)− uε(s, x+ y)‖2Lp(Ω)|h|2H−2dhdyds
) p
2
.
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This means
‖uε(t, ·)‖2Lpλ(Ω×R) =
(∫
R
E
[|uε(t, x)|p]λ(x)dx) 2p
.‖u0(x)‖Lpλ(R) + I1 + I2 , (4.39)
where I1, I2 and I3 are defined and bounded as follows.
I1 :=
(∫
R
D1(t, x)λ(x)dx
) 2
p
.
∫ t
0
(t− s)H−1
(
1 + ‖uε(s, ·)‖2Lpλ(Ω×R)
)
ds . (4.40)
and lastly,
I2 :=
(∫
R
D3(t, x)λ(x)dx
) 2
p
.
∫ t
0
[
N ∗1
2−H,p
uε(s)
]2
√
t− s ds .
(4.41)
The bounds on I1, I2 together with (4.39) yield
‖uε(t, ·)‖2Lpλ(Ω×R).‖u0‖
2
Lpλ(ω×R) +
∫ t
0
(t− s)H−1 ‖uε(s, ·)‖2Lpλ(Ω×R)ds
+
∫ t
0
(t− s)−1/2
[
N ∗1
2−H,puε(s)
]2
ds . (4.42)
Step 4. Next, we obtain a bound for N ∗1
2−H,p
uε(t) analogous to (4.42). Similar to
(4.38) we have
E
[|uε(t, x) − uε(t, x+ h)|p]
.
∣∣Gt ∗ u0(x) −Gt ∗ u0(x+ h)∣∣p
+ E
(∫ t
0
∫
R2
∣∣∣[Gt−s(x − y − z)−Gt−s(x− y − z + h)]σ(uε(s, y + z))
− [Gt−s(x− z)−Gt−s(x− z + h)]σ(uε(s, z))∣∣∣2|y|2H−2dzdyds) p2
.I1(t, x, h) + I2(t, x, h) + I3(t, x, h) ,
where
I1(t, x, h) :=
∣∣Gt ∗ u0(x)−Gt ∗ u0(x+ h)∣∣p ,
I2(t, x, h) := E
(∫ t
0
∫
R2
[
Gt−s(x − y − z)−Gt−s(x − y − z + h)
]2
× ∣∣σ(uε(s, y + z))− σ(uε(s, z))∣∣2|y|2H−2dzdyds) p2 ,
I3(t, x, h) := E
(∫ t
0
∫
R2
∣∣∣Gt−s(x − y − z)−Gt−s(x − y − z + h)−Gt−s(x− z)
+Gt−s(x− z + h)
∣∣∣2 × ∣∣σ(uε(s, z))∣∣2|y|2H−2dzdyds) p2 .
Therefore, by Minkowski’s inequality we have[
N ∗1
2−H,puε(t)
]2
.
3∑
j=1
∫
R
(∫
R
Ij(t, x, h)λ(x)dx
) 2
p
|h|2H−2dh. (4.43)
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Our strategy is to control these three quantities by using the similar ideas as those
when we are dealing with the terms in proof of Proposition 4.2 (ii). At first, from
Lemma 2.5 the first one is bounded as follows:∫
R
(∫
R
I1(t, x, h)λ(x)dx
) 2
p
|h|2H−2dh
.
∫
R
(∫
R
[∫
R
Gt(x− y)λ(x)dx
]
|u0(y)− u0(y + h)|p dy
) 2
p
|h|2H−2dh
.
∫
R
(∫
R
|u0(y)− u0(y + h)|p λ(y)dy
) 2
p
|h|2H−2dh =
[
N ∗1
2−H,pu0
]2
.
(4.44)
For the second term, a change of variables and an application of Minkowski’s in-
equality give∫
R
∣∣∣∣∫
R
I2(t, x, h)λ(x)dx
∣∣∣∣ 2p |h|2H−2dh
.
∫ t
0
∫
R
(t− s)H−1
(∫
R3
(t− s)1−H[Gt−s(z)−Gt−s(z + h)]2|h|2H−2
× E
[∣∣uε(s, x+ y)− uε(s, x)∣∣p]λ(x − z)dxdzdh) 2p |y|2H−2dyds
.
∫ t
0
(t− s)H−1
[
N ∗1
2−H,pu(s)
]2
ds .
(4.45)
In order to bound I3(t, x, h), let us do change of variable and then split it to two
terms. This means
I3(t, x, h) . I31(t, x, h) + I32(t, x, h)
:=E
(∫ t
0
∫
R2
|t−s(y, z, h)|2|σ(uε(s, x))|2|y|2H−2dydzds
)p
2
+E
(∫ t
0
∫
R2
|t−s(y, z, h)|2|σ(uε(s, x+ z))− σ(uε(s, x))|2|y|2H−2dydzds
)p
2
with the notation t−s(z, y, h) being defined in (2.15). Applying Minkowski’s in-
equality, the condition |σ(u)| . |u|+ 1, and Lemma 2.8 one has∫
R
∣∣∣∣∫
R
I31(t, x, h)λ(x)dx
∣∣∣∣ 2p |h|2H−2dh
.
∫ t
0
(t− s)2H− 32
(
1 + ‖uε(s, ·)‖2Lpλ(Ω×R)
)
ds .
(4.46)
Again by Minkowski’s inequality, the Lipshitz condition on σ(·), and Lemma 2.11
we obtain∫
R
∣∣∣∣∫
R
I32(t, x, h)λ(x)dx
∣∣∣∣ 2p |h|2H−2dh . ∫ t
0
(t− s)H−1
[
N ∗1
2−H,pu(s)
]2
ds . (4.47)
Thus we get[
N ∗1
2−H,puε(t)
]2
.
[
N ∗1
2−H,pu0
]2
+
∫ t
0
[
(t− s)H−1 + (t− s)2H− 32
] [
N ∗1
2−H,pu(s)
]2
ds .
(4.48)
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Let us denote
Ψε(t) := ‖uε(s, ·)‖2Lpλ(Ω×R) +
[
N ∗1
2−H,puε(s)
]2
.
Combining the estimates (4.42) and (4.44)-(4.47) yields
Ψε(t) . ‖u0‖2Lpλ(Ω×R) +
[
N ∗1
2−H,pu0
]2
+
∫ t
0
[
(t− s)H−1 + (t− s)2H− 32
]
Ψε(s)ds .
From the above we can easily apply the Gronwall-type Lemma to obtain
sup
ε>0
‖uε‖Zpλ,T <∞ .
This completes the proof of the lemma. 
Recall that (C([0, T ]× R), dC) is the metric space with the metric dC defined by
(4.33).
Lemma 4.6. Let uε ∈ Zpλ,T . If uε → u almost surely in (C([0, T ] × R), dC) as
ε→ 0, then u is also in Zpλ,T .
Proof. Since uε converges to u in (C([0, T ]×R), dC) a.s., we have uε(t, x)→ u(t, x)
for each (t, x) ∈ [0, T ]× R almost surely. Thus
‖u(t, ·)‖Lpλ(Ω×R) =
(∫
R
E
[
lim
ε→0
|uε(t, x)|p
]
λ(x)dx
) 1
p
. lim
ε→0
(∫
R
E [|uε(t, x)|p]λ(x)dx
) 1
p
<∞. (4.49)
Thus, we can conclude that sup
t∈[0,T ]
‖u(t, ·)‖Lp
λ
(Ω×R) is finite.
On the other hand, for ∀x, h we have |uε(t, x + h) − uε(t, x)|2 → u(t, x + h) −
u(t, x)|2 a.s., so on the domain |h| ≤ 1∫
|h|≤1
‖u(t, ·+ h)− u(t, ·)‖2Lpλ(Ω×R)|h|
2H−2dh
≤ lim
ε→0
∫
|h|≤1
‖uε(t, ·+ h)− uε(t, ·)‖2Lpλ(Ω×R)|h|
2H−2dh.
For |h| ≥ 1, we simply bound ‖u(t, · + h) − u(t, ·)‖2Lp
λ
(Ω×R) by 2‖u(t, ·)‖2Lp
λ
(Ω×R),
which is finite. When H < 12 ,
∫
|h|>1 |h|2H−2 <∞. Thus we obtain that
sup
t∈[0,T ]
N ∗1
2−H,p = supt∈[0,T ]
(∫
R
‖u(t, ·+ h)− u(t, ·)‖2Lpλ(Ω×R)|h|
2H−2dh
) 1
2
<∞.
Together with (4.49), this implies that u ∈ Zpλ,T . 
Lemma 4.7. Let uε be the approximation mild solution defined in (4.35) and as-
sume that u0(x) belongs to Zpλ,0. Then
(i) If p > 64H−1 , then∥∥∥ sup
t∈[0,T ],x∈R
λ
1
p (x)N 1
2−Huε(t, x)
∥∥∥
Lp(Ω)
≤ CT,H(‖uε‖Zpλ,T + 1). (4.50)
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(ii) If p > 3H , then∥∥∥ sup
t,t+h∈[0,T ]
x∈R
λ
1
p (x)
[
uε(t+ h, x)− uε(t, x)
]∥∥∥
Lp(Ω)
≤ CT,H |h|γ(‖uε‖Zp
λ,T
+ 1), (4.51)
for all 0 < γ < H2 − 32p .
(iii) If p > 3H , then∥∥∥∥∥∥∥ supt∈[0,T ]
x,y∈R
uε(t, x)− uε(t, y)
λ−
1
p (x) + λ−
1
p (y)
∥∥∥∥∥∥∥
Lp(Ω)
≤ CT,H |x− y|γ(‖uε‖Zp
λ,T
+ 1), (4.52)
for all 0 < γ < H − 3p .
Proof. Denote for α ∈ [0, 1]
Jεα(r, ξ) =
∫ r
0
∫
R
∫
R
(r − s)−αGr−s(ξ − z)σ(uε(s, z))Gε(z − y)dzW (dy, ds).
Then Fubini’s theorem (factorization method) implies
uε(t, x) = Gt ∗ u0(x) + sin(πα)
π
∫ t
0
∫
R
(t− r)α−1Gt−r(x − ξ)Jεα(r, ξ)dξdr.
Using the same method as that in the proof of Proposition 4.2 (ii), (iii), (iv) and
Step 3 of Lemma 4.5, we can conclude the result. 
Proof of Theorem 1.5. We still assume σ(t, x, u) = σ(u) to simplify the notations.
From Lemma 4.5 and Lemma 4.7 (ii) and (iii) it follows that the two conditions of
Theorem 4.4 are satisfied. Hence, the probability measures on the space (C([0, T ]×
R),B(C([0, T ] × R)), dC) corresponding to the processes {uε , ε ∈ (0, 1]} are tight.
Thus, there is a subsequence εn ↓ 0 such that un = uεn convergence weakly. By
Skorokhod representation theorem, there is a probability space (Ω˜, F˜ , P˜) carrying
the subsequence u˜nj and noise W˜ such that the finite dimensional distributions of
(u˜nj , W˜ ) and (unj ,W ) coincide. Moreover, we have
u˜nj(t, x)→ u˜(t, x) in (C([0, T ]× R), dC) P˜-almost surely (4.53)
for a certain stochastic process u˜ as j →∞. By Lemma 4.6 we see that u˜ belongs
to space Zpλ,T equipped with the new probability P˜. We want to show that u˜ is a
weak solution to (1.1).
Define the filtration F˜t be the filtration generated by W˜ , we claim that u˜nj
satisfies (1.1) with W replaced by W˜ , more precisely,
u˜nj (t, x) = Gt ∗ u0(x) +
∫ t
0
∫
R
Gt−s(x− ·)σ(u˜nj (s, ·)) ∗Gεj (y)W˜ (dy, ds) . (4.54)
To show this it is sufficient to prove that for any Z ∈ L2(Ω˜, P˜) one has
E˜[u˜nj (t, x)Z] = E˜
[
Gt ∗ u0(x)Z
+
∫ t
0
∫
R
Gt−s(x− ·)σ(u˜nj (s, ·)) ∗Gεj (y)W˜ (dy, ds)Z
]
, (4.55)
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where E˜ means the expectation under P˜.
For any φ ∈ D(R), denote
W˜t(φ) =
∫
R
φ(x)W˜ (t, dx) ; Wt(φ) =
∫
R
φ(x)W (t, dx)
It is routine to argue that the set
S :=
{
f(W˜t1(φ), · · · , W˜tn(φ)) , 0 ≤ t1 ≤ · · · ≤ tn ≤ T f ∈ C0(Rn)
}
are dense in L2(Ω˜, P˜, F˜T ). This means that it is sufficient to choose Z = f(W˜t1(φ),
· · · , W˜tn(φ)) in (4.55), which is true because we have the following identities:
E˜[u˜nj (t, x)f(W˜t1 (φ), · · · , W˜tn(φ))] = E[unj (t, x)f(Wt1 (φ), · · · ,Wtn(φ))] ;
E˜
[
Gt ∗ u0(x)f(W˜t1 (φ), · · · , W˜tn(φ))
]
= E [Gt ∗ u0(x)f(Wt1 (φ), · · · ,Wtn(φ))] ;
and
E˜
[∫ t
0
∫
R
Gt−s(x− ·)σ(u˜nj (s, ·)) ∗Gεj (y)W˜ (dy, ds)f(W˜t1(φ), · · · , W˜tn(φ))
]
=E
[∫ t
0
∫
R
Gt−s(x− ·)σ(unj (s, ·)) ∗Gεj (y)W (dy, ds)f(Wt1 (φ), · · · ,Wtn(φ))
]
due to the fact the finite dimensional distributions of (u˜nj , W˜ ) coincide with that
of (unj ,W ). Therefore, u˜nj(t, x) satisfies (4.54).
From (4.53) and (4.54) it follows that u˜ is a mild solution to (1.1) with W
replaced by W˜ . Therefore we have completed the existence of a weak solution to
(1.1).
Moreover, for any γ ∈ (0, H− 3p ) and for any compact set T ∈ [0, T ]×R, Lemma
4.7 (parts (ii) and (iii)) implies that there exists constant C such that
E˜
(
sup
t,s,x,y∈T
∣∣∣∣ u(t, x) − u(s, y)|t− s| γ2 + |x− y|γ
∣∣∣∣p) ≤ C‖u‖pZpλ,T . (4.56)
This combined with Kolomogorov lemma implies the desired Ho¨lder continuity. 
5. Pathwise Uniqueness and Strong Existence of solutions
In this section we prove the pathwise uniqueness and the existence of strong solu-
tion for the equation (1.1). It is well known once pathwise uniqueness is achieved,
together with the existence of weak solution proved in previous section, we can
conclude the existence of the unique strong solutions to (1.1) by, see for example,
proof of Theorem 4.5 in [11] or the Yamada-Watanabe theorem ([15]). Therefore
we only need to focus on the proof of pathwise uniqueness.
Proof of Theorem 1.6. The proof follows the strategy in the proof of Theorem 4.3
of [11] combined with Proposition 4.2 (part (ii)).
Define the following stopping times
Tk := inf
{
t ∈ [0, T ] : sup
0≤s≤t,x∈R
λ
2
p (x)N 1
2−Hu(s, x) ≥ k,
or sup
0≤s≤t,x∈R
λ
2
p (x)N 1
2−Hv(s, x) ≥ k.
}
, k = 1, 2, · · ·
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Proposition 4.2, part (ii) implies that Tk ↑ T almost surely as k →∞. We need to
find appropriate bounds for the following two quantities:
I1(t) = sup
x∈R
E
[
1{t<Tk}|u(t, x)− v(t, x)|2
]
and
I2(t) = sup
x∈R
E
[∫
R
1{t<Tk}|u(t, x)− v(t, x) − u(t, x+ h) + v(t, x + h)|2|h|2H−2dh
]
.
At first, it is easy to see
1{t<Tk}(u(t, x)− v(t, x))
=1{t<Tk}
∫ t
0
∫
R
Gt−s(x− y)1{s<Tk}[σ(s, y, u(s, y))− σ(s, y, v(s, y))]W (dy, ds).
RecallDt(x, h) defined in (2.14) and denote△(t, x, y) = σ(t, x, u(t, y))−σ(t, x, v(t, y)).
We can decompose
E
[
1{t<Tk}|u(t, x)− v(t, x)|2
]
.E
(∫ t
0
∫
R2
1{s<Tk}|Dt−s(x− y, h)|2[△(s, y, y)]2|h|2H−2dhdyds
)
+E
(∫ t
0
∫
R2
1{s<Tk}G
2
t−s(x− y − h)[△(s, y + h, y)−△(s, y, y)]2|h|2H−2dhdyds
)
+E
(∫ t
0
∫
R2
1{s<Tk}G
2
t−s(x− y)[△(s, y, y + h)−△(s, y, y)]2|h|2H−2dhdyds
)
.
(5.1)
The assumption (1.13) of σ and the equality (2.17) can be used to dominate the
above first term. This is,
E
(∫ t
0
∫
R2
1{s<Tk}|Dt−s(x− y, h)|2[△(s, y, y)]2|h|2H−2dhdyds
)
.E
(∫ t
0
∫
R2
1{s<Tk}|Dt−s(x− y, h)|2|u(s, y)− v(s, y)|2|h|2H−2dhdyds
)
.
∫ t
0
(t− s)H−1 sup
y∈R
E
[
1{s<Tk}|u(s, y)− v(s, y)|2
]
ds =
∫ t
0
(t− s)H−1I1(s)ds .
Using the properties (1.13) of σ, we have if |h| > 1
[△(s, y + h, y)−△(s, y, y)]2 . |u(s, y)− v(s, y)|2
=
∣∣∣∣∫ v
u
[σ′ξ(s, y + h, ξ)− σ′ξ(s, y, ξ)]dξ
∣∣∣∣2 . |u(s, y)− v(s, y)|2 ,
and if |h| ≤ 1 (with the help of additional properties (1.14))
[△(s, y + h, y)−△(s, y, y)]2
=
∣∣∣∣∫ v
u
[σ′ξ(s, y + h, ξ)− σ′ξ(s, y, ξ)]dξ
∣∣∣∣2 . |h|2|u(s, y)− v(s, y)|2 .
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Thus, the second term in (5.1) is bounded by
E
(∫ t
0
∫
R
∫
|h|>1
1{s<Tk}G
2
t−s(x− y − h)|u(s, y)− v(s, y)|2|h|2H−2dhdyds
)
+ E
(∫ t
0
∫
R
∫
|h|≤1
1{s<Tk}G
2
t−s(x − y − h)|u(s, y)− v(s, y)|2|h|2Hdhdyds
)
.
∫ t
0
I1(s)
(∫
R
G2t−s(x− y)dy
)
ds .
∫ t
0
(t− s)− 12 I1(s)ds .
For the last term in (5.1) we have by (1.13), (1.15)∣∣△(s, y, y + h)−△(s, y, y)∣∣2
=
∣∣∣ ∫ 1
0
[u(s, y + h)− v(s, y + h)]σ′ξ(s, y, θu(s, y + h) + (1− θ)v(s, y + h))dθ
−
∫ 1
0
[u(s, y)− v(s, y)]σ′ξ(s, y, θu(s, y) + (1− θ)v(s, y))dθ
∣∣∣2
.|u(s, y + h)− v(s, y + h)− u(s, y) + v(s, y)|2
+λ
2
p (y)|u(s, y)− v(s, y)|2 · [|u(s, y + h)− u(s, y)|2 + |v(s, y + h)− v(s, y)|2] .
Noticing the additional uniform decay assumption (1.13), we can dominate the last
term in (5.1) by
kC
∫ t
0
(t− s)− 12 [I1(s) + I2(s)]ds .
Summarizing the above estimates we have
I1(t) . k
∫ t
0
(t− s)H−1[I1(s) + I2(s)]ds ,
where the constant k depends on the stopping times Tk.
The similar procedure can be applied to estimate term I2(t) above as
I2(t) . k
∫ t
0
(t− s)2H− 32 [I1(s) + I2(s)]ds .
As a consequence,
I1(t) + I2(t) . k
∫ t
0
(t− s)2H− 32 [I1(s) + I2(s)]ds.
Now Gronwall’s lemma implies I1(t) + I2(t) = 0 for all t ∈ [0, T ]. In particular, we
have
E
[
1{t<Tk}|u(t, x)− v(t, x)|2
]
= 0 .
Thus, we have u(t, x) = v(t, x) almost surely on {t < Tk} for all k ≥ 1, and the fact
Tk ↑ ∞ a.s as k tends to infinity necessarily indicate u(t, x) = v(t, x) a.s. for every
t ∈ [0, T ] and x ∈ R.
It is clear that hypothesis (H2) implies the hypothesis (H1). So the existence
of a Ho¨lder continuous modification version of the solution follows from Theorem
1.5. We have then completed the proof of Theorem 1.6. 
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