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An important step in solving linear differential equations in closed
form is its factorization and generating the Loewy decomposition
from it. For ordinary equations this is fairly straightforward be-
cause all operators involved generate principal ideals in the cor-
responding ring of operators. This is different for linear partial
differential equations and the operators associated with them; its
so-called non-unique factorizations have created some confusion in
the past. Fundamental to Loewy’s theory is the concept of a com-
pletely reducible operator; it is deﬁned to be the left intersection of
its irreducible constituents. Consequently a systematic investigation
of the intersection ideals in the corresponding rings of differential
operators is an indispensable requirement for generalizing Loewy’s
theory. The article at hand gives a thorough description of the pos-
sible intersection ideals of two ﬁrst-order operators in two or three
variables. Furthermore, it is shown how software provided on the
website www.alltypes.de may be applied for solving concrete
problems.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The interest in the subject of this article originates from the factorization of differential operators
and its corresponding Loewy-decomposition. For ordinary operators these factorizations have been es-
tablished by Beke [1], Schlesinger [19], Loewy [14] and Ore [15]; a detailed discussion of second- and
third-order operators may be found in Chapter 2 of the book by Schwarz [20]. At the core of Loewy’s
theory is the concept of a completely reducible operator; by deﬁnition an operator is completely
reducible if it may be expressed as least common left multiple or left intersection of irreducible op-
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completely reducible components of highest order. This proceeding has turned out to be one of the
most important tools for solving linear ordinary differential equations (ode’s) in closed form, e.g. in
terms of elementary or Liouvillian functions. In Appendix D of the book by Schwarz [20] it is shown
that almost all Liouvillian solutions of linear ode’s listed in the collection by Kamke [11] may be
obtained from its Loewy decomposition; the only exceptions are irreducible equations with a ﬁnite
Galois group.
Despite their success for ordinary operators and equations, these methods have rarely been ap-
plied to partial operators. One of the few exceptions was the thesis of Blumberg [2]; in particular an
example of an operator with a factorization called non-unique by him in an appendix to his thesis
created a lot of attention, and also some confusion. This apparently strange behavior prevented the
proper generalization of Loewy’s theory to linear partial differential equations (pde’s) for a long time.
Consequently a systematic method for solving linear pde’s in closed form virtually does not exist; still
tabulations of solved equations such as the collection by Polyanin [17] are the best tools for ﬁnding
solutions.
These remarks show that a generalization of Loewy’s theory to linear pde’s is highly desirable.
From the experience obtained from the ordinary case, and from Blumberg’s example, such an under-
taking will involve the following steps.
(i) The foundation of Loewy’s theory for partial differential operators will be a complete understand-
ing of the left intersection ideals in the respective ring of partial differential operators, and how
they may be combined to obtain the proper analog to the completely reducible components.
(ii) The exact quotient for ordinary operators has to be properly generalized and may be applied for
deﬁning classes of decomposition types in analogy to the ordinary case.
(iii) In order to apply the results of steps (i) and (ii) to concrete problems, algorithms must be devel-
oped for determining right factors or divisors. If this is not possible in general, classes of solvable
problems should be identiﬁed; computer algebra software should be developed for performing
the necessary calculations in these cases. In general the decidability of the existence of factors
should be investigated.
(iv) The relation between the various decomposition types of any given equation and the structure of
its solution should be investigated; in particular this involves determining the number and the
explicit form of the arguments of the undetermined functions in the general solution, and how
the undetermined functions enter into it.
Performing this program may establish a new subﬁeld in the theory of linear pde’s. The con-
ventional methods for solving linear pde’s, based on tabulations and experience gained from similar
problems, will be replaced by decision procedures and algorithms that are implemented in a com-
puter algebra system, exactly as it has already happened for linear ode’s.
It is the purpose of this article to provide an answer to the problems mentioned under point (i) of
the above program. The left intersection ideals for ﬁrst-order operators in two or three variables will
be studied in detail; a complete listing of all possible types of intersection- and sum-ideals of such
operators, supplemented by the corresponding ideals of constraints in the coeﬃcient ring.
In the remaining part of this introduction a few basic concepts from the theory of noncommu-
tative rings of differential operators are given that will be used later on in this article. The ring
of differential operators in the plane is denoted by D = Q(x, y)[∂x, ∂y]. Its elements have the form∑
ri, j(x, y)∂ ix∂
j
y where ri, j is a rational function in x and y. Similarly, operators in three-space are
from D =Q(x, y, z)[∂x, ∂y, ∂x]. If not stated otherwise, D will mean either of these rings, depending
on the context.
Let I be a left ideal which is generated by elements li ∈ D, i = 1, . . . , p. Then one writes I =
〈l1, . . . , lp〉. Because right ideals are not considered in this article, sometimes I is simply called an
ideal. If the element li ∈ D is applied to a differential indeterminate z, a differential polynomial is
obtained; it may be considered as the left-hand side of a differential equation for z. In this way
the ideal I = 〈l1, l2, . . .〉 corresponds to the system of linear pde’s l1z = 0, l2z = 0, . . . for the single
function z. Sometimes the abbreviated notation I z = 0 is applied for the latter.
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which form a Janet basis. They are the differential analogon to Gröbner bases of commutative algebra,
originally introduced by Buchberger [3]; Gröbner bases in rings of differential operators have been
considered by Castro-Jiménez [5]. Good introductions to the subject may be found in the articles [6]
or [16], or in Chapter 1 of [18], or Chapter 2 of [20]. The most distinctive feature of a Janet basis
is the fact that it contains all algebraic consequences for the derivatives in the ideal generated by its
members explicitly. For a given ranking of partial derivatives it is a unique representative for the ideal
it generates. This is achieved by adding iteratively all integrability conditions until all of them may be
reduced to zero by members of the basis; for details see the above mentioned literature.
Consider I ⊆D, and denote by In the intersection of I with the linear space of all derivatives of
order not higher than n. Then according to [12], see also [4] and [13], the Hilbert–Kolchin polynomial
of I is deﬁned by
HI (n) ≡
(
n + k
k
)
− dim In (1)
where k is the number of variables. The ﬁrst term equals the number of all derivatives of order
not higher than n. Consequently for suﬃciently large n the value of HI (n) counts the number of
derivatives of order not higher than n which are not in the ideal generated by the leading derivatives
of the generators of I . The degree deg(HI ) of HI is called the differential type of I [12, p. 130]; or
[4, p. 602]. Its leading coeﬃcient lc(HI ) is called the typical differential dimension of I , ibid. The pair
(deg(HI ), lc(HI )) for an ideal I is called the differential dimension of I , denoted by gI [9].
Given any ideal I it may occur that it is properly contained in some larger ideal J with coeﬃcients
in the same ﬁeld as I; then J is called a divisor of I . If J has the same differential type as I the latter
is called reducible; if such a divisor does not exist it is called irreducible. An ideal may be irreducible,
yet there may be a divisor of lower differential type.
Let I and J be two ideals in I ⊆D. Their left intersection ideal or least common left multiple I ∩ J is
the largest ideal with the property that it is contained in both I and J .1 Their sum or greatest common
right divisor I + J is the smallest ideal with the property that both I and J are contained in it. Sit
[22, Theorem 4.1] has shown the important relation
lc(HI+ J ) + lc(HI∩ J ) = lc(HI ) + lc(H J ) (2)
for its typical differential dimensions. If the meet operation is deﬁned as the intersection and the join
as the sum of two ideals, the left ideals form a lattice. Some of its properties have been investigated
by [10] and [24].
By analogy with the well-known Landau symbol of asymptotic analysis, the following notation will
frequently be applied. Whenever in an expression terms of order lower than some ﬁxed term τ are
not relevant, they are collectively denoted by 0(τ ). This will frequently occur in lex term orderings
where τ denotes the highest term involving a particular variable.
Another short-hand notation concerns the generators of ideals of differential operators. If only the
number of generators and their leading derivatives are of interest, the abbreviated notation 〈. . .〉LT
will be used. For example, if an ideal of differential operators is generated by two elements with
leading derivatives ∂xx and ∂xy , it is denoted by 〈∂xx, ∂xy〉LT . A principal ideal that is generated by a
single generator with highest derivative ∂xxx is abbreviated by 〈∂xxx〉LT . The leading derivatives of the
Janet basis generators of an ideal deﬁne the type of the ideal.
Finally a few remarks concerning the calculations in Sections 2 and 3 seem appropriate. The well-
known procedure for determining intersection ideals in commutative algebra (see Cox et al. [7]) is
adjusted for rings of differential operators. Because the goal is to obtain a classiﬁcation for all possible
1 Some authors deﬁne the generator of the left intersection ideal with the lowest leading derivative as the least common left
multiple.
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coeﬃcients. In the course of the calculation branchings occur due to the possible vanishing of leading
coeﬃcients; they lead to the various alternatives. In several places proper substitutions are made in
order to keep the expressions under control; this is absolutely crucial, without it the coeﬃcients grow
such that virtually not a single case could be completed. The conditions for the coeﬃcients determine
the various intersection types. The representation of the respective branching in Figs. 1, 2 and 3 should
be particularly helpful; in addition to the generic case with no constraints at all, there are one, two
or three differential polynomial constraints for the various alternatives.
2. Intersection ideals in the ringQ(x, y)[∂x, ∂y]
In this section intersections and sums of principal ideals generated by ﬁrst-order operators in the
ring D ≡Q(x, y)[∂x, ∂y] will be studied. The term order is always lex with x > y and z > u.
Proposition 1. Let the ideals Ii = 〈∂x + ai∂y + bi〉 for i = 1,2 with I1 = I2 be given. Both ideals have dif-
ferential dimension (1,1). There are three different cases for their intersection I1 ∩ I2 , all are of differential
dimension (1,2).
(i) If a1 = a2 and ( b1−b2a1−a2 )x = ( a1b2−a2b1a1−a2 )y , there holds
I1 ∩ I2 = 〈∂xx〉LT and I1 + I2 =
〈
∂x + a1b2 − a2b1
a1 − a2 , ∂y +
b1 − b2
a1 − a2
〉
.
(ii) If a1 = a2 and ( b1−b2a1−a2 )x = ( a1b2−a2b1a1−a2 )y , there holds
I1 ∩ I2 = 〈∂xxx, ∂xxy〉LT and I1 + I2 = 〈1〉.
(iii) If a1 = a2 = a and b1 = b2 , there holds
I1 ∩ I2 = 〈∂xx〉LT and I1 + I2 = 〈1〉.
Case (ii) is the generic case for the intersection of I1 and I2 .
Proof. The proof follows closely [8] with some minor improvements. In accordance with [7, Theo-
rem 11 on p. 186], an auxiliary parameter u is introduced and the operators u(∂x + a1∂y + b1) and
(1 − u)(∂x + a2∂y + b2) are considered. In order to compute generators for the intersection ideal,
a Janet basis with u as the highest variable has to be computed. To this end, computationally it is
more convenient to ﬁnd the Janet basis with respect to the differential indeterminate z and a new
indeterminate w = uz with w > z in a lexicographic term ordering. The intersection ideal is obtained
from the expressions not involving w; the sum ideal is obtained by substituting z = 0. This yields the
differential polynomials
wx + a1wy + b1w and wx + a2wy + b2w − zx − a2zy − b2z. (3)
If a1 = a2 autoreduction leads to
wx + a1b2 − a2b1
a1 − a2 w −
a1
a1 − a2 (zx + a2zy + b2z),
wy + b1 − b2 w + 1 (zx + a2zy + b2z). (4)
a1 − a2 a1 − a2
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[(
a1b2 − a2b1
a1 − a2
)
y
−
(
b1 − b2
a1 − a2
)
x
]
w − 1
a1 − a2 Ux −
a1
a1 − a2 U y
−
[(
1
a1 − a2
)
x
+
(
a1
a1 − a2
)
y
+ b1
a1 − a2
]
U = 0.
If the coeﬃcient of w vanishes, the remaining expression has the leading term zxx and is the lowest
element of a Janet basis; it corresponds to a principal intersection ideal 〈∂xx〉LT . The sum ideal is
obtained from (4) for z = 0. This is case (i).
If the coeﬃcient of w does not vanish, this expression may be applied to eliminate w in (4).
It yields two expressions with leading derivatives uxxx and uxxy respectively; they correspond to an
intersection ideal 〈∂xxx, ∂xxy〉LT . Because the sum ideal is trivial, due to (2) it must be a Janet basis.
This is case (ii).
Finally, if a1 = a2 = a, autoreduction of (3) yields two expressions of the type w + O (zx) and
O (zxx) respectively; they correspond to an intersection ideal 〈∂xx〉LT and a trivial sum ideal. This is
case (iii). 
Case (ii) of the above proposition is the generic case because it does not involve any constraints for
the coeﬃcients of the generators of I1 and I2. Consequently two random ﬁrst-order operators almost
always will generate a non-principal intersection ideal. An example for each alternative is given next.
Example 1. Consider the two ideals
I1 = 〈∂x + 1〉 and I2 =
〈
∂x + (y + 1)∂y
〉
,
both of differential dimension (1,1). The condition for case (i) of the above proposition is satisﬁed.
Consequently, there holds
Lclm(I1, I2) =
〈
∂xx + (y + 1)∂xy + ∂x + (y + 1)∂y
〉
,
Gcrd(I1, I2) =
〈
∂x + 1, ∂y − 1
y + 1
〉
of differential dimension (1,2) and (0,1) respectively.
Example 2. The two ideals I1 = 〈∂x + 1〉 and I2 = 〈∂x + x∂y〉, both of differential dimension (1,1),
do not satisfy the condition of case (i) of the above proposition; furthermore, there holds a1 = a2.
Therefore by case (ii) the intersection ideal is
Lclm(I1, I2) =
〈
∂xxx − x2∂xyy + 3∂xx + (2x+ 3)∂xy − x2∂yy + 2∂x + (2x+ 3)∂y,
∂xxy + x∂xyy − 1
x
∂xx − 1
x
∂xy + x∂yy − 1
x
∂x −
(
1+ 1
x
)
∂y
〉
of differential dimension (1,2); Gcrd(I1, I2) = 〈1〉.
Example 3. The two ideals I1 = 〈∂x + x∂y + y〉 and I2 = 〈∂x + x∂y − y〉, both of differential dimension
(1,1), satisfy the condition of case (iii) of the above proposition, their intersection ideal is
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〈
∂xx + 2x∂xy + x2∂yy − x
y
∂x − x
2 − y
y
∂y − y2
〉
of differential dimension (1,2); Gcrd(I1, I2) = 〈1〉.
The above proposition does not cover the case that one operator has leading derivative ∂y ; it is
considered next.
Proposition 2. Let the ideals I1 = 〈∂x + a1∂y + b1〉 and I2 = 〈∂y + b2〉 be given, I1 = I2 . There are two
different cases for their intersection.
(i) If (b1 − a1b2)y = b2,x, there holds
I1 ∩ I2 = 〈∂xy〉LT and I1 + I2 = 〈∂x + b1 − a1b2, ∂y + b2〉.
(ii) If the preceding case does not apply, there holds
I1 ∩ I2 = 〈∂xxy, ∂xyy〉LT and I1 + I2 = 〈1〉.
Case (ii) is the generic case for the intersection of I1 and I2 .
Proof. By a similar reasoning as in the preceding proposition, the differential polynomials wx +
a1wy + b1w and wy + b2w − zy − b2z are obtained. Autoreduction yields
wx + (b1 − a1b2)w + a1zy + a1b2z, wy + b2w − zy + b2z. (5)
In order to make this into a Janet basis in a lex term order with w > z and x > y, the single inte-
grability condition has to be satisﬁed. Upon reduction w.r.t. (5) it assumes the form [(b1 − a1b2)y −
b2,x]w + O (zxy). If the coeﬃcient of w vanishes, an expression with leading term zxy remains; it
corresponds to a principal intersection ideal. This is case (i).
If the coeﬃcient of w does not vanish, this expression has to be applied to eliminate w from (5).
The resulting polynomials with leading terms zxxy and zxyy correspond to the ideal in case (ii). 
All intersection ideals obtained in the above propositions are either principal, or they are generated
by two operators in accordance with a theorem due to Stafford [23]. Furthermore, in the latter case
the two generators form a Janet basis. It will turn out in the next section that this is a peculiarity of
the operators in the plane.
3. Intersection ideals in the ringQ(x, y, z)[∂x, ∂y, ∂z]
In applications usually the number of variables is higher than two, e.g. there may occur two-space
variables and a time variable, or three coordinates of physical space. Therefore it is highly desirable to
consider differential operators in more than two variables. A ﬁrst step into this direction is the ideals
of ﬁrst-order operators in three variables x, y and z considered next.
Proposition 3. Let the ideals Ii = 〈∂x + ai∂y + bi∂z + ci〉 for i = 1,2 with I1 = I2 be given; eleven cases
for their intersection ideal I1 ∩ I2 have to be distinguished; their differential dimension is always (2,2). The
expressions P , Q and R are deﬁned by (10), (11) and (23); S1 , S2 , T1 and T2 are deﬁned by (17), (18) and
(29); they involve only the coeﬃcients of the given operators Ii . U , V and W involving also the indeterminate
u are deﬁned by (7), (12) and (24).
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I1 ∩ I2 = 〈∂xx〉LT and I1 + I2 = 〈∂x, ∂y〉LT .
(ii) If a1 = a2 , P = 0 and Q = 0, there holds
I1 ∩ I2 = 〈∂xxx, ∂xxy〉LT and I1 + I2 = 〈1〉.
(iii) If a1 = a2 , P = 0 and S1 = S2 = 0, there holds
I1 ∩ I2 = 〈∂xxx, ∂xxy〉LT and I1 + I2 = 〈∂x, ∂y, ∂z〉LT .
(iv) If a1 = a2 , P = 0 and S2 = 0, there holds
I1 ∩ I2 = 〈∂xxyy, ∂xxyz, ∂xxx〉LT and I1 + I2 = 〈1〉.
(v) If a1 = a2 , P = 0, S1 = 0 and S2 = 0, there holds
〈∂xxxx, ∂xxxz, ∂xxy〉LT and I1 + I1 = 〈1〉.
(vi) If a1 = a2 = a, b1 = b2 , az = 0 and R = 0, there holds
I1 ∩ I2 = 〈∂xx〉LT and I1 + I2 = 〈∂x, ∂z〉LT .
(vii) If a1 = a2 = a, b1 = b2 , az = 0 and R = 0, there holds
I1 ∩ I2 = 〈∂xxx, ∂xxz〉LT and I1 + I2 = 〈1〉.
(viii) If a1 = a2 = a, b1 = b2 , az = 0 and T1 = T2 = 0, there holds
I1 ∩ I2 = 〈∂xxx, ∂xxz〉LT and I1 + I2 = 〈∂x, ∂y, ∂z〉LT .
(ix) If a1 = a2 = a, b1 = b2 , az = 0 and T2 = 0, there holds
I1 ∩ I2 = 〈∂xxyz, ∂xxzz, ∂xxx〉LT and I1 + I2 = 〈1〉.
(x) If a1 = a2 = a, b1 = b2 , az = 0, T1 = 0 and T2 = 0, there holds
I1 ∩ I2 = 〈∂xxxx, ∂xxxy, ∂xxz〉LT and I1 + I2 = 〈1〉.
(xi) If a1 = a2 = a, b1 = b2 = b and c1 = c2 , there holds
I1 ∩ I2 = 〈∂xx〉LT and I1 + I2 = 〈1〉.
Case (iv) is the generic case for the intersection of two ideals I1 and I2 .
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are obtained:
wx + a1wy + b1wz + c1w,
wx + a2wy + b2wz + c2w − ux − a2uy − b2uz − c2u. (6)
They will be transformed into a Janet basis in lex term order with w > u and x > y > z. The intersec-
tion ideal is obtained from those elements of the Janet basis involving only u, whereas the sum ideal
is obtained by substituting u = 0. In particular this means that if the Janet basis contains an element
with leading term w , the sum ideal is 〈1〉.
At ﬁrst a1 = a2 is assumed. Deﬁning
U ≡ ux + a2uy + b2uz + c2u = O (ux) (7)
the result of autoreducing system (6) is
wx + a1b2 − a2b1
a1 − a2 wz +
a1c2 − a2c1
a1 − a2 w −
a1
a1 − a2 U , (8)
wy + b1 − b2
a1 − a2 wz +
c1 − c2
a1 − a2 w +
1
a1 − a2 U . (9)
There is a single integrability condition between (8) and (9). Upon reduction and deﬁning
P ≡
(
b1 − b2
a1 − a2
)
x
−
(
a1b2 − a2b1
a1 − a2
)
y
+ a1b2 − a2b1
a1 − a2
(
b1 − b2
a1 − a2
)
z
− b1 − b2
a1 − a2
(
a1b2 − a2b1
a1 − a2
)
z
, (10)
Q ≡
(
c1 − c2
a1 − a2
)
x
−
(
a1c2 − a2c1
a1 − a2
)
y
+ a1b2 − a2b1
a1 − a2
(
c1 − c2
a1 − a2
)
z
− b1 − b2
a1 − a2
(
a1c2 − a2c1
a1 − a2
)
z
, (11)
V ≡ 1
a1 − a2 (Ux + a1U y + b1Uz + c1U )
− 1
(a1 − a2)2
[
(a1 − a2)x + a1,zb2 − a2,zb1 + a1,ya2 − a2,ya1
]
U (12)
it has the form
Pwz + Q w + V = 0. (13)
If P = Q = 0 the system comprising (8), (9) and V = 0 forms a Janet basis; there are no further
reductions possible. The lowest element V = 0 has a leading term proportional to uxx , corresponding
to a principal intersection ideal 〈∂xx〉LT ; the sum ideal is obtained from (8) and (9). This is case (i).
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Vx + a1b2 − a2b1
a1 − a2 Vz −
(
Qx
Q
+ a1b2 − a2b1
a1 − a2
Q z
Q
− a1c2 − a2c1
a1 − a2
)
V + a1
a1 − a2 Q U ,
V y + b1 − b2
a1 − a2 Vz −
(
Q y
Q
+ b1 − b2
a1 − a2
Q z
Q
− c1 − c2
a1 − a2
)
V − 1
a1 − a2 Q U .
There is a single integrability condition between them that may be reduced to zero; consequently
they form a Janet basis with leading derivatives uxxx and uxxy . The corresponding intersection ideal is
〈∂xxx, ∂xxy〉LT ; the sum ideal is trivial. This is case (ii).
Assume P = 0 now; autoreduction of the full system comprising (8), (9) and (13) yields
wx +
(
a1c2 − a2c1
a1 − a2 −
a1b2 − a2b1
a1 − a2
Q
P
)
w − a1b2 − a2b1
a1 − a2
V
P
− a1
a1 − a2 U , (14)
wy +
(
c1 − c2
a1 − a2 −
b1 − b2
a1 − a2
Q
P
)
w − b1 − b2
a1 − a2
V
P
+ 1
a1 − a2 U , (15)
wz + Q
P
w + V
P
. (16)
There are two integrability conditions to be satisﬁed for this system, (14)z–(16)x and (15)z–(16)y .
Deﬁning
S1 ≡
(
Q
P
)
x
+
(
a1b2 − a2b1
a1 − a2
Q
P
)
z
−
(
a1c2 − a2c1
a1 − a2
)
z
and (17)
S2 ≡
(
Q
P
)
y
+
(
b1 − b2
a1 − a2
Q
P
)
z
−
(
c1 − c2
a1 − a2
)
z
, (18)
upon reduction w.r.t. (14), (15) and (16), and a sign change, they may be written as
S1w + 1
P
Vx + 1
P
a1b2 − a2b1
a1 − a2 Vz
+ 1
P
[(
a1b2 − a2b1
a1 − a2
)
z
+ a1c2 − a2c1
a1 − a2 −
Px
P
− a1b2 − a2b1
a1 − a2
Pz
P
]
V
+ a1
a1 − a2 Uz +
[(
a1
a1 − a2
)
z
+ a1
a1 − a2
Q
P
]
U = 0, (19)
S2w + 1
P
V y + 1
P
b1 − b2
a1 − a2 Vz +
1
P
[(
b1 − b2
a1 − a2
)
z
+ c1 − c2
a1 − a2 −
P y
P
− b1 − b2
a1 − a2
Pz
P
]
V
− 1
a1 − a2 Uz −
[(
1
a1 − a2
)
z
+ 1
a1 − a2
Q
P
]
U = 0. (20)
If both S1 = 0 and S2 = 0, (19) and (20) form a Janet basis with leading derivatives uxxx and uxxy
corresponding to an intersection ideal 〈∂xxx, ∂xxy〉LT . The sum ideal belonging to it is obtained from
(14), (15) and (16). This is case (iii).
If S1 = 0 and S2 = 0, (19) and (20) have the form w + O (uxxx) = 0 and w + O (uxxy) = 0, re-
spectively. Autoreduction of these two expressions yields w + O (uxxy) = 0 and O (uxxx) = 0. Applying
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tives uxxxy , uxxyy and uxxyz . Reduction w.r.t. the latter expression yields a Janet basis with leading
derivatives uxxyy and uxxyz and uxxx , i.e. an intersection ideal 〈∂xxyy, ∂xxyz, ∂xxx〉LT . The same result is
obtained if S1 = 0 and S2 = 0. In either case the sum ideal is trivial. This is case (iv).
If S1 = 0 and S2 = 0, similar arguments lead to a Janet basis with leading derivatives uxxxx , uxxxz
and uxxy , i.e. an intersection ideal 〈∂xxxx, ∂xxxz, ∂xxy〉LT and trivial sum. This is case (v).
If a1 = a2 = a and b1 = b2, autoreduction of system (6) yields
wx + awy + b1c2 − b2c1
b1 − b2 w −
b1
b1 − b2 U , (21)
wz + c1 − c2
b1 − b2 w +
1
b1 − b2 U . (22)
Deﬁning
R ≡
(
c1 − c2
b1 − b2
)
x
+ a
(
c1 − c2
b1 − b2
)
y
−
(
b1c2 − b2c1
b1 − b2
)
z
, (23)
W ≡ − 1
b1 − b2 (Ux + aU y + b1Uz + c1U )
+ 1
(b1 − b2)2
[
(b1 − b2)x + a(b1 − b2)y + b1,zb2 − b2,zb1
]
U (24)
the single integrability condition (21)z–(22)x may be written, upon reduction w.r.t. (21) and (22), as
azw y + Rw + W = 0. (25)
If az = R = 0, (21), (22) and W = 0 combined form a Janet basis. Because W = O (uxx) it corresponds
to a principal intersection ideal 〈∂xx〉LT . The sum ideal is obtained from (21) and (22). This is case (vi).
If az = 0 and R = 0, (25) reads w + WR = 0; it may be applied for reducing (21) and (22); up to a
factor −R the result is
Wx + aW y −
(
Rx
R
+ a R y
R
− b1c2 − b2c1
b1 − b2
)
W + b1
b1 − b2 RU = 0,
Wz − Rz
R
W + c1 − c2
b1 − b2 W −
1
b1 − b2 RU = 0.
These two equations form a Janet basis with leading derivatives uxxx and uxxz; they yield the inter-
section ideal 〈∂xxx, ∂xxz〉LT ; the sum ideal is trivial. This is case (vii).
If az = 0, autoreduction of the system comprising (21), (22) and (25) yields
wx −
(
a
az
R − b1c2 − b2c1
b1 − b2
)
w − a
az
W − b1
b1 − b2 U = 0, (26)
wy + 1
az
Rw + 1
az
W = 0, (27)
wz + c1 − c2 w + 1 U = 0. (28)
b1 − b2 b1 − b2
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T1 ≡
(
1
az
R
)
x
+
(
a
az
R − b1c2 − b2c1
b1 − b2
)
y
and T2 ≡
(
1
az
R
)
z
−
(
c1 − c2
b1 − b2
)
y
(29)
they are, upon reduction w.r.t. (26), (27) and (28), and a sign change in the ﬁrst one,
T1w + 1
az
Wx + a
az
W y +
[(
1
az
)
x
+
(
a
az
)
y
+ 1
az
b1c2 − b2c1
b1 − b2
]
W
+ b1
b1 − b2 U y +
[(
b1
b1 − b2
)
y
+ 1
az
b1
b1 − b2 R
]
U = 0, (30)
T2w + 1
az
Wz +
[(
1
az
)
z
+ 1
az
c1 − c2
b1 − b2
]
W
− 1
b1 − b2 U y −
[(
1
b1 − b2
)
y
+ 1
az
1
b1 − b2 R
]
U = 0. (31)
If both T1 = 0 and T2 = 0, (30) and (31) form a Janet basis with leading derivatives uxxx and uxxz;
they correspond to an intersection ideal 〈∂xxx, ∂xxz〉LT . The sum ideal belonging to it is obtained from
(26), (27) and (28) by substituting u = 0. This is case (viii).
If T1 = 0 and T2 = 0, (30) and (31) have the form w + O (uxxx) = 0 and w + O (uxxz) = 0, re-
spectively. Autoreduction yields w + O (uxxy) = 0 and O (uxxx) = 0. By a similar reasoning as above
following Eq. (20), a Janet basis with leading derivatives uxxyz , uxxzz , uxxx is obtained; it corresponds
to an intersection ideal 〈∂xxyz, ∂xxzz, ∂xxx〉LT . The same result is obtained if T1 = 0 and T2 = 0. In either
case the sum ideal is trivial. This is case (ix).
If T1 = 0 and T2 = 0, similar arguments lead to a Janet basis with leading derivatives uxxxx , uxxxy
and uxxz , i.e. an intersection ideal 〈∂xxxx, ∂xxxy, ∂xxz〉LT and trivial sum. This is case (x).
If a1 = a2 = a, b1 = b2 = b and c1 = c2, a single autoreduction step of (6) yields w + 1c1−c2 U .
Applying it to eliminate w from the ﬁrst member of (6) leads to
Ux + aU y + bUz + c1U + (c1 − c2)
[(
1
c1 − c2
)
x
+ a
(
1
c1 − c2
)
y
+ b
(
1
c1 − c2
)
z
]
U .
Consequently the intersection ideal is principal of the type 〈∂xx〉LT ; the sum ideal is trivial. This is
case (xi).
Case (iv) is the generic case because it does not involve any constraints for the coeﬃcients of the
generators of I1 and I2. 
The graph of Fig. 1 illustrates how the various alternatives described in Proposition 3 are re-
lated. Two random ﬁrst-order operators will almost always generate an intersection ideal according to
case (iv); the constraints for the other cases correspond to smaller ideals in the coeﬃcient ring of the
given operators. The following examples are of this kind; in general it is diﬃcult to construct special
examples the intersection ideals of which are generated by operators of modest size.
Example 4. Let l1 ≡ ∂x − ∂y and l2 ≡ ∂x − ∂z be two operators in three-space. By Proposition 3, case (i),
there holds Lclm(l1, l2) = ∂xx − ∂xy − ∂xz + ∂yz and Gcrd(l1, l2) = 〈∂x − ∂z, ∂y − ∂z〉. The differential
equation Lclm(l1, l2)w = 0 has the solution w = F (x + y, z) + G(x + z, y) whereas the solution of
Gcrd(l1, l2)w = 0 is w = H(x + y + z); F , G and H are undetermined functions of their arguments.
H may be determined by specialization from F and G in an obvious way.
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Example 5. The ﬁrst operator of the preceding example is now changed to d1 ≡ ∂x − ∂y + z whereas
the second one is again d2 ≡ ∂x − ∂z; there holds a1 = a2, P = 0, Q = 1. The left intersection ideal is
not principal any more; by Proposition 3, case (iii), it is
Lclm(d1,d2) =
〈
∂xxx − 3∂xxz − ∂xyy + 2(∂xyz + ∂yzz)
− 2z(∂xz + ∂yz − ∂zz) −
(
z2 − 4)(∂x − ∂z), ∂xxy − ∂xxx − ∂xzz + ∂yyz − ∂yzz
− z(∂xx − ∂zz) + 2z(∂xy − ∂yz) −
(
z2 + 2)(∂x + ∂z)〉
of differential dimension (2,2). The solution of Lclm(d1,d2)w = 0 is now w = F (x+ y, z)e−xz + G(x+
z, y); F and G are undetermined functions.
Proposition 3 does not cover the case that the leading derivative of one of the operators is not ∂x ,
i.e. that it is ∂y or ∂z . These cases are considered in the following two propositions.
Proposition 4. Let the ideals I1 = 〈∂x + a1∂y + b1∂z + c1〉 and I2 = 〈∂y + b2∂z + c2〉 be given. Deﬁne
P ≡ b2,x + b2,z(b1 − a1b2) − b2(b1 − a1b2)z − (b1 − a1b2)y,
Q ≡ c2,x + c2,z − b2(c1 − a1c2)z − (c1 − a1c2)y and
T1 ≡
(
Q
P
)
x
+
(
(b1 − a1b2) Q
P
+ a1c2 − c1
)
z
, T2 ≡
(
Q
P
)
y
+
(
b2
Q
P
− c2
)
z
.
Five cases have to be distinguished.
(i) If P = Q = 0, there holds
I1 ∩ I2 = 〈∂xy〉LT and I1 + I2 = 〈∂x, ∂y〉LT .
(ii) If P = 0 and Q = 0, there holds
I1 ∩ I2 = 〈∂xxy, ∂xyy〉LT and I1 + I2 = 〈∂x, ∂y〉LT .
(iii) If P = 0 and T1 = T2 = 0, there holds
I1 ∩ I2 = 〈∂xxy, ∂xyy〉LT and I1 + I2 = 〈∂x, ∂y, ∂z〉LT .
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(iv) If P = 0 and T2 = 0, there holds
I1 ∩ I2 = 〈∂xyyy, ∂xyyz, ∂xxy〉LT and I1 + I2 = 〈1〉.
(v) If P = 0 and T1 = 0, T2 = 0, there holds
I1 ∩ I2 = 〈∂xxxy, ∂xxyz, ∂xyy〉LT and I1 + I2 = 〈1〉.
Case (iv) is the generic case for the intersection of I1 and I2 .
The various steps of the proof are similar as in the preceding cases and are therefore omitted. The
graph of Fig. 2 illustrates how the various alternatives of the above proposition are related. The next
example is an application.
Example 6. Consider the two operators l1 ≡ ∂x + x∂y + xy and l2 ≡ ∂y + z∂z + y. By case (i) of the
above proposition their intersection is
Lclm(l1, l2) = ∂xy + z∂xz + x∂yy + xz∂yz + y∂x + 2xy∂y + xyz∂z + xy2 + x
with differential dimension (2,2). From this representation the general solution of Lclm(l1, l2)w = 0
is obtained in the form
w = F
(
y − 1
2
x2, z
)
exp
(
1
8
x4 − 1
2
yx2
)
+ G(ze−y, x)exp
(
−1
2
y2
)
.
F and G are undetermined functions of their arguments. The sum ideal is
Gcrd(l1, l2) = 〈∂x − xz∂z, ∂y + z∂z + y〉.
The solution of Gcrd(l1, l2)w = 0 is w = H(z exp( 12 x2− y))exp(− 12 y2); H is an undetermined function,
it may be obtained from F and G by specialization.
Finally the intersection of two operators in three-space with leading derivatives ∂x and ∂z are
considered. As in the previous case, the proof is omitted.
Proposition 5. Let the ideals I1 = 〈∂x + a1∂y + b1∂z + c1〉 and I2 = ∂z + c2 be given. Deﬁne
R ≡ c1,z − c2,x − a1c2,y − (b1c2)z and
T1 ≡
(
c1 − b1c2 − a1
a1,z
R
)
−
(
1
a1,z
R
)
, T2 ≡ c2,y −
(
1
a1,z
R
)
.y x z
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Five cases have to be distinguished.
(i) If a1,z = R = 0, there holds
I1 ∩ I2 = 〈∂xz〉LT and I1 + I2 = 〈∂x, ∂z〉LT .
(ii) If a1,z = 0 and R = 0, there holds
I1 ∩ I2 = 〈∂xxz, ∂xzz〉LT and I1 + I2 = 〈1〉.
(iii) If a1,z = 0 and T1 = T2 = 0, there holds
I1 ∩ I2 = 〈∂xxz, ∂xzz〉LT and I1 + I2 = 〈∂x, ∂y, ∂z〉LT .
(iv) If a1,z = 0 and T2 = 0, there holds
I1 ∩ I2 = 〈∂xyzz, ∂xzzz, ∂xxz〉LT and I1 + I2 = 〈1〉.
(v) If a1,z = 0 and T1 = 0, T2 = 0, there holds
I1 ∩ I2 = 〈∂xxxz, ∂xxyz, ∂xzz〉LT and I1 + I2 = 〈1〉.
Case (iv) is the generic case for the intersection of I1 and I2 .
The proof is again omitted; the various steps are similar as in the preceding propositions. An
example of its application is given next.
Example 7. Consider the two operators l1 ≡ ∂x + x∂y + 1z ∂z + y and l2 ≡ ∂z + z. By case (i) of the
preceding proposition their intersection is
Lclm(l1, l2) = ∂xz + x∂yz + 1
z
∂zz + z∂x + xy∂y + 2xy∂y +
(
y + 1− 1
z2
)
∂z + yz.
From this representation the general solution of Lclm(l1, l2)w = 0 is obtained in the form
w = F (x, y)exp
(
−1
2
z2
)
+ G
(
x− 1
2
z2, y − 1
2
x2
)
exp
(
1
3
x3 − xy
)
. (32)
F and G are undetermined functions of their arguments. The sum ideal is
Gcrd(l1, l2) = 〈∂x − x∂y + y − 1, ∂z + z〉.
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The latter solution may be obtained by specialization F = 0 and G(1, y − 12 x2) from (32).
4. Summary and conclusion
The propositions proved in this article give a complete overview of all possible types of left in-
tersection ideals of two ﬁrst-order operators in two or three variables. Furthermore, they yield the
generic intersection type, and the chances of obtaining more special intersections by imposing var-
ious constraints on the coeﬃcients of the given operators. These results provide the foundation for
understanding the possible factorizations and Loewy-decompositions of linear differential equations
and the consequential structure of its solutions. It turns out that due to the above propositions the
reason for the apparent puzzles occurring in the factorization of partial differential operators is a
consequence of the fact that the principal ideals in the rings of partial differential operators do not
form a sublattice. At the end of Appendix A an example of the contrary phenomenon is given, i.e. two
non-principal ideals with a principal intersection.
A complete theory of solving linear partial differential equations requires enhancements into var-
ious directions beyond the program outlined in the introduction, e.g. investigating the intersection
of modules over the rings considered in this article; intersecting non-principal ideal or operators of
higher order; ﬁnally a complete theory will require a Galois theory like it is true for the ordinary
case. The results described in this article are an indispensable ﬁrst step for completing this pro-
gram.
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Appendix A. The website www.alltypes.de
In order to apply the theory described in this article to practical problems the website
www.alltypes.de may be used [21]. Its documentation part provides the necessary information
for working with the system. A separate window may be opened for solving problems interactively.
A typical ALLTYPES session is described next. User input is given in teletype fonts, the framed text is
the output exactly as generated by the system.
At ﬁrst linear differential operators in the x–y-plane are considered. In order to represent them in
the system the following type is deﬁned.
T==|LDO(RATF Q,{x,y},GRLEX)|;
A complete description of the types supported by the system is given in the documentation part
of the website. The input for reproducing Example 1 is
d1:=D(x)+1; d2:=D(x)+(y+1)∗D(y);
The left intersection ideal and the largest right divisor may be generated by submitting
l12:=Lclm(d1,d2|T|);
〈∂xx + (y + 1)∂xy + ∂x + (y + 1)∂y〉
Term order: GRLEX, x 
 y
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〈∂y − 1y+1 , ∂x + 1〉
Term order: GRLEX, x 
 y
A minor change of the input, e.g. by assigning
d2:=D(x)+x∗D(y);
yields the answer for Example 2.
l12:=Lclm(d1,d2|T|);
〈∂xxx − x2∂xyy + 3∂xx + (2x+ 3)∂xy − x2∂yy
+ 2∂x + (2x+ 3)∂y, ∂xxy + x∂xyy − 1x ∂xy + x∂yy − 1x ∂x − (1+ 1x )∂y〉
Term order: GRLEX, x 
 y
A consistency test is obtained by ﬁrst assigning
l1:=first l12; l2:=first rest l12;
and then taking the quotient; it yields for example
ExactQuotient(l1,d1|T|);
∂xy + x∂yy − 1x ∂x − x+1x ∂y
ExactQuotient(l1,d2|T|);
∂xy − 1x ∂x + x−1x ∂y − 1x
The user is encouraged to continue with variations of these examples and with problems of his
own. However, caution is advised concerning the possible complexity of the results for apparently
simple inputs. The reason is obvious from the proof of the given proposition; the huge expressions
are generated by the Janet basis calculations involved.
Operators in three-space with coordinates x, y and z are considered next, they are represented by
the type
T==|LDO(RATF Q,{x,y,z},GRLEX)|;
Deﬁne
d1:=D(x)+x∗D(y)+1/z∗D(z)+y; d2:=D(z)+z;
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l12:=Lclm(d1,d2|T|);
∂xz + x∂yz + 1z ∂zz + z∂x + xz∂y + xz
2+z2−1
z2
∂z + yz
g12:=Gcrd(d1,d2|T|);
〈∂x + x∂y + y − 1, ∂z + z〉
The arguments of the user-function Lclm need not represent principal ideals as the following ex-
ample shows.
d1:={(D(x,y)∗x∗∗2 + 2∗D(x,y)∗x∗y + D(x,y)∗y∗∗2 - 2)/(x+y)∗∗2,
(D(x,2)∗x + D(x,2)∗y + 2∗D(x))/(x + y);}
d2:={(D(x,y)∗x∗∗2 + 2∗D(x,y)∗x∗y + D(x,y)∗y∗∗2 - 2)/(x+y)∗∗2,
(D(x,2)∗x + D(x,2)∗y + 2∗D(x))/(x + y);}
The two ideals assigned to d1 and d2 are generated by Janet bases. Their principal intersection is
Lclm(d1,d2|LDOID(RATF Q,x,y,GRLEX)|;
∂xy − 2(x+y)2
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