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A modified Hopfield neural network with a novel cost function was presented for detecting wood defects boundary in the image.
Diﬀerent from traditional methods, the boundary detection problem in this paper was formulated as an optimization process
that sought the boundary points to minimize a cost function. An initial boundary was estimated by Canny algorithm first. The
pixel gray value was described as a neuron state of Hopfield neural network. The state updated till the cost function touches the
minimum value. The designed cost function ensured that few neurons were activated except the neurons corresponding to actual
boundary points and ensured that the activated neurons are positioned in the points which had greatest change in gray value. The
tools of Matlab were used to implement the experiment. The results show that the noises of the image are eﬀectively removed, and
our method obtains more noiseless and vivid boundary than those of the traditional methods.
1. Introduction
X-ray wood nondestructive testing is an eﬀective method
for accessing to internal information of wood. Comparing
with other conventional wood nondestructive testing, such as
appearance judgment, acoustic emission testing, ultrasonic
testing, microwave testing, and stress wave testing, this
method can acquire distinct wood internal structure images
by an X-ray imaging system. Through the wood images, the
positions of wood defects can be easily identified; the scales
of the defects can be roughly estimated. Furthermore, we can
make use of computer technology to automatically extract
wood defects information from the images for automati-
cally identifying defects characteristics such as areas, types,
and severity, which can help making the optimal sawing
solution. However, extracting accurate defects information
depends on the accurate boundary detection. There aremany
edge detection algorithms. Most previous edge detection
algorithms used first-order derivative operators such as the
Sobel edge operator [1, 2], the Roberts edge operator, and
the Prewitt edge operator [3]. If a pixel point is on the
boundary, its neighborhood will be a zone of transition.
The Laplacian operator [4] is a second-order derivative
operator and is used to detect boundary at locations of the
zero crossing. The Canny operator [5, 6], another gradient
operator, is used to determine a class of optimal filter for
diﬀerent types of boundaries. All these operators detect
boundary points by gray gradient change of the image pixels
in the neighborhood; the disadvantage of these methods are
sensitive to noise.
Comparing with traditional edge detection methods,
Hopfield neural network, which regarded an edge detection
process as an optimization process, has been applied in
the field of the low-level image processing of boundary
detection in the recent years. Chao and Dhawan [7] used
a Hopfield neural network to perform edge detection on a
gray-level image. The results were found to be comparable
to a Sobel operator on gray-level noisy images. Chang
[8] applied Contextual-based Hopfield neural network to
medical image edge detection and designed the specific
energy function for the medical images. The results showed
that the method can obtain better edge points than the
conventional methods. Active contourmodel (Snake) [9] was
used in image processing these years [10–13]. Zhu and Yan
[10] attempted to combine Hopfield neural network with
active contour model for brain image boundary detection.
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That method showed the results comparable to those of
standard “snakes-” based algorithms, but it requires less
computing time.
In this paper, we presented a novel approach to auto-
matically detect wood defects boundaries using a modified
Hopfield neural network with a specific cost function
designed for wood defects image. The boundary detection
problem in this paper was regarded as an optimization
process that sought the boundary points to minimize
a cost function. Hopfield neural network was used as
computational networks for solving optimization problems.
Because of its highly interconnected structure of neurons,
the network was not only very eﬀective in computational
complexity, but also very fault tolerant. In consideration of
the accuracy of the detection, an initial boundary must be
estimated before using the Hopfield neural network. Every
pixel in the image with an initial boundary was represented
by a neuron which was connected to all other neurons but
not to itself. The image was considered as a dynamic system
which was completely depicted by a cost function. The states
of the neurons updated according to the cost function till
the convergence. Then, the result image was given by the
states of the neurons. The tools of Matlab were applied to
implement the experiment in this paper. The results showed
that our method can obtain more continued and more
accurate boundary points than the traditional methods of
boundary detection.
The remainder of this paper is organized as follows. In
Section 2, a basic imaging principle of X-ray and a wood
nondestructive detection imaging system are described. A
Hopfield neural network theory and its application in solving
optimization problems are illustrated in Section 3. Section 4
discusses how to implement the boundary detection algo-
rithm using a Hopfield network. This section is divided into
four phases. We first discuss how to initiate defects bound-
aries, then how to map the boundary detection problem into
a Hopfield neural network, and then a novel cost function
for wood defects boundaries detection is described. Finally,
we illustrate the summary of the algorithm. In Section 5,
experimental results and a discussion are given. We illustrate
a conclusion and a perspective in Section 6.
2. X-Ray Wood Nondestructive
Detection Theory
X-ray detection method has been widely applied in the
field of wood nondestructive detection in recent decades. As
the major application way using X-ray, wood defects image
was acquired first by an X-ray image system. Then, wood
defects and other internal structure features were detected by
subsequent evaluation methods.
2.1. Basic Imaging Principle of X-Ray. X-ray is a kind of
electromagnetic wave which has shorter wavelength than
visible lights. It can penetrate a certain thick opaque body.
After penetrating the body, the intensity of X-ray is related
to the property and thickness of the body and energy of





Figure 1: Attenuation diagram of X-ray imaging law.
has a single wavelength), when it penetrates a thin part of
homogeneous substance which part has a thickness as ΔT ,
the decay intensity of the X-ray is proportional to incident
ray intensity and thickness of the substance, as ΔT = −μΔT .
Therefore, after the X-ray has intensity as I0, penetrating
homogeneous substance has a thickness as T , the intensity
of the X-ray is
I = I0e−μT , (1)
where, I0 is the intensity of incident ray, I is the intensity
of transmitted ray, T is the thickness of the substance, and
μ is the attenuation coeﬃcient. It is the basic attenuation
principle of monochromatic narrow X-ray [14]. An atten-
uation diagram of X-ray imaging law is shown in Figure 1.
In the practical testing, the X-ray from the source is a broad
beam and continuous spectrum ray, which includes diﬀerent
energy photons, so the attenuation formula is complex.
The attenuation coeﬃcient of broad beam and continuous
spectrum ray changes with increasing of thickness of the
penetrated substance. When the thickness gets a threshold
value, the attenuation coeﬃcient gets nearly a fixed value. In
this case, the continuous spectrum ray can be approximately
regarded as monochromatic ray.
2.2. X-Ray Wood Nondestructive Detection Imaging System.
The block diagram of X-ray wood nondestructive detection
imaging system is shown in Figure 2. The system used in our
experiment is capable of producing wood defects images. The
log will be placed between the X-ray source and the image
intensifier. The X-ray source gives oﬀ the X-ray which will be
absorbed partly by the wood material when it penetrates the
objects. Absorption quantity is related to the types and the
density of log defects. The attenuation of X-ray in the logs
reduces the energy, reflected in diﬀerent degrees of activating
the same image intensifier screen. The visual information
of image intensifier is transmitted to a computer by a CCD
camera. The digital signals transmitted by the A/D converter
circuit from the simulation signals are deposited in the image
storage system for the wood defects image detection.
3. Hopfield Neural Networks
3.1. Basic Theory of Hopfield Neural Networks. The Hopfield
neural network is one of the most famous artificial neural
network models. As a recurrent neural network, it is
constructed from a single layer of neurons, every of which
has feedback connections to all other neurons, but not to
itself. Figure 3 shows a diagram of a Hopfield neural network
structure with four neurons.
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Figure 3: The diagram of a Hopfield neural network with four
neurons.
Every neuron in a Hopfield neural network has compu-
tational capabilities, which can process an input and give
a relevant output. If the ith neuron is described by two
variables: its input ui and its output vi. The output is the
state which is computed by a given activation function f . The
transformation is described as
vi = f (ui). (2)
In a discrete model, vi is a discrete variable with a value of
zero or one.
The input ui of the ith neuron is related to the weighted
sum of other neurons and their corresponding weights
which was described as an interconnection of strength. The
interconnection of strength between the ith neuron and the
jth neuron is represented by Ti j . For ensuring the network
convergence, the interconnective strengths are constrained to
be symmetrical, which means that Ti j = T ji. In addition,
each neuron has a bias of Ii fed to its input. The input, or





Ti jv j + Ii. (3)
In a Hopfield neural network, a neuron can not only be
used for an input neuron, but also an output neuron. Every
Hopfield neural network has a so-called cost function (or an
energy function), which is used for measuring stability of a
Hopfield neural network. Signals were circularly transmitted
in the whole network. The operation course can be regarded
as a recovered and strengthened processing for an input
signal. In the course, the network approach gradually to a
stable state when the cost function is minimized. If a problem
can be mapped to the task of minimizing a cost function, the
Hopfield neural network will be implemented to obtain an
optimal (or near optimal) solution.
3.2. Hopfield Neural Networks for Solving Optimization Prob-
lem. Hopfield neural networks have been used successfully
in solving optimization problems such as the traveling
salesman problem (TSP) [15–17]. In recent years, take
advantage of their optimization computation capabilities,
Hopfield neural networks were applied in image processing
[18–20]. Mapping a practical problem to an energy function
is a key step for Hopfield neural networks to solve optimiza-
tion problems. The basic form of the energy function was











The general steps for solving optimization problems are
described as follows.
First of all, an objective function of a problem should
be illustrated by the penalty function method. The designed
optimization problem is
minϕ(v1, v2, . . . , vN ),
restriction: pi(v1, v2, . . . , vN ) ≥ 0, i = 1, 2, . . . , k,
(5)
k is the number of the restriction. The objective function is





pi(v1, v2, . . . , vN )
]
(6)
λi is a suﬃciently large constant. λ may have diﬀerent
dereferencing. By comparing each term in (5) with the
corresponding terms in (6), we can determine the network
parameters, the inter-connective strength Ti j , and the bias
Ii of each neuron. Secondly, the dynamic equation of the
network is written out. For a continuous network, the
dynamic equation can be calculated by
dui
dt
= −ki ∂E(v1, v2, . . . , vN )
∂vi
, ki > 0. (7)
For a discrete network, the dynamic equation can be
calculated by
Δui = −ki ∂E(v1, v2, . . . , vN )
∂vi
, ki > 0. (8)
After obtaining the dynamic equation, the original inputs
can drive the network till it achieves a stable state. Then, the
optimization result is worked out.
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(a) An original wood image (b) Processed images by Canny algorithm (c) The image that (a) merged (b)
Figure 4: An original wood image and processed wood images.
4. Hopfield Neural Networks for Wood Defects
Boundary Detection
The boundary detection problem in this paper was regarded
as an optimization process that sought the boundary points
to minimize a cost function. Hopfield neural network was
used as computational networks for solving optimization
problems.
4.1. Initiate Boundary. An initial boundary must be esti-
mated before using our Hopfield neural network boundary
detection method. The Canny detector was selected to
implement the initiation. The Canny detector is the most
powerful edge detector provided by function edge. In the
Canny algorithm, an image is smoothed using a Gaussian
filter with a specified standard deviation, σ , to reduce noise.
The local gradient, g(x, y) = [G2x+G2y]1/2, and edge direction,
α(x, y) = tan−1(Gy/Gx), are computed at each point. An
edge point is defined to be a point whose strength is locally
maximum in the direction of the gradient. The algorithm
then tracks along the top of these ridges and sets to zero all
pixels that are not actually on the ridge top so as to give a
thin line in the output. Finally, the algorithm performs edge
linking by incorporating the weak pixels that are 8-connected
to the strong pixels. Figure 4(b) shows the processed wood
defects images by Canny algorithm. Figure 4(a) is an original
wood image with a defect of crack. Figure 4(c) shows the
image that Figure 4(a) merged Figure 4(b). Eﬀective edge
detection can be implemented using the Canny algorithm.
We can get a good detection result, less noise, and single lines.
However, the edge points do not exactly match the actual
boundary of the crack, while the edge can be regarded as the
initiate boundary of the Hopfield neural network boundary
detection.
4.2. Boundary Detection with a Novel Cost Function. Once
we have found the initial boundary of a defect in a wood
image, we determine an approximate region where the actual
boundary is most likely to be located. A slight adjustment
can be made to seek the actual boundary which will be
implemented by a Hopfield neural network.
To design such a neural network with an energy function
for an entire image is impossible and impractical. However,
we noticed that the influence is small between two distant
elements. Thus, a small window is applied to the image. The
neurons inside the window are fully connected to each other.
The correlation between the central element and the element
outside the window can be ignored without aﬀecting the final
result [22].
In this M ×N window, every pixel in the image is repre-
sented by a neuron. As shown in Figure 5, a two-dimensional
(2D) binary Hopfield neural network is constructed. All the
initiate boundary points estimated by the Canny operator
are mapped to the 2-D network. The number of rows equals
the number of rows of initial boundary image, while the
number of columns equals the number of columns of initial
boundary image. Each neuron is denoted as a point (i, j),
where 1 ≤ i ≤ N and 1 ≤ j ≤ M. A binary output, 0
(for resting) or 1 (for activate), is assigned to each neuron
representing the absence or presence of boundary elements.
According to (4), we can define the energy function of the
















Ii, jvi, j , (9)
where vi, j is the binary state of the neuron in row i and
column j, Ti, jk,l is the interconnection weight between the
neuron in row i and column j and the neuron in row k and
column l. A neuron (i, j) in the network receives weighted
inputs Ti, jk,lvk,l from the neuron (k, l) and a bias input Ii, j






Ti, jk,lvk,l + Ii, j . (10)
The output of each neuron is computed as














1 if ui, j > θ
0 otherwise.
(12)




A pixel A neuron
Hopfield
neural network
Figure 5: The diagram of the relationship between the wood image
and the Hopfield neural network structure. Every pixel in the left
image is represented by a neuron in the right network structure.
The states of the neurons corresponding to the initial
boundary points are activated. As the network is running, the
operating rule drives the network towards to the direction
of minimizing the energy function, while the neurons rep-
resenting the actual boundary points are activated gradually.
Therefore, the energy function should be designed to meet
that the energy of the network is minimumwhen the neurons
corresponding to the actual boundary points are activated.





















vi, j∣∣∣Gi, j −Gi, j+1
∣∣∣ +




where vi, j is the output of the neuron in row i and column
j, ai, j is the initial value of the neuron in row i and column
j. Gi, j is the gray value of the original wood defects image.
α and β are constant coeﬃcients.
The first term of the energy function ensures that fewer
neurons are activated except the neurons corresponding to
the actual boundary points in each row. The second term
ensures that the activated neurons are positioned in the
points which have greatest change in gray value.
By expanding (13) and comparing each term with the
corresponding terms in (9), we can determine the network
parameters, the inter-connective weights Ti, jk,l, and the bias
inputs Ii, j as
Ti, jk,l = −2αδi,k,




vi, j∣∣∣Gi, j −Gi, j+1
∣∣∣ +




where δi, j = 1 if i = j and zero otherwise. Once the
parameters Ti, jk,l and Ii, j are obtained using (14), each
neuron can evaluate and adjust its state according to (10) and
(12).
Figure 6: Original wood image.
Once the initial state of the neurons has been set,
the Hopfield neural network begins to work continuously
until the energy function of the network stops decreasing.
Through the network evolutions, the optimal (or near
optimal) boundary points are detected. The position of these
activated neurons indicates the detected boundary locations.
4.3. Summary of the Algorithm. The algorithm of wood
defects boundary detection using the Hopfield neural net-
work can be summarized as follows.
Step (1) Set the initial state of the neurons based on the
initial boundary points which is detected by the Canny edge
detection algorithm.
Step (2) Calculate the input of each neuron, ui, j , using
(10).
Step (3) Calculate the output of each neuron, vi, j , using
(11).
Step (4) Check the state of neurons; if the state does not
change comparing with the last state, stop; otherwise, go back
to step (2).
Step (5) The final states of neurons are the output result
of the network, which represent the final boundary points.
5. Experimental Results and Discussion
The purpose of our boundary detection approach is to detect
boundaries of wood defects in an image and separate it
from normal wood structure. Once isolated, the detected
defect can be further processed for recognition of defect type
and other defect characteristic. To show that the proposed
method have good capability of boundary detection, the pro-
posed method is compared with the conventional methods
such as Sobel edge operator, Roberts edge operator, Prewitt
edge operator, Laplacian operator, and Canny operator.
Matlab is a high-level technical computing language.
We can solve technical computing problems faster than
with traditional programming languages such as C and
C++. It has a toolbox of image processing which have
some traditional image processing functions such as Sobel,
Roberts, Prewitt, Laplacian, and Canny. We can conveniently
implement the traditional image processing methods by
some simple commands. M-files are macros of Matlab
commands that are stored as ordinary text files. AnM-file can
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Figure 7: Image after edge detection using Sobel operator.
Figure 8: Image after edge detection using Roberts operator.
be either a function with input and output variables or a list
of commands. All macros of image processing commands in
Matlab are stored in M-files. We can program the proposed
commands using M-files to implement some works of image
processing including the Hopfield neural network method.
A computer program coded by M-files of Matlab7.0 was
used to implement the proposed method. The values of the
parameters α and β were determined by the experiment. The
value αwas set to 0.5, while the value of β was set to 0.05. The
initial boundary points were estimated using the Canny edge
algorithm, and the result image was shown in Figure 4(b).
The conventional methods were implemented by the image
processing toolbox of Matlab7.0. The original wood images
used for evaluating the method were acquired from the X-
ray wood nondestructive detection imaging system. Figure 6
shows an original X-ray wood image with a crack on it.
Figures 7, 8, 9, 10, and 11 show separately the boundary
detection images using Sobel edge operator, Roberts edge
operator, Prewitt edge operator, Laplacian operator, and
Canny operator. Figures 12, 13, and 14 show separately the
boundary detection images using our method with diﬀerent
thresholds of θ which are separately −0.006, −0.005, and
−0.004.
Comparing with conventional boundary detectionmeth-
ods, this approach converted a boundary problem to an
optimization process that seeks the boundary points to
minimize a cost function. The gray value of image pixel was
described as the neuron state of Hopfield neural network.
The state updated till the cost function touches theminimum
Figure 9: Image after edge detection using Prewitt operator.
Figure 10: Image after edge detection using LoG operator.
Figure 11: Image after edge detection using Canny operator.
Figure 12: Image after boundary detection using our method with
threshold of −0.006.
EURASIP Journal on Advances in Signal Processing 7
Figure 13: Image after boundary detection using our method with
threshold of −0.005.
Figure 14: Image after boundary detection using our method with
threshold of −0.004.
value. The final states of neurons were the result image
of boundary detection. Taking advantage of the collective
computational ability and energy convergence capability of
the Hopfield network, the noises will be eﬀectively removed.
The experimental results showed that our method can obtain
more noiseless and more vivid boundary points than the
traditional methods of boundary detection.
6. Conclusion
An X-ray imaging technique was applied in wood nonde-
structive detection. Through wood images acquired by this
technique, the wood defects information such as locations,
scales, and types was visual. The detected defects can be
further processed for recognition of defects types and other
defects characteristics.
Hopfield neural network was applied in the boundary
detection of wood images. We designed a novel cost function
for a Hopfield neural network to detect a defect boundary
as solving an optimization problem. After the boundary
initiation using Canny edge algorithm, a slight adjustment
can be made to seek the actual boundary which will be
implemented by a Hopfield neural network with the cost
function. Those points that decreased the network energy
were detected as boundary points. Taking advantage of
the collective computational ability and energy convergence
capability of the Hopfield neural network, the experiment
received a good result. As shown in the Figures 6–14, the
method based on Hopfield neural network in detecting
boundary of wood defects was eﬀective; the noises were
eﬀectively removed. We can get a more noiseless and vivid
wood defect boundary. Thus, a promising method of wood
boundary detection based on Hopfield neural network with
a novel cost function is provided. All the courses of image
processing and building a Hopfield neural network in this
paper were implemented using the tools of Matlab. The tools
of Matlab are well done in the study of images.
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