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ABSTRACT 
During the past several years efficient information transmission 
and processing techniques have attracted wide interest and have in- 
creased applicability. The present paper describes a logarithmic en- 
coding device which has had particular application in energetic particle 
detection experiments. The paper provides a generalized encoding 
e r r o r  analysis in order to evaluate the performance of thedevice. Both 
peak and average e r r o r  are derived in t e rms  of word size and desired 
accuracy. The implementation of a flexible logarithmic encoder is also 
described. 
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A LOGARITHMIC ENCODER FOR BINARY 
WORD COMPRESSION 
by 
Joseph A. Sciulli 
Goddavd Space Flight Centev 
INTRODUCTION 
Growing interest i n  the development of efficient information transmission techniques is stim- 
ulating much theoretical and experimental work. Particular emphasis has been placed on the 
development of video data compression techniques which exploit the predictability (or redundancy) 
of the data (Reference 1). Many of these techniques a r e  not specifically designed for the video 
information source and can, in principle, be applied to any information source. For example, 
recent experiments have applied a simple predictor/encoder compression technique to energetic 
particle experiment data. The experimental data were obtained from a multi-channel device flown 
on the 1963-38C-APL satellite in which each channel was designed to detect particles in a specific 
energy region. Typically, an experiment of this kind requires a rather large word size because 
of the wide range of possible sample values. (The experiment considered used 16 bits per sample.) 
The compression simulations showed that average energy savings of approximately 4 db can be 
achieved with an allowable peak e r r o r  of approximately 5 percent. 
The main difficulty with such an approach, however, is defining an e r r o r  criterion which is 
suitable over the entire range of possible sample values. Logarithmic encoding, however, is 
extremely useful in experiments of this type which involve wide dynamic range. The function of 
the encoder is to reduce the number of transmitted bits per sample while maintaining a relatively 
small e r r o r  in the word reconstructed at  the receiver. This paper describes a logarithmic en- 
coding procedure and develops an expression for the e r ro r  between the original sample value and 
the sample value reconstructed at the receiver. In addition, several design considerations are 
outlined and the operation of the device is discussed briefly. This procedure results in a fixed 
compression, independent of the pvedictability of the data. Since the bit rate at the output of the 
encoder is constant, there is no need to consider the yet-unsolved buffer queuing problem. 
ENCODING PROCEDURE 
Suppose each sample is originally represented by an n-bit binary word s with components 
... on- j ,  cn- -1  ... u0 ). The most significant bit (MSB) is un-l;  uo is the least 
1 
significant bit (LSB); and o ~ - ~  is the first component (from the left) which is a 1. We now describe 
an encoder which converts S into two subwords, the characteristic (C) and the mantissa ( M )  . 
The mantissa is a k-bit word specifying the k MSBs following o ~ - ~ .  The position of o ~ - ~  - k + l  is 
specified by C , an r-bit word. The encoder output, therefore, consists of ( r  + k) bits where 
( r  t k) 2 n . The operation is best illustrated by an example: 
let n = 19, k = 4, and r = 4 and suppose the input word is S = 1011001110110010110. 
Here the first 1 appears at the MSB, hence j = 1. The 4 bits of M must then consist of the second, 
third, fourth, and fifth MSBs of s (Le., M = 0110). The position of the LSB of M must then be 
specified by C .  Thus, C = n - k - j t 1 = 15 o r  C = 1111. The encoder output is then, 
0110 w 1111 w 
C M 
Some additional examples are 
Input Output 
1111111111111111111 11111111 
1000000000000000000 11 110000 
0000000000110000000 0101 1000 
0000000000000010000 00010000 
This example was given by Schaefer (Reference 2). 
The general design problem consists of choosing k and r for some specified n .  Since k 
determines how closely the encoded word approximates the input word (n-bits), k should be chosen 
to satisfy the e r r o r  specification. After k is fixed, r can be chosen to minimize the number of 
bits in the output word. The bit compression ratio n / ( r  + k) then provides a useful system per- 
formance measure. In the next section e r r o r  expressions assuming transmission in a noiseless 
channel are developed. 
ENCODING ERROR 
In practice, an experimenter might specify an upper limit on either the average error ,  the 
maximum error ,  o r  both. Here both the average e r r o r  and the maximum e r r o r  for the special 
case of equally likely samples are calculated. 
The input word S for some value of j is, by definition, 
2 
s = U i  2' 
D 
According to the encoding rule,  the word reconstructed at  the receiver must be 
and the e r r o r  for a given j 
n -  j - k - 1  
u .  2' . C '  ,b E j  = S - S  = 
i = O  
We may now calculate the expected e r r o r  for a given j according to 
n - j - k - 1  
- = E{E~) = ~(u,) 2' . 
i = O  
If all input words are equally likely, E(ui)  = 1/2 . Therefore, 
(3) 
(4) 
i = O  
To determine the average e r ro r  we must average Ej over all values of j for which an e r r o r  can 
occur. That is, 
where Ej = 0 for j = (n  - k). Therefore, 
n - k - 1  n - k - 1  
= 2 n - k - 1  { 
2 - 2 1  -$(c .-'> 
j = 1  j = 1  
Since each term in braces is a geometric series, 
- E 2 " - k - 1  {+ (1 - 2 - 2 ( n - k - l ) ) }  - 
and, collecting terms, 
We can also calculate the maximum error .  Returning to Equation 3, the e r r o r  for a given j is 
n - j  - k - 1  
E j  Ui  2 i  . 
i = O  
NOW the maximum e r r o r  must obviously occur for j = 1 and ui = 1 for all i .  Therefore, 
The average e r r o r  as a fraction of full scale is 
and, for ( n  - k) >> 1 , 
Similarly, the maximum e r r o r  as a fraction of ful l  scale is 
2 " - k - I  - 1 
[ m a x ]  = 2 " - 1  ' 
and, again, for ( n  - k) >> 1 , 
The appendix l ists  both E, and ~~~~~~l for  various combinations of n and k. Thus, for a given 
n ,  a k can be chosen, according to Equations 10 and 12 ,  to satisfy given e r r o r  requirements. 
After the value of k is established r should be chosen as the smallest integer satisfying 
4 
4 
o r  
r 2 Log, ( n  - k + 1 )  . 
If equality is obtained in Equation 14, then all possible values of C can occur. 
(14) 
IMPLEMENTATION 
The implementation of this device is quite simple. A generalized system is shown in Figure 1. 
The n-bit input word is presented serially (MSB first) to a k-bit register. The input word is 
shifted until a 1 appears in the kth bit of the 
register. The next clock pulse changes the 
state of the control flip flop, inhibiting the ( k  + r )  BIT O U T P U T  W O R D  
a+,+ a".].k-l . . . %,-I n BIT 
I N P U T  W O R D  shift register and starting the r-bit counter. . At the nth clock pulse the shift register con- 
tains the k bits of M and the counter contains 
r BIT C O U N T E R  
the r bits of C. The contents of the register k BIT SHIFT REGISTER - 
and counter can then be transferred to an out- 
put register. The elements of the encoder a r e  
then reset, and the device is prepared to re- 
ceive the next input word. 
CONCLUSIONS 
Figure 1 -Implementation of the encoder. 
This encoding procedure provides a useful device which achieves fixed, but modest, bit com- 
pression. For example, the 16-bit words of the energetic particle experiment could be encoded to 
8 bits ( k  = 4, r = 4 ), resulting in a bit compression ratio of 2:l. This gives an average e r r o r  of 
approximately 1 percent and a maximum e r r o r  of about 3 percent. Moreover, this device could be 
combined with a zero-order predictor/run-length encoder to achieve further compression. The 
zero order hold compression might even be applied in the bit planes of c since these should be 
relatively quiescent from sample to sample. 
For a slight increase in complexity, the logarithmic encoder could be made more flexible by 
varying k and r on command from the ground. Thus, the experimenter would have the capability 
of selecting the allowable e r r o r  in the data depending on the activity of his experiment at a given 
time. 
Goddard Space Flight Center 
National Aeronautics and Space Administration 
Greenbelt, Maryland, August 1, 1967 
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Appendix 
Listing of P, and EFLmax] for Combinations of  n and k 
- 
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“The aeronautical and space activities of the United States shall be 
condwted so as to contribute . . . to the expansion of human knowl- 
edge of phenomena in the atmosphere and space. The Administration 
shall provide for the widest practicable and appropriate dissemination 
of information concerning its activities and the results tbereof.” 
-NATIONAL hRONAUTICS AND SPACE ACT OF 1958 
NASA SCIENTIFIC AND TECHNICAL PUBLICATIONS 
TECHNICAL REPORTS: Scientific and technical information considered 
important, complete, and a lasting contribution to existing .knowldge. 
TECHNICAL NOTES: Information less broad in scope but nevertheless of 
importance as a contribution to existing knowledge. 
TECHNICAL MEMORANDUMS: Information receiving limited distribu- 
tion because of preliminary data, security classification, or other reasons. 
CONTRACTOR REPORTS: Scientific and technical information generated 
under a NASA contract or grant and considered an important contribution to 
existing knowledge. 
TECHNICAL TRANSLATIONS: Information published in a foreign 
language considered to merit NASA distribution in English. 
SPECIAL PUBLICATIONS: Information derived from or of value to NASA 
activities. Publications include conference proceedings, monographs, data 
compilations, handbooks, sourcebooks, and special bibliographies. 
TECHNOLOGY UTILIZATION PUBLICATJONsj Information on tech- 
nology used by NASA that may be of particulai interest in commercial and other 
non-aerospace applications. Publications inciude Tech Briefs, Technology 
Utilization Reports and Notes, and Technology Surveys. 
Refails on the availability of these publications may be obtained from: 
SCIENTIFIC AND TECHNICAL INFORMATION DIVISION 
NATIONAL AERONAUTICS AND SPACE ADMINISTRATION 
Washington, D.C. PO546 
