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Abstract
In this paper we study the reconstruction of binary sparse signals from partial random circulant measure-
ments. We show that the reconstruction via the least-squares algorithm is as good as the reconstruction via
the usually used program basis pursuit. We further show that we need as many measurements to recover an
s-sparse signal x0 ∈ RN as we need to recover a dense signal, more-precisely an N − s-sparse signal x0 ∈ RN .
We further establish stability with respect to noisy measurements.
Keywords. Compressed Sensing, Sparse Recovery, Null Space Property, Finite Alphabet, Binary Signals, Dual
Certificates
AMS classification. 15A12, 15A60, 15B52, 42A61, 60B20, 90C05, 94A12, 94A20
1 Introduction
A recent mathematical framework that ensures recovery of sparse vectors from incomplete information is Com-
pressed sensing. In this context, incomplete information refers to the fact that linear systems of the form
Ax0 = y
can only be solved uniquely for general x0 ∈ RN if A ∈ RM,N is quadratic and invertible, i.e., if M < N the
information is incomplete. By imposing an a-priori structure on x0, however, the ill-posed problem for M < N
can be turned into a well-posed one. An important structure of x0 is that of sparsity, which means that only
a few entries of x0 are different from zero. Another relevant assumption on x0 is that its entries stem from
a finite alphabet. In this paper we will study sparse signals whose entries stem from a binary alphabet, e.g.,
x0 ∈ {0, 1}N . Such signals appear for example in wireless communications, where the transmitted signals are
sequences of bits. Moreover, in certain types of communication networks it is appropriate to assume that only
a few transmitters are active at a certain instance, which naturally induces sparsity.
Note that binary signals are in particular symmetric in the sense, that if x0 is a dense signal, 1−x0 is sparse.
In the recent publication [5], we have proven that using shifted random matrices such signals can be recovered
from a particularly small number of measurements and that this number reflects the mentioned symmetry of
x0. This means that we need the same number of measurements to recover an s-sparse signal as we need to
recover an (N − s)-sparse signal.
The considered measurement matrices, however, are of somewhat limited use in applications. The reasons are
diverse. Often the design of the measurement matrix is given by the applications with little or even no freedom to
design it. Moreover, unstructured matrices, such as random or particularly Gaussian and Rademacher matrices,
do not allow for a fast matrix multiplication, which may speed up recovery algorithms significantly. Beyond
that storing a large unstructured matrix might be difficult. Hence, from a computational and application-
technological point of view it would be desirable to use structured random matrices.
Up until now there are only few good recovery conditions for completely deterministic measurement matrices
available. One, therefore, should allow for some randomness to come into play. In this work, we will consider
biased partial random circulant matrices for the measurement process. A precise definition of such matrices will
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be given in Subsection 1.4 (Equation (6)). A main difference is that those matrices depend on only one random
vector and accordingly N random variables, whereas (sub-) Gaussians either depend on MN random variables
(following the definition in [6]) or on M random row vectors (following the definition in [21]).
The concern of this work is to proof recovery guarantees for binary, sparse signals from biased random partial
circulant and Toeplitz measurements.
Partial random circulant matrices (centered and not biased) have already been successfully applied to the
classical compressed problem (see for example [15]) and in one-bit compressed sensing ([1, 2]). In [1], [2] and
[4], the reconstruction of sparse signals from binary Gaussian circulant measurements was also considered. The
main difference is that in those papers the measurements y = sign(Ax0) are assumed to be binary whereas we
assume that the signal x0 itself is binary. Besides, the proof techniques are very different.
1.1 Preliminaries
To put our results in a precise setting we first aim to introduce some notation. We define [N ] := {1, . . . , N}
and denote the standard unit vectors with ei for i ∈ [N ], i.e., the vector which is zero everywhere except at the
i-th entry it is equal to one. Further, we denote with 1 the matrix or vector, respectively, which is equal to one
in each entry. For a subset S ⊂ [N ] and a vector x = (x1, . . . , xN ) = (x(1), . . . , x(N)) ∈ RN the notation xS
refers to the following vector
xS(i) =
{
xi, if i ∈ S
0, else.
Further ‖ · ‖0 denotes the `0-norm and ‖ · ‖p the `p-norm for p > 0, i.e., for x = [x1, . . . , xN ] ∈ RN
‖x‖0 := |{i : xi 6= 0}| and ‖x‖pp :=
N∑
i=1
|xi|p.
For a matrix A ∈ RM,N the adjoint matrix is denoted by A∗. The notation supp(x) refers to the support of
a vector x ∈ RN , i.e., to the set of non-zero entries of x.
For two real numbers a, b ∈ R we write a & b if there exists a constant c > 0, which is independent from a
and b, such that a ≥ cb.
Let Θ ⊂ [N ] then we define
i+ Θ := {i+ k(mod N) : k ∈ Θ}.
Moreover, for a linear operator L : RN → RM with matrix representation L = [Li,j ]MNi,j=1 the Hilbert-Schmidt
norm of L is denoted by
‖L‖HS :=
√
tr(L∗L) =
√√√√ M∑
i=1
N∑
j=1
L2i,j ,
and
‖L‖ := sup
‖w‖2≤1
‖Lw‖2
is the operator norm of L. Note that the operator norm of L : RN → RN corresponds to the largest eigenvalue
in absolute of L. Further note that for A,B ∈ RN,N with B = [b1, . . . , bN ] it holds true that
‖AB‖2HS =
N∑
i=1
‖Abi‖22 ≤
N∑
i=1
‖A‖2‖bi‖22 = ‖A‖‖B‖2HS, (1)
where we used the consistency of the operator norm with the Euclidean norm ‖ · ‖2.
For A ∈ RM,N and S ⊂ [N ] we let AS be either the matrix which consists of the rows of A corresponding to
the indices in S, i.e. AS ∈ Rs,N , or the matrix whose rows corresponding to the indices in S equal those of A
and all other columns are zero, i.e., AS ∈ RM,N . We further let AS ∈ RM,s or AS ∈ RM,N be the matrix whose
columns corresponding to S are deleted or substituted with zero-columns.
Finally, we aim to recall Gershgorin circle theorem, which will be an important tool for our proofs.
Theorem 1.1 (Gershgorin circle theorem [8]) Let A = [ai,j ]
N
i,j=1 ∈ CN,N and for i ∈ [N ] let Ri =∑
j 6=i |aij | be the sum of the absolute values of the non-diagonal entries in the i-th row. Further define
D(aii, Ri) ⊆ C be a closed disc centered at aii with radius Ri. Every eigenvalue of A lies then within at
least one of the Gershgorin discs D(aii, Ri).
2
1.2 Reconstruction of Binary Signals
There are several compressed sensing approaches for the reconstruction of nonnegative sparse signals from
random measurements [3, 13, 18]. As binary vectors are particularly nonnegative, those approaches can readily
be applied to binary vectors. Let us therefore shortly review one of the approaches for the recovery of nonnegative
signals.
It has become evident that basis pursuit restricted to the positive orthant
RN+ :=
{
x = (xi)
N
i=1 ∈ RN : xi ≥ 0, i ∈ [N ]
}
has a strong performance at recovering nonnegative-valued sparse signals x0 from the measurements y = Ax0.
This is the following program:
min ‖x‖1 subject to Ax = y and x ∈ RN+ , (2)
Even so the mentioned approach is applicable to binary signals, it is already known that there are methods
which yield even stronger recovery guarantees for binary signals. The canonical approach is to use the following
adaptation of basis pursuit, to which one typically refers to as box-constrained basis pursuit :
min ‖x‖1 subject to Ax = y and x ∈ [0, 1]N . (3)
In [12, 19]. the following equivalent condition for the success of (3) has been shown. The vector 1S , S ⊂ [N ],
is the unique solution of (3) if and only if
ker(A) ∩N+ ∩HS = {0},
where ker(A) denote the nullspace of A,
N+ :=
{
w ∈ RN :
N∑
i=1
wi ≤ 0
}
and HS :=
{
w ∈ RN : wi ≤ 0 for i ∈ S and wi ≥ 0 for i /∈ S
}
.
Least-squares on the other hand is an algorithm which is usually not well-applicable to sparse vectors since the
`2-norm does not promote sparsity. In [5], however, it has been shown that least-squares with box-constraints
works comparably well for binary-valued sparse signals, when reconstructing from biased sub-Gaussian mea-
surements, even, if the measurements are contaminated with noise. Least-squares with box-constraints is the
following program
min ‖Ax− y‖2 subject to x ∈ [0, 1]N . (4)
Note, that this fact has some practical impact. On the one hand least-squares is less complex and on the other
hand it ensures a priori robustness in case of noisy measurements.
1.3 Biased Random Matrices
In compressed sensing the measurement matrix is often assumed to be (sub-) Gaussian, meaning that each entry
of the measurement matrix A ∈ RM,N is an independent copy of some (sub-) Gaussian. More precisely, we call
A ∈ RM,N Gaussian, if its entries are independently drawn from a renormalized normal distribution, i.e.,
A =
1√
M
[ai,j ]
M,N
i,j=1 with ai,j ∼ N (0, 1).
A more general type of measurement matrices are sub-Gaussians, whose entries follow a sub-Gaussian distribu-
tion:
Definition 1.2 Let (Ω,Σ,P) be a probability space. Further let X : Ω → R be a random variable. The
sub-Gaussian or Orclitz-2 -norm of X is given by
‖X‖Ψ2 = sup
p≥1
p−
1
2E (|X|p) 1p .
We call X sub-Gaussian if ‖X‖Ψ2 <∞.
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A particular example for a sub-Gaussian matrix is a Rademacher matrix. A ∈ RM,N is called Rademacher
matrix, if its entries follow a Rademacher distribution, i.e., are chosen to be −1 or 1 with equal probability:
A =
1√
M
[ai,j ]
M,N
i,j=1 with P(ai,j = 1) = P(ai,j = −1) =
1
2
.
Rademacher variables X are indeed sub-Gaussians with norm ‖X‖Ψ2 = 1, because |X| = 1. Further, note that
sub-Gaussians are sometimes also defined by assuming that the rows are independent random vectors, which
fulfill some specific properties such as sub-Gaussian marginals (cf. [21]). This basically is some generalization
of the definition used in the underlying paper.
Sub-Gaussian matrices are often considered to model the measurement process. They have the specific
property to be centered, which means that the expected value of each entry is 0. However, it was shown in a
recent work [5] that non-centered matrices have some advantage for the recovery of binary signals. Moreover,
in [13], a similar phenomenon was observed for the recovery of non-negative signals by (2). To be more precise
the following biased random matrices have been considered in [5]:
A = µ1+D, (5)
where µ ≥ 0 is a freely chosen parameter that controls the expected value of the entries, 1 ∈ RM,N is the matrix
having only entries equal to one, and D ∈ RM,N is assumed to be centered and having sub-Gaussian entries
whose expected value is 0.
Roughly speaking the following was proven for the recovery of binary, sparse signals from biased random
measurements:
Theorem 1.3 (Simplified Version of Theorem III.2 and III.8 of [5]) Let x0 ∈ {0, 1}N be a binary vector,
and A ∈ RM,N be a biased random matrix of the form (5) with µ > 0, and x0 ∈ {0, 1}N a s-sparse binary vector.
i) If M is slightly larger than N/2, x0 will be the unique solution of (3) with high probability.
ii) Under the assumption
M & max
(
R2
µ2
,min(s,N − s)
)
log(N),
the solution x∗ of (4) for y = Ax0 + n with n ∈ RM and ‖n‖2 ≤ η obeys with high probability
‖x0 − x∗‖2 ≤
√√√√(σ2µ2 + 32 min(s,N − s))
mσ2
· η,
where σ is the variance of the entries of A. Particularly, in the case of noiseless measurements, i.e.,
η = 0, x0 is the unique solution of (3) and of (4) with high probability.
1.4 Main Result
As above-mentioned there are several applications where we do not have full freedom to design the measurement
matrix. It is therefore of some importance to study structured random matrices. In applications such as radar or
wireless communications the measurement process can be represented using partial random circulant matrices
and partial random Toeplitz matrices (cf. [11],[16]). In those applications binary sparse signals appear also in
a natural way. The main goal of this work is therefore to prove comparable results as in [5] (see Theorem 1.3),
for such matrices. Before stating our main results, let us introduce the considered matrices.
For b = (b0, b1, . . . , bN−1) ∈ RN we define the associated circulant matrix Φ = Φ(b) ∈ RN,N by setting
Φk,j = bj−k(mod N) k, j ∈ [N ].
Similarly, for a vector c = (c−N+1, c−N+2, . . . , cN−1) ∈ R2N−1 the associated Toeplitz matrix T = T (c) ∈ RN,N
has entries
Tk,j = cj−k k, j ∈ [N ].
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For an arbitrary subset Θ ⊂ [N ] of cardinality M < N , we let the partial circulant matrix ΦΘ = ΦΘ(b) ∈ RM,N ,
and the partial Toeplitz matrix TΘ, respectively, be the submatrix of Φ, and T respectively, consisting of the
rows indexed by Θ. In [15] one can find a comprehensive overview of compressed sensing with structured
random matrices. It is particularly shown that partial circulant matrices with Rademacher input vector b work
comparable well for the classical compressed sensing task as completely random sub-Gaussian matrices.
For our purpose we choose the vectors b and c to be sub-Gaussian sequences. Hence, the matrices ΦΘ and
TΘ are centered. Similarly to the results in [5], we consider biased partial random matrices given by
A = A(b) = µ1+ ΦΘ(b), (6)
or
A = A(c) = µ1+ TΘ(c). (7)
Here, the parameter µ ≥ 0 controls the expected value of the entries of A and 1 ∈ RM,N is the matrix having
all entries equal to one.
The main purpose of this paper is to prove the symmetric phase transition observed in [5], for biased partial
random matrices given by Equation (6), meaning that we need as many measurements to recover sparse signals
as we need to recover dense signals. The main result of this paper is the following theorem:
Theorem 1.4 Let µ > 0 and fix some tolerance ε > 0. Let A ∈ RM,N be a biased measurement matrix
i) of the form (6), where b = [bi]
N
i=1 ∈ RN is a sub-Gaussian vector with E (bi) = 0, E
(
b2i
)
= σ2, for i ∈ [N ],
and sub-Gaussian norm R. Or
ii) of the form (7), where c = [ci]
N−1
i=−N+1 ∈ R2N−1 is a sub-Gaussian vector with E (ci) = 0, E
(
c2i
)
= σ2, for
i ∈ {−N + 1, . . . , N − 1}, and sub-Gaussian norm R.
A binary signal x0 ∈ {0, 1}N with ‖x0‖0 = s is the unique solution of (3) and (4) for y = Ax0 with probability
larger than 1− ε, provided
M & max
(
R2
µ2
, |min(s,N − s)|2R
4
σ4
)
log
(
N
ε
)
(8)
with a constant depending only on σ and µ−1.
iii) Under the additional assumption M &
(
R
σ
)4/3
log(ε−1) the solution x∗ of (4) for y = Ax0+n with ‖n‖2 ≤ η
for some η > 0 obeys
‖x0 − x∗‖2 ≤
√√√√9( 16σ2µ2 + min(s,N − s))
Mσ2
· η.
2 Proof of Theorem 1.4
We will prove Theorem 1.4 by deriving a so-called dual certificate [7, 10, 20], that is a vector ν ∈ RM having a
small `2-norm and fulfilling A
∗ν ∈ HtS , for some t ≥ 0, where
HtS :=
{
w ∈ RN : wi ≤ −t for i ∈ S and wi ≥ t for i /∈ S
}
.
To justify that this will help to prove the theorem, let us recall some results from [5].
Proposition 2.1 (Propositions II.3 and III.1 of [5]) Let A ∈ RM,N and S ⊂ [N ]. Then the following
statements are equivalent:
i) 1S and 1−1S = 1SC are the unique solutions of (3).
ii) ker(A) ∩H0S = {0}.
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iii) {x ∈ [0, 1]N : Ax = A 1S} = 1S.
iv) There is ν ∈ RM such that A∗ν ∈ HtS for some t > 0.
Hence, finding a dual certificate indeed ensures, that 1S is the unique solution of (3). However, the third
equivalence even yields that there is no other solution of Ax = A1S other than 1S in the box [0, 1]N . Thus,
the minimization in (3) is not crucial and we can run box-constrained least-squares (4) instead.
The proof of Part iii) of Theorem 1.4 will further make use of the following result from [5].
Proposition 2.2 [Proposition III.4 of [5]] Let r, t, η > 0, S ⊂ [N ] and A ∈ RM,N . Suppose that there exists a
dual certificate ν ∈ RM such that A∗ν ∈ HtS and ‖ν‖2 ≤ r.
Let x0 = 1S ∈ RN be the binary signal supported on S, and y = Ax0 + n with ‖n‖2 ≤ η. Then the solution
x∗ of the program (4) obeys
‖x∗ − x0‖2 ≤ 2r
t
η.
Before constructing the dual certificate explicitly, let us recall a so-called Hoeffding-type inequality as well as
Hanson-Wright inequality, which will be an important probabilistic tools for the proof of Theorem 1.4.
Theorem 2.3 (Proposition 5.10 of [22] and Theorem 1.1 of [17])
i) There exists a universal constant C > 0 with the following property: If X1, . . . , XM are independent
sub-Gaussian random variables, then
P
(∣∣∣∣ M∑
i=1
Xi
∣∣∣∣ ≥ t
)
≤ e · exp
(
−Ct
2
γ2
)
,
with γ =
∑M
i=1 ‖Xi‖2ψ22 .
ii) There exists a universal constant C > 0 with the following property: Suppose that X = (X1, . . . , Xq) ∈ Rq
is a random vector with independent, sub-Gaussian entries. Let further L be a fixed linear map from Rq
to Rq. Then we have
P (|〈X,LX〉 − E (〈X,LX〉)| > t) ≤ 2 exp
(
−C min
(
t2
R4‖L‖2HS
,
t
R2‖L‖
))
with R = max`=1,...q ‖X`‖ψ2 .
Now we are prepared to prove Theorem 1.4. Note that we will use the same dual certificate as for the proof
of the main theorem of [5] and that the probabilistic tool will also be Hanson-Wright inequality. However, the
proof is considerable more sophisticated.
Proof of Theorem 1.4. We first prove Part i) of Theorem 1.4, hence, we assume that the measurement matrix
A is a biased partial random circulant matrix. To make notations easier we enlarge A by inserting zero-rows
for indices not in Θ. Hence, we define
A = µ1+ΦΘ(b),
where
(ΦΘ)k,j =
{
bj−k(mod N) if k ∈ Θ
0 else
and 1k,j =
{
1 if k ∈ Θ
0 else
,
and b ∈ RN is the given sub-Gaussian vector. This matches the aforementioned measurement process; the vector
Ax0 is only enlarged by some zeros. Further we define β0 to be the sparser of the two vectors x0 and 1−x0,
i.e.,
β0 =
{
x0 if ‖x0‖0 ≤ ‖1−x0‖0,
1−x0 else.
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As in [5] we define the dual certificate to be
ν = ρ1+Φβ0 −M−1 〈Φβ0,1〉1, where ρ = −σ
2
4µ
,
and prove that A∗ν ∈ HtS , where S = suppβ0 and t = Mσ
2
16 . This particularly means we prove for i ∈ [N ]
〈ν,Aei〉 = 〈A∗ν, ei〉 = (A∗ν)i
{
≤ −t if i ∈ S
≥ t if i /∈ S. (9)
A simple calculation yields
〈ν,Aei〉 = ρµM + ρ 〈1,ΦΘei〉+ 〈ΦΘβ0,ΦΘei〉 −M−1 〈ΦΘβ0,1〉 〈1,ΦΘei〉
=: ρµM + ρX1(i) +X2(i)−M−1X3(i).
We now estimate the numbers X1(i), X2(i), X3(i) for each i ∈ S and i /∈ S separately.
Estimation of X1:
We start with X1. For every i ∈ [N ],
X1(i) = 〈1,ΦΘei〉 =
∑
l∈Θ
(ΦΘ)l,i =
∑
l∈Θ
bi−l(mod N)
is a sum of M independent sub-Gaussian variables with sub-Gaussian norm R. Thus it follows from Part i) of
Theorem 2.3 that
Pr(|X1(i)| ≥ θ1) ≤ e exp
(
− Cθ
2
1
MR2
)
,
for every i ∈ [N ]. The estimations of X2 and X3 are a slightly more involved. Let us start with X2.
Estimation of X2:
For every i ∈ [N ] it holds true that
X2(i) = 〈ΦΘβ0,ΦΘei〉 =
N∑
j=1
∑
k∈S
(ΦΘ)j,k(ΦΘ)j,i =
∑
k∈S
∑
j∈Θ
bk−j(mod N)bi−j(mod N),
and therefore
E(X2(i)) =
∑
k∈S
∑
j∈Θ
σ2δk−j(mod N),i−j(mod N),
where for j, k ∈ [N ] the number δj,k is equal to one for j = k and to zero otherwise. Now it holds true that
k − j(mod N) = i− j(mod N) if and only if k = i and therefore
E(X2(i)) =
{∑
j∈Θ σ
2δi−j,i−j if i ∈ S
0 if i /∈ S =
{
Mσ2 if i ∈ S
0 if i /∈ S.
To estimate the deviation from this expected value we want to use Hanson-Wright inequality. Thus we want
to define a map L(i) : RN → RN such that 〈b, L(i)b〉 = X2(i) for all i ∈ [N ]. We therefore define the map
L(i) : RN → RN , (v1, . . . , vN ) 7→ (w1, . . . , wN ) with
wj =
{∑
k∈S vk−i+j(mod N) if j ∈ Θi
0 else,
where Θi := i−Θ. Then it indeed holds true that
〈b, L(i)b〉 =
N∑
j=1
bj(L(i)b)j =
∑
j∈Θi
bj
∑
k∈S
bk−i+j(mod N) =
∑
j∈Θ
bi−j(mod N)
∑
k∈S
bk−j(mod N) = X2(i).
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Thus, to apply the Hanson-Wright inequality we just need to estimate the Hilbert-Schmidt norm ‖L(i)‖HS and
the operator norm ‖L(i)‖. Note that L is a linear map and we therefore can rewrite it as matrix map. The
corresponding matrix, which we also call L(i) = (Lj,l)
N
j,l=1 is given by
L(i)j,l =
{
1 if j ∈ Θi and l ∈ Sj−i
0 else,
where Sj−i = j − i + S. Thus, one easily verifies that ‖L‖HS = M |S| = Ms. To estimate ‖L‖ we use the
Gershgorin circle Theorem 1.1. For j ∈ Θi we have either L(i)j,j = 1 or L(i)j,j = 0 and Rj = s− 1 or Rj = s.
For j /∈ Θi we have L(i)j,j = 0 and Rj = 0. Thus by Gershgorin circle theorem all eigenvalues of L(i) lie in
the circle D(0, s) and the operator norm can be estimated by ‖L(i)‖ ≤ s. Hanson-Wright inequality therefore
implies that there is a universal constant C > 0 such that for i /∈ S
P (|X2(i)| > θ2) ≤ 2 exp
(
−C min
(
θ22
R4Ms
,
θ2
R2s
))
,
and for i ∈ S
P
(|X2(i)−Mσ2| > θ2) ≤ 2 exp(−C min( θ22
R4Ms
,
θ2
R2s
))
.
Estimation of X3:
The estimation of X3(i) is even more involved. We can simplify
X3(i) = 〈Φβ0,1〉 〈1,Φei〉 = β∗0Φ∗ 1 1∗Φei =
∑
k∈S
∑
m∈Θ
∑
l∈Θ
bk−m(mod N)bi−l(mod N),
because (Φ∗ 1 1∗Φ)k,n =
∑
m∈Θ
∑
l∈Θ bk−m(mod N)bn−l(mod N). We start by estimating the expected value of
X3(i):
Ek,n : = E(Φ
∗ 1 1∗ Φ)k,n =
∑
m∈Θ
∑
l∈Θ
E
(
bk−m(mod N)bn−l(mod N)
)
(10)
=
∑
m∈Θ
∑
l∈Θ
{
σ2 if k −m(mod N) = n− l(mod N)
0 else
.
Note that k −m(mod N) = n − l(mod N) if and only if k −m − n + l(mod N) = 0. That is, if and only if
k −m− n+ l ∈ {−N, 0, N}, because k −m− n+ l ∈ (−2N, 2N). Let us try to identify when this is the case:
First, suppose that k < n, then we have k − n −m < 0, or more precisely either k − n −m ∈ [−N,−1] or
k− n−m ∈ [−2N,−N − 1]. If the first case is true, l can only be chosen such that k− n−m+ l = 0, because
l ∈ [N ] there is no possibility that k − n−m+ l ∈ {−N,N}. Analogously, if the second case is true, the only
possibility to choose l such that k − n −m + l ∈ {−N, 0, N} is l = m + n − k − N . In other words for fixed
k < n and m ∈ [N ] there is exactly one l ∈ [N ] such that k −m(mod N) = n − l(mod N). Similarly we can
show that the same is true for k ≥ n.
However, the sum in (10) is not over m, l ∈ [N ] but over the smaller subset m, l ∈ Θ. Thus the number
matching the criterion k −m(mod N) = n− l(mod N) is smaller than M = |Θ|, more precisely:
Ek,n =

|Θ ∩ ((k − n+ Θ) ∪ (N + k − n+ Θ))|σ2 if k < n,
Mσ2 if k = n,
|Θ ∩ ((k − n+ Θ) ∪ (−N + k − n+ Θ))|σ2 if k < n.
= |Θ ∩ (k − n+ Θ)|σ2
It holds true that for i /∈ S
E(X3(i)) =
〈
β0, (Eki)
N
k=1
〉
=
∑
k∈S
Eki =
∑
k∈S
|Θ ∩ (k − i+ Θ)|σ2 ∈ [0, sMσ2] (11)
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and for i ∈ S that
E(X3(i)) ∈ [Mσ2, sMσ2]. (12)
Now we can compute the probability that X3(i) deviates from its expected value. We again aim to apply the
Hanson-Wright inequality. For this we define L3(i) : RN → RN , (v1, . . . , vN ) 7→ (w1, . . . , wN ) with
wl =
{∑
m∈Θ
∑
k∈S vk−m(mod N) if l ∈ i−Θ,
0 else.
This yields X3(i) =
〈
b, L3(i)b
〉
. To compute the Hilbert-Schmidt norm and operator norm of L3(i), we further
define the matrices (K1n,m)
N
n,m=1 and (K
2
i,j)
N
i,j=1 by
K1n,m =
{
1 ifn ∈ i−Θ,m ∈ Θ
0 else,
and K2k,l =
{
1 if k ∈ Θ, l ∈ −k + S
0 else.
It is then easy to verify, that K1K2v = L3(i)(v). Now the Hilbert-Schmidt norm of K
1 is given by ‖K1‖HS = M2
and of K2 by ‖K2‖HS = Ms. Thus
‖L3(i)‖HS = ‖K1K2‖HS ≤ ‖K1‖HS‖K2‖HS = M3s.
On the other hand it holds true that
(K1K2)m,n =
{∑
l∈Θ∩(S−n) 1 if m ∈ i−Θ
0 else.
By Gershgorin circle theorem this yields that
‖L3(i)‖ = ‖K1K2‖ ≤Ms,
since for every n ∈ [N ] it holds true that |Θ ∩ (S − n)| ≤ s and therefore that the column sum of K1K2 is
smaller than Ms for each column, since the m-th entry of each column of K1K2 is equal to zero if m /∈ i−Θ.
By the Hanson-Wright inequality it follows
P (|X3(i)− E(X3(i))| > θ3) ≤ 2 exp
(
−C min
(
θ23
R4M3s
,
θ3
R2Ms
))
.
In particular it follows for i /∈ S
P (X3(i) < −θ3) ≤ P (X3(i) < E(X3(i))− θ3) ≤ P (X3(i)− E(X3(i)) < −θ3) ≤ P (|X3(i)− E(X3(i))| > θ3)
≤ 2 exp
(
−C min
(
θ23
R4M3s
,
θ3
R2Ms
))
,
where we used (11) in the first step. For i ∈ S it follows
P
(
X3(i) > θ3 +M
2σ2
) ≤ P (X3(i) > θ3 + E(X3(i))) ≤ P (X3(i)− E(X3(i)) > θ3)
≤ P (|X3(i)− E(X3(i))| > θ3) ≤ 2 exp
(
−C min
(
θ23
R4M3s
,
θ3
R2Ms
))
,
where we used (12).
Finally we are able to estimate the probability that Equation (9) is true for t = Mσ
2
16 . To this end remember
that ρ = −σ24µ and choose
θ1 =
µM
4
, θ2 =
|ρ|µM
4
, θ3 =
|ρ|µM2
4
.
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Using that by Equation (8) we have in particular M > 2s we derive for i ∈ S
〈ν,Aei〉 = ρµM − |ρ|X1(i) +X2(i)−M−1X3(i) ≥ ρµM − |ρ|θ1 +Mσ2 − θ2 − sσ2 −M−1θ3
=
7ρµM
4
+ (M − s)σ2 ≥ 7ρµM
4
+
M
2
σ2 = − 7
16
Mσ2 − 1
2
Mσ2 =
Mσ2
16
with a failure probability no larger than
s
(
e exp
(
−CµM
16R2
)
+ 2 exp
(
−C min
(
ρ2µ2M
16R4s
,
|ρ|µM
4R2s
))
+ 2 exp
(
−C min
(
ρ2µ2M
16R4s
,
ρµM
4R2s
)))
.
On the other hand we can estimate for i /∈ S
〈ν,Aei〉 ≤ ρµM + |ρ|θ1 + θ2 +M−1θ3 = ρµM
4
= −Mσ
2
16
with a failure probability no larger than
(N − s)
(
e exp
(
−CµM
16R2
)
+ 2 exp
(
−C min
(
ρ2µ2M
16R4s
,
|ρ|µM
4R2s
))
+ 2 exp
(
−C min
(
ρ2µ2M
16R4s
,
ρµM
4R2s
)))
.
This finishes the proof of Part i) of Theorem 1.4.
Now we aim to prove Part iii). Applying Proposition 2.2, we particularly need to prove the boundedness of
the dual certificate ν, i.e., ‖ν‖2 ≤ r, for some r > 0. First, note that
‖ν‖22 ≤Mρ2 + 〈Φβ0,Φβ0〉 .
Thus, we in particular need to bound 〈Φβ0,Φβ0〉. It is easy to verify that
〈Φβ0,Φβ0〉 =
∑
n∈Θ
∑
k∈S
∑
l∈S
bk−n(mod N)bl−n(mod N).
Because k − n(mod N) = l − n(mod N) if and only if k = l we obtain
E(〈Φβ0,Φβ0〉) =
∑
n∈Θ
∑
k∈S
∑
l∈S
E(bk−n(mod N)bl−n(mod N)) =
∑
n∈Θ
∑
k∈S
E(bk−n(mod N)bk−n(mod N)) = Msσ2.
To estimate the deviation of 〈Φβ0,Φβ0〉 from its expected value we define L : RN → RN , (v1, . . . vN ) 7→
(w1, . . . , wN ) with
wi =
{∑
k∈S vk−i(mod N) if i ∈ Θ
0 else.
Then it holds true that 〈Φβ0,Φβ0〉 = 〈Lb, Lb〉 := 〈b,Kb〉, with K := L∗L. To again apply the Hanson-Wright
inequality we need to estimate the Hilbert-Schmidt norm ‖K‖HS as well as the operator norm ‖K‖ of K. Note
that L can be represented by the matrix [Lij ]
N
i,j=1, where
Lij =
{
1 if i ∈ Θ and j ∈ S − i
0 else
=
{
1 if i ∈ Θ ∩ S − j
0 else
.
Further K can be represented by the matrix [Kkl]
N
k,l=1 with
Kkl =
N∑
i=1
L∗kiLil =
∑
i∈Θ∩(S−k)∩(S−l)
1 = |Θ ∩ (S − k) ∩ (S − l)|.
By Gershgorin circle theorem all eigenvalues of K lie in the circle D(0,
∑
k∈[N ]Kkl) for all l ∈ [N ] and∑
k∈[N ]
Kkl =
∑
k∈[N ]
|Θ ∩ (S − k) ∩ (S − l)| ≤
∑
k∈[N ]
|(S − k) ∩ (S − l)| ≤ s2,
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where the last step follows from the following fact: Let l ∈ [N ] and S − k = {k1, . . . , ks} then for i ∈ [s] it
holds true that ki ∈ K − (kj − ki) for each j ∈ [s]. Thus, each ki ∈ S − k is contained in exactly s sets of the
form S − r. Therefore, we can conclude ‖K‖ ≤ s2 and ‖L‖ = √λmax(L∗L) = √λmax(K) = s, where λmax
denotes the largest eigenvalue. Further it is easy to verify by the matrix representation that ‖L‖HS =
√
Ms
and therefore by (1)
‖K‖2HS = ‖L∗L‖2HS ≤ ‖L∗‖2‖L‖2HS ≤Ms3.
By the Hanson-Wright inequality it now follows
P
(|〈Φβ0,Φβ0〉 −Msσ2| ≥Msσ2) ≤ 2 exp(−cmin(Mσ4
sR4
,
Mσ2
R2s
))
.
Thus 〈Φβ0,Φβ0〉 ≤ 2Msσ2 with high probability. And more precisely we derive for the dual certificate that
‖ν‖22 ≤Mσ2
(
σ2
16µ2 + 2s
)
with probability 1− ε if M & max
(
R4
σ4 ,
R2
σ2
)
ln
(
2
ε
)
s for some ε > 0.
It remains to prove Part ii). For this purpose it is enough to argue that the previous proof also ap-
plies to Toeplitz matrices of the form (6). To see this, note that Toeplitz matrices are submatrices of cir-
culant matrices. More precisely, let T = T (c−N+1, c−N+2, . . . , cN−1) ∈ RN,N then T is the submatrix of
Φ([c0, . . . , cN−1, c−N+1, . . . , c−1]) ∈ R2N−1,2N−1 consisting of the first N columns and rows of Φ, i.e., Ti,j = Ci,j
for i, j ∈ [N ].
Define A = µ1+TΘ and B = µ1+ΦΘ. For the dual certificate ν and i ∈ [N ] it then holds true that
〈ν,Aei〉 = 〈ν,Be˜i〉, where e˜i denotes the i-th canonical vector in R2N−1. Further note that Ax = B[x ~0] for
x ∈ RN , where ~0 ∈ RN−1.
Thus the former proof shows that B∗ν ∈ H˜tS :=
{
w ∈ R2N−1 : wi ≤ −t for i ∈ S and wi ≥ t for i ∈ [N ] \ S
}
for some t > 0. Note that for w ∈ H˜tS , the last N − 1 entries of w can be arbitrary. Moreover it is easy to prove
similarly as in [5] (cf. Proposition 2.3 in [5]) that this is equivalent to{
x ∈ [0, 1]2N−1 : Bx = B 1S
} ∩ {x ∈ [0, 1]2N−1 : xi = 0, i = N + 1, . . . , 2N − 1} = 1S ∈ R2N−1.
Hence,
{
x ∈ [0, 1]N : Ax = A 1S
}
= 1S ∈ RN , under same assumption of Theorem 1.4.
Remark 2.4 Note that the (implicit) constant in Equation (8) is doubled in comparison to the result in [5]
for non structured matrices. The main reason is the pessimistic estimation of the expected value of X3(i) in
Equation (12). Particularly, EX3(i) = sMσ2 can only be true for very artificial choices of Θ and S. Suppose Θ =
{m,m+k,m+ 2k, . . . ,m+ (M −1)k} such that Mk = N and Si = {0, k, 2k, 3k, (s−1)k} then EX3(i) = sMσ2.
However, if there is no k ∈ S such that Θ = {m,m+k,m+2k, . . . ,m+(M−1)k} then |Θ∩ (k+Θ)| ≤ (M−1).
Moreover, if Si 6= {0, k, 2k, 3k, (s−1)k} for some k, then for l ∈ Si, l 6= k, it holds true that |Θ∩(l+Θ)| ≤ (M−1).
One possibility to ensure that E(X3(i)) ≤ Ms2 , which gives the same constant as in [5], is to choose Θ ={m1 > m2 > . . .mM} such that every possible distance between mi and mi+1 arises at most M/2-times. This
might be possible because we may assume that M ≤ N2 by what the numerics indicate (see Section 3).
3 Numerical Validation
To support our theory we aim to conclude by showing the results of the following numerical experiments.
Basically we run the boxed-constrained basis pursuit (3) and the box-constrained least squares (4) for biased
circulant matrices Φ(b) and Toeplitz matrices T (b) for either Gaussian or Rademacher input vectors. For all
experiments we choose the ambient dimension to be N = 500. For each s,M ∈ {5i : i ∈ [100]} we choose a
random binary vector x0 ∈ RN with s-non-zero elements. These s-non-zero positions of x0 are chosen uniformly
randomly from 1 to 500 without repetition (Matlab method randperm). Then we constructed the different
structured measurement matrices and run boxed constrained linear least squares (Matlab method lsqlin) as well
as the linear program linprog with box constraints to obtain reconstructions xLS and xPBin of x0. Finally we
computed the `2-error ‖xLS − x0‖2 and ‖xPBin − x0‖2 and repeated the computation for each combination of s
and M 100-times.
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The measurement matrices were constructed as follows. For the Rademacher Toeplitz matrix we choose
c = [c1, . . . , cN ] ∈ RN and r = [r1, . . . , rN−1] ∈ RN−1 such that ci, rj are either 0 or 1 with equal probability for
i ∈ [N ], j ∈ [N−1]. Then we define A = toeplitz(c, [c1 r]), thus c is the first column of A and [c1 r] the first row.
Finally we choose a random subset Θ ⊂ [N ] of size |Θ| = M by randomly permutating [N ] and choosing the
first M numbers (matlab method randperm(N,M)). The measurement matrix Φ then consist of the columns
A which correspond to the subset Θ.
The Gaussian Toeplitz matrix is constructed analogously but with c ∈ RN and r ∈ RN−1 shifted Gaussian
random vectors, i.e, c = gc + 1 and r = gr + 1, where gc ∈ RN and gr ∈ RN−1 are Gaussian vectors.
To construct the partial circulant matrices we choose c ∈ RN as in the Toeplitz case either as shifted
Rademacher or Gaussian vector. Then we flipped c and shifted it circularly by one position to obtain the
row vector r ∈ RN (r =circshift(fliplr(c),1, 2)). Then we define A = toeplitz(c, r) and the measurement matrix
Φ as in the Toeplitz case.
Figure 1: Reconstruction from biased Rademacher Toeplitz measurements via (3) (left) and (4) (right). The ex-
periment yielding this figure is explained above.
Figure 2: Reconstruction from biased Gaussian Toeplitz measurements via (3) (left) and (4) (right). The experi-
ment yielding this figure is explained above.
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Figure 3: Reconstruction from biased Rademacher circulant measurements via (3) (left) and (4) (right). The ex-
periment yielding this figure is explained above.
Figure 4: Reconstruction from biased Gaussian circulant measurements via (3) (left) and (4) (right). The experi-
ment yielding this figure is explained above.
4 Outlook and Future Work
In this paper we have studied the reconstruction of a binary, sparse signal x0 ∈ {0, 1}N from biased partial
random circulant and Toeplitz measurements y = Ax0+n, where n is some small noise vector and A = Φ(b)+µ1.
Here, Φ(b) a partial random circulant or Toeplitz matrix and b is a sub-Gaussian vector. In particular, we have
studied the reconstruction via basis pursuit with box constraints and linear least squares with box constraints.
Surprisingly, we could prove that the least squares algorithm, which usually does not promote sparsity, works
comparably well. We further showed that we need as many measurements to recover an s-sparse signal as
we need to recover an (N − s)-sparse signal and that this number is about min{s,N − s} logN . Finally we
substantiated our theory by some numerical simulations.
The numerical simulations further indicate that, as for non-structured sub-Gaussian measurements, the num-
ber of necessary measurements M to ensure unique recovery (independently of the sparsity) is not larger than
M = N/2. In the following we would like to explain some thoughts on this phenomenon and a possible proof
of it.
In order to prove the mentioned phenomenon, we would need to show that the measurement matrix ΦΘ is in
general position and orthant symmetric; see the proof of Theorem III.2 in [5], for comparison.
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Note, that ΦΘ is in general position if for every subset B ⊂ [N ] of cardinality |B| = M the eigenvalues of
the matrix (ΦBΘ)
∗ΦBΘ are positive, i.e., if λ(Φ
B
Θ)
∗ΦBΘ) > 0 or sN (Φ
B
Θ) ≥ 0, respectively, where sN (A) denotes the
smallest singular value of a matrix A ∈ RN,N . Note that there exists a lot of work in the literature calculating
the probability of λ(Φ∗Φ) > 0 ([9, 14]), but an analogous calculation for λ((ΦB)∗ΦB) is much more difficult.
The main reason is that the eigenvalues of Φ itself can be computed very easily, which is not the case for a
submatrix. In particular it has been shown in [14], for Rademacher sequences (b0, . . . , bN−1) (among others)
that for all ε > 0 and large N
P
(
sN (Φ(b)) ≥ εN−1
) ≥ 1− Cε, (13)
where C > 0 is a constant only depending on b. Since ΦBΘ seems to be more unstructured than Φ itself one
might hope that the probability of λ((ΦBΘ)
∗ΦBΘ) > 0 is even higher.
However, the proof of Theorem III.2 in [5], is also based upon the fact that the random part Φ of the
measurement matrix A = µ1+Φ has an orthant symmetric kernel. This means, if for each diagonal matrix
S ∈ RN,N with diagonal in {−1, 1}N and every measurable set Ω ∈ RM,N , it holds P (BS ∈ Ω) = P (B ∈ Ω),
where B is a matrix whose rows span the kernel of Φ.
From our point of view, it seems to be very unlikely that this is true for partial circulant matrices. The reason
is the following. Suppose the kernel of ΦΘ is spanned by v1, . . . , vm, for some m ∈ [N ], and let B ∈ Rm,N the
matrix with rows v′1, . . . , v
′
m, then the rows of BS span the kernel of TS. But TS is in general no circulant
marix.
So for future work it is interesting to check if the kernel of a partial circulant matrix is indeed not or perhaps
is orthant symmetric. Independently of the answer to this question it might be of own interest to prove an
inequality in the spirit of (13) for partial circulant matrices. And, if the answer to the first question is negative,
to find an alternative way to proof the upper bound on the necessary number of measurements in the order of
M . N/2.
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