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Tomasz Schoen∗ and Ilya D. Shkredov
Abstract
We prove that if A ⊆ [N ] does not contain any solution to the equation x1 + · · ·+ xk =
y1 + · · ·+ yk with distinct x1, . . . , xk, y1, . . . , yk ∈ A, then |A| ≪ k3/2N1/k.
1 Introduction
A set A ⊆ Z is called a Bk–set, k > 2, if
x1 + · · ·+ xk = y1 + · · ·+ yk (1)
with xi, yi ∈ A implies that x1, . . . , xk is a permutation of y1, . . . , yk. If A is a Bk-subsets of [N ],
then even a simple argument argument
(|A|+k−1
k
)
= |kA| 6 kN shows that
|A| 6 (kk!)1/kN1/k.
Currently best bound
|A| 6 (1 + o(1))(1 + εk) k
2e
N1/k
was proved by Green [4] (see also [5] page 14), where εk → 0 as k → ∞. The history of the
problem and bibliography can be found in [5].
We call a set A ⊆ Z a weak Bk–set (B∗k–set) if every solution to (1) with xi ∈ A implies that
among numbers x1, . . . , xk, y1, . . . , yk at least two are equal. In other words A does not contain
a solution to (1) with distinct elements. It is already non-trivial to prove that every B∗k–subset
of [N ] has size Ok(N
1/k). It is a fact that there are equations (see Theorem 3.3 in [6]) such that
the threshold for the size of a set without solutions in distinct integers is of different order of
magnitude. Ruzsa [6] proved that for every B∗k–set A ⊆ [N ] we have
|A| 6 (1 + o(1))k2−1/kN1/k .
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2 An upper bound for weak Bk-sets
Very recently Timmons [7] showed that
|A| 6 (1 + o(1))(1 + εk)k
2
4
N1/k,
where εk → 0 as k → ∞. On the other hand, for k > 3 Timmons constructed a B∗k–subset of
[N ] with (1− o(1))21−1/kN1/k elements. Our aim is to prove the following theorem.
Theorem 1 Let A ⊆ [N ] be a B∗k–set and N > (2k9/2)k. Then
|A| 6 16k3/2N1/k .
2 The proof of the main result
For a finite subset of integers A put
σk(n) = σk(n;A) = |{(x1, . . . , xk) ∈ Ak : x1 + · · ·+ xk = n}| ,
f(t) = fA(t) =
∑
a∈A
e−2piiat , t ∈ [0, 1]
further
Mk = Mk(A) =
∑
n
σk(n)
2 =
∫ 1
0
|f(t)|2kdt ,
sk(n) = sk(n;A) = |{(x1, . . . , xk) ∈ Ak, xi 6= xj : x1 + · · ·+ xk = n}|,
Sk = Sk(A) =
∑
n
sk(n;A)
2 =
∑
n
sk(n)
2 =
= |{(x1, . . . , xk, y1, . . . , yk) ∈ A2k : x1 + · · ·+ xk = y1 + · · ·+ yk, xi 6= xj, yi 6= yj}| . (2)
Furthermore, define
S∗k(A) = |{(x1, . . . , xk, y1, . . . , yk) ∈ A2k : x1 + · · ·+ xk = y1 + · · ·+ yk,
xi 6= xj , yi 6= yj , xi 6= yj , 1 6 i, j 6 k}| .
and for finite subsets of integers A1, A2 put
S∗k(A1, A2) = |{(x1, . . . , xk, y1, . . . , yk) ∈ Ak1 ×Ak2 : x1 + · · ·+ xk = y1 + · · ·+ yk,
xi 6= xj, yi 6= yj , xi 6= yj , 1 6 i, j 6 k}| .
Clearly, A is a B∗k–set A if and only if S
∗
k(A) = 0
Our first lemma can be extracted from Ruzsa’s paper [6]. We will rewrite it for a convenient
for us form.
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Lemma 2 Let A be a finite set of integers with |A| > 16k4. Then
2−kk!|A|k 6 Sk 6Mk 6 2Sk . (3)
P r o o f. If k = 1, then the result is trivial, thus suppose that k > 2. First observed that
Mk > Sk > k!|A|(|A| − 1) . . . (|A| − k + 1) > (5/4)−kk!|A|k > 2−kk!|A|k . (4)
Ruzsa proved (see inequality (5.8) in [6]) that
∑
n
(σk(n)− sk(n))2 6 k4Mk−1 ,
hence by the Ho¨lder inequality
∑
n
(σk(n)− sk(n))2 6 k4M
k−2
k−1
k |A|
1
k−1 .
Therefore, by the triangle inequality
M
1/2
k 6 S
1/2
k + k
2M
k−2
2(k−1)
k |A|
1
2(k−1) .
By the middle inequality in (4) and the assumption |A| > 16k4 we see that
|M1/2k − S1/2k |2 6 k4M
k−2
k−1
k |A|
1
k−1 6 2−4Mk
so that
Mk 6 2Sk
as required. 
Observe that, actually, the inequality (3) can be strengthened to Mk = Sk(1 + o(1)) for
large |A|. Our next lemma provides a straightforward relation between Sk and Sl for l < k.
Lemma 3 Let 1 6 l < k and let A be a B∗k–set with |A| > 16k4. Then
Sk 6 (
√
2k)2(k−l)|A|k−lSl .
P r o o f. Indeed, counting the number of the solutions to (2), we see that by the assumption on
A we must have xi = yj for some i and j. There are at most k
2 choices for i and j and thus
Sk 6 k
2|A|Sk−1 6 k2|A|Mk−1 . (5)
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Furthermore, by the Ho¨lder inequality and Lemma 2
Mk−1 =
∫ 1
0
|f(t)|2k−2dt 6
(∫ 1
0
|f(t)|2kdt
)k−l−1
k−l
(∫ 1
0
|f(t)|2ldt
) 1
k−l
6 (2Sk)
k−l−1
k−l (2Sl)
1
k−l ,
hence by (5)
Sk 6 2k
2|A|S
k−l−1
k−l
k S
1
k−l
l
and the assertion follows. 
Using a simple probabilistic argument we prove that the variables from both sides of (2)
can be chosen from disjoint sets. This allows us to apply a version of a well known theorem of
Erdo˝s–Ko–Rado, see Theorem 6 below.
Lemma 4 Let A be finite set of integers. Then there exists a set A′ ⊆ A such that
S∗k(A) 6 4
kS∗k(A
′, A \A′) .
P r o o f. Let us pick, randomly, independently, each element of A with probability 1/2. Let A′
be the random set of chosen elements. Clearly,
ES∗k(A
′, A \ A′) =
∑
x1+···+xk=x
′
1+···+x
′
k
2−2k ,
where the summation is taken over all solutions in the set A with distinct integers. Whence,
ES∗k(A
′, A \ A′) = 4−kS∗k(A) ,
so that
P
(
S∗k(A
′, A \ A′) > 4−kS∗k(A)
)
> 0 .
Therefore, there is a specific choice of A′ such that S∗k(A) 6 4
kS∗k(A
′, A \ A′). 
For a B∗k–set A define
G = G(A) = {j ∈ [k] : A is a B∗j –set} and X = X (A) = [k] \ G(A) .
Timmons [7] proved that a large subset of A is a B∗⌊k/2⌋ or B
∗
⌈k/2⌉–set. We prove that there is
a large set B ⊆ A such that the set G(B) is very large and structural. This is a crucial argument
in our approach.
Lemma 5 Let A be a B∗k–set. Then there is a set B ⊆ A,
|B| > |A| − 2k3
such that for X = X (B), G = G(B) we have for any l we have lX ∩ G = ∅ . In particular,
|X ∩ [l]| 6 ⌊ l
2
⌋
(6)
for every 1 6 l 6 k.
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P r o o f. We prove the lemma using an iterative procedure. We start with the sets A0 = A,
G0 = ∅, X0 = ∅ and S0 = ∅. Suppose that we have chosen Ai,Gi,Xi and Si. If [k] = Gi ∪ Xi
we stop the process, otherwise put l := min([k] \ (Gi ∪ Xi)). If Ai contains k pairwise disjoint
solutions to the equation
x1 + · · · + xl = y1 + · · ·+ yl (7)
with all variables distinct, and disjoint with Si, then we put
Ai+1 = Ai, Gi+1 = Gi, Xi+1 = Xi ∪ {l}, Si+1 = Si ∪ Soli , (8)
where Soli is the set of all numbers involved in the k disjoint solutions to (7). If this is not the
case (there are less than k such solutions), let Soli be a maximal collection of pairwise disjoint
solutions to (7) with distinct variables, and disjoint with Si. Then we put
Ai+1 = Ai \ (Si ∪ Soli), Gi+1 = Gi ∪ {l}, Xi+1 = ∅, Si+1 = ∅ . (9)
Observe that then Ai+1 is a B
∗
l –set, and l ∈ Gj, for all j > i + 1. Thus, the step (9) can be
applied at most k times, as in each application we add one element to the set Gi. Therefore, the
process must terminate after m 6 k2 iterations. We put B = Am,G = Gm and X = Xm. Since
|Si ∪ Soli| 6 2k2 it follows that
|B| > |A| − 2k3.
Next, we prove that lX ∩G = ∅ . Suppose that it does not hold. Then there exist n1, . . . , nl ∈
X , l 6 k, such that n1+· · ·+nl = n ∈ G. By our construction there are pairwise disjoint solutions
in distinct integers
x
(1)
1 + · · · + x(1)n1 = y
(1)
1 + · · ·+ y(1)n1
. . .
x
(l)
1 + · · ·+ x(l)nl = y
(l)
1 + · · ·+ y(l)nl .
Summing all these solutions up we obtain a solution to the equation
x1 + · · · + xn = y1 + · · ·+ yn
in distinct integers xi, yi ∈ B, which contradicts that B is a B∗n–set.
It remains to prove (6). Observe that if l ∈ G it follows from 2X ∩ G = ∅ that
|X ∩ [l]| 6 ⌈ l
2
⌉− 1 6 ⌊ l − 1
2
⌋
,
otherwise there are n1, n2 ∈ X such that n1 + n2 = l, which is impossible. Now, let l ∈ X and
suppose that |X ∩ [l]| > ⌊ l2⌋. Let n be the smallest element of G bigger than l. Then
⌈n
2
⌉− 1 > |X ∩ [n]| = |X ∩ [n− 1]| > ⌊n− 1
2
⌋
,
which again is a contradiction. This completes the proof. 
6 An upper bound for weak Bk-sets
Clearly, the property lX ∩ G = ∅ means that if x1, . . . , xl ∈ X such that x1 + · · ·+ xl ∈ [k]
then automatically x1 + · · ·+ xl ∈ X . Potential examples of ”bad” X is the set of even numbers
from [k] or X = (k/2, k− 1]. However, we do not know any example of a dense B∗k–subset of [N ]
that does not contain a large subset that is B∗l –set for every l 6 k.
In the proof of the main result we also apply a variant of a well–known theorem of Erdo˝s–Ko–
Rado [2], [3]. Let 1 6 k, n, k < n be integer parameters and let L = {l1 < l2 < · · · < lr} ⊆ [0, k].
A family A of subsets of [n] is called (n, k, L)–system if, each of a subset of the family has
cardinality k and, for all A,B ∈ A from the family we have |A∩B| ∈ L. The following theorem
was proved in [1].
Theorem 6 Let A be a (n, k, L)–system. Then
|A| 6
|L|∏
i=1
n− li
k − li .
Now we are in position to prove Theorem 1. It is a consequence of the following result.
Theorem 7 Let A be a B∗k–set, |A| > 20k6. Then
Mk(A) 6 2k8
kk3k/2|A|k . (10)
To see how the theorem above implies Theorem 1 just apply (10) and note that by the
Cauchy–Schwarz inequality one has
|A|2k =
(∑
n
σk(n)
)2
6 |kA|
∑
n
σ2k(n) 6 2k8
kk3k/2|A|kkN ,
hence
|A| 6 16k3/2N1/k
as required.
P r o o f. Let B ⊆ A be a set given by Lemma 5. By the Minkowski inequality we have
M
1/2k
k (A) =
( ∫ 1
0
|f(t)|2kdt)1/2k 6 (
∫ 1
0
|fB(t)|2kdt
)1/2k
+
( ∫ 1
0
|fA\B(t)|2kdt
)1/2k
6 M
1/2k
k (B) +M
1/2k
k (A \B) .
Since |A \B| 6 2k3, it follows that M1/2kk (A \B) 6 2k3. Furthermore, by the first inequality in
(3), we get
M
1/2k
k (B) >
1
2
(20k6 − 2k3)1/2 > 2k3 >M1/2kk (A \B) ,
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so that
Mk(A) 6 2
kMk(B) .
Thus, by Lemma 2 it is enough to estimate the quantity Sk(B).
Put t = ⌊k/2⌋ and observe that (the formula below works for any t 6 k)
St = St(B) =
t∑
l=2
(
t
l
)2
(t− l)!S∗l (B)|B|t−l + t!|B|t. (11)
Indeed, notice that from every solution to the equation
x1 + · · ·+ xt = y1 + · · ·+ yt (12)
in B with xi 6= xj and yi 6= yj, after cancelation of all equal variables from both sides, we obtain
for some l < t, a solution to the equation
xi1 + · · ·+ xil = yi1 + · · ·+ yil (13)
with distinct integers xij , yij ∈ B. Conversely, each solution to the equation (12) must be
constructed from a solution to (13) for some 2 6 l 6 t, and by adding to both sides of the
equation the same elements from B. This can be done on
(t
l
)2
(t− l)! ways, as for a fixed solution
(xi1 , . . . , xil , yi1 , . . . , yil) we have to chose positions for xij , yij on
(t
l
)2
ways, and then to chose
distinct t− l elements from B and order them on the right hand side of the equation on (t− l)!
ways. The term t!|B|t counts the number of solutions with {x1, . . . , xt} = {y1, . . . , yt}.
Next, applying Lemma 4 we bound S∗l (B). Let B
′ be a set given by Lemma 4. To estimate
S∗l (B
′, B \B′) observe that every solution to (13), say, (x1, . . . , xl, y1, . . . , yl), xi ∈ B′, yi ∈ B \B′
corresponds to a set Z = {x1, . . . , xl, y1, . . . , yl}, and clearly, each such set with
∑
xi =
∑
yi,
gives (l!)2 solutions to (13). Thus, to bound S∗l (B
′, B \B′) it is sufficient to bound the number
of such sets Z. Denote by Al the family of all sets Z that corresponds to a solution to (13).
Put X = X (B), G = G(B). By (6) we have |X ∩ [l]| 6 ⌊ l2⌋ for every 1 6 l 6 k. Suppose
that we have two solutions to (13)
x1 + · · · + xa + y1 + · · · + yl−a = x′1 + · · ·+ x′b + y′1 + · · ·+ y′l−b
x˜1 + · · ·+ x˜a + y˜1 + · · ·+ y˜l−a = x˜′1 + · · ·+ x˜′b + y˜′1 + · · ·+ y˜′l−b ,
where 0 6 a 6 l, 0 6 b 6 l, further, {x1, . . . , xa} = {x˜1, . . . , x˜a}, {x′1, . . . , x′b} = {x˜′1, . . . , x˜′b}
and {y1, . . . , yl−a} ∩ {y˜1, . . . , y˜l−a} = ∅, {y′1, . . . , y′l−b} ∩ {y˜′1, . . . , y˜′l−b} = ∅. The above solutions
correspond to some sets Z1, Z2 ⊆ [B]2l and we have |Z1∩Z2| = a+ b. Subtracting our solutions,
we get
y1 + · · ·+ yl−a + y˜′1 + · · ·+ y˜′l−b = y′1 + · · · + y′l−b + y˜1 + · · · + y˜l−a . (14)
Because of {y1, . . . , yl−a} ∩ {y˜1, . . . , y˜l−a} = ∅, {y′1, . . . , y′l−b} ∩ {y˜′1, . . . , y˜′l−b} = ∅ we to see
that (14) is a solution with distinct elements from B. Therefore, 2l − |Z1 ∩ Z2| ∈ X , so that
|Z1 ∩ Z2| ∈ (2l − X ). Putting L = 2l − X = {l1 < · · · < lr} ⊆ [0, 2l], r = |X ∩ [2l]| 6 l, we see
that the family Al is a (|B|, 2l, L)–system. Using Theorem 6, we obtain
|Al| 6
|L|∏
i=1
|B| − li
2l − li 6
|B|r
r!
6
|B|l
l!
.
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Thus,
S∗l (B
′, B \B′) 6 |B|
l
l!
· (l!)2 = l!|B|l ,
so that by Lemma 4
S∗l (B) 6 4
ll!|B|l .
Therefore by (11)
St(B) 6 4
tt!|B|t
t∑
l=0
(
t
l
)
= 8tt!|B|t .
Applying Lemma 3 with l = t, we get
Sk(B) 6 (
√
2k)2(k−t)|B|k−tSt(B)
6 8tt!(
√
2k)2(k−t)|B|k
6 2k+2tk2k−t|B|k
6 k4kk3k/2|B|k ,
hence by
Mk(A) 6 2
kMk(B) 6 2
k+1Sk(B) 6 2k8
kk3k/2|B|k 6 2k8kk3k/2|A|k ,
which completes the proof. 
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