The inverse degree r(G) of a finite graph G = (V , E) is defined as r(G) = v∈V 1 deg v . We prove that, if G is connected and of order n, then the diameter of G is less than (3r(G) + 2 + o (1)) log n log log n . This improves a bound given by Erdös et al. by a factor of approximately 2.
Introduction
Let G be a connected graph with vertex set V (G) and edge set E(G). The order of G is n = |V (G)|. The average distance, (G), of G is defined as the average of the distances between all the unordered pairs of vertices, so (G) = n 2 −1 {u,v}⊂V (G) d G (u, v) , where d G (u, v) denotes the distance between u and v. The inverse degree, r(G), of G is defined as the sum of the inverses of the degrees of the vertices of G, that is r(G) = v∈V (G) 1 deg v . We denote the radius and diameter of G by rad(G) and diam(G), respectively. All graphs considered in this paper are connected. We note that 1 (G) diam(G), and that by a result of Plesnik [10] , (G) can be arbitrarily close to any value between 1 and diam(G).
Many conjectures of the computer programme GRAFFITI [7, 8] led to the discovery of relations between parameters that seemed to have no obvious inter-dependence.A number of these relations involve the average distance.A well known example is the inequality (G) (G), where (G) is the independence number of G, which was proved by Chung [2] and improved by Dankelmann [3] . A GRAFFITI conjecture involving two distance parameters, rad(G) (G) + r(G), was disproved by Dankelmann et al. [5] . The, less unexpected, GRAFFITI conjecture (G) n/ (G), where (G) is the minimum degree of G, generated considerable interest. Asymptotically stronger inequalities were proved by Kouider and Winkler [9] and Dankelmann and Entringer [4] . The GRAFFITI conjecture was finally settled by Beezer et al. [1] , which is stronger than [9] . This paper is motivated by the GRAFFITI conjecture (G) r(G) (see [7, 8] ). Since r(G) = n * , where * is the harmonic mean of the degrees of the vertices of G, and since * , we have r(G) n . Hence, this conjecture is a strengthening of the conjecture (G) n . Unfortunately, the conjecture turned out not to be true. Erdös et al. [6] disproved it by constructing an infinite class of graphs with average distance at least (
log n log log n and 
log n log log n . Furthermore, they proved the upper bound, diam(G) (6r(G) + 2 + o(1)) log n log log n , which is also an upper bound on the average distance since (G) diam(G). In this paper, we improve upon the upper bound by Erdös, Pach and Spencer by a factor of two. We show that
log n log log n , and thus (G) (3r
log n log log n . To enhance the readability of our inequalities, we will repeatedly use inequality chains like a < b c, which are to be read as a < b and b c.
Results

Theorem 1. Let G be a connected graph of order n with r(G) r. Then, for constant r and large n,
log n log log n . . Therefore,
Proof. Let x ∈ V (G)
If n d = n d−1 = · · · = n 1 = n 0 , then each distance layer has cardinality one and G is a path. Since, in this case, G has diameter n − 1 and inverse degree r(G) = 1 + n 2 , the statement of the theorem holds. So we exclude this case from here onwards.
We now define two disjoint sets, J and K. Let
The elements of J and K can be considered peaks and troughs of the sequence n 0 , n 1 , . . . , n d . We now show that the elements of J ∪K alternate, i.e., for every s ∈ K(s ∈ J ), there exists t ∈ J ∪{d}(t ∈ K ∪{d}), with t s + 1 and s + 1, . . . , t − 1 / ∈ J ∪ K. Let s ∈ K for 0 < s < d and thus by the definition of K, n s < n s+1 . Let t be the first element following s such that n t n t+1 . Then t ∈ J ∪ {d}. Note that such an element t exists since n d+1 = 0 and thus n d > 0 = n d+1 . It is immediate from the definitions of J and K that s + 1, . . . , t − 1 / ∈ J ∪ K. The proof for the case s ∈ J is similar.
From the above proof it is clear that for any two consecutive elements s, t of J ∪ K, the sequence n s , n s+1 . . . , n t is monotonic. Moreover, if s is the smallest and t is the largest element of J ∪ K, then also n 0 , n 1 , . . . , n s and n t , n t+1 , . . . , n d are monotonic. Hence we refer to sets {s, s + 1, . . . , t}, with s, t ∈ J ∪ K ∪ {0, d} and s + 1, s + 2, . . . , t − 1 / ∈ J ∪ K as monotonic intervals. The length of such an interval is defined as t − s. Clearly, there exists a monotonic interval of length at least d+1 |J |+|K|+1 , the average length of the monotonic intervals. The main part of this proof is devoted to improving this bound and to expressing it in terms of d and r. For this aim we first partition J into two disjoint subsets A and B.
For 0 < i < d, consider the values of i, that are in J. We now partition J further into two disjoint subsets, A and B, where A = {i ∈ J |n i−2 n i−1 < n i n i+1 n i+2 } and B = J − A.
So an element i ∈ J is in B if and only if n i−1 < n i n i+1 and, in addition, n i−2 > n i−1 or n i+1 < n i+2 .
We note that each i ∈ B is an end point of a monotonic interval of length 1. Indeed, for i ∈ B we have n i−1 < n i n i+1 and, in addition, n i−2 > n i−1 , in which case i − 1 ∈ K, or n i+1 < n i+2 , in which case i + 1 ∈ K.
Since J and K alternate, no monotonic interval has both its end points in B. Hence there exists at least |B| monotonic intervals of length 1, while the remaining |J | + |K| − |B| + 1 monotonic intervals have length at least 1.
If i ∈ J , then 2n i > n i−1 + n i+1 , and thus
We now show that
and thus, a < 3 since
Similarly, by n j +2 n j +1 and (a − 1)n j = n j −1 + n j +1 ,
Hence, in total,
Thus, by a < 3 we have
Since the sets J and K alternate, J does not contain two consecutive integers. Hence {i − 1, i, i + 1} and {j } are disjoint for all i ∈ A and j ∈ B. From the definition of A it is easy to see that i + 2 / ∈ A if i ∈ A. Hence also the sets {i − 1, i, i + 1}, i ∈ A, are disjoint. Therefore,
or, equivalently, 2|A| + |B| < 3r. Let {a, a + 1, a + 2, . . . , b} be such an interval. By 2|A| + |B| < 3r, the interval has length
We assume that n i is monotone increasing on {a, a + 1, . . . , b} (if n i is decreasing the proof is analogous). Then
, and hence,
Note that, for S, x i > 0, the product i∈I x i is maximized subject to i∈I x i S if x i = S/|I | for all x i . So,
Hence, log n log log n > 3r/e and f (x 0 ) < f (x 1 ), x 1 < x 0 .
Hence, d − 6r − 4 (3r + 2)(1 + o(1)) log n log log n , which yields the statement of the theorem.
