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Abstract
Multi-task learning (MTL) aims to make full use of the knowledge contained
in multi-task supervision signals to improve the overall performance. How to
make the knowledge of multiple tasks shared appropriately is an open problem for
MTL. Most existing deep MTL models are based on parameter sharing. However,
suitable sharing mechanism is hard to design as the relationship among tasks is
complicated. In this paper, we propose a general framework called Multi-Task
Neural Architecture Search (MTNAS) to efficiently find a suitable sharing route
for a given MTL problem. MTNAS modularizes the sharing part into multiple
layers of sub-networks. It allows sparse connection among these sub-networks
and soft sharing based on gating is enabled for a certain route. Benefiting from
such setting, each candidate architecture in our search space defines a dynamic
sparse sharing route which is more flexible compared with full-sharing in previous
approaches. We show that existing typical sharing approaches are sub-graphs in our
search space. Extensive experiments on three real-world recommendation datasets
demonstrate MTANS achieves consistent improvement compared with single-
task models and typical multi-task methods while maintaining high computation
efficiency. Furthermore, in-depth experiments demonstrates that MTNAS can learn
suitable sparse route to mitigate negative transfer.
1 Introduction
Multi-task learning (MTL) aims to make full use of the knowledge contained in multi-task labels to
improve the overall performance [1]. It has been extensively used in many real-world applications,
such as recommendation systems [2–4], e.g. predicting whether a user will click on a video and the
engagement time the user will spend simultaneously. Compared with learning tasks separately MTL
benefits a lot. It not only reduces maintenance cost of online systems but also could achieve better
performance. MTL can be viewed as a form of inductive transfer, from this perspective, it generalizes
better by introducing inductive biases contained in tasks [5]. However, the inductive biases may
conflict with each other, sharing information with a less related task in this case might actually hurt
performance which is known as negative transfer [6]. Therefore, a crucial problem in MTL is how to
appropriately balance the sharing route of parameters for each task.
Most existing neural-based approaches achieves MTL via parameter sharing [1, 5, 7–9]. As shown in
Fig1(a,b), there exist two typical architectures of parameter sharing, hard and soft sharing. A classical
approach for hard sharing is called Share-Bottom [10]. It shares the bottom hidden layers across
all task layers. Although it reduces the risk of overfitting, it suffers from significant degeneration
in performance when the tasks are less related. This is due to its sharing strategy forces the input
of all task-specific layers be the same, which harms model performance. Recent work MMoE [6]
is a representative soft sharing approach, it divides the shared bottom hidden layers into several
parallel sub-networks and then aggregates the results of all sub-networks by gates. Compared with
Share-Bottom, MMoE achieves more flexible parameter sharing.
Interestingly, in practice we find that a variant architecture consistently outperforms MMoE on a
real-world recommendation dataset BookCrossing [11], the comparison is shown in Fig1(e). The
ar
X
iv
:2
00
9.
00
38
7v
1 
 [c
s.L
G]
  1
 Se
p 2
02
0
input
S1 S2 S3
T T
WDVN WDVN
E00R(
input
Share
T T
WDVN WDVN
D6KDUH%RWWRP G$YJ*DWHVFRUHV
LQ00R(
input
S1 S2 S3
T T
WDVN WDVN
F$YDULDQWRI00R(
T
S
7DVNOD\HU
6XEQHWZRUN
*DWH
4XHU\RIDJDWH
*DWHIRUWDVN
*DWHIRUWDVN
H3HUIRUPDQFH
Figure 1: (a)Share-Bottom. (b) MMoE. (c) A variant of MMoE. (d)Average gate scores in MMoE
trained on BookCrossing [11]. (e) Comparison of the variant and MMoE on BookCrossing with
two tasks, for each model, we have 20 runs with independent random initialization and the hyper-
parameters are kept the same.
variant is similar to MMoE, except for some connections between sub-networks and task layers are
cut off, as shown in Fig1(c). Note that the variant is a special case in MMoE when the corresponding
weight scores given by gates are constantly zero. This motivates us to ask: why the variant is superior
and why the gating mechanism is not enough to establish a better architecture at least similar to the
variant? On the one hand, we find that MMoE is inherently a full-sharing (in terms of topology)
approach while the variant is a sparse version. We suppose that the sparse connections carefully set
by human could be viewed as a way to introduce external knowledge beyond training data, e.g., the
understanding of tasks. On the other hand, gating, as an idea to achieve dynamic feature aggregation,
is not proposed to help leaning a sparse connection, as shown in Fig1(d) some gate scores are very
low, but they don’t equal zero.
The above analysis implies that there exist various sparse sharing routes which are beyond the
capability of gates to establish. Therefore, we are concerned with two questions:(i) compared with
full-sharing, is sparse connection generally helpful for MTL (e.g., mitigates negative transfer)? (ii) if
so, how to find the best sparse sharing route automatically?
Present work. To answer these two questions, we propose a general framework, called
MTNAS(Multi-Task Neural Architecture Search) to efficiently find a suitable sharing route for
a target MTL problem. Both sparse and full-sharing routes are considered in our search space. MT-
NAS modularizes the sharing part into multiple layers of sub-networks. In contrast to full-sharing in
existing typical approaches, sparse connections among sub-networks are allowed, while soft sharing
based on gating is enabled for a certain route. Besides, in order to make full use of soft sharing, the
choice of query for a gate is also considered in the search space. Benefiting from this setting, each
candidate architecture in our search space defines a certain dynamic sharing route, which is more
general compared with previous work. Following ProxylessNAS [12], a practical NAS approach,
we directly learn the architecture parameters and weights for large-scale target MTL data, while the
computational cost is in the same level of training a regular model. By comparing the learned sharing
route with existing full-sharing approaches, the questions we concerned can be answered.
Search space is important, however, in MTL context, there exist no off-the-shelf operations (e.g.,
convolution, pooling) that widely used in visual domain [13]. In order to balance sharing route, we
first design a search space that is composed of multiple search blocks, each block enumerates all
possible combinations of features from sub-networks in previous layer as well as all possible choices
of the query for a gate. Based on ProxylessNAS, each candidate architecture is sampled from an
over-parameterized network with multinomial distributions, then REINFORCE [14] is applied to
optimize architecture parameters since it generalizes to non-differentiable evaluation metrics, while
weights are tuned via standard gradient back propagation. At inference time, the sharing route and
its weights are derived by picking up the local route with the maximum probability in each block.
Extensive experiments on three real-world recommendation datasets demonstrate MTNAS achieves
consistent improvement compared with single-task models and typical multi-task methods while
maintaining high computation efficiency. Furthermore, in-depth experiments show that MTNAS is
able to find a sparse route that can effectively alleviate negative transfer when tasks are less related.
2
2 Related work
Parameter sharing in Multi-task learning. There are a number of deep models that improve MTL
via parameter sharing. Share-Bottom [10] is a classical approach which shares bottom hidden layers
across all task layers, although it reduces the risk of overfitting, it suffers from negative transfer when
tasks are less related, as it forces all tasks to share the same set of parameters in bottom layers. Recent
work focus on designing flexible parameter sharing methods to mitigate negative transfer. L.Duong
et al. [7] adds L2 constraint between two single-sized model parameters, however it requires prior
knowledge of task relatedness which is still an open problem [15–17]. I.Misra et al. [8] proposed
a cross-stitch module that learns to fuse the features extracted from different single-task models.
Compared with Share-Bottom, these models improve performance with more task-specific parameters.
For efficiently serving, J.Ma et al. proposed MMoE [6], which splits the shared bottom layers into
sub-networks and utilizes gates to aggregate all features of sub-networks for each task. However, the
shared parts are all fully connected (in terms of topology) to task layers in these previous works. Our
approach allows sparse connections among shared sub-networks, that is, parameters of different tasks
are partially overlapped, thus our approach can find more flexible sharing routes while maintaining
high computation efficiency.
Neural architecture search(NAS). NAS has become an increasing popular method to design archi-
tectures automatically. Reinforcement learning based methods [13, 18] are usually computational
intensive, an alternative to RL-based methods is the evolutionary approach [19], which optimizes
the neural architecture by evolutionary algorithms. Some recent work [12, 20, 21] are proposed to
accelerate NAS by one-shot setting, where the network is sampled by a hyper graph, and weight
sharing is adopt to accelerate the search process. For instance, DARTS [21] optimizes the weights
with a continuous relaxation, so that the architecture parameters can be updated via standard gradient
descend. ProxylessNAS [12] further addresses the issue of large GPU memory consumption with
path binarization. However, these previous work attempt to find a good architecture for a given task,
the focus of this work is to find a suitable sharing route for an MTL problem, and consequently
our search space is relatively small. Our approach is closely related to the SNR [22], which learns
connections among sub-networks. Nevertheless, the sharing route found by SNR is static, and it
requires L0 regularization to achieve sparsity. In contrast, each specific sharing route in our search
space is dynamic. What’s more, sparsity is naturally considered in our search space, hence there is no
need to tune hyper-parameters to control the sparsity in our MTNAS.
3 Proposed method: MTNAS
In this section, we introduce MTNAS in details. The key idea is to allow sparse connections among
shared sub-networks, that is, parameters can be partially shared across different tasks, while soft
sharing is enabled for a specific route. By utilizing NAS to search a promising sharing route for an
MTL problem, we can confirm whether sparsity in sharing route is generally beneficial for MTL.
We first describe the search space (Section3.1), where each candidate architecture defines a certain
sharing route. Then we describe how the architecture and its weights can be learned via gradient-
based method (Section3.2). Finally, we describe the searching process and how to derive the learned
route after searching (Section3.3).
3.1 Architecture search space: describing sparse and full-sharing routes in a unified form
The design philosophy behind our search space is to include both sparse and full-sharing routes so
that the search space is general enough to solve MTL problems. MTNAS modularizes the sharing part
into multiple layers of sub-networks. Without loss of generality, for a target MTL problem with T
tasks, we assume there exist L sub-networks layers in the space, with each layer has H sub-networks.
Following the typical block-wise NAS paradigm, our whole search space is composed of multiple
search blocks. Each block defines a sub-space that contains different local sharing routes (e.g.,
connections among sub-networks) with each route defines a sub-path. Unlike most search blocks
designed in visual domain [12, 21], where each sub-path has its own weights, a sub-path in our
search space contains hardly any weights except for a lightweight gate used to achieve dynamic
aggregation, as shown in Fig2(a). The intuition behind this setting is that our search space is generated
by enumerating all local sharing routes and the sub-networks are shared during searching (Fig2(b)).
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Figure 2: The illustration of our approach MTNAS. (a) A block defines a sub-space, where different
local sharing routes exist, intuitively each route represents a certain combination of inputs (totally
3 values in this example) that come from previous sub-networks. The choice of query for a gate in
each route is also contribute to the sub-space. (b) The over-parameterized network defines our search
space; it is composed of multiple search blocks (3 layers in this example). The query of a block is
omitted for convenience. (c) An illustration of searching process. Each candidate sharing route is
sampled from multinomial distributions determined by architecture parameters. The architecture
parameters α and its weights wu are optimized alternately.
Note that we allow all blocks to be searched simultaneously. Next, we introduce the configuration of
a block.
The configuration of a block. As shown in Fig2(a), a block defines a sub-space, where different
local sharing routes are contained, intuitively each route represents a certain combination of inputs
that come from previous sub-networks. Besides, in order to achieve soft sharing for a certain route,
we assign a gate to each route in the block. Considering query comes from different layers has
different abstract levels, we set the choice of query for each gate is also contribute to the sub-space.
The sub-space can be represented as the Cartesian product R = V × Q, where V represents all
possible combinations of values andQ represents all choices of a query. To be specific, V is a set that
contains all possible combinations of outputs given by H sub-networks in a previous layer l. The
cardinality of set V is |V| = CH1 + CH2 + ...+ CHH = 2H − 1, where CHi indicates the number of
i-combinations from a set of H values. A query q ∈ Q can come from the output of any sub-network
in previous layer. There exist |R| different sharing routes within a block. For a certain route (e.g.,
kth route, k = 1, 2, ..., |R|), the inputs of a block are Vˆ and qˆ, where Vˆ ∈ Rs∗dv indicates s values
with each has dimension dv , and qˆ ∈ Rdq indicates the query with dimension dq , the output yk is the
weighted sum of values:
yk = g
k(qˆ, Vˆ ) =
s∑
i=1
mivi with mi =
exp(ei)∑s
i=1 exp(ei)
, e = wkqˆ (1)
where gk indicates the gate for k-th route, mi is the gate score for i-th value vi, wk is the parameter
in the gate to be learned.
The over-parameterized network. As shown in Fig2(b), a block is located either between two
consequence sub-network layers or between the last sub-network layer and task-layers. Consequently,
the total number of blocks is B = (L− 1) ∗H + T . Based on the above setting, the whole search
spaceA can be represented as the Cartesian product of sub-spaces in blocks, A =∏Bi=1Ri, which is
an over-parameterized network. This over-parameterized network is able to describe various sharing
routes, since existing typical parameter sharing approaches (e.g., Share-Bottom and MMoE) are
sub-graphs in the space.
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3.2 Search the sharing route with multinomial distribution learning
With the search space defined above, in this section, we introduce how to find a promising sharing
route for a given MTL problem from the perspective of NAS.
Following ProxylessNAS [12], we start from an over-parameterized network (supernet) from which a
candidate sharing route can be sampled. The goal is to find a good candidate route in the supernet to
perform MTL. Note that our search space is composed of B blocks with each has |Ri| local routes,
therefore, by selecting a local route in each block, a candidate sharing route can be established.
Specifically, a candidate sharing route is denoted as N (u,wu), where u ∈ RB indicates the selecting
actions for B blocks and wu indicates its weights.
Architecture parameter optimization. We set each action ui is sampled from a multinomial
distribution determined by architecture parameters αi ∈ R|Ri|:
ui ∼ multinomial(pi) (2)
pi = softmax(αi) (3)
Therefore a sharing route can be established by sampling from B multinomial distributions. In
order to optimize on non-differentiable evaluation metrics, we utilize REINFORCE [14] to optimize
architecture parameters by maximizing the expected reward got from sampled architectures. The
intuition behind the optimization is that the candidate sharing route with good performance should
have a higher probability to be sampled. Therefore, the object function for optimizing architecture
parameters are formalized as:
J(α) = Eu∼p(α)Rval(N (u,wu)) (4)
where p(α) indicates the multinomial distributions determined by architecture parameters α, Rval in-
dicates the reward(e.g., AUC, accuracy, -loss) of the sampled architecture on validation set. According
to REINFORCE [14], the gradient of architecture parameters is obtained as follows:
∇αJ(α) = (Rval(N (u,wu))− b)∇α log pα (5)
where b is the baseline to reduce the variance of reward, here we simply compute the moving average
of rewards experienced so far as baseline.
3.3 Details in training and testing
In this section, we describe the training of architecture parameters and its weights (Fig2(c)), and
introduce the deriving of learned route after searching (Algorithm1).
An instinctive understanding of Algorithm1 is that at each iteration, a sharing route is sampled from
multinomial distributions that determined by architecture parameters, then the architecture parameters
as well as the weights of this sampled route are optimized in turn, and as this process iterates, the
sampling probabilities of routes with good performance gradually increase. After searching, we pick
up the local sharing route with the maximum probability in each block to derive the final architecture.
Algorithm 1 Architecture searching and deriving
Input: train set and valid set, supernet with B blocks.
Output: Optimized architecture parameters α and weights w.
Initialize α and w.
while not converged do
for each blocki in supernet do
Calculate the sample probability for different local sharing routes via Eq3;
Sample a local sharing route ui via Eq2;
end for
Get a candidate sharing route N (u,wu), with u = {ui}Bi=1;
Update weights w by descending gradient computed via∇wLtrain(N (u,wu));
Update architecture parameters α by ascending gradient computed via Eq5;
end while
return Derive the final architecture based on α and w.
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4 Experiments
We design our experiments with the goals of (i) verifying the improvement of MTNAS over typical
sharing approaches and (ii) answering whether sparsity in sharing route is generally helpful to
mitigate negative transfer. We first conduct experiments on three real-world recommendation datasets,
considering there naturally exist multiple tasks in recommendation systems. We then conduct
experiments on synthetic data to further confirm the effectiveness of MTNAS.
4.1 Experimental setup
Datasets. We evaluate our method on three public real-world recommendation datasets: Bookcrossing
[11], Goodreads [23] and Tiktok [24], datasets are randomly split into training, validation and testing
sets, the statistics are listed in Table1. We hash each feature into a hexadecimal number, and calculate
the remainder to get the feature id. Bookcrossing contains 278,858 users providing 1,149,780 ratings
about 271,379 books. We construct a MTL problem with two tasks: predicting whether a user rates a
book (denoted task0) and whether a user is satisfied with a book(task1). Goodreads is collected from
a book review website. Due to the complete dataset is extreame large, we use a medium-size subset
by setting genre as poetry following the official advise. It contains 2,734,350 interactions collected
from 377,799 users’ public bookshelves and covers 36514 books. An MTL problem with three tasks
is constructed by predicting whether a user reads a book(task0), whether a user is satisfied(task1) and
whether a user leaves a review text(task2). Tiktok is a dataset provided by Bytedance in the 2019
Short Video Understanding Challenge. There are two tasks in the challenge, predicting whether a
user finishes watching a video(task0) and whether a user likes a video(task1).
Evaluation metrics. Since each single task is a binary classification problem, the cross-entropy loss
is used for each task. Therefore, the total loss (denoted MTL-Loss) for MTL of each dataset is a sum
of loss for each single task. We use AUC (area under ROC curve) scores as evaluation metric. It is
noticeable that a slightly higher AUC at 0.001-level is regarded significant for CTR-prediction like
tasks, which has also been pointed out in existing works [25–27].
Table 1: Statistics of the datasets.
Dataset #Train #Valid #Test Fields Features(Sparse) Task number
Bookcrossing 800,000 200,000 149,780 15 1,000,000 2
Tiktok 15,697,872 1,962,234 1,962,234 9 4,000,000 2
Goodreads 1,822,664 455,666 456,020 14 500,000 3
4.2 Implementation Details
Input feature means the root shared feature. All the raw features including user-side and item-side
are first discretized, then an embedding layer is used to map these one-hot features to distributed
representations, then representations of different fields are concatenated to form the input feature.
Embedding dimension is empirically set 10 for all datasets.
Methods. We compare MTNAS with three widely used approaches: Share-Bottom [10], MMoE [6]
and ML-MMoE. There are two fully-connected layers in Share-Bottom. As for MMoE, we set one
fully-connected layer followed by four sub-networks, each of which being a one-layer fully-connected
layer. ML-MMoE is an extension of MMoE, which has multiple sub-network layers. As for MTNAS,
we set one fully-connected layer followed by two subsequent sub-network layers(L = 2) with each
layer having four sub-networks(H = 4), each of which being a one-layer fully-connected layer. In
MTNAS, the hidden size of all fully-connected layers is set 64 and Rval is set as the sum of AUC
scores of each task. To make the comparison fair, we set the number of parameters approximately
the same as MTNAS for other methods. Task layer in these models are all a fully connected layer.
ReLU [28] activation function is used wherever needed. As for single-task model, its architecture is
the same as Share-Bottom except for only one task layer in it.
Hyper-parameters. With regard to MTNAS, for the three datasets, adam [29] optimizer with an
initial learning rate of 0.01 is used to update architecture parameters, the mini-batch size is 1024. For
the optimization of weights, another adam optimizer with an initial learning rate of 0.001 is adopted,
and weight decay is set 0.0005, the mini-batch size is 512. As for the compared methods, we apply
grid search for optimal training hype-parameters. In order to provide a fair comparison, the loss
function is kept the same for all methods. The Adam optimizer is also adopted to update parameters
for all these methods.
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Table 2: Results on BookCrossing and Tiktok (higher AUC is better). The performance degradation
compared with single-task model is in gray.
Method BookCrossing TiktokAUC0 AUC1 MTL-Loss AUC0 AUC1 MTL Loss
Single 0.7842 - - 0.7485 - -- 0.7984 - - 0.9428 -
Share-Bottom 0.7834 0.8014 0.7322 0.7478 0.9415 0.6020
MMoE 0.7885 0.8022 0.7302 0.7488 0.9425 0.6006
ML-MMoE 0.7884 0.8051 0.7299 0.7487 0.9421 0.6011
AutoMTL(Ours) 0.7907 0.8086 0.7247 0.7507 0.9467 0.5930
Table 3: Results on GoodRead (higher AUC
is better).
Method AUC0 AUC1 AUC2 MTL Loss
Single
0.8104 - - -
- 0.7752 - -
- - 0.8209 -
Share-Bottom 0.8250 0.7748 0.8415 1.0726
MMOE 0.8255 0.7761 0.8441 1.0716
ML-MMOE 0.8244 0.7743 0.8443 1.0720
AutoMTL(ours) 0.8281 0.7771 0.8460 1.0656
Table 4: The Pearson correlation coefficient(PCC)
of tasks. t0&t1 indicates task-0 and task-1
(defined in Sec4.1).
PCC t0&t1 t1&t2 t0&t2
BookCrossing 0.348 - -
Tiktok 0.030 - -
GoodReads 0.493 0.124 0.245
4.3 Main results
Performance. We compare our approach MTNAS with single task model as well as typical multi-
task approaches, Share-Bottom, MMOE and ML-MMOE. The results on three datasets are listed in
Table2 and Table3. It can be observed that MTNAS consistently outperforms compared methods on
three datasets, MTNAS achieves the highest AUC score on all tasks for three MTL problems, this
demonstrates the effectiveness of MTNAS. We notice that negative transfer happens for compared
multi-task methods (colored in gray), where the performance is worse than single-task model. For the
ease of understanding, we compute Pearson correlation coefficient (PCC) to estimate the correlation
of tasks, results are illustrated in Table4. It is observed that the PCC of two tasks in Tiktok is only
0.030, which is very close to zero, means that linear correlation of these two tasks is quite weak.
Therefore, negative transfer is leaning to happen if the sharing route is not appropriate. However,
MTNAS escapes from negative transfer, this indicates that it’s able to find a suitable sharing route to
make full use of knowledge of tasks. To further understand MTNAS, we discuss in Section4.4.
The learned sharing route of MTNAS is illustrated in Fig3. In general, it can be observed that all
the searched sharing routes are sparse (compared to full-sharing). As is shown in Fig3(a), task-0
and task-1 share path input-s2-s5, while other parts are private for each task. We suppose that this
architecture provides a trade-off between the shared and independent parts, making each task take
what it needs adaptively. As for Goodreads (Fig3(c)), it’s worth noting that task-0 and task-1 share
the same combination of sub-networks: s6&s7. Interestingly, we find that the PCC of task-0 and
task-1 is highest, 0.493, among three tasks (Table4). This phenomenon further suggests that our
approach MTNAS can find interpretable sharing route for a given MTL problem.
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Figure 3: The learned sharing routes on three datasets.
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Table 5: Comparison of variants. We compare testing loss on the three datasets.
Variants BookCrossing Tiktok GoodReads
Baseline 0.7286 0.5961 1.0690
MTNASw/o QS 0.7260 0.5941 1.0669
MTNAS 0.7247 0.5930 1.0656
Effectiveness of Components. We compare MTNAS with two variants. Baseline replaces gate with
mean pooling, so the learned route is static. MTNAS(w/o QS) teases apart the query selection and
all queries are set as the root feature. As shown in Table5, our entire method outperforms all the
variants. By comparing MTNAS with Baseline, we confirm the effectiveness of dynamic aggregation.
Compared to MTNAS(w/o QS), MTNAS achieves consistent improvements which demonstrates that
it’s able to find suitable queries and the root input feature is not always the best choice for query.
4.4 Analysis
Figure 4: Comparison of Share-Bottom, MMoE
and MTNAS on synthetic data with two unre-
lated tasks. The plot show total loss over steps.
Figure 5: Performance on GoodReads w.r.t the
number of sub-networks in a layer.
Experiments on synthetic data. To further make it clear when MTNAS works and how it behaves,
we conduct experiments on synthetic data, where task relatedness ρ can be controlled. We generate
two regression tasks; the synthetic data generation is illustrated in Appendix. We compare Share-
Bottom, MMoE with architecture searched by MTNAS on two unrelated tasks(ρ = 0). The results
are shown in Fig4. It can be observed that MTNAS achieves the lowest loss. Note that the main
difference between MMoE and MTNAS is that the sharing route in MMoE is fully connected (in
terms of topology), while MTNAS’s is sparse. Furthermore, a key feature of the learned sharing
route is that no overlap exists between two sharing route of each task, we believe this demonstrates
that sparsity is important to alleviate negative transfer when tasks are less related, because it allows
parameters of each task to be partially shared, while although the average gate scores in MMoE for
some shared parts are very low, it is still not equal to constantly zero (see the Appendix for details).
Parameter sensitivity. We study the sensitivity to L and H(Sec3.1). We find that setting L = 2
provides good performance on the three datasets, while increasing L beyond 2 gives marginal returns
in performance. We also find diminishing returns and increasing search cost for larger H(Fig5).
Efficiently searching and serving. The search cost of MTNAS is only several times that of the cost
training a regular model. For example, MTNAS costs 6.5 GPU hours compared 1.5 hours training
a regular model on GoodReads. Furthermore, compared with typical multi-task methods, MTNAS
requires much fewer FLOPs which is more efficient during serving (see the Appendix for details).
5 Conclusion
We present MTNAS to efficiently find a suitable sparse sharing route to perform multi-task learning.
MTNAS consistently outperforms single-task model and typical multi-task approaches on three
real-world datasets, which indicates that it can establish a promising sharing route to make full use of
the knowledge of tasks. Visualization of learned routes confirm that sparsity is beneficial for MTL
as it allows parameters to be partially shared across tasks. Experiments on synthetic data further
demonstrates that, by allowing sparse connection among shared sub-networks, MTNAS is able to
find a sparse route that can effectively alleviate negative transfer when tasks are less related.
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6 Appendix
6.1 Synthetic data generation
Following [6], the synthetic data is generated through the following four steps.
1. Given the input feature dimension d, we generate two orthogonal unit vectors u1, u2 ∈ Rd.
To be specific,
uT1 u2 = 0, ||u1||2 = |u2||2 = 1 (6)
2. Given a correlation score −1 ≤ ρ ≤ 1, we generate two weight vectors w1, w2,
w1 = u1, w2 = ρu1 +
√
1− ρ2u2 (7)
with this setting, the cosine similarity of the these two weights is exactly ρ, that is,
cos(w1, w2) = ρ.
3. Generate inputs. Randomly sample an input data point x ∈ Rd, with each entry from a
normal distribution N (0, 1).
4. Generate two labels y1, y2 for two regression tasks as follows,
y1 = w
T
1 x+
m∑
i=1
sin(αiw
T
1 x+ βi) + 1 (8)
y2 = w
T
2 x+
m∑
i=1
sin(αiw
T
2 x+ βi) + 2 (9)
the sum of sine functions here make the mapping from input to label non-linear.  is the
noise from N (0, 0.01).
Note that, the correlation parameter ρ represents the cosine similarity of two task labels. Due to
the non-linear data generation procedure, it’s not straightforward to control the Pearson correlation
coefficient (PCC). So we indirectly control PCC through ρ. We set ρ = 0 and repeat these four steps
10,000 times to generate a dataset with two unrelated tasks. In our experiment, the PCC of two tasks
is -0.0162.
6.2 Details of experiments on Synthetic data
We compare our approach MTNAS(L = 1, H = 3) with Share-Bottom and MMoE. To make the
comparison fair, we set the number of parameters for each model approximately the same.
The learned sharing route is shown in Fig6, it can be observed that the parameters of two tasks has no
overlap, which makes sense as the two tasks are unrelated. As for MMoE, we visualize the gate score
distribution in Fig7. MMoE shares all parameters across tasks, although gating is utilized to achieve
soft sharing, it’s still not equal to sparse route.
Input
S1 S2 S3
T T
WDVN WDVN
Figure 6: The learned sharing route.
Input
S1 S2 S3
T T
WDVN WDVN
Figure 7: Left, the architecture of MMoE. Right,
the distribution of average gate scores.
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Figure 8: Performance vs computational complexity.
6.3 Performance vs FLOPs
Due to the parameters of different models are mainly in the embedding layer, we compare the
computational complexity (FLOPs) for different models, Fig8 shows testing loss on GoodReads
versus FLOPs for different models. In this figure, we vary the hidden size of MMoE to control the
FLOPs, while other models keep the total number of parameters the same as MMoE for fairness. It
can be observed that MTNAS is more efficient, it requires fewer FLOPs to achieve better performance.
Broader Impact
Our work can automatically search for the appropriate sharing route to improve the performance of
multi-task learning. At present, multi-task learning has been widely used in many fields, including
computer vision, natural language processing and recommendation systems. Therefore, our work
has potential social impact. Although it is difficult to accurately predict the potential impact, we
can discuss some common issues. (i) About data bias, our work learns sharing route from training
data, so it runs the risk of producing a biased architecture. We suggest that firstly, aims to adapt to
the changing data distribution (most cases in practice), the training data can be updated regularly,
and then retrain the model; secondly, people may introduce correction signal in loss function to
encourage unbiased results. (ii) About the security of multi-task model, our work may promote
more practitioners to solve practical problems from the perspective of multi-task learning. However,
multi-task learning models trained on several tasks contain a variety of task-specific knowledge, so
the potential loss after being attacked will also increase. We suggest that practitioners should consider
not only the security of the model itself, but also the security of the entire deployment process.
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