This study investigates binary and multiple classes of classification via support vector machines (SVMs). A couple of groups of two dimensional features are extracted via frequency orientation components, which result in the effective classification of Terahertz (T-ray) pulses for discrimination of RNA data and various powder samples. For each classification task, a pair of extracted feature vectors from the terahertz signals corresponding to each class is viewed as two coordinates and plotted in the same coordinate system. The current classification method extracts specific features from the Fourier spectrum, without applying an extra feature extractor. This method shows that SVMs can employ conventional feature extraction methods for a T-ray classification task. Moreover, we discuss the challenges faced by this method. A pairwise classification method is applied for the multi-class classification of powder samples. Plots of learning vectors assist in understanding the classification task, which exhibit improved clustering, clear learning margins, and least support vectors. This paper highlights the ability to use a small number of features (2D features) for classification via analyzing the frequency spectrum, which greatly reduces the computation complexity in achieving the preferred classification performance.
INTRODUCTION
T-rays have wavelengths in the submillimetre range from 30 µm to 3000 µm, corresponding to the frequency range from 0.1 THz to 10 THz in the electromagnetic spectrum. T-rays have promising potential both in in vivo and in vitro biosensing [1] [2] [3] owing to (i) their non-invasive property, and (ii) the fact that biomolecules [4] [5] [6] have rich resonances in the THz region. The ultimate aim of our work is to perform automatic classification of data obtained from T-ray tomography. 7 It is important to select effective feature extraction methods for different character representation of these signals. 8 Signal processing methods are particularly proposed for the current experiment. In the current two experiments, input vectors are decomposed based on specific properties of their Fourier spectrum. 9 As a result, a pair of specific features takes the place of a large number of measured features, in order to keep the number of features smaller than the number of observations to prevent over fitting. In this case, the over fitting problem is addressed with the added benefit of reduced computation complexity. Hence, the major issue for the current method is to select the specific feature for a given learning task.
The current experiments illustrate the potential of SVMs in pulsed signal recognition. The classification of two different types of RNA samples is of importance because it is a potential precursor for DNA sample classification in an in vivo environment. 10 We also classify six different types of powder materials, motivated by security applications. We describe the methods for T-ray pulse classification. The input vectors are the measured raw T-ray signals, with the only preprocessing being a fast Fourier transform and deconvolution for Fourier spectrum analysis. Accordingly, an SVM kernel-based method can be directly applied to the specific features for linear mapping. The current experiments show that a Gaussian kernel and a polynomial kernel can work well, based on the conventional features. The main advantage of the current approach is that it is not necessary to carefully design a feature extraction mechanism, 11 because the current feature extraction is straight forward for the training of the SVMs. Feature extraction and classification are performed with the aim of achieving high classification accuracy. A pairwise classification method 12 is applied to multi-class recognition, with a basic scheme for binary classification. Gaussian and polynomial kernels are applied for two-class and multi-class classification, respectively. For the binary classification case, 2/3 of total responses from each class are fed to the SVMs for training. Two hundred repeated random selections of training and testing sets from available inputs are taken to achieve the classification estimation. For multi-class classification, a leave-oneout method 13, 14 is used to design and estimate the classifier performance with pairwise classification. Visual classification performance is also shown for two dimensional features, which demonstrates the effective learning vector pattern and makes the design of SVMs understandable.
OVERVIEW OF SVMS
Support vector machines are binary classifiers, which classify data depending on a set of support vectors.
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The training data sets come from a set of labeled samples called learning vectors. We denote such a set of learning vectors as (
.., l, and y i denote the output space corresponding to each input vector x i . The support vectors are subsets of the training data sets, which allow construction of a l dimensional hyperplane in an l dimensional feature space, as a boundary between the different classes. A decision function f (α) : R N → ±1 is achieved based on a given class function f (α) : α Λ, with the aim to correctly assign class labels to test samples (x, y). The Vapnik Chervonenkis (VC) dimension [16] [17] [18] is a property of a set of functions f (α), which is defined as the maximum number of training points that can be segmented by f (α). Note that α corresponds to the weights and biases, which can be adjusted to label the output f (x, α) based on the input x. The expectation of the test error for a learning machine is:
where, R(α) is called the expected risk. It is the quantity connected with density p(x, y) that we are ultimately interested in. The "empirical risk" R emp (α) is defined to be the measured mean training error for a fixed, finite number of observations:
The quantity
which is called the loss, takes on values equal to 0 or 1. When we set the probability to 1 − η, we achieve the following bound:
The non-negative integer h is called the VC dimension, and allows the measure of the capacity that is suitable for the amount of available training data. When a sufficiently small η is selected, the right hand side of the equation is minimized, the f (x, α) functions give the lowest upper bound of the actual risk. It is the basic idea of structural risk minimization.
Since minimizing the training error (the computation of VC-dimensions) does not guarantee a small test error, in order to make the decision function f perform well on unseen pattern, the principle of structural risk minimization needs to be applied to minimize test error and achieve a capacity that is suitable for the amount of available training data sets.
The learning algorithm is designed to allow the support vectors computed via performing structure risk minimization. In other words, a VC-dimension bound is calculated to identify the optimal hyperplane and maximizes the margin of the nearest learning vectors. The decision hyperplane is calculated based on the following equation:
where x i , (i = 1...s) are support vectors, which are the closest points from the training vectors (learning vectors) to the separate hyperplane and sgn is called the signum function. The solution of this large-scale quadratic programming problem is applied to calculate the coefficients α i and b. The procedure is to solve the dual problem, described as follows:
The penalty parameter C is selected by the user, which is viewed as a regularization parameter for the linearly inseparable learning vectors aiming to accept the possible misclassifications.
SVMs use a kernel function, 19, 20 which allows fitting the hyperplane to the data. Instead of a linear classifier, which is applied to solve generic classification problems, the hyperplane 21 needs to be augmented to fit the nonlinear decision surfaces. Dot product space, feature space F , is constructed by mapping data, which is realised by performing a nonlinear map φ : R N → F . The above linear algorithm then can be applied in the feature space F . The solution satisfies the following function
This is a nonlinear function of the original input vectors x.
According to Cover's 22 theorem, a new feature space F can be achieved via transforming a multidimensional space, where the dimensionality of the feature space are high enough to allow the target patterns linearly separable with a high probability. The inner products (dot products) enable the high dimensional space to be treated easily, which are indicated by the φ mapping. Accordingly, the kernel function K is defined as:
The kernel production substitutes for all the occurrences of an dot product resulting from two mappings. Table 1 summarizes the kernel functions for two common types of pattern classification: binary classification and multi-class classification realised via SVMs for the current experiments. 
TERAHERTZ PULSED CLASSIFICATION USING SUPPORT VECTOR MACHINES
This section describes the classification system designed to assess the potential of SVMs in Terahertz (T-ray) pulsed classification. There are two target data sets, which need to be separated by SVMs: one is for RNA samples and the other is for powder samples. The former is to classify two classes of objects and the latter is to separate six various types of powdered materials. Gaussian kernels and polynomial kernels are applied for statistical feature extraction. Signal processing is applied to track the key features of training vectors for different classes of signals. 
RNA data representation and classification of two-class pulses
Recently it was suggested that biological material can be detected by THz circular dichroism (TCD) spectroscopy, because many biomolecular crystals exhibit strong and specific absorption features in their dielectric spectra.
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Currently, the identification of the binding state of DNA is an especially interesting topic, which can be realised through applying THz techniques, i.e. loading a planar THz resonator with the sample material, in spite of the lack of characteristic absorption features in the THz region. In this experiment, we try to investigate the spectra in the frequency domain related to two different RNA polymer strands, polyadenylic acid (poly-A) and polycytidylic acid (poly-C) for the recognition task with potential to classify DNA.
Commercially available poly-A and poly-C potassium salts are used for the experiment (Sigma-Aldrich, product numbers P9403 and P4903). Fig. 1 illustrates the chemical structures of the polymers.
The RNA samples are prepared by the following steps: (i) The substrate is made of the commercially available cyclic olefin TOPAS (Greiner Bio-One) with transparent and dispersion-free properties in the THz frequency range; (ii) In order to achieve THz imaging, small liquid volumes are spotted in a 4 × 4 array of alternating poly-A and poly-C on a TOPAS substrate. Each spot with the diameter equal to 1 mm consists of 2 µl of deionized water containing 0.2 mg material.
As a result, the terahertz image is illustrated in Fig. 2 , which is achieved by terahertz time-domain spectroscopy imaging system based on free-space propagation and aperture-less focusing of the THz beam. Each pixel in the image represents the normalized peak values corresponding to Poly-A and Poly-C. The sample consists of a 4 × 4 array of spots. We remove two of the spots from the substrate in order to identify the orientation of the substrate in the image. The spot of Poly-A is shown at the top left corner of the image, with weak transmission, compared to the spots of poly-C. The positions of poly-A and poly-C subimages are labeled in the diagram to the right of the picture.
Based on the positions of poly-A and poly-C at the terahertz image, we select 8-neighbor pixels around center position from each spot for the signal post-processing and classification. 
The Fourier spectrum analysis for the classification of poly-A and ploy-C T-ray pulses
The way to extract specific feature vectors in the frequency domain is realised by taking the Fourier transform after deconvolving measured signals with a reference pulse. 23 As mentioned above, a pulse measured from the empty substrate is employed as reference and is deconvolved from the measured signals for the removal of the system response. 23, 24 The Fourier transform procedure achieves complex-valued spectra, phase and magnitude spectrum analysis, for finding orientation frequency components, the maximum magnitude, for the specific feature extraction of magnitude and phase from the poly-A and poly-C data.
The set of magnitude and phase features oriented by key frequency components constitutes a pair of feature subsets on which the classification is based. An important advantage of this approach is the small number of features (2D features), which allows SVMs to extract features directly from pulsed responses, hence the reduced computation expense with which classification can be achieved. The calculation complexity of standard quadratic programming is reduced 25, 26 
. Further, the sparse features help solve the over fitting problem. 4, 27 The input vectors occupy a size M × L matrix, where M is equal to the number of input vectors (training vectors) and L is the number of features of each input vector. If the limited measured dimensions of the training subsets M is smaller than large scale of time series features L, it will cause difficulty in correctly assigning labels to target samples. Fast and sparse features overcome the computational disadvantages of SVMs.
Following the feature extraction, the kernel operation is performed on the calculated features in an SVM. The kernel first computes the inner product z = x · y, where x represents the input vectors and y indicates the calculated support vectors. A nonlinear transformation Θ is performed for mapping input pattern φ(x) to a linear space. In the case of a Gaussian kernel, this transformation is related to a Gaussian function
, where σ is the Gaussian kernel width parameter. Accordingly, a SVM classifier needs to be applied to produce learning vector patterns in two dimension feature space. The scatter plot for learning vectors using a Gaussian kernel is illustrated in Fig. 3 , which considers a two-class pulsed signal classification problem for the recognition of two types of RNA samples-poly-A and poly-C. It serves as a useful comparison with plotting machine learning realised via a linear kernel for classification tasks, illustrated in Section 3.2 on multi-class powder classification. The feature vectors consist of magnitude and phase, which are plotted in a two dimensional plane: x-axis is labeled by magnitude and y-axis labeled by phase. SVMs with the width parameter of Gaussian kernel σ of 30 are trained by feeding 36 training vectors selected randomly from 48 patterns from each class. The orientation frequency is selected at the 19th frequency bin. The background colour shows the shape of the decision surface. Dark blue regions represent the class belonging to the poly-C sample labeled The parameters that need to be tuned in the SVMs include the kernel parameters and penalty parameter C. The use of validation data can be viewed as a straightforward method for tuning. This method is to select validation subsets from training data sets and put aside the remaining.
11 However, it is proposed that for the current experiment, due to the the size of training data sets, is quite limited, it is better to find an alternative way to tune the necessary parameter. In this paper, the proposed method for tuning the parameters is based on the test error, because we are more concerned with minimizing the test error rather than minimizing the training error. The corresponding training vectors plotted in the two dimensional feature space, illustrated in Fig. 3 , indicates that in this case, the two object classes can be recognized in obvious boundary regions belonging to their own classes. Fig. 4 (a) displays two obvious separate phase curves for two classes of spectra-poly-A and poly-C, which are obtained by Fast Fourier Transform (FFT) of the T-ray pulses with linear extrapolation. Fig. 4(b) is the plot of magnitude versus different frequency steps with cutoff frequency at the 160th frequency bin. It is observed that the magnitude at frequency bin 19 reaches maximum value. We view frequency bin 19 as a key frequency and calculate the corresponding phase and magnitude, both of which are as a pair of extracted features and input to SVMs. The Gaussian kernel as a channel filter realises the final feature mapping from a non-linear feature space to a linear one. Accordingly, we apply a SVM classifier to produce a learning vector pattern in the two dimensional feature space-magnitude and phase as a pair of coordinates. We obtain acceptable classification accuracy after 200 random selections of training vectors, fed to the SVMs. The detailed experimental results are analyzed in the next section. 
Pairwise classification of T-ray pulses for different types of powder
The previous section described an SVM for two-class pulsed signal classification, which is also called a dichotomy. This is appropriate for the object detection application of two-class T-ray pulses and discriminating an object from the background. However, the majority of object recognition problems consist of more than two substances. Consequently, extended SVMs are required for application to multi-class pulsed signals. The optimal design of multi-class SVM classifier is an area of active research. One frequently used method is a pairwise classifier, based on one-against-one decomposition, 12 which works by using a decision function f kl . Here, kl indicates each pair of classes selected from separated target classes. Since the symmetric property of pairwise approach, it holds f kl = −f kl , where f kl satisfies the following equation:
where w is viewed normal to the hyperplane between class k and class l, |b|/||w|| is the perpendicular distance from the hyperplane to the origin, and ||w|| is the Euclidean normal of w with vector dimension of M .
The signum function is used for the hard threshold decisions:
where n is the number of the separated target classes, and the class decision can be achieved by summing up the according pairwise decision functions:
sgn(f kl (x)).
Assign a label to the class: arg max f k (x), (k = 1, ..., n). The max number of votes for k classes holds max k f k = (k − 1). If Eq. 10 is satisfied max k f k < (k − 1), x is unclassifiable. The pairwise classification converts the n-class classification problem into n(n − 1)/2 two-class problems which cover all pairs of classes.
The procedure for pairwise classification is illustrated in Fig. 5 . 
Representation of powder samples
Recently, classifying powdered substances has become attractive research topic with applications in substance detection for security. A general question is ti explore the ability of THz spectroscopy to detect different densities, thicknesses and concentrations of specific powders. To investigate this problem, we conduct a preliminary exploration of different powder recognition tasks with 2 mm thickness for six different powdered substances and their holder. They are: sand, talcum, salt, powdered sugar, wheat flour, and baking soda.
The sample holder is shown in Fig. 6 and has an ability to accurately control the thickness of the powders. There are two teflon blocks, which can be separated under control. They are mounted on a manual translation stage to provide the required gap of 2 mm, where a plastic bag containing the powdered substances can be inserted between the teflon blocks. This procedure guarantees a relatively consistent powder density and accurate control over the powder thickness of 2 mm.
A traditional T-ray imaging system is used to detect T-ray responses based on the THz-TDS technique. There is an X-Y translation stage involved for mounting the teflon sample holder and fixing its position in the T-ray beam. At THz frequencies, teflon is dispersionless. As teflon has a very low absorption coefficient, there is minimal distortion while the THz pulse propagates through the holder. A 2D THz image of the sample can be obtained after inserting a powder sample. This image allows the effects of different scattering paths and minor variations in powder thickness and density to be observed. In general a 1D image is sufficient, and 50 pixel images (with a pixel spacing of 100 µm) can be acquired in under 30 minutes.
Fourier spectrum analysis for multi-class classification
As mentioned above, the detection procedure works on a modified transmitted time-series THz pulsed responses. An FFT and a de-convolution are taken between the holder (reference pulse) and the T-ray pulses of powder samples for isolation of system responses and for analysis of Fourier coefficients. Fig. 7 shows the phase and magnitude plots in the frequency domain from one pixel of salt image data, with a cutoff frequency equal to 4 THz. It is obvious that the subimage at the bottom of Fig. 7(a) shows a sharp change of magnitude at the second frequency bin. Accordingly, with the number of training subsets of 49, we plot the phase and magnitude based on two classes learning vectors and multi-classed learning vectors, by applying the pair Fourier features at the second frequency bin, then we produced the learning vector pattern for two-classes and multi-class recognition, shown in Fig. 7(b) and Fig. 8 , respectively. For powder classification, a polynomial kernel is employed for optimal classification performance. The two-class powder samples, sand and salt samples, are linearly separable, with circles describing the calculated support vectors, which decide the linear optimal hyperplane between two classes. The solid lines above and below the hyperplane depict the ±1 range along the separating surface. Compared to Figure 6 . Photo of a teflon sample holder for measurement fixed thickness of powdered samples. One of the teflon blocks is fixed, while the position of the other is controlled using the manual translation stage. The gap between the two blocks may be adjusted to allow 2 mm thicknesses of powder to be considered.
the training vectors, the number of support vectors are greatly reduced, which allows easy classification task. In two-class classification, the penalty parameter C equals to infinite and the polynomial kernel degree equals 1.
For the multi-class case, a polynomial kernel with degree of 1 is applied for linear mapping, with a truncated terahertz frequency of 3 THz. The penalty parameter C is set to 1000. The relevant decision functions for the pairwise approach are shown in Fig. 8 with the number for the recognition of the various decision surfaces corresponding to the different pairwise classes. The summing up of the pairwise votes yields the borders easily. The small red region at the left hand outlined by border line 5 is an undecided class region. This is because the maximum number of votes (top scores) in the region are smaller than (k − 1) = 5. The six classes are well clustered and therefore perfectly separated. The undecided class region has no relevance for the class decision. It is obvious that the number of the support vectors for the single decision is quite smaller, which results in a fast adaption and better boundary shape though the computation is increased by a factor of (k − 1)/2. The support vectors as the "most important" data points are identified with extra circles.
EXPERIMENTAL RESULTS
To verify the effectiveness of the proposed method, experiments were performed on T-ray pulsed data related to RNA samples and several types of powder substances. The T-ray pulses are obtained by transmitted terahertz time domain spectroscopy imaging system, with an advantage of capturing both phase and amplitude information, without resort to the Kramers-Kronig 28 relation. The current T-ray imaging system supplies three dimensional data information for each T-ray image.
RNA classification via Fourier coefficient spectrum
RNA image data occupies a size equal to 60 × 50 = 3000 pixels. As for each pixel, the number of time samples is 350, which was accordingly truncated at 175th frequency bin corresponding to frequency of 4 THz because of the symmetry of spectrum. The 3000 image data set consists of background data information-a TOPAS substrate image and target object data sets-poly-A and poly-C image data. The population of the possible applied data set for poly-A and poly-C equals 48, respectively. In order to obtain reduced dimensions of feature subsets and make them discriminable for each class, the values in relation to magnitude and phase are calculated, and a pair of feature vectors: magnitude versus phase are extracted based the orientation frequency that corresponds to the maximum magnitude. It follows a deconvolution procedure for removing the system response. As for reference pulse, we choose the pulse from a pixel of substrate image data. The pixels lying on the boundaries of each class are excluded from training and test vectors due to the difficulties involved in manually assigning the desired values for pattern recognition.
Gaussian kernels are applied because of the preferred classification performance and fit the RNA data well. All the classification runs are performed using a 2.4 GHz Pentium4 CPU. The average time spent classifying the two-classes RNA samples is 2.74 seconds after 18 runs of measurements.
To evaluate the effect of the Gaussian kernel for the RNA sample classification, suitable values of C and σ are evaluated via parametric search. The error rate, the number of support vectors and the elapsed time are compared. The number of training vectors is 2/3 of the total size of input vectors, which are selected randomly from 48 image data of each class. The remaining pixels are used for testing the SVMs. In order to acquire effective classification, the repeated selection of test and training vectors are conducted, and the number of repeated selection approaches 200. The preferred classification performance occurred at the penalty parameter C = 0.4 and σ = 7, with classification accuracy of 71%. For the single calculation, there exists 21 classified test vectors out of 24 test vectors, with classification accuracy reaching 88%.
The feature extraction method realised by orientation frequency components is particularly attractive when the input vectors come from large data sets. However, it should be noted that the current resultant classification of RNA samples is limited by laser fluctuation occurring in the measurement procedure between an RNA sample and the substrate reference. In addition, the RNA data is measured on a very thin layer of the substrate (around 40 µm). The propagation delay is often less than 1 sampling period, which makes model fitting difficult.
The number of the computed support vectors is small compared to the number of training vectors. The relatively small number of SVs reveals that the machine learning task is low in complexity. Table 2 and Table 3 illustrate multi-class classification performance via applying a pairwise classification method with the application of a polynomial kernel on Fourier spectral features. Elapsed time and the number of SVs are also illustrated in the two tables. Leave-one-out estimator is used for the design and analysis of SVMs. The total size of analyzed vectors of each target class is 50 × 400 = 20000 before feature extraction. For training, 49 × 6 = 294 pixels from all the classes are input to SVMs. The remaining 1 pixel from each class is used to test the SVMs. The SVM experiments are repeated 6 × 5 = 30 runs. The maximal vote is selected as a winner for the recognition of a target. The averaged classification accuracy in relation to each powder sample is shown in the two tables based on the various penalty parameter C and the degree p of a polynomial kernels. The best classification accuracy is achieved when the penalty parameter C = 100 and the degree of a polynomial kernel p = 3, with the accuracy being universally 100% except for 98% classification rate achieved for the recognition of flour sample. It should be noted that the relatively few SVs, with a average number of 55, are detected when compared to the large number of input training vectors, with the number of 50 × 6 = 300, which allows moderate size quadratic programming. The average elapsed time is measured for each class classification, which is approximately equal to 9 seconds when using a polynomial kernel with degree from 1 to 3. Table 2 shows that the classification accuracy versus the penalty parameter C of 10, 100 and 1000 with a fixed degree of a polynomial kernel equal to 2. It is obvious that, with the increase of C, there exists improved classification accuracy, reduced the averaged number of support vectors and the elapsed time. When C reaches 100, a saturation point is reached. Table 3 shows that the classification accuracy versus the polynomial kernel of 1, 2 and 3 and a fixed penalty parameter C of 100. It is also clear that, with the increase of p, there exist improved classification accuracy, reduced the averaged number of support vectors and the elapsed time. When p reaches 3, a saturation point is reached. It should be noted that in the following two tables, the 97.96% and 93.8% classification accuracy correspond to the number of the correct classified test vectors equal to 48 and 46 with 1 and 3 test errors, respectively. 
Multi-class powder classification via Fourier coefficient spectrum

CONCLUSION
This paper describes an SVM-based T-ray pulsed signal classification method to estimate the potential of SVMs in the classification of RNA samples, poly-A and poly-C, and the classification of six types of powder materials. Pairwise classification is employed for the multi-class powder samples. The suggested method is to put the original T-ray pulses into SVMs, which does not involve any external feature extraction scheme except for the adoption of the normalization and fast Fourier transform for signal and spectrum analysis. The principle for this ability is that SVMs allow processing the sparse features for machine learning in low-dimensional feature spaces. The validity of using Gaussian and polynomial kernels is supported by effective classification performance of the above two feature extraction procedures.
Future studies will investigate further signal processing techniques and statistical modeling 29, 30 based methods for different feature extraction of T-ray pulses, with a link to SVMs. Autoregressive modeling 31 can be employed as a technique to achieve the decomposition of large number of measured time samples. Absorption coefficients and refractive index are also suggested to be used as good configuration for the key features extraction, especially while analyzing the RNA spectrum data affected by obvious etalon artifacts. Meanwhile, more experiments related to DNA need to be carried out for the exploration of different feature configuration and different multiclass classification methods.
