One can define a random walk on a hypercubic lattice in a space of integer dimension D. For such a process formulas can be derived that express the probability of certain events, such as the chance of returning to the origin after a given number of time steps. These formulas are physically meaningful for integer values of D. However, these formulas are unacceptable as probabilities when continued to noninteger D because they give values that can be greater than 1 or less than 0. In this paper we propose a random walk which gives acceptable probabilities for all real values of D. This D-dimensional random walk is defined on a rotationally-symmetric geometry consisting of concentric spheres. We give the exact result for the probability of returning to the origin for all values of D in terms of the Riemann zeta function. This result has a number-theoretic interpretation.
I. INTRODUCTION
Recent studies of quantum field theory in D-dimensional Euclidean space have focussed on the possibility of expanding the Green's functions of the theory as series in powers of D. 1, 2, 3 A technique used in this work is to introduce a D-dimensional hypercubic lattice, and, using strong-coupling lattice methods, to obtain expressions for the Green's functions for integer values of D. Order by order in these strong-coupling expansions the coefficients are polynomials in D and therefore appear to have simple and natural continuations to noninteger values of D. Of course, such a procedure is not unique; there may be many different analytic continuations off the integer-dimensional hypercubic lattices. The procedure was justified on the basis of comparisons with known results in solvable quantum field theoretic models.
Such an analytic continuation does not always produce acceptable physical results. For example, if we try to define a random walk in arbitrary-dimensional space by analytically continuing a random walk off an integer-dimensional hypercubic lattice, we can obtain unphysical values for probabilities for certain physical processes. To illustrate very simply how such problems can arise, consider the probability P 2 that a random walker on a lattice in D-dimensional space will return to the starting point after two steps. To compute this probability we consider D to be a positive integer and the lattice to be hypercubic. For such a lattice,
The obvious analytic continuation of this result to noninteger D, namely the function 1/(2D), cannot be the correct probability when D < 1/2. The purpose of this paper is to devise a D-dimensional geometry in which a random walk is well defined when D is noninteger. In this model all probabilities have sensible values; they lie between 0 and 1. 4 This paper is organized as follows: In Sec. II we review the conventional treatment of random walks on integer-dimensional hypercubic lattices. We show that if we attempt to continue the results to noninteger dimension we obtain unacceptable values of probabilities for physical events. In Sec. III we invent a spherically symmetric geometry on which a random walk is well defined for all real values of D. This geometry eliminates the need for analytic continuation. We show how to express the probabilities in this model as solutions to a difference equation. We solve this equation and show that for all real D, probabilities have physically acceptable values. One quantity of particular interest is Π D , the probability that a random walker will eventually return to the origin. We determine Π D in closed form for all values of D. For one interesting special case, in which the random walk occurs on a geometry of concentric spheres whose radii are consecutive integers,
where ζ is the Riemann Zeta function. This result has an interesting number-theoretic interpretation.
II. RANDOM WALKS ON HYPERCUBIC LATTICES
In this section we review the standard formalism 5 for describing random walks on a D-dimensional hypercubic lattice, where D is an integer. Let C n,t represent the probability of the random walker being at the position n at time t. Note that n is a D-component vector having integer entries and that t is a nonnegative integer. The random walk is assumed to begin at the origin at t = 0 so that C n,0 = δ n,0 .
(2.1)
The random walk consists of unit-length steps connecting adjacent vertices on the lattice. Thus, at each lattice point the walker may go in any one of 2D directions with equal probability.
To describe a random walk we construct a recursion relation satisfied by the probabilities C n,t :
where e j is the D-component unit vector for which all entries are zero except for the jth component which is 1. This equation states that the chance of being at the position n at time t is the sum of the probabilities of having been at 2D equally-likely neighboring sites.
To solve this recursion relation we introduce the discrete Fourier transform; to wit,
where k is now a continuous D-dimensional vector. In terms of X t (k) the recursion relation reads
The general solution to this equation is
To determine the constant A(k) we use the initial condition in (2.1) which specifies that A(k) ≡ 1. We now obtain C n,t by taking the inverse Fourier transform
6)
where I ν (x) is the modified Bessel function. We are particularly interested in the probability of returning to the origin n = 0:
where
(Note that C 0,2t+1 = 0.) For D = 1 for instance, we obtain the familiar result
for the probability of a one-dimensional random walker to return to the origin after t time steps.
For arbitrary integer D we have
(2.9)
Observe that for some noninteger values of D these expressions are not acceptable probabilities. Specifically, C 0,2t is oscillatory until D is sufficiently large, at which point it is positive and monotone decreasing. On Fig. 1 we have plotted C 0,2 , C 0,4 , and C 0,6 . These values become acceptable as probabilities only when D > 1/2, D > 1/2, and D > 0.7224 . . ., respectively. In general, as t increases, the lowest value of D at which C 0,2t becomes an acceptable probability also increases. On Fig. 2 we plot scaled versions of C 0,18 and C 0,20 as functions of D. Note that C 0,18 becomes an acceptable probability only when D is roughly 2 or larger, and C 0,20 only when D is roughly 2.6 or larger. A more precise picture of the behavior of C 0,2t is given in Table 1 . In this table we give the critical values of the dimension D critical for which the function C 0,2t can first be considered a probability. That is, for all D > D critical , 0 ≤ C 0,2t ≤ 1.
Having constructed the functions C 0,2t we can now construct expressions P 2t which represent the probability that the random walker returns to the origin at time 2t for the first time. The first few such expressions are
In general the relation between P 2t and C 0,2t is given by the elegant formula 5
(2.10)
Also, if we evaluate the above generating functions at x = 1 we obtain the probability Π D that the random walker ever returns to the origin:
.
(2.11)
The quantity Π D in (2.11) represents a physically interesting probability, namely the chance that a random walker will eventually intersect her starting point. However, as we can see, its mathematical form is not very satisfying because it is presented in terms of a sum over probabilities C 0,2k , each of which is an unacceptable probability for some range of noninteger D. Nevertheless, we can perform a formal Borel-like summation of the series in (2.11) by substituting the integral representation for C 0,2t in (2.7) and interchanging the orders of summation and integration. We obtain immediately a closed-form quadrature expression for Π D :
(2.12)
We emphasize that the expression in (2.12) for Π D derives from an infinite sum over probabilities that are unacceptable. However, when recast in the form in (2.12) we find the surprising result that Π D is itself an acceptable probability for all real positive D if we interpret the expression as follows. For 0 ≤ D ≤ 2 it is clear that the integral in (2.12) diverges. Thus, we conclude that
(2.13)
This conclusion verifies the well-known result, sometimes referred to as Polya's theorem, that a random walker in one or two dimensions will ultimately return to the origin with a probability of 1. For D > 2 the integral in (2.12) exists and is a smooth function of D. We can thus regard (2.12) as a definition of Π D for noninteger D. We find that for D > 2, Π D is a smooth, monotone-decreasing function of D and is thus an acceptable probability function. For example, for the special case D = 3 we obtain 5
6Γ(1/24)Γ(5/24)Γ(7/24)Γ(11/24) = 0.3405373296 . . . .
(2.14)
Unfortunately there is no way to evaluate the integral in (2.12) for arbitrary D or even arbitrary integer D. Thus, we are forced to study this integral representation asymptotically. For large D, Π D has the asymptotic form
This expansion is not accurate when D is as small as 3. However, it rapidly becomes accurate as D increases. The structure of (2.15) is not as simple as it first appears; eventually the signs of the terms become negative, remain negative for many orders, become positive for many orders, and appear to continue oscillating in this block pattern.
Note that from the above description, the function Π D is also not smooth at D = 2; it has a discontinuous derivative there. When D < 2, Π D = 1. On the other hand, when
Thus, the function in (2.12) approaches its value at D = 2 from above with the negative slope −π/2. If we analytically continue the function in (2.12) from values of D above 2 to values below 2 we obtain an unacceptable probability; we find that Π D rises as D decreases and eventually becomes infinite at D = 1 (see Appendix). All of the above properties of the function Π D are summarized in Fig. 3 .
Our objective in this paper is to construct a lattice geometry for which the function Π D is an infinite sum of terms, all of which are acceptable probabilities for all real D and not just integer D. Our construction is given in the next section.
III. RANDOM WALKS IN D DIMENSIONS
To define a random walk in D dimensions, where D is not necessarily an integer, we return to the discussion of a random walk on a hypercubic lattice. Normally, we regard a random walker as going from one lattice point on this lattice to an adjacent point. However, for a completely equivalent way of viewing the walk, consider the dual lattice in which each lattice point is replaced by a D-dimensional hypercube of side 1. The walker begins in the center cube; we define region 1 as the interior of this cube. There are 2D cubes contiguous to region 1 into which the walker may go on the first step. The region inside these 2D cubes is labeled 2. On the second step the walker may return to region 1 or she may enter region 3, the region composed of all cubes contiguous to region 2 except for region 1. Region 3 comprises 2D 2 cubes. On the third step the walker may return to region 2 or she may enter region 4, the region composed of all cubes adjacent to the cubes in region 3 except for those cubes in region 2. There are 2D(2D 2 + 1)/3 cubes in region 4. In Fig. 4 we depict the first five of these regions for the case D = 2. Note that if the walker is in region n, she must enter either region n + 1 or region n − 1 on her next step. At each time step the walker measures the area of the surfaces bounding the hypercube she occupies and travels outward or inward with a probability in exact proportion to the outward or inward surface area she must traverse.
It is easy to visualize this model of a random walk in any geometry. The simplest such geometry is, of course, a set of regions bounded by concentric nested spheres. As we will see, such a geometry does not single out the integer dimensions as being special in any way; a random walk can be defined in any real positive dimension D. 6 Specifically, we consider an infinite set of concentric nested spheres of radius R n (n = 1, 2, 3, . . .). Then region n is the volume between the n − 1st and the nth spheres (see Fig. 5 ). Thus, if the walker is in region n the probability of walking outward, P out (n), and the probability of walking inward, P in (n), are given by
,
where S D (R) is the surface area of a D-dimensional sphere of radius R:
Since the surface area S D (R) is proportional to R D−1 , the inward-walk and outward-walk probabilities are
These formulas are valid for all D and all n ≥ 2. For n = 1, P out (1) = 1, and P in (1) = 0 because there is no region inward from n = 1 and therefore the walker must go outward. Note that P out and P in are nonnegative numbers less than or equal to 1 with P in (n) + P out (n) = 1; thus, they are acceptable probabilities for all real D. 7 In this model, the probability C n,t that the random walker arrives at regionn at time t satisfies a recursion relation analogous to that in (2.2),
where P in and P out are given by (3.2) . This equation states that for a random walker to be in region n at time t, she must have come from region n + 1 or region n − 1 at time t − 1. The initial condition satisfied by C n,t is 4) which states that at time t = 0 the random walker is located in the central sphere (region 1).
We can now use (3.3) and (3.4) to calculate C 1,2 , the probability of being in the central sphere (region 1) at the second time step:
Since R 2 > R 1 > 0 we conclude that 0 < C 1,2 < 1 and thus that C 1,2 [unlike C 0,2 in (2.9)] is an acceptable probability for all real values of D. For the special simple case of equally-spaced concentric spheres for which R n = n we have plotted C 1,2 , C 1,4 , C 1,6 in Fig. 6 . Note that these probabilities do not oscillate like those in Figs. 1 and 2 and they are acceptable probabilities for all real D. We present two methods for obtaining from (3.3) the value of Π D , the probability that a random walker who starts at the central sphere eventually returns to the central sphere (region 1). The first technique involves converting the partial difference equation in (3.3) to an ordinary difference equation by summing over t. We begin by making the substitution
Then the equation satisfied by E n,t is
where we have substituted the values of P in and P out in (3.2). In addition, the first line in (3.6) is also valid for n = 1 and D > 1 if we define R 0 = 0.
We can eliminate the t index from (3.6) by summing over t. We define
and sum (3.6) from t = 1 to t = ∞.
[Of course, we must assume here that the result is finite. If the sum over C n,t is infinite then from (2.11) we have immediately that Π D = 1.] The result is
where we have made use of the initial condition in (3.4 ).
The first line in (3.8) can be rewritten in exact-difference form:
which we then sum from n = 2 to n = N − 1 to give
We eliminate F 2 from (3.10) using the second line in (3.8) and obtain
and sum it from N = 2 to N = K. The result is
(3.12)
If F K → 0 as K → ∞ (we will establish the validity of this limit later) then we have the simple result that 
from which we can express the probability that a random walker returns to the origin as a generalized zeta function
More generally, for arbitrary functions P in (n) and P out (n) with P in (n) + P out (n) = 1, n ≥ 2, and P in (1) = 0 and P out (1) = 1, we obtain from (3.3)
and
(3.16)
The results in (3.15) and (3.16) reduce to (3.13) and (3.14), respectively, for the choice of P in (n) and P out (n) in (3.2) .
Alternative Solution in Terms of Continued Fractions
If we simply iterate (3.3) we obtain a sequence of increasingly complicated formulas for C 1,2t :
and so on, where Q n = P in (n + 1)P out (n) . However, the sequence of formulas in (3.17) is a clearly recognizable pattern: 8 C 1,2t are the coefficients in the Taylor series for the function whose continued-fraction representation has the coefficients Q n :
From (3.20) it is easy to recover (3.15) for arbitrary P in and P out , or (3.13) using
, n ≥ 2, by the following procedure. For instance, if we truncate (3.20) before the first minus sign we obtain the first term in the sum on the right side of (3.13); if we truncate before the second minus sign we obtain the first two terms in the sum; and so on. Thus, as a byproduct of this analysis we have established the continued-fraction identity
22)
which contains as a special case a continued-fraction representation of the zeta function:
ζ(r) = 1/(1 − 1/(1 + 2 r − 2 2r /(2 r + 3 r − 3 2r /(3 r + 4 r − 4 2r / . . .)))) .
(3.23)
Observe that this method for establishing (3.14) avoids the necessity of proving lim K→∞ F K = 0 in (3.12) because the right side of (3.12) vanishes explicitly in this limit.
Special Case R n =n
An interesting special and simple case of (3.14) arises if we set R n = n. 9 Note that R n = n corresponds to equally-spaced concentric spheres. For this case
where ζ is the Riemann zeta function. For this case we have established that for D > 2, F K vanishes as K → ∞. Specifically, we find that for R n = n, F K vanishes like K 2−D as K → ∞. 10 The structure of (3.24) is reminiscent of an interesting probabilistic result in number theory. It is not difficult to show that the probability of a randomly chosen integer being evenly divisible by (contains as a factor) the N th power of some integer is 1 − 1/ζ(N ) for N ≥ 2.
Although the solution to the partial difference equation in (3.3) is complicated in general for arbitrary D, when R n = n we have been able to obtain exact solutions for the special cases of integer dimension D = 0, 1 and 2. The simplest case is D = 1. For this case C n,n+2j−1 = (n + 2j − 1)! (n + j − 1)!j!2 n+2j−2 (n ≥ 2) ,
(3.25)
Using the generating function formula
26)
which corresponds to (2.10), we find that
Using (3.27) we verify directly that For the case D = 2, we have
Thus,
Using (3.26) we can obtain from (3.30) the probabilities P 2t and we find that they are not simple numbers: 
(3.32)
The case D = 0 is slightly more complicated. For this case there is no simple formula for C n,t . Rather, we must consider special cases: For n > 1 we have C n,n−1 = B n,0 , C n,n+1 = B 
The numbers C n,t corresponding to n = 1 are In contrast, the formula for P 2t is extremely simple:
Hence,
Reciprocity Property of (3.3)
Finally, we mention an interesting reciprocity property that is exhibited by the probabilities C 1,2t and P 2t . This property is associated with reflecting the dimension D about the point D = 1:
An immediate consequence of this probability can be obtained by summing (3.37) from t = 1 to ∞: We can prove the reciprocity relation in (3.37) in completely general terms. Let C n,t be the solution of (3.3-4), and letC n,t be the solution of (3.3-4) with P in (n) and P out (n) interchanged for each n ≥ 2 but not n = 1. Then, ∞ t=0 C 1,2t x t is given by (3.19 ) with Q n defined in (3.18), and ∞ t=0C 1,2t x t is given by (3.19 ) with Q n replaced bỹ Q n = P out (n + 1)P in (n) (n ≥ 2) ,
(3.39)
With these definitions we obtain according to an identity given by Wall: 11
. .)))) .
(3.40) From (3.19) we then get
Using the generating function in (3.26) we obtain
For the particular case in (3.2), interchanging P in (n) and P out (n) for n ≥ 2 corresponds to replacing D by (2 − D) and relation (3.37) follows immediately.
We thank M. Moshe for useful discussions. LRM thanks the Physics Department at Washington University for its hospitality. We thank the U. S. Department of Energy for funding this research and one of us, SB, thanks the U. S. Department of Education for financial support in the form of a National Need Fellowship.
APPENDIX
In Sec. II we found an expression in (2.12) for the probability Π D of a random walker eventually returning to the origin on a hypercubic lattice in arbitrary integer dimension D.
For real values of D > 2, (2.12) describes an acceptable analytic continuation off the integers for such a probability. But at D = 2, (2.12) approaches the correct result Π 2 = 1 from above with a nonzero slope of −π/2. Thus, the physical probability must have a discontinuous derivative as a function of D at D = 2. Here we calculate an asymptotic series for the function that analytically continues (2.12) smoothly to its nonphysical values for D < 2. The results indicate that this function has a singularity at D = 1. Furthermore, this asymptotic series provides excellent numerical results for all D > 1 which can be systematically improved at least for integer values of D.
We start by rewriting the integral representation of C 0,2t in (2.7) (recall that C 0,t = 0 when t is odd):
Now we consider C 0,2t in the limit of a large number of time steps, t → ∞. In this limit we can evaluate the integral in (A.1) by Laplace's method 12 . The exponent in the integral has a maximum either when all D components of k are small or when all D components of k are close to π. Both of these regions give identical contributions to the integral, and we can write
We scale each of the integration variables in (A.2) by t/D and collect terms order by order in powers of 1/t. Note that the choice of ǫ in the end allows one to extend the integration region out to infinity to within exponentially small corrections:
The remaining integrals separate into products of ordinary integrals to any order in powers of 1/t and can be solved with simple combinatorical considerations. We finally obtain
where the w n (D) are polynomials in D having rational coefficients: we define for N ≥ 0:
Then we expect that
We obtain excellent numerical results from (A.8) by the following procedure based on "optimal truncation": 13 For given D and fixed N truncate the series for H N D (x) in (A.7)
right before the term with the smallest coefficient of x n and evaluate the truncated series at x = 1. Inserting this value for H N D (1) in (A.8) provides a very accurate numerical approximation for Π D . The relative size of the first omitted coefficient in the series in (A.7) usually gives a good estimate of the relative error for the value of Π D . Fig. 3 contains the plot of Π D in (A.8) for N = 3 as a function of D for 1 < D < 2. The choice of N = 3 ensures that the error in this plot is well below the width of the line. Note the smooth continuation at D = 2 with the plot of Π D in (2.12).
The function in (A.8) appears to have a singularity at D = 1: For increasing N , the sum of the two terms N t=0 C 0,2t and H N 1 (1) in (A.8) appears to approach zero. This cancellation is nontrivial because at D = 1 the former is a rational number while the latter is a sum over ζ-functions of half-integer arguments. For N = 1, the cancellation is already accurate to 0.002%. For N = 15, for example, we find that 15 t=0 C 0,2t = 300, 540, 195/67, 108, 864 and when this rational number is rewritten in decimal form the first 16 digits are canceled by H 15 1 (1) . A numerical study indicates that the singularity is a simple pole with a residue close to 2.
For integer values of D, this approximation can be improved systematically by increasing N . As an example, we have calculated the value of Π 3 in (2.14) to 0.000003% accuracy for N = 4. In Table 2 we list the values thus obtained for Π 3 for N = 1, 2, 3 and 4 and the order at which the truncation occurs. Note that even N = 1 gives an accuracy of 0.01% in this case. In Table 3 we list the values of Π D for the integer dimensions from D = 3 to 10 that were obtained up to the indicated accuracy with this method.
For noninteger values of D, increasing N generally does not improve the numerical accuracy for Π D in (A.8). For a given noninteger value of D, N eventually becomes so large that C 0,2N ceases to be a probability, as we pointed out in Sec. II. Apparently, the asymptotic series in (A.7) cannot correct for this effect and the values for Π D finally diverge.
6 Spherical symmetry allows us to assume in this motivational discussion that the walker is located at any point in the volume labeled n with equal likelihood. This is of course not true for the hypercubic lattice. For example, when t = 2 and D = 2 (see Fig. 4 ), the random walker may reach a square labeled 3 two units to the right of 1 or else one unit to the right and one unit above 1. In the former case the probability of reaching such a square is 1/4 × 1/4 = 1/16 while in the latter case the probability of reaching such a square is 1/4 × 1/2 = 1/8. This difference reflects the fact that the hypercubic lattice is not spherically symmetric. In the spherical geometry pictured in Fig. 5 the random walker is equally likely to be at any point in the volume between the spheres.
7 Spherical surface areas in this model of random walks determine the relative probability of going outward or inward. However, this is not the only way to construct a model of a random walk. For an alternative random walk we could generalize the notion of Buffon's needle: Suppose we are in region n. We randomly drop a needle whose length equals R n − R n−1 , the radial extent of the region, in such a way that one end of the line segment lies in region n. Then, the random walker enters the region in which the other end of the line segment lies. For very large concentric circles (where the radius is large compared with the spacing) the circumference is locally flat and the probability of moving outward, inward, or remaining in the same region approaches the usual Buffon's needle result that is discussed in elementary calculus textbooks such as G. Klambauer, Aspects of Calculus (Springer, New York, 1986), p. 365.
10 Entries in a table of values for the probabilities C n,t form an infinite triangle on an (n, t) grid. For a given value of n ≥ 1, n − 1 is the smallest value of t for which C n,t is nonzero. (This is because the random walker cannot reach the nth region until time n − 1.) Thus, the lowest value of t contributing to the sum in (3.7) is n − 1. If we examine this sum numerically we find that the terms in the sum at first increase with t and reach a maximum and then die off to 0 as t continues to increase. Also, for fixed t as we vary n, we again observe a local maximum. Thus, in the table of probabilities there is a crest; this crest lies on a curve that has the shape of a parabola: t(D − 1) = n 2 . This parabola is just the curve that corresponds to similarity solutions of the continuous version (the parabolic partial differential equation) of (3.3). FIGURE CAPTIONS Figure 1 . The first three nonzero probabilities C 0,t of returning to the origin after t = 2, 4, and 6 time steps, plotted as functions of D. Observe that C 0,t is not an acceptable probability until D is sufficiently large. Figure 2 . Same as in Fig. 1 except that we have plotted C 0,18 and C 0,20 . For small D these functions become so large that it is necessary to scale the vertical axis using the transformation y → [2y/(1 + |y|)]. That is, C = ±∞ corresponds to ±2 on the vertical axis while the interval between 0 and 1, where C is a probability, is mapped onto itself. Figure 3 . A plot of Π D in (2.12) representing the probability that a random walker on a D-dimensional hypercubic lattice will eventually return to the origin. The curve passes through 1 at D = 2 with a slope of −π/2 and for large D it falls off like 1/(2D). For 0 ≤ D < 2, Π D ≡ 1. However, if we analytically continue the function in (2.12) to values of D less than 2 we obtain a function that grows as D decreases and eventually blows up at D = 1 (see Appendix). Figure 4 . Dual hypercubic lattice for random walks in two-dimensional space. A random walker begins in the central square labeled 1. On her first step she enters one of the four squares labeled 2. On her next step the walker either returns to square 1 or enters one of the eight squares labeled 3. In general, at each step the walker goes to an adjacent region, either inside or outside her current region. This way of visualizing a random walk is completely equivalent to the conventional way in which the walker goes from vertex to vertex on a hypercubic lattice. Figure 5 . The spherical geometry for the arbitrary-dimensional random walks discussed in this paper. The random walker begins in the central region and on her first step enters region 2. On her second step she either returns to region 1 or moves outward to region 3 with a relative probability equal to the surface area between her current region and the adjacent region to which she goes. Figure 6 . The first three nonzero probabilities C 1,t of returning to the origin after t = 2, 4, and 6 time steps, plotted as functions of D, for a random walk in a geometry of equally-spaced concentric spheres. Observe that in contrast with Figs. 1 and 2, C 1,t is an acceptable probability for all values of D. Figure 7 . A plot of Π D in (3.24) representing the probability that a random walker on a D-dimensional concentric spherical geometry with equally-spaced spheres will eventually return to the origin. Note that the curve is similar to that in Fig. 3 ; it passes through 1 at D = 2 with a slope of −1 and for large D it falls off like 2 1−D . For 0 ≤ D < 2, Π D ≡ 1. If we analytically continue the function in (3.24 ) to values of D less than 2 we obtain a function that grows as D decreases but remains finite until D = −1. At D = 1 it passes through 3 and at D = 0 it passes through 13. There are simple poles for all negative odd-integer values of D. Table 2 Table 2. Convergence of the "optimal truncation" procedure to calculate Π D for D = 3. The exact result, 0.34053732 . . ., is given in (2.14) . truncated N Π 3 after order 1 0.340492587 4 2 0.340536478 7 3 0.340537202 9 4 0.340537315 11 
