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ABSTRACT The Hin-DNA complex is a molecular complex formed by the C-terminal 52mer peptide of the Hin-recombinase
and a synthetic 13-bp hixL DNA. The peptide has three -helices, the second and third of which form the helix-turn-helix motif
to bind to the major groove. Both termini of the peptide reside within the minor groove. Three molecular dynamics simulations
were performed based on the crystal structure of the Hin-DNA complex: one for the free Hin peptide, one for the free hixL
DNA, and one for the complex. Analyses of the trajectories revealed that the dynamic fluctuations of both the Hin peptide and
the hixL DNA were lowered by the complex formation. The simulation supported the experimental observation that the
N-terminus and the helix-turn-helix motif were critical for formation of the complex, but the C-terminus played only a
supportive role in DNA recognition. The simulations strongly suggested that the binding reaction should proceed by the
induced fit mechanism. The ion and solvent distributions around the molecules were also examined.
INTRODUCTION
The question examined by this study is a simple one: how
does the formation of the Hin-DNA complex affect the
structure and dynamics of the constituent peptide and DNA?
DNA binding by polypeptides plays important roles in a
variety of biomolecular systems. Gene expression, replica-
tion, recombination, repair, and so on are all controlled by
DNA binding reactions. Although the physical basis for
these recognition processes is not yet fully understood,
x-ray crystallography and NMR have been used to charac-
terize a vast number of three-dimensional structures of
DNA-peptide complexes, thus providing us with a wealth of
knowledge on DNA recognition (see, for example, the re-
cent reviews of Chang and Varani, 1997, and Schwabe,
1997). Based on these structural studies, we here attempted
to characterize the change in conformation and dynamics of
a DNA and a peptide upon complex formation by means of
molecular dynamics (MD) simulations.
MD simulation is a theoretical tool used to investigate the
time evolution of a molecular system by solving the classi-
cal equations of motion of the particles comprising the
system. MD has been extensively applied to biological
macromolecules, such as proteins, to understand their dy-
namics, model their structures, compute their free energy,
and so on (Karplus and Petsko, 1990; Kollman, 1996; Merz,
1997; Tidor, 1997). Over the past half-decade, a large
number of MD simulations of nucleotides have appeared in
the literature, stimulated by advances in the computation
algorithms of the electrostatic interaction (see Berne and
Straub, 1997, for a review of such methods), as well as by
the development of a sophisticated force field (Cornell et
al., 1995). See Jayaram and Beveridge (1996) and Auffinger
and Westhof (1998) for recent reviews of MD analyses of
nucleic acids. The number of MD simulations of protein-
DNA (or RNA) complexes is still limited, but increasing.
Avoidance of the electrostatic cutoff will soon be standard
in the simulation of DNA-peptide complexes, because the
cutoff contributes serious artifacts to the results of such
highly charged molecules (See Komeiji and Uebayasi,
1999, and references therein).
We chose a DNA-peptide complex formed by the C-
terminal 52mer peptide of the Hin-recombinase and the
half-site of hixL DNA (Fig. 1 A; Feng et al., 1994) as the
target of our study.
The Hin-recombinase (Hin) of Salmonella typhimurium
belongs to the class of DNA-cleaving enzymes known as
invertases. Hin catalyzes a DNA inversion reaction of a
1-kb segment of the chromosome to control the alternate
expression of two flagellin genes (Zieg et al., 1977; Hughes
et al., 1992). Hin proteins initiate the sequence of recombi-
nation reactions by binding to two 26-bp homologous se-
quences, hixL and hixR, that flank the invertible segment.
Two dimers of a Fis protein bind to a region of DNA called
the recombinational enhancer. Then the hixL and hixR sites
with their bound Hin proteins form a complex with the
enhancer with its bound Fis proteins. The two recombina-
tion sites are aligned by this complex formation, and the Hin
protein initiates the exchange of DNA strands, leading to
inversion of the intervening DNA. See Hughes et al. (1992)
for details of the recombination procedure.
Hin is a 190-amino acid polypeptide with an N-terminal
catalytic domain and a C-terminal DNA binding domain.
The C-terminal 52mer peptide (Fig. 1 B) has been shown to
specifically bind to the hixL site with a moderate affinity
(dissociation constant: Kd 10
7, corresponding to a Gibbs
free energy change of G  9.5 kcal/mol; Bruist et al.,
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1987). The three-dimensional structure of the complex
formed by the 52mer and a synthetic 13-bp hixL half-site
was determined to atomic resolution (Feng et al., 1994; Fig.
1 A). The peptide consisted of three -helices, the second
and third of which made up the helix-turn-helix (HTH)
DNA binding motif. Helix 3 was inserted in the major
groove of the DNA. The N- and C-termini of the peptide
resided within two regions of the minor groove. The overall
structure was intermediate between a typical bacterial HTH
and the eukaryotic homeodomain. Deletion of the N-termi-
nal Gly139-Arg140 caused complete loss of the DNA-binding
affinity (Sluka et al., 1990), whereas deletion of the eight
C-terminal eight residues resulted only in a reduced affinity
(Mack et al., 1990). The hixL half-site is an AT-rich DNA
(Fig. 1 C). The crystal structure of the hixL half-site adopted
the B-form conformation. Two crystallographic waters were
detected as mediating the water-mediated hydrogen bonds
(Fig. 1 A). Participation of water in the complex formation
was also demonstrated by an experiment utilizing osmotic
stress (Robinson and Sligar, 1996).
The Hin 52mer peptide-DNA complex is fairly small, but
retains the essential features of DNA recognition; hence, we
have chosen it as a model system of DNA binding by a
peptide. We have recently reported a 1-ns MD trajectory for
the Hin 52mer-DNA complex (Komeiji and Uebayasi,
1999; hereafter referred to as paper I). In paper I, we
investigated the peptide-DNA interaction and suggested the
importance of both termini of the peptide in DNA recogni-
tion. We also compared MD simulations with and without
the truncation of the electrostatic interaction and concluded
FIGURE 1 (A) Schematic repre-
sentation of the crystal structure of
the Hin-DNA complex (Feng et al.,
1994). Labeled are the bases of the
DNA (synthetic hixL half site), and
the termini and three -helices of the
peptide. Also shown are two crystal-
lographic waters involved in water-
mediated H-bonds between the pep-
tide and DNA. (B) Amino acid
sequence of the C-terminal 52mer
peptide of the Hin-recombinase. The
residues shown in bold are identical
in at least three of the four enteric
invertases: Hin, Gin, Cin, and Pin
(Feng et al., 1994). (C) DNA base
sequence of the hixL half-site. The
base pairs shown in bold are impor-
tant because of their recognition by
invertases (Feng et al., 1994).
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that the electrostatic interaction should not be truncated for
such a highly charged molecular system. In the present
paper, we extended our investigation in paper I by adopting
a strategy similar to that of both Eriksson et al. (1995) and
Tang and Nilsson (1998). Namely, we performed MD sim-
ulations of the free DNA and peptide separately and com-
pared the results with those for the complex to estimate the
change in dynamics and conformation upon binding. We
generated 2.5-ns trajectories of the Hin 52mer peptide and
the hixL half-site DNA separately. We also continued the
MD simulation of the complex in paper I up to 2.5 ns to
increase the statistical significance. Thus three trajectories,
that of the complex, the free peptide, and the free DNA,
were generated. The conformation and dynamics of the
components in the free and complexed states were com-
pared. The behaviors of the ions and solvent molecules were
also analyzed. The DNA-peptide interface was examined in
detail. Finally, speculations about the binding process were
made based on the computational results.
METHODS
Simulation protocol
Three MD simulations (MD-pep, MD-dna, and MD-com; Table 1) were
performed based on the crystal structure of the complex composed of the
Hin 52mer and the hixL half-site (PDB entry 1HCR; resolution 1.8 Å; Feng
et al., 1994). MD-pep was started from the peptide moiety of the complex,
MD-dna from the DNA moiety, and MD-com from the whole complex.
The simulation protocol of MD-com has already been reported in paper I,
and MD-pep and MD-dna simulations were performed using the same
protocol. Hence, only an outline is given below. The procedures for MD
simulations and analyses are schematically presented in Fig. 2.
An in-house software package, PEACH (Program for Energetic Anal-
ysis of Biochemical Molecules; Komeiji et al., 1995, 1997) was used
throughout this study. The AMBER95 all-atom force field (Cornell et al.,
1995) was employed for the peptide, DNA, and Na and Cl ions. A
flexible version of SPC water (Dang and Pettitt, 1987) was used to model
the water molecules. The Ewald summation of the electrostatic interaction
was performed in all of the energy minimization (EM) and MD simulations
by using a special processor named MD-GRAPE (gravity pipe for MD;
Fukushige et al., 1996). The van der Waals (VDW) interaction was also
computed by MD-GRAPE. The multiple time step method of Tuckerman
et al. (1992) was used to perform the time integration. The time steps were
0.25 fs for the bond, angle, and torsion interactions (hard force); 1 or 2 fs
for the VDW and Ewald real-space (r-space) (medium force); and 4 fs for
the Ewald wave number-space (soft force). The medium force time step
was 2 fs for the optimization of the solvent and ions and for the following
optimization of the solutes (Fig. 2, stage 1), whereas 1 fs was employed
during the production run (Fig. 2, stage 2). A Nose-Hoover thermostat
(Nose, 1991) was employed as described (Komeiji et al., 1997) whenever
temperature control was needed.
Hereafter, the peptide and/or DNA are referred to as “solute,” the
counterions as “ion,” and the water molecules as “solvent,” as in paper I.
The solute molecules were immersed in a cubic box filled with the water
molecules. The shortest distance between the solute and the wall was 10 Å.
Enough Na or Cl ions to neutralize the system were generated. See
Table 1 for the sizes of the simulated systems. Optimization and relaxation
were performed (Fig. 2, stage 1) before the production run. The positions
of the solvent molecules and ions were optimized to the solute by EM and
MD for 62 ps. Then the solute molecules were subjected to EM and MD
for 42 ps while the solvent and ions were kept frozen. Finally, the whole
system was subjected to EM (Fig. 2, end of stage 1; see Fig. 3 for the
configurations obtained at this stage), and the production MD run was
started (Fig. 2, stage 2). Each simulation was performed under an isother-
mal condition at 300 K for 100 ps. Microcanonical MD was then started;
that is, the temperature control was turned off. Each simulation was
continued for 2500 ps (2.5 ns). CPU seconds needed per femtosecond of
MD simulation were 2.2 for MD-pep, 2.8 for MD-dna, and 4.3 for MD-
com. Trajectories of the 0.5–2.5-ns period were mainly used to analyze the
structure and dynamics (Fig. 2, stage 3), as described in the following
subsection. The crystal and simulated structures were visualized by RAS-
MOL 2.6 (Sayle, 1995).
Analyses of the trajectories
The structure and dynamics of the three MD trajectories were analyzed as
follows. Hereafter, the time average of quantity A is designated as A.
The main purpose of this study was to compare the dynamics of the
DNA in the presence and absence of the peptide, and that of the peptide in
the presence and absence of the DNA. Hence, we extracted the peptide
coordinates and the DNA coordinates separately from the trajectory of
MD-com and compared them with the trajectories of MD-pep and MD-dna,
respectively. Whenever necessary, the coordinates were fitted to the initial
configuration according to the method of McLachlan (1979).
Root mean square deviations (RMSDs) of the generated trajectories from
TABLE 1 Sizes (number of atoms) of the simulated systems
MD-pep* MD-dna# MD-com§
Solute 875 859 1734
Na ions — 25 16
Cl ions 9 — —
Solvent 13,065 16,014 19,062
Box dimension (Å) 53.4 57.0 60.8
Total 13,949 16,898 20,812
The MD simulations were started from the peptide,* the DNA,# and the
whole complex.§
FIGURE 2 Simulation protocol. The protocol has been described in
detail by Komeiji and Uebayasi (1999).
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the initial crystal structure were calculated. Namely, RMSD at time t is
RMSDt	 1N i1N rit	 riinit	2 (1)
where i is the atom index and N is the total number of atoms. The
instantaneous and initial coordinates of atom i are ri(t) and ri
init, respec-
tively.
Root mean square fluctuations (RMSFs) were calculated with respect to
the amino acid residues and DNA bases as follows:
RMSFj  1Nj i1Nj rit	 ri	2 (2)
Here, Nj is the number of atoms belonging to residue or base j. The
Hydrogen atoms were excluded from RMSD and RMSF.
Several parameters concerning the DNA structures were computed by
the Curves program (Lavery and Sklenar, 1988) included in the analytical
software package Toolchest 1.0 (Ravishanker and Beveridge, 1997).
The solvent-accessible surface area (SASA) of each coordinate set was
computed according to the method of Shrake and Rupley (1973) and
averaged over the MD trajectories. The radius of the probing solvent was
1.4 Å, and VDW radii of the solute atoms were taken directly from the
AMBER force field.
The densities of the ions and solvent molecules around the solute
molecules were represented by several methods. Before the analyses, each
ion or solvent molecule in each time frame of the trajectory was transferred
to its closest solute atom within the periodic boundary. The position of each
atom was represented by the atom center.
The normalized ion (or solvent) density distribution was presented as





The distance r from the surface of the solute molecule was defined as the
distance of the ion (or solvent) from the nearest solute atom. N(r) was the
number of ions located in the r  1⁄2r 
 r  1⁄2r region from the solute
surface, where r is a small increment of distance. D was the number
density of the ions in the box. V(r) was the volume of the r 1⁄2r
 r
1⁄2r region. To compute V(r), the surface area at distance r (S(r)) was
calculated, analogously to SASA. That is, all of the solute atoms were
assigned a radius of zero, and S(r) was computed for the time-averaged
structure of the solute by using a probe solvent of radius r. Then V(r) was
computed as follows:
Vr	 Sr	r (4)
Thus G(r) is an extension of the radial distribution function, computed to
describe the atom-atom distribution, to a solute-atom distribution. In com-
putation of G(r), Hydrogen atoms of the solutes were neglected, and each
solvent molecule was represented by the water oxygen only.
The cylindrical density distribution of the ions from the DNA axis,
Gcyl(r), was calculated in a manner similar to that for G(r), using Eq. 3.
However, N(r) was the number of ions residing in the r  1⁄2r 
 r 
1⁄2r region from the DNA axis, and V(r) was the volume of the cylinder
of the r  1⁄2r 
 r  1⁄2r region. Before calculation of Gcyl(r), the
coordinate sets from the trajectory of MD-DNA were fitted to a canonical
B-DNA whose axis was the z axis in the orthogonal space.
RESULTS AND DISCUSSION
Energy conservation and temperatures of
the trajectories
We first analyzed the total energy and the temperatures of
the generated trajectories to confirm that the systems
reached thermodynamic stability (Table 2).
All of the simulations were performed in the microca-
nonical ensemble after 100 ps. In the microcanonical en-
semble, the total energy should be conserved. The conser-
vation of the total energy was excellent (fluctuation 0.1%
for the 0.5–2.5-ns period), considering the length of the
trajectories. Temperature is not conserved in the microca-
nonical ensemble, but it should be stabilized at the equilib-
rium. The total temperature was 300 K at the end of the
isothermal simulations (100 ps), and the average of the
0.5–2.5-ps trajectory was 3–6 K higher (Table 2). We
considered the temperature increase of 5 K to be negligible.
The artifact of the temperature separation often seen under
FIGURE 3 Initial configurations
used for the production runs of (A)
MD-pep, (B) MD-dna, and (C) MD-
com obtained at the end of stage 1 in
Fig. 2.
TABLE 2 Summary of the total energy and temperatures of MD trajectories (0.5–2.5 ns)
MD-pep MD-dna MD-comp
Total energy (104 kcal/mol) 3.2907  0.0035 (0.11%) 4.4749  0.0037 (0.09%) 5.2380  0.0061 (0.12%)
Temperature (K)
All 304.6  1.9 305.1  1.6 304.2  2.4
Solute 304.8  8.3 305.3  8.4 305.0  6.4
Ion 302.9  89.7 306.0  51.8 303.8  64.0
Solvent 304.6  2.0 305.1  1.7 304.0  2.5
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the electrostatic cutoff (see paper I and references therein)
did not occur in the present simulations; the solute, ions, and
solvent had similar temperatures within acceptable errors
(Table 2).
Structure and dynamics of the solute molecules
The fluctuations of the solute molecules were illustrated by
superposing snapshots of the solute backbones (Fig. 4). The
overall difference in dynamics between MD-com and MD-
pep (or MD-dna) was well visualized. Both the peptide and
DNA had larger fluctuations in the free states (Fig. 4, A and
B) than in the complex state (Fig. 4 C), and the differences
were larger in the regions forming the complex. Below we
discuss in detail the structure and dynamics of the peptide
and DNA in the free and complexed states to estimate the
change in dynamics and conformation caused by the com-
plex formation.
Peptide
The time evolution of RMSD of the peptide in MD-com was
compared with that in MD-pep (Fig. 5 A). We have previ-
ously shown the results for MD-com up to 1 ns (paper I),
and in the present simulation RMSD of the peptide portion
did not show a significant change after 1 ns. The structural
deviation increased for the first 0.5 ns and then fluctuated
about 2.5–2.8 Å for the rest of the simulation (Fig. 5 A,
dotted line). In MD-pep, however, RMSD continued to
increase up to 5–6 Å for 0.5 ns and then stabilized (Fig. 5
A, solid line). The difference between MD-com and MD-
pep was rather small (2–3 Å) but significant. The residue
RMSD was computed for the crystal structure and the
average of the trajectory (Fig. 6 A). In MD-com, the N-
terminal residues deviated only slightly from the crystal
structure, but they deviated largely in MD-pep. As dis-
cussed in paper I, the C-terminal residues were only mar-
ginally stable in MD-com, but comparison with the results
for MD-pep indicated that the C-terminus was also greatly
stabilized by interaction with DNA.
The difference in RMSF between MD-pep and MD-com
was also clear (Fig. 7 A; see also Fig. 4, A and C). Fluctu-
ation was decreased by the complex formation in both
termini and in helix 3. This result was natural, because these
parts of the peptide were in direct contact with the DNA
(Fig. 1 A). The difference was quite notable, especially in
the two termini of the peptide, again indicating the impor-
tance of these termini in DNA recognition. Most of the
portions of helix 2 were not directly involved in DNA
recognition (Fig. 1 A), but the RMSF showed stabilization
of helix 2 by the complex formation (Fig. 7 A). Helix 1
showed small fluctuation in both MD-pep and MD-complex
(Fig. 7 A).
DNA
The explanation of the time evolutions of RMSD of the
DNA in MD-com and MD-dna (Fig. 5 B) was not as simple
as that for the peptide. Although on average the RMSD was
somewhat larger in MD-dna than in MD-com, the time
evolution did not show that the crystal structure was always
more stable in the latter. In MD-dna, RMSD gradually
increased up to 4.5 Å for the first 0.7 ns, but then decreased
and became smaller than 3 Å at 2 ns. In MD-com, RMSD
was rather stable at 2.5 Å for the first 1.2 ns, but increased
and then stabilized at 3.5 Å. Thus the DNA molecules
underwent structural fluctuations and transitions in both the
presence and absence of the peptide.
RMSD between the crystal structure and the time aver-
ages of the trajectories were computed with respect to the
FIGURE 4 Superimposed snapshots of the solute molecules from (A) MD-pep, (B) MD-dna, and (C) MD-com. Snapshots were sampled every 100 ps
from the 0.5–2.5-ns trajectory.
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DNA bases to analyze which portion of the DNA deviated
the most and which portions showed large differences be-
tween MD-com and MD-dna (Fig. 6 B). Here, the averaged
structures were computed for the 0.5–2.5-ns, 0.5–1.0-ns,
and 1.5–2.5-ns trajectories, considering the total RMSD in
Fig. 5 B. The RMSD between the averaged structures of
MD-dna and MD-com is also shown (Fig. 5 C).
RMSD was large near the 5 ends of the two strands, both
in MD-dna and in MD-com. Large structural deviation and
fluctuation of the ends of DNA have often been reported
(Young et al., 1997b; Noberto de Souza and Ornstein,
1997). In particular, base T2 is unpaired, and its location
was hard to determine by x-ray crystallography (Feng et al.,
1994). Thus the large deviation and fluctuation of T2 should
be unavoidable. Computation of RMSD for only the central
11 bp resulted in a decrease in RMSD of 0.5 Å for both
MD-com and MD-dna (data not shown). Prominent differ-
ences between MD-dna (Fig. 6 B, solid lines) and MD-com
(Fig. 6 B, dotted lines) were seen in the T6–G9 and T19–
A21 regions, where the crystal structures were better con-
served in MD-com than in MD-dna. Similar differences can
be seen in Fig. 6 C, in which the difference between MD-
dna and MD-com was directly compared. These regions
make contact with the peptide (Fig. 1 A) and should be
stabilized by formation of the complex.
The 0.5–1.0-ns (thin lines) and 1.5–2.5-ns (medium lines)
trajectories were compared for both MD-dna and MD-com
to analyze the structural change over the 1.0–1.5-ns period
(Fig. 5 B). The structural change was larger in strand 2
(T17–C29) in both MD-dna and MD-com. In MD-dna, the
difference between the 0.5–1.0-ns and 1.5–2.5-ns trajecto-
ries was prominent in the G9–A13 and A21–C23 regions.
These regions of the DNA were in contact with helix 3 of
the peptide (Fig. 1 A). Because MD-dna was started from
the DNA portion of the complexed structure, this portion of
strand 2 largely deviated for the first 0.7 ns (Fig. 5 B) and
then shifted back slightly in the direction of the original
structure. In MD-com, the difference between the 0.5–
1.0-ns and 1.5–2.5-ns trajectories was largest in the G3–T4
and T22–A25 regions. These regions were not directly
involved in the peptide binding.
Thus the DNA molecule underwent slight conformational
transition during the 1.0–1.5-ns period in both MD-dna and
MD-com, but in MD-dna the structural deviation occurred
mainly in the peptide binding region, whereas in MD-com it
occurred in the region not directly involved in the peptide
binding.
Next we compared the groove widths of the crystal struc-
ture and those averaged over the trajectories (Fig. 8). There
are several ways to define the widths of the major and minor
grooves. Here we used the distance between atom centers of
two phosphorous atoms appropriate for the canonical B-
DNA structure, consistent with the Toolchest program
(Ravishanker and Beveridge, 1997).
The major groove width in MD-com (Fig. 8 A, dotted
lines) was in close agreement with that of the crystal struc-
ture (thin solid line) in the T5/C23–G9/T19 region. This
region of the major groove makes direct contact with helix
3 (Fig. 1 A). The major groove width was larger in MD-dna
than in the crystal in all of the regions, indicating that the
DNA structure was relaxed and widened in MD-dna. Thus
the stabilization effect of the attachment of the HTH motif
(helix 3) and the major groove was demonstrated.
Usually, the minor groove width of an AT-rich DNA,
such as hixL (Fig. 1 C), is smaller than the canonical value
(Drew et al., 1981; Nelson et al., 1987; Schui et al., 1998).
In the crystal of the Hin-hixL complex used in the present
study, however, the minor groove width was close to the
canonical value in most of the regions (Feng et al., 1994).
Feng et al. attributed this discrepancy to the occupation of
the minor groove by the termini of the peptide. Comparison
of the present MD-com and MD-dna results supports their
idea. The minor groove width was larger in MD-com than in
MD-dna in most of the regions, suggesting that the presence
of the peptide enlarged the minor groove.
FIGURE 5 Time evolutions of RMSD (Eq. 1) of the simulated structures
from the crystal structure for (A) peptide and (B) DNA. In computation of
RMSD of the peptide and the DNA in MD-com, the peptide and DNA
moieties were extracted independently from the trajectory and fitted to the
crystal structures of the peptide and DNA, respectively.
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There must be some argument, however, about the minor
groove width obtained in the present MD simulations. The
minor groove width obtained by MD-com was, on the
average, 2 Å larger than that of the crystal structure (Fig.
8 B). Although the width obtained for MD-dna was smaller
than that obtained for MD-com, it was still larger than that
obtained for the crystal structure in most of the regions. We
cannot eliminate the possibility that the simulation protocol
including the force field was inappropriate, but we are
inclined to believe that the simulation-induced expansion of
the minor groove was a result of the end effects. Usually the
ends of DNA show large fluctuations and deviations (No-
berto de Souza and Ornstein, 1997), and these are some-
times withheld from the analyses so as not to introduce
FIGURE 6 RMSD (Eq. 1) was calculated between the
crystal structures and the simulated structures averaged
over 0.5–2.5 ns with respect to the amino acid residues
of the peptide (A) or the bases of the DNA (B). The
0.5–1.0-ns and 1.5–2.5-ns trajectories were also consid-
ered for the DNA portion (B). RMSD between the av-
eraged structures of MD-dna and MD-com (0.5–2.5 ns)
is also shown (C).
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artifacts into the simulation results. In our simulations,
however, the AT-rich regions in question were located near
both ends of the DNA (Fig. 1 A). A larger DNA molecule
free from the end effects would be needed to test the ability
of an MD simulation to reproduce the narrowing of the
minor groove of an AT-rich DNA. Apart from the problem
of the end effects, our results qualitatively supported the
idea that the minor groove is widened by the bound peptide.
The difference in the RMSF of DNA between MD-dna
and MD-com was rather small (Fig. 7 B) compared to that
of the peptide (Fig. 7 A), but the fluctuations of T8–T11 of
strand 1 and T17–T22 of strand 2 were larger in MD-dna
than in MD-com. Bases T8–T11 were in contact with helix
3, and bases T17–T22 were in contact with both helix 3 and
the C-terminal residues of the peptide. Hence the difference
in fluctuations was reasonable. As discussed in the previous
subsection, the N-terminus of the peptide was firmly at-
tached to the DNA. Its influence on the fluctuation of the
DNA structure was not prominent, however, presumably
because of the small size of the area attached by the N-
terminus.
In the current simulations, we employed the AMBER95
force field. The A7 B conformational transitions of several
DNA molecules under the several conditions seen in the
experiments have previously been well produced by this
force field (Miller and Kollman, 1997; Cieplak et al., 1997;
Cheatham and Kollman, 1997; Sprous et al., 1998). In a few
previous cases, this force field failed to reproduce the ob-
served A-to-B transition (Sprous et al., 1998), but this did
not seem to be a serious drawback in the present simulation.
Among the conformational and helicoidal parameters of
DNA defined by Ravishanker et al. (1989), two of the
axis-base parameters, X-displacement (XDP) and Inclina-
tion (INC), were the principal diagnostic parameters distin-
guishing between the A and B forms of DNA. The param-
eter XDP was definitely closer to the canonical B for the
crystal and MD structures (Fig. 9 A). The parameter INC’s
of the crystal and MD-com structures were in between,
although the values were closer to those of the B form (Fig.
9 B). Interestingly, in MD-dna, the parameter INC adopted
values nearly identical to to those of the canonical B form.
That MD-dna was closer to the B form than the crystal, and
MD-com was also seen in the case of XDP (Fig. 8 A),
although less prominently. The results for XDP and INC
suggested that the peptide-binding region of the hixL DNA
was slightly distorted from the canonical B form because of
the complex formation.
Ion distribution
In this subsection we report on the ion distribution around
the solute molecules.
The normalized distributions (G(r), Eq. 3) of the ions
around the solutes are shown in Fig. 10, and the high ion
density points are visualized in Fig. 11 A–C. MD-pep and
MD-dna were first analyzed as references, and then MD-
com was investigated based on the references.
First, the behavior of Cl ions in MD-pep was examined.
The Cl-peptide distribution was simple, with a single peak
at 3.4 Å (Fig. 10 A). The ions underwent diffusion around
the peptide, and none of them were considered to be bound
to or localized in specific regions of the peptide (not
shown). However, the Cl ion density was highest in the
vicinity of the N-terminal region of the peptide (Fig. 11 A),
indicating the positively charged nature of this region. This
fact was consistent with the strong attachment of the N-
terminus to DNA, a negatively charged molecule, in MD-
com.
Next, the ion distribution around the DNA in MD-dna
was analyzed in light of Manning’s counterion condensation
(CC) theory (Manning, 1978) and were compared with
recent related analyses, for instance, Young et al. (1997b).
The ion behavior around a polyelectrolyte such as DNA
has been well explained by the CC theory. The theory is
summarized as follows. When a polyelectrolyte is present, a
certain number of ions condense to the polyelectrolyte. The
number of condensed ions depends solely on the linear
FIGURE 7 RMSF (Eq. 2) of the amino acid residues (A: peptide) and the
nucleotides (B: DNA). RMSF was calculated for the 0.5–2.5-ns trajectories.
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charge density of the polyelectrolyte and on the valence of
the ions and is independent of the ion concentration. The
ions condense within a certain distance from the solute
(Manning radius). In the case of B-DNA, enough monova-
lent ions to screen 76% of the DNA charge are predicted to
condense within a Manning radius of 17 Å from the axis of
the DNA (Manning, 1978; Jayaram et al., 1996).
We computed the cylindrical distribution of the Na ions
around the axis of the DNA and the running coordination
number (Fig. 12) from the 0.5–2.5-ns trajectory. To mini-
mize the end effects, only the central 8 bp were considered.
The cylindrical distribution had two broad peaks at 8 Å and
13 Å. The former corresponds to the ions within the
grooves, especially the minor groove, and the latter corre-
sponds to those residing near the phosphate backbones. The
initial positions of the ions were determined to minimize the
ion-solute interaction (paper I); hence one may suspect that
our initial configuration favored the ion condensation. How-
ever, the shape of the cylindrical distribution in Fig. 12 is
similar to that of Young et al. (1997b), in which the initial
positions of the ions were randomly assigned. This agree-
ment suggests the generality of our result.
If we define the inflection point at 17 Å in Fig. 12 as the
Manning radius, only 60% of the DNA charge is condensed,
a value smaller than the predicted 76%. Originally, the CC
theory was constructed for infinite polyelectrolytes. Subse-
quently, Fenly et al. (1990) extended the condensation the-
ory for the polyelectrolyte with finite length and concluded
that the condensation should become weak for a short
polyelectrolyte. Although the ion concentration in MD-dna
in the present study was high (0.22 mol/L), and hence the
size limit of the DNA molecule should have been fairly
small, the predicted ion condensation of 76% must be an
overestimate. The small size of the simulation box could be
another source of artifact. The box was a cube with a
dimension of 57 Å (Table 1), which is only three times
longer than the Manning radius. In conclusion, the ion
behavior in MD-dna was not inconsistent with the CC
theory. Nevertheless, the general applicability of the theory
to MD results must be reconsidered by performing simula-
tions of longer DNA molecules in larger boxes under var-
ious concentrations of ions.
The analysis of the cylindrical ion distribution was not
appropriate for MD-com, in which the solutes were not
FIGURE 8 Time-averaged (A) major and
(B) minor groove widths of the DNA in MD-
dna and in MD-com. The groove widths were
also shown for the crystal structure. The
groove width was defined as the P-P distance
between appropriate bases for the canonical
B DNA, consistent with the software
Toolchest (Ravishanker and Beveridge,
1997). The P-P pairs actually used were in-
dicated in the right side of the graphs.
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cylindrical. Hence, the normalized ion density (G(r), Eq. 3)
as a function of the distance of the ion from the surface atom
of the solutes was computed to compare the overall ion
distributions in MD-dna and MD-com (Fig. 10 B).
The Na-DNA distribution in MD-dna was characterized
by two sharp peaks, one at 2.3 Å and the other at 4.5 Å. The
former corresponds to those making direct contact with the
solute atom and the latter to those making water-mediated
contact. The ion density was especially high along the minor
groove and then around the phosphate backbones (Fig. 11
B). Similar peaks were seen in MD-com, but the first peak
was much smaller than that in MD-dna. This difference
could be a statistical variation due to the short simulation
time and the small number of ions. However, we could also
attribute this to the occupation of the minor groove by the
peptide in MD-com.
Na ions were also found near the peptide in MD-com
(Fig. 11 C), but the density was lower than that near the
DNA. This was natural because the peptide was positively
charged (9e).
We should keep in mind that an MD trajectory as much
as a few nanoseconds in duration is too short to equilibrate
and sample the ionic behavior adequately (Young et al.,
1997b; Feig and Pettitt, 1998). Thus the results and discus-
sion presented so far should only be considered semiquan-
titative or qualitative.
Solvent distribution
Solvent distribution around the solute molecules was also
examined. The normalized solvent distribution (G(r)) of
water oxygens was computed (Fig. 13). In the case of the
solvent, the difference in distribution around the DNA (or
peptide) was extremely small and was negligibly different
for MD-dna (or MD-pep) versus MD-com. All four curves
were characterized by two peaks at 2.8 Å and 3.8 Å.
FIGURE 9 The axis-base parameters (A: XDP and B: INC) defined by
Ravishanker et al. (1989), distinguishing A and B forms of DNA. For
MD-dna and MD-com, average values of the 0.5–2.5-ns trajectories are
shown.
FIGURE 10 Normalized ion density distribution (G(r), Eq. 3) as a func-
tion of the distance from the surface atom of the solutes: (A) peptide and
(B) DNA. Cl ions were examined for MD-pep in A; otherwise, Na ions
were examined.
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The former corresponds to those solvent molecules making
direct hydrogen bonds (H-bonds) with charged atoms of the
solutes, whereas the latter corresponds to those forming the
hydrophobic shell around nonpolar atoms (Komeiji et al.,
1993; Norin et al., 1994; Makarov et al., 1998). The first
peak was sharper around the DNA (Fig. 13, thin lines) than
around the peptide (thick lines). Presumably, this difference
was attributable to the highly charged nature of the DNA;
that is, the DNA attracted polar solvents more strongly than
did the peptide.
High density points in MD-dna (Fig. 11 D) and in MD-
com (Fig. 11 E) were also visualized. The points in Fig. 11,
D and E, had a solvent density larger than 0.4 molecules/Å3,
15 times denser than the average. No such high-density
point was seen in MD-pep, so solvent density in MD-pep
was not included in Fig. 11.
FIGURE 11 Ion density maps in (A) MD-pep (Cl ions), (B) MD-dna (Na ions), and (C) MD-com (Na ions), and solvent density maps in (D) MD-dna
and (E) MD-com. The area was divided by mesh points (0.5 Å  0.5 Å  0.5 Å), and the average ion or solvent (water oxygen) density was computed
for each mesh point for the 0.5–2.5-ns trajectories. Those mesh points with a density larger than 0.02 ion/Å3 (A, B, C) or 0.4 solvents/Å3 (D, E) were
visualized by black points along with the average structures of the solutes.
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As already stated, the ion density along the minor groove
was higher along bp 8–14 (Fig. 11 B). As if compensating
for this high ion density, the solvent density along the minor
groove was higher along bp 4–7 (Fig. 11 D). We do not
know whether this difference in ion and solvent densities along
the minor groove was an artifact of the short sampling time of
2 ns or a result of the small difference in the sequence (Fig. 1
C). This question can only be resolved by making an MD
simulation that is one or two orders of magnitude longer. The
statistical significance of the current solvent density maps was
rather low; for instance, there were a few high-density points
far from the solutes (Fig. 11 D), but they seemed to be only
statistical fluctuations. Here we can only conclude that the
spine of water along the minor groove and the intruding ions
were also reproduced in our simulation, which is consistent
with several previous reports (Duan et al., 1997; Young et al.,
1997a; De Winter et al., 1998).
In MD-com, most of the high-density points of the sol-
vent were seen around the DNA-helix 3 interface (Fig. 11
E). Some high-density points were also seen in the DNA-C
terminus interface. Some of the solvent molecules located in
these regions were considered to be involved in water-
mediated H-bonds. We will discuss this point in the follow-
ing subsection.
To characterize the overall distribution of the solvents,
SASA and the number of hydrating water molecules were
computed (Table 3). In computing the hydrating solvent
molecules, we considered those residing within 3.5 Å of the
atom center of the surface atom of the solute molecules.
Such a definition is arbitrary, but it should be a good
approximation, considering the solvent distribution in Fig.
13. The results of Table 3 give a rough picture of solvent
behavior upon complex formation. When the complex is
formed, the solutes lose SASA of 2.4  103 Å2 and release
84 solvent molecules. About 27 solvent molecules remain in
the DNA-peptide interface. This simulation result was qual-
itatively consistent with the experimental data of Robinson
and Sligar (1996), in which the participation of water in
DNA recognition was demonstrated.
Peptide-DNA interactions
In this subsection we discuss the peptide-DNA interaction
of the Hin-hixL complex by focusing on the trajectory of
MD-com.
In paper I, we gave a preliminary report on the dynamics
of the peptide-DNA interface. We mainly discussed the
stability of the H-bonds present in the crystal structure by
analyzing the first 1-ns trajectory of MD-com. The N-
terminal, helix 3, and C-terminal regions of the peptide were
involved in DNA recognition via H-bonds. The H-bonds
due to the N-terminus and helix 3 were stable during MD
simulation, but those due to the C-terminus were less stable.
In the present paper, we also investigated H-bonds not
present in the crystal structure. In addition, we included the
solvent-mediated H-bonds in our analyses. See the legend to
Table 4 for the definitions of an ordinary H-bond and a
water-mediated H-bond. The stability of H-bonds was mea-
sured by the ratio (%) of their appearance during the 0.5–
2.5-ns trajectory.
The majority of the H-bonds present in the crystal struc-
ture were fairly well reproduced during the MD simulation
for the N-terminus (amino acids 140, 143) and helix 3
(172–182). Nevertheless, preservation of the crystallo-
graphic H-bonds was extremely poor in the C-terminal
region (183–190), although the backbone of the region
mostly resided in the minor groove throughout MD-com
(Fig. 4 C). Two of the 16 crystallographic waters formed
water-mediated H-bonds between the peptide and DNA
(Feng et al., 1994; Fig. 1 A). One of the two, that between
FIGURE 13 Normalized solvent density distribution (G(r), Eq. 3) as a
function of the distance from the surface atom of the solute. Only oxygen
atoms of the water molecules were considered.
FIGURE 12 The cylindrical ion distribution (Gcyl(r)) around DNA in
MD-dna (——) and the running coordination number (– – –). Only the
central 8 bp were considered, to reduce the end effects. The coordination
number of 16 corresponds to 100% ion condensation.
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R178 and A21 and T22, was also seen in MD-com (Table
4). The water-mediated H-bond was reflected in the high
water density of the region (Fig. 11 E). The other water-
mediated H-bond, however, that residing between S174 and
A21, was not reproduced.
Thus, not all of the H-bonds in the crystal structure were
stable, but this result did not necessarily mean that the
H-bonds between the peptide and the DNA were weakened
or destroyed by MD. During MD, several new H-bonds
were formed. Moreover, some of the ordinary H-bonds
changed to form water-mediated H-bonds (S174-A10,
S174-T11, and R178-T8; Table 4). The number of ordinary
H-bonds in the crystal structure and the average of MD-com
were compared for the amino acid residues of the peptide
and the base pairs of the DNA (Table 5). It was noteworthy
that the total number of the H-bonds was 22, in both the
crystal structure and the MD-com trajectory. This suggested
that even though the H-bonds went through formation and
disappearance along with the fluctuation of the complex, the
strength of H-bonds between the peptide and DNA re-
mained similar during MD simulation. Even some of those
C-terminal residues in which the original H-bonds had
mostly disappeared during MD formed H-bonds with dif-
ferent base pairs. Table 5 indicates that, although the H-
bonds present in the crystal were not always stable, other
H-bonds appeared to compensate for the strength of the
intermolecular H-bonds. Such a dynamic formation and
disappearance of several H-bonds in the peptide-DNA in-
TABLE 3 Solvation of the solute molecules in MD trajectories (average of 0.5–2.5 ns)
A MD-pept B MD-dna C MD-com A  B  C
Hydrating water molecules* 194 280 390 (27)# 84
SASA (Å2)§ 4,798  156 5,472  43 7,872  89 2,398 185
*Average number of water molecules residing within 3.5 Å of the solute molecules were counted.
#Water molecules residing in the interface between the peptide and DNA (within 3.5 Å of both peptide and DNA).
§The radius of the probe solvent was 1.4 Å. Hydrogen atoms were neglected.
TABLE 4 Stability of H-bonds present in the crystal structure
Peptide
residue DNA base H-bonding atom pairs
Stability during MD-com (%)*
Ordinary# Water-mediated#
Ordinary H-bonds in crystal#
R140§ T6 N 02 79 9
A26 NE N3 0 18
A27 N N3 67 0
A143 T8 N 01P 99 0
G172 G9 N 02P 47 0
S174 A10 0G N7 18 72
T11 0G 04 44 32
T175 G9 0G1 02P 100 0
Y177 T19 0H 02P 0 0
R178 T8 NH1 02P 0 77
G9 NH2 N7 18 0
Y179 T8 0H 01P 100 0
A182 T20 N 02P 95 1
S183 T20 N 01P 3 15
I185 G14 0 N2 5 0
K186 T20 NZ 03 0 2
K187 T20 N 02 0 0
R188 G14 NH2 01P 3 4
NH2 05 1 3
M189 T22 N 04 0 0
N190 A10 ND2 N3 0 1
T22 N 02 1 1
Water-mediated H-bonds in crystal#
S174 A21 0 N7 0 1
0 N6 0 0
R178 A21 NE N7 0 85
T22 NE 04 0 20
*Stability of H-bonds were measured by the percentage of their presence in 400 snapshots during the 0.5–2.5-ns trajectory of MD-com.
#Ordinary H-bonds were defined as those with a donor-acceptor distance RDA  3.5 Å. Water-mediated H-bonds were those that do not satisfy the above,
but both atoms form H-bonds with a water oxygen.
§Important amino acids and DNA bases (see legend to Fig. 1) are shown in bold.
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terface, seen here in MD-com, has also been seen in a
homeodomain, in which the dynamic structure was in an
equilibrium between two or three H-bond-forming sites
(Schwabe, 1997).
The amino acid residues of the peptide and base pairs of
the DNA, chosen from the viewpoint of conservation among
the Hin recombinase family and its cognitive sequences (Feng
et al., 1994), are shown in bold in Tables 4 and 5. The
C-terminal residues of the peptide (S183-N190) were not con-
served, and their H-bonds were consistently unstable. The
N-terminal region and HTH motif have several conserved
amino acids, but there seemed to be little correlation between
the stability of their H-bonds and their importance.
Formation of an H-bond is a rather short-range interac-
tion, but the electrostatic interaction is long-range. H-bond
interaction is implicitly treated by VDW plus electrostatic
interactions in the AMBER95 force field. Thus we also
analyzed the nonbonded interactions (VDW and electro-
static) between the peptide and DNA in the complex. A
contour plot of nonbonded interactions is presented in Fig.
14, in which favorable interactions are shown in reddish
colors and unfavorable ones in bluish colors. The total
nonbonded energy of the crystal structure and the average of
MD-com were similar (4.8  103 versus 4.6  103
kcal/mol). No essential difference was seen between the
map of the crystal (A) and that of MD-com (B). Roughly
four parts of the peptide interacted favorably with the DNA:
the N-terminus, the loop between helices 1 and 2, helix 3,
and the C-terminus. The residues in the N-terminus and
helix 3 interacted strongly with all parts of the DNA. The
C-terminal residues (185–189) also interacted favorably in
the crystal and, though a little weakened, in MD. Although
the H-bonds were unstable, the C-terminal residues were
still important in the binding to the minor groove.
To understand molecular association, it is not enough to
analyze only the nonbonded interactions, including
H-bonds, between the associated molecules. The change in
free energy for this complex formation was only 9.5
kcal/mol, but the computed interaction energy was larger by
three orders of magnitude. Although this difference should
be compensated for by including the interactions with the
surrounding medium, the hydrophobic effect, and the loss of
entropy due to the complex formation (Schwabe, 1997),
such effects are not within the scope of the current simula-
tions. Therefore, the analyses of the nonbonded interactions
including H-bonds so far presented (Tables 3 and 4, Fig. 14)
showed only the relative strengths of interactions between
individual amino acids and DNA base pairs. In summary,
the H-bonds formed by the peptide excluding the C-terminal
residues (amino acids 139–180) were relatively stable, but
those formed by the peptide including the C-terminal resi-
dues (181–190) were not. However, the C-terminal residues
still interacted favorably via nonbonded interactions. This
suggests that the C-terminal residues contribute to the pep-
tide-DNA association via nonspecific interactions. Some of
the H-bonds formed via the N-terminus and HTH motif
were not rigid; rather, the H-bonding pattern in the crystal
was in a dynamic equilibrium with other H-bonding sites,
including the water-mediated H-bonds.
TABLE 5 Number of H-bonds between peptide residues and DNA base pairs*
Peptide
DNA
Subtotal3GC 4TA 5TA 6TA 7TA 8TA 9GC 10AT 11TA 12AT 13AT 14GC 15AT
G139 / /0.4 /0.1 /0.2 / / / / / / / / / /0.7
R140 / / /0.8 1/0.8 2/ /0.2 / / / / / / / 3/1.8
R142 / / / / /1.1 /0.9 / / / / / / / /2.0
A143 / / / / / 1/1.0 / / / / / / / 1/1.0
R162 / / / / / / / / / / /0.8 / / /0.8
N163 / / / / / / / / / / / /0.1 / /0.1
G172 / / / / / / 1/1.5 / / / / / / 1/1.5
S174 / / / / / / / 1/1.2 1/1.3 / / / / 2/2.5
T175 / / / / / / 1/1.6 / / / / / / 1/1.6
Y177 / / / / / / / / / / 1/1.5 / / 1/1.5
R178 / / / / / 1/ 1/2.7 /1.0 / / / / / 2/3.7
Y179 / / / / / 1/1.0 / / / / / / / 1/1.0
A182 / / / / / / / / / 1/1.2 / / / 1/1.2
S183 / / / / / / / / / 1/ / / / 1/
I185 / / / / / / / / / / / 1/0.1 / 1/0.1
K186 / / / / / / / / / 1/ / / / 1/
K187 / / / / / / / / / 1/0.4 /0.3 /1.2 / 1/1.9
R188 / / / / / / / / / / / 2/0.2 / 2/0.2
M189 / / / / / / / 1/ /0.1 / / / / 1/0.1
N190 / / / / / / / 2/0.3 /0.2 / / / / 2/0.5
Subtotal / /0.3 /0.9 1/1.0 2/1.2 3/3.1 3/5.8 4/2.4 1/1.6 4/1.6 1/2.6 3/1.5 / 22/22.0
*Number of H-bond pairs present in the crystal (left) or average of 0.5–2.5-ns trajectory of MD-com (right) between peptide residues and DNA base pairs,
namely, (crystal)/(MD). Only ordinary H-bonds were considered. For example, 1/1.5 means that one H-bond was present in the crystal structure and the
average number of H-bonds during MD-com was 1.5. A minus sign indicates that the average number was 0.1. Important amino acids and DNA bases
(see legend to Fig. 1) are shown in bold.
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CONCLUSION
Molecular dynamics simulations of the Hin-recombinase–
DNA complex, the peptide, and the DNA were performed
separately. The obtained trajectories showed good stability,
as judged by their energetic quantities.
Both the peptide and DNA showed larger fluctuation in
the free state than in the complex, but the stabilization due
to the complex formation was larger for the peptide than for
the DNA. The overall fluctuation patterns are well illus-
trated in Fig. 4. The N-terminal region and HTH motif of
the peptide were stabilized largely by the interaction with
the DNA. The C-terminus was also stabilized by the com-
plex formation, but only marginally. The effect of the bound
peptide on the DNA conformation was relatively small, but
the bound peptide was suggested to enlarge the minor groove
and to distort the DNA slightly from the canonical B-confor-
mation. The central major groove was rigidly fixed by the
interaction with the HTH motif. The ions and solvents prefer-
entially stayed in the minor groove of the free DNA.
Our simulations were not intended to mimic the binding
process itself, but some speculation may be possible. For the
peptide, the simulation results strongly support the induced
fit model of binding, in which the peptide changes confor-
mation upon binding to DNA. When the peptide binds to
DNA, both termini fit into the minor groove by replacing
the solvent and ions. The DNA may also change its confor-
mation slightly by widening the minor groove. The specific
interaction between the peptide and the DNA should be
mostly governed by the N-terminus and the HTH motif via
numerous H-bonds, including solvent-mediated ones. Many
of the H-bonds in the DNA-peptide interface may not be
static, but rather may exist in a dynamic equilibrium among
several binding sites. The C-terminus should participate in
nonspecific DNA binding by loosely associating with the
minor groove via the electrostatic interaction. In conclusion,
comparison of the MD trajectory of the peptide-DNA com-
plex, the free peptide, and the free DNA has provided a
valuable contribution to the understanding of the DNA
recognition process.
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for provision of Toolchest 1.0. The AMBER 95 force field was obtained
from the home page of Prof. P. A. Kollman of the University of California
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