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Abstract— In this paper, we propose a novel reduced-rank
adaptive filtering algorithm by blending the idea of the Krylov
subspace methods with the set-theoretic adaptive filtering frame-
work. Unlike the existing Krylov-subspace-based reduced-rank
methods, the proposed algorithm tracks the optimal point in
the sense of minimizing the ‘true’ mean square error (MSE)
in the Krylov subspace, even when the estimated statistics
become erroneous (e.g., due to sudden changes of environments).
Therefore, compared with those existing methods, the proposed
algorithm is more suited to adaptive filtering applications. The
algorithm is analyzed based on a modified version of the adaptive
projected subgradient method (APSM). Numerical examples
demonstrate that the proposed algorithm enjoys better tracking
performance than the existing methods for the interference
suppression problem in code-division multiple-access (CDMA)
systems as well as for simple system identification problems.
Index Terms— reduced-rank adaptive filtering, Krylov sub-
space, set-theory, subgradient methods
I. INTRODUCTION
Reduced-rank adaptive filtering has attracted significant
attention over several research communities including sig-
nal processing; e.g., [1]- [36]. Whereas early works were
motivated by the so-called overmodeling problem, many of
the recent works were motivated mainly by computational-
constraints and slow-convergence problems due to a large
number of parameters. Specifically, a Krylov subspace asso-
ciated with the input autocorrelation matrix and the crosscor-
relation vector between input and output has been used in
several methods: Cayley-Hamilton receiver [18], multistage
Wiener filter (MSWF) [19], [21], [25], auxiliary-vector fil-
tering (AVF) [23], [24], Powers of R (POR) receiver [21],
and the conjugate gradient reduced-rank filter (CGRRF) [31],
[32] (see [34] for their connections). All of those previous
studies focus on minimizing a mean square error (MSE)
within the Krylov subspace (see [36] for linear estimation and
detection in Krylov subspaces). However, in the erroneous case
(i.e., in cases where there is a mismatch in estimates of the
autocorrelation matrix and the cross-correlation vector), the
methods minimize an ‘erroneous’ MSE function in the Krylov
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subspace. Therefore, the solution obtained at each iteration is
no longer ‘optimal’ in the sense of minimizing the ‘true’ MSE
within the Krylov subspace.
In this paper, we propose an adaptive technique, named
Krylov reduced-rank adaptive parallel subgradient projection
(KRR-APSP) algorithm, tracking directly the ‘optimal’ so-
lution in the Krylov subspace. The KRR-APSP algorithm
firstly performs dimensionality reduction with an orthonormal
basis of the Krylov subspace, followed by adjustments of
the coefficients of a lower-dimensional filter based on the
set-theoretic adaptive filtering framework1 [?]. As a result,
in cases where the environment changes dynamically (which
makes the estimates of the statistics erroneous), the KRR-
APSP algorithm realizes better tracking capability than the
existing Krylov-subspace-based methods (The computational
complexity is comparable to the existing methods).
The rest of the paper is organized as follows. In Section
II, the motivation and the problem statement are presented, in
which it is shown that, in a low-dimensional Krylov subspace,
(i) the achievable MSE is close to the minimum MSE (MMSE)
and (ii) system identification of high accuracy is possible,
provided that the condition number of the autocorrelation
matrix is close to unity. In Section III, we present the proposed
reduced-rank algorithm, and discuss its tracking property and
computational complexity. The KRR-APSP algorithm (i) de-
signs multiple closed convex sets consistent with the recently
arriving data, and (ii) moves the filter toward the intersection
of the convex sets (to find a feasible solution) by means
of parallel subgradient projection at each iteration. Because
the noise is taken into account in the set design, KRR-
APSP is intrinsically robust. In Section IV, to prove important
properties (monotonicity and asymptotic optimality) of the
proposed algorithm, we firstly present an alternative derivation
of the algorithm from a modified version of the adaptive
projected subgradient method (APSM)2 [?], [?], and then
present an analysis of the modified APSM. It is revealed that,
in the (original) high dimensional vector space, the proposed
algorithm performs parallel subgradient projection in a series
of Krylov subspaces. In Section V, numerical examples are
presented to verify the advantages of the proposed algorithm
over CGRRF, followed by the conclusion in Section VI.
1A related approach called set-membership adaptive filtering has indepen-
dently been developed, e.g., in [?], [?].
2APSM has proven a promising tool to derive efficient algorithms in many
applications [?], [?], [?], [?], [?], [?], [?], [?].
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II. MOTIVATION AND PROBLEM STATEMENT
Let R, N, and N∗ denote the sets of all real numbers,
nonnegative integers, and positive integers, respectively. We
consider the following linear model:
dk := u
T
k h
∗ + nk, ∀k ∈ N, (1)
where uk := [uk, uk−1, · · · , uk−N+1]T ∈ RN (N ∈ N∗)
denotes the input vector, h∗ ∈ RN the unknown system,
nk the additive noise, and dk the output (k: sample index,
(·)T : transposition). The MMSE filter in the whole space RN
is well-known to be characterized by the so-called Wiener-
Hopf equation RhMMSE = p (see, e.g., [45]), where R :=
E{ukuTk } and p := E{ukdk} (E{·}: expectation). For sim-
plicity, we assume that R is invertible and the input and the
noise are (statistically) orthogonal; i.e., E{nkuk} = 0. In this
case, p = E{uk(uTk h∗+nk)} = Rh∗, and the MSE function
f : RN → [0,∞) is given as
f(h) :=E{(dk − hTuk)2} = hTRh− 2hTp+ σ2d
= ‖h− h∗‖2R − ‖h∗‖2R + σ2d. (2)
Here, σ2d := E{d2k} and ‖·‖R is the R-norm3 defined for any
vector a ∈ RN as ‖·‖R :=
√
aTRa. From (2), it is seen that
h∗ = hMMSE(= R
−1p).
Let us now consider, for D ∈ {1, 2, · · · , N}, the MMSE
filter within the following Krylov subspace:
KD(R,p) :=span{p,Rp, · · · ,RD−1p} (3)
=span{Rh∗,R2h∗, · · · ,RDh∗} ⊂ RN . (4)
Referring to (2), the MMSE solution in KD(R,p) is charac-
terized by
P
(R)
KD(R,p)
(h∗) ∈ arg min
h∈KD(R,p)
‖h∗ − h‖R , (5)
where we denote by P (A)C (x) the metric projection of a
vector x onto a closed convex set C in the A-norm sense. In
particular, the metric projection in the sense of Euclidean norm
3 The R-norm is also called the energy norm induced by R. The same
norm is used in [?] to derive the CG method.
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Fig. 2. An illustration of the goal of this paper. ‘Conventional’ stands for
the conventional Krylov-subspace-based methods such as CGRRF.
is denoted simply by PC(x). In words, the MMSE filter in the
subspace is the best approximation, in the R-norm sense, of
h∗ in KD(R,p). Noting that P (R)KD(R,p)(h
∗) coincides with
the vector obtained through D steps of the conjugate gradient
(CG) method with its initial point being the zero vector, the
MSE is bounded as follows [46, Theorem 10.2.6]:
f(P
(R)
KD(R,p)
(h∗)) ≤
[
4
(√
κ− 1√
κ+ 1
)2D
− 1
]
‖h∗‖2R+σ2d, (6)
where κ := ‖R‖2
∥∥R−1∥∥
2
≥ 1 is the condition number of R.
System identifiability in KD(R,p) is discussed below.
Remark 1: How accurately can the system h∗ be identi-
fied in the subspace KD(R,p)? In the system identification
problem, we wish to minimize the Euclidean norm ‖h∗ − h‖
rather than the R-norm ‖h∗ − h‖R. To clarify the difference
between the MSE minimization and the system identification
over KD(R,p), the projections in the different senses are
illustrated in Fig. 1. By the Rayleigh-Ritz theorem [?], it
is readily verified that λ−1/2max ‖x‖R ≤ ‖x‖ ≤ λ−1/2min ‖x‖R
for any x ∈ RN , where λmax > 0 and λmin > 0 denote
the maximum and minimum eigenvalues of R, respectively.
It is thus verified that
∥∥∥PKD(R,p)(h∗)− P (R)KD(R,p)(h∗)∥∥∥ ≤∥∥∥h∗ − P (R)KD(R,p)(h∗)∥∥∥ ≤ λ−1/2min ∥∥∥h∗ − P (R)KD(R,p)(h∗)∥∥∥R ≤
2λ
−1/2
min ‖h∗‖R αD(κ), where α(κ) := (
√
κ− 1)/(√κ+ 1) ∈
[0, 1). Here, the first inequality is due to the basic property
of projection, and the third one is verified by [46, Theorem
10.2.6]. This suggests that system identification of high accu-
racy would be possible for a small D when κ ≈ 1 (If κ≫ 1,
preconditioning4 should be performed). ✷
In reality, R and p are rarely available, thus should be
estimated from observed measurements. Let R̂ and p̂ be
estimates of R and p, respectively, and ĥ
∗
be characterized by
R̂ĥ
∗
= p̂. CGRRF [?], [?], [?] computes, at each iteration, the
4The importance of preconditioning is well-known in numerical linear
algebra; see, e.g., [?], [?] and the references therein. Also the importance
is mentioned in [?] for an application of the conjugate gradient method to
the adaptive filtering problem. Different types of CG-based adaptive filtering
algorithms have also been proposed, e.g., in [?], [?].
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best approximation of ĥ
∗
in KD(R̂, p̂) in the R̂-norm sense;
i.e., P (R̂)
KD(R̂,p̂)
(ĥ
∗
). This realizes significantly fast convergence
and reasonable steady-state performance as long as good
estimates are available; i.e., R̂ ≈ R and p̂ ≈ p. However, once
those estimates become unreliable (which happens when the
environments change suddenly), P (R̂)
KD(R̂,p̂)
(ĥ
∗
) makes little
sense, and CGRRF (or the other existing Krylov-subspace-
based methods) should wait until a certain amount of data
arrive to recapture reasonable estimates.
The goal of this paper is to propose an alternative to
the existing Krylov-subspace-based methods to address this
restriction. To be specific, the main problem in this work is
stated as follows. Given that the Krylov subspace is employed
for dimensionality reduction, the problem is to design an
efficient algorithm that can always track P (R)
KD(R̂,p̂)
(h∗), which
minimizes the true MSE f(h) over KD(R̂, p̂) [see (2)].
Such an algorithm should have better tracking capability than
the existing methods after dynamic changes of environments,
because P (R̂)
KD(R̂,p̂)
(ĥ
∗
) does not minimize the true MSE as
long as the estimates R̂ and p̂ are erroneous. The concept
is illustrated in Fig. 2, in which the estimates are assumed
to become erroneous. Note in the figure that the difference
between f(h) and ‖h− h∗‖2R is a constant in terms of h,
which makes no difference in the equal error contours. In
the following section, we present an adaptive algorithm that
achieves the goal.
III. PROPOSED REDUCED-RANK ADAPTIVE FILTER
We firstly present a reduced-rank version of the set-theoretic
adaptive filtering algorithm named adaptive parallel subgradi-
ent projection (APSP) algorithm [?]. The proposed algorithm
is called Krylov Reduced-Rank Adaptive Parallel Subgradient
Projection (KRR-APSP). We then show, for its simplest case,
that the proposed algorithm tracks P (R)
KD(R̂,p̂)
(h∗), and discuss
its computational complexity.
A. Proposed KRR-APSP Algorithm
Let R̂k and p̂k be estimates of R and p at time k ∈ N,
respectively, and Sk an N ×D matrix whose column vectors
form an orthonormal basis5 (in the sense of the standard inner
product) of the subspace KD(R̂k, p̂k). For dimensionality
reduction, we force the adaptive filter hk ∈ RN to lie in
KD(R̂k, p̂k) ⊂ RN at each time instance k. Thus, with a
lower dimensional vector h˜k ∈ RD, the adaptive filter is
characterized as hk = Skh˜k. In the following, a tilde will
be used for expressing a D-dimensional vector (or a subset of
R
D). The output of the adaptive filter is given by
hTk uk = h˜
T
k S
T
kuk = h˜
T
k u˜k (u˜k := S
T
k uk ∈ RD). (7)
The reduced-rank adaptive filtering scheme is illustrated in
Fig. 3.
The idea of set-theoretic adaptive filtering is as follows:
5The orthonormality is essential in the analysis (see Section IV-B).
+
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Fig. 3. Reduced-rank adaptive filtering scheme.
1) construct (possibly multiple) closed convex sets contain-
ing a desired filter, i.e. P (R)
KD(R̂k,p̂k)
(h∗) in this case, with
high probability; and
2) approach the intersection of those sets at each iteration.
Let us present the design of the closed convex sets. Given
r ∈ N∗, we define
Uk := [uk,uk−1, · · · ,uk−r+1] ∈ RN×r
dk := [dk, dk−1, · · · , dk−r+1] ∈ Rr
ek(h) := U
T
k h− dk ∈ Rr, ∀h ∈ RN .
Then, with a simple restriction on h ∈ RN in the stochastic
property set proposed in [?], the closed convex sets in RN are
given as
Ck(ρ) :=
{
h ∈ R(Sk) : gk(h) := ‖ek(h)‖2 − ρ ≤ 0
}
,
k ∈ N, (8)
where ρ ≥ 0, R(·) stands for range, and ‖·‖ denotes the
Euclidean norm. Intuitively, Ck(ρ) is a set of filtering vectors
consistent with the data observed at time k in the sense that
the norm of the error-vector is bounded by a small constant
ρ. If ρ is too small, there could be no consistent solution;
for an extreme example, if ρ = 0 and we have the data sets
(uk1 , dk1) and (uk2 , dk2) such that uk1 = uk2 and dk1 6=
dk2 (k1, k2 ∈ N), then Ck1(ρ) ∩ Ck2(ρ) = ∅. Note however
that, even in such an infeasible case, the proposed algorithm
is guaranteed to move the filter closer to all the points that
minimize a weighted sum of the distances to the convex sets
(Ck(ρ))k∈N, as will be shown in Theorem 1.a in Section IV-B.
The design of ρ is involved with the noise statistics (see [?]).
Let Ik be the control sequence at the kth iteration; i.e.,
the set of indices used at time k (a typical example is Ik :=
{k, k− 1, · · · , k− q+ 1} for q ∈ N∗). Replacing h in Cι(ρ),
ι ∈ Ik, by Skh˜, the stochastic property set in RD is obtained
as follows:
C˜(k)ι (ρ) :=
{
h˜ ∈ RD : g(k)ι (h˜) :=
∥∥∥e(k)ι (h˜)∥∥∥2 − ρ ≤ 0} ,
ι ∈ Ik, k ∈ N. (9)
Here, e(k)ι (h˜) := UTι Skh˜ − dι ∈ Rr, ∀h˜ ∈ RD . The
projection onto C˜(k)ι (ρ) is approximated by the projection onto
the simple closed half-space H˜−ι,k(h˜k) ⊃ C˜(k)ι (ρ) defined as
H˜−ι,k(h˜k) :=
{
h˜ ∈ RD :
〈
h˜− h˜k, s˜(k)ι
〉
+ g(k)ι (h˜k) ≤ 0
}
,
ι ∈ Ik, k ∈ N. (10)
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where s˜(k)ι := ∇g
(k)
ι (h˜k) := 2S
T
kU ιe
(k)
ι (h˜k) ∈ RD . An
important property is h˜k 6∈ C˜(k)ι (ρ) ⇒ h˜k 6∈ H˜−ι,k(h˜k) [?,
Lemma 2], thus the boundary of H˜−ι,k(h˜k) is a separating
hyperplane between h˜k and C˜(k)ι (ρ). The projection of h˜k
onto H˜−ι,k(h˜k) is given as
PH˜−
ι,k
(h˜k)
(h˜k) =

h˜k if g(k)ι (h˜k) ≤ 0,
h˜k − g
(k)
ι (h˜k)∥∥∥s˜(k)ι ∥∥∥2 s˜
(k)
ι otherwise,
(11)
which is also referred to as the subgradient projection6 relative
to g(k)ι (see Appendix A). Let w(k)ι ∈ (0, 1], ι ∈ Ik, k ∈
N, denote the weight satisfying
∑
ι∈Ik
w
(k)
ι = 1; see [?] for
a strategic design of the weights. Then, the proposed KRR-
APSP algorithm is presented in what follows.
Given an arbitrary initial vector h˜0 ∈ RD , the sequence
(h˜k)k∈N ⊂ RD is inductively generated as follows. Given hk
and Ik at each time k ∈ N, hk+1 is defined as
h˜k+1 = h˜k + λkMk
(∑
ι∈Ik
w(k)ι PH˜−
ι,k
(h˜k)
(h˜k)− h˜k
)
, (12)
where λk ∈ [0, 2], H˜−ι,k(h˜k) is defined as in (10), and
Mk :=
1 if g(k)ι (h˜k) ≤ 0, ∀ι ∈ Ik,∑
ι∈Ik
w(k)ι
∥∥∥PH˜−
ι,k
(h˜k)
(h˜k)− h˜k
∥∥∥2∥∥∥∥∥∑
ι∈Ik
w(k)ι PH˜−
ι,k
(h˜k)
(h˜k)− h˜k
∥∥∥∥∥
2 otherwise.
For convenience, efficient implementation of the proposed
algorithm is given in TABLE I (For computational efficiency,
we introduce a parameter m to control how frequently Sk is
updated). We mention that, although the condition for updating
δ˜
(k)
ι is similar to the one used in the set-membership affine
projection algorithm [?], the major differences are that (i) the
update is based on the subgradient projection, (ii) multiple
closed convex sets are employed at each iteration (each set is
indicated by an element of Ik), and (iii) no matrix inversion
is required.
We shall finish up this subsection by summarizing the
parameters used in the proposed algorithm:
• r: the dimension of the orthogonal complement of the
underlying subspace of Ck(0) (see the definition of Uk,
and dk before (8)),
• q: the number of projections computed at each iteration,
• ρ: the error bound (controlling the ‘volume’ of Ck(ρ)),
• m: the frequency of updating Sk.
6 Although the function g(k)ι is differentiable, the subgradient projection
can be defined also for non-differentiable functions. Note that lev≤0g
(k)
ι :=
{h˜ ∈ RD : g
(k)
ι (h˜) ≤ 0} 6= ∅.
TABLE I
EFFICIENT IMPLEMENTATION OF THE PROPOSED ALGORITHM.
Requirements: Initial transformation matrix S0, inputs (Uk)k∈N,
outputs (dk)k∈N, control sequence Ik , step size λk ∈ [0, 2],
weights w(k)ι , ∀ι ∈ Ik , initial vector h˜0 ∈ RD , constant ρ ≥ 0, m ∈ N∗
1. Filter output: yk := u˜Tk h˜k(= uTk Skh˜k)
2. Filter update:
(a) For ι ∈ Ik , do the following:
U
(k)
ι := S
T
kU ι ∈ R
D×r
e
(k)
ι := (U
(k)
ι )
T h˜k − dι ∈ R
r
If
∥∥∥e(k)ι ∥∥∥2 ≤ ρ,
δ˜
(k)
ι := 0 ∈ R
D
, ℓ
(k)
ι := 0
else
a
(k)
ι := U
(k)
ι e
(k)
ι ∈ R
D
c
(k)
ι :=
∥∥∥a(k)ι ∥∥∥2 ∈ [0,∞)
d
(k)
ι := ρ−
∥∥∥e(k)ι ∥∥∥2 ∈ (−∞, ρ]
δ˜
(k)
ι := w
(k)
ι d
(k)
ι a
(k)
ι /(2c
(k)
ι ) ∈ R
D
ℓ
(k)
ι :=
(∥∥∥δ(k)ι ∥∥∥2 /w(k)ι =
)
w
(k)
ι (d
(k)
ι )
2/(4c
(k)
ι ) ∈ (0,∞)
endif;
end;
(b) If
∥∥∥e(k)ι ∥∥∥2 ≤ ρ for all ι ∈ Ik ,
h˜k+1 := h˜k ∈ R
D
else
f˜k :=
∑
ι∈Ik
δ˜
(k)
ι ∈ R
D
Mk :=
∥∥∥f˜k∥∥∥−2 ∑
ι∈Ik
ℓ
(k)
ι ∈ [1,∞)
h˜k+1 := h˜k + λkMkf˜k ∈ R
D
endif;
3: if k ≡ 1 mod m
Compute Sk+1 ∈ RN×D , an orthonormalized version of
KD(R̂k, p̂k); see Section III-B
else
Sk+1 := Sk
endif;
Intuitively, the convex set Ck(ρ) is obtained by ‘ballooning’
the linear variety used in the affine projection algorithm (APA)
[53], [54], and r corresponds to the ‘order’ of APA [45].
The tracking property and the computational complexity
of the proposed algorithm are discussed in the following
subsection.
B. Tracking Property and Computational Complexity
As explained in the final paragraph in Section II, an algo-
rithm that tracks P (R)
KD(R̂k,p̂k)
(h∗) is expected to enjoy better
tracking capability than the existing Krylov-subspace-based
reduced-rank methods. In this subsection, we firstly show that
the proposed algorithm (or the vector hk(= Skh˜k), k ∈ N,
generated by the proposed algorithm) has such a property for
its simplest case: r = 1, ρ = 0, Ik = {k} (i.e., q = 1). In this
case, the proposed algorithm is reduced to
h˜k+1 = h˜k + λ¯k
dk − h˜
T
k u˜k
‖u˜k‖2
u˜k, (13)
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where λ¯k := λk/2 ∈ [0, 1]. The update equation in (13) is
nothing but the NLMS algorithm (It should be mentioned that
the step-size range of λ¯k is a half of that of NLMS). Thus, (13)
is a stochastic gradient algorithm for the following problem:
min
h˜∈RD
E{(dk − h˜
T
u˜k)
2}. (14)
This implies that h˜k generated by (13) tracks the minimizer of
(14); for details about the tracking performance of NLMS, see
[?] and the references therein. Hence, noting that u˜k = STkuk,
it is seen that hk(:= Skh˜k) tracks the solution to the following
problem (which is equivalent to (14)):
min
h∈R(Sk)
E{(dk − hTuk)2}. (15)
Referring to (2) and (5), the minimizer of (15) is
P
(R)
KD(R̂k,p̂k)
(h∗). This verifies that hk(= Skh˜k) generated
by (13) tracks P (R)
KD(R̂k,p̂k)
(h∗).
Now, let us move to the discussion about the computational
complexity (i.e., the number of multiplications per iteration)
of the proposed algorithm. For simplicity, we let Ik :=
{k, k − 1, · · · , k − q + 1}, which is used in Section V. We
assume that, given R̂k and p̂k, the complexity to construct the
matrix Sk is the same as that of CGRRF7. As Sk is computed
every m iterations (see TABLE I), the average complexity for
computing Sk is (D−1)N2/m+(5D−4)N/m+2(D−1)/m.
What about the complexity to update R̂k and p̂k? For
the system model presented in Section II, the autocorrelation
matrix R is known to have a Toeplitz structure, provided
that the input process is stationary. Hence, it is sufficient to
estimate E{ukuk} ∈ RN , which can be done by8 r̂k+1 :=
γr̂k + ukuk, k ∈ N, with the forgetting factor γ ∈ (0, 1).
Similarly, the vector p̂k is updated as p̂k+1 := γp̂k + dkuk,
k ∈ N. Thus, the complexity for updating R̂k and p̂k is 4N .
The rest is the complexity for the filter update. One of
the distinguished advantages of the APSP algorithm is its
inherently parallel structure [?], [?], [?], [?], [?], [?]. We
start by considering the case where only a single processor
is available. Because the matrices (U ι)ι∈Ik , used at time
k, have only q + r − 1 distinct column vectors (uk, uk−1,
· · · ,uk−q−r+2), the complexity to compute U (k)ι for all ι ∈ Ik
is (q + r− 1)DN . Fortunately, however, this is only required
when Sk is updated (every m iterations), and, when Sk is not
updated, only the first column of U (k)k (i.e., STk uk) should
be computed. This is because, when Sk is not updated, it
holds that U (k)ι = U (k−1)ι for ι = Ik \ {k} and [U (k)k ]2:r =
[U
(k−1)
k−1 ]1:r−1, where [A]a:b designates the submatrix of A
consisting of the ath to bth column vectors. Thus, the average
complexity for U (k)ι is [(q + r − 1)DN + (m − 1)DN ]/m.
For the same reason as (U ι)ι∈Ik , the matrices (U
(k)
ι )ι∈Ik
also have only q + r − 1 distinct column vectors, hence
the complexity to compute e(k)ι and a(k)ι is no more than
7The Lanczos method, which is essentially equivalent to the CG method
[46], can also be used for constructing Sk .
8If, for example, the system model presented in Section V-C is to be
considered, then R is not Toeplitz in general. In such a case, at least the
upper triangular portion of R should be estimated (Note that R is always
symmetric).
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TABLE II
COMPUTATIONAL COMPLEXITIES OF ALGORITHMS.
Algorithm Number of multiplications per iteration
NLMS 3N + 2
RLS 4N2 + 4N + 1
CGRRF (D − 1)N2/m+ [(5D − 4)/m+ 4]N
+2(D − 1)
KRR-APSP (D − 1)N2/m
(single processor) +[(5D − 4)/m + 4]N + α(q, r,m)DN
+2(D − 1) + (4q + 2r)D + (r + 7)q + 2
KRR-APSP (D − 1)N2/m
(q processors) +[(5D − 4)/m+ 4]N + β(r,m)DN
+2(D − 1) + (2r + 4)D + r + 9
2(q + r − 1)D. Overall, the total complexity for the filter
update is α(q, r,m)DN + (4q + 2r)D + (r + 7)q + 2, where
α(q, r,m) := (q + r + m − 2)/m. If we set, for instance,
D = 5, m = 10, r = 1, and q = 5 (which are used in Section
V-B), the complexity for the filter update is 7N + 152.
Finally, we consider the case where q parallel processors
are available. In this case, the computation of the variables
corresponding to each ι ∈ Ik is naturally assigned to each
processor. We consider the complexity imposed on each pro-
cessor at each iteration. The complexity to compute U (k)ι is
rDN , when Sk is updated, and DN , when Sk is not updated.
The average complexity is thus β(r,m)DN , where β(r,m) :=
(r+m− 1)/m. Overall, the per-processor complexity for the
filter update is β(r,m)DN + (2r + 4)D+ r+ 9. For D = 5,
m = 10, r = 1, and an arbitrary q, the complexity for the
filter update is 5N + 40.
In TABLE II, the overall complexity of the proposed algo-
rithm is summarized with those of the NLMS algorithm, the
RLS algorithm [45, Table 9.1], and CGRRF [?]; we assume
for fairness that CGRRF updates the filter every m iterations.
Figure 4 plots the number of multiplications against the filter
length N for D = 5, m = 10, r = 1, and q = 5 (which
are used in Section V-B). We can see that the complexity of
the proposed algorithm is much lower than that of RLS (due
to the factor m), and marginally higher than that of CGRRF;
in particular, for a large value of N , the difference between
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the proposed and CGRRF methods is negligible. Moreover,
compared with NLMS, the proposed algorithm requires higher
complexity for realizing better performance. However, the
difference can be significantly reduced by increasing m; in
our experiments, the use of m = 100 gives almost the same
performance as the use of m = 10. It should be mentioned that
the difference (in computational complexity) between CGRRF
and KRR-APSP can be further reduced by taking into account
the update date of the vector h˜k (i.e., the rate in which it
happens that
∥∥∥e(k)ι ∥∥∥2 ≤ ρ). If we choose ρ appropriately, the
update rate is typically less than 10 %.
In conclusion, the proposed algorithm is highly expected to
realize, with comparable computational complexity, superior
tracking performance to the existing Krylov-subspace-based
reduced-rank methods, as will be verified by simulations in
Section V. Moreover, the algorithm has a fault tolerance nature
thanks to its inherently parallel structure; i.e., even if some
of the engaged concurrent processors are crashed, the lack
of information from the crashed processors would not cause
any serious degradation in performance. This is because the
direction of update is determined by taking into account all the
directions suggested by each input data vector little by little.
In the following section, we present an analysis of the
proposed algorithm.
IV. ANALYSIS OF THE PROPOSED ALGORITHM
In the adaptive filtering or learning, the observed measure-
ments are mostly corrupted by noise and the environments
are nonstationary in many scenarios. Under such uncertain
situations, it is difficult (or nearly impossible) to guarantee that
the adaptive filter approaches the optimal one monotonically
at every iteration. Thus, a meaningful and realistic property
desired for an adaptive algorithm would be to approach every
point in an appropriately designed set of filtering vectors
monotonically at each iteration. How can such a set, say
Ωk ⊂ RN , be designed?
In our analysis, we let Θk : RN → [0,∞) be a (continuous
and convex) objective function, and Ωk is defined as a set of
all the vectors that achieve the infimum of Θk over a certain
constraint set. (The constraint is associated with the require-
ments that the filter should lie in the Krylov subspace.) Then,
the desired monotone approximation property is expressed as
follows9:∥∥∥hk+1 − h∗(k)∥∥∥ ≤ ∥∥∥hk − h∗(k)∥∥∥ , ∀h∗(k) ∈ Ωk, k ∈ N. (16)
We stress that (16) insists that the monotonicity holds for all
the elements of Ωk.
What about ‘optimality’ in terms of the objective function
Θk? Is it possible to prove ‘optimality’ in any sense? As
you might notice, the objective function Θk depends on k.
Namely, what we should ‘minimize’ is not a fixed objective
function but is a sequence of objective functions (Θk)k∈N.
This is the major difference from the normal optimization
problems, and this formulation naturally fits the adaptive
signal processing because the objective function should be
9To ensure (16), closedness and convexity of Ωk are essential.
R^N hk
gk(hk)
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gk(h)
     
          
R
PCk
tangent plane
Fig. 5. A geometric interpretation of the subgradient projection Tsp(Θk)(hk)
when lev≤0Θk(:= {h ∈ RN : Θk(h) ≤ 0}) 6= ∅.
changing in conjunction with changing environments. Thus,
a meaningful ‘optimality’ to show would be that (hk)k∈N
minimizes (Θk)k∈N asymptotically; i.e.,
lim
k→∞
Θk(hk) = 0, (17)
which is called asymptotic optimality [?], [?].
The goal of this section is to prove that the proposed
algorithm enjoys the two desired properties (16) and (17).
To this end, we firstly build, with the objective function Θk,
a unified framework named reduced-rank adaptive projected
subgradient method (R-APSM), and derive the proposed al-
gorithm from R-APSM with a specific design of Θk. We
then prove that R-APSM, including the proposed algorithm
as its special case, has the desired properties under some mild
conditions.
A. Alternative Derivation of the Proposed Algorithm
Recall here that hk is forced to lie in R(Sk) at each
iteration k ∈ N. For an analysis of the proposed algorithm,
we define
Φk := Sk+1S
T
k ∈ RN×N . (18)
Given an arbitrary h0 ∈ RN and a sequence of continuous
convex objective functions Θk : RN → [0,∞), k ∈ N, R-
APSM 10 generates a sequence (hk)k∈N ⊂ RN by
hk+1 :=

Φk
[
hk − λk Θk(hk)‖Θ′k(hk)‖2
Θ′k(hk)
]
if Θ′k(hk) 6= 0,
Φkhk
otherwise,
(19)
where λk ∈ [0, 2], k ∈ N, and Θ′k(hk) ∈ ∂Θk(hk) is a
subgradient of Θk at hk (see Appendix A).
Suppose that lev≤0Θk := {h ∈ RN : Θk(h) ≤ 0} 6= ∅ (⇔
minh∈RN Θk(h) = 0). Then, removing Φk, (19) for λk = 1
10The original APSM [?], [?] is obtained by replacing Φk in (19) by a
projection operator onto a closed convex set of an absolute constraint.
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is the subgradient projection relative to Θk [cf. (11)], which
is denoted by Tsp(Θk)(hk) (see Fig. 5). The update equation
in (19) can be expressed as
hk+1 := Φk
[
hk + λk
(
Tsp(Θk)(hk)− hk
)]
. (20)
Noticing that the thick arrow in Fig. 5 expresses Tsp(Θk)(hk)−
hk, the figure with (20) provides a geometric interpretation of
R-APSM (except for Φk).
Let us now derive the proposed algorithm from R-APSM.
Let Ik be the control sequence, and w(k)ι ∈ (0, 1], ι ∈ Ik,
k ∈ N, the weight, both of which are defined in the same way
as in Section III-A. An outer approximating closed half-space
H−ι (hk) ⊃ Cι(ρ) is defined as [see (8)]
H−ι (hk) :=
{
h ∈ RN :
〈
h− hk, s(k)ι
〉
+ gι(hk) ≤ 0
}
,
ι ∈ Ik, k ∈ N,
where s(k)ι :=∇gι(hk) := 2U ιeι(hk) ⊂ RN . Because
1) H−ι (hk), ι ∈ Ik, contains favorable vectors because of
the definition of Cι(ρ), and
2) hk should lie in R(Sk) = KD(R̂k, p̂k),
the distance to H−ι (hk) ∩ R(Sk) is a natural candidate of
objective function. Moreover, for assigning a larger weight to
a farther set, the weight d(hk, H−ι (hk) ∩R(Sk)) is given to
the distance function d(h, H−ι (hk)∩R(Sk)). With a normal-
ization factor Lk :=
∑
ι∈Ik
w
(k)
ι d(hk, H
−
ι (hk)∩R(Sk)), the
resulting objective function is given as follows:
Θk(h) :=

1
Lk
∑
ι∈Ik
w(k)ι d(hk, H
−
ι (hk) ∩R(Sk))
×d(h, H−ι (hk) ∩R(Sk))
if Lk 6= 0,
0
otherwise.
(21)
An application of R-APSM to Θk(h) in (21) yields (cf. [?])
hk+1 =
Φk
[
hk + λkMk
(∑
ι∈Ik
w(k)ι PH−ι (hk)∩R(Sk)(hk)− hk
)]
,
(22)
where λk ∈ [0, 2], k ∈ N, and
Mk :=

1 if gι(hk) ≤ 0, ∀ι ∈ Ik,∑
ι∈Ik
w(k)ι
∥∥∥PH−ι (hk)∩R(Sk)(hk)− hk∥∥∥2∥∥∥∥∥∑
ι∈Ik
w(k)ι PH−ι (hk)∩R(Sk)(hk)− hk
∥∥∥∥∥
2
otherwise.
Noticing hk ∈ R(Sk) and defining Qk := SkSTk , the
projection of hk onto H−ι (hk) ∩R(Sk) is given as follows:
PH−ι (hk)∩R(Sk)(hk) =
hk if gι(hk) ≤ 0,
hk − gι(hk)∥∥∥Qks(k)ι ∥∥∥2Qks
(k)
ι otherwise. (23)
Letting hk = Skh˜k, we obtain eι(hk) = e(k)ι (h˜k),
gι(hk) = g
(k)
ι (h˜k), and STk s
(k)
ι = s˜
(k)
ι , from which and
PH−ι (hk)∩R(Sk)(hk) ∈ R(Sk) we can verify
PH−ι (hk)∩R(Sk)(hk) = SkPH˜−ι,k(h˜k)
(h˜k). (24)
Substituting (24) and hk = Skh˜k into (22), and left-
multiplying both sides of (22) by STk , we obtain the proposed
algorithm. Taking a look at the update equation in (22), it
is seen that it has the same form as the linearly constrained
adaptive filtering algorithm [?] except for the mapping Φk
from R(Sk) to R(Sk+1). Hence, viewing the behavior of
the proposed algorithm in RN , it performs parallel subgra-
dient projection in a series of (constraint) Krylov subspaces
(R(Sk))k∈N.
B. Analysis of R-APSM
We prove that the sequence (hk)k∈N generated by R-APSM
satisfies the desired properties (16) and (17). In the analysis,
the fixed point set of the ‘mapping’ Φk(:= Sk+1STk ) : RN →
R(Sk+1), a 7→ Φka, plays an important role. What is the
fixed point set? Given a mapping T : RN → RN , a point
x ∈ RN satisfying T (x) = x is called a fixed point of T .
Moreover, the set of all such points, i.e. the set Fix (T ) :={
x ∈ RN : T (x) = x}, is called the fixed point set of T . The
set Fix (Φk) is characterized as below.
Proposition 1: (Characterizations of Fix (Φk))
(a) 0 ∈ Fix (Φk).
(b) Fix (Φk) ⊂ R(Sk) ∩R(Sk+1).
(c)
Fix (Φk) =
{
Skz˜ = Sk+1z˜ : z˜ ∈ Fix
(
STkSk+1
)
⊂ RD
}
,
(25)
and
Fix
(
STk Sk+1
)
=
{
z˜ ∈ RD : Sk+1z˜ = Skz˜
}
. (26)
(d) If Sk+1 = Sk, then Φk = PR(Sk) and Fix (Φk) =
R(Sk).
Proof: See Appendix B. ✷
Define
Θ∗k := inf
x∈Fix(Φk)
Θk(x), k ∈ N, (27)
Ωk :=
{
h ∈ Fix (Φk) : Θk(h) = Θ∗k
}
, k ∈ N. (28)
(As mentioned before (16), the constraint set Fix (Φk) is
associated with the requirements hk ∈ R(Sk) for any k ∈ N.)
Then, the following theorem holds.
Theorem 1: The sequence (hk)k∈N generated by R-APSM
satisfies the following.
(a) (Monotone Approximation)
(I) Assume Ωk 6= ∅. Then, for any λk ∈[
0, 2 (1−Θ∗k/Θk(hk))
]
, (16) holds.
(II) Assume in addition Θk(hk) > infx∈RN Θk(x) ≥
0. Then, for any λk ∈
(
0, 2 (1−Θ∗k/Θk(hk))
)
,∥∥∥hk+1 − h∗(k)∥∥∥ < ∥∥∥hk − h∗(k)∥∥∥ , ∀h∗(k) ∈ Ωk.
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(29)
(b) (Boundedness, Asymptotic Optimality) Assume
∃K0 ∈ N s.t.
{ (i) Θ∗k = 0, ∀k ≥ K0, and
(ii) Ω := ⋂k≥K0 Ωk 6= ∅. (30)
Then (hk)k∈N is bounded. In particular, if there exist
ε1, ε2 > 0 such that λk ∈ [ε1, 2−ε2] ⊂ (0, 2), then (17)
holds, provided that (Θ′k(hk))k∈N is bounded.
Proof: See Appendix C. ✷
Finally, for the Θk specified by (21), we discuss the as-
sumptions made in Theorem 1. First, it is worth mentioning
that Sk tends to stop moving when the estimates of R
and p become reliable, and, in such a case, Proposition 1
implies Fix (Φk) = R(Sk). Hence, we assume Fix (Φk) =
R(Sk) for simplicity here. Moreover, it mostly holds that⋂
ι∈Ik
H−ι (hk) ∩ R(Sk) 6= ∅ at each k ∈ N, unless the
observed data are highly inconsistent. In this case, (Θ∗k = 0
and) Ωk =
⋂
ι∈Ik
H−ι (hk) ∩ R(Sk)(6= ∅), thus (16) holds.
We remark that, under Fix (Φk) = R(Sk), the condition⋂
ι∈Ik
H−ι (hk) ∩ R(Sk) 6= ∅ is sufficient but not necessary
for (16) to hold. (In fact, Ωk can be nonempty even if⋂
ι∈Ik
H−ι (hk) = ∅.)
Under Fix (Φk) = R(Sk), the conditions in (30) are
satisfied when
⋂
k≥K0
[⋂
ι∈Ik
H−ι (hk) ∩R(Sk)
] 6= ∅, which
mostly holds if the observed data are consistent for k ≥
K0. We mention that (Θ′k(hk))k∈N for the Θk in (21) is
automatically bounded [?].
In dynamic environments, it is hardly possible to ensure
Fix (Φk) = R(Sk) for all k ≥ K0, since Sk will move
when the environments change. In this case, the asymptotic
optimality is difficult to be guaranteed. However, it is possible
that the monotone approximation is guaranteed, because the
environments would be nearly static in some (short) periods
and, within such periods, Sk may stop moving.
V. NUMERICAL EXAMPLES
This section provides numerical examples to verify the
advantages of the proposed algorithm over the CGRRF method
[?] (Note: we omit a comparison with the RLS algorithm,
because it is known that CGRRF provides convergence com-
parable to RLS with lower computational complexity and it
does not suffer from any numerical instability problems [?],
[?]). In the current study, weakly correlated input signals are
employed in order to avoid preconditioning for conciseness.
In simple system identification problems, we firstly examine
the performance of the proposed algorithm for different values
of D and q, and then compare the proposed algorithm with
CGRRF. We finally apply the two methods to a multiple access
interference suppression problem in code-division multiple-
access (CDMA) wireless communication systems. In all the
simulations, we set Ik := {k, k − 1, · · · , k − q + 1}, and the
matrix Sk is updated every m = 10 iterations with R̂0 := O,
p̂0 := 0, and γ = 0.999.
A. Performance of the Proposed Algorithm for System Identi-
fication
To compute arithmetic averages of MSE and system mis-
match, i.e. ‖h∗ − hk‖2 / ‖h∗‖2, 300 independent experiments
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Fig. 6. Performance of the proposed algorithm for D = 3, 5, 8, q = 4, and
r = 1 under SNR = 15 dB in (a) system mismatch and (b) MSE.
are performed. In each experiment, h∗ is generated ran-
domly for N = 50, and the input signal is generated by
passing a white Gaussian signal through a length-30 finite
impulse response (FIR) filter whose coefficients are chosen
randomly (the resulting input signal has weak autocorrela-
tion). The signal to noise ratio (SNR) is set to SNR :=
10 log10
(
E
{
z2k
}
/E
{
n2k
})
= 15 dB, where zk := 〈uk,h∗〉.
The parameters are set to11 λk = 0.03, ρ = 0.15, q = 4,
r = 1, h˜0 = 0, and D = 3, 5, 8. The results are depicted in
Fig. 6. It is seen that, from D = 3 to D = 5, an increase
of D leads to better steady-state performance both in system
mismatch and MSE. However, from D = 5 to D = 8, the
gain in MSE is slight, although a significant gain is obtained
in system mismatch. This is because the value of ‖hk − h∗‖
at the steady state is still not small enough in the case of
D = 5, but the value of ‖hk − h∗‖R is already small enough
(see Section II).
Next we fix the value of D = 8, and change the value of q
as q = 1, 2, 3, 5, 8. The rest of the parameters are the same as
in Fig. 6. The results are depicted in Fig. 7. As a benchmark,
the performance curves of NLMS for step size λk = 0.03
11 In the current study, we only focus on the case of r = 1 to make the
parameter settings simple. In fact, it has been reported in [?], [?], [?], [?], [?]
that fast convergence and good steady-state performance are attained when
we use r = 1 and a large value of q (e.g., q = 8, 16, 32) for the N within
the range of 64 to 2000 in the (full-rank) APSP algorithm [?].
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Fig. 7. Performance of the proposed algorithm for D = 8, q = 1, 2, 3, 5, 8,
and r = 1 under SNR = 15 dB in (a) system mismatch and (b) MSE.
are also drawn. It is seen that an increase of q (the number
of parallel projections computed at each iteration) raises the
speed of convergence significantly.
B. Proposed versus CGRRF for System Identification
We compare the performance of the proposed algorithm
with CGRRF and the NLMS algorithm. The h∗ and the
input signals are generated in the same way as in Section
V-A, and the SNR is set to SNR = 20 dB. We consider the
situation where h∗ changes dynamically at 1000th iteration;
the input statistics are unchanged, which means that only the
crosscorrelation vector p is changed. For all the algorithms
(except for CGRRF), the step size is set to λk = 0.05, and for
the proposed algorithm, we set ρ = 0.1, q = 1, 5, r = 1,
h˜0 = 0, and D = 5. For CGRRF, the Krylov subspace
dimension is set also to D = 5, and the initial vector at each
time instant is set to the zero vector.
Figure 8 plots the results. As expected from the discussion
in Section II, the tracking speed of CGRRF after the sudden
change of h∗ is slow, although its convergence speed at the
initial phase is fast. On the other hand, the proposed algorithm
for q = 5 achieves fast initial convergence and good tracking
performance simultaneously.
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Fig. 8. The proposed algorithm versus CGRRF and NLMS under SNR
= 20 dB in (a) system mismatch and (b) MSE. For the proposed algorithm,
λk = 0.05, k ∈ N, D = 5, ρ = 0.1, and r = 1. For CGRRF, D = 5. For
NLMS, λk = 0.05, k ∈ N.
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Fig. 9. Interference suppression capability in CDMA systems under SNR
= 15 dB in static environments. The number of users is K = 8, and the
amplitudes of all users are equal. For the proposed algorithm, λk = 0.02,
k ∈ N, D = 5, ρ = 0.01, and r = 1. For CGRRF, D = 5.
C. Proposed versus CGRRF for Interference Suppression
Problem in CDMA Systems
We apply the proposed algorithm and CGRRF to the
multiple access interference suppression problem occurring in
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Fig. 10. Interference suppression capability in CDMA systems under SNR
= 10 dB in dynamic environments. The number of users is changed at the bit
number 1000 from K = 4 to K = 2. For the proposed algorithm, λk = 0.02,
k ∈ N, D = 5, ρ = 0.1, and r = 1. For CGRRF, D = 5.
the CDMA systems (see, e.g., [?]). The received data vector,
corresponding to the input vector uk, is given as
uk := SAbk +wk. (31)
Here, letting K denote the number of users accessing the same
channel, S ∈ RN×K is the signature matrix (each column
corresponds to each user), A ∈ RK×K a diagonal matrix with
the amplitudes from the K users, bk ∈ {1,−1}K the data
symbol vector of the K users, and wk ∈ RN the vector of
additive white Gaussian noise with zero mean. The output dk
in Fig. 3 corresponds to the element of bk associated with the
desired user. For simplicity, we assume chip-synchronous but
code-asynchronous systems, as usual in the literature on this
problem, and fading of the channels is not considered. Also we
assume that the training sequence is available to adapt the filter
hk. For the spreading codes, the length-31 Gold sequences are
employed (i.e., N = 31).
In the first simulation, we assume static environments with
K = 8 users having equal amplitudes under SNR = 15 dB.
We set D = 5 for both CGRRF and the proposed algorithm,
and λk = 0.02, ρ = 0.01, r = 1, and q = 1, 5 for the
proposed algorithm. At the iteration k = 0, the rank-reduction
matrix S1 ∈ RN×D is firstly computed, and then the lower-
dimensional adaptive filter h˜k is initialized as h˜0 := ST1 s,
where s ∈ RN is the signature vector of the desired user. For
CGRRF, the initial vector at each time instant is set to s. The
results are depicted in Fig. 9.
In the second simulation, we assume dynamic environments
under SNR = 10 dB. At the beginning, there are K = 4
users accessing the same channel simultaneously, and, at the
bit number 1000, all the interfering users stop their access
and another interfering user establishes a new connection to
the channel (i.e., the total number of accessing users after the
bit number 1000 is K = 2). All the interfering signals have
twice larger amplitudes than the desired one. For the proposed
algorithm, we set ρ = 0.1 and the other parameters are the
same as in the first simulation. The parameters for CGRRF are
the same as in the first simulation. The results are depicted in
Fig. 10.
From Fig. 9, it is seen that the proposed algorithm (for q =
5) performs similarly to CGRRF in the static environments.
From Fig. 10, on the other hand, it is seen that the proposed
algorithm exhibits better tracking performance than CGRRF.
This is consistent with the results in Fig. 8 and also with the
discussion in Section II.
VI. CONCLUSION
This paper has presented a robust reduced-rank adaptive
filtering algorithm based on the Krylov subspace and the set-
theoretic adaptive filtering method. The proposed algorithm
provides excellent tradeoff between performance (in partic-
ular, tracking capability) and computational complexity. The
valuable properties (monotone approximation and asymptotic
optimality) of the proposed algorithm have been proven within
the framework of the modified APSM. It would be worth
repeating that the algorithm has a fault tolerance nature due
to its inherently parallel structure. The numerical examples
have demonstrated that the proposed algorithm exhibits much
better tracking performance than CGRRF (with comparable
computational complexity). This suggests that the proposed
algorithm should perform better than the existing Krylov-
subspace-based reduced-rank methods in nonstationary envi-
ronments. We finally mention that the proposed algorithm has
no numerical problems, since it requires no matrix inversion,
which implies that the algorithm is easy to implement.
APPENDIX A
MATHEMATICAL DEFINITIONS
Let H denote a real Hilbert space equipped with an inner
product 〈·, ·〉 and its induced norm ‖·‖. We introduce some
mathematical definitions used in this paper.
(a) A set C ⊂ H is said to be convex if νx+(1−ν)y ∈ C,
∀x,y ∈ C, ∀ν ∈ (0, 1). A function Θ : H → R is said
to be convex if Θ(νx+(1−ν)y) ≤ νΘ(x)+(1−ν)Θ(y),
∀x,y ∈ H, ∀ν ∈ (0, 1); the inequality is sometimes
called Jensen’s inequality [?].
(b) A mapping T is said to be (i) nonexpansive if
‖T (x)− T (y)‖ ≤ ‖x− y‖, ∀x,y ∈ H; (ii) attracting
nonexpansive if T is nonexpansive with Fix (T ) 6= ∅
and ‖T (x)− f‖2 < ‖x− f‖2, ∀(x,f) ∈ H\Fix (T )×
Fix (T ); and (iii) strongly or η-attracting nonexpansive
if T is nonexpansive with Fix (T ) 6= ∅ and there exists
η > 0 s.t. η ‖x− T (x)‖2 ≤ ‖x− f‖2 − ‖T (x)− f‖2,
∀x ∈ H, ∀f ∈ Fix (T ).
(c) Given a continuous convex function Θ : H → R, the
subdifferential of Θ at any y ∈ H, defined as ∂Θ(y) :=
{a ∈ H : 〈x− y,a〉 + Θ(y) ≤ Θ(x), ∀x ∈ H}, is
nonempty. An element of the subdifferential ∂Θ(y) is
called a subgradient of Θ at y.
(d) Suppose that a continuous convex function Θ : H → R
satisfies lev≤0Θ := {x ∈ H : Θ(x) ≤ 0} 6= ∅. Then,
for a subgradient Θ′(x) ∈ ∂Θ(x), a mapping Tsp(Θ) :
H → H defined by
Tsp(Θ)(x) :=
x−
Θ(x)
‖Θ′(x)‖2Θ
′(x) if Θ(x) > 0
x if Θ(x) ≤ 0
YUKAWA et al.: ROBUST REDUCED RANK ADAPTIVE FILTER BASED ON PARALLEL SUBGRADIENT PROJECTION AND KRYLOV SUBSPACE 11
is called a subgradient projection relative to Θ (see, e.g.,
[?]).
APPENDIX B
PROPERTIES OF Φk AND PROOF OF PROPOSITION 1
This appendix presents basic properties of Φk, the proof
of Proposition 1, and some results regarding the attracting
nonexpansivity of Φk (see Appendix A).
Lemma B.1: (Basic properties of Φk)
(a) Φkx = Sk+1x˜ for all x˜ ∈ RD and x = Skx˜.
(b) For any x ∈ RN , ‖Φkx‖ ≤ ‖x‖; the equality holds if
and only if x ∈ R(Sk). Moreover, the mapping Φk is
nonexpansive (cf. Appendix A). ✷
Proof of Lemma B.1.a: For all x˜ ∈ RD, we have Φkx =
Sk+1S
T
kSkx˜ = Sk+1x˜.
Proof of Lemma B.1.b: STk+1Sk+1 = STkSk = I , we have,
for any x ∈ RN ,
‖Φkx‖ =
∥∥∥Sk+1STk x∥∥∥
=
∥∥∥SkSTk x∥∥∥
=
∥∥PR(Sk)(x)∥∥
≤ ‖x‖ . (B.1)
The inequality is verified by the nonexpansivity of the projec-
tion operator; the equality holds if and only if x ∈ R(Sk).
(B.1) and the linearity of Φk suggest the nonexpansivity of
Φk. ✷
Proof of Proposition 1
Proof of Proposition 1.a: Φk0 = 0 implies 0 ∈ Fix (Φk).
Proof of Proposition 1.b: Suppose h ∈ Fix (Φk). Then, h =
Φkh ∈ R(Sk+1). Moreover, by Lemma B.1.b, Φkh = h ⇒
h ∈ R(Sk). Hence h ∈ R(Sk) ∩ R(Sk+1), implying that
Fix (Φk) ⊂ R(Sk) ∩R(Sk+1).
Proof of Proposition 1.c: To prove (26), it is sufficient to show
STkSk+1z˜ = z˜ ⇔ Sk+1z˜ = Skz˜. (B.2)
Assume STkSk+1z˜ = z˜. Then, we have
SkS
T
kSk+1z˜ = Skz˜
⇔ PR(Sk) (Sk+1z˜) = Skz˜ (B.3)
⇒ ∥∥PR(Sk) (Sk+1z˜)∥∥ = ‖Skz˜‖ = ‖z˜‖ = ‖Sk+1z˜‖ (B.4)
⇔ ∥∥PR(Sk) (Sk+1z˜)− Sk+1z˜∥∥ = 0 (B.5)
⇔ PR(Sk) (Sk+1z˜) = Sk+1z˜. (B.6)
Here, the equivalence between (B.4) and (B.5) is verified by
the well-known Pythagorean theorem. From (B.3) and (B.6),
we obtain Sk+1z˜ = Skz˜. The converse is obvious, which
verifies (B.2).
By Proposition 1.b, any element z ∈ Fix (Φk) can be
expressed as z = Sk+1z˜, ∃z˜ ∈ RD. Then, we have
Sk+1z˜ ∈ Fix (Φk) ⇔ Sk+1STkSk+1z˜ = Sk+1z˜
⇔ STkSk+1z˜ = z˜
⇔ z˜ ∈ Fix
(
STkSk+1
)
, (B.7)
which with (26) verifies (25).
Proof of Proposition 1.d: The orthonormality of Sk and Sk =
Sk+1 imply that Φk = PR(Sk) [?]. Moreover, due to the basic
property of projection, we obtain Fix (Φk) = Fix
(
PR(Sk)
)
=
R(Sk). ✷
Finally, thanks to Proposition 1, we can show that Φk
is attracting nonexpansive if and only if Sk = Sk+1, as
described below.
Lemma B.2 (On attracting nonexpansivity of Φk):
(a) If Sk = Sk+1, then Φk is the projection matrix thus
1-attracting nonexpansive.
(b) If Sk 6= Sk+1, then Φk is nonexpansive but not
attracting nonexpansive.
Proof of Lemma B.2.a: By Proposition 1.d, Sk = Sk+1 ⇒
Φk = PR(Sk), R(Sk) = Fix (Φk). Hence, by the
Pythagorean theorem, we have
‖x−Φkx‖2 = ‖x− f‖2 − ‖Φkx− f‖2 ,
∀x ∈ RN , ∀f ∈ Fix (Φk) . (B.8)
This means that the mapping Φk is 1-attracting nonexpansive.
Proof of Lemma B.2.b: By Sk 6= Sk+1, there exists z˜∗ ∈
R
D s.t. Sk+1z˜
∗ 6= Skz˜∗. For such a z˜∗, it holds that
ΦkSkz˜
∗ = Sk+1S
T
kSkz˜
∗ = Sk+1z˜
∗ 6= Skz˜∗, implying
Skz˜
∗ 6∈ Fix (Φk). Hence, we obtain
‖Φkz∗ − 0‖ =
∥∥Sk+1z˜∗∥∥ = ∥∥Skz˜∗∥∥ = ‖z∗ − 0‖ , (B.9)
where z∗ := Skz˜∗ ∈ RN \ Fix (Φk) and 0 ∈ Fix (Φk). This
verifies that Φk is not attracting nonexpansive. ✷
APPENDIX C
PROOF OF THEOREM 1
Proof of (a)-(I): If Θ′k(hk) = 0, then, ∀h∗(k) ∈ Ωk,∥∥∥hk+1 − h∗(k)∥∥∥2 = ∥∥∥Φkhk −Φkh∗(k)∥∥∥2
≤
∥∥∥hk − h∗(k)∥∥∥2 . (C.1)
Assume now Θ′k(hk) 6= 0. In this case, we have∥∥∥hk+1 − h∗(k)∥∥∥2
=
∥∥∥∥∥Φk
[
hk − λk Θk(hk)‖Θ′k(hk)‖2
Θ′k(hk)
]
−Φkh∗(k)
∥∥∥∥∥
2
≤
∥∥∥∥∥hk − h∗(k) − λk Θk(hk)‖Θ′k(hk)‖2Θ′k(hk)
∥∥∥∥∥
2
=
∥∥∥hk − h∗(k)∥∥∥2 − 2λk Θk(hk)‖Θ′k(hk)‖2
〈
Θ′k(hk),hk − h∗(k)
〉
+λ2k
Θ2k(hk)
‖Θ′k(hk)‖2
≤
∥∥∥hk − h∗(k)∥∥∥2 − λk [2(1− Θ∗kΘk(hk)
)
− λk
]
× Θ
2
k(hk)
‖Θ′k(hk)‖2
, (C.2)
which verifies (16). Here, the first and second inequalities are
verified by the nonexpansivity of Φk and the definition of
subgradient (see Lemma B.1 and Appendix A), respectively.
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Proof of (a)-(II): Noting that Θk(hk) > infx∈RN Θk(x)
implies Θ′k(hk) 6= 0, we can readily verify (29) by (C.2).
Proof of (b): From Theorem 1.a.I, we see that the nonnegative
sequence (‖hk − ω‖)k≥K0 for any ω ∈ Ω is convergent,
hence (hk)k∈N is bounded. Moreover, since 0 ∈ ∂Θk(hk)
implies Θk(hk) = 0, it is sufficient to check the case
Θ′k(hk) 6= 0. In this case, by (C.2), we have
‖hk − ω‖2−‖hk+1 − ω‖2 ≥ ε1ε2 Θ
2
k(hk)
‖Θ′k(hk)‖2
≥ 0. (C.3)
Therefore, the convergence of (‖hk − ω‖)k≥K0 implies
lim
k→∞
Θ2k(hk)
‖Θ′k(hk)‖2
= 0, (C.4)
hence the boundedness of (Θ′k(hk))k≥N ensures
limk→∞,Θ′
k
(hk) 6=0Θk(hk) = 0. ✷
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