Abstract. We provide empirical evidence on the degree and characteristics of price stickiness in Austria by estimating the average frequency of price changes and the duration of price spells from a large dataset of individual price records collected for the computation of the Austrian consumer price index. The mean (median) duration of price spells in Austria amounts to 14 (11) months, but there is considerable heterogeneity across sectors and products. We find that price increases occur only slightly more often than price decreases. For both directions, the average magnitude of price changes is quite large (11%
INTRODUCTION
Price rigidity is at the heart of macro-economic modelling. The empirical evidence based on aggregate data indicates that prices react with a certain delay to changing economic conditions. Most macro-economic models assume sluggish price and/or wage adjustment, which generates real effects of monetary policy. More generally, the degree of price stickiness determines the time it takes for inflation and real variables to return to their initial values after a shock.
Although the theoretical literature on the micro-economic foundations of price stickiness is large (see Ball and Mankiw, 1994; Taylor, 1999) , the empirical evidence based on micro-price data on the relevance and patterns of price stickiness has been sparse until a few years ago. This is due to the lack of appropriate individual price data and/or to the restrictive stance of statistical offices with respect to the use of their data for academic research.
Several papers had to confine their analysis of price stickiness to some products or product groups only. They showed that prices may remain unchanged for many months: Cecchetti (1986) analysed the prices of 38 US news-stand magazines and report durations of 1.8-14 years between two price changes. Kashyap (1995) , who studied the price changes of mail order catalogue goods, found that, on average, prices remain unchanged for 14.7 months. Lach and Tsiddon (1992; 1996) the price-setting behaviour of grocery stores by looking at the prices of food products. However, all these studies face the problem of small samples that include only a very limited number of products such that strong (and implausible) assumptions on the sectoral homogeneity are needed for economy-wide generalizations. Bils and Klenow (2004) were the first to use a broader set of unpublished individual price data collected by the Bureau of Labour Statistics (BLS) for the calculation of the United States consumer price index (CPI). They found considerably more frequent price changes in consumer prices than in the former studies. For half of the consumption goods, prices remain constant for less than 4.3 months. They also found that the frequency of price changes differs dramatically across goods.
For euro area countries, very limited micro-data evidence was available on this issue until recently.
1 Thanks to the initiative of the Eurosystem Inflation Persistence Network, micro-data evidence on the frequency of price changes and the duration of prices based on CPI data is now available for a number of countries. Dhyne et al. (2006) provide a summary of this research.
We examine the frequency and determinants of consumer price changes in Austria using a unique dataset of individual price quotes collected for the calculation of the Austrian CPI. We estimate the average duration of price spells and show that there is considerable heterogeneity across product groups. Other than in most existing studies on micro-prices, our dataset allows us to highlight the price-setting behaviour around the introduction of euro cash in 2002. We find that more but smaller price changes than usual occurred at that time. Furthermore, we present evidence on the importance of both state-and time-dependent elements in price setting.
The paper is organised as follows. In Section 2 we briefly introduce the microdataset on which our analysis is based and present descriptive results on the frequency and magnitude of price changes. In Section 3, we further investigate the factors influencing price setting in Austria by means of panel probit regressions of the probability of price changes. Section 4 summarizes the main results and draws some conclusions.
DATA AND DESCRIPTIVE EMPIRICAL RESULTS
We analyse a longitudinal micro-dataset of monthly price quotes collected by Statistics Austria to compute the national CPI and shortly describe the structure of the data. More detailed information can be found in Appendix S1, which is available online.
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The price records cover the period from January 1996 to December 2003 December and contain between 33,800 (1996 December ) and 40,700 (2003 price records per month. In total, our dataset contains more than 3.5 million individual price quotes covering roughly 80% of the total Austrian CPI expenditure weights. Each price quote comes with information on the product category, the date, an outlet identifier, as well as the package quantity of the item. Our dataset includes a total of 639 product categories (e.g. potatoes, milk, petrol, light bulbs, parking fees). All price quotes are converted into prices per unit in order to account for temporary quantity promotions. The prices before the euro introduction are converted into common currency.
With the information on the date t, the outlet k and the product category j we can construct a price trajectory P jkt , i.e. a sequence of price quotes for a specific product that belongs to a product category in a specific outlet over time. We shall call such a product-outlet combination elementary product. A price spell is defined as the sequence of price quotes for a specific elementary product in which the price remains unchanged. For every elementary product, we compute the monthly price change by the log difference of individual product prices lnðP jk;t Þ À lnðP jk;tÀ1 Þ.
2.1. The frequency of price changes and the duration of price spells Following Bils and Klenow (2004) , we characterise price-setting behaviour at the micro-level by calculating the average frequencies of price changes and implied durations of price spells. This simple approach uses all valid price-change observations, implying that all spells, whether censored or not, can be used and that it can easily handle cases where the observation period is short or where specific observations, such as January 2000 due to the revision of the CPI basket, need to be excluded from the analysis.
3
For each product category j, the frequency of price changes F j is computed as the number of observed price changes divided by the number of all possible price changes, i.e. the number of two consecutive price observations. The implied mean duration of price spells could be calculated as the inverse of the frequency of price changes T j 5 1/F j . As we observe only one price per month, we implicitly assume that the price remained unchanged during the month and the price change occurred at the end of the month. Further assuming that the duration of price spells for a product category follows an exponential distribution, we can estimate the implied mean duration and the implied median duration of price spells in continuous time by
and
respectively. Note that the continuous-time correction matters considerably when the frequency F j for a product category is high. Table 1 shows the results on the frequency, mean and median duration as well as the size of price changes aggregated at the COICOP and product-type levels. 4 The results for each aggregate are weighted means across product categories where the weights are the rescaled official CPI weights. 3. Alternatively, the duration of price spells could also be calculated directly from the price trajectories and the frequency derived implicitly. Results obtained from this approach are quite similar; see Baumgartner et al. (2005) . 4. COICOP stands for 'Classification Of Individual COnsumption by Purpose'. The five product types defined by the ECB are unprocessed food, processed food, energy, non-energy industrial goods and services. 5. According to Jensen's inequality, which states that E(1/F) ! 1/E(F), it is crucial for the computations of aggregate durations at which stage of aggregation the frequencies are converted to durations. If there is strong heterogeneity across products and stores, Baharad and Eden (2004) argue that the conversion of frequencies should be conducted at the most disaggregate level. They show that the On average, 15% of all prices are changed every month, which implies that the mean and median duration of price spells amount to 14 and 11 months, respectively. However, we find that price-change frequencies vary considerably across product types: unprocessed food and energy products display rather high duration derived by just converting the aggregate frequency would be biased downward. Therefore, we transform the frequencies at the elementary product level and then aggregate them to the subgroup and aggregate levels.
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r 2010 The Authors German Economic Review r 2010 Verein für Socialpolitik frequencies of price changes (24% and 40%) and thus considerably shorter durations than average. Within these categories, seasonal food products and fuels of different types show the highest frequencies of price changes. 6 In contrast, some service items display very low frequencies, which yields average durations that are almost three times as long as those for unprocessed food.
Within services, there is a large difference depending if prices are determined by market forces or some form of regulation. Market-based services (e.g. in the tourism sector) show an above-average frequency of price changes of 17%, whereas the prices of services that are regulated by public authorities (e.g. educational services, public fees) are characterised by a rather low price-change frequency of 5%.
The patterns of price adjustments in Austria across product groups are broadly consistent with those found for other euro area countries. In particular, for the aggregate, the duration of price spells and the frequency of price changes are close to the euro area average (Dhyne et al., 2006) .
When analysing price increases and decreases separately [columns (4) and (5) in Table 1 ], we see that prices increase more often (with a frequency of 8.2%) than they decrease (6.4%). Exceptions from this pattern can be found in the group communication (especially for personal computers), where price decreases occur much more often than price increases.
7
Concerning the size of price changes (last two columns of Table 1 ), price increases and decreases are quite sizeable when they occur. The average price increase is 11%, whereas prices are reduced on average by 14%. Especially for clothing and footwear (due to seasonal sales) and again for communication and electronic items, price decreases are very pronounced. 8 2.2. The frequency and magnitude of price changes over time Figure 1a shows the weighted average frequency of price changes computed for each period in time which is characterised by a clear seasonal pattern. The spikes in January indicate that the frequency of price changes is highest at the beginning of each year. Furthermore, starting with the year 2000, price changes have been more frequent than before, which coincides with higher aggregate inflation in the period 2000-2003 than in the period 1996-1999. 9 Apart from this shift in 2000, no trend is visible in the frequency of price changes. Furthermore, the frequencies of price increases and decreases show roughly the same pattern of adjustments occurring more frequently at the beginning of the year, whereas their movements in other months do not always appear to be closely related, especially between 1999 and 2001.
6. Results on individual products are available from the authors on request. 7. The frequencies of price increases and price decreases in Table 1 do not exactly sum to the frequency of total price changes. This is due to the inclusion of product replacements in the frequency of price changes, but not in the frequencies of price increases and decreases. See Appendix S1 for more details. 8. It is sometimes argued that the price changes induced by sales and temporary promotions are not due to changes in fundamental price-determining factors but merely reflect noise in the price-setting process. In an alternative calculation, we disregard all price changes due to sales and temporary promotions. The average frequency of price changes is by 2.3 percentage points lower than for all price changes, and the average size of price decreases turns out to be smaller by about 3.2 percentage points. For more detailed results see Baumgartner et al. (2005) . 9. An alternative explanation could be that, from 2000 on, our dataset is based on a new CPI basket. middle of the year they are more pronounced, reflecting end-of-season sales which usually take place in these periods. Price increases display a seasonal pattern too, as price decreases due to sales are usually reversed in the following period, implying higher price increases in March as well as in August and September, but this pattern appears to be less pronounced than that of price decreases.
The introduction of the euro
In January 2002, all coins and notes of the Austrian Schilling were replaced by the euro. In the transition period from October 2001 to the end of February 2002, the Euro-Related Pricing Act required all Austrian businesses to display their prices in both currencies. During this period, price setters were also required by law to refrain from unjustified price increases. In January 2002, a sharp increase in the monthly frequency of price changes to nearly 40% can be observed, which was also more pronounced than in the first month of all other years ( Figure 1a) . Thus, the introduction of the euro cash brought about more price adjustments than usual. Yet, the fact that almost 40% of all prices in our dataset were adjusted at the time of the euro introduction also means that more than 60% of all prices were converted exactly to the new currency. Part of the large number of price increases around the euro introduction can probably be explained by rounding effects. If companies commonly use attractive prices, i.e. prices that end in 9 or 0.99, they might choose to set the new price in euros again at an attractive level implying rounding up or down to the next attractive price. Glatzer and Rumler (2007) investigate this issue for Austria and find that the share of attractive prices in total prices collapsed temporarily at the time of the euro introduction but recovered in the course of 2002. This implies that rounding effects at the time of the euro introduction contributed to the higher frequency of price changes but, given that only few prices were initially attractive in euros, this can only be part of the explanation (see Glatzer and Rumler, 2007 ).
An interesting question in this context is whether prices were predominantly raised at that time, which would have exerted an inflationary pressure. Figure 1a shows that exactly half of the price changes in January 2002 were increases and the other half were decreases. In the months following the euro introduction, prices were more often raised than lowered, but this does not differ substantially from the seasonal patterns observed in other years and can thus not be attributed to the euro introduction.
Another striking development can be observed in the magnitude of price changes (Figure 1b) during the euro introduction. From mid-2001 onward, the average size of price changes dropped noticeably (for price increases and decreases alike), reaching a level below 10% in January 2002 and only returning to previous levels towards the end of 2002. This indicates that the euro introduction had an influence on price setting in Austria, not only in January 2002, but also in the months before and after the conversion. In that period, consumer prices were adjusted more often, but by a smaller amount than usual. This can probably be attributed to the price monitoring by the Euro Price Commission and the media. In light of strict monitoring measures, most retailers appear to have refrained from drastic price increases (but also from marked price decreases) during the euro introduction.
Summing up the evidence for the frequency and the size of price changes in Figure 1 , we find that, in the period surrounding the euro introduction (from mid-2001 to mid-2002), consumer prices were adjusted more frequently but by smaller amounts than in other times. In addition, price adjustments with respect to both the frequency and size of price changes were quite symmetric during this period. This implies that our data suggest neither a sizeable positive nor a negative impact of the introduction of the euro cash on aggregate inflation.
PANEL REGRESSIONS FOR THE PROBABILITY OF A PRICE CHANGE
As shown in the previous section, price setting is very heterogeneous across and also within product groups. To gain further insight into the determination of the frequency of price changes, we present the results of a panel probit regression model for the probability of a price change.
For the following analysis, we use only price spells that are either completed or right-censored, i.e. we drop all spells which are left-censored or have gaps because certain explanatory variables are not defined for left-censored spells. This is equivalent to 'flow sampling' and does not constitute a selection bias if at least one price change for each elementary product is observed (see Dias et al., 2007) . After this step, our dataset consists of about 1.8 million observations and of more than 340,000 completed and right-censored spells.
Theoretical considerations and econometric model
Cecchetti (1986) provides a price-adjustment rule based on a target-threshold model, where the probability of a price change depends on the magnitude of the disequilibrium s 5 ln( P * /P), between P * , the short-term optimal price that would be set if price changes were costless and continuous, and P, the actual price. If |s| exceeds a threshold h c , a firm decides to adjust its price as the adjustment gains outweigh the adjustment costs. Cecchetti derives an empirically implementable formulation of this model, where the probability of a price change is related to the time elapsed and the inflation accumulated since the last price change, as well as the size of the last price change. Following Aucremanne and Dhyne (2005) , we extend Cecchetti's state-dependent pricing rule by including several time-dependent variables to capture seasonal and fixed-interval patterns of price setting.
To control for unobserved characteristics of individual units i, we formulate the extended Cecchetti price-adjustment model as a probit model with random elementary product effects where the binary dependent variable indicates the occurrence of a price change in period t, Y it 5 1, or Y it 5 0 otherwise:
where i 5 1, . . ., N is the cross-sectional dimension (i.e. j * k, the number of elementary products), t 5 1, . . ., T i is the time-series dimension, b are coefficients to be estimated, a i are random individual effects with a i $ IIN 0;s 2 a À Á and v it $ IIN 0;1 ð Þ assumed independent of each other and of x it and F represents the standard normal cumulative distribution function. We choose a random effects probit model because our methodological extensions to account for potential endogeneity of some covariates (see below) rely on a probit model which is commonly estimated with random effects. The random effects specification is also supported by the fact that we have a sample of price records taken randomly within the population of all prices in the economy. The vector of covariates x it contains a number of time-dependent and statedependent variables. The time elapsed since the last price change is a state-dependent explanatory variable and measures the direct duration effect on price setting. According to Cecchetti's model and after controlling for unobserved heterogeneity, we expect a positive sign for this variable. The accumulated sectoral rate of inflation over the period since the last price change for the product category j to which the elementary product i belongs is an indicator for the relative price position of outlet k to the average price of all other outlets selling the same product. The higher the absolute value of accumulated inflation, the larger is the deviation of outlet k's price from the average (supposedly optimal) price, so we expect a positive coefficient for this variable. We also include a dummy variable for prices set at attractive levels (see Appendix S1 for the definition) for which we expect a dampening effect on the probability of a price change, as a move from one attractive price to another is usually associated with larger and less frequent price changes.
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The direction of the previous price change may contain information about the next price adjustment. A large number of price reductions are due to (short-term) promotions or sales, which are reversed in the following price adjustment. So, if the last price change was a decrease, it is more likely that this price will be changed again soon and therefore we expect a positive sign for this dummy variable. In addition, we include the absolute magnitude of the previous price change, as well as the interaction of the direction and magnitude of the last price change. A large previous price change may indicate high price-adjustment costs such that more time will elapse until the next price change, which lets us expect a negative sign of this variable. For the interaction effect we expect a positive sign because, in case of a large price decrease, usually due to promotions or sales, we often find a quick reversal of this adjustment in the data.
In addition, we include a number of dummy variables which account for timedependent features in the data. These are dummy variables for price spells with durations 1, 6, 12, 24 and 36 months, monthly and yearly dummies to control for seasonal, structural and/or cyclical economic effects not captured by other variables and a dummy for the revision of the CPI basket in January 2000. Two further dummy variables are included to capture the effect of the euro introduction on the frequency of price changes: one for the month in which the euro cash was actually introduced ( January 2002) and a second one for the period six months before and after the euro introduction. Finally, we include group dummies for the five product types defined above to account for observed heterogeneity across these groups.
The probit model relies on the assumption that all regressors are strictly exogenous. However, this assumption may be questioned in our case since the inclusion of variables that are related to past price changes, like the cumulated time or cumulated sectoral inflation since the last price change, induces an implicit dynamic structure to the panel that may result in endogeneity of the statedependent regressors (see Card and Sullivan, 1988 for a similar argument). In order to tackle this potential endogeneity problem, we follow the approach adopted in Loupias and Sevestre (2010) which goes back to the method proposed by Rivers and Vuong (1988) . This approach consists of a two-stage procedure where, in the first stage, we regress all potentially endogenous variables on a set of instrumental 10. For empirical evidence on the relation between attractive prices and the frequency of price changes, see Konieczny and Rumler (2006) . 
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German Economic Review r 2010 Verein für Socialpolitik variables and then, in the second stage, include the residuals of these regressions in our probit model as supplementary regressors. Specifically, we regress the elapsed spell duration and the accumulated product-specific inflation and, in another specification, additionally the absolute magnitude and direction of the last price change and the interaction effect of these two on the lagged first differences of all potentially endogenous variables up to lag six (the average spell length in our sample is slightly below six months) and on the remaining exogenous regressors. The idea here is that by including a fixed number of lags as instruments, whatever the duration of the spell, it is expected to break the relation between past price decisions and the endogenous variables (see Loupias and Sevestre, 2010) . Intuitively, this is similar to the widely applied approach of instrumenting endogenous variables by their own lagged first differences (by using these differences, the instruments are made uncorrelated with the error terms) and other exogenous variables in dynamic panels (see, e.g., Arellano and Bover, 1995) . Furthermore, to tackle the initial conditions problem of dynamic panels which may also lead to endogeneity of the state-dependent variables, we adopt the approach proposed by Wooldridge (2005) in one of our specifications. This is done by including the first observation of the dependent variable of each price trajectory as an additional regressor (see also Loupias and Sevestre, 2010) .
Results
The estimation results are reported in Table 2 . We present marginal effects defined as the first derivatives of the cumulative distribution function with respect to the explanatory variables, evaluated at the respective mean of the variables, and zstatistics for the marginal effects. In specification (1) we show the results of a simple probit model with random effects without controlling for possible endogeneity due to the dynamic panel structure. In the next two columns, the results according to the Rivers and Vuong (1988) approach are shown where the two obvious state-dependent variables, elapsed spell duration and accumulated sector-specific inflation, are treated as endogenous in specification (2) and with all five potentially endogenous variables in specification (3). In specifications (4) and (5), we add the first observation of the dependent variable for each trajectory as suggested by Wooldridge (2005) to control further for endogeneity of the state-dependent regressors. As can be seen from comparing the specifications, the results are quite robust across these specifications. The probability of a price change increases slightly the longer a price has remained unchanged. An increase in the elapsed duration of a price spell by one month raises the probability of a price change by roughly 0.03 percentage points [in specifications (2)- (5)]. This effect is statistically significant but very small. One reason for this could be the fact that we measure only the direct duration impact with this variable, while there is also an indirect duration effect operating through accumulated inflation. As expected, we find that the probability of a price change increases as inflation in the same product category accumulates over time.
If the current price is an attractive price, the probability of a price change is reduced, and the opposite is true for the dummy indicating that the previous price change was a price reduction. Both results are in line with commercial practices such as promotions and seasonal sales. The estimated effect of the absolute magnitude of the last price change is positively significant, which is inconsistent with high menu costs. However, when adding the first-stage residuals for this The regression specifications include a constant and month and year controls. Groups are price trajectories of elementary products (see the text and Appendix S1).
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r 2010 The Authors German Economic Review r 2010 Verein für Socialpolitik variable in specifications (3) and (5), the positive effect reduces substantially. As shown in Section 2, for a number of products for which temporary promotions and sales are common practice, large price reductions are usually quickly followed by (large) price increases, which could cause both the positive sign for the absolute magnitude of price changes and for the price decrease dummy. The significance of the first-stage residuals in specifications (2) and (3) and of the first observation of the dependent variable of each trajectory in specifications (4) and (5) indicates that controlling for endogeneity induced by dynamic panel is important but the results for the remaining variables are largely unaffected by this correction. Thus, the simple probit model might be infected by endogeneity of the state-dependent variables and deliver biased estimates.
Concerning the dummies for specific durations, our probit estimates reinforce the evidence of Section 2: especially for the duration of 12 months and less so for durations of one month, two and three years, we find a higher probability of a price change. As expected, the time dummies for the euro introduction indicate a higher probability of a price change in January 2002 and also -but to a lesser extent -in the 12-month period surrounding the introduction of the euro. Finally, we find significant heterogeneity across the five product types with prices of energy items (the reference group) being changed most frequently.
SUMMARY AND CONCLUSIONS
In this paper we analyse the patterns and determinants of price changes using individual price quotes collected to compute the Austrian CPI. We calculate estimates for the average frequency of price changes and the duration of price spells for 639 product categories.
We find that consumer prices change quite infrequently in Austria. The weighted mean (median) duration of price spells for all products is 14 (11) months, which is in line with the evidence for other euro area countries. The sectoral heterogeneity is quite pronounced: prices for services (most notably regulated services), like healthcare and education, change typically less than once a year. For food, energy, clothing and footwear prices are changed on average every five to nine months. Price increases occur more often than decreases, and they are quite sizeable when they occur: on average, prices rise by 11%, whereas they fall by 14%.
The introduction of the euro cash in January 2002 had a significant impact on the price-setting behaviour of Austrian retailers. Especially in that month, but also in the period surrounding it, the frequency of price changes was higher than before and afterwards. On the other hand, prices were adjusted by smaller amounts in that period. As price adjustment was rather symmetric with respect to increases and decreases, our data do not suggest a sizeable impact of the introduction of the euro on aggregate inflation in either direction.
Furthermore, we also find that there is a positive and significant direct duration effect on the probability of a price change if we account for unobserved heterogeneity in a panel probit model with random elementary product effects. We observe also a positive link between the probability of a price change and the accumulated sector-specific inflation. Additionally, we find a pronounced timeregular pattern (durations of one year are most common) and a negative impact on the probability to change a price if it is currently at an attractive level.
Our results have at least three implications for macro-economic modelling. First, the finding that prices remain unchanged on average for about one year provides a guideline for the appropriate calibration of the parameters governing sluggish price adjustment in models with nominal rigidities. Second, the strong heterogeneity in adjustment frequencies across sectors calls for models which take this heterogeneity into account by modelling two or more sectors (assuming different degrees of price rigidity). Third, although some time-dependent aspects have a significant impact on the probability of a price change, our evidence does not support a purely timedependent representation of the price-setting process at the micro-level as applied in many macro-models assuming Calvo, truncated Calvo or Taylor contracts. Given also that state-dependent variables have a significant influence on the probability of a price change, these state-dependent aspects should be explicitly included in macro-models.
