Animals live in cluttered auditory environments, where sounds arrive at the two ears through several paths. Reflections make sound localization difficult, and it is thought that the auditory system deals with this issue by isolating the first wavefront and suppressing later signals. However, in many situations, reflections arrive too early to be suppressed, for example, reflections from the ground in small animals. This paper examines the implications of these early reflections on binaural cues to sound localization, using realistic models of reflecting surfaces and a spherical model of diffraction by the head. The fusion of direct and reflected signals at each ear results in interference patterns in binaural cues as a function of frequency. These cues are maximally modified at frequencies related to the delay between direct and reflected signals, and therefore to the spatial location of the sound source. Thus, natural binaural cues differ from anechoic cues. In particular, the range of interaural time differences is substantially larger than in anechoic environments. Reflections may potentially contribute binaural cues to distance and polar angle when the properties of the reflecting surface are known and stable, for example, for reflections on the ground.
I. INTRODUCTION
To localize sound sources, many species, including humans, rely on subtle differences in the signals arriving at the two ears. The ear closer to the source receives the sound earlier and with a higher level than the other ear. These interaural time differences (ITDs) and interaural level differences (ILDs) are produced by sound propagation and diffraction of sounds by the head, pinnae, and body. They vary systematically with the location of the sound source. The relationship between these binaural cues and sound location have been described in many species, mainly using acoustical measurements of head-related transfer functions (HRTFs) in anechoic chambers, in order to minimize the disturbances due to reflections. However, the acoustical environments animals live in contain many objects that produce reflections, such as trees, natural or artificial walls, and the ground. Even in the open air, with no obstacle, at least one reflection is produced by the ground, and its texture can be very variable, e.g. grass, snow, soil, or asphalt. In principle, these reflections can affect binaural cues, as pointed out by McFadden (1973) .
Nevertheless, humans can maintain good localization and segregation abilities in echoic environments (Blauert, 1997; Freyman et al., 2001; Litovsky et al., 1999; Zurek, 1987) . This robustness to reflections is thought to be mediated by the precedence effect (Litovsky et al., 1999) . When a sound and a reflection are separated by less than 1 ms, a fused sound is perceived, with an intermediate localization (summing localization). When the delay to the reflection is between about 1 and 5 ms, the perceived source location is dominated by the location of the leading sound -this property is called the "law of the first wavefront" (Blauert, 1997; Shinn-Cunningham et al., 1993; Wallach et al., 1949) . When the delay is longer than about 5-10 ms, the two sounds become separately audible (breakdown of fusion) and their two distinct localizations are perceived. Note that the breakdown of fusion is longer ($50 ms) for speech or music than for transient sounds (Litovsky et al., 1999; Lochner and Burger, 1964) .
Similar findings have been reported in a number of species, with delays in the same range: cats (Cranford, 1982; Populin and Yin, 1998) , rats (Kelly, 1974) , crickets (Wyttenbach and Hoy, 1993) , owls (Keller and Takahashi, 1996a; Spitzer and Takahashi, 2006) , and birds (Dent and Dooling, 2004) . For example, in cats, localization performance degrades for delays below 0.5 ms, which is consistent with summing localization (Cranford, 1982; Populin and Yin, 1998; Tollin and Yin, 2003) . Neural correlates of the precedence effect have also been seen in recordings in the inferior colliculus and auditory cortex of cats: for example, with clicks separated by more than 2 ms, neural responses to the lagging click are suppressed (Dent et al., 2009; Mickey and Middlebrooks, 2001; Yin, 1994) .
Thus, many reflections are either suppressed or separately processed by the auditory system. However, not all reflections can be suppressed by the auditory system. Consider the situation illustrated in Fig. 1 . The animal faces a sound source, with its ears at a distance p from the ground. Two signals arrive at the animal: the direct sound and its reflection at the ground. Since the shortest path between two points is a straight line, the path length of the reflection can be no more than the distance from the sound source plus 2p (see Fig. 1 ). Thus, the time delay of the reflection is always shorter than 2p=c, where c % 343 m=s is the speed of sound in air at 20 C. For example, for a guinea pig, which is about 8 cm tall, this delay is always shorter than 250 ls for all sounds produced on the horizontal plane. This is well within the range when the two sounds are perceptually fused. Therefore, the binaural cues that are available to the animal should be heavily affected by reflections. This hypothesis is supported by real recordings of ILDs in gerbils after reflection by a plywood floor, which show interference patterns (Maki et al., 2003) .
In this paper, we first examine early reflections in simple geometrical models to understand how likely they are to produce reflected waves within the "fusion" range for several species (Sec. II). We then examine the impact of these reflections on binaural cues, first when diffraction is absent (Sec. III A), and then using a spherical head model with realistic models of natural textures (Sec. III B). We find that ILDs are more modified than ITDs, and that the variation in ITD can be systematically related to the distance and polar angle from the source (Sec. IV), potentially providing a localization cue. We also notice that variations of ITDs and ILDs due to reflections substantially extend the range of binaural cues that the auditory system has to manage (Sec. V). Finally, we discuss the implications of these results for neural coding of sound location, binaural localization cues, and psychophysical experiments.
II. EARLY REFLECTIONS AND THE PRECEDENCE EFFECT
We consider two simple situations describing the proximity of a human or an animal to the ground or to a wall (Fig. 2) . Let S be a sound source at distance d from the head. In the spherical coordinate system typically used in localization studies, S has a lateral angle (azimuth) u S and a polar angle (elevation, latitude) h S relative to the center of the head (see Appendix A for all symbols). When the sound wave propagating from S encounters an obstacle such as the ground [ Fig.  2(A) ] or a wall [ Fig. 2(B) ], it is partly reflected and partly absorbed. The incidence angle of the reflected sound wave is that of a source S* which "mirrors" S relative to the obstacle. As a consequence, for a reflection at the ground, the reflected and direct sound waves have the same lateral angle; for a reflection at a vertical wall, they have the same polar angle.
In the case of a reflection at the ground, the path length d* of the reflection is, at most, the distance of the sound source d plus 2p (see Fig. 1 ). Therefore the delay of the reflected sound is no more than 2p/c. This upper bound corresponds to the case when the source is directly above the head (i.e., polar angle ¼ 90 ), but in many natural situations, this delay is shorter, in particular if the source is far from the ears or close to the ground. This is illustrated in Fig. 3 , which shows the computed delay between direct and reflected sounds as a function of the distance from the source to head and the polar or lateral angle of the sound source to the head (see Appendix B for the calculations). For the situation of a zero polar angle, when the source is farther than 10 m then this delay is less than 0.15 ms for animals smaller than cats [ Fig. 3(B) ], and less than 1 ms for humans [ Fig. 3(A) ]. The same reasoning applies to a reflection from a wall, where the distance to the ground is replaced by the distance to the wall.
More generally, consider a source and a receiver at distance d from each other. The set of reflection points such FIG. 1. (Color online) The maximum difference in path length between the direct and reflected sound. The source is at distance d from the ears, which are at height p from the ground. The direct path length is d (solid black line), and the reflected path (dashed black line) is shorter than the dotted path, which has length d þ 2p. Thus, the difference in path length is always smaller than 2p.
FIG. 2. (Color online)
Geometrical models of reflections. Panels A and B show two basic models of sound reflections by the ground and a wall. The polar angle (A) or lateral angle (B) of the sound source is u S (A) or h S (B) and that of the reflected sound is u S * (A) or h S * (B): p is the distance between the ears and the obstacle. d* is the reflected path length. Panel C shows, for fixed locations of the source and receiver, that the set of reflection points on the horizontal plane that produce a fixed delay D ¼ (d* À d)=c forms an ellipse with foci at the source and receiver.
that reflected path length is a fixed quantity d* is an ellipse 1 with foci at the source and receiver [ Fig. 2(C) ]. In three dimensions, this would be an ellipsoid. All obstacles that are tangent to this ellipse produce reflections with delay
For example, delays shorter than D ¼ 1 ms are produced by all objects within an ellipse that pass through the two external points aligned with the source and receiver at distance Dc=2 ¼ 17 cm from them [ Fig. 2(C) ].
In Table I , we have listed the maximum delay for a reflection at the ground for various different species as well as the values of the delays when the source is 1.5 m away from the ears. For a human, for whom the average distance between ears and ground is 1.7 m, the reflected waves are often delayed by several milliseconds [for example, it is 6.5 ms at a distance of 1.5 m; Fig. 3(A) ]. This is within the range of echo suppression in the precedence effect. But the ears of small mammals such as guinea pigs or gerbils are only a few centimeters away from the ground. For instance, even if the gerbil decides to stand up to view its environment, it is only 12 cm high in this fully erect posture, which means a maximum delay of 730 ls for a reflection at the ground. This upper bound corresponds to the situation where the source is at a polar angle of 90 , but when the source is at a polar angle of 0 , i.e. at the same height as the animal, the delay is generally much shorter because the sound hits the ground with grazing incidence. This makes the reflected path length very close to the direct path length geometrically. For example, the delay is only 56 ls for a source at 
1.5 m from the gerbil. In addition, because they are small, these mammals often move with their ears close to reflecting surfaces, such as embankment slopes. Even for cats (about 20 cm high), the delays are shorter than 1.2 ms in all configurations, and shorter than 1 ms in most natural cases [Fig. 3(B) , white line]. Even if the fusion threshold were lower for small mammals than for humans, short delays such as 56 ls are very likely to fall below their fusion threshold. Therefore, the precedence effect cannot account for the processing of early reflections in ecological situations for small mammals. Instead, the binaural cues that are available to these animals should include the impact of early reflections. For this reason, we now focus on small mammals, but we shall come back to the case of humans in the discussion.
III. IMPACT OF REFLECTIONS ON BINAURAL CUES
A. A simple case: Rigid surface and no diffraction
We start by considering an elementary situation with a reflection at a rigid surface but no diffraction effects by the head or similar obstacle. We also neglect the attenuating effect of distance. Our treatment is similar to Sec. 3.1 in Blauert, 1997 ("phasor diagrams" in Fig. 3.8) , which also includes a few relevant references such as Leakey (1959) and Wendt (1963) . Suppose the source signal is a pure tone with frequency f, which we represent as a complex signal e 2pift . The ear receives the sum of the direct sound (delay d) and reflected sound (delay d*):
which is proportional to ð1 þ e 2p i f D Þ, where D ¼ d* À d is the delay of the reflection to the direct sound. This results in an interference which may be constructive (fD ¼ n, n being an integer) or destructive ( fD ¼ n þ 1=2) [see Fig. 4(A) ]. More precisely, for a fixed delay D, the level and phase of the summed signal are periodic functions of the tone frequency f, with spectral period 1=D. At the frequency of each destructive interference [ f ¼ 1=(2D) þ n=D], the level drops to 0 (i.e., À1 dB), but more interestingly the phase abruptly shifts from p=2 to Àp=2 [see Fig. 4(B) ]. This corresponds to a sign change in the summed vector near the interference frequency.
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We now examine the impact of monaural interferences on binaural cues. In the case of a vertical wall, the delay between the direct and reflected sounds is not the same at the two ears [see Fig. 4(C) ]. The signal at the left ear is proportional to
and the signal at the right ear is proportional to
Thus, to understand the consequences on binaural cues, we need to compare the vectors ð1 þ e 2 p i f DL Þ and ð1 þ e 2 p i f DR Þ [see Fig. 4(D) ]. Assuming that the two delays are similar (i.e., D L % D R ), the interaural phase difference (IPD) and the ILD are approximately periodic functions of f, with
As in the monaural case, two things occur at the frequencies of destructive interfer-
the ILD goes to 6 1, and the IPD changes discontinuously. Between the interference frequencies, the IPD change due to the interferences is close to p. Thus, interferences cause large variations in ILD and discontinuities in IPD.
In the case of a reflection at the ground, the delays D L and D R are also slightly different. For example, consider a sound source at polar angle 0 and lateral angle 90 [see 
This is a small difference, except for very close sources, and therefore the IPD and ILD should not be very degraded in general. However, interferences are still present and cause large changes in ILD and discontinuities in IPD near f ¼ 1=(2D) þ n=D, as for a reflection at the wall [see Fig.  4(F) ]. In particular, the IPD changes by p near interference frequencies.
Thus in this simple situation, we predict that with a reflection the change in IPD and ILD should be a periodic FIG. 4 . (Color online) The effect of a reflection on binaural cues in a simple case: An acoustically transparent head. Panel A shows that, for a pure tone of frequency f, the interference between the direct and reflected sound is constructive when the delay is D ¼ n=f (top), and destructive when D ¼ n=f þ 1=2 (bottom). The two signals can be represented as unit vectors on a circle (right), where the angle represents the phase of the reflected sound (dashed black line, "reflected") relative to the direct sound (solid gray arrow). The total signal is the vector sum (dashed line, "total"). Its angle is therefore the phase of the total signal and its length is its amplitude. A short arrow would correspond to a destructive interference. When the phase of the reflected sound goes beyond p (panel B), the phase of the total signal jumps from p=2 to Àp=2 (panel B). With a reflection at a wall (panel C), the delay between direct and reflected sounds at the left ear (solid arrow) is different from that at the right ear (dashed arrow). Thus, in panel D, the phase of the reflected sound for the left and right ears, relative to the direct sounds, are represented by distinct solid and dashed black arrows, respectively (left). The IPD change due to the reflection is the angle between the two summed vectors. It changes discontinuously when the phase of one monaural signal exceeds p (right). With a reflection at the ground (panel E), the delays between reflected and direct sounds are similar but not exactly equal at the left and right ear (solid and dashed thick lines, respectively). Panel F shows that the IPD change due to the reflection is generally small (left), except when a discontinuity occurs, when the phase of one monaural signal exceeds p (right).
function of frequency with spectral period 1=D, with maximal changes at the frequencies of destructive interferences: f ¼ 1=(2D) þ n=D. We now consider more realistic models of the auditory environment.
B. Natural surfaces and diffraction effects
Natural surfaces
An incident wave on a real surface is partly reflected and partly absorbed in a way that depends on incidence and frequency. We describe reflections at the ground (the equations are equivalent for a vertical wall if polar angle u Ã is replaced by the lateral angle h Ã ). As before, we assume that the receiver is at distance d from the source and at distance d* from the mirrored source, and we assume that the sound wave is an isotropic spherical wave propagating outward from a central point. The most widely used approach to match the boundary conditions for such a wavefront impinging on a plane finite-impedance surface is the Weyl-Van der Pol solution (Sutherland and Daigle, 1998) , where the sound field at the receiver can be expressed as the sum of direct and reflected sound fields. If we define P(d, f) as the complex pressure amplitude at frequency f and distance d from the source (in the absence of reflecting surfaces), then the sound field P rec at the receiver is well approximated by the equation
where Q is a spherical reflection factor, a complex-valued function of frequency, angle and distance. The reflected sound field Qðd Ã ; f ; u S Ã Þ Â Pðd Ã ; f Þ depends on the polar angle u S Ã , the distance d* (because of the spherical wave hypothesis) and the acoustic properties of the two media (air and ground), which are frequency dependent. Detailed formulae can be found in Appendix C. Many models have been used to describe these acoustic properties for typical outdoor surfaces. We used the Delany-Bazley model (Delany and Bazley, 1970; Miki, 1990) , where these properties are described with a single parameter, the effective flow resistivity r. In Appendix C, we list typical values for a number of natural textures (from Cox and D'Antonio, 2009) : high values correspond to rigid surfaces (e.g., concrete) while low values correspond to soft textures (e.g., snow).
Figure 5(A) illustrates the general properties of reflections on natural surfaces. When the ground is soft, a low frequency wave can partially penetrate the surface, which delays the reflected wave. At higher frequencies, the incident sound is partly absorbed and the delay is shorter. The absorption and delay effects are reduced for more rigid surfaces, i.e., those with a higher resistivity r. With a grazing incidence, the reflection is greater and the delay is longer. These properties are also shown in Figs Quantitatively, these are not as large as with a rigid surface because the reflections are partly absorbed. Let us first consider a realistic reflecting surface with reflection factor Q(f) and neglect diffraction effects. The pressure decreases with distance as 1=d. Thus the total pressure at the ear for a pure tone at frequency f is proportional to with spectral period %1=D. The reflection factor Q(f) varies somewhat with frequency, and determines the spectral envelope in Fig. 6 (A). The relative amplitude of the interference pattern varies between
and
with a first minimum at frequency f 0 ¼ 1=(2(Dþs(f 0 ))). For a hard surface, this is close to f 0 ¼ 1=(2D).
In Table II , we report the simple estimates f 0 ¼ 1=(2D) for the first interference frequency and f p ¼ 1=D for the spectral period, and compare them to the accurate values derived from Eq. (5), for a rigid surface (i.e., r ¼ 1). It can be seen that the simple estimate of the spectral period f p is very accurate for high r, while the first interference frequency f 0 seems to be slightly overestimated. These estimates become less accurate as r decreases, i.e., for more porous surfaces. This is to be expected since porous surfaces introduce an additional delay in low frequencies because of the properties of the reflection factor Q (see Fig. 5 ).
Diffraction effects
The second aspect that we must take into account is the diffraction of sounds by the head. This effect is described by head-related transfer functions (HRTFs). The HRTF is the pressure at the ear divided by the reference free-field pressure at the center of the head, for a source at a given location. The head scatters sound waves in a way that depends on the incidence of the wave relative to the head and the sound frequency, and therefore HRTFs are functions of frequency, distance, lateral angle, and polar angle. For a sinetone frequency f, we can thus define HRTFs with reflections using the Weyl-Van der Pol equation described above:
The HTRF for the left and right ears will be denoted H L and H R , respectively. In the following calculations, we use a spherical head model with shifted ears, for which the diffraction function is completely known and has been extensively described, for instance, in (Duda and Martens, 1998; Ono et al., 2008) . Details are given in Appendix D. The geometrical properties of the spherical head model were chosen to give a match to the shape of a guinea pig head, with ears at the back and top: a head radius of 2 cm and ears at a lateral angle of 6110 and a polar angle of þ30 . The head was assumed to be at p ¼ 8 cm from the ground or wall, corresponding to the average distance between ears and ground in guinea pigs.
The results are shown in Figs. 6(B) and 6(C). As can be seen, the monaural interference patterns are qualitatively similar when diffraction effects are introduced. However, these introduce additional delays which must be taken into account in our estimates of f 0 and f p . Indeed, for the right ear, head filtering introduces a phase shift / 
The phase shift induced by head filtering can be approximated by the time needed by the sound wave to travel around the spherical head from its impact point with the head to the right ear. This distance is called an "orthodromic" 3 distance and is the distance rOD(p 1 , p 2 ) between two points p 1 and p 2 on a sphere of radius r (Deza and Deza, 2006) , see Fig. 7 and Appendix D for details. We can therefore approximate the phase difference / SÃ R ðf Þ À / S R ðf Þ as follows:
where D /R is a propagation delay that does not depend on frequency. This is applicable when the wavelength is small compared to the head size. Thus our estimates of interference parameters for a rigid surface with r¼1 are now
Table III shows that the interference spectral period f p is very well approximated by this formula, while the first interference frequency f 0 is overestimated. Part of the explanation is probably the additional delays in low frequency introduced by diffraction (Kuhn, 1977) , which we did not take into account in our formula.
Impact on ITDs and ILDs
As is shown in faces the left ear, the variations of acoustical pressure vs frequency are stronger for the left ear. Thus, the first maximum in ILD [ Fig. 8(A) ] stems from the right ear (1871 Hz), though the strongest one comes from the left ear (4428 Hz). The two interference spectral periods from each ear are present in the ILD interference pattern-note the irregular oscillatory pattern in Fig.  8(A) . Second, the interference patterns for both ILD and ITD are much stronger for the wall reflection than for the ground reflection. Indeed, for a reflection at the ground, the monaural interference patterns are similar for the two ears, with almost identical values across ears for both f 0 and f p (Table III) . This is because the direct and reflected sound have the same lateral angle, so that / SÃ R ðf Þ % / S R ðf Þ. As a consequence, the ILD is much less affected than with a reflection at a wall.
With weakly reflective textures such as snow, interferences in ITDs and ILDs are not visible with a ground reflection. They are present, although reduced, with a wall reflection. With strongly reflective textures such as asphalt, the magnitude of interferences is larger compared to the r values used here.
Monaural spectral notches correspond to dramatic changes in ITD. For this reason, the same interference pattern is expected in the ITD vs frequency curve as in the ILD vs frequency curves. However, while the spectral periodicity of these patterns agree well, the precise frequencies of extrema in ITDs can be more difficult to predict: for a reflection at the ground, monaural interferences are similar in both ears and the abrupt changes in ITDs match the extrema in ILDs [see Fig. 8(D) ], but for a reflection at a wall, the destructive interferences may appear at different frequencies at the two ears, and the resulting binaural interference pattern is more complex. In general, the extrema in ITDs and ILDs are interlaced, and extrema in ITDs are closer to extrema in ILDs when the reflecting surface is harder. For instance, in Fig. 8(B) , the first peak in ITD is almost in the middle of two ILD extrema for r ¼ 10 5 (gray solid line) while it is close to the first peak in ILD for r ¼ 6 Â 10 5 (black solid line). We may wonder whether these interference patterns overlap with the hearing range of various species. In Table IV , we report the computed values f 0 ¼ 1=ð2ðD þ D /R ÞÞ as an estimate for the first extrema in ILD=ITD after ground reflection for the animals in Table I . The interference spectral period f p would be close to twice these values. This estimate corresponds to an acoustically hard surfaceremember that the calculated values will be slightly lower for an acoustically softer surface which introduces an additional delay in low frequencies. For these calculations, ear position and head radius were estimated from photographs, and for simplicity assuming a spherical head (many animals do not have. This has only a limited influence on final values). For tall mammals such as humans, Table IV shows that ITDs and ILDs can be disturbed at low frequencies. However, it could be argued that the law of the first wavefront, which occurs for such delays, will limit this impact by suppressing the reflection. We return to this issue in the discussion. For small mammals (e.g., cats, gerbils, guinea pigs), the interference spectral period f p is generally large for sources at a polar angle of 0 , unless they are very close, and therefore only the first extremum f 0 is expected to impact sound localization. However, for a fixed source at distance 1.5 m and height 1 m (two last rows), giving a high polar angle for small mammals, both f 0 and f p fall within the physiologically relevant frequency range for these animals. In this case, interferences in ITD and ILD may impact sound localization. At first sight, it would seem that this impact is negative because it degrades the "normal" binaural cues. However, as is outlined in the next section, if these interferences can be systematically related to the source location, in particular distance, then they may also provide a usable cue for sound localization.
IV. INTERFERENCES AS LOCALIZATION CUES
The interference pattern is determined by the delay between the direct and reflected sounds, which depends on the location of the source. In Fig. 9 , we show the computed change in ILD and ITD produced by the reflection (see Appendix E), as a function of frequency and either polar angle or lateral angle, for a reflecting surface with a flow resistivity of 6 Â 10 5 (sand). The interferences in the ITD vs frequency curves follow the same pattern as in the ILD vs frequency curves. Similar interference patterns as a function of polar angle have been obtained from real recordings of ILDs in gerbils after reflection by a plywood floor (Maki et al., 2003) . It can be seen FIG. 9. The ITD and ILD changes produced by a reflection (A,B: ground; C,D: wall). In panels A and B, the lateral angle is set to À40 for the ground reflection, as in Fig. 8 . In panels C and D, the polar angle is set to 40
for the wall reflection.
that there is a systematic variation in both the first interference frequency f 0 and the interference spectral period f p with polar angle for ground reflection and lateral angle for wall reflections. These two values might thus be usable as localization cues. However, for a reflection at a wall, they also depend on the location and orientation of the reflecting surface, which are very variable in real environments (see Appendix B). The unpredictable variability in binaural cues may therefore be seen as "noise" but for a reflection at the ground, this variability is predictable, because the ground is generally approximately horizontal and at a fixed distance from the ears. Indeed, if the polar angle is known, then the distance from the source can be estimated from the first interference frequency f 0 or the interference spectral period f p [ Fig. 10(A) ]. As we have seen, these two values are not very sensitive to the nature of the ground. Conversely, if the distance is known, then the source polar angle can be estimated [ Fig. 10(B) ]. Nevertheless, the interference spectral period would probably not be a very helpful localization cue for large distances, because very few interference peaks occur within the physiological frequency region, as the second peak occurs at frequency f 0 þf p % 3f 0 . However, the first interference frequency would remain useful over a larger distance range.
It is also useful to look at the change of the values of ITD and ILD relative to when there is no reflection. In Fig. 11 , we show this relative change for the situation shown in Figs. 6 and 8. It appears that ILD is more affected than ITD, both for ground and wall reflections. Even for the moderate flow resistivity value r of 6 Â 10 5 used for the calculations in this figure, the variations in ILDs are very large in both cases, especially for low frequencies. Indeed, many surfaces are very reflecting in low frequency and the ILD is very small in the absence of reflections. Both binaural cues are much less affected by the ground than by the wall. Although the position of the ITD and ILD extrema depends on the delay between the direct and reflected sounds and thus may be viewed as information, the amplitude of the changes depends on surface type: the amplitude is higher for more rigid surfaces. In general, then, these may be seen as FIG. 10 . Panel A shows, for the ground reflection, the relationship between source-head distance (vertical axis) and interference pattern spacing and first extrema (horizontal axis), for a polar angle of 0 . Panel B shows, for the ground reflection, the relationship between polar angle and interference pattern spacing and first extrema, for a source-head distance of 1.5 m. The source is assumed to be at the same level as the animal and its lateral angle is À40 . degradation of binaural cues, and it appears that ITD is the more reliable.
V. RANGES OF ITD AND ILD WITH REFLECTIONS
We now look at how reflections change the range of ITDs and ILDs processed by the auditory system. We calculated the maximum ITD and ILD as a function of frequency across lateral angle and polar angle coordinates within a large grid of 393 spherical positions evenly distributed around the sphere (between -45 and 90 polar angle), similar to that in Behrend et al. (2004) , and for distances between 1 and 20 m at increments of 50 cm. Figure 12 shows the results for ground and wall reflections. In both cases, the range of ILDs is greatly extended, especially in low frequencies where ILDs are usually small. Without reflections, ILDs are always smaller than about 10 dB. With a reflection at a wall, they can reach more than 30 dB. This phenomenon is accentuated by surfaces with higher flow resistivities.
The range of ITDs is not strongly affected by a reflection at the ground, but it is very much extended with wall reflections, as was noted by McFadden (1973) . Without reflections, the ITD changes continuously with frequency and therefore it is usually estimated by "unwrapping" the IPD, that is, by considering that ITD is a function of frequency that is consistent with IPD modulo 2p and has minimum variation: j2pf 2 ITDðf 2 Þ À 2pf 1 ITDðf 1 Þj < p for two neighboring frequencies f 1 and f 2 . This does not work with reflections because destructive interferences make ITD a discontinuous function of frequency. Therefore, for Fig. 12 , we chose a conservative estimate, by choosing the ITD consistent with IPD that is closest to the anechoic ITD (see details in Appendix E). Thus the range of ITDs with reflections shown in Fig. 12 is an underestimation. For high frequencies, this underestimation is not very informative because the method artificially constrains the estimate to be within 1=(2f) of the anechoic ITD. This is known as the p-limit (Brand et al., 2002; Hancock and Delgutte, 2004; Joris and Yin, 2007; McAlpine et al., 2001) . However, for low frequencies and reflections on a wall, ITDs can be arbitrarily large within this limit, especially for surfaces with high flow resistivities. Indeed, as we have seen, the IPD is close to p near a destructive interference. This means that the range of ITDs is very much extended by reflections at low frequencies compared to an anechoic environment.
VI. DISCUSSION AND SUMMARY

A. Limitations of the models
Although we have tried to consider realistic acoustic properties for the reflecting surfaces, our models rely on a number of approximations.
First, we did not consider the frequency-dependent absorption properties of air (ISO 9613-1:1993 (ISO 9613-1: , 1993 . In particular, high frequencies tend to be more attenuated than lower frequencies and the effect depends on distance. However, as we only considered early reflections, the spectrum of the direct and reflected sounds should be almost identical, and therefore the differential effects of air absorption should be minor.
Second, we only considered a single reflection. In a real environment, there are many more reflections. In addition, under specific atmospheric conditions, a downward refraction by the atmosphere might generate additional ray paths and therefore one or more reflections to the ground (Sutherland and Daigle, 1998) . Late reflections are assumed to be suppressed by the auditory system, via the precedence effect, but there may be additional early reflections. However, at least for low frequencies, most of the reflected power should be contributed by large flat and thick surfaces such as the ground. But a natural ground is not a perfectly horizontal surface. In particular, small irregularities such as rock or stones may heavily deviate and attenuate the reflection of high frequency sounds. For instance, an obstacle of less than 5 cm interferes with sound waves above 7 kHz. As a consequence, interferences at such high frequencies might be of lower amplitude in real environments than in our model. We also assumed that the texture is homogeneous and of infinite depth, which is clearly not the case in natural environments. Nonetheless, many studies have shown that field measurements of sound propagation are in close agreement with the theoretical models used in this paper, in particular for grass which has an average flow resistivity similar to the values we used (Chessell, 1977; Embleton et al., 1983; Rasmussen, 1981) .
Thirdly, the sphere is a highly simplified model of the head of an animal. We introduced shifted ears but other aspects such as the nose and the torso also play a role in the diffraction of sounds by the body.
Finally, we only considered point sources with omnidirectional directivity (i.e., monopoles). Real sources may deviate from this model, for example human speech or mammal vocalizations are not omnidirectional. For these sources, we would expect that the direct sound has more power than the reflected one.
B. Impact of reflections on binaural cues
For many small animals such as cats and guinea pigs, the ground contributes early reflections with delays no longer than about a millisecond. This maximum delay is only for a sound source near the ears and it quickly decreases with distance: for example, it is just 150 ls for a sound source at 1.5 m from the head of a cat. It is unlikely that such reflections can be suppressed by the auditory system, considering that psychophysical measurements indicate that the threshold for fusion is close to 1 ms. Therefore, the reflection modifies the binaural cues perceived by the animal, and so the perceived binaural cues in an ecological environment, even a simple one with only a ground, are not the same as in an anechoic environment.
In barn owls, a number of studies have addressed the neural and behavioral correlates of acoustical reflections (Keller and Takahashi, 1996a , 1996b , 2005 Nelson and Takahashi, 2010; Spitzer and Takahashi, 2006) . In a natural environment, the ground can be far from the owl's ears when it flies, but when it is about to catch its prey the ground is very close. Therefore the same remarks as for small animals apply, and the maximum delay of the reflected sound is a fraction of millisecond. For example, for a mouse just below the owl, the delay is about 100 ls, which corresponds to an interference at frequency 5 kHz, right in the middle of the hearing range of these animals. This is well below the fusion threshold for owls, about 0.5 ms Takahashi, 1996a, 1996b) . In binaural neurons of the inferior colliculus, the response to a reflection is suppressed when the delay is longer than 0.5 ms, but it is consistent with cross-correlation of the summed direct and reflected signals below 0.5 ms (Keller and Takahashi, 1996b) . This suggests that the reflected signal is indeed retained by the auditory system for such short delays. These electrophysiological observations are consistent with behavioral measurements, in which owls turn their head to the leading sound when the delay is longer than 1 ms (Keller and Takahashi, 1996a) .
The combination of the direct and reflected sounds leads to monaural interferences, around frequencies f ¼ 1=(2D) þ n=D, which are then seen in binaural cues. Periodic distortions in ILDs have been previously reported in studies of simulated gerbil HRTFs with ground reflection (Grace et al., 2008) and in human HRTFs with ground reflection (Rakerd and Hartmann, 1985) or for the ear facing a very near wall (Shinn-Cunningham et al., 2005) . The largest modifications occur for reflections at a vertical wall, because the lateral angle and therefore the binaural cues are very different for the two sounds. For a reflection at the ground, the modifications are smaller but still very significant near interference frequencies. ILDs are typically more affected than ITDs, because ILDs are defined as a ratio of monaural levels. Indeed, even though a constructive interference cannot produce a gain larger than 6 dB, the change in ILD can reach 10-15 dB because of destructive interferences.
C. Humans vs small animals
We have focused our study on small animals that live on the ground. In these animals, delays between direct and reflected sounds are very short in many situations. For humans, the delays of reflected sounds can be longer, up to 10 ms for a reflection at the ground. It might be argued that this is beyond the fusion threshold and therefore such echoes should be suppressed by the auditory system. However, there are reasons to think that our results may also apply to humans. First, the delays are shorter when the source is far [the delay is < 1 ms when the source is > 15 m away, see Fig. 3(A) ], and therefore interferences in binaural cues should be seen for distant sources. Second, even when the delay is long, the processing of binaural cues by the auditory system might still be impacted, because they are processed in frequency bands, where the direct and reflected sounds may interact. The duration of the impulse response of an auditory filter is inversely related to its bandwidth and therefore with its center frequency, and two delayed impulse responses interact if the delay is shorter than a few periods. The first interference occurs at frequency f ¼ 1=(2D): for that frequency, the delay corresponds to only half a period of the waveform. Therefore, this interference should be seen in the response of binaural neurons, at least in the earliest stages of the binaural pathway. This means that, in the responses of these neurons, the direct and reflected sounds should merge when the delay is smaller than a value which is inversely proportional to frequency. This is consistent with psychophysical measurements in humans (Dizon and Colburn, 2006; Kirikae et al., 1971) .
Thus it seems plausible that early reflections also interfere with direct sounds in humans and affect binaural cues, so that all the results shown here should also apply to humans. The main difference with small animals is that humans stand, and therefore the ground is further from the ears. This implies that delays between direct and ground reflected sounds are typically longer for sources in the horizontal plane, even at relatively far distances. Longer delays mean lower interference frequencies. For example, with a 10 ms delay, the first interference frequency is 50 Hz and the next ones are at 150 and 250 Hz; with a 6.5 ms delay, i.e., a distance of 1.5 m, they are 77, 231, and 385 Hz. These are in the hearing range of humans. In addition, as we have seen in Sec. III B, natural surfaces are generally very reflecting at low frequencies. Moreover, humans typically stand on artificial textures such as concrete or asphalt that are strongly reflective. Therefore, we expect strong modifications of low frequency binaural cues for sources at the same height as the listener. Finally, we note that, as for owls, the delays are short if the source, instead of the ears of the listener, is close to the ground. In this case, all the results we have shown directly apply.
D. Noise and information contributed by early reflections
The interferences between direct and reflected sounds modify the binaural cues, especially ILDs. These modifications could be seen as a source of noise in the localization of sound sources. The relevant issue is the variability of these cues for a given location, when other unknown factors are allowed to vary, for example the nature of the ground or the exact orientation of the reflecting surface. With this point of view, the changes introduced by walls or similar obstacles would qualify as noise, because they are large and very sensitive to other parameters that seem difficult to precisely estimate by other means, such as the orientation and texture of the obstacle. Indeed, performance in localization is degraded by strong reflections (Croghan and Grantham, 2010; Giguère and Abel, 1993; Rakerd and Hartmann, 2005) and vision is given a stronger perceptual weight (Truax, 1999) .
How can the auditory system deal with these disturbances? For broadband sounds, frequency integration might be a useful strategy: ITDs and ILDs vary with respect to frequency around an average value which could be used to estimate the source location, as seen in Fig. 8 . In echoic environments, human performance is indeed poor for pure tones (Hartmann, 1983; Rakerd and Hartmann, 1985) and transients seem to be important for localization in rooms (Hartmann and Rakerd, 1989; Rakerd and Hartmann, 1985) . Another possible strategy for continuous sounds is to use the motion of the source or the voluntary motion of the head, and to select the most favorable configurations-for example, on the basis of variability of binaural cues across frequency. However, we note that the detectability of a masked signal is not generally improved by its motion (Xiao and Grantham, 1997) . A third hypothesis is that the auditory system may select the most "plausible" binaural cue: for example, very large values for ITDs could be seen as implausible and discarded, giving a stronger weight for ILD (Rakerd and Hartmann, 1985) . We found that ITDs were generally less affected by reflections than ILDs. This would suggest that the auditory system should rely more on ITDs than on ILDs. However, for high frequencies, ITD is ambiguous unless the sound is broadband. Even though high frequency neurons in the inferior colliculus are sensitive to envelope ITDs (Griffin et al., 2005; Joris, 2003; Nelson and Takahashi, 2010) , a recent study of the directional sensitivity of such neurons in reverberation suggests that ILD provides better directional information than envelope ITDs in high frequencies (Devore and Delgutte, 2010) .
Binaural cues are less affected by reflections at a ground than at a wall, especially ITDs. More importantly, even though binaural cues differ from the anechoic case, they are not very variable: the ground is generally horizontal, the distance between the ears and the ground is fixed (or at least likely to be known by the animal) and the influence of the nature of the ground is relatively small. As we have seen, the interference frequencies are directly related to the delay between the direct and reflected sounds, and therefore to the polar angle and distance. The amplitude of these interferences depends on the nature of the ground, but their frequency does not. Therefore, interferences contributed by the reflection at the ground are a potential spatial cue. It is known that reverberation contributes to the perception of distance and spaciousness (e.g., Blauert, 1997; Truax, 1999 )-in particular, the reverberation time. However, the role of single reflections has not been fully described. Preliminary results show that spatial maps of some neurons are unexpectedly more accurate with a reflection than in free-field, at least in the external nuclei of the inferior colliculus of the gerbil . We suggest that interferences in binaural cues might provide a cue to distance and=or polar angle.
The main cues for polar angle are thought to be (1) monaural spectral notches introduced by the direction-specific attenuation of particular frequencies by the pinna (Algazi et al., 2001; Blauert, 1997; Musicant and Butler, 1985; Tollin and Yin, 2003; Wightman and Kistler, 1992) and (2) head movements (Blauert, 1997; Thurlow et al., 1967) . Spectral notches occur at high frequencies and their frequency is positively correlated with polar angle Tollin and Yin, 2003) while the inverse correlation is seen for the interference frequencies [see Fig.  10(B) ]. Therefore, these two cues to polar angle should be essentially independent. The potential role of interferences in polar angle estimation was noticed in a similar study on simulated HRTFs of gerbils with ground reflection (Grace et al., 2008) , and is also in agreement with a psychoacoustical study showing that the polar angle of the sound source was estimated with greater accuracy with a sound-reflecting surface on the floor (Guski, 1990) . This effect was not seen with a wall reflection, which suggests that the auditory system indeed relies on the knowledge of the head-ground distance to extract the relevant information.
However, interference frequency provides an ambiguous cue to polar angle because it also depends on distance. Distance perception is generally seen as less accurate than for lateral angle and polar angle in mammals (Bronkhorst and Houtgast, 1999; Zahorik et al., 2005) . Several cues have been previously investigated [see reviews in Coleman (1963) , Mershon and Bowers (1979) and Brown and May (2005) ]: (1) level of known sounds: the sound intensity varies with distance according to the inverse-square law; (2) frequency spectrum: high-frequency components of broadband signals are attenuated more rapidly by air propagation than lowfrequency ones; (3) movement parallax: the direction of a source is less modified by listener movements for a distant source than for a close source; (4) acoustic field width: it should be larger for a close source; (5) direct-to-reverberant energy ratio: at long distance, the many reflections induced by the propagation of sounds in all directions increase the amount of energy received after the direct sound wave (Bronkhorst and Houtgast, 1999; Mershon and King, 1975; Shinn-Cunningham et al., 2001; Yan-Chen Lu and Cooke, 2010; Zahorik et al., 2005) . Many studies on distance perception suggest that auditory image distortion, including reflections and scattering, by natural environments is an important cue for distance perception (Brown and Gomez, 1992; Brown and Waser, 1988; Waser and Brown, 1986; Wiley and Richards, 1978) . For instance, it has been shown that distance judgments are more accurate in a reverberant space than in an anechoic space (Mershon and Bowers, 1979; Mershon and King, 1975; Nielsen, 1993; Sheeline, 1982; Zahorik, 2002) . In addition to these cues, our results suggest that binaural interferences might be another one. Nevertheless, for sources in the horizontal plane, which is probably the most common situation, interferences occur at high frequencies (>20 kHz) at distances greather than 2 m for guinea pigs [ Fig. 10(A) ], meaning that only a few interference peaks will fall within the hearing range of the animal. For these species, this cue might therefore be more useful for close sources. For humans, these interferences could provide information over a larger range (for example, the first interference frequency is 76 Hz at 1.5 m, see Table IV) . This hypothesis could be tested with psychophysical experiments.
These interferences are also seen in monaural signals, and therefore they could be seen as monaural cues. However, only the binaural cues are independent of the sound source: for example, frequency-dependent changes in level in a monaural signal can be due either to reflections or to the spectrum of the source. If binaural rather than monaural interference cues are used by the auditory system, one prediction is that their effect should only be seen away from the median plane, where ITDs and ILDs are essentially zero.
Whether early reflections come from the ground or from a wall, and even though their impact on binaural cues may depend on many factors, these binaural cues are reproducible and temporally stable. Thus, even if ITDs and ILDs cannot be unambiguously mapped to the location of the sound source, they could still be used as reliable spatial cues to isolate a sound source from a noisy background. Perhaps a person or animal could learn to associate a source with a particular pattern of frequency-dependent ITD and ILD, which could then be used to isolate its signal from those of competing sources, even if this binaural pattern cannot be accurately associated with a particular spatial location. This suggestion has an important implication: the large ITDs and ILDs due to early reflections are not simply "noise" to be filtered, but instead are naturally occurring cues that may be encoded by the auditory system.
E. The natural distribution of binaural cues
When early reflections are considered, the range of ITDs and ILDs is extended, compared to the anechoic case. This observation is most interesting for ITDs. In an anechoic environment, the ITD is limited by the size of the head. For example, in humans, it does not exceed 650-700 ls in high frequencies. In low frequencies, it can be about 50% larger because of diffraction effects (Kuhn, 1977) , but it is still limited. However, with an early reflection, we have seen that a discontinuity in IPD occurs at the interference frequency, and this implies that the IPD can be arbitrarily large. This means that the ITD can take any value within the p-limit, i.e., between À1=(2f) and 1=(2f), where f is the frequency. In many species, many binaural neurons are tuned to best delays that are greater than the maximum range of ITDs in an anechoic environment (McFadden, 1973) . The proportion of such neurons differ between species but it has been consistently observed in rabbit (Kuwada et al., 1987) , guinea pig (McAlpine et al., 2001) , cat (Hancock and Delgutte, 2004; Kuwada and Yin, 1983; Yin and Chan, 1990) , gerbil (Brand et al., 2002) , chinchilla (Thornton et al., 2009) , kangaroo rat (Crow et al., 1978) , chicken (Köppl and Carr, 2008) , and barn owl (Wagner et al., 2007) . In most of these studies, this proportion is overestimated because the best delays are compared to the maximum ITD measured in high frequencies, which is smaller than the actual range incorporating the diffraction effects in low frequency (compare for example McAlpine, 2005 and Sterbing et al., 2003) . However, it remains that a significant number of binaural neurons are tuned to ITDs that lie outside the range of anechoic ITDs. This observation has motivated a new theory of ITD processing in mammals, according to which ITD is represented by the relative activity of two populations with symmetrical best delays lying outside the natural range (Grothe et al., 2010) , a strategy sometimes referred to as slope coding or the twochannel model. This theory is in contrast with the "peak coding" theory (Carr and Konishi, 1990) , where ITD is represented by the best delay of the maximally activated neuron. Note that other coding strategies are possible (Colburn, 1973) . Our results imply that the natural range of ITDs is much larger than expected from anechoic measurements when considering reflections on the ground or on obstacles: it can take any value within the p-limit. Therefore, the large best delays observed in binaural neurons of small mammals are consistent with peak coding, and more importantly they make the two-channel model problematic because the ratio of activities in the two channels is an ambiguous representation of ITD when the best delay lies within the natural range of ITDs, i.e., different ITDs give the same ratio. It could be argued that large ITDs due to reflections are disturbances and therefore there is no reason for the auditory system to encode them. However, as we have seen, for a reflection at the ground, these large ITDs due to reflections contribute information about sound location rather than noise, because they are reproducible cues. For reflections on walls or obstacles, even though these ITDs may not contribute information about sound location, they are still temporally stable and therefore potentially convey spatial information for segregating sound sources. Thus, it does not seem implausible that the auditory system may encode these large ITDs.
In addition, we also note that binaural neurons compare the information only after the physical signals have been processed by the auditory periphery. As has been noted by other authors, such nonlinear processes, including for instance half-wave rectification and adaptation, can cause monaural interactions between direct and reflected sounds that can result in unexpected changes in the cues effectively seen by the binaural neurons (Hartung and Trahiotis, 2001; Trahiotis and Hartung, 2002) .
F. Summary
In realistic auditory environments, binaural cues can be modified by reflections. When the delay between the direct and reflected sounds is long, the auditory system can isolate the onset of the direct sound. However, in many cases, these delays are very short. For example, for a reflection at the ground, the delay of the reflected sound is no more than 2p=c, where p is the distance of the ears from the ground and c is the speed of sound. This gives about 10 ms for humans, about 1 ms for cats and less for smaller mammals. In many practical situations, the delay is substantially lower than this higher limit.
This delay D results in destructive interferences at each ear at frequencies about f ¼ 1=(2D) þ n=D, where n is an integer, which produce large modifications of ITDs and ILDs near these frequencies. Therefore, binaural cues in an ecological environment, even a simple one with only a ground, are not the same as in an anechoic environment. These modifications are larger for ILDs than for ITDs. They are larger for a vertical wall than for a horizontal ground, because the interaural axis is parallel to the ground. In all cases, they remain very significant near interference frequencies. These modifications depend on the delay of the reflected sound, and therefore on source distance. At a finer level of detail, they also depend on the acoustical properties of the reflecting surface. Hard surfaces (e.g., concrete) reflect more energy than soft ones (e.g., snow) and therefore have a stronger impact on binaural cues, but the impact is significant with typical natural surfaces. The analyses also imply that the range of ITDs and ILDs in natural environments is significantly extended compared to the anechoic case.
As a final remark, we note that the ears of small mammals are very close to the ground and possibly to objects on the ground, making their acoustical environment more variable. Thus, their acoustical cues for sound localization may be quite different from those available to humans, with their ears about 1.70 m above the ground. These differences should be kept in mind when extrapolating the results of animal studies to humans, or to other species: binaural cues do not only depend on the shape of the head and ears, but also on the properties of the natural acoustical environment. 
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APPENDIX B: GEOMETRICAL MODELS OF REFLECTION
We consider the case where a sound wave is reflected at an obstacle before reaching its target. We consider two situations: reflections on a horizontal ground or on a vertical wall, parallel to the median plane (Fig. 2) . We give here the detailed calculations for the delay between direct and reflected sounds as a function of the distance from the source to the head and the polar (ground case) or lateral (wall case) angle of the sound source to the head. Following the notation used in Fig. 2 , the angles of the reflection relative to the head are given by the following equations, in the case of a reflecting ground:
In the case of a reflecting wall, both lateral and polar angles are modified by the reflection. The easiest way to compute angles for S* is to consider the Cartesian coordinates system (X,Y,Z): in that, S* is a translation of S along the Y axis (that of the two ears, which is perpendicular to the wall and therefore parallel to SS*). We have
which gives
These results are used in the geometrical models of reflections described in Sec. II.
APPENDIX C: ACOUSTICAL MODEL OF REFLECTIONS ON NATURAL SURFACES
Here, we give details of a model for the modifications of a sound wave when it is reflected by a natural surface in a realistic outdoor environment. In the following, we describe the ground-reflection model. The equations are identical for the wall-reflection model, with u S Ã replaced by the incidence angle a S * of the reflected wave on the wall. Note that as the wall being parallel to the (X,Z) median plane (see Appendix B), then if O is the center of the head, a S * is equal to the angle between OS* and its projection on the median plane (X,Z). Thus,
As explained in Sec. II B, we use the Weyl-Van der Pol solution (Sutherland and Daigle, 1998) for the boundary conditions of a spherical sound wave reflected on a plane. The complex sound field P rec at the receiver is well approximated by the equation
where Q is the spherical reflection factor and P(d,f) is the sound field amplitude at frequency f and distance d from the source in the absence of reflecting surfaces. In the following, all quantities except angles implicitly depend on frequency. Q can be written as Q ¼ R þ (1 À R)F(w), where R is the plane wave reflection factor and ð1 À RÞFðwÞ is a boundary correction. The plane wave reflection coefficient R is (Chessell, 1977; Embleton et al., 1983) R ¼
Z 1 and Z 2 are the specific acoustic impedances of the air and ground surface, respectively. FðwÞ, also known as the "ground wave" function or as the "boundary loss factor," is equal to
where
is called the "numerical distance," erfc is the complementary error function, k 1 and k 2 are the wave numbers of the sound field in the air and ground surface, respectively. FðwÞ describes the interaction of the curved wavefront with a ground of finite impedance. If the wavefront is plane (d Ã ! 1) then jwj ! 1 and F ! 0 while if the surface is acoustically hard, then jwj ! 0 and F ! 1 (also R ¼ 1), so Q ¼ 1. Numerical computation of F is unstable for high values of w and was performed using algorithms in (Weideman, 1994) .
The acoustic impedance of a surface (such as Z 1 and Z 2 ) is the ratio of the amplitude of the sound pressure to the amplitude of the particle velocity of an acoustic wave that impinges on the surface. Both concrete and densely packed glass fiber are high impedance materials relative to air, whereas grass and some foams are low impedance surfaces. If a sound wave changes medium, the ratio of the acoustic impedances of the media Z 2 =Z 1 determines the efficiency of the energy transfer.
There have been numerous models estimating k 2 =k 1 and Z 2 =Z 1 for typical outdoor surfaces. A widely used one, called the Delany-Bazley model (Delany and Bazley, 1970) , involves a single parameter, the "effective" flow resistivity r to characterize the ground. Its units are Pa s m
