Four random number generators implemented in Ada are compared in terms of their equidistribution, independence, speed and period. Each generator is described and it's code presented. The tests used to evaluate the generators were simple ones. First, a stream of random numbers generated were checked for equidistribution by means of a chi-square test. Next, the numbers were checked for independence by means of a serial test. The code was then timed for a certain number of iterations. Finally, the reported periods of the generators are compared.
INTRODUCTION
The objective is to examine pseudo random number generators implemented in Ada and select one that exhibited good characteristics in several categories. A random number generator should most importantly generate numbers which are "close" to being uniformly distributed and where subsequent numbers generated "appear" to be independent from previous numbers generated. The generator should also be as fast and efficient as possible. Finally, the generator should have a sufficiently large period for the application in which it will be used. For background and further information on random number generators and their evaluation, Molloy (Molloy, 89) gives a good introduction to the topic while Fishman (Fishman, 78) and Law and Kelton (Law, Kelton, 82) give a more in-depth treatment of the topic.
All of the generators examined had source documentation. However, not all of the generators had the same quality of documentation available. Some sources presented the generator's underlying theoretical foundation as well as substantial empirical testing results. Other sources discussed theory or testing only briefly, if at all.
The amount of CPU time a generator uses in order to achieve randomness and the effort expended by the tester to test for randomness depends on what level of statistical randomness is required by the intended application. The generators examined were not subjected to a battery of statistical tests nor were they subjected to any theoretical proofs other than those tests and proofs described in the source documentation. The statistical testing done here, excluding the testing described in the documentation, was quite simple and certainly not comprehensive.
The statistical quality of the generators was tested in two ways. The first test applied to the random number generators was the chi-square test. This test involved producing 1,000 random integers between 1 and 100. The differences between the observed and expected frequencies of the integers were then used to compute a chi-square statistic. This test is used to determine how well a generator's output is uniformly distributed.
The serial test was the second statistical test applied to the generators. This test involved producing streams of random integers between 1 and 10. Groups of N consecutive random integers produced in a stream are then grouped into N element vectors. These vectors are mapped to points in N-dimensional space. The expected frequency of occurrence of each vector is then compared with the actual frequency of occurrence of each vector in order to compute a chi-square statistic. This test is used to determine the independence of a generated random number from the previously generated random numbers in the random stream produced by a generator.
The random number generators were also timed to determine how fast their code executed and thus determine their average speed. Each generator was timed for 1,000,000 iterations.
Finally, the reported periods of the random number generators are given. A random number generator's period is the length of the longest sequence of numbers generated before the sequence begins to repeat again. These sequence periods are not independently proven, but simply taken from the documentation and assumed to be correct.
With both the speed of a random number generator on a particular computer known and that random number generator's sequence period known, it is possible to calculate how much time it would take that generator to iterate through it's period on that particular computer. These time durations are calculated by dividing the sequence period by the observed speed.
These tests were conducted on a Sun 3 t workstation which contained a 68030 processor, a 25 MHZ clock, and a MC68881 floating point coprocessor. The workstation was running a SunOS 4.0.3 UNIX * operating system. The random number generators were compiled with a VADS 6.0** Ada compiler.
THE RANDOM NUMBER GENERATORS
Four pseudo random number generators are examined. The first one was developed by B. A. Wichmann and I. D. Hill (Wichmann, Hill, 87) and coded in Ada by Bill Sugden at General Dynamics (Angel, Juozitis, Sabuda, 89) . The second one was developed by G. J. Mitchell and D. P. Moore and is described by D. E. Knuth (Knuth, 81) and Bill Allen. The third was developed by G. Marsaglia and implemented in Ada by M. G. Harmon and T. P. Baker (Harmon, Baker, 88) . The last generator was developed by P. L'Ecuyer (L'Ecuyer, 88).
WICHMANN AND HILL
Wichmann and Hill (Wichmann, Hill, 87) briefly discuss the algorithm's theoretical foundation, period and testing results while giving a good description of implementing a multiplicative random number generator while avoiding overflow. In another report Wichmann and Hill (Wichmann, Hill, 82) describe the generator's test results in detail.
Bill Sugden implemented the algorithm in Ada for the TASKIT simulator (Angel, Juozitis, Sabuda, 89 ). Sugden's random number generator is a part of his Random_Number Services package which provides several different random dislributions. Each distribution is connected to the underlying random number generator via a stream pointer. The generator combines three multiplicative linear congruential generators (MLCGs) in order to produce a generator that has better randomness and longer period than the component MLCGs. An array of 100 well selected initial seeds are also provided. The random number generator stream can be initialized by either one or three of these suggested seeds. One seed is either provided or generated for each of the three component MLCGs. The fiftieth element in the initial seed array or 11207 was used for the testing. This generator is designed to run on any 16 bit or larger machine.
Sugden's Random_Number Services package was obtained from the Department of Defense STARS (Software Technology for Adaptable, Reliable Systems) Foundations Repository. Relevant parts of this package are included in the appendix.
t Sun is a trademark of Sun Microsystems Inc. :t: UNIX is a trademark of AT&T. ** VADS is a trademark of Verdix Inc.
MITCHELL AND MOORE
There was good documentation for this generator's algorithm in Donald E. Knuth's "THE ART OF COMPUTER PROGRAMMING, VOLUME 2" (Knuth, 81) . Knuth states that this generator is the unpublished work of Mitchell and Moore in 1958. This generator is described as being very fast and producing good test results since 1958. Knuth also briefly describes the theoretical foundation which exists for the algorithm. The period for the generator has been clearly proven, however there is a scarcity of theoretical foundation for the generator's randomness.
This generator is an additive congruential generator (ACG). This generator uses an array of the 55 previously generated random integers to generate a new random integer. The array can be initialized with any set of 55 integer seeds as long as they are not all even. Therefore, in the implementation tested here, an odd integer is placed in the first position of the array and a simple linear congraential generator (LCG) like the one described by Sedgewick (Sedgewick, 83 ) is used to initialize the rest of the array. For the testing, (50"2)+1 or 101 was used as the initial seed.
In 1990, a Modula-2 implementation of this generator was posted in the comp.lang.modula2 news group by William C. Allen of UCLA. In his posting, Allen describes this generator as working very well. The Ada implementation of this generator was developed by the author and is given in the appendix.
MARSAGLIA
In Harmon's and Baker's paper (Harmon, Baker, 88 ), Marsaglia's "Universal" Random Number Generator is briefly described and it's implementation in Ada is presented. This generator is a lagged-Fibonacci sequence generator. Marsaglia designed the generator to be "universal" and therefore intended that it should generate exactly the same sequence of 24-bit real numbers when it is ported to different computers. The generator's theoretical foundation is not discussed by Harmon and Baker. However, they do state that the generator has passed tests for randomness. This generator provides a very long period and can be implemented on any machine with at least 16-bit integer arithmetic and 24-bit floating point arithmetic. For the testing, the four default initial seefls of 12, 34, 56 and 78 were used. Harmon and Baker's Ada implementation is given in the appendix.
L'ECUYER
This random number generator is well documented in L'Ecuyer's CACM paper (L'Ecuyer, 88). In his paper, L'Ecuyer describes the underlying theoretical foundation of this generator, it's implementation and testing. This generator is based on combining two multiplicative linear congruential generators (MLCGs). A simple MLCG is described first. Then the theory of the combination generator is presented. Both 16-bit and 32-bit Pascal implementations of the combination generator are provided. These Pascal implementations are said to be portable and producing the same sequence on different machines.
The generator was tested extensively by L'Ecuyer. There were 9 different types of statistical tests that were applied to the generator with the same type of test often repeated with different parameters. The statistical tests were the chi-square test, serial test, gap test, poker test, coupon collector's test, permutation test, runs-up test, maximumof-t test and the collision test. Each of these tests were repeated and the empirical results were compared with the predicted results using a Kolmogorov-Smirnov test. In these tests, the 16-bit combined generator outperformed the simple MLCG while the 32-bit combined generator performed best of all. The results of the 32-bit combined generator were very good. It passed all of the statistical tests.
The Ada implementation of this 32-bit combined generator was developed and tested by the author. For the testing, the initial seeds of 100 and 200 were used. The source code for this implementation is given in the appendix.
COMPARISON OF THE GENERATORS

CHI-SQUARE TEST
This test involved producing sequences of 1,000 random integers between 1 and 100. This is accomplished by generating real numbers greater than 0.5 but less than 100.5 and then rounding the fractional part. If this generator produces uniformly distributed numbers, one would expect to have about 10 occurrences of the integer 1, 10 occurrences of the integer 2 and so on up to 10 occurrences of the integer 100. Therefore, the expected frequency would be 10 for each integer 1 to 100. The actual frequency of each integer produced by the generator is the observed frequency for that integer. The difference between the observed and the expected frequency of each integer can be used to compute the chi-square statistic as follows,
where R is the number of different random integers possible, Oi is the observed frequency of occurrence for the random integer i and E i is the expected frequency of occurrence for the random integer i. Because the distribution of integers is expected to be uniform, the expected frequencies of occurrence for each random integer are equal. IfN is the total number of observations, then the following equation can be used to compute E i.
Vi:E i = N/R
The E i can then be replaced by the constant N/R, producing the following chi-square equation form.
%2 R
This equation provides a more efficient method of computing the chi-square. For this particular test, the chi-square can be more specifically described by the following equation. 100 i=1 where R=100 and N= 1000.
A large chi-square statistic indicates the random numbers are not uniformly distributed. In general, a smaller chi-square is considered preferable to a larger chi-square. The one exception to this is when a chi-square statistic is very close to 0. This case may indicate that the random numbers are artificially too uniformly distributed.
Ten chi-square statistics were produced for each of the four random number generators. Each of the 10 chisquare statistics were computed from different sample sequences of random numbers generated. The same seed was used for all 10 trials. The different sample sequences were generated by first calling the random number generator for a specified number of "warm up" iterations and then begin using the next 1,000 random numbers generated to compute the chi-square. For example, the first 1,000 numbers were used for the first trial. For the second trial, 100 warm up iterations were generated from the beginning of the sequence and the next 1,000 numbers were used to compute the chi-square. For the third trial, 200 warm up iterations were generated from the beginning of the sequence and the next 1,000 numbers were used to compute the chi-square. The samples were taken at 0, 100, 200, 500, 1000, 2000, 3000, 4000, 5000 and 10000 warm up iterations into the sequence of random numbers. All of the generators seemed to produce acceptable chi-square statistics. Most of the chi-squares were within the 90% confidence interval of between 77 to 123 for 99 degrees of freedom. The number of degrees of freedom is simply the number of categories minus one.
The first chi-square value for the Mitchell and Moore algorithm looked a little high. This seemed to confirm the manual examination of the first few hundred in the Mitchell and Moore sequence where there appeared to be some initial clustering of random numbers. Clustering occurs when several consecutive random numbers in the generated stream are very close in value. Nevertheless, the chi-squares for the Mitchell and Moore generator improved after the first hundred or so in the sequence. Also, the L'Ecuyer generator had one chi-square value below the 90% confidence interval. However, this is statistically acceptable because you would expect one out of 10 to be outside of the 90% confidence interval.
SERIAL TEST
This test involved producing streams of random integers between 1 and 10. Groups of N consecutive random integers produced are grouped into N element vectors or N-tuples. These vectors are then mapped to points in Ndimensional space with the first integer in the vector taken as the first coordinate and the second integer in the vector taken as the second coordinate and so on up to the N th integer in the vector taken as the N th coordinate. For example, the first random integer through the N th random integer produced by a generator are mapped to a point in N-space, then the (N+I) st through (2N) th random integers produced by the generator are mapped to a point in the same N-space. This is continued for enough trials to sufficiently fill the N-space with vector occurrences. If these vector occurrences are uniformly distributed in the N-space, then an expected frequency can be computed for each point or vector in the N-space. The expected frequency is then compared with the actual frequency of occurrence of each vector in order to compute a chi-square statistic.
The serial test chi-square statistic is a measure of how uniformly the vectors are distributed in N-space. If these vectors are not uniformly distributed, then this is an indication that a generated random number is not independent from the previously generated random numbers in the stream. Therefore, if a large chi-square statistic is produced in the serial test, then the random number generator will be rejected for not exhibiting statistical independence.
For the generators described here, there were three categories of serial tests performed. The first set of tests mapped 1,000 pairs of random numbers into 102 or 100 points of two-dimensional space. If the pairs are uniformly distributed in two dimensional space, then it would be expected that there would be close to 10 pairs mapped to each of the 100 points. The differences between the observed and expected frequencies of each possible coordinate pair were then used to compute a chi-square statistic. This statistic will have 99 degrees of freedom and have a 90% confidence interval of approximately 77 to 123.
The second set of tests mapped 10,000 vectors of three random numbers into 103 or 1,000 points of threedimensional space. Therefore, the expected frequency is 10 vector occurrences per point. The resulting chi-square statistic will have 999 degrees of freedom and have a 90% confidence interval of approximately 970 to 1,073.
The third set of tests mapped 100,000 vectors of four random numbers into 104 or 10,000 points of four dimensional space. Again, the expected frequency is 10 vector occurrences per point. The resulting chi-square statistic will have 9,999 degrees of freedom and have a 90% confidence interval of approximately 9,768 to 10,232.
In general, the larger the vector or the more dimensions used in the serial test, the more trials or vectors must be produced in order to fill the N-space. For example, in order to have 10 occurrences per point in five-dimensional space, it would require one million five-component vectors to be produced. This would be five million iterations of the random number generator for just one test. Therefore, at some point the serial test becomes less convenient. For the serial test in two dimensions, the Mitchell and Moore generator had one chi-square value higher than the 90% confidence interval. However, it's other chi-squares were within the interval. All of the chi-squares produced by the other generators were within the 90% confidence interval. SERIAL TEST for 10,000 vectors mapped to 1000 points in 3 dimensions For the serial test in three dimensions, the Wichmann and Hill generator had one chi-square higher than the 90% confidence interval and two chi-squares below the 90% confidence interval. The Mitchell and Moore generator had three chi-squares lower than the 90% confidence interval. The Marsaglia generator had one chi-square lower and one chi-square higher than the 90% confidence interval. The L'Ecuyer generator had the most chi-squares in the 90% confidence interval with just one value lower than the 90% confidence interval.
SERIAL TEST for 100,000 vectors mapped to 10,000 points in 4 dimensions For the serial test in four dimensions, all of the generators produced acceptable chi-square statistics. All of chisquare values were within the 90% confidence interval.
CODE TIMING
Each random number generator was timed for one million iterations. First, the function CLOCK from the standard Ada CALENDAR package was called to determine the start time. Then the generator was called repeatedly within a FOR loop. After the loop, the function CLOCK was called again to determine the end time. Finally, the start time was subtracted from the end time to determine the number of seconds required for the generator. Once a time length in seconds is determined, it is also possible to compute the time per iteration and the number of iterations per second, if desired. The absolute values of the timing durations for the generators are not as important as the relative differences of the values. A generator will run at different speeds when it is run on different computers or different operating systems. A generator will even run at different speeds on the same computer and same operating system. However, when all of the compared generators are run on the same system, the relative speeds of the generators can be estimated.
The Mitchell and Moore generator was by far the fastest of the generators. The L'Ecuyer generator was a close second and was 81% slower than the Mitchell and Moore generator. The Marsaglia generator came in third and was 162% slower than Mitchell and Moore. The Wichmann and Hill generator finished last and was 463% slower than Mitchell and Moore. If an application requires many calls to a random number generator, then a slowdown of 463% in a random number generator could significantly impact the application's speed. The generator's sequence periods are presented with two significant digits and using scientific notation. In the case of the Mitchell and Moore generator, the sequence period is described in the literature (Knuth, 81) as falling somewhere within the range 3.6 x 1016 to 3.8 x 1025 if the modulus is a power of 2. However, in this implementation, the modulus may not be a power of 2. It can only be assumed to be even. For this situation, the lower bound of the period range is given in the table because the actual period is guaranteed to be at least this large.
Calculated Period Durations
A sequence period, by itself, may not convey sufficient information to determine if it is large enough for an application. However, a generator's sequence period and the speed of the generator on a particular computer can be combined to determine how much time it would take that generator to cycle through it's period on that particular computer. The period's time duration can then be compared with the intended application to determine if the generator has a sufficiently large period. Here, the period durations are calculated using the same generator timings that were given above. These period durations turned out to be so large for a small computer that the times are given in years. For all practical purposes, these generators have an infinite period for any small computer. The Marsaglia generator has also been reported to have been tested on various mainframes and on an ETA Supercomputer (Harmon, Baker, 88) . Therefore, the much larger Marsaglia period should be long enough to be used for supercomputer applications as well.
Period Duration in years
CONCLUSION
All of the pseudo-random number generators passed the chi-square test. In the serial test, all of the generators appeared to do well in two and four dimensions and to do worse in three dimensions. The generators seemed to vary the most in their speed and in their periods. The Wichmann and Hill generator was designed to be used on 16-bit machines and, therefore, had a smaller modulus and thus a smaller period. Another disadvantage of the Wichmann and Hill generator was that it combined three generators and as a result had the slowest speed. The Mitchell and Moore generator had the fastest speed while the Marsaglia generator had the longest period. The L'Ecuyer generator had the second fastest speed combined with a long period. Another advantage of the L'Ecuyer generator was that it was well documented and tested by L'Ecuyer (L'Ecuyer, 88). 
