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Abstract
In this paper, we study robust stability of sparse LTI systems using the stability radius (SR) as a robustness measure.
We consider real perturbations with an arbitrary and pre-specified sparsity pattern of the system matrix and measure
their size using the Frobenius norm. We formulate the SR problem as an equality-constrained minimization problem.
Using the Lagrangian method for optimization, we characterize the optimality conditions of the SR problem, thereby
revealing the relation between an optimal perturbation and the eigenvectors of an optimally perturbed system. Further,
we use the Sylvester equation based parametrization to develop a penalty based gradient/Newton descent algorithm
which converges to the local minima of the optimization problem. Finally, we illustrate how our framework provides
structural insights into the robust stability of sparse networks.
Keywords: Stability radius, Sparse network systems, Robust stability, Optimization
1. Introduction
Guaranteed stability under parameter uncertainty is
one of the central problems in robust design of dynami-
cal systems. Consider the following Linear Time-Invariant
(LTI) dynamical system
Dx(t) = Ax(t), (1)
where x ∈ Rn is the state, A ∈ Rn×n, and D can either
be the continuous-time differential operator (i.e., Dx(t) =
x˙(t)) or the discrete-time shift operator (i.e., Dx(t) = x(t+
1)). Let the complex plane C be divided into any two
disjoint sets as C = Cg ∪ Cb, where Cg is open. Stability
of (1) requires the eigenvalues of A to lie in the stability
region Cg. Assuming that A is stable, the robust stability
analysis of (1) involves characterizing the eigenvalues of
the affine perturbations of A given by
A A(∆) , A+B∆C, (2)
where ∆ ∈ Rm×p is the perturbation matrix and B ∈
Rn×m, C ∈ Rp×n are structure matrices. The perturbed
matrix A(∆) can also be interpreted as the closed loop
matrix of the following linear system
Dx(t) = Ax(t) +Bu(t),
y(t) = Cx(t),
with static feedback u(t) = ∆y(t).
There have been numerous studies on eigenvalue char-
acterization and stability of the perturbed matrix (2) (see
Email address: {vkatewa,fabiopas}@engr.ucr.edu (Vaibhav
Katewa and Fabio Pasqualetti)
[1] for a comprehensive treatment). However, an inherent
crucial assumption in these studies (and of the robust sta-
bility theory) is that all entries of the perturbation ∆ are
allowed to be freely perturbed. Clearly, this assumption
is not applicable in modern control systems which are in-
creasingly networked and distributed in nature and, as a
result, exhibit a specific sparsity structure. In such sys-
tems, the matrix A typically has an associated sparsity
pattern, and its certain entries are fixed/zero, and it is
feasible to perturb only the non-fixed entries of A. There-
fore, the perturbations ∆ applied to A cannot be chosen
freely and must satisfy certain sparsity constraints as well.
In this paper, we develop a novel framework to study
the robust stability of LTI systems with sparsity constraints.
Let S ∈ {0, 1}m×p be a binary matrix that specifies the
sparsity structure of the perturbation ∆. Specifically,
∆ij =
{
0 if Sij = 0, and
? if Sij = 1,
where ? denotes any real number. Further, let ∆S denote
the set of sparse perturbations given by
∆S = {∆ ∈ Rm×p : Sc ◦∆ = 0}, (3)
where Sc , 1m×p − S denotes the complementary spar-
sity structure matrix. We consider the notion of Stability
Radius (SR) as the measure of robust stability, which is
the minimum-size real perturbation that moves an eigen-
value(s) of A(∆) outside the stability region. Formally,
the SR is defined as
r , inf {‖∆‖ : Γ(A(∆)) ∩ Cb 6= ∅, ∆ ∈∆S}, (4)
where Γ(·) denotes the spectrum of a matrix. The SR
provides a worst case measure for the robustness of the
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system in the sense that all perturbations with ||∆|| < r
are guaranteed to preserve the stability of the perturbed
system. Note that while matrices B and C can be chosen
to impose certain perturbation structures on A (such as
zero column(s) or row(s)), they cannot capture arbitrary
sparsity constraints. Thus, we require the explicit sparsity
constraint ∆ ∈∆S in (4).
The perturbation size ‖∆‖ can be measured using the
spectral norm or Frobenius norm, and these respective
cases are referred to as 2-norm SR and F -norm SR. The
case when ∆ is allowed to be complex is referred to as
complex SR. The case B = C = I and ∆S = Rm×p,
where each entry of A is allowed to be perturbed indepen-
dently, is referred to as unstructured SR. In this paper, we
study the sparse, real, F-norm SR problem by formulating
it as an equality-constrained optimization problem. The
real SR problem is more suitable for engineering applica-
tions where the dynamics matrix A and its perturbations
are typically real. Further, unlike the spectral norm, the
Frobenius norm explicitly measures the entry-wise pertur-
bations of ∆, which is useful in characterizing the size and
structure of sparse perturbations.
Related work The stability radius problem without spar-
sity constraints has a rich history. Although robust sta-
bility problems have been studied in various forms in the
past, the notion of 2-norm stability radius was introduced
formally in [2, 3]. Various bounds and characterizations of
unstructured, complex, and real SRs were given in [2, 4].
In [3], characterizations of structured, complex SR was
presented in terms of the H∞-norm of the associated trans-
fer function and solutions of parametrized algebraic Ric-
cati equations. Bisection algorithms to compute the com-
plex SR were presented in [5, 6] and algorithms to compute
the H∞-norm were given in [7, 8, 9]. Since the optimal per-
turbation for the complex SR problem is always rank-1 [1],
the 2-norm and the F -norm SRs are equal for the complex
case.
The real SR problem is considerably more difficult than
its complex counterpart [2]. Qiu et.al. presented several
lower bounds for the unstructured case in [10, 11] and a
complete algebraic characterization of the structured case
was presented in [12]. Based on this characterization, a
level-set algorithm was developed in [13] for the structured
case and an implicit determinant method was provided
for the unstructured case in [14]. For a comprehensive
treatment of the 2-norm SR problem, see [1, Chapter 5].
While the 2-norm SR problem has been studied exten-
sively, there are limited studies on the F -norm SR prob-
lem. Note that due to the fundamental difference between
the spectral and Frobenius norms, the procedure in [12] to
characterize the real, 2-norm SR cannot be used to charac-
terize the real, F -norm SR. In [15] and [16], lower bounds
on the real, F -norm SR were provided for the unstructured
and structured cases, respectively. Recently, a number of
works have appeared that use iterative algorithms to ap-
proximate the 2-norm/F -norm real SR [17, 18, 19, 20, 21].
Typically, these algorithms use two levels of iterations.
The inner iteration approximates the rightmost (outer-
most, for discrete-time case) points of spectral value sets,
and the outer iteration verifies the intersection of these
points with the stability boundary. All of these aforemen-
tioned studies consider the non-sparse SR problem.
In a very recent paper [22], which was developed inde-
pendently and concurrently with our paper, the authors
study the structured distance of an LTI system from the
set of systems that do not exhibit a general property P,
such as controllability, observability, and stability. They
provide necessary conditions for a locally optimal pertur-
bation and develop an algorithm to obtain such solution.
Since the framework in [22] is developed for a general class
of problems, the provided necessary conditions are implicit
in terms of abstract linear maps. On the other hand, we
use a different approach to obtain stronger and explicit
necessary conditions for the sparse SR problem. In addi-
tion, we provide sufficient conditions for a local minimum,
thereby completely characterizing the local minima. Fur-
ther, the paper [22] makes a crucial assumption on the
surjectivity of a linear map that limits the number of al-
lowed sparsity constraints. Our framework does not have
such a limitation, and is valid for a larger class of sparsity
constraints. Finally, our gradient/Newton descent algo-
rithm is simpler than the algorithm proposed in [22].
Contributions The contribution of the paper is two-fold.
First, we propose a novel approach to compute the sparse
SR by formulating the SR problem as an equality con-
strained minimization problem. We characterize its lo-
cal optimality conditions, thereby revealing important ge-
ometric properties of the optimal perturbed system. Sec-
ond, using the Sylvester equation based parametrization,
we develop a penalty-based gradient algorithm to solve the
optimization problem that is guaranteed to converge to a
local minima. Numerical studies are included to illustrate
various properties of the optimal perturbations and the al-
gorithm, and to highlight the usefulness of the framework
for sparse networks.
Paper organization In Section 2 we present our math-
ematical notation and some properties that we use in the
paper, and formulate the SR problem as an optimization
problem with equality constraints. Section 3 contains the
local optimality conditions of the SR problem. In Section
4 we develop a gradient based algorithm to compute local
solutions. Numerical examples are presented in Section 5.
Finally, we conclude the paper in Section 6.
2. Problem Formulation
2.1. Mathematical Notation and Properties
We use the following notation throughout the paper:
‖ · ‖F and ‖ · ‖2 denote the Frobenius and spectral norm
of a matrix, respectively. ◦ and ⊗ denote the Hadamard
and Kronecker product, respectively. The identity matrix
is denoted by I. Γ(·), (·)T and tr(·) denote the spectrum,
transpose and trace of a matrix, respectively. (·)+ and α(·)
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denote the pseudo-inverse and spectral abscissa of a ma-
trix, respectively. A positive-definite matrix A is denoted
by A > 0. (·)∗ and (·)H denote the complex conjugate and
the conjugate transpose, respectively. Re(·) and Im(·) de-
note the real and imaginary parts of a complex number,
respectively. vec(·) denotes the vectorization of a matrix.
diag(a) denotes a n× n diagonal matrix with diagonal el-
ements given by a ∈ Rn. 1m×n denotes a m × n matrix
of all ones. Finally, j =
√−1 denotes the unit imaginary
number.
We use the following mathematical properties for the
derivation of our results [23], [24]:
P.1 ‖A‖2F = tr(ATA) = vecT(A)vec(A),
P.2 vec(AB) = (I ⊗A)vec(B) = (BT ⊗ I)vec(A),
P.3 vec(ABC) = (CT ⊗A)vec(B),
P.4 (A⊗B)T = AT ⊗BT and (A⊗B)H = AH ⊗BH,
P.5 (A⊗B)(C ⊗D) = (AC ⊗BD) and
(A⊗B)+ = A+ ⊗B+,
P.6 vec(A ◦B) = vec(A) ◦ vec(B), (A ◦B)T = AT ◦BT,
P.7 ddX tr(AX)=A
T, ddX tr(X
TX)=2X, ddx (Ax)=A,
P.8 Let Dxf and D
2
xf be the gradient and Hessian of
f(x) : Rn → R. Then, df = (Dxf)Tdx and,
d2f = (dx)T(D2xf)dx,
P.9 vec(AT) = Tm,nvec(A), where A ∈ Rm×n and
Tm,n ∈ {0, 1}mn×mn is a binary permutation matrix.
2.2. Sparse Stability Radius as an Optimization Problem
In this subsection we formulate the real, sparse, F -
norm SR problem as an equality-constrained optimization
problem. Due to space limitations, we present the analy-
sis only for continuous-time systems in this paper. The
analysis for discrete-time systems is analogous and can
be obtained using a similar procedure. Since the stabil-
ity region of continuous-time systems is the open left-half
complex plane, we have the following definition of the SR.
Definition 1. (Sparse stability radius) The stability
radius of the continuous-time system (1) is given by
rC , inf {‖∆‖F : α(A(∆)) ≥ 0, ∆ ∈∆S ⊂ Rm×p}, (5)
where A(∆) = A+B∆C and ∆S denotes the set of sparse
perturbations characterized by the structure matrix S (see
(3)). 
We make the following assumption regarding the sta-
bility of the nominal system (1).
A1: The matrix A is stable, i.e., α(A) < 0.
Assumption A1 ensures that the SR is strictly greater
than zero. Since the eigenvalues of A(∆) are a continu-
ous function of ∆, the infimum in (5) is achieved on the
imaginary axis of the complex plane [1]. Thus, we have
rC = min {‖∆‖F : α(A(∆)) = 0, ∆ ∈∆S}. (6)
This motivates the reformulation of the sparse SR prob-
lem as the following optimization problem:
SR: min
∆∈Rm×p, x∈Cn, ω∈R
1
2
||∆||2F (7)
s.t. (A+B∆C)x = jωx, (7a)
xHx = 1, (7b)
Sc ◦∆ = 0, (7c)
where the eigenvalue-eigenvector constraint (7a) is a re-
formulation of the spectral constraint in (6) in terms of
an eigenvector-eigenvalue pair (x, jω). The normalization
constraint (7b) is added to ensure uniqueness of the eigen-
vector. The sparsity constraint (7c) is a reformulation of
∆ ∈∆S (c.f. (3)).
Several remarks are in order for the optimization prob-
lem SR. First, the eigenvalue-eigenvector constraint (7a)
is not convex. As a result, the optimization problem SR is
not convex, and it may have multiple local minima. This is
a typical property of all 2-norm/F -norm, complex/real SR
problems, as well as most other minimum distance prob-
lems [25].
Second, besides assigning an eigenvalue(s) on the imag-
inary axis, the equality constraint in (6) also requires the
remaining eigenvalues of A(∆) to lie in the open left-half
complex plane. However, we have omitted this constraint
in SR because it will be inherently satisfied by the global
minimum of SR due to (i) Assumption A1, (ii) the con-
tinuity properties of the eigenvalues of A(∆), and (iii) the
definition of SR in (6). However, a local minimum of SR
need not satisfy this constraint necessarily. Thus, all the
local minima ∆ˆ of SR should be verified against the con-
straint α(A(∆ˆ)) = 0 (see Section 5 for an example).
Third, it may be possible that SR is non-feasible and
there does not exist any ∆ that satisfies constraints (7a)-
(7c).1 Such non-feasible cases are universally robust in the
sense that no perturbation with the given sparsity struc-
ture can make the system unstable, and thus rC =∞. To
avoid such cases, we make the following assumption:
A2: SR is feasible, i.e., there exists at least one pertur-
bation ∆ that satisfies (7a)-(7c).
Finally, since A(∆) is real, its eigenvalues are symmet-
ric with respect to the real axis. Hence, if (∆ˆ, ωˆ, xˆ) is a
local minima of (7), then (∆ˆ,−ωˆ, xˆ∗) is also a local min-
ima.
1A trivial example is: A =
[
−1 2
0 −2
]
, B = C = I2 and S =
[
0 1
0 0
]
.
In this case, since only A12 is allowed to be perturbed, the eigenvalues
of A(∆) will always be {−1,−2} and cannot lie on the imaginary
axis.
3
3. Solution to the optimization problem
In this section we present the optimality conditions for
the local solutions of the optimization problem SR, and
characterize an optimal perturbation. We use the theory
of Lagrange multipliers for equality-constrained minimiza-
tion to derive the optimality conditions. We begin with a
remark on the formalism involving complex variables.
Remark 1. (Complex variables) The eigenvalue-eigen-
vector constraint in (7a) is a complex-valued constraint
and it also induces the following conjugate constraint:
(A+B∆C)x∗ = −jωx∗. (8)
We use the formalism wherein a complex number and its
conjugate are treated as independent variables [26, 27] and,
thus, we treat x and x∗ as independent variables. 
In the theory of equality-constrained optimization, the
first-order optimality conditions are meaningful only when
the optimal point satisfies the following regularity condi-
tion: the Jacobian of the constraints, defined by Jb, is full
rank. This regularity condition is mild and usually satis-
fied for most classes of problems [28]. Before presenting
the main result, we derive the Jacobian and state the reg-
ularity condition for SR. The derivation of the Jacobian
requires the vectorization of the sparsity constraint (7c).
Let δ , vec(∆) ∈ Rmp and let ns denote the number of
non-trivial sparsity constraints (i.e. number of 1’s in Sc).
Then, (7c) can be vectorized as:
Sδ = 0, (9)
where S ∈ {0, 1}ns×mp is a binary matrix given by S =
[es1 , es2 , · · · , esns ]T with {s1, · · · , sns} = supp(vec(Sc)) be-
ing the set of indices indicating the 1’s in vec(Sc) and ei
being the ith standard basis vector of Rmp.
Recalling Remark 1, let z , [xT, xH, δT, ω]T be the vector
containing all the variables of optimization problem SR.
Lemma 3.1. (Jacobian of the constraints) The Jaco-
bian of the equality constraints (7a),(7b), (8), (9) is given
by
Jb(z)=

A(∆)− jωI 0 (Cx)T⊗B −jx
0 A(∆) + jωI (Cx∗)T⊗B jx∗
xH xT 0 0
0 0 S 0
.
Proof. We construct the Jacobian Jb by taking the deriva-
tives of the constraints (7a), (7b), (8) and (9) with respect
to z. Using P.3, constraint (7a) can be written as
(A− jωI)x+ [(Cx)T ⊗B]δ = 0. (10)
Differentiating (7a) w.r.t. x, ω and (10) w.r.t δ yields the
first (block) row of Jb. Similar derivatives of the conjugate
constraint (8) w.r.t. z yields the second (block) row of Jb.
Differentiating constraint (7b) w.r.t. x and x∗ yields the
third (block) row of Jb. Finally, differentiating (9) w.r.t.
z yields the last (block) row of Jb. 
Next, we provide the local optimality conditions for the
optimization problem SR.
Theorem 3.2. (Optimality conditions) Let (∆ˆ, xˆ, ωˆ)
(equivalently zˆ = [xˆT, xˆH, δˆT, ωˆ]T) satisfy the constraints
(7a)-(7c). Then, (∆ˆ, xˆ, ωˆ) is a local minimum of the opti-
mization problem SR if and only if
∆ˆ = −S ◦
[
BTRe(lˆxˆT)CT
]
, (11a)
where xˆ and lˆ are the right and left eigenvectors of A(∆ˆ),
respectively, and satisfy
(A+B∆ˆC)xˆ = jωˆxˆ, (11b)
(A+B∆ˆC)T lˆ = jωˆlˆ and, (11c)
Im(lˆTxˆ) = 0, (11d)
Jb(zˆ) is full rank, (11e)
P (zˆ)DˆP (zˆ) > 0, (11f)
where Dˆ is the Hessian defined as
Dˆ ,

0 0 ˆ˜LH jlˆ∗
0 0 ˆ˜LT −jlˆ
ˆ˜L ˆ˜L∗ 2I 0
−jlˆT jlˆH 0 0
 , (12)
with ˆ˜L , C ⊗ (BT lˆ), and P (z) is the projection matrix of
Jb(z) given by P (z) = I − J+b (z)Jb(z).
Proof. We prove the result using the Lagrange multi-
plier method for equality-constrained minimization. Let
l ∈ Cn, l∗, h ∈ R and M ∈ Rm×p be the Lagrange multi-
pliers associated with constraints (7a), (8), (7b) and (7c),
respectively. The Lagrangian function for the optimization
problem SR is given by
L P.1= 1
2
tr(∆T∆) +
1
2
lT(A+B∆C − jωI)x
+
1
2
lH(A+B∆C + jωI)x∗ + h(xHx− 1)
+ 1Tm[M ◦ (Sc ◦∆)]1p︸ ︷︷ ︸
=tr[(M◦Sc)T∆]
.
Next, we derive the first-order necessary conditions for a
stationary point of SR. Differentiating L w.r.t. x and
setting to 0, we get
d
dx
L P.7= 1
2
(A+B∆C − jωI)Tl + x∗h = 0. (13)
Pre-multiplying (13) by xT, we get
1
2
xT(A+B∆C − jωI)Tl + xTx∗h = 0,
(7a),(7b)
=⇒ h = 0,
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and thus, from (13), we get (11c). Equation (11b) is a
restatement of (7a) for the optimal (∆ˆ, xˆ, ωˆ).
Differentiating L w.r.t. ∆ and setting to 0, we get
d
d∆
L P.7= ∆ + Re(BTlxTCT) +M ◦ Sc = 0. (14)
Taking the Hadamard product of (14) with Sc and using
(7c) and the fact Sc ◦ Sc = Sc, we get
Sc ◦ Re(BTlxTCT) +M ◦ Sc = 0. (15)
Replacing M ◦ Sc from (15) in (14), we get (11a) since B
and C are real.
Finally, differentiating L w.r.t. ω and setting to 0, we
get
d
dω
L = 1
2
jlHx∗ − 1
2
jlTx = Im(lTx) = 0.
Equation (11e) is the necessary regularity condition and
follows from Lemma 3.1.
Next, we derive the second-order sufficient condition
for a local minimum by calculating the Hessian of L w.r.t.
z. Taking the differential of L twice, we get
d2L = tr((d∆)Td∆) + lTBd∆Cdx− j(dω)lTdx
+ lHBd∆Cdx∗ + j(dω)lHdx∗ + 2h(dx)Hdx
P.1,h=0
= (dδ)Tdδ + vecT(CT(d∆)TBTl)dx− j(dω)lTdx
+ vecT(CT(d∆)TBTl∗)dx∗ + j(dω)lHdx∗
P.2,P.4
= (dδ)Tdδ + (dδ)TL˜dx− j(dω)lTdx
+ (dδ)TL˜∗dx∗ + j(dω)lHdx∗
=
1
2
[(dx)H, (dx)T, (dδ)T, dω]D

dx
dx∗
dδ
dω
 ,
where D is the Hessian (c.f. P.8) defined in (12). The suf-
ficient second-order optimality condition for the optimiza-
tion problem requires the Hessian to be positive-definite in
the kernel of the Jacobian at the optimal point [28]. That
is, yTDy > 0, ∀y : Jb(z)y = 0. This condition is equiv-
alent to PT(z)DP (z) > 0, since Jb(z)y = 0 if and only
if y = P (z)s for a complex s [28]. Since the projection
matrix P (z) is symmetric, (11f) follows, and the proof is
complete. 
The local optimality conditions in Theorem 3.2 reveal
the inherent properties of an optimal perturbation and
the stability radius. First, (11a) presents the explicit re-
lations between the optimal perturbation ∆ˆ and left and
right eigenvectors of the optimally perturbed matrix A(∆ˆ).
Second, (11d) shows that the inner product of the left-
conjugate and right eigenvectors of the optimal perturba-
tion is always real. Third, notice that the optimal pertur-
bation in (11a) always satisfies the sparsity constraint (7c)
(since S ◦ Sc = 0).
The optimality condition (11a) can also be re-written
as ∆ˆ = −S ◦ [BTLˆXˆTCT], where Lˆ , [Re(lˆ),−Im(lˆ)] and
Xˆ , [Re(xˆ), Im(xˆ)]. This shows that, although
rank(BTLˆXˆTCT) ≤ 2, the rank of ∆ˆ can be greater than 2.
In contrast, the optimal perturbation for real, non-sparse,
2-norm/F -norm SR always has rank less that or equal to
2 [12].
Remark 2. (Eigenvector normalization constraints)
From the proof of Theorem 3.2, we observe that the La-
grange multiplier h associated with the eigenvector nor-
malization constraint (7b) is zero. This implies that these
constraints are redundant. Further, observe from (11a)
that any pair of left and right eigenvectors {lˆ/β, xˆβ} with
β ∈ C\{0}, will result in the same perturbation matrix
∆ˆ. We can always choose a suitable β to normalize xˆ,
and thus, we ignore these eigenvector normalization con-
straints in the remainder of the paper. 
The solution of the optimization problem SR can be
obtained by numerically/iteratively solving the optimality
equations (11a)-(11d) using any non-linear equation solv-
ing technique. The regularity and local minimum prop-
erty of the solution can be verified using (11e) and (11f),
respectively. Finally, the local minima should be verified
against α(A(∆ˆ)) = 0. Since the optimization problem is
not convex, only local minima can be obtained via this
procedure. To improve upon the local solutions and to
capture the global minimum, the above procedure can be
repeated for several different initial conditions. Clearly,
finding the global minimum is not guaranteed in all cases.
In this case, the procedure provides an upper bound to the
SR.
In this paper, instead of solving the optimality equa-
tions, we use a penalty based approach using gradient de-
scent to obtain the local solutions. Details of this approach
and the corresponding algorithm are provided in the next
section.
4. Gradient based solution algorithm
In this section, we present an iterative gradient based
algorithm to obtain a local solution to the optimization
problem SR. We use the penalty based optimization ap-
proach and the Sylvester equation based parametrization
to convert the constrained optimization problem (7) into
an unconstrained optimization problem. Note that we ig-
nore the eigenvector normalization constraints (7b) (c.f.
Remark 2) hereafter.
We begin by reformulating (7a) as a purely real con-
straint. Let X , [Re(x), Im(x)] ∈ Rn×2. Then, (7a) is
equivalent to
(A+B∆C)X = ωXI¯, (16)
where I¯ ,
[
0 1−1 0
]
. Next, we use the Sylvester equation
based parametrization [29] and define G , ∆CX ∈ Rm×2.
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It follows that (16) is equivalent to
AX − ωXI¯ = −BG, (17a)
G = ∆CX. (17b)
Note that (17a) is a Sylvester equation in X. Due to As-
sumption A1, Γ(A) ∩ Γ(−ωI¯) = ∅ and, thus, (17a) has a
unique solution for any given (G,ω). Further, for any G,
(17b) has a solution if CX ∈ Rp×2 is rank two. Thus, we
make the following assumption.
A3: For a given (G,ω), CX is full column rank,2 where
X is the unique solution of (17a).
Under Assumption A3, we can solve (17b) to obtain
∆, which, in general, may not be unique. Since we wish
to minimize the norm of the perturbation, we choose the
unique minimum norm solution of (17b), which is given by
∆ = G(CX)+. To summarize, using the Sylvester equa-
tion based parametrization, we can freely vary (G,ω) (un-
der Assumption A3) and compute the corresponding X
using (17a) and ∆ = G(CX)+.
Next, we use the penalty based optimization approach
[28] and modify the cost function to include a penalty when
the sparsity constraints are violated. The penalty is im-
posed by weighing individual entries of the perturbation
using a weighing matrix W ∈ Rm×p given by
Wij =
{
1 if Sij = 1, and
w 1 if Sij = 0.
Using the weighing matrix W , the modified cost becomes
JW =
1
2
||W ◦∆||2F
(a)
=
1
2
||∆||2F +
1
2
(w2 − 1)||Sc ◦∆||2F ,
where (a) follows from (i) W = 1m×p + (w − 1)Sc and
(ii) tr(∆T(Sc ◦ ∆)) = tr((Sc ◦ ∆)T(Sc ◦ ∆)). Using the
penalized cost and Sylvester equation based parametriza-
tion, the constrained optimization problem (7) can be re-
formulated as as the following unconstrained optimization
problem in variables G,ω:
min
G∈Rm×2, ω∈R
JW =
1
2
||W ◦∆||2F (18)
s.t. AX − ωXI¯ = −BG, (18a)
∆ = G(CX)+. (18b)
We aim to solve the unconstrained problem (18) using
a gradient descent approach. The next result provides ana-
lytical expressions for the gradient and Hessian of the cost
in (18). Let g , vec(G) ∈ R2m, xv = vec(X) ∈ R2n, and
let the free variables of (18) be denoted by z¯ , [gT, ω]T.
Lemma 4.1. (Gradient and Hessian) The gradient and
2This requires p ≥ 2.
Hessian of the cost JW in (18) are given by
dJW
dz¯
=
[
X˜+(I + ∆˜A˜(ω)−1B˜) X˜+∆˜A˜(ω)−1I˜xv
]T︸ ︷︷ ︸
, Z(∆, X, ω)
W¯ δ,
(19)
d2J
d2z¯
, H(∆, X, ω) = ZW¯ZT+M+MT, where (20)
X˜ = ((CX)T ⊗ I), B˜ = I ⊗B, ∆˜ = I ⊗ (∆C),
I˜ = I¯ ⊗ I, A˜(ω) = I ⊗A+ ω(I¯ ⊗ I),
e2m+1 =[0, · · · , 0, 1]T∈ R2m+1, W¯ , diag(vec(W ◦W )),
M=
[
B˜ I˜xv
]T
A˜(ω)−T
[
((CX)+(W ◦W ◦∆)T⊗CT)Tm,pZT
− I˜TA˜(ω)−T∆˜T(X˜+)TW¯ δeT2m+1
]
.
Proof. Taking differential of (18a), we get
AdX − ωdXI¯ − dωXI¯ = −BdG. (21)
Vectorizing (21) using P.2, and using I¯T = −I¯, we get
(I ⊗A)dxv + ω(I¯ ⊗ I)dxv + (I¯ ⊗ I)xvdω = −(I ⊗B)dg
⇒ dxv = −A˜−1(ω)(B˜dg + (I¯ ⊗ I)xvdω)
= − A˜(ω)−1 [B˜ I˜xv]︸ ︷︷ ︸
, Y
[
dg
dω
]︸ ︷︷ ︸
dz¯
. (22)
Taking the differential of (17b) and vectorizing yields
d∆CX + ∆CdX = dG (23)
P.2⇒ X˜dδ = dg − ∆˜dxv
⇒ dδ = X˜+(dg − ∆˜dxv) (22)= ZT(∆, X, ω)dz¯. (24)
Now JW
P.1,P.6
= 12 (vec(W ) ◦ δ)T(vec(W ) ◦ δ) = 12δTW¯ δ.
Thus, dJW = δ
TW¯ (dδ). Using (24) and P.8, we get the
gradient in (19).
Next we derive the Hessian of JW . Taking the differ-
ential of dJW = δ
TW¯ (dδ), we get
d2JW = (dδ)
TW¯ (dδ) + (d2δ)TW¯ δ. (25)
Since G and ω are free variables, their second order differ-
entials d2G and d2ω are zero [24]. Taking the differential
of (21) and vectorizing, we have
Ad2X − ωd2XI¯ − 2dωdXI¯ = 0
P.2⇒ d2xv = −2dωA˜−1(ω)I˜dxv (22)= 2dωA˜−1(ω)I˜Y dz¯. (26)
Taking the differential of (23) and vectorizing yields
d2∆CX + ∆Cd2X + 2d∆CdX = 0
P.2⇒ X˜d2δ + ∆˜d2xv + 2(I ⊗ d∆C)dxv = 0
(22),(26)⇒ d2δ = 2X˜+[(I ⊗ d∆C)− dω∆˜A˜(ω)−1I˜]Y dz¯
⇒ (d2δ)TW¯ δ = 2dz¯TY T(I ⊗ (d∆C)T)(X˜+)TW¯ δ
− 2dz¯TY TI˜TA˜(ω)−T∆˜T(X˜+)TW¯ δdω. (27)
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From the first term on right side of (27), we have
(I ⊗ (d∆C)T)(X˜+)TW¯ δ
P.4,P.5
= (I ⊗ (d∆C)T)((CX)+ ⊗ I)W¯ δ
P.5
= ((CX)+ ⊗ (d∆C)T)W¯ δ
(a)
= vec(CT(d∆)T(W ◦W ◦∆)((CX)+)T)
P.3,P.9
= ((CX)+(W ◦W ◦∆)T ⊗ CT)Tm,pdδ
(24)
= ((CX)+(W ◦W ◦∆)T⊗CT)Tm,pZT(∆, X, ω)dz¯, (28)
where (a) follows from P.3 and the relation vec(W ◦W ◦
∆) = W¯ δ. Substituting (28) and dω = eT2m+1dz¯ in (27),
we get
(d2δ)TW¯ δ = 2dz¯TMdz¯ = dz¯T(M +MT)dz¯. (29)
Substituting (29) and (24) in (25), we get
d2JW = dz¯
T(ZW¯ZT +M +MT)dz¯. (30)
Using (30) and P.8, we get the Hessian in (20). 
Using Lemma 4.1, we present a gradient/Newton de-
scent Algorithm 1 to solve the optimization problem (18).
Steps 2 and 3 of Algorithm 1 represent gradient and damped
Algorithm 1: Gradient/Newton descent for SR
Input: A,B,C,W, g0, ω0.
Output: Local minima (∆, X, ω) of (18).
Initialize:
z¯0 =
[
g0
ω0
]
,x0 ← −A˜(ω0)−1B˜g0, δ0 ← X˜+0 g0
repeat
1 β ← Update step size (see below);
2 z¯ ← z¯ − βZ(∆, X, ω)W¯ δ or ;
3 z¯ ← z¯ − β[H(∆, X, ω) + V ]−1Z(∆, X, ω)W¯ δ;
4 x← −A˜(ω)−1B˜g ;
5 δ ← X˜+g ;
until convergence;
return (∆, X, ω)
Newton descent steps, respectively. In the Newton descent
step, the Hessian H(∆, X, ω) is required to be positive-
definite. To satisfy this property, we add the term V =
I −M −MT to the Hessian with 0 <   1 [28]. Fur-
ther, the step size β can be updated using backtracking
line search or Armijo’s rule [28]. In general, the Newton
descent converges faster as compared to gradient descent.
For a detailed discussion of the two algorithms, the in-
terested reader is referred to [28]. Further, steps 4 and 5
are obtained by vectorizing (18a) and (18b), respectively.
The computational effort in each iteration of Algorithm
1 mainly results from computing the pseudoinverse of X˜,
and the inverses of A˜(ω) and H(∆, X, ω) + V . Finally, if
Assumption A3 is not satisfied in any iteration of Algo-
rithm 1, (i.e., CX is not full column rank), then we can
slightly modify (g, ω) to ensure that A3 is satisfied and
continue the iterations.
Remark 3. (Optimality at ωˆ = 0) Algorithm 1 is ini-
tialized at some ω0 and it updates ω at each step, eventu-
ally converging to a locally optimal ωˆ. The perturbation ∆
computed at each iteration of algorithm assigns two eigen-
values of A(∆) at ±jω. As a consequence, in cases where
ωˆ = 0 is a local minima of (18), the algorithm converges
to a perturbation ∆ˆ such that A(∆ˆ) has eigenvalue 0 with
multiplicity two. Clearly, this is not the optimal solution
since instability results from at least one (and not neces-
sarily two) eigenvalue of A(∆ˆ) being at the origin. To
address this special case (ωˆ = 0), we can use the following
eigenvalue assignment equation instead of (16)
(A+B∆C)x = 0,
where x ∈ Rn, and develop an algorithm (analogous to Al-
gorithm 1) using a similar Sylvester equation based parame-
trization method. 
Remark 4. (Choice of weights) As the weight w in-
creases, an optimal solution of (18) satisfies the sparsity
constraints (7c) with increasing accuracy. However, an
increase in the weights also reduces the convergence speed
of Algorithm 1. Thus, there exists a trade-off between the
accuracy of the sparse solutions and the convergence time
of the algorithm. Convergence theory of gradient/Newton
descent and the penalty based method is well established
[28], and therefore, is not the primary focus of this paper.

5. Simulation Studies
In this section, we present numerical simulation stud-
ies of our algorithm. To begin, we consider the following
example from [12]:
A =

79 20 −30 −20
−41 −12 17 13
167 40 −60 −38
33.5 9 −14.5 −11
, B =

0.2190 0.9347
0.0470 0.3835
0.6789 0.5194
0.6793 0.8310
,
C =
[
0.0346 0.5297 0.0077 0.0668
0.0535 0.6711 0.3848 0.4175
]
.
The eigenvalues of A are {−1± j,−1± 10j}. We consider
two cases:
Case 1: No sparsity constraints, i.e., S = [ 1 11 1 ],
Case 2: Only the diagonal entries of ∆ are allowed to be
perturbed, i.e., S = [ 1 00 1 ].
The weight in the weighing matrix W is chosen as
w = 100. Table 1 shows the local minima of optimization
problem (7) obtained by Algorithm 1 for both the cases.
The first local minimum is also the global minimum for
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both the cases. Note that the second local minimum for
case 1 satisfies α(A(∆ˆ(2))) = 0, whereas the second local
minimum for case 2 does not satisfy this constraint (c.f.
discussion after (7c)). Thus, it is not a valid local mini-
mum.
Next, we illustrate the relation between the local min-
ima of our optimization problem and the geometry of the
spectral value sets. Spectral value set captures the region
in which all possible eigenvalues of the perturbed system
can lie, and for η ≥ 0, is defined as:
Sη , {Γ(A+B∆C) : ||∆||F ≤ η,∆ ∈∆S}.
Figure 1 shows the spectral value sets in the complex plane
corresponding to the local minima in Table 1. We observe
that the local minima are precisely the cases when the lo-
cally right-most points of the spectral value sets3 intersect
with the imaginary axis.
Table 1: Minima obtained via Algorithm 1
Case 1 Case 2
∆ˆ1 =
[−0.0332 −0.0717
0.1975 0.4700
]
∆ˆ1 =
[−0.0418 0.0000
0.0000 0.5638
]
rC = ||∆ˆ1||F = 0.5159 rC = ||∆ˆ1||F = 0.5653
ωˆ1 = 1.3753 ωˆ1 = 1.3365
xˆ1 =

0.1340− 0.0022j
0.3692 + 0.0456j
0.7733 + 0.2579j
−0.2504− 0.3411j
 xˆ1 =

0.0905− 0.0971j
0.2152− 0.3108j
0.3295− 0.7459j
0.0799 + 0.4099j

lˆ1 =

−1.3796 + 0.4056j
−0.5825− 0.1855j
0.4576− 0.1326j
0.2771− 0.4659j
 lˆ1 =

−0.7660− 1.5362j
−0.6177− 0.3611j
0.2590 + 0.5098j
−0.1785 + 0.6099j

∆ˆ2 =
[
0.1841 0.5173
−0.8050 −0.4151
]
∆ˆ2 =
[
4.8818 0.0000
0.0000 −0.8898
]
||∆ˆ2||F = 1.0592 ||∆ˆ2||F = 4.9622
ωˆ2 = 10.8758 ωˆ2 = 11.0790
xˆ2 =

0.2032 + 0.3252j
0.0505− 0.2331j
0.7184 + 0.4695j
−0.0532 + 0.2381j
 xˆ2 =

−0.1927− 0.3320j
0.2084 + 0.0795j
−0.0770− 0.8566j
−0.2483− 0.0397j

lˆ2 =

8.4752 + 9.7446j
1.8464 + 2.4744j
−3.6880− 3.0693j
−2.4960− 1.8877j
 lˆ2 =

435.71 + 76.99j
112.50− 0.98j
−153.99− 56.91j
95.93− 42.90j

Figure 2 presents a sample run of Algorithm 1 for the
case 2 of the above example. It is initialized with ω0 = 2.5
and g0 = [1.0582, 0.4363, 1.4115,−0.0146]T and takes 24
3Sη for this example was visualized by performing an exhaustive
search over ∆ =
[
∆11 0
0 ∆22
]
such that ∆211 + ∆
2
22 ≤ η2, and plotting
Γ(A(∆)).
(a) η = 0.5159 (b) η = 1.0592
(c) η = 0.5653 (d) η = 4.9622
Figure 1: The spectral value sets corresponding to the local min-
ima in Table 1. Figures (a)-(b) correspond to Case 1, and (c)-(d)
correspond to Case 2.
iterations to converge to the global minimum using the
Newton descent steps. Figure 2 shows the penalized cost
(scaled), spectral abscissa of the perturbed matrix A(∆),
and ω at each iteration. Observe that, at the start of
the algorithm, α(A(∆)) > 0 indicating that A(∆) has two
eigenvalues in the right-half complex plane (the other two
are at ±jω). As the iterations progress, these unstable
eigenvalues move towards the left-half plane and, at the
global minimum, all eigenvalues are in the closed left-half
plane (c.f. discussion after (7c)). Further, the optimiza-
tion cost decreases monotonically during the iterations.
0 5 10 15 20 25
Iteration number
0
1
2
3
4
Figure 2: A sample iteration run of Algorithm 1.
Next, we present a comparison of the global minima
obtained by Algorithm 1 for different penalty weights. Ta-
ble 2 shows the global minima for three values of weight
w. Further, Figure 3 shows the sparsity error E , ||∆ −
S ◦ ∆||F and the norm of the optimal perturbation as a
function of the weight w. Observe that, as the weight w
increases, the sparsity error decreases and the optimal per-
turbations become more sparse. Furthermore, the norm of
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the optimal perturbations increases with w, since a larger
weight implies a tighter constraint on the perturbation en-
tries.
Table 2: Approximately-sparse Solutions
w ∆ˆ ||∆ˆ||F ωˆ
5
[−0.0414 −0.0036
0.0095 0.5593
]
0.5609 1.3385
10
[−0.0417 −0.0009
0.0024 0.5627
]
0.5642 1.3370
20
[−0.0418 −0.0002
0.0006 0.5635
]
0.5651 1.3367
5 10 15 20
-8
-6
-4
-2
0
(a)
5 10 15 20
0.5
0.52
0.54
0.56
0.58
(b)
Figure 3: Variation of (a) sparsity error log(E), and (b) norm of the
optimal perturbation ∆ˆ, as a function of weight w.
Finally, we illustrate that our sparse SR framework
provides structural insights into the stability of dynam-
ical networks. We consider symmetric line and circular
networks as shown in Figure 4, where the nodes represent
the scalar states and the edges represent the non-zero cou-
plings. All self loops have weight −2.5 and all inter-node
edges have weight 1. The state matrix A can be easily
constructed using these weights and it is stable.
We are interested in identifying the edge(s) that are
most critical for the stability of the network. This can be
characterized by assigning a sparsity pattern correspond-
ing to a subset of edges that are perturbed, and computing
the sparse SR using the developed framework. Then, the
most critical edge set is the one which results in the least
SR. For the line network, we allow only a singe edge to be
perturbed. It implies that only one entry of ∆ is allowed
1 2 3 4 5 6 7
1
1
 2.5
(a) Line network
1
2
45
7
1
1
 2.5
36
(b) Circular network
Figure 4: Two symmetric networks. The bold edge(s) is/are most
critical and result in the smallest sparse SR.
to be perturbed. For the circular network, we allow for
two inter-node edges to be perturbed (self loop edges are
fixed). This implies that only two non-diagonal entries of
∆ are allowed to be perturbed. We set B = C = I for
both the networks.
For the line network, we observe that the most critical
edge is the self loop of the node in the center of the line
(node 4).4 The SR corresponding to this edge is 1.5118.
For the circular network, the two most critical inter-node
edges are the edges between any two neighboring nodes.
The optimal perturbations for the two edges are 0.9724
and 0.9814 (in any order) and the corresponding SR is
1.3816. Due to the circular symmetry, there exist 7 pairs
of critical edges in the network. These examples highlight
that our sparse SR framework is useful in studying the
robust stability of sparse networks, which was not possible
using the previous non-sparse SR theory.
6. Conclusion
In this paper we study the real, sparse, F -norm sta-
bility radius of a linear time-invariant system, which mea-
sures its ability to maintain stability in the presence of
structured additive perturbations. We formulate the sta-
bility radius problem as an equality-constrained minimiza-
tion problem, and characterize its optimality conditions.
These conditions reveal important geometric properties of
the stability radius and the associated perturbation, and
allow us to design a penalty based Newton descent algo-
rithm that provably converges to locally optimal values of
4If there is an even number of nodes, then there are two most
critical edges corresponding to the self loops of the two center nodes.
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the stability radius and the associated perturbation. Us-
ing the Frobenius norm to measure the size of perturba-
tions is not only convenient for the analysis, but it also
provides selective information regarding which system en-
tries have a greater effect on system stability. Further,
imposing an arbitrary sparsity pattern to the perturba-
tion becomes crucial when studying the stability radius of
network systems and, more generally, systems where only
a subset of the entries can be perturbed. Numerical ex-
amples are shown to highlight the utility of our framework
for characterizing structural fragility of networks.
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