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We consider a family of order-preserving contractions on a complete metric space 
equipped with a compatible, complete partial order. If an extremum (intimum or 
supremum) of the contractions exists as an order-preserving contraction, we show 
that the fixed point of the extremum contraction is less than or equal to the 
extremum of the fixed points of the individual contractions. We also give reasonable 
sufficient conditions for equality to hold. Given suitable starting points in the 
metric space, we show that the tixed point of the extremum can be monotonically 
approximated from above and below, thus yielding an algorithm for approximating 
this fixed point within a prescribed tolerance. We conclude by showing how our 
results may be applied to Markov decision models and families of integral equa- 
tions. 1 1990 Academic Press. Inc. 
1. INTRODUCTION 
Suppose we have a complete metric space which is also equipped with a 
compatible, complete partial order, so that the set of transformations on 
the space inherits a partial order defined pointwise. Suppose also that we 
have an arbitrary family of (order-preserving) contractions on the space 
whose extremum (inlimum or supremum) exists and is also a contraction. 
By the Contraction Mapping Theorem, each transformation, including the 
extremum, has a unique fixed point in the metric space. The questions we 
consider here are: (1) How does the fixed point of the extremum compare 
with the fixed points of the individual transformations? (2) In particular, 
when is the fixed point of the extremum equal to the (corresponding) 
extremum of the individual fixed points? (3) When is it possible to 
monotonically approximate the fixed point of the extremum from above 
and/or below relative to the underlying order? 
In response to these questions, under our assumptions, we show that the 
fixed point of the extremum is always a lower bound for the individual 
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fixed points, Under reasonable additional conditions, the fixed point of the 
extremum is shown to be equal to the extremum of the individual fixed 
points. We also give reasonable sufficient conditions for monotonic 
approximation of the extremum fixed point from above and below. When 
this can be done simultaneously, the extremum fixed point is trapped 
between the approximating sequences, thus giving a measure of proximity 
of each approximation to this point, Finally, we apply our results to the 
context of Markov decision models and Fredholm integral equations. All 
our results are stated in terms of suprema as well as inlima, but are proved 
only for the case of infima. 
There are many fixed point theorems which one may elect to use, 
thereby dictating the underlying context. (See [12] for an extensive, but 
incomplete survey.) For example, in the context of Markov decision 
models, J. F. Shapiro [ 111 has used Brouwer’s fixed point theorem, while 
U. D. Holzbauer [7] has used Birkhoff’s fixed point theorem. However, the 
one most commonly used in this context is the Contraction Mapping 
Theorem (see, for example, [ 1, 3, 91). This, together with the questions we 
have asked, has determined the general context we have chosen, as well as 
the assumptions we have made. In particular, this work was originally 
motivated by the papers of E. V. Denardo [3] and I. B. Gertsbakh [S]. 
In Section 2 we establish the required compatibility between the metric 
and order structures, and show that many familiar spaces have the required 
properties. In Section 3 we discuss the existence of extrema of transforma- 
tions of the underlying space and give sufficient conditions for such to be 
contractions. Our main results are in Section 4, where we show that the 
fixed point of the inlimum (resp. supremum) is always a lower (resp. upper) 
bound for the individual fixed points and is equal to the inlimum (resp. 
supremum) of these under certain additional closure assumptions. We also 
show that the extremum fixed point is approximable from above or below 
whenever there is a suitable starting point in the space for a familiar 
sequence of iterations. As noted above, two-sided approximation yields an 
algorithm for approximating the extremum fixed point within a prescribed 
tolerance. We conclude with applications of our results to Markov decision 
models and Fredholm integral equations in Sections 5 and 6, respectively. 
2. THE METRIC AND ORDER STRUCTURES 
Consider a triple (X, d, < ) where (X, d) is a metric space and (X, < ) is 
a partially ordered set. We will be interested in the following properties for 
(X, 4 <): 
CMS. (X, d) is a complete metric space. 
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CPO. < is a closed partial order on X; i.e., R = [(s, J’) E Xx X: 
.Y d .r} is closed in the product topology of Xx X. 
OPM. rl is an order-preserving metric; i.e., if I < J; J’ d 2, for 
.Y, JJ, z E X, then d(.u, y), d( J; 2) < d(x, I). 
DCL. (X, 6 ) is a Dedekind complete lattice; i.e., if Y is a subset of 
X which is bounded below (equivalently above) then inf, y (equivalently 
sup y ~3) exists in X. 
aDCL. (X, < ) is a countably Dedekind complete lattice; i.e., the 
same as DCL except that Y is assumed countable. 
MCO. d is a metric continuous order; i.e., if {-Y,~) is a non- 
increasing (resp. non-decreasing) net in X such that x,, + .Y, for some I E X, 
then x = inf, .Y, (resp. J = sup,, ?c,). 
aMC0. d is a countably metric continuous order, i.e., the same as 
MC0 except that {x,, ) is assumed to be a sequence. 
OCM. d is an order continuous metric; i.e., if { .Y,,) is a non- 
increasing (resp. nondecreasing) net in X such that inf,, x, (resp. sup,, .u,,) 
exists in X, then lim,, .x,, = inf,, .Y,, (resp. lim,, -Y,, = sup,, N,) relative to d. 
gOCM. d is a countably order continuous metric, i.e., the same as 
OCM except that I-u,, } is assumed to be a sequence. 
The previous properties are not entirely independent of each other. The 
next two results establish some relationships among them. 
PROPOSITION 2.1. Suppose (X, d, < ) has properties CPO and OPM. 
(i ) Zf (X, d, < ) has property oDCL, then it has property aMC0. 
(ii ) lf (X, d, 6 ) has property DCL, then it has property MCO. 
Prooj: (i) Suppose {x,} is a non-increasing sequence in X and 
d(x,, -u) + 0, for some .Y E X. First we show that 5 Q x,, all n. If not, then 
there exists m such that x 4 x,, i.e., (.u, .u,) I$ R. By property CPO, there 
exist open neighborhoods U, V of I, x,, respectively, in X such that 
Ux VG (Xx X)\R (set difference). Since d(x,, .\-) -+ 0, there exists k >, m 
sufficiently large such that .K,, E U, for all n 3 k. Then (.u,, .u,) E U x V, i.e., 
(x,, .u,) 4 R, so that x, < x,, for all n > k, which is a contradiction, since 
x,, <x,, for all n 3 m. Hence, x is a lower bound for all .Y,,. 
Since (X, d ) has property DDCL, inf, .Y,, exists in X, so that 
.Y 6 inf, xk d -‘c,,, all n. By property OPM, we have that 
0 G 4 -x, inf .Y~ ) G d( x, x,, ), all n, k 
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which implies that d(x, inf, xJ = 0, i.e., x = inf, xk. The analogous result 
for nondecreasing sequences is proved similarly. 
(ii) Assume {x,} is a non-increasing net in X and proceed as in (i). 
f’ROPOSITION 2.2. Suppose (X, d, d ) has properties OPM, oDCL, and 
aOCM. Then it has propert), OCM. 
Proof. Let {x,} be a non-increasing net in X with x = inf, x, an ele- 
ment of X. Suppose x, f* .Y. Then given E > 0, there exists a subsequence 
(.ynk} of {?r,} which . IS nonincreasing and satisfies d(x, xnk) >, E, for 
k = 1, 2, . . By property aDCL, y = inf, x,,~ exists in X and by property 
oOCM, x,, -+ 1: as k + co. But 
.u<y<s,,, k = 1, 20. . 
Hence, 
0 G 4.x, y) 6 d(x, xfik), k = 1, 2..., 
by property OPM, which implies that d(x, y) = 0, i.e., .Y = I?. This is a 
contradiction. The non-decreasing case is proved similarly. 
Given a lower (resp. upper) bound for a subset of X, when is it the 
infimum (resp. supremum) of the set? The next result to this question. 
PROPOSITION 2.3. Suppose (X, d, d ) has property OPM. Let Y be a 
subset of X and x a lower (resp. upper) boundfor Y in X. If Y is uncountable, 
suppose (X, d, d ) has property DCL; otherwise, assume it has propert? 
aDCL. If .Y E y, then .Y = inf r y (resp. sup y s,). 
Proof. By hypothesis, 2 = inf, y exists in X. Also, there exists a 
sequence { y,} in Y such that J,, + -Y, where x 6 z 6 y,, all n, necessarily. 
As in the proof of Proposition 2.2, we see that .Y = z. 
Before concluding this section, we consider some very important exam- 
ples of (X, d, < ) having all our properties. 
Let S be an arbitrary non-empty set and X = B(S) the set of bounded 
real-valued functions on S. For x, y in X define 
4x3 Y) = II-Y - yll x, = sup Ix(s) - y(s)1 
YES 
and 
x < I’- x(s) < y(s), s E s. 
284 CAHLON, GERTSBAKH, AND SCHOCHETMAN 
PROPOSITION 2.4. For d and d as above, we have: 
(i) B(S) has properties CMS, DCL, CPO, OPM, and MCO. 
(ii) B(S) has property OCM if’ and onlla if S is a finite set. !f’ S is 
infinite, then B(S) does not have property rrOCM. 
Proof Note that if S is intinite, then it contains I’ which is not g-order 
continuous [S, p. 71. 
Next suppose that S is a compact Hausdorff space and X= C(S), the set 
of continuous real-valued functions on S, with d and < as above. 
PROPOSITION 2.5. We have: 
(i) C(S) has properties CMS, CPO, OPM, and OCM. 
(ii) C(S) has propertJ1 aDCL if’and onI) f S is basically disconnected, 
i.e., the closure of every open F,-set in S is open. In this case, it also has 
propert?. oMC0. 
(iii) C(S) has property DCL IY and only if S is extremely disconnected, 
i.e., the closure qf every open set in S is open. In this case, it also propert?’ 
MCO. 
Proof: For (ii) and (iii), see [S, Prop. l.a.41. For the OCM property, 
see [6, p. 2051. 
Finally, suppose (S, .?Y, p) is a non-negative measure space, 1 d p < 1% 
and X= Lp(S, Z, ,u). For X, y E X, define 
4x Y) = I/x - -14, 
and 
for ,u-a.a. s E S. 
PROPOSITION 2.6. For this choice qf d and 6, we have: 
(i) Lp(S, C, p) has properties CMS, DCL, CPO, OPM, MCO, and 
OCM, for all 1 6 p < co. 
(ii) L”(S, .Z, p) has properties CMS, CPO, and OPM. If (S, .?I, p) is 
a a-finite measure space, then it also has property DCL and hence, propert? 
MCO. The spaces I’ and L” [0, 1 ] do not have property aOCM. 
Proqf: We verify properties CPO and OCM for the case 1 d p < co. 
The remainder of the proof is left to the reader. Also see [4, p. 3021. 
Suppose X, -+x and y,, -+ y in Lp(S, ,?J, p) with X, 6 y,, all n. To show 
x d y proceed as follows. By [6, 13.331 it follows that .Y,~ -+ x and y,{ --* 1 
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in measure. Passing to a subsequence twice if necessary, by [6, 11.261, we 
may assume in addition that x, --t x and y, + y p-a.e. on S. Thus, there 
exists a p-null set N that for all s E S\N, x,(s) Q y,(s), all n, and 
x,(s) -+x(s), y,(s) -+ y(s), as n + 00. From this it follows that x(s) < y(s), 
for all s E S\>N, i.e., x < ~1. Thus, property CPO is verified. 
To show property OCM, it suffices to show property aOCM by 
Proposition l.a.8 of [8]. But this follows immediately from the Lebesgue 
Dominated Convergence Theorem [6, p. 1721. 
Remark. All the previous examples are Banach lattices [8]. However, 
there exist examples which satisfy all our properties which are not Banach 
lattices. For example, consider a finite subset of the real numbers. 
3. EXTREMA OF CONTRACTIONS 
Throughout this section and the next, we assume that (X, d, 6 ) has 
properties CMS, aDCL, CPO, OPM, and hence MCO. 
Let 3(X) denote the set of all transformations of X into itself. For 
T, U E 3(X), define T$ U if Tx 6 Ux, for all x E X, with 
‘%= {(T, U)ES(X)XJ(X): T<U}. 
Then < is a closed relation in 3(X); i.e., % is closed in 3(X) x 3(X) 
relative to the topology of pointwise convergence (product topology). 
Moreover, (3(X), <) is a countably Dedekind complete lattice with 
supremum and inlimum given pointwise in X. If (X, 6 ) has property DCL, 
then so does (3(X), < ), i.e., it is Dedekind complete. 
If TE 3(X), then T is order-preserving if Tx < Ty whenever x 6 y in X. 
Recall that T in S(X) is a contraction if there exists 0 < c < 1 such that 
A fixed point for T is an element .K~ of X such that TX,= x,.. 
THEOREM 3.1 (Contraction Mapping Theorem [12] ). Zf Tin 3(X) is a 
contraction, then there exists a unique fixed point .Y~ in X for T. Moreover, 
if x is an element of X, then T”x + x T, as n -+ cc, where T” is the composi- 
tion of T with itself n times. 
Now suppose ( T,: is I} is a non-empty subset of J(X) which is bounded 
below (resp. above). Suppose also that T= inf, Ti (resp. T= sup,Ti) exists 
in 3(X). This will be the case of I is countable or (X, 6 ) has property 
DCL. If each Ti is order-preserving, then so is T. If each T, is a contrac- 
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tion, however, then T may not be. For the remainder of this paper we 
assume that T and the T, are monotonic contractions. The following result 
gives a sufficient condition for T to be a contraction in an important 
special case. 
PROPOSITION 3.2. Let X= B(S) with d and < as in Section 2. Suppose 
there exists c > 0 such that, .for each i E I, 
4 Tjx, T, y) < cd(x, y), x, J’ E x 
Then 
Thus, if c < 1, so that each T, is a contraction, then T is also a contraction. 
Proof This is proved as in [3]. 
A somewhat different sufficient condition is given by the following result. 
THEOREM 3.3. Suppose { T,: iE I} is a net in J(X) which is directed 
upward if T is the supremum, downward if T is the infimum. Suppose also 
that (X, d, d ) has property OCM (resp. aOCM if i T,: i E I} is a sequence). 
If there exists c as in Proposition 3.2, then the conclusions also hold. 
Proof. Assume (T,: ie I} is a downwardly directed net in -3(X), where 
T=inf,,, T,. If XEX, then { T,x: iEI) is downwardly directed with 
Tx = inf, E, T,x. By property OCM, it follows that limjE, T,x= T.Y. 
Now let I, y E X. Given E > 0, there exists i,: in I such that 
d( T, x, Tx) < 42 
and 
4 T, y, Ty) < 42, i > i,, 
Hence, 
d(Tx, Ty)dd(Tx, T,x)+d(T,x, T,y)+d(T,, Ty), 
< cd( x, y ) + E, ib i,. 
i E I, 
Since E is arbitrary, we have that 
4 T.K, Ty ) d cd(x, y ), 
which completes the proof. 
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In Section 6 we will give an analogous sufficient condition for the 
inlimum (resp. supremum) of a family of integral operators to be a contrac- 
tion. 
4. FIXED POINTS FOR EXTREMA 
We are now ready to see how the fixed point of an extremum compares 
with the extremum of the fixed points. Let xi denote the fixed point of T,, 
ie I, and let xy denote the fixed point of T. What can we say about xT 
versus inf, E, xi (resp. supit, x,)? In particular, when are they the same? 
The following responds to these questions. 
THEOREM 4.1. Suppose I is countable or (X, < ) has property DCL. 
Then : 
(i) The infimum (resp. supremum) qf the xi exists in X and 
-LTTinfi.,.vi (resp. sup,E,xi<.~7.). 
(ii) If-y, is in the closure of {.Y,: iEZ) in X, then .xT=inf,.,.\ri (resp. 
x7= SUp,E,Xi). 
(iii) Jf (X, d, < ) has property OCM and xT is in the closure of the set 
offinite igfima qf the xi, then x,=infjE,xi (resp. .‘cT=supiG,?ci). 
Proof: (i) We have 
.Y~= T.x.=inf T,.u,< T,x,, i E I. 
itl 
Since each T, is order-preserving, we also have that 
T,.u,d T;.u& . . . < Tyx,< . . . . 
Thus, { TCx,} converges upwards to x, (Theorem 3.1), so that -Y, = 
sup, Tyx, (Proposition 2.1). Consequently, x-I < -xi, i E Z. By hypothesis, 
inf,, , xi exists and ?r7. < inf,, , -xi. 
(ii) If xT is in the closure of {xi: iEZ}, then .u.=infjE,xi by 
Proposition 2.3. 
(iii) Suppose (X, d, <) has property OCM. Let Y denote the set of 
all finite infima of the elements of {xi: iE I}. Then Y is directed downward 
by set containment. Moreover, xT < y, y E Y. By hypothesis, inf, v exists in 
X. (Note that Y is countable if I is countable.) By property OCM, 
lim ,, -v = inf, y, where xT = inf, y by Proposition 2.3. It is not difficult to 
verify that inf ,, 4’ = inf;, , .Y,, so that .xT = inf, E, .Y, as required. 
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EXAMPLE 4.2. Consider the optimal replacement model studied by 
S. Ozekici in [lo]. We will show that the main result (Theorem 2.5) of this 
paper is an immediate consequence of our results. In what follows, all 
undefined notation will be as in [lo]. Let: 
X=B(S), where S=E,= {d,O, 1,2 ,... j. 
M= the set of {O, 1 }-valued functions r on S which satisfy r(d ) = 1. 
h,, h, = non-negative functions on E, defined as on p. 125 of [lo]. 
r,, r, = mappings from X into X defined as on p. 124 of [lo]. 
c( = discount factor, 0 < CY < I. 
We may easily verify that f,, and f, are order-preserving contractions. 
(This follows from the fact that 0 < c( < 1 and 0 < p,, 6 1, s E S.) 
For each r E M, define T, : x’ + X as follows : 
We may verify directly that each T, is a contraction; in fact, 
Moreover, each T, is order-preserving since I-, and f, are order- 
preserving. Let v, denote the unique fixed point of T, in X, rE M. As 
observed by Ozekici [lo], for each s E S, a,(s) is the (expected total 
discounted) cost associated with replacement policy r if the initial state of 
the system is s. The problem is to find the optimal replacement policy 
which minimizes cost. 
Now define T: X -+ X by 
TX(S) = inf T,x(s), s E s, I E x. 
rtni 
Then 
By Proposition 3.2, T is also a contraction, as well as order-preserving 
(since the T, are). Let ZI denote the unique fixed point of T, so that 
v(s) = TV(S) = ,$I, [h,(s) + T+(s)], s E s. 
By (i) of Theorem 4.1, u < a* = inf,, Al II,.. 
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For each SE S, let T*(S)E (0, 1 } be such that 
Arguing as on p. 126 of [lo], we may assume that r* E M. Consequently, 
which implies that o is the fixed point of T,,, i.e., o = P,.. However, this 
says that DE {a,: r E MJ, so that v = inf,.,,, u, by (ii) of Theorem 4.1. 
Therefore, 
u=u*=u rt = inf v,< v,, reM. 
rtM 
(Compare with pp. 125-126 of [lo].) In conclusion, we see that: 
(i) The minimum cost v* is the cost associated with some optimal 
policy r* as above. 
(ii) The minimum cost v* is also the unique fixed point ZI of the 
infimum T of the transformations T,, whose fixed points are the u,, r E M, 
where u* = inf V rtM I. 
EXAMPLE 4.3. Let X= B(S) as before. Suppose y E X and Z G X with 
y>O and 
O<z(s)dc< 1, z E z, SE s, 
so that 
For each ZEZ, define T,: X-+ Xby T,,u=z+ y, i.e., 
T,x(s) = z(s) x(s) + y(s), XGX, s E s. 
Then each T, is an order-preserving contraction with fixed point x= given 
by 
Y(S) x,(s) = ~ 
1 -z(s)’ 
s E s. 
Now define T: X + X by T = inf,,, T=. Then 
1 
(inL z)(s) .x(s) + Y(S), 
Tx(s)= (sup,,$)(s) .x(s) + y(s), 
if x(s)>O, 
if -Y(S) < 0. 
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In particular, note that Tx b0 if x 20. The transformation T is also an 
order-preserving contraction with fixed point sT. given by 
XI.(S) = 
.v(.F) 
1 - (inf,..z)(.s)’ 
s E s. 
We leave it to the reader to verify that .Y~ = infl, / x,, i.e., 
Y(S) ,‘(S) 
1 - (inf,., z)(s)=2kE$ 
s E s. 
Remark. In the previous example, if S is infinite , then .xT need not be 
in the cosure of {xi: i E I} and B(s) does not have property OCM 
(Proposition 2.4). Thus, a better condition is needed in Theorem 4.1 to 
guarantee that the fixed point of the infimum will be the infimum of the 
fixed points. 
Before concluding this section, we give some results on monotonic 
approximation of xT. We are interested in approximating X~ monotoni- 
cally from above and below relative to the order relation 6. Each of these 
possibilities will depend on being able to find special elements in X relative 
to the T,. 
THEOREM 4.4. Suppose there exists zO in A’ such that z,, d T,z, (resp. 
Tizo 6 z,,), all i E I. Then (z,, = T”:, j is a monotonically non-decreasing 
(resp. non-increasing) sequence in X and x7 = lim,, z,! = sup,, z,, (resp. inf, zn). 
Proojl By hypothesis, z0 6 Tz, so that z,, 6 z,, + , , all n, since T is order- 
preserving. The equalities then follow from Theorem 3.1 and Proposi- 
tion 2.1. 
Remark. Compare with [3] and [ 1, p. 551. 
THEOREM 4.5. Suppose there exists y. in X and i, in I such that 
T,, yO < yO (resp. yO < T, yO). Then ( y, = T”y,,) is a non-increasing (resp. 
non-decreasing) sequence in A’ and xT = lim, y, = inf, yrn (resp. sup, y,). 
Proof: By hypothesis, 
so that y,, , < v,, all m, since T is order-preserving. The proof is then 
completed as above. 
Remark. Observe, in particular , that y0 in Theorem 4.5 could be the 
fixed point of some T;, i E I. 
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Suppose there exists z0 and y0 in X as above. Then 
0 6 max(d(z,, .xT), d(y,, xT)) 6 d(z,, y,), all m, n, 
by the previous theorems and property OPM. Thus, in this case, given 
E > 0 we obtain the following algorithm for approximating .xT within E. 
Algorithm. 
1. Set -?=zO and y=y,. 
2. Compute d(z, y). If d(~, y) <E, got to 4. 
3. Increment n by 1. Set z = z,, and y = y,!. Go to 2. 
4. Stop. The current points z and y are within E of xr. 
Since d(,-,, y,,) -+ 0, the algorithm is guaranteed to stop for sufficiently 
large n. 
EXAMPLE 4.6. Consider Example 4.3 once more. Let 0 denote the zero 
function in B(S). Then T8 = y 3 8, so that TV converges upwardly to xT 
by Theorem 4.4. On the other hand, let z0 be an arbitrary element of 2 and 
y0 the fixed point of T,,, where y,, = y/( 1 - zO). Then T-y0 converges 
downwardly to sT by Theorem 4.5. Since 8, y0 > 0, it follows that TV, 
T”yO b 0, all n = 1, 2 . . If u, u E X are such that U, t’ b 0, then 
d(Tu, TV)= llfflSl;(u-~)ll,,,<clI~-t’ll,. 
Therefore, for n = 0, 1, 2, . . . . we have 
4T”R Tny,)<c”lle-y,II, =Cn(IyOIjx =c” & 
II !I 
. 
LO Lx 
Consequently, TV and T”yo will be within E of each other, and hence of 
xT, if 
n, W - ln II Y/U - zo)ll x 
In(c) 
In other words, our algorithm will stop once n exceeds the quantity on the 
right. 
5. MARKOV DECISION MODELS 
In this section, we apply our results to the general Markov decision 
model introduced by Denardo in [3] (see also [ 1, 93). In this model, S is 
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an arbitrary non-empty set (the state space), D, is the decision set 
associated with state SE S, I= JJYeS D,s is the policy space, and X= B(S), 
with d and d as in Section 2. A return function r is a real-valued function 
(s, i,, x) --+ r(s, i,s, s) 
defined for s E S, in I with i, ED,, and I E X. We assume r satisfies the 
following two assumptions : 
Contraction Assumption. There exists 0 < c < 1 such that 
14s. i,, x) - r(s, i,v, .v)I 6 4x, y), x, YEX, s E s, i E I. 
Monotonicity Assumption. If x < y in X, then 
r(s, i,, .u) < r(s, i,, y), seS, ieI, 
For each i E I and x E X, define Tj by 
Tix(s) = r(s, i,s, x), s E s, 
and assume T,x E X so that T, : X + X. By the above assumptions, each Ti 
is an order-preserving contraction. If -yi in X denotes the fixed point of T,, 
i E Z, then .xi is the return function for policy i and satisfies 
x,(s) = Y(S, i,, x;), s E s. 
The optimal return function .Y* is defined by 
x*(s) = sup .yi(s) = sup r(s, i,v, x,), s E s. 
rsl it/ 
We will see that this exists in X. 
Now define T on X by 
Ts(s) = sup T,(s) = sup Y(S, i,$, xi) = sup r(s, 6, x), I E x, s E s, 
iCl 1.51 BED> 
and suppose T: X+ X. Then T is also an order-preserving contraction 
(Proposition 3.2). As before, let *yr denote the fixed point T in X, so that 
x&J = sup r(s, 4 -x,1, s E s. 
R t 0, 
It is clear that x, is in the closure of {x,: in Ij [3, Cor. 8.53. Hence, by 
Theorem 4.1, 
XT = sup .Y, = x*, 
rcl 
i.e., the optimal return function is the fixed point of the transformation T. 
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As observed by Denardo in [3] (see also [9]) there are many particular 
Markov decision models which illustrate this general model. However ,the 
undiscounted system maintenance model studied by Gertsbakh in [S] is of 
special interest to us here, partially because it is undiscounted. 
EXAMPLE 5.1. Let S= (1, 2,..., n}, D, = [0, co), SE S, with I and X as 
above. For each s, t in S, let pS, be a real-valued function (transitional 
probability) on D, satisfying 
o< i p,,(6)<c< 1, SED,. 
[=I 
Also, for each s in S, let f, be a non-negative function defined on D,. If we 
define a return function T by 
r(s, 4, x) =f,(i,) + i p,,(i.J x(f), SES, iEI, i,eD,r, XEX, 
t=1 
then it is easy to see that r satisfies the Contraction and Monotonicity 
Assumptions. Consequently, the transformations T,: X -+ X given by 
T,x(s) = r(s, i,, x), iEI,xEX,sES, 
are order-preserving contractions. The same is true for T: X+ X given by 
T= infiE, T,. If xT and xi, iEZ, are the respective fixed points, then 
x,=inf,., xi, where .‘c~ is the unique solution in X to 
x(s)= inf 
[ 
L(is)+ i p,,(i,) x(t) , 
1 
s E s. 
l,EDY 1=1 
Furthermore, if y, in X is the fixed point for some i, E Z, then the sequence 
{ Tmyo} converges downward to xT and the sequence { TYl} converges 
upward to X~ (Theorems 4.4 and 4.5). Thus, the main results of [S] follow 
from our main results here. 
6. INTEGRAL EQUATIONS 
In this section we apply our main results to a countable collection of 
integral equations. 
Let S denote the closed interval [0, l] (with Lebesgue measure) and X 
the closed subset of L2[0, l] consisting of those x for which x 2 0, a.e. In 
particular, let 8 denote the null function in X. Then d(x, y) = 11x - yll 2 and 
x < yo x(s) < y(s), a.a. s in S, for .Y, .v in X, as in L2[0, 11. We leave it to 
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the reader to verify that all of the properties defined in Section 2 hold for 
this choice of (X, d, < ). (Note that this is not a Banach lattice.) 
Suppose also that {g;: ie I} is a countable subset of X, jk,: iE I} is a 
corresponding set of kernels in L’( [0, l] x [0, l] ), k is a kernel satisfying 
IlklIz < 1, and 
O<ki(s, t)<k(sy t), a.a. (s, t) E S x S, i E I. 
Hence, llkiJ2< Ilkliz< 1, igZ. We may then define Ti: X+X, iEZ, by 
T,x(s)= g,(s) + j’ k,(s, t) x(t) dt, a.a. s E S, .Y E X. 
0 
It is easy to see that each T, is order-preserving and satisfies 
so that Tj is a contraction. Moreover, the unique fixed point si of T, is the 
solution to the following Fredholm Integral Equation of the Second Kind: 
x(s)=g;(s)+I’ ki(s, t)x(t)dr, a.a. s E S, .Y E X, 
0 
It is well known [2] that xi is given by 
Xi(S) = g,(S) + 1’ Ki(S, t) g,(t) dt, a.a. s E S5 
0 
where 
K;(s, t)= 5 k:(s, t), a.a. (s, ~)ESXS, 
n=l 
k;=ki* k;.‘-‘, n = 1, 2, . ..) (convolution) 
and 
k)(s, t) = k;(s, t), a.a. (s, ~)ESXS. 
The family {T,: i E I} is a countable subset of J(X) which satisfies 
T,x 2 0, i E Z, x E X; i.e., it is bounded below in 3(X) by the zero transfor- 
mation. Consequently, T 5 infi, , Ti exists in 3(X), since (3(X), <) is 
Dedekind complete (recall Sect. 3) where, for x in X, 
TX(s) = inf T,x(s) = inf 
iel ial 
g,(s) + 1’ ki(s, t) x(t) dr 
0 
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for s in some co-null subset C’, of S which depends on X. It is clear that 
T is order-preserving. Moreover, we have: 
THEOREM 6.1. The transformation T also satkfies 
IIT-- TYII~G ll~llr Il-~-.dl2> .I-, J’ E x, 
so it is a contraction as well. 
Proof: Fix X, J’ E X. Let E > 0 and fix s in C = C, A C.,.. By definition of 
T, there exists an index j in I (depending on E, y, and ,Y) such that 
0 6 T, y(s) - Ty(s) < E. 
Hence, 
T.4.~) - T,v(s) -=c TX(S) - T,v(s) + E < T,x(s) - T, y(s) + E 
= ‘k,(s, t)(x(t)-y(t))dt+&. s 0 
By the CauchyySchwartz inequality, 
112 
TX(S) - Ty(s) < j’ ki(s, t)’ dt 
1 
Il.Y-J~112+E 
0 
<[j;k(s,t)‘dt]“’ II.x-y(lr+E. 
Similarly there exists an index I in I (depending on E, X, and s) such that 
0 6 T,x(s) - TX(S) < E. 
Hence, 
TX(S) - MS) > T,x(s) - TV(S) -F > T,x(s) - T/y(s) - E 
=j”%(s,t)(x(t)-y(t))dt-E= -j’k,(s,t)(y(t)-x(t))dt-E 
0 0 
1 l/2 3- k,(s, t)’ dt I/y-xl12-ea -[j; 4, t12dt]“2 Ily--x112---. 
Therefore 
112 
I TX(S) - Ty(s)l < jO1 k(s, t)’ dt] llY-“II2+~, s E c, 
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IITX- r?'ll2< j' j' k(s, t)'dds] 
L 
IQ 
III'--xll2+c:; 
0 0 
i.e.. 
Since E is arbitrary, it follows that 
which completes the proof. 
If xT denotes the fixed point for T in X, then .yr. is the unique solution 
to the equation 
-y(s) = inf g,(s) + j’ k,(s, t) -y(t) dt a.a. SES. 
I.51 0 
Moreover, by Theorem 4.1, we know that infiE,.ui exists in X and 
xr6 infi,, si. Although X has Property DCL and OCM, it is not clear if 
either of the closure properties of Theorem 4.1 hold. Thus, we will try to 
approximate xT monotonically from above and below. 
Since 0 E X, we know that { TYI} converges to .Y~ monotonically from 
below. Let i, be any element of I with so = xl0 the corresponding fixed 
point. Then { T”x,} converges to xT monotonically from above. Also, 
/I TV - T”xoll 2 -+ 0, as n -+ I;O. Finally, given E, if 
n> 
in(E) - ln /Ixol12 
ln(ll~llz) ’ 
then the algorithm in Section 4 will stop, i.e., both 11 TV -xTI12 and 
I/ TnxO - xTI/ z will be less than E. 
REFERENCES 
1. D. P. BERTSEKAS AND S. E. SHREVE. “Stochastic Optimal Control : The Discrete Time 
Case,” Academic Press, New York, 1978. 
2. J. A. COCHRAN, “The Analysis of Linear Integral Equations,” McGraw-Hill, New York, 
1972. 
3. E. V. DENARDO, Contraction mappings in the theory underlying dynamic programming, 
SIAM Rev. 9 (1967), 165-177. 
4. N. DUNFORD AND J. T. SCHWARTZ, “Linear Operators I,” Interscience, New York, 1964. 
FIXED POINTS FOR EXTREMA 291 
5. I. B. GERTSBAKH, Optimum rule for maintenance of a system with many states, Engrg. 
Cybernetics No. 5 (1964), 3945. 
6. E. HEWIT AND K. STROMBERG, “Real and Abstract Analysis,” Springer-Verlag. New York, 
1965. 
7. U. D. HOLZBALJER, Fixed point theorems for discounted tinite Markov decision processes, 
J. Math. Anal. Appl. 116 (1986). 594597. 
8. J. LINDENSTRAUSS AND L. TZAFRIRI, “Classical Banach Spaces II. Function Spaces,” 
Springer-Verlag, New York, 1979. 
9. H. MINE AND S. OSAKI. “Markovian Decision Processes.” Amer. Elsevier, New York, 
1970. 
10. S. OZEKICI. Optimal replacement of one-unit system under periodic inspection, SIAM 
J. Control Optim. 23 (1985). 122-128. 
11. J. F. SHAPIRO, Brouwer’s fixed point theorem and linite state space Markovian decision 
theory, J. Math. Anal. Appl. 49 (1975), 710-712. 
12. P. R. SMART, “Fixed Point Theorems,” No. 66, Cambridge Univ. Press, London/ 
New York, 1974. 
