Fréchet differentiability and a formula for the derivative with respect to domain variation of a general class of cost functionals under the constraint of the two-dimensional stationary incompressible Navier-Stokes equations are shown. An embedding domain technique provides an equivalent formulation of the problem on a fixed domain and leads to a simple and computationally cheap line integral formula for the derivative of the cost functional with respect to domain variation. Existence of a solution to the corresponding domain optimization problems is proved. A numerical example shows the effectivity of the derivative formula.
Introduction
In this paper we present an explicit formula for the Fréchet derivative of a certain class of cost functionals with respect to variations in the shape of the domain under the constraint of the stationary, two-dimensional, incompressible Navier-Stokes equations. The derivative takes the form of a one-dimensional integral and thus is computationally cheap. It is based on the adjoint equation technique and on an embedding domain method which allows to formulate the state equations given on a complicated shaped domain in an equivalent way on a simple-shaped domain, e.g. a square. Moreover this method significantly reduces the re-discretization and re-assembling effort of the finite-dimensional system of the state equations on complicated-shaped and varying domains that occur during an iterative domain optimization process.
Embedding (or "fictitious") domain techniques have been widely applied in the treatment of PDEs. For Navier-Stokes equations on complicated shaped domains they were studied e.g. by Glowinski et. al. [1] . Our Lagrange multiplier approach is similar to Glowinski's. Haslinger et. al. used a slightly different one by introducing a distributed Lagrange multiplier and applied it on domain optimization problems, see e.g. [2] . Domain optimization for the Navier-Stokes equations were studied for example by Pironneau [3] who computed the shape of body with minimum drag. Gunzburger and Kim [4] showed existence of an optimal shape for a minimum drag problem in a channel flow. Simon et. al. [5] proved differentiability of the drag with respect to domain variations in Navier-Stokes flow.
The emphasis of this work is not to prove differentiability, but to obtain a fast and effective numerical algorithm to solve domain optimization problems by iterative, gradient-based methods.
The same technique was used by Kunisch and Peichl [6] to obtain a derivative formula for the scalar Poisson problem. This paper extends a former work by Slawig [7] for the Stokes equations to the full non-linear Navier-Stokes equations.
The outline of the paper is the following: in the next two sections we define the geometric model configuration and summarize the needed results for the stationary Navier-Stokes equations. Then the considered class of domain optimization problems and the embedding domain technique are presented. Later on we show the continuous dependence of the solution of the Navier-Stokes equations with respect to the variation of the domain. The presentation of the explicit formula for the Fréchet derivative is followed by a brief presentation of the numerical solution techniques for the state and adjoint equations and optimization problems. At the end we show an inverse problem as numerical example.
The Geometric Model Configuration
Our model geometry is determined by two requirements for the derivative formula and the embedding domain method: (a) We need sufficient regularity of the solutions to the state and adjoint equations, i.e. H 2 and H 1 for velocity and pressure, respectively. Classical results (see the next section) require either a smooth (C 2 ) or a polygonal boundary with convex corners. As can be deduced from [9] also a combination of both is sufficient.
(b) In the embedding domain method we treat the problem on a fixed domainΩ which satisfies Ω γ ⊂Ω for all admissible domains Ω γ := Ω(γ) ⊂ R 2 where γ is a parameter describing the shape of Ω γ . To ensure existence of a solution to the state and adjoint equations on the "fictitious" part Ω To ensure that a variable polygonal boundary retains its convex corners is rather technical. Thus we choose the following model configuration which of course may be generalized according to the two points above. As in [7] the boundary ∂Ω γ shall consist of:
• a fixed part Γ which is the union of the two lateral and the top side of the unit square, i.e. the three segments [(0, 0), (0, 1)], [(0, 1), (1, 1)], [(1, 1), (1, 0)]. Thus Γ is a polygon with convex angles.
• a variable part Γ γ which is the graph of a function γ : [0, 1] → [0, 1) with γ(0) = γ(1) = 0, compare Figure 1 , left. To guarantee that Ω c γ is Lipschitz we assume that γ is linear in neighborhoods of the two end points (0, 0) and (1, 0). Working in Sobolev spaces we choose γ ∈ H 3 (I) with I := (0, 1) which by classical embedding theorems ensures γ ∈ C 2 (I). To show existence of a solution of the considered domain optimization problems we assume boundedness in H 3 (I). The set of admissible functions γ is chosen as
where c 1 , c 2 ∈ (0, 1), δ ∈ (0, 1 2 ), c 0 , c 3 ∈ R + , c 4 ∈ R − are fixed. The fact that we choose constant slopes c 3 , c 4 here is just for simplicity.
Throughout this paper all considered functions γ shall be in S except where noted.
The Navier-Stokes Equations
The stationary incompressible Navier-Stokes equations on a domain Ω γ ⊂ R 2 in variational formulation read: find the pair of velocity vector and pressure
with . To obtain the needed regularity of the solution we assume f γ ∈ L 2 (Ω γ ) 2 , to prove the formula for the derivative in Section 7 we will need f γ ∈ L p (Ω γ ) 2 with p > 2. The Dirichlet boundary conditions indicate that the variable boundary part Γ γ is a wall with no-slip condition, whereas the fixed part Γ may be either a wall (if Φ = 0) or a region with prescribed in-or outflow velocity. The function Φ shall be in the space
By our geometric definitions this space is independent of γ. As a consequence Φ satisfies Γ Φ · n ds = 0 where n is the normal vector on Γ. Existence and uniqueness of the pressure (viewed as Lagrange multiplier corresponding to the constraint of zero divergence) rely on the surjectivity of the weak divergence operator as mapping from The additive constant in the pressure regarded as function in L 2 (Ω γ ) now can be chosen such that p γ ∈ L 2 0 (Ω γ ). This space is often used since -endowed with the L 2 norm -it can be identified isomorphically with L 2 (Ω γ )/R. Uniqueness of the velocity component of a solution to (2) depends on a property of the nonlinear term, namely:
where the constant k = This leads to the following result:
In the case f γ = 0 and Φ = 0 uniqueness is given without any restriction on ν.
Proof 3 See [13, Theorem VIII.2.1], the result is also valid with weaker assumptions on f γ and Φ.
Regularity results for the Navier-Stokes equations are based on those for the Stokes equations by treating the non-linearity as an additional inhomogeneity and using embedding and function space interpolation theorems, see e.g. Theorem 2 Every solution of (2) 
Moreover there exists C > 0 independent of γ, f γ and Φ such that
Using this result a lower bound ν 0 (γ, Φ, f γ ) for the constant ν 1 = ν 1 (u γ ) defined in Theorem 1 can be given. Thus uniqueness of the velocity is given if ν > ν 0 where ν 0 depends on γ, Φ, and f γ . See also [8, Theorem IV.2.4 ].
A Class of Domain Optimization Problems
We consider domain optimization problems of the form
where L 2 (Ω C ) 2×2 denotes the space of (2 × 2) matrix-valued functions. The set Ω C ⊂ Ω γ is assumed to satisfy dist (Γ γ , Ω C ) > 0 for all γ ∈ S. The dependence of J on γ is implicit due to the fact that J depends on u γ which itself depends on γ. The above definition of the cost functional includes typical choices as the tracking type functional
or the minimum drag problem, compare Pironneau [3] , Gunzburger et. al. [4] :
A regularization term penalizing the L 2 -or H 1 -norm of γ may be added to the cost functional. We skip it in our theoretical investigations since its differentiability is obtained in a straight-forward way.
The Embedding Domain Method
To solve the domain optimization problem (3) by a gradient-based iterative scheme it is necessary to discretize the domain, assemble the system matrices and non-linear operators, and solve the outcoming non-linear system in each iteration step. To reduce this effort an equivalent formulation of the Navier-Stokes equations (2) on a fixed domain is used: a so-called fictitious domainΩ is introduced. It is chosen in such a way that all admissible domains can be embedded in it, i.e. Ω γ ⊂Ω for all γ ∈ S. Furthermore the fixed boundary part Γ shall remain a part of ∂Ω whereas Γ γ is replaced by a partition calledΓ which now is also fixed. Thus ∂Ω =Γ ∪Γ, compare Fig. 1 (right). The "fictitious" part ofΩ is denoted by Ω c γ :=Ω \Ω γ . Now we introduce an equivalent formulation of (2) onΩ. The boundary condition on Γ γ in the Navier-Stokes equations now becomes a constraint on an inner line of the fictitious domainΩ and is treated similar to the constraint of zero divergence in (2). Analogously to the pressure which can be regarded as Lagrange multiplier corresponding to this constraint an additional multiplier g γ corresponding to the former boundary condition u γ = 0 on Γ γ is introduced.
The resulting fictitious domain formulation of the Navier-Stokes equations reads:
Here τ γ is the inner trace operatorv →v| Γγ which is linear and continuous from
To guarantee equivalence between (2) and (4) -in a sense that is necessary for the derivative formula -inhomogeneity and boundary values have to be extended by zero onto the fictitious part of the domain and its boundary, respectively. Moreover the regularity of Theorem 2 is needed. In domain optimization problems as (2) it makes sense to assume that the inhomogeneity does not explicitly depend on the shape of the domain but is given by a function f defined on a domain containing all admissible Ω γ , let us sayΩ. Summarizing we thus assume that
where
To obtain uniqueness of the Lagrange multipliersp γ , g γ we introduce the space
. We use this fact to show the equivalence of the fictitious domain formulation and (2):
γ is a solution to (4) if and only if
, and
Proof 4 (a): Clearly u γ :=û γ | Ωγ satisfies the boundary conditions in (2). We take any
(Ω γ ) and denote by (ṽ,q) its extension by zero ontoΩ which clearly is in
Taking the extensions by zero of any
and proceeding in the same way (4) 
is a solution to the homogeneous Navier-Stokes equations on Ω c γ with homogeneous boundary conditions. By Theorem 1 we have uniqueness and
Thus the first equation of (4) reads
Applying Green's formula (see [8, Lemma I.1.4 and I.(2.17)]) on Ω γ we get
Testing this equation with the extension of v ∈ H 1 0 (Ω γ ) 2 by zero ontoΩ we get
2 . Thus τ γv ∈ H γ and by the surjectivity of τ γ we obtain (6). (4) is equivalent to (7), and again with Green's formula on Ω γ to (8) . Now (2) implies
which together with (6) gives (8) .
Remark 1 Formula (6) is due to the assumptions (5) andp γ ∈ L 2 * (Ω). (As a correction to [12] We state two direct consequences of the result above and Lemma 1 and Theorem 1, respectively:
6 Continuous Dependence of the Solution on the Shape of the Domain
As a direct consequence of (5) the following equation holds for γ,γ ∈ S and I + := {x ∈ I :γ(x) ≥ γ(x)}, I − := {x ∈ I :γ(x) < γ(x)}:
To show continuity of solutions to (4) with respect to γ we need the following results:
Lemma 3 Letû γ ,ûγ denote components of solutions to (4) . Then
Proof 5 Using (9) we obtain forû :=ûγ −û γ :
We get withû(x, γ(x)) = 0 a.e. in I + :
Note that ∂û ∂y = − ∂ûγ ∂y on I + × (γ,γ) which by Theorem 2 is an H 1 function. Thus the innermost integral exists. The integral B is estimated in a similar way usingû(x,γ(x)) = 0 a.e. in I − .
Lemma 4 Letû γ , g γ ,ûγ be components of solutions to (4) for γ,γ, respectively. Then there exists L independent of γ,γ with
The first term on the right-hand side is bounded independently of γ by Corollary 2. For the last term we useû(x,γ(x)) = 0 a.e. in I − andû(x, γ(x)) = 0 a.e. in I + :
Because S is bounded in H 3 (I) → W 1,∞ (I) the lemma is proved.
The following property of the non-linear term is a generalization of [8, Lemma IV.2.2]:
where n denotes the outer normal vector on ∂Ω.
Taking the difference of both equations the claim follows.
Assuming the sufficient condition on ν for uniqueness of the velocity in (2) 
for allγ, γ ∈ S.
we have using Lemma 5:
Testing the first equation of (4), once for γ and another time forγ, withû and subtracting both equations thus leads to
Lemmas 2, 3, and 4 give the estimate
with L independent of γ,γ and k γ as in Theorem 1. This implies
and thus Lipschitz continuity if
exactly is ν > ν 1 as in Theorem 1.
To show continuity of the pressure and the Lagrange multipliers g γ with respect to γ we introduce the isomorphism
which is also an isomorphism between H 1/2 (Γ γ ) 2 and H 1/2 (I) 2 , and between H γ and
2 2 is defined as
We need a result concerning convergence of the transformed trace operators:
Proof 9 See [12, Lemma 2.11].
Now we can show continuity of the pair (p γ , g γ ) in (4):
, and ν > ν 1 as in Theorem 1. Then the corresponding components of solutions to (4) satisfŷ
Proof 10 By Corollary 2p γn p ∈ L 2 (Ω) for a subsequence. With the strong convergence of the velocities (Theorem 4) the first equation of (4) gives:
and g := I * γ G ∈ H * γ . Thus (û γ ,p, g) solves (4) and due to the uniqueness this implies weak convergence for the whole sequence and (p, g) = (p γ , g γ ). Since H I is dense in L 2 (I) 2 the second claim follows, see e.g. [ 
where V := {v ∈ H 1 0 (Ω) 2 : div v = 0 inΩ} and the last inequality holds due to the boundedness of {p γ } γ∈S in L 2 (Ω). Testing (4) with this function gives
Hγ . The first term on the right tends to zero because of the Lipschitz continuity of {û γ } γ∈S and the boundedness of {v n }, the third one because of f γn −f γ L 2 (Ω) 2 → 0 due to (5) . The second term can be estimated usingû n :=û γn −û γ and Lemma 2:
and thus tends to zero for the same reasons. The remaining terms we write as
Boundedness of {v n } together with its uniqueness now impliesv n 0 weakly in H 1 0 (Ω) 2 and thus
2 * the first term on the right tends to zero. The second one does so because { I −1 γ * g γ } γ∈S and {v n } are bounded and I γn τ γn → I γ τ γ strongly due to Lemma 6. Thusp γn →p γ in L 2 (Ω) and since L 2 * (Ω) is closed also in this space.
As a consequence the boundedness of S in H 3 (I) now guarantees existence of a solution to the domain optimization problem:
Corollary 3 Problem (3) has at least one solution γ ∈ S.
Proof 11 Choose a minimizing sequence and use the compactness of H 3 (I) → C 2 (Ī).
Fréchet Differentiability and Derivative Formula
To show differentiability we make use of the adjoint equation of the Navier-Stokes system (2). Its derivation is standard and we thus refer to [7, Section 7] or [14, Section 3.2]:
Here u γ is the velocity component of a solution to (2) , and D u J (γ)v denotes the derivative of J with respect to u in direction v. Note that the linearized non-linear term can be re-written using Green's formula as e.g. in [14] . As in Section 5 we derive a fictitious domain formulation:
Some main results for the above two systems are summarized in the following
for some C > 0 independent of γ. For every λ γ the corresponding µ γ is unique. If ν > ν 1 as in Theorem 1 also λ γ is unique.
is a solution to (11) if and only if
• (λ γ , µ γ ) := (λ γ ,μ γ )| Ωγ is a solution to (10) .
(Ω) and R, respectively.
Proof 12
Existence is shown in [14, Theorem 3.1], uniqueness follows from continuity and ellipticity of the bilinear form
Continuity is obvious, for the ellipticity we use Lemmas 2 and 5 to estimate
and obtain ellipticity under the same condition as for the uniqueness of u γ . For the regularity of the solution of (10) see [14, Th. 3.2] . The generalization for the combination of smooth and convex boundary and the uniform regularity with respect to γ can be obtained as for the (Navier-)Stokes equations, see Theorem 2. Equivalence of (10) and (11) is proved analogously to Theorem 3, and the uniform boundedness of the solution is a direct consequence.
For the differentiability of J with respect to variations in γ we consider γ ∈ int S, the interior of S, and define the set of admissible directions as
For every γ ∈ int S,γ ∈ S there exists t 0 > 0 such that γ + tγ ∈ int S for all t ∈ [0, t 0 ). Thus we can properly define a directional derivative. We now define I + := {x ∈ I :γ(x) ≥ 0}, I − := {x ∈ I :γ(x) < 0}, and state three results needed to prove the derivative formula. The first one is a relaxation of [7, Lemma 7.2]:
Lemma 7 Letλ γ denote a solution to (11) and
Proof 13 Using (9) we obtain similar to the proof of Lemma 3 for I + defined there and 1/p+1/q = 1:
Because of the continuous embedding H
The following two results were already proved in [7, Lemmas 7.3 
and 7.4]:
Lemma 8 Letû γ+tγ and χ γ be components of solutions to (4) and (11), respectively. Then
, and τ γ u γ,y = u γ,y (x, γ) and also its restriction on the set Γ
The same arguments hold for the integral in the next Lemma:
Lemma 9 Let g γ+tγ andλ γ be components of solutions to (4) and (11), respectively. Then
Now differentiability of the cost functional with respect to γ and a formula for the derivative are shown under the restriction on ν given in Theorem 1 and a slightly stronger assumption on the inhomogeneity (due to Lemma 7):
2 , p > 2, and ν > ν 1 as in Theorem 1. Then J is Fréchet differentiable and the derivative in γ in directionγ ∈ S satisfies
and by the Lipschitz continuity ofû γ with respect to γ (Theorem 4)
Testing the first equation in (11) withû gives using τ γûγ = 0 and the fact thatû γ+tγ andû γ are weakly divergence free:
Hγ . The two terms in parentheses can be expressed using the first equation in (4) for γ and γ + tγ, respectively, with the adjoint variableλ γ ∈ H 1 0 (Ω) 2 as test function. Thus
+ χ γ , τ γûγ+tγ H * γ ,Hγ + (û · ∇û,λ γ Ω . Divided by t the first term on the right tends to zero because of Lemma 7, the last one because of Lemma 2 and the Lipschitz continuity of the velocities:
with k independent of γ,γ. Using Lemmas 8 and 9 the remaining terms give (12) as directional derivative. To show that it is actually a Fréchet derivative we proceed exactly as in the proof of the same result for the Stokes case in [7, Theorem 7.5] .
Note that the formula for the derivative does not include any normal derivatives of state or adjoint variables along the boundary.
Numerical Methods
To validate the derivative formula (12) a numerical example is presented in the next section. To ensure the needed regularity of the boundary partition Γ γ , i.e. to guarantee that γ ∈ H 3 (I), we considered boundaries Γ γ which were generated by a cubic spline function γ. This function was generated as a linear combination of B-splines on an equidistant grid in the interval (0, 1). The end points (0, 0) and (1, 0) and the slopes at these points were fixed. This conforms with our definition (1) for the admissible functions γ, specifically the regularity and the convexity of the boundary part Γ γ at the left and right end of the interval (0, 1) is guaranteed. By these conditions the first and last two coefficients of the spline were determined. The values of the remaining ones were used as control parameters. One coefficient c i in the B-spline representation contributes to the y-value of the generated spline at the point x i with the weight 2ci 3 and to the y-value at the two neighbors x i−1 and x i+1 with the weight ci 6 . The B-spline representation has the advantages that for non-negative control parameters the y-values of the points of the generated curve are always non-negative, too. This is crucial to obtain a feasible boundary Γ γ ⊂Ω = (0, 1)
2 . Additional upper bounds on γ were realized as linear inequality constraints of the control parameters, i.e. the B-spline coefficients.
We used the SQP implementation in Matlab's Optimization toolbox Version 2, namely the routine fmincon (see [15] ). It allows the user to provide gradient information which we obtained by evaluating (12) for the splines corresponding to independent variations in each control parameter.
We also want to emphasize that the restriction on the parameter ν that we had to made to obtain formula (12) , see Theorems 7 and 1, namely
is restrictive. In our geometric configuration we have
and thus ν > 2|u γ | H 1 (Ωγ ) 2 is required. The standard estimates for dependence of the solution on the inhomogeneity and boundary values then give
where the constant C depends on the domain only. This makes clear that formula (12) is only appropriate for high values of ν, i.e. low Reynolds numbers.
In each step of an gradient-based iterative optimization process (as e.g. SQP) usually one gradient and several function evaluations for different control variables γ are necessary. Each gradient evaluation requires one solution of both systems (4) and (11), a function evaluation implies the solution of (4).
The velocity and pressure variables and their adjoint counterparts in (4) and (11) are discretized by stabilized linear finite elements (see [16] ), whereas the Lagrange multipliers g γ and χ γ by piecewise constant elements. To satisfy the inf-sup condition for the latter we use a coarser discretization for the Lagrange multipliers as suggested in [17] . This means that the support of a constant basis function for g γ and χ γ is at least twice as long as the minimal length of the triangle edges in the discretization ofΩ. It turned out that this was sufficient to avoid oscillations of the Lagrange multipliers.
The non-linear system (4) was solved by the semi-implicit algorithm given in [8, IV(2.25)] (here in continuous form):
(iii) If "convergence" stop, else setŵ :=û and go back to (ii).
The discrete system to be solved in step (ii) then reads
where the matrices C, Q and the vector H appear due to the stabilization. The matrix N represents the discretized and linearized convective term and W γ the discretized last iterateŵ in (ii). Solving the Navier-Stokes system requires several solutions of (13), depending on the necessary number of iterations of the semi-implicit algorithm, in our case at most 8. For (11) one linear system of the same structure as (13) with different matrices N, Q and a changed right-hand side has to be solved.
Since (13) has to be solved quite often for different control parameters γ it is important to note that only the entities with subscript γ change when the control parameter is modified. All other matrices can be assembled in advance and kept fixed. Here D γ represents a one-dimensional trace operator and thus is very sparse. The inhomogeneity F γ has to be modified since for the validity of the derivative formula it has to be set to zero in the fictitious part Ω c γ . This adjustment requires the integration of the basis functions on triangle partitions whenever Γ γ intersects the interior of a triangle. To simplify this quadrature the use of linear basis functions which can be integrated exactly by low-order Gaussian rules is preferable.
A technical part is to find the intersection points between the two-dimensional grid for U γ , P γ and the one-dimensional grid along Γ γ for G γ (and for their adjoint counterparts). Here the decisive idea is to exploit the neighborhood information of the triangulation already used to assemble the finite element matrices. This avoids a time-consuming search over all triangles that would be even worse in three space dimensions. After the intersection points are found the mass matrix D γ and the inhomogeneity F γ can be easily computed by interpolation of the values of the piece-wise linear or constant finite element basis functions. Over all the numerical effort of this assembling and modification is negligible compared to the one needed for the solution of the state and adjoint equations.
In contrast to Stokes problems (see [7] ) the discrete systems now change in every iteration of the optimization since the system matrix depends on the last iterate W γ . Thus one advantage, namely the possibility of one factorization of the system matrix in the beginning of the optimization loop that was possible for the Stokes case (see [7, Section 8] ), is lost. It can be retained e.g. by using a projected cg algorithm that solves (2) by a sequence of Stokes problems, see [18] .
Once the discrete counterparts of p γ , g γ , µ γ , χ γ are computed the evaluation of the derivative via (12) only requires the evaluation of a one-dimensional integral. This can be done exactly by appropriate numerical quadrature formulas and thus no additional discretization error is introduced by the derivative evaluation. Normal derivatives of state and adjoint velocity along the boundary usually occurring here are implicitly included in g γ , χ γ . This fact is due to the embedding domain technique by which these two Lagrange multipliers were introduced.
Numerical Example
We present an inverse problem for a driven cavity flow. The computational domain is the unit square. On one edge a constant tangential velocity is prescribed, the other edges are regarded as walls with homogeneous Dirichlet boundary conditions for the velocity. The function Φ representing the boundary values was smoothed at the corners. The inhomogeneity f was set to zero and the parameter ν = 1. In both examples the bottom edge of the cavity was variable between the fix points (0, 0) and (1, 0). As initial curves for the optimization we used a straight line as bottom edge. Lower box constraints for the control parameters to ensure γ ≥ 0 and a linear inequality constraint to guarantee Γ γ ∩ Ω C = ∅ were used. No regularizations were necessary. State and adjoint equations were solved on a triangular grid with 1089 velocity nodes.
Inverse problem for the driven cavity
Here the function Φ = (Φ 1 , Φ 2 ) = (1, 0) was used at the top edge of the cavity. We considered a tracking type cost functional with Ω C := (0, 1) × (0.5, 1) and the desired state u d := u γ d where γ d was a cubic spline interpolating the points (0, 0), (0.5, 0.4), (1, 0).
We performed two optimization runs with 5 and 9 control parameters. In Tables 1 and 2 the convergence behavior is documented. It can be seen that the optimization reduces the cost functional rather fast up to one percent. Further reduction affords more iterations, specifically a very low stopping criterion for the accuracy in the control parameters and function value. The convergence for the higher number of controls was faster (concerning the number of iterations). Even if the changes in the controls are in the range of 10 −4 and are hardly visible further optimization steps lead to a better value of the cost, and to a curve close to the one used to compute ones. In Figure 3 we depicted the velocity vectors and pressure distribution for the desired state, the initial and the two obtained optimized curves. 
