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В работе обоснована целесообразность применения помехоустойчивых кодов в волоконно-
оптических телекоммуникационных системах для повышения достоверности передачи данных и 
проведено исследование особенностей методов мягкого декодирования кодов с малой плотно-
стью проверок на четность. 
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Постановка задачи и анализ литературы. Тенденцией развития со-
временных проводных телекоммуникационных систем и сетей является 
использование универсальной физической среды передачи данных, в роли 
которой выступают различные типы оптических волокон [1]. При этом 
для увеличения эффективности использования пропускной способности 
отдельного оптического волокна применяются различные методы уплот-
нения (мультиплексирования) каналов, модуляции и линейного кодирова-
ния. Например, в волоконно-оптических телекоммуникационных систе-
мах (ВОТС), которые применяются в Украине, используется метод спек-
трального (волнового) уплотнения каналов, метод амплитудной модуля-
ции (модуляции интенсивности) и метод линейного кодирования «без 
возврата к нулю». Применение данных методов позволяет увеличить объ-
ем передаваемых данных по одному волокну, снизить «стоимость» опти-
ческого канала, эффективнее использовать ранее проложенные волокон-
но-оптические линии передачи и т.д. [2]. С другой стороны внедрение 
более сложных методов уплотнения каналов, методов многоуровневой 
модуляции и усовершенствованных методов линейного кодирования при-
водит к повышению коэффициента битовых ошибок за счет возникнове-
ния взаимного влияния между каналами, более жестких требований к ве-
личинам хроматической и поляризационной модовой дисперсий, увеличе-
ния нелинейных эффектов, возникающих в оптическом волокне.  
Таким образом, возникает противоречие между необходимостью повы-
шения эффективности ВОТС и обеспечением заданного качества обслужива-
ния, характеризуемого коэффициентом битовых ошибок не менее 10−12. Из-
вестно [3], что традиционным подходом для повышения достоверности пере-
даваемых данных в телекоммуникационных системах является применение 
помехоустойчивых кодов. Первым поколением помехоустойчивых кодов, 
применяемых в ВОТС, являются коды Боуза-Чоудхури-Хоквингема (коды 
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БЧХ) и коды Рида-Соломона (коды РС). На основе данных блоковых кодов и 
сверточных кодов строятся более эффективные последовательные каскадные 
кодовые конструкции. Например, широкое распространение в ВОТС получи-
ли каскадные коды, получаемые в результате объединения кодов РС и свер-
точных кодов, которые являются вторым поколением помехоустойчивых 
кодов в ВОТС. В настоящее время существенный интерес представляют ите-
ративно декодируемые коды, к которым относятся турбо-коды на основе ре-
курсивных сверточных кодов и блоковых кодов, а также коды с малой плот-
ностью проверок на четность (МППЧ-коды). Данный класс кодов рассматри-
вается как третье поколение помехоустойчивых кодов, применяемых в 
ВОТС. В [4] показана перспективность МППЧ-кодов в качестве средства по-
вышения достоверности передаваемых данных в ВОТС, которые поддержи-
вают как жесткое, так и мягкое декодирование. При этом большей корректи-
рующей способностью обладают методы мягкого декодирования МППЧ-
кодов. 
 
Целью статьи является исследование особенностей методов мягкого 
декодирования кодов с малой плотностью проверок на четность. 
 
Основная часть. МППЧ-коды представляют собой линейные блоковые 
коды со специальной структурой проверочной матрицы H, содержащей ма-
лое число ненулевых элементов. Другими словами проверочная матрица H 
является разреженной, что приводит к сравнительно невысокой сложности 
декодирования данных кодов.  
Известно, что задача декодирования состоит в определении наиболее 
вероятного кодового слова c на основе принятого вектора r, который искажен 
помехами в канале связи. 
Оптимальным является декодирование по максимуму правдоподобия, 
заключающееся в нахождении по принятому из канала вектору r такого ко-
дового слова c МППЧ-кода, которое максимизирует вероятность того, что 
передавалось слово c  при условии принятия вектора r. Данный метод деко-
дирования обладает максимальной вычислительной сложностью, так как тре-
бует перебора всех возможных кодовых слов МППЧ-кода. Таким образом, в 
этом случае задача декодирования представляет собой NP-полную задачу. 
Особенностью ВОТС является высокая скорость передачи данных, что 
накладывает ограничение на вычислительную сложность декодирования при 
заданной достоверности передачи данных, поэтому в данных условиях целе-
сообразно применять неоптимальные методы декодирования МППЧ-кодов. 
В отличие от других блоковых кодов, например кодов РС или кодов 
БЧХ, при декодировании которых используются методы, учитывающие ал-
гебраическую структуру данных кодов, для декодирования МППЧ-кодов 
применяются методы декодирования, основанные на вероятностном подходе 
и итеративном выполнении определенных действий [3].  
Классическим методом мягкого декодирования МППЧ-кодов является 
метод суммы-произведения [5]. С графической точки зрения данный метод 
можно представить как обмен сообщениями о надежности декодируемых 
символов предполагаемого кодового слова c между проверочными и битовы-
ми вершинами графа Таннера, соответствующего проверочной матрице H 
некоторого МППЧ-кода. 
Сообщения, представляющие собой решения о значении каждого деко-
дируемого символа, являются вероятностями, которые характеризуют на-
дежность полученного решения.  
Исходной информацией для данного метода является априорная вероят-
ность каждого принятого символа, поступающая с выхода демодулятора, 
)0( =icp  и )0(1)1( =−== ii cpcp . При этом внешняя информация, которой 
обмениваются между собой вершины графа Таннера, также представляет 
собой вероятности.  
Внешнее сообщение Eji от проверочной вершины j, соединенной с бито-
вой вершиной i, является оценкой проверочной вершины j о вероятности то-
го, что ci = 1, основанное на доступной для нее в данный момент времени 
информации. Таким образом, Eji задает вероятность того, что ci = 1 приведет 
к выполнению проверочного уравнения j. Отметим, что Eji не определено, 
если символ i не входит проверочное уравнение j, так как в этом случае меж-
ду вершинами i и j внешняя информация не передается. 
Вероятность того, что проверочное уравнение выполняется при ci = 1, 
соответствует вероятности того, что нечетное число символов в проверочном 
уравнении являются ненулевыми: 
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где Pji’ – текущая оценка, доступная проверочной вершине j, о вероятности 
того, что ci = 1; Bj – множество символов в j-ом проверочном уравнении мат-
рицы H. 
Тогда вероятность того, что проверочное уравнение j выполняется при 
ci = 0, равна extijP ′−1 . 
Для снижения вычислительной сложности мягкого декодирования вме-
сто обработки непосредственно вероятностей используется их логарифмиче-
ское отношение правдоподобия. 
Так с учетом (1) логарифмическое отношение правдоподобия внешней 
информации Eji от проверочной вершины j к битовой вершине i равно: 
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Тогда после подстановки (1) в (2): 
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Затем, используя тригонометрическое соотношение для tanh , внешнюю 
информацию (3) можно представить следующим образом: ( )
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1 2/tanhtanh2 .                                  (4) 
Каждая битовая вершина имеет доступ к входному логарифмическому 
отношению правдоподобия и к логарифмическому отношению правдоподо-
бия каждой связанной проверочной вершины, тогда суммарное логарифми-
ческое отношение правдоподобия i-ого символа определяется по формуле: 
∑
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==  – входное логарифмическое отношение правдоподо-
бия; Ai –проверочные уравнения для i -ого бита МППЧ-кода. 
Однако, сообщения Mji, передаваемые от битовых вершин к провероч-
ным вершинам, являются неполным логарифмическим отношением правдо-
подобия для каждого символа. Чтобы избежать передачи обратно к каждой 
проверочной вершине уже имеющейся информации, сообщение переданное 
от i-ой битовой вершины к j-ой проверочной вершине описывается в (5) сум-
мой без компоненты Eji, полученной от j-ой проверочной вершины: 
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Таким образом, метод суммы-произведения вычисляет апостериорную 
вероятность каждого кодового символа { }0|1 === scpp ii , которая является 
вероятностью того, что ci = 1 при условии, что s = 0 (то есть все проверочные 
уравнения выполняются). При этом в качестве декодированного значения 
каждого символа выбирается значение с максимальной апостериорной веро-
ятностью. Декодирование завершается, если предполагаемое кодовое слово 
удовлетворяет условию cHT = 0. 
Для уменьшения вычислительной сложности данного метода мягкого 
декодирования МППЧ-кодов применяются различные его модификации. 
Например, элемент Mji’ в (4) можно представить следующим образом: 
ijijijM ′′′ = βα , 
где ijij signM ′′ =α  – «знак» решения (жесткое решение); ijij M ′′ =β  – аб-
солютное значение (надежность) решения (мягкое решение). 
Тогда (4) можно переписать как ( )
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После перегруппировки членов и замены произведения на сумму выра-
жение (6) преобразуется следующим образом: ( )
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Тогда (7) можно записать, используя функцию )(xφ : 
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В результате произведение «знаков» вычисляется с использованием опе-
раций «сложение по модулю 2» жестких решений для каждого значения Mji’, 
а функция )(xφ  реализуется в виде табулированных значений. 
Метод минимальной суммы основан на дальнейшем упрощении вычис-
ления (6). Учитывая, что член, соответствующий наименьшему значению Mji’, 
доминирует в (6), данное выражение можно представить следующим обра-
зом: 
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Тогда произведение «знаков» вычисляется с использованием операций 
«сложение по модулю 2» жестких решений для каждого значения ijM ′ , в 
результате чего данный метод требует только сложений и вычисления мини-
мального значения ijM ′ . 
Выводы. Из изложенного следует, что классический метод мягкого де-
кодирования МППЧ-кодов обладает сравнительно высокой вычислительной 
сложностью, поэтому для снижения вычислительной сложности процесса 
декодирования применяются дополнительные модификации данного метода, 
использующие особенности соответствующих вычислительных процедур.  
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У роботі обґрунтовано доцільність використання завадостійких кодів у волоконно-оптичних 
телекомунікаційних системах для підвищення вірогідності передачі даних та проведене дослі-
дження особливостей методів м’якого декодування кодів з малою щільністю перевірок на пар-
ність. 
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In the work of the expediency of noiseproof codes in fiber-optic telecommunication systems to improve 
the reliability of data transmission and a study of the methods of soft decoding of low-density parity-
check codes. 
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