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Resumen
La Realidad Virtual (RV) se ha venido mostrando como un medio emergente y
transgresor desde hace décadas. Aunque actualmente continúa su calmado pero
imparable ascenso, sigue sin constituir una plataforma masiva, al contrario de
lo que ocurre con otros dispositivos como las consolas o los teléfonos móviles.
En cualquier caso, su enorme potencial para generar emociones en los usuarios
a través de una exposición sensorial más intensa y profunda, se ha explotado
especialmente en algunos sectores, como el de la educación y la formación o el
de la salud, entre otros.
Una vez que los avances tecnológicos han permitido el desarrollo de dispositi-
vos de Realidad Virtual con una alta calidad visual y a un precio asequible,
nos encontramos frente a un escenario propicio para su difusión masiva. Ac-
tualmente, con más de seis millones de cascos de Realidad Virtual (HMD de
sus siglas en inglés, Head Mounted Display) vendidos a lo largo del mundo, el
desafío principal reside en la creación de contenidos. Al igual que ha sucedi-
do con otras tecnologías comunicativas, como el cine o la televisión, a partir
de este momento deberán ser la creatividad y el diseño las que potencien la
consolidación de la RV.
La revisión del estado del arte muestra que son factores como la presencia (la
sensación de estar realmente ahí, dentro del entorno virtual) o la comodidad
(el no sufrir cibermareos, o cybersickness siguiendo la terminología inglesa,
mientras se usa un dispositivo de RV) los que hacen que una experiencia de
RV basada en HMD sea más o menos satisfactoria. Del mismo modo, extra-
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polando a ámbitos específicos, como el educativo, también se muestran como
determinantes a la hora de originar aprendizajes más profundos y persistentes.
Esta investigación tiene como objetivos estudiar como diferentes decisiones re-
lativas al diseño de interacción pueden influir en la experiencia que los usuarios
tengan dentro del entorno virtual, aumentando o disminuyendo su comodidad,
su sensación de presencia, etc...
Para ello, poniendo el foco en una de las interacciones más relevantes, la nave-
gación, se evalúa por primera vez las implicaciones de dos metáforas distintas
a través de las tres dimensiones de la presencia: la subjetiva, la conductual y
la fisiológica.
Adicionalmente, se detallan tanto un flujo de trabajo como dos herramientas
software destinadas a recoger, tratar y visualizar los datos de interacción de un
usuario dentro de un entorno de Realidad Virtual. La principal novedad recae
en la utilización de un Sistema de Información Geográfico para el apartado
de visualización, el cual proporcionada una flexibilidad sin precedentes para
analizar comportamientos y conductas.
Por último, se presenta una breve guía de diseño de entornos gamificados de
aprendizaje en RV basados en la teoría de la cognición corporizada, con el
objetivo de ayudar a diseñadores y desarrolladores a la hora de construir las
experiencias de aprendizaje del futuro.
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Abstract
Virtual Reality (VR) has been showing itself as an emerging and transgressive
medium for decades. Although currently continues its calm but unstoppable
rise, it still does not constitute a massive platform, contrary to what happens
with other devices such as consoles or mobile phones.
In any case, its enormous potential to generate emotions in users through a
more intense and profound sensory exposure, has been exploited especially in
some sectors, such as education and training or health, among others.
Once the technological advances have allowed the development of Virtual
Reality devices with high visual quality and at an affordable price, we are faced
with a propitious scenario for its mass diffusion. Currently, with more than six
million Virtual Reality headsets, (Head Mounted Display) sold throughout the
world, the main challenge lies in content creation. As has happened with other
communication technologies, such as film or television, from this moment on,
creativity and design should be the ones that enhance the consolidation of the
RV.
The review of the state of the art shows that they are factors such as presence
(the feeling of being really there, within the virtual environment) or comfort
(not suffering from cybersickness while using an RV device) which make a VR
experience based on HMD more or less satisfactory. Similarly, extrapolating to
specific areas, such as education, they are also shown as determining factors
when it comes to creating deeper and more persistent learning.
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This research aims to study how different decisions related to interaction design
can influence the experience that users have within the virtual environment,
increasing or decreasing their comfort, their sense of presence, etc ...
To do this, focusing on one of the most relevant interactions, navigation, the
implications of two different metaphors are evaluated for the first time through
the three dimensions of presence: subjective, behavioral and physiological.
Additionally, both a workflow and two software tools designed to collect, pro-
cess and visualize user interaction data within a Virtual Reality environment
are detailed. The main novelty lies in the use of a Geographic Information
System for the visualization section, which provided unprecedented flexibility
to analyze behaviors and behaviors.
Finally, a brief guide to the design of gamified learning environments in VR
based on the theory of embodied cognition is presented, with the aim of helping
designers and developers in building the learning experiences of the future.
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Resum
La Realitat Virtual (RV) s’ha vingut mostrant com un mitjà emergent i trans-
gressor des de fa dècades. Encara que actualment continua el seu calmat però
imparable ascens, segueix sense constituir una plataforma massiva, al contrari
del que ocorre amb uns altres dispositius com les consoles o els telèfons mòbils.
En qualsevol cas, el seu enorme potencial per a generar emocions en els usuaris
a través d’una exposició sensorial més intensa i profunda, s’ha explotat espe-
cialment en alguns sectors, com el de l’educació i la formació o el de la salut,
entre altres.
Una vegada que els avanços tecnològics han permés el desenvolupament de
dispositius de Realitat Virtual amb una alta qualitat visual i a un preu asse-
quible, ens trobem enfront d’un escenari propici per a la seua difusió massiva.
Actualment, amb més de sis milions de cascos de Realitat Virtual (HMD de
les seues sigles en anglés, Head Mounted Display) venuts al llarg del món, el
desafiament principal resideix en la creació de continguts. Igual que ha succeït
amb altres tecnologies comunicatives, com el cinema o la televisió, a partir
d’aquest moment hauran de ser la creativitat i el disseny les que potencien la
consolidació de la RV.
La revisió de l’estat de l’art mostra que són factors com la presència (la sen-
sació d’estar realment ací, dins de l’entorn virtual) o la comoditat (el no patir
cibermaretjos, o cybersickness seguint la terminologia anglesa, mentre s’usa un
dispositiu de RV) els que fan que una experiència de RV basada en HMD siga
més o menys satisfactòria. De la mateixa manera, extrapolant a àmbits especí-
ix
fics, com l’educatiu, també es mostren com a determinants a l’hora d’originar
aprenentatges més profunds i persistents.
Aquesta investigació té com a objectius estudiar com a diferents decisions re-
latives al disseny d’interacció poden influir en l’experiència que els usuaris
tinguen dins de l’entorn virtual, augmentant o disminuint la seua comoditat,
la seua sensació de presència, etc...
Per a això, posant el focus en una de les interaccions més rellevants, la nave-
gació, s’avalua per primera vegada les implicacions de dues metàfores diferents
a través de les tres dimensions de la presència: la subjetiva, la conductual i la
fisiològica.
Addicionalment, es detallen tant un flux de treball com dues eines programari
destinades a recollir, tractar i visualitzar les dades d’interacció d’un usuari dins
d’un entorn de Realitat Virtual. La principal novetat recau en la utilització
d’un Sistema d’Informació Geogràfic per a l’apartat de visualització, el qual
proporcionada una flexibilitat sense precedents per a analitzar comportaments
i conductes.
Finalment, es presenta una breu guia de disseny d’entorns ludificats d’aprenentatge
en RV basats en la teoria de la cognició corporitzada, amb l’objectiu d’ajudar a
dissenyadors i desenvolupadors a l’hora de construir les experiències d’aprenentatge
del futur.
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Capítulo 1
Introducción
En este capítulo se recopila y expone a alto nivel el trabajo
desarrollado en la Tesis. De manera complementaria, se describen
los objetivos perseguidos así como los desafíos que los originaron.
Del mismo modo, se explica el contexto que rodea a esta investiga-
ción así como el ámbito al que se circunscribe, haciendo hincapié
en la aportación al conocimiento nacida de la misma. Adicional-
mente, se detalla la metodología de investigación seguida a la hora
de alcanzar los objetivos propuestos y, por último, se incluye un
esquema general de la estructura de esta Tesis.
1.1 Contexto
La Realidad Virtual (RV) ha sido, durante décadas, fuente de inspiración y
especulación, a partes iguales, a la hora de pensar en sus posibles aplicaciones
presentes y futuras. La recreación sintética de la realidad (entendida desde
un punto de vista sensorial y cognitivo, aquello que nuestra mente y nuestro
cuerpo consideran real) ha constituido una perenne aspiración a lo largo de
la historia. Desde las primeras investigaciones del filósofo griego Demócrito de
Abdera (siglo IV a.C.) acerca de la percepción como acto subjetivo [56] debido
a la interacción “entre los átomos de los efluvios emitidos por la cosa percibida
y los átomos del receptor”, la recreación sólida1 de la realidad para su uso
atemporal y ubicuo se ha convertido en un desafío para la humanidad.
1Del griego stereos, que significa sólido y se utilizaba como sinónimo de real.
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Si dividiéramos la evolución de la RV en dos grandes bloques, nos encontraría-
mos con una distribución asimétrica, basada en los objetivos perseguidos y con
el eje temporal drásticamente desplazado al presente. En un primer período,
el cual abarcaría desde el siglo XIX hasta 2015, nos encontraríamos numerosas
investigaciones centradas en la tecnología. Desde las primeras ilustraciones y
fotografías estereoscópicas, con imágenes más reales que las simples representa-
ciones bidimensionales tradicionales[209, 81, 52, 11] hasta el lanzamiento global
del casco de Realidad Virtual (HMD, de las siglas en inglés Head Mounted Dis-
play) Oculus Rift DK1 [54], el objetivo era superar la barrera tecnológica de
una representación fiel de la realidad, un sistema de interacción adecuado y un
entorno de desarrollo versátil y asequible.
Figura 1.1: Visor de fotografías estereos-
cópicas (alrededor del 1850)
Figura 1.2: HMD Oculus Quest con sen-
sores de posición integrados (2018)
En el segundo bloque, desde 2016 en adelante, el foco está puesto en el diseño
de las experiencias en Realidad Virtual. Una vez disponemos de HMD portá-
tiles, potentes y asequibles, el objetivo principal es la creación de entornos y
experiencias virtuales que permitan al usuario sentirse realmente allí. Es por
ello que las investigaciones actuales se centran en los factores de diseño que
permiten alcanzar este objetivo así como en las métricas psico-cognitivas que
permiten apreciar de una manera empírica ese grado de realidad percibido.
Tradicionalmente, el término Realidad Virtual se ha venido utilizando sin am-
bajes para hacer referencia a entornos muy dispares, tanto desde un punto de
vista tecnológico como del diseño de interacción: desde los entornos en tres di-
mensiones (3D) multi-usuario en escritorio (como Second Life o el MMORPG,
Juego Masivo de Rol On-line, de sus siglas en Inglés Massive Multiplayer On-
line Role Playing Game, World of Warcraft) a sistemas CAVE (de sus siglas
en inglés, Cave Automatic Virtual Environments) que son habitaciones donde
las paredes y/o el suelo son pantallas. Esta heterogénea definición de sistemas
tiene como punto de encuentro un concepto fundamental: la presencia.
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El concepto de presencia, derivado del original telepresencia, engloba un cons-
tructo psico-cognitivo que representa la sensación “de estar ahí”, dentro del
entorno virtual. Esta sensación ha sido objeto de estudio intensivo en las últi-
mas décadas[191, 182, 170, 158, 25, 53, 33] ya que se muestra como el elemento
diferencial de la RV frente a los otros medios.
Y es precisamente ese efecto de la Realidad Virtual el que la convierte en un
entorno con un potencial enorme para el aprendizaje.
El papel de la presencia, de sentirse realmente dentro del entorno virtual asienta
su potencial en el ámbito de la educación en dos pilares fundamentales:
Emociones y motivación intrínseca: Aprender requiere de esfuerzo y es
por esto que los seres humanos, por lo general, necesitan de un motivo o
motivos para afrontar el proceso[151]. Profundizando en el origen de la
motivación intrínseca, podemos concluir que las emociones son el motor
de la motivación[130, 32] y que la RV es, intrínsecamente, un medio emo-
cional[4]. En investigaciones previas, ha quedado patente la correlación
entre presencia y emociones[160].
Viveza de la experiencia y transferibilidad: Adicionalmente, una mayor
presencia implica mayor viveza de la experiencia virtual y, por tanto,
permitiría obtener reacciones de los sujetos muy próximas a las que se
originarían en la vida real[212, 131] y por tanto, los aprendizajes tendrían
una transferibilidad al mundo real mucho más alta[115].
La motivación de este trabajo es avanzar en el conocimiento de esos factores de
diseño que hacen que las experiencias interactivas en RV sean “más reales”, esto
es, que maximicen la presencia, de modo que sea posible explotar al máximo
las capacidades de estas tecnologías a la hora de aplicarlas a distintos ámbitos,
especialmente a los de la educación y la formación.
1.2 Objetivos
En el presente trabajo de Tesis, se pretende avanzar en el conocimiento acerca
de como los distintos métodos de interacción dentro de un entorno de Realidad
Virtual influyen en la experiencia de usuario en general y de la presencia en
particular, como elemento más relevante de la citada experiencia. Adicional-
mente, se persigue el establecer unas líneas base en el diseño de interacción que
sirvan de apoyo a los creadores de espacios virtuales dedicados a la educación.
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Por último y como elemento colateral, se quieren evaluar las métricas más uti-
lizadas tradicionalmente a la hora de cuantificar y visualizar la experiencia de
usuario en RV.
La hipótesis general puede sintetizarse como: “El adecuado diseño de interac-
ción para un entorno virtual dedicado al aprendizaje influye postivamente en la
experiencia de usuario de forma general y en particular a su elemento nuclear,
la sensación de presencia, mejorando el aprendizaje significativo, la motivación
intrínseca y la transferibilidad de las competencias adquiridas.”
Detallando los objetivos principales, obtendríamos el siguiente resumen:
1. Examinar la función de la presencia como elemento diferencial de los
entornos de Realidad Virtual enfocados al aprendizaje.
2. Evaluar las métricas utilizadas tradicionalmente para cuantificar la sen-
sación de presencia en entornos de Realidad Virtual y establecer, por
primera vez, correlaciones entre ellas.
3. Crear un entorno experimental en RV con elementos de gamificación
orientado a la evaluación de la experiencia de usuario, reutilizable por
otros investigadores.
4. Desarrollar herramientas software automáticas para recoger el compor-
tamiento de los usuarios dentro de un entorno virtual con el fin de su
análisis post-experimental.
5. Desarrollar herramientas de visualización para datos masivos correspon-
dientes al comportamiento de los individuos en un entorno de RV recogi-
dos en los experimentos.
6. Examinar la influencia de la interacción más representativa, la navegación,
dentro de un entorno de Realidad Virtual sobre la experiencia de usuario
(disgregada en 2 factores: comodidad y presencia, esta última en sus tres
variantes, subjetiva, conductual y fisiológica).
7. Crear un guía de diseño de interacción con recomendaciones para los
diseñadores de sistemas de Realidad Virtual orientados al aprendizaje
con el objetivo de potenciar la presencia.
Estos objetivos se enmarcan dentro de un objetivo estratégico de la Comisión
Europea dentro del ámbito de la aplicación de las Tecnologías de la Informa-
ción y la Comunicación a diferentes sectores sociales. Concretamente, podemos
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encontrar en el gran programa marco europeo de inversión en investigación e in-
novación, el programa Horizon2020, como dentro de la línea H2020-EU.2.1.1.
- LIDERAZGO INDUSTRIAL - Liderazgo en tecnologías industriales y de
capacitación - Tecnologías de la información y la comunicación (TIC), se en-
cuentra un apartado específico dedicado a este ámbito: ICT-24-2016 - Juegos
y gamificación, en el segundo programa de trabajo (2016-2017)[43]. Bajo este
paraguas, se ubica el objetivo específico:
”...de transferencia de tecnología a través de experimentos a pequeña
escala sobre el desarrollo y la validación de tecnologías y mecánicas
de juegos abiertos, incluidos sectores distintos de la industria del
juego, en situaciones y escenarios no relacionados con el ocio con
fines de formación y motivación. Las acciones integrarán contribu-
ciones de desarrolladores de juegos, investigadores de disciplinas de
ciencias sociales y humanidades, editores, intermediarios educativos
y usuarios finales. Las actividades incluirán trabajo en tecnologías
de juego (realidad aumentada y mixta, audio y video 3D, mundos
virtuales, narración interactiva, narrativas, modelado y datos, etc.),
desencadenadores de aprendizaje y comportamiento (efectividad pe-
dagógica, compromiso, creatividad, comportamientos colaborativos,
proactivo ) y aspectos de ciencias sociales (riesgos y desafíos poten-
ciales, privacidad, cuestiones de género y éticas, etc.).
Del mismo modo, en el prestigioso informe anual Innovating Pedagogy de la
Open University de Reino Unido, en su última edición[59], cita la Realidad
Virtual aplicada a la educación y los escenarios virtuales como elementos clave
para la motivación y el aprendizaje significativo en los distintos escenarios de
aprendizaje, tanto para niños como para adultos.
Por este motivo, consideramos que la Realidad Virtual sigue representando un
medio con enorme potencial pedagógico pero que requiere todavía de mayor
respaldo investigador para crear contendidos efectivos y facilitar su despliegue
masivo.
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1.3 Alcance de la investigación
El estudio de la experiencia de usuario en Realidad Virtual representa un
ámbito extremadamente amplio e incluye multitud de subtemas. Por una parte
nos encontramos con los elementos relacionados con la tecnología propiamente
dicha, por otra con la respuesta de los usuarios derivada de la exposición a
dicha tecnología y por último, con los aspectos metodológicos de la recogida e
interpretación de datos relacionados con la citada experiencia de usuario.
En estas tres áreas, el alcance de esta tesis ha estado firmemente acotado
atendiendo a los siguientes criterios:
Tecnología: Atendiendo a la clasificación expuesta en las tesis de Sla-
ter y Wilbur[185], en esta investigación no entramos en el campo de la
inmersión (relativo a las cualidades del sistema tecnológico detrás de la
experiencia en RV). Por ese motivo, todas las investigaciones aparejadas
a esta tesis se basan en gafas de realidad virtual, conocidas como HMD
(de sus siglas en inglés, Head Mounted Display), al estilo de las Oculus
Rift o las HTC Vive, con seguimiento (del inglés tracking) a nivel de ha-
bitación. Se han descartado el resto de sistemas de RV, como por ejemplo
los basados en tecnologías CAVE (de sus siglas en inglés, Cave Assisted
Virtual Environment) que son habitaciones donde a través de pantallas
o proyectores, se crea un entorno inmersivo. También se han descarta-
do aquellos sistemas con 2 grados de libertad, centrando la investigación
en sistemas con seguimiento a nivel de habitación (del inglés room scale
tracking) ya que permiten desplazamientos tridimensionales y permiten
interacciones más naturales.
Métricas para la interpretación de la experiencia de usuario: En
el proceso de medir la experiencia de usuario, nos hemos focalizado en
los indicadores correspondientes a presencia, comodidad y rendimiento,
dejando de lado aspectos como el engagement, el flow o la diversión aún
entendiendo y compartiendo su potencial a la hora de cualificar la expe-
riencia virtual. Esta criba sobre las métricas más habituales en sistemas
de RV se basa en la elección de aquellas características que, a priori, más
relevancia tienen sobre la experiencia de aprendizaje. De estas métricas
es la de la presencia la que más complejidad conlleva y sobre ella, hemos
trabajado desde un enfoque multidimensional: a) Se han utilizado cues-
tionarios para medir la presencia subjetiva; b) Se han registrado y etique-
tado reacciones para medir la presencia conductual; c) Se ha utilizado la
Actividad Electro-Dérmica (EDA, de sus siglas en inglés Electro-Dermal
Activity) para medir la presencia fisiológica. En este último punto, se
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descartaron otras métricas fisiológicas como el eye-tracking (seguimien-
to de la mirada de los usuarios) por su complejidad instrumental pero,
en un futuro cercano, con una tecnología más madura, será una métrica
interesante para este ámbito.
Recogida e interpretación de datos relacionados con la expe-
riencia de usuario: A la hora de recoger datos relativos a la experiencia
de usuario dentro de los entornos virtuales, nos centramos en crear he-
rramientas automatizadas para registrar las distintas interacciones que
se producen en los experimentos así como en un sistema de visualización
adecuado para entender espacialmente la actividad de los usuarios para
su post-análisis. No pretendíamos generar un framework generalista para
el análisis de la experiencia de usuario sino un plug-in reutilizable por
otros investigadores para recoger datos en sus propios entornos.
1.4 Contribución al conocimiento
Desarrollar entornos educativos en Realidad Virtual requiere tomar muchas
decisiones de diseño, en ámbitos muy diferentes; desde el diseño instruccional
al diseño de interacción pasando por la dirección artística en 3D o el diseño
narrativo. En este sentido, muchas de las decisiones de diseño se toman en
base a experiencias previas en otros medios más que en fundamentos empíricos
recogidos de la experiencia de usuario en Realidad Virtual. Esta investigación
pretende arrojar luz sobre estas decisiones de diseño a partir de la evidencia
experimental, particularmente sobre el diseño de interacción. Para ello, se eva-
luarán las implicaciones del diseño de interacción en la experiencia de usuario,
especialmente en aquellos factores que mayor influencia han mostrado en entor-
nos virtuales orientados a la educación y la formación: comodidad, rendimiento
y, fundamentalmente, presencia.
El estudio de la presencia ha recibido mucha atención a lo largo de las últimas
décadas, motivada mayoritariamente por su papel clave a la hora de diferenciar
la Realidad Virtual de otros medios. Esta investigación previa ha venido siendo
enfocada desde diferentes y variadas perspectivas, construyendo silos de cono-
cimientos disgregados. Esta tesis pretende unificar las visiones más relevantes
acerca de la presencia con el objetivo de obtener una visión integradora y sen-
tar las bases para una investigación más productiva y aplicada. Para ello, por
primera vez, se utilizarán métricas para la presencia provenientes de las tres
aproximaciones más extendidas: la presencia subjetiva, la presencia conduc-
tual y la presencia fisiológica. Combinando estas tres métricas se establecerán
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nuevas relaciones entre ellas, proporcionando un marco de trabajo más claro
para futuras investigaciones.
Adicionalmente, con el objetivo de avanzar en el estudio de las experiencia de
usuario en Realidad Virtual, se desarrollarán dos herramientas de gran interés
para cualquier investigador: una destinada a recoger las interacciones que se
producen en un entorno de Realidad Virtual y otra orientada a visualizar las
citadas interacciones en un Sistema de Información Geográfico (GIS, de sus
siglas en inglés, Geographic Information System).
Por último y tomando como base las evidencias obtenidas en los experimentos
realizados, se establecerán unas guías de diseño de interacción útiles para todos
aquellos dedicados al diseño y desarrollo de experiencias de aprendizaje en
Realidad Virtual.
Tanto las herramientas software desarrolladas como los flujos de trabajo descri-
tos así como los datos generados y recogidos a lo largo de los distintos experi-
mentos están a disposición de la comunidad científica, como código abierto, de
modo que sirvan de base para futuras investigaciones orientadas a profundizar
en la relación entre interacción, presencia y aprendizaje.
1.5 Metodología de investigación
Esta sección ofrece una perspectiva general de los métodos de investigación
empleados en esta tesis. Podemos afirmar que, a grandes rasgos, la metodolo-
gía seguida se divide en dos etapas principales: la definición del problema de
investigación (a través de la revisión bibliográfica) y la validación de hipótesis
(a partir de datos obtenidos experimentalmente).
La revisión bibliográfica se centrará en como las distintas maneras de interac-
tuar (de modo particular, el método de navegación) en un entorno de Realidad
Virtual afectan a la experiencia de usuario, especialmente a la sensación de
presencia. Dentro de este análisis, se hará especial hincapié en las métricas
empleadas a la hora de medir la presencia así como en la implementación de
los propios métodos de navegación para intentar aislar la influencia directa de
la metáfora de navegación sobre la sensación de presencia.
De este modo, se podrá comprender mejor la oportunidad de investigación
remarcada en el objetivo 1) de la sección 1.2 de este mismo capítulo. Los
objetivos 2) y 6) se afrontarán a partir de la recogida y análisis de datos
empíricos mientras que los objetivos 3), 4) y 5) constituyen desarrollos propios
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para automatizar y digitalizar la recogida, tratamiento y análisis de los datos
experimentales. Por último, el objetivo 7) se derivará de los hallazgos obtenidos
a partir de la consecución de los objetivos previos.
El núcleo de la tesis se basa en una metodología experimental, la cual sustenta
los experimentos realizados con el objetivo de obtener información cuantitativa
sobre conceptos que, en esencia, son cualitativos. El rendimiento, la comodidad
o la presencia si son considerados subjetivos, muestran métricas poco robustas
y, al tiempo, los métodos de medida son poco ecológicos. Es por esto, que
uno de los objetivos subyacentes a los anteriormente expuestos, es buscar la
objetividad en estas métricas y evaluar nuevos enfoques en el diseño de entornos
experimentales, a través de la gamificación, por ejemplo, para obtener datos
con altos niveles de validez, consistencia y ecología.
Todos los experimentos relatados en este documento de tesis han sido llevados
a cabo en un entorno académico, con estudiantes de distintas titulaciones.
Los resultados de estos estudios se aplicarán, tal y como se recoge en el objetivo
7) para sentar las bases de diseño de interacción, especialmente del diseño e
implementación de metáforas de navegación a la hora de construir entornos de
Realidad Virtual orientados a la educación y el aprendizaje. Adicionalmente,
uno de los objetivos adyacentes, era facilitar la futura investigación en el ámbito
de la experiencia de usuario en entornos de Realidad Virtual, de modo que
cada nuevo investigador dispongo de un entorno virtual y herramientas para
la obtención y el procesamiento de los datos y no deba comenzar de cero su
planteamiento experimental.
1.6 Estructura de la tesis
Este documento de tesis se divide en 6 capítulos:
Capítulo 1: Introducción
Este capítulo recoge una panorámica de la intención primera de esta tesis
así como de los objetivos detallados que se persiguen con ella. Se explica
el contexto de la investigación así como los aspectos en los que se pretende
avanzar en el conocimiento. Adicionalmente, se explicita de un modo ge-
neral la metodología de investigación empleada y los principales hallazgos
que se esperan.
Capítulo 2: Revisión bibliográfica
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Este capítulo proporciona un análisis de los estudios relevantes para el
tema de esta tesis realizados con anterioridad. A partir de este análisis,
se identifican los ámbitos con potencial de investigación en la intersec-
ción entre diseño de interacción, aprendizaje y presencia. Se han revisado
las siguientes áreas: educación y formación en Realidad Virtual, teorías
de aprendizaje en Realidad Virtual, experiencia de usuario en Realidad
Virtual, navegación en Realidad Virtual, presencia (origen y métricas) e
influencia entre navegación y presencia.
Capítulo 3: Metáforas de navegación y experiencia de usuario en un en-
torno de RV
En este tercer capítulo, se revisa la definición de experiencia de usuario
en RV a través del concepto de presencia. A lo largo de este capítulo,
se entra en profundidad a estudiar las distintas metáforas de navegación
que se vienen implementando en Realidad Virtual y sus implicaciones
en la experiencia de usuario, especialmente en la presencia. Se describen
también su implementación, tanto software como hardware y las conno-
taciones psico-cognitivas sobre los usuarios. En último lugar, se muestran
los resultados empíricos de un experimento orientado a evaluar la relación
entre metáfora de navegación y presencia.
Capítulo 4: Registro y visualización de la actividad de los usuarios en un
entorno Realidad Virtual
Este cuarto capítulo se centra en las herramientas desarrolladas para la
obtención de datos relativos a las distintas interacciones de los usuarios
dentro de un entorno de RV y la posterior visualización de los mismos.
Estas herramientas software vienen acompañadas del código fuente bajo
licencia Creative Commons Attribution 4.0 International (CC BY 4.0).
Esto implica que puede ser compartido (copiado y redistribuido por cual-
quier medio y/o formato) y adaptado (modificado, transformado y servir
de base a otros productos) bajo la obligación de mencionar a los autores
y de incluir un link a la licencia CC correspondiente. También se describe
el flujo de trabajo necesario para su utilización, de modo que cualquier
otro investigador sea capaz de utilizarlas en sus propios experimentos.
Capítulo 5: Guías de diseño de experiencias de aprendizaje en Realidad
Virtual basadas en la sensación de presencia y en el embodiment
En este capítulo, se recogen y sintetizan los más relevantes hallazgos re-
latados en los capítulos anteriores y se ofrecen en forma de guía de diseño
para la creación de espacios de Realidad Virtual orientados a la educación
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y el aprendizaje. Se hace especial hincapié en aquellos aspectos relativos a
la sensación de presencia y al embodiment por ser considerados los facto-
res de mayor peso a la hora de favorecer la profundidad y transferibilidad
de los aprendizajes.
Capítulo 6: Conclusiones y trabajo futuro
En el último capítulo, se procede a resumir los resultados de esta tesis y
a inferir tanto unas conclusiones como una discusión acerca de las limi-
taciones de la misma y de las futuras líneas de investigación derivadas de
este estudio.
11
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2.1 Introducción
Este capítulo, tiene como objetivo prioritario el establecer el estado del arte de
la Realidad Virtual aplicada a la educación y la formación así como analizar
las áreas de intersección entre interacción, presencia y experiencia de usuario
en RV.
La revisión bibliográfica comienza con un análisis sobre la historia y evolución
del empleo de la Realidad Virtual con fines educativos y formativos, resaltando
los aspectos que mayor potencial presentan a la hora de favorecer los aprendi-
zajes y aquellos que muestran ciertas limitaciones. Adicionalmente, se recogen
y diseccionan muchos de los trabajos previos realizados en el ámbito del estudio
de la sensación de presencia: teorías acerca de su naturaleza, elementos que la
propician o que la disminuyen, métricas para su cuantificación e implicaciones
de la misma sobre la experiencia de usuario en Realidad Vitual.
Posteriormente, se ofrece una perspectiva de los métodos de interacción en
Realidad Virtual, ofreciendo un marco teórico sobre el que apoyar cualquier
investigación relacionada con el diseño de interacción en Realidad Virtual y en
sus aplicaciones prácticas. En último lugar, bajando a mayor nivel de detalle,
se examina el estado del arte de los métodos de navegación en RV, poniendo
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el foco en las implicaciones de cada familia de metáforas en la experiencia de
usuario y en el aprendizaje.
2.2 Evolución de la Realidad Virtual como medio de
enseñanza-aprendizaje
Las tecnologías relacionadas con la Realidad Virtual (VR) se han venido desa-
rrollando de forma continuada durante los últimos cincuenta años. Desde la
Consola Unipersonal de Heiling, Sensorama[75], en 1962, considerada como la
primera aplicación comercial de tecnología multimodal, hasta el desarrollo ac-
tual de sistemas de RV de bajo coste basados en teléfonos móviles o los HMD
de alta resolución con seguimiento (del inglés, tracking) a escala de habitación,
ha tenido lugar una profunda evolución, tanto tecnológica como en el diseño
de las experiencias.
Figura 2.1: Sensorama, de Morton Heilig
Aún considerando que la citada multimodalidad del Sensorama contribuía a
una experiencia más evocadora, las primeras aproximaciones a la RV aplica-
da al ámbito educativo se sustentaban principalmente en la visión, el sentido
principal en este tipo de experiencias. En la Grecia clásica, donde los filósofos
sentaron las bases de la ciencia moderna, se consideraba que las percepciones
sensoriales como el oído o la vista se podían explicar a partir de la interacción
entre los átomos (en griego, átomo significa inseparable) de los efluvios que
emiten las cosas y los átomos del receptor. Eso justificaría la relatividad de las
sensaciones[56]. Concretamente, es esa subjetividad de la percepción el susten-
to del antiguo anhelo de la humanidad de crear imágenes bidimensionales que
engañen a nuestro cerebro para que perciba una tridimensionalidad que no es
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tal. Es precisamente la tercera dimensión la que proporciona esa sensación de
“solidez”, de que lo que vemos es real en base a que es creíble perceptivamente.
La tridimensionalidad de nuestra visión permite que percibamos la profundi-
dad de un mundo construido sobre tres ejes de coordenadas y, de este modo,
facilita que distingamos con precisión en qué plano se encuentra aquello que
estamos mirando. Eso, nos permite interactuar con un mundo donde necesita-
mos gestionar la profundidad de manera permanente. La visión binocular exige
que los dos ojos estén en la parte frontal de la cabeza y es propia de los de-
predadores ya que necesitan gran precisión tridimensional para capturar a sus
presas. Sólo unos pocos seres vivos no depredadores, como los seres humanos,
algunos primates o murciélagos tiene los ojos al frente ya que también han ne-
cesitado discriminar la profundidad para su evolución[72]. La visión binocular
gana precisión sacrificando campo de visión.
Las presas, suelen tener los ojos en los laterales de la cabeza, ampliando el cam-
po de visión como medida de protección a costa de su capacidad estereoscópica,
limitando mucho su visión en diferentes planos al no existir convergencia en
las imágenes procesadas por su cerebro. Y es precisamente esta mayor preci-
sión, esta mayor profundidad la que genera una conexión más intensa con los
elementos tridimensionales. De ahí, que la idea de crear recursos de aprendi-
zaje estereoscópicos haya estado siempre presente. Aunque la producción de
las primeras imágenes estereoscópicas artificiales, dibujos o fotografías dobles
con cierta variación de ángulo para que nuestra visión binocular las procese
de modo estereoscópico, estuviera vinculada al ámbito artístico, enseguida se
descubrió el potencial educativo de las mismas.
2.2.1 Estereoscopía y aprendizaje: Los albores de la Realidad
Virtual
Existen diversas fuentes [30] que consideran que las primeras imágenes este-
reoscópicas fueron creadas por el pintor Jacopo Chimenti entre mediados de
los siglos XV y XVI, aunque existen sólidas evidencias [205, 189] de que la
estereoscopía en sus dibujos era inconsistente y fruto de la casualidad. Su ver-
dadero origen, expansión y popularidad vino de la mano de los estudios y la
fabricación del primer estereoscopio por parte de Sir Charles Wheatstone, Ca-
tedrático de Filosofía Experimental del King’s College[209]. Este dispositivo,
basado en una doble lente permitía contemplar imágenes estereoscópicas con
comodidad y con una buena profundidad de campo.
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Figura 2.2: Dibujos estereoscópicos de
Jacopo Chimenti, s.XIV-XV
Figura 2.3: Estereoscopio de Wheatsto-
ne, basado en espejos (1838)
Fue precisamente para una evolución del estereoscopio de Wheatstone para el
que se diseñó la primera aplicación educativa estereoscópica de la que tenemos
constancia. Fue “La Tierra de los Faraones”, un libro de 1897 publicado por
Underwood & Underwood, con más de 100 fotografías estereoscópicas[52].
En la primera mitad del siglo XX, la empresa Keystone View Company se
erigió como el referente internacional en la creación de contenido educativo
estereoscópico y consiguió distribuir su visor Keystone 600 junto con una gran
colección de imágenes estereoscópicas seleccionadas específicamente para su uso
educativo. Para ello, crearon un equipo de 62 docentes que las seleccionaron y
las clasificaron en diferentes temas: historia, agriculatura, naturaleza, geografía
o arte[11]. Como podemos leer en el manual[44] facilitado a los docentes: “...
como las estereografías proporcionan una tercera dimensión o profundidad a
las escenas, éstas tienen una mayor similitud con la realidad, provocando en los
niños la misma reacción que la visión real de lo que se muestra en la imagen”.
En los años posteriores, la estereoscopía se utilizó intensamente en el ámbito
de la formación, por ejemplo en el entrenamiento militar, jugando un papel re-
levante en la Segunda Guerra Mundial. El mayor exponente de esta técnica fue
la preparación de la operación Crossbow, donde se tomaron más de 10.000.000
de fotografías de la costa francesa para preparar las operaciones de bombardeo
anglo-americanas. Con esta base de imágenes, se reconstruyó estereoscópica-
mente el territorio objetivo y los analistas y pilotos tuvieron información de
primer nivel acerca del relieve y las ubicaciones de los objetivos militares[73].
En paralelo, la medicina, uno de los ámbitos de conocimiento más expuesto
siempre a la investigación de formas realistas de entrenamiento y formación,
comenzaba a preguntarse acerca de la efectividad de la estereoscopía y descu-
brió que podía jugar un papel muy relevante en el aprendizaje y la diagnosis,
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Figura 2.4: Fotografía aerea estereoscópica de la ciudad polaca de Stettin, 1943.
comenzando específicamente con la radiografía estereoscópica[51], a lo largo
de la primera mitad del siglo XX, la cual aportaba información volumétrica
relevante a partir de radiografías planas.
De este modo, podemos comprobar como un básico sistema de visualización
inmersivo basado en la estereoscopía, aplicado en ámbitos específicos, como
por ejemplo la percepción espacial o el estudio anatómico puede facilitar tareas
como encontrar, identificar y clasificar objetos[120, 58, 132, 49].
2.2.2 El papel de una incipiente Realidad Virtual en educación y
formación
El siguiente paso importante en la historia de la Realidad Virtual, fue dado
por Ivan Sutherland con el diseño y desarrollo del primer HMD y que asentó la
arquitectura de los modernos sistemas de Realidad Virtual basados en gráficos
computerizados. Fue la llamada “Espada de Damocles”, ya que el disposito se
suspendía del techo, sobre los usuarios, por su gran peso. Además de sus apor-
taciones en cuanto a la tecnología, también se le considera autor del artículo
fundacional de la Realidad Virtual y la Realidad Aumentada tal y como las
conocemos hoy: “The Ultimate Display”[194].
El propio Sutherland, en estos albores de la Realidad Virtual, ya valoraba de
una manera premonitoria las implicaciones de la sensación de presencia, de
realidad, de su invención. En declaraciones a la BBC, afirmó: “La imagen (la
línea) era virtual, pero no engañaba a nadie haciéndole creer que era real”[10].
El sistema generaba por computador pares de imágenes estereoscópicas que
se enviaban a las pantallas montadas en las gafas y permitían a los usuarios
ver unas sencillas líneas 3D desde cualquier ángulo. Para interpretar el punto
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Figura 2.5: I. Sutherland probando su HMD, 1966.
de vista de los usuarios, se usaron potenciómetros en las articulaciones de los
brazos que sujetaban el casco, los cuales recogían los movimientos realizados.
La limitada potencia gráfica, tanto de los computadores como de las pantallas,
penalizaba la inmersividad de la experiencia.
Por este motivo, la introducción de nuevas capacidades gráficas y de interacción
revolucionó el panorama de la Realidad Virtual.
Las primeras aplicaciones profesionales de la RV a la educación y el entre-
namiento se centraron en los simuladores de vuelo para el entrenamiento de
pilotos[65]. Esta adopción, mayoritariamente llevada a cabo por el ejército de
los EEUU[142], se apoyó principalmente en unos menores costes operativos y
la mayor seguridad de estos entornos ya que permitían practicar en escenarios
peligrosos. Uno de los desafíos a los que se enfrentaban estos primeros siste-
mas de formación en RV era que dependían complemetamente del hardware,
debido a que se utilizaban controles físicos los cuales replicaban los reales. Esto
hacía que fuera imposible reutilizar el sistema de, por ejemplo, entrenamiento
de pilotos de avión para entrenar a conductores de tanques.
Casi simultáneamente, fue la NASA la siguiente en aprovechar las capacidades
de la Realidad Virtual en sus programas de formación y entrenamiento. A lo
largo de la década de los 90, su Virtual Physics Lab fue un referente en la
creación de entornos de formación en Realidad Virtual, como el de la Misión
de Rescate del Telescopio Hubble o el de la Estación Espacial Coupola[109,
121].
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Del mismo modo que ocurrió con las primeras imágenes estereoscópicas, la me-
dicina también se aproximó rápidamente a la nueva tecnología emergente. Este
acercamiento tuvo un caracter dual: Por una parte, al igual que en otros ámbi-
tos relacionados con la visualización tridimensional, la RV se mostró como un
aliado excepcional para la diagnosis y el análisis de imágenes médicas[162, 166].
Pero su mayor potencial en este campo se empezó a vislumbrar en el área del
entrenamiento quirúrgico. Los simuladores con los que se forman los cirujanos
son complejos y se basan principalmente en elementos físicos con retroalimen-
tación háptica[45]. Hoy en día, todavía representan uno de los ejemplos más
maduros de la utilización de la Realidad Virtual con fines educativos.
2.2.3 Desarrollo tecnológico y búsqueda de un modelo pedagógico
propio.
Aunque en sus orígenes comenzó como una manera realística de simular ciertas
condiciones y procesos profesionales, basados en manipulación principalmente,
si analizamos las razones que llevan a emplear la Realidad Virtual en educa-
ción y formación, encontramos un abanico de diversas motivaciones, en clara
evolución cronológica.
En esta misma década, a mediados de los 90, fue el Virtual Reality and Educa-
tion Lab (VREL), en el seno de la East Carolina University y co-dirigido por
Auld y Pantelidis[6, 7]. Su objetivo fundacional es ejercer el liderazgo necesa-
rio para promover la utilización de la Realidad Virtual en las escuelas y desde
entonces, han llevado a cabo un gran número de investigaciones y proyectos
piloto persiguiendo esta meta.
Analizando el interesante trabajo de la propia Verónica Pantelidis, reparamos
en sus conclusiones acerca de como la utilización de la Realidad Virtual en
educación es, en sus propias palabras, “una evolución natural de la Instrucción
Asistida por Ordenador (CAI, de las siglas en inglés de Computer-Assisted Ins-
truction)”[140]. Ahondando en esta afirmación, consideramos que la Realidad
Virtual incorpora además algunas características intrínsecas que la hacen, en
cierto modo, más compleja.
Y son, precisamente, esas singularidades las que han guiado su adopción en el
ámbito de la educación y especialmente a lo largo de la década de los 90, donde
se centraron los esfuerzos investigadores en la búsqueda de un modelo peda-
gógico propio y eficaz. En un primer momento se buscó explotar el potencial
que tenía la Realidad Virtual para generar experiencias de aprendizaje no sím-
bolicas y en primera persona mientras que la educación formal promocionaba
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experiencias simbólicas en tercera persona.[212]. Mantovani, por su parte, [115]
se centró en destacar los beneficios de la Realidad Virtual como una herramien-
ta para “promover el aprendizaje en contextos difíciles o imposibles de recrear
en la vida real”. Más recientemente, en un meta-análisis realizado por Freina
y Ott[61] podemos apreciar como el argumento más empleado para incluir la
Realidad Virtual en la práctica docente es que “da la oportunidad de vivir y
experimentar situaciones que no podrían ser accesibles de manera física”.
Como elemento común a todos estas motivaciones y modelos pedagógicos aso-
ciados a la RV, podemos destacar su capacidad para experimentar, de manera
cuasi real, sensaciones del mundo real pero recreadas a partir de entornos e
interacciones sintéticas. Y es en este punto donde nos distanciamos más del
planteamiento de Pantelidis antes citado. La capacidad de generar sensaciones
de la RV la diferencia de otras opciones de formación multimedia.
La eficacia de la inducción emocional de la Realidad Virtual ha sido analizada
en estudios como el proyecto EMMA[4] donde se demuestra de manera empí-
rica y sólida la capacidad de generar emociones en los usuarios. Otro estudio,
realizado por G.Riva[160] confirma de nuevo la posibilidad de utilizar la RV
como una herramienta de inducción emocional, en este caso para alcanzar es-
tados de relajación o ansiedad. Y es precisamente cuando conectamos estos
resultados a otros estudios pedagógicos recientes donde se establece la activa-
ción emocional como pilares para la adquisición de nuevos conocimientos[84],
fijándolos, cuando vemos el potencial de la Realidad Virtual en el ámbito de
la enseñanza-aprendizaje.
Adicionalmente a su capacidad de inducción emocional, la Realidad Virtual
posee gran potencial para la generación de motivación intrínseca. Como pode-
mos ver, por ejemplo, en el estudio de Wrzesien y Alcañiz, eJunior[215], acerca
del proceso de enseñanza-aprendizaje de las Ciencias Naturales y la Ecología
en la etapa de educación primaria. Los alumnos se organizaron en dos grupos:
uno realizó actividades en un entorno RV inmersivo mientras que el otro utilizó
una aplicación 2D. Los resultados indicarón que los estudiantes que utilizaron
la RV estuvieron mucho más satisfechos con la experiencia de aprendizaje.
Esto encaja a la perfección con las últimas novedades en cuanto a la aplicación
de los avances neurocientíficos en el ámbito de la educación. Como se recoge
en un trabajo anterior[138], la nueva disciplina de la neuroeducación surge de
la interacción entre el conocimiento neurocientífico y la práctica pedagógica.
El nombre en si ya referencia de manera efectiva la interconexión entre mente,
cerebro y aprendizaje. Es un área multidisciplinar, identificada por Bruer[31],
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cuando propuso conectar neurociencia y educación a través de la psicología
cognitiva.
El desarrollo actual de técnicas como el electroencefalograma (EEG), las imá-
genes a partir de resonancia funcional magnética (fMRI) o la espectroscopía
infrarroja de corto alcance (NIRS) proporciona herramientas para identificar
qué regiones del cerebro se activan en las funciones neurocognitivas más común-
mente relacionadas con la actividad de aprender[5]. También en este ámbito se
ha establecido un sólido vínculo entre las emociones y el aprendizaje: nuestro
cerebro retiene mejor la información cuando ésta viene de la mano de una alta
carga emocional[130].
Más recientemente, con una gran desarrollo en el ámbito tecnológico, que per-
mite tener HMDs independientes (sin necesidad de estar conectados a un orde-
nador) y de gran calidad visual, las investigaciones se centran en aplicaciones
verticales de la RV, como por ejemplo: en la educación a distancia[145, 149],
en la educación de STEM (Ciencia, Tecnología, Ingeniería y Matemáticas)[206,
107] o en el área de la salud[70, 105].
En la siguiente sección veremos como la sensación de presencia es el factor
clave a la hora de inducir emociones y de generar motivación intrínseca.
2.3 La presencia como factor clave de la experiencia de
usuario en Realidad Virtual
El concepto de presencia se muestra difuso y esquivo. Imaginemos una obra
de teatro inmersivo, como la icónica Sleep no More1, donde los espectadores,
ataviados con máscaras blancas, se mueven libremente a través de diferentes es-
cenarios y donde pueden interactura con los actores y los elementos de atrezzo.
Aunque el espectador sabe que todo lo que está sucediendo sobre el escenario
es ficción, empatiza con los personajes, su corazón late aceleradamente frente a
eventos dramáticos y, en definitiva, actúa como si las situaciones fuesen reales.
Esta suspensión de la incredulidad, tal y como fue acuñado el término por el
poeta y filósofo Coleridge[42], es indispensable al analizar obras de ficción, sea
cual sea el medio en el que se presentan: cine, literatura, teatro o juegos. El
conocer hasta qué punto los usuarios o consumidores de medias sienten que
están relacionándose con objetos reales o para-reales[101] ha sido una cuestión
relevante para un gran número de investigadores de diversos ámbitos, desde el
1https://www.punchdrunk.org.uk/sleep-no-more
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Figura 2.6: Espectadores y actores de Sleep no More en Broadway, NY, USA.
campo de la literatura al de la Realidad Virtual[74, 191, 14, 214, 179, 201, 63,
198, 113, 64].
Sentir como real un entorno sintético así como los eventos que en él transcurren
o los personajes que lo pueblan, eso es la sensación de presencia, al menos en
alguna de sus acepciones y ha sido un punto central para la investigación
desde que, para muchos, constituye el punto central de cualquier experiencia
mediada[101]. Originalmente, cuando la sensación de presencia fue definida por
primera vez en la década de los 80 por el profesor Marvin Minsky en la revista
de ciencia ficción Omnium [128], el término hacía referencia la telepresencia o
la sensación de creer que se está realmente en otro lugar aunque, al menos desde
un punto de vista cognitivo, se sabe a ciencia cierta que no es así. En estos
primeros momentos, con una embrionaria investigación sobre la presencia, el
foco se colocaba en los aspectos tecnológicos pero con el desarrollo del área,
psicólogos y neurocientíficos[163] se han visto fuertemente atraídos por este
concepto.
Hoy en día, la investigación sobre la presencia está fuertemente vinculada a
la Realidad Virtual ya que es el medio más inmersivo y de mayor capacidad
evocadora. La RV provoca que, tanto de una manera consciente como incons-
ciente, los usuarios actúen como si no existiera ninguna mediación tecnológica,
olvidando por un momento los HMD que llevan sobre su cabeza y que todo lo
que ven está generado por un ordenador.
Como un ejemplo claro del potencial de la presencia en RV a la hora de apli-
carlo a distintos ámbitos, sirva la utilización de entornos inmersivos en el lado
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del paciente, como un contexto propicio para el tratamiento clínico de ciertas
patologías a través de la generación de realidades sintéticas. Valga como mues-
tra la sólida producción científica llevada a cabo en el Institut Guttman, centro
vinculado a la Universitat Autònoma de Barcelona y con un profundo historial
de aplicaciones médicas de la Realidad Virtual, principalmente en el ámbito
de la rehabilitación neuronal y en el tratamiento del dolor neuropático. En
este último tipo de tratamientos, la Realidad Virtual y su capacidad de evocar
una realidad alternativa ha mostrado un efecto analgésico intenso y duradero,
sin implicaciones en las funciones cognitivas de los pacientes y constituyendo
una sólida alternativa al tratamiento farmacológico. Los últimos avances del
Institut Guttman en estos ámbitos se recogen en recientes artículos [137, 60,
103, 207].
A la hora de explicar este fenómeno, los investigadores proponen un amplio
abanico de marcos teóricos, los cuales pueden ser agrupados en dos grandes
conjuntos atendiendo a la interpretación específica que se realice del concepto
de presencia: a) la presencia como ausencia de mediación y b) la presencia como
estar ahí. Estos grupos no integran el corpus de investigación al completo pero
incluyen una parte mayoritaria de las teorías. Esta clasificación está basada
en las tres revisiones bibliográficas más amplias y generalistas de los últimos
veinte años: Schumie et al. (2001)[170], Lee and Kwan Min (2004)[101] and
Skarbez, Brooks and Whitton (2017)[175].
2.3.1 La presencia como ausencia de mediación
Esta teoría fue formalmente presentada por Lombard y Ditton [110] como la
ilusión perceptiva de la ausencia de mediación. En esta definición, perceptivo
indica que los sistemas cognitivos, sensoriales y emocionales se encuentran
en permanente relación con el entorno de cada individuo. Adicionalmente, la
ilusión de la ausencia de mediación sucede cuando una persona no es capaz
de identificar un medio en su entorno y sus reacciones son similares a aquellas
que tendrían lugar si el medio no estuviera presente. Schuemie, por su parte,
destaca esta dualidad[169] como que “parte de nuestra percepción sabe que
la experiencia está mediada por alguna tecnología mientras que otra parte no
es consciente de ello”. Esta teoría ha sido la base de los trabajos de Slater y
Usoh[181] y por la International Society for Presence Research[152] tal y como
recogen en su revisión bibliográfica Skarbez et al.[175].
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2.3.2 La presencia como estar allí
Este es el marco teórico de la sensación de presencia que más apoyo recibe.
Fue acuñado por Minsky (originalmente como telepresencia) y posteriormen-
te fue respaldada por Steuer[191], Schloerb[167], Welch[208], Mantovani[116],
Biocca[15], Riva[158], Witmer[213] y Mestre[126] entre otros.
Al analizar esta teoría, descubrimos que se basa en la sensación física de “es-
tar en el entorno virtual” y desde los primeros trabajos de Steuer[191], ya se
substituye el término de telepresencia por el de presencia con el objetivo de
hacerlo independiente de la tecnología empleada o del dominio de uso[101]. La
presencia en un entorno de Realidad Virtual tiene una correlación negativa con
el entorno real ya que ambos representan extremos del mismo eje[179]. A pesar
de que esta definición de presencia es informada principalmente de un modo
subjetivo por parte de los usuarios (sólo uno mismo es capaz de conocer y defi-
nir si se encuentra en un sitio o en otro), Schloerb[167] trató de desarrollar una
métrica objetiva para este concepto de presencia: Un individuo se encuentra
objetivamente presente en un lugar si es capaz de presentar un rendimiento
adecuado ante una tarea propuesta. Esta propuesta proporcionó una medida
muy simplificada de la presencia, lejos de las complejas alternativas implemen-
tadas hasta aquel momento pero no tuvo prácticamente ninguna relevancia
científica ya que el resto de investigadores del área a causa de su imparcia-
lidad: un experto en cierto ámbito o con ciertas habilidades siempre tendría
un desempeño superior en un entorno de RV que otra persona sin experiencia
alguna en esa tarea propuesta[175].
2.3.3 Cuantificando la presencia: métricas previas y actuales
Como otros estados psicológicos, la presencia puede ser cuantificada tanto uti-
lizando un enfoque dentro-fuera (subjetivo, introspectivo) o un enfoque fuera-
fuera (objetivo, percibido). Esta última categoría puede ser dividida en dos
subcategorías de métricas adicionales dependiendo de la fuente que origina los
hechos o eventos percibidos:
conductual, con datos derivados de las respuestas físicas de nuestro cuerpo
frente a los estímulos virtuales.
Fisiológica, con datos procedentes de la actividad del sistema nervioso
simpático.
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En las siguientes subsecciones vamos a proporcionar un trasfondo detallado
acerca de los trabajos previos relacionados con la medición de la presencia en
entornos de RV.
2.3.4 Medición subjetiva de la presencia
Este conjunto de métodos incluye cada técnica basada en la auto-evaluación
de uno o más aspectos relacionados con la experiencia en el entorno virtual.
Esta manera de medir la presencia, normalmente se apoya en cuestionarios
pasados tras el experimento y que se sustentan en la propia percepción del
usuario acerca de cuan “real” es el entorno virtual en el que ha discurrido la
experiencia. Entre los cuestionarios dirigidos a medir la sensación de presencia
podemos encontrarlos tanto exclusivos como formando parte de un paquete más
grande de métricas. También los hay que están dirigidos a medir la presencia en
entornos multimedia (cine, teatro, juegos...) y otros diseñados específicamente
para Realidad Virtual. Los de mayor relevancia, tal y como recoge Skarvez
en su revisión[175] son (mantenemos sus nombres en inglés para favorecer su
posterior identificación y búsqueda):
Slater, Usoh y Steed[180] (SUS questionnaire, 1995).
Kim y Biocca[91] (Arrival/Departure questionnaire, 1997).
Baños et al.[8] (Reality Judgement and Presence Questionnaire, RJPQ,
2000).
Larsson, Västfjäll y Kleiner[98] (Swedish Viewer-User Presence Question-
naire, SVUP, 2001).
Lessiter et al.[102] (ITC Sense of Presence Inventory, ITC-SOPI, 2001).
Vorderer et al.[204] (MEC Spatial Presence Questionnaire, MEC-SPQ,
2001).
Schubert, Friedmann y Regenbrecht[168] (Igroup Presence Questionnaire,
IPQ, 2001).
Bouchard et al.[20] (Single-Item presence questionnaire, 2004).
Witmer y Singer[213] (Presence Questionnaire, PQ, 2005).
Takatalo, Nyman y Laaksonen[197] (Experimental Virtual Environment-
Experience Questionnaire, EVEQ, 2008).
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Lombard et al.[112, 111] (Temple Presence Inventory, TPI, 2009).
Chertoff, Goldiez y LaViola Jr.[35] (Virtual Experience Test, VET, 2010).
Si seguimos el criterio de Rosakranse y Oh[161], los cuestionarios más relevantes
y usados son:
1. SUS Questionnaire (SUS).
2. Witmer-Singer Presence Questionnaire (PQ).
3. IGroup Presence Questionnaire (IPQ).
4. ITC-Sense of Presence Inventory (ITC-SOPI).
5. Lombard and Ditton Questionnaire.
Todos estos cuestionarios dan por supuesto que se responderán una vez haya
terminado la experiencia en RV (excepto el de Bouchard et.al, Single-Item
Questionnaire[20], el cual fue diseñado para ser administrado también durante
la experiencia virtual) y esto, hace que sean:
Sesgados, ya que se basan en recuerdos evanescentes de la experiencia
previa.
Subjetivos, ya que dependen de una reflexión introspectiva sobre un sen-
timiento complejo relacionado con la realidad. Esto afecta a su fiabilidad.
Opacos, ya que actúan como una caja negra, ocultando detalles acerca
de los cambios en la sensación de presencia que se producen a lo largo de
la experiencia completa. Estos cuestionarios dan un valor o conjunto de
valores finales, discretos o continuos.
Por otra parte, los cuestionarios son fáciles de administrar, asequibles y además
tienen una alta validez ecológica ya que no hay necesidad de modificar aspecto
alguno del entorno virutal para obtener valores para esta métrica.
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2.3.5 Medición conductual de la presencia
De manera intuitiva, cuanto más presente se siente un individuo, más cercanas
a la realidad serán sus reacciones. Respuestas como los actos reflejos pueden
actuar como indicadores de altos niveles de presencia en un entorno de Realidad
Virtual[126]. Held y Durlach[78] fueron los primeros que se preguntaron si
un teleoperador que controlase un robot a distancia y que viese a través de
sus “ojos”, reaccionaría agachándose o realizando algún movimiento similar de
esquiva si amagaran un golpe a los ojos del robot con un bate de beisbol.
Partiendo de este planteamiento, Sheridan[172, 171] propuso utilizar las reac-
ciones de la gente como una medida objetiva para la presencia. En concreto,
propuso un experimento donde los sujetos intentaban, dentro de un entorno de
RV, atrapar una pelota o esquivar un objeto que les era arrojado.
Las medidas conductuales aportan algunas mejoras interesantes frente a los
cuestionarios:
Se recogen simultáneamente a la experiencia virtual por lo que se evita
el sesgo de los recuerdos evanescentes.
No son intrusivas ya que se toman externamente, de manera transparente
para los usuarios.
Son prácticamente objetivas aunque se necesita a un observador externo
que registre las reacciones de los individuos dentro el entorno virtual y
que las etiquete como reacciones “naturales”.
Sin embargo, las métricas conductuales poseen un valor bajo de validez eco-
lógica ya que con el fin de obtener reacciones naturales o actos reflejos, los
investigadores deben incluir elementos adicionales en los entornos virtuales ex-
perimentales, tales como situaciones peligrosas o, al menos, incómodas: alturas,
objetos cayendo, sonidos estridentes... Estos elementos pueden no encajar con
el fin del experimento o alterar algunas otras mediciones.
2.3.6 Medición fisiológica de la presencia
Diferentes parámetros fisiológicos han sido utilizados como medidas de la sen-
sación de presencia, tales como el ritmo cardiaco, la temperatura de la piel o la
actividad electrodérmica (EDA, de sus siglas en inglés Electrodermal Activity),
también conocida como respuesta conductiva de la piel (SCR, de sus siglas en
inglés Skin Conductance Response) o respuesta galvánica de la piel (GSR, de
sus siglas en inglés Galvanic Skin Response).
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Aunque la mayoría de estas medidas están relacionadas con la excitación o la
activación emocional en vez de con la presencia directamente y que pueden
presentar valores alterados a causa de la actividad física realizada durante la
experiencia virtual (andar, saltar, agacharse...), se ha establecido cierta corre-
lación entre ellas y la presencia.
Primero Meehan[123] y después Wiederhold[210] fueron capaces de encontrar
ciertas correlaciones entre los cuestionarios auto-cumplimentados y las medidas
fisiológicas, específicamente, con la actividad electrodérmica.
Esta métrica es objetiva per se pero su obtención resulta intrusiva ya que se
necesitan dispositivos exógenos para ello y esto puede causar, en algunas oca-
siones, pérdida de presencia. Adicionalmente, en los experimentos mencionados
anteriormente, las condiciones que llevan a incrementos en la sensación de pre-
sencia están siempre relacionadas con provocar miedo a los participantes del
experimento, haciendo el entorno virtual poco ecológico y sólo aplicable a un
reducido subconjunto de escenarios de investigación.
2.3.7 Interacción Hombre-Máquina en Realidad Virtual
Aún cuando los actuales sistemas de Realidad Virtual se basan en HMD de
alta definición y poseen controladores inalámbricos de alta precisión, los dise-
ñadores de experiencias de Realidad Virtual tienen que enfrentarse a un desafío
clásico: ¿Cómo van a interactuar los usuarios con el entorno virtual? Se han
desarrollado diferentes aproximaciones al diseño de interacción, así como un
amplio abanico de técnicas y metáforas, eso sí, centradas en el rendimiento, la
usabilidad, el realismo, el confort o una combinación de ellas. Slater et al.[184]
desarrolló una interesante taxonomía, diviendo las interacciones dentro de un
entorno de Realidad Virtual en dos categorías principales: mundanas y má-
gicas, atendiendo al nivel de fidelidad entre la interacción virtual y como esa
misma acción sería llevada a cabo en el mundo real.
A pesar de la implícita suspensión temporal de la incredulidad propia de las
experiencias mediadas, la cual permite que los usuarios permanezcan inmersos
en lo que ven, escuchan y/o tocan aunque sea claramente irreal[99], las inter-
acciones mágicas poseen algunas imperfecciones que son relevantes en ciertos
dominios.
Mientras que las interacciones mundanas se realizan, hasta cierto punto, de
la misma manera que serían realizadas en el mundo real (moviéndose de un
punto a otro del entorno virtual andando en el mundo real, coger un objeto
tocándolo con un mando mientras se tiene pulsado un botón...), las interaccio-
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nes mágicas constituyen metáforas creadas para solventar ciertas limitaciones
o para relajar ciertas restricciones de un entorno virtual. Por ejemplo, coger
objetos sin tocarlos (usando una especie de fuerza telepática para moverlos a
distancia) o volar (desplazarse a través del entorno virtual tocando un botón o
moviendo un joystick mientras se está quieto en el mundo real...) representan
adaptaciones o metáforas de ciertas acciones implementadas con el objetivo de
incrementar la efectividad de la interacción o facilitando su utilización.
Estas metáforas, al representar maneras alternativas de realizar una acción, tie-
nen ciertas implicaciones con nuestro sistema proprioceptivo. Sir Charles Scott
Sherrington definió la propiocepción como “nuestro sentido secreto, nuestro sex-
to sentido”[173] y, de una manera más detallada, como un flujo sensorial que
de manera continua y permanente nos da la sensación de que nuestro cuerpo,
“es nuestro” y de que lo controlamos a voluntad.
Si existen disonancias propioceptivas, como ver a través de nuestros ojos que
nos estamos moviendo pero, al mismo tiempo, no sentirlo con nuestros múscu-
los, tendones o articulaciones, puede causar una pérdida de la sensación de
presencia y malestares puntuales como los cibermareos, un fenómeno que se
manifiesta típicamente con síntomas como desorientación, nauseas o fatiga vi-
sual, entre otros[13]. Adicionalmente, en ciertos dominios, como el entrena-
miento, estos problemas propioceptivos pueden penalizar la transferencia al
mundo real de las acciones entrenadas en el entorno virtual[176].
A lo largo de esta tesis, pondremos el foco de estudio en la locomoción, como
la interacción más común en entornos de Realidad Virtual[22].
2.3.8 Locomoción en Realidad Virtual
Los diseñadores de experiencias inmersivas tienen que enfrentarse de manera
reiterativa a un desafío: sobrepasar los límites físicos del seguimiento a nivel
de habitación y dar a los usuarios la posibilidad de moverse en espacios más
grandes. Esta decisión de diseño comporta numerosas implicaciones en el ren-
dimiento, la comodidad o la presencia y debe ser informada a partir de la
evidencia científica.
Bowman creó una exhaustiva taxonomía donde clasificaba los diferentes méto-
dos de locomoción atendiendo a su complejidad[23]:
Viaje: Control del movimiento desde el punto de vista del usuario, en un
entorno tridimensional.
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Orientación: Proceso cognitivo de encontrar un camino a partir de pistas
visuales, conocimiento del entorno y ayudas como mapas y/o brújulas.
Navegación: Es una interacción que representa la combinación de viajar
y orientarse
A partir de esta clasificación, en esta tesis, ponemos el foco en la habilidad de
navegación ya que constituye la interacción de mayores implicaciones cogniti-
vas. También nos referiremos a ella como locomoción.
2.3.9 Métodos más comunes de navegación
Los sistemas de Realidad Virtuales actuales suelen incluir una pareja de man-
dos inalámbricos (figura 2.7), uno para cada mano, con numerosos fotosensores
o LEDs infrarojos (depende de la plataforma) que les permite ser reconocidos
por las cámaras de seguimiento. Este sistema de seguimiento detecta e inter-
preta un amplio rango de movimientos y gestos de los usuarios, permitiendo
un conjunto de interacciones potencialmente infinito.
Figura 2.7: Mandos de RV más extendidos: HTC Vive y Oculus Touch
Aprovechando esta libertad casi absoluta para diseñar interacciones, se han
desarrollado numerosas metáforas para interpretar la acción de navegar en un
entorno de Realidad Virtual. Las más empleadas y estudiadas[169, 18, 27] son:
30
2.3 La presencia como factor clave de la experiencia de usuario en Realidad Virtual
2.3.9.1 Locomoción automática
Este método puede no ser considerado interactivo de pleno derecho. Aunque el
usuario puede controlar la cámara moviendo la cabeza y es capaz de interactuar
con el entorno de otras maneras, el movimiento está fuera de su control. Es
similar a una montaña rusa u otras atracciones de feria, como el tren de la
bruja, donde nos movemos de forma autónoma a lo largo de un escenario.
2.3.9.2 Teletransporte de destino fijo
La metáfora del teletransporte de destino fijo es una variedad restringida del
método del teletransporte libre que veremos más adelante. El usuario es po-
seedor de una especie de puntero que le permite seleccionar diferentes desti-
nos predeterminados para teletransportarse. Una vez seleccionado el destino
(normalmente presionando un botón o apretando un gatillo), el avatar virtual
establece su posición en ese punto.
2.3.9.3 Teletransporte libre
La metáfora del teletransporte libre permite a los usuarios apuntar libremente
a cualquier (o casi cualquier) lugar dentro del entorno virtual y cambiar ins-
tantáneamente su posición al punto seleccionado. Existen diferentes soluciones
a la hora de gestionar la dirección hacia la que se enfoca el usuario cuando
es teletransportado: mirar en la misma dirección que antes del teletranspor-
te, mirar hacia el punto de origen del teletransporte o seleccionar antes del
teletransporte la nueva dirección hacia la que se mirará después.
2.3.9.4 Locomoción indirecta
El término de locomoción indirecta (del inglés, indirect walking) actúa de pa-
raguas para un elevado número de otras metáforas, unidas por el común deno-
minador de que en ellas, el desplazamiento del avatar virtual se realiza a partir
de una interacción desconectada, esto es, con una acción que no está explícita-
mente vinculada con el movimiento. Estas metáforas provienen principalmente
del ámbito de los videojuegos: pulsar un botón, apretar un gatillo, empujar un
joystick, tocar un panel táctil (del inglés touchpad)... Normalmente, al realizar
estas acciones, el avatar virtual se mueve en la dirección hacia la que está mi-
rando el usuario pero hay diferentes alternativas como, por ejemplo, moverse
en la dirección hacia la que el joystick apunta y dejar la cámara en la dirección
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hacia la que mira el usuario. Esta familia de métodos, dentro de un entorno de
RV, se comportan de manera similar a volar o deslizarse.
2.3.9.5 Andar en el sitio
Esta categoría también agrupa un variado subgrupo de metáforas como head
bobbing (detección del movimiento de la cabeza en vertical al andar) o arm
swinging(detección del balanceo de los brazos al andar). Ambos ejemplos de
métodos de andar en el sitio se basan en el reconocimiento de los movimien-
tos del usuario con cámaras ópticas o con dispositivos de seguimiento como
HMD o mandos y la posterior traducción de los diferentes gestos o acciones
(desplazamientos verticales de la cabeza, desplazamiento vertical alterno de las
manos, etc...) en movimientos del avatar virtual. Se han desarrollado mejoras
muy interesantes de la precisión del reconocimiento mediante la utilización de
técnicas de aprendizaje automático[133].
2.3.9.6 Máquina de pasos (stepper, en inglés)
Una variante de la metáfora “andar en el sitio” es el stepper. Básicamente
es la misma acción de caminar sin moverse pero soportada por un dispositi-
vo específico que mejora dramáticamente la precisión del reconocimiento del
movimiento. Esos dispositivos capaces de reconocer pasos abarcan desde la
Wii R©Balance Board hasta una bicicleta elíptica adaptada.
Figura 2.8: Máquina de pasos, similar a
una bicicleta elíptica.
Figura 2.9: Nintendo Wii R©Balance
Board
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2.3.9.7 Andar redirigidamente
Esta familia de métodos se basa principalmente en la manipulación sutil del
entorno virtual de modo que el usuario se mueva libremente en el espacio fí-
sico pero en una superficie con seguimiento muy reducida. Esta ilusión puede
ser recreada de diferentes maneras como utilizando puertas que actúen como
portales de teletransporte o modificando de manera casi imperceptible para
el usuario la orientación del entorno de modo que lo mantenga girando y gi-
rando permanentemente mientras en el entorno virtual parece que se desplaza
en línea recta. Existen otras manipulaciones del entorno que han funcionado
exitosamente a la hora de recrear el caminar redirigido, normalmente basadas
en ilusiones arquitectónicas o en adaptaciones en tiempo real[154, 190, 80].
2.3.9.8 Andar realmente
Esta metáfora, no es una metáfora. “Realmente” significa aquí que los usuarios
andan en el mundo real y que su navegación es trasladada bajo un esquema
1:1 al entorno virtual. Normalmente, para implementar esta técnica se necesi-
ta: a) Un estricto diseño de niveles, especialmente en aquellos sistemas con un
superficies de seguimiento pequeñas, que permita que los usuarios anden úni-
camente en espacios de entre 15 y 20 metros cuadrados. Esta condición puede
ser apoyada por la narrativa, haciendo que la acción transcurra en una oficina
llena de cubículos, en un submarino con camarotes estrechos o en una nave es-
pacial distribuida en pequeños compartimentos; b) En espacios físicos grandes
como estadios o naves industriales, con sistemas potentes de seguimiento que
puedan soportar estas superficies.
Para representar visualmente estos métodos de locomoción, proponemos una
taxonomía bidimensional basada en:
Nivel de retroalimentación propioceptiva (PF, del inglés Proprioceptive
Feedback): Abarca desde una baja PF (LPF, del inglés Low PF ) a una
alta PF (HPF, del inglés High PF ). Podemos asociar la LPF con la incohe-
rencia de la información sensorial recibida por el usuario de un entorno
de Realidad Virtual y las acciones realizadas dentro del mismo.
Nivel de magia: Se mueve desde lo mundano (del inglés, mundane) hasta
lo mágico (del inglés, magical), dependiendo de como de creíble es la
acción de locomoción (desde el punto de vista del mundo real).
Atendiendo a esta clasificación, se han creado 4 subgrupos: (Q1) Magical-LPF;
(Q2) Magical-HPF; (Q3) Mundane-LPF and (Q4) Mundane-HPF.
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Figura 2.10: Clasificación bidimensional de los métodos de locomoción
En Q1, se ubican Teletransporte libre (del inglés, free teleport) y teletransporte
de destino fijo (del inglés, fix point teleport) ya que representan una manera
artificial de moverse y con una retroalimentación proprioceptiva muy baja, con
el cuerpo totalmente estático cuando el movimiento se produce y cambiando
“mágica” e inmediatamente de posición.
Q2 reune las técnicas de locomoción de caminar en el sitio (del inglés, Walking-
in-place) y máquina de pasos (del inglés, stepper machine). Ambas tienen una
retroalimentación proprioceptiva media-alta debido a que requieren del movi-
miento del usuario para producir un desplazamiento en el mundo virtual. Por
otro lado, al no producirse desplazamiento en el mundo real, no pueden con-
siderarse con retroalimentación proprioceptiva completa. Adicionalmente, se
pueden considerar con un nivel alto de “magia” ya que tanto la rotación como
el caminar en el sitio resultan atípicas para los usuarios estándar.
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En Q3 se clasificación dos metáforas de navegación artificial: Caminar indirec-
to (del inglés, indirect locomoción o indirect walking), la cual es considerada
mundana por su habitual utilización en videojuegos y locomoción automática
(del inglés, automatic locomotion), popularizada por las atracciones de los par-
ques temáticos. Ambas tienen baja retroalimentación proprioceptiva ya que no
exigen ningún movimiento y no reciben ninguna entrada sensorial de retorno.
Finalmente, en Q4 se incluyen los métodos de locomoción natural, Caminar real
(del inglés, real walking) y Caminar redirigido (del inglés, redirected walking).
Las dos son principalmente mundanas pero Caminar redirigido se muestra con
un menor nivel de retroalimentación proprioceptiva ya que, incluso con las
implementaciones más eficientes, presenta algunas singularidades sensoriales.
Para este estudio, se han seleccionado dos técnicas de locomoción de los gru-
pos Q2, Mundane-LPF, y Q4, Magical-HPF con la intención de analizar su
influencia sobre la experiencia de usuario.
2.3.10 Bases de la relación entre locomoción y presencia
Desde el momento en que la interacción juega un papel fundamental en la
sensación de presencia ya que es un factor crucial en la aceptación y en el
uso satisfactorio de la Realidad Virtual[134] y que la locomoción es la segunda
interacción más utilizada dentro de un entorno de RV[22] (justo después de
controlar la cámara con los movimientos de la cabeza), vamos a poner el foco
en la intersección de estos dos conceptos: locomoción y presencia.
La idea intuitiva detrás de esta relación es que eligiendo una técnica de loco-
moción cercana a la locomoción humana (mundana y HPF, tal como vimos
en la sección anterior) se incrementarían todas las manifestaciones de la pre-
sencia[177, 201]: subjetiva, conductual y fisiológica. Esta hipótesis radica en el
concepto de que los usuarios que navegan a través de un entorno de Realidad
Virtual utilizando una técnica de locomoción que encaja de modo más preciso
la información propioceptiva que arroja su propio cuerpo y la retroalimentación
sensorial que proporciona el ordenador, experimentarán una mayor sensación
de presencia.
La investigación realizada durante los últimos 25 años[202] ha cultivado la idea
de que una técnica de locomoción más realista estará siempre asociada con
mayores niveles de presencia. A lo largo de esta tesis doctoral comprobaremos
que esta afirmación no es siempre correcta per se ya que habría que incluir
implicaciones más complejas en la ecuación.
35
Capítulo 2. Revisión bibliográfica
Aunque hasta el momento, la mayor parte de las investigaciones desarrolladas
estudiando la relación entre presencia y locomoción han sido subsidiarias de
otros temas [216] como, por ejemplo, los cibermareos, el rendimiento o la usa-
bilidad, existe una base interesante de artículos que nos ayudarán a fijar unas
líneas base en la investigación.
En la siguiente sección analizaremos en profundidad los trabajos más relevantes
en los que se ha estudiado la relación entre locomoción y presencia.
2.4 Comparaciones previas de diversas técnicas de
navegación
Con el objetivo de crear una sólida base de conocimiento acerca de las metáforas
de navegación empleadas en Realidad Virtual y su relación con la sensación de
presencia, se utilizaron principalmente las siguientes fuentes de datos Web of
Science (WoS), Scopus y Google Scholar las cuales a su vez buscan en otras
bases de datos de editoriales como Sage, Springer, Elsevier, ACM e IEEE.
La fórmula de búsqueda utilizada para esta parte de la tesis ha sido:
TITLE-ABS-KEY ((virtual AND reality OR vr) AND (navigation
OR walking OR locomotion OR travel) AND presence)
Para validar esta fórmula de búsqueda, se incluyeron otras palabras clave co-
mo “virtual” y “HMD” pero no incorporaron resultados útiles. De esta búsque-
da, obtuvimos 417 documentos, de los cuales, filtramos aquellos anteriores al
2013, fecha de lanzamiento del primer HMD de difusión masivo, el Oculus Rift
DK1. De este modo, las comparaciones serían realizadas entre sistemas de RV
análogos, excluyendo aquellos que anteriormente se contemplaban como RV:
monitores estereoscópicos, sistemas CAVE, etc... Esto limitó los resultados a
84 artículos publicados en revistas con las siguientes características:
Incluyen comparación de diferentes técnicas de locomoción.
Incluyen al menos un método de medida de la sensación de presencia.
Utilizan un sistema de RV completamente inmersivo, con HMD.
De esta criba inicial, únicamente un artículo resultaba adecuado para su in-
clusión, por ese motivo y a partir de un extenso y prolongado estudio, se
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decidieron incorporar estudios relevantes de prestigiosas conferencias, llegando
a 7 los artículos seleccionados.
Este proceso de búsqueda arroja una de las primeras conclusiones de esta tesis
y es que no existe una base lo suficientemente amplia de trabajos empíricos en
los que se comparen diferentes metáforas de navegación y su implicación en la
presencia dentro de un mismo entorno de Realidad Virtual.
De cada artículo seleccionado, como se puede ver en la tabla resumen 2.11
analizamos los siguientes datos: a) Metáforas de navegación comparadas; b)
Datos y características de la muestra; c) Métricas de presencia empleadas y
d) Resultados de la medición de la presencia (qué metáfora generaba mayor
sensación de presencia).
Pasaremos ahora a analizar las condiciones técnicas y diseños experimentales
de los citados estudios.
Usoh et al. (1999)[202]: En este estudio, el entorno virtual consistía en
un espacio de seguimiento dividido en dos diferentes sub-espacios: un área
de entrenamiento y un área experimental (el foso virtual), ambos de 5 x 4
metros. El HMD empleado fue un Virtual Research V8 con una resolución
VGA (640x3)x480 píxeles por ojo. El campo de visión (FoV, de las siglas
en inglés Field of View) era de 60 grados. Participaron en el experimento
33 sujetos, divididos en tres grupos de 11 sujetos cada uno de ellos. A
cada grupo (voladores, caminantes y caminantes reales) le fue asignada
una técnica de navegación para la experiencia en el entorno virtual. El
procedimiento experimental fue el siguiente, en orden cronológico: Cues-
tionario acerca de cibermareos, experiencia virtual, cuestionario acerca de
cibermareos, cuestionario de presencia (SUS, el cuestionario Slater-Usoh-
Steed[177]) y una sesión de diálogo final. La actividad propuesta dentro
del entorno virtual fue explorar las distintas áreas, sin tareas definidas.
Zanbaka et al. (2004)[217]: Este experimento perseguía comparar cua-
tro técnicas de navegación distintas: andar realmente en un espacio de
4.5m x 4.6m x 2.6m y dos variantes de locomoción indirecta, basadas en
el manejo de un joystick. La cuarta técnica se basaba también en contro-
lar un joystick pero sobre un monitor en vez de en un HMD: teniendo en
cuenta esto, sólo contemplamos las tres primeras opciones. El sistema de
Realidad Virtual se basaba en un HMD V8 con una resolución de 640x480
píxeles por ojo. El entorno virtual consistía en una única sala, en la cual
se podían encontrar muebles, cuadros, libros, etc... El procedimiento ex-
perimental se organizó en tres etapas: a) Pre-experimento: con cuestio-
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Figura 2.12: Tabla resumen condiciones experimentales artículos.
narios para recoger datos acerca de su perfil demográfico, de manejo de
ordenadores, de ansiedad frente a los ordenadores, el cuestionario acerca
de cibermareos SSQ (del inglés Simulation Sickness Questionnaire[89] y
el cuestionario GZ, de Guilford-Zimmerman[69] para medir habilidades
espaciales; b) Experimento: con una sesión de entrenamiento y una pos-
terior actividad de exploración del entorno virtual durante 5 minutos;
c) Post-experimento: de nuevo SSQ y el cuestionario de presencia SUS.
Completaron satisfactoriamente el experimento 44 personas, 11 de cada
condición.
Peck et al. (2011)[144]: Este estudio perseguía la evaluación compa-
rativa de andar redirigidamente (una variante basada en distractores),
andar en el sitio y locomoción indirecta (basada en joystick). El entorno
virtual consistía en dos laberintos, uno más sencillo orientado a una tarea
de búsqueda trivial y el otro, más complejo, daba soporte a una tarea de
búsqueda. El espacio total de seguimiento del usuario era de 6.5m x 6.5m.
Participaron 36 personas, divididas en tres grupos iguales de 12 sujetos,
uno por condición. Se utilizó un HMD nVisor SX con una resolución de
1280x1024 píxeles por ojo y un campo de visión (FoV, del inglés Field
of View) de 60 grados. El diseño experimental se organizó en 4 fases: a)
Entrenamiento: navegación simple; b) Búsqueda trivial: con 6 objetivos;
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c) Búsqueda priorizada: con 6 objetivos; y d) Post-experimento: adminis-
trando los cuestionarios SSQ de cibermareos y SUS de presencia.
Frommel et al. (2017)[62]: Los investigadores utilizaron un entorno de
Realidad Virtual llamado VRZoo. Este, consistía en un zoo futurista con
cinco áreas: 4 recintos y un distribuidor principal. Cada recinto contenía
un tipo específico de animal, vivo o extinto y estaban diseñados como
espacios abiertos bajo una cúpula de cristal. No había ningún objetivo
que alcanzar ni condición de victoria, simplemente se pretendía que los
usuarios exploraran libremente. El HMD era un HTC Vive con mandos
inalámbricos. Este dispositivo proporciona una resolución de 1080 x 1200
píxeles por ojo con un FoV diagonal de 100 grados. El grupo de partici-
pantes estuvo formado por 24 sujetos y todos ellos pasaron por las cuatro
condiciones, correspondientes a cuatro metáforas de navegación distintas:
teletransporte libre, teletransporte de destino fijo, locomoción indirec-
ta con touchpad y locomoción guiada). Se empleó un contrabalanceo de
cuadrado latino. El procedimiento experimental fue el siguiente: a) Ex-
periencia en el entorno virtual; b) Post-Experimento: administrando los
cuestionarios SSQ de cibermareos, SAM (del inglés Self-Assessment Ma-
nikin[28]) para recoger el estado emocional y el cuestionario de presencia
y disfrute de Lin, el (E2I[106]).
Langbehn et al. (2018)[97]: Este experimento se lleva a cabo en un
espacio caminable de 4 x 4 metros con seguimiento proporcionado por
un sistema HTC Vive. Los autores evaluaron locomoción indirecta, an-
dar redirigido y teletransporte. Participaron 33 sujetos que completaron
satisfactoriamente el experimento. El proceso experimental fue el siguien-
te: a) Cuestionarios pre-experimento; b) Instrucciones; c) Experiencia en
RV; d) Cuestionarios post-experimento (SSQ de cibermareos y SUS de
presencia); e) Debate posterior. Se utilizó un diseño experimental basado
en la comparación entre-sujetos con 3 grupos de 11 personas cada uno
de ellos. A cada grupo le fue asignada una metáfora de navegación. Los
participantes debían explorar una representación virtual de una oficina,
navegando entre diferentes objetivos, marcados por luces de diferentes
colores que desaparecían al tocarlas).
Griffin et al. (2018)[68]: Este artículo no sólo perseguía la compara-
ción entre diferentes métodos de locomoción sino también averiguar como
influía si los usuarios tenían sus manos ocupadas o libres durante el ex-
perimento. Los autores investigaron dos metáforas de navegación que se
deben ejecutar con las manos ocupadas: caminar indirecto y teletrans-
porte y dos metáforas que se pueden llevar a cabo con las manos libres:
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caminar en el sitio y reconocimiento del movimiento vertical de la cabeza.
El entorno virtual corría sobre un sistema HTC Vive. Los participantes
en el estudio debían resistir el mayor tiempo posible el ataque de diferen-
tes oleadas de drones enemigos que intentaban acabar con ellos. Podían
defenderse disparándoles con dos pistolas que sujetaba su avatar virtual
en las manos, vinculadas a los mandos del sistema virtual. En total, 20
sujetos pasaron por el experimento y cada uno de ellos “jugó” cuatro ron-
das, una con cada metáfora de navegación. Para evaluar la sensación de
presencia, se les administró un cuestionario elaborado ad-hoc por los au-
tores, basado en una escala Likert del 1 al 5, preguntándoles acerca de
cuánto habían sentido que “realmente” estaban en el mundo virtual.
Bozgeyikli et al. (2019)[26]: Los autores pretendían comparar 8 me-
táforas de navegación distintas (caminar redirigido, caminar en el sitio,
caminar en el sitio con una máquina de pasos, teletransporte y tres ver-
siones de locomoción indirecta (joystick, trackball y “volar” agitando las
manos). Un total de 15 participantes pasaron por las tres condiciones.
El entorno virtual era un sencillo aunque realista espacio al aire libre.
El procedimiento experimental fue el siguiente: a) Pre-experimento con
recogida de datos demográficos a partir de cuestionarios; b) Experiencia
Virtual y c) Post-experimento con diversos cuestionarios: Experiencia de
usuario con una versión modificada del cuestionario de los Core Elements
of Gaming Experience de Loewenthal [108]; cibermareos con el Pensacola
Diagnostic Criteria[100] y presencia con una versión modificada del cues-
tionario de Witmer and Singer[214]. El sistema de RV utilizado fue un
VR2200 con una resolución de 1024 x 768.
Mayor, Raya y Sánchez (2019)[118]: Este artículo tiene como objeti-
vo la comparación de cuatro técnicas de locomoción e interacción en base
a la presencia, la usabilidad y la comodidad (relacionada con los ciberma-
reos). Para ello, elaboraron un entorno en RV dividido narrativamente en
cuatro capítulos, cada uno de ellos con unas tareas determinadas a eje-
cutar: mini-puzzles, tareas simples de manipulación, desplazamiento de
objetos, etc... Las metáforas de locomoción analizadas fueron: teletrans-
porte a puntos fijos, teletransporte libre, caminar indirecto y caminar
libre (con seguimiento a escala de habitación). El sistema de RV utilizado
fue un HMD HTC VIVE con una resolución de 2160 x 1200, un campo de
visión, FOV de 110 grados y un rendimiento de 90 Hz. Participaron del
experimento un total de 48 personas, las cuales utilizaron de una manera
balanceada (algoritmo cuadrado latino) cada una de las cuatro técnicas
de locomoción en uno de los cuatro capítulos. El procedimiento experi-
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mental fue el siguiente: los usuarios llevaban a cabo las tareas asignadas
a cada capítulo y al terminar el mismo y antes de comenzar el siguiente
cumplimentaban formularios relacionados con presencia (IPQ[168]) y con
comodidad y cibermareos (SSQ[89]). Adicionalmente, para comparar la
usabilidad, se registraron los tiempos dedicados a completar cada tarea o
interacción.
2.4.1 Métricas para la sensación de presencia
La sensación de presencia se manifiesta bajo diferentes formas y, por tanto,
puede ser medida de diferentes maneras, cada una de ellas con sus potenciales
beneficios y debilidades[126]. Vamos a analizar estas vías para, posteriormente,
poder estudiar en profundidad el posible correlato entre presencia y metáfora
de navegación.
2.4.1.1 Presencia subjetiva
Esta vía para cuantificar la presencia es registrada normalmente en cuestio-
narios administrados tras la experiencia en Realidad Virtual y se basa en la
auto-percepción de cuan “real” ha sido para el sujeto el entorno virtual. Wit-
mer y Singer[214] y Slater, Usoh y Steed[182, 201] desarrollaron los primeros
estándares de oro para cuantificar la sensación de presencia aún cuando otros
investigadores habían trabajado intensamente en métricas alternativas[55, 143].
El cuestionario de Witmer y Singer (WS) consiste en 32 preguntas que deben
ser respondidas en una escala Likert del 1 al 7. Por su parte, el cuestionario de
Slater, Usoh y Steed (SUS) tiene 6 preguntas, también con respuestas en una
escala Likert del 1 al 7. En este último cuestionario, son los investigadores que
lo utilizan los que deciden qué valores corresponden a una alta presencia: bien
5, 6 y 7 o únicamente 6 y 7.
Estos cuestionarios aún siendo extensamente probados, como el resto de cues-
tionarios basados en complejas reflexiones introspectivas, tienen un inherente
sesgo ya que se apoyan en recuerdos acerca de la experiencia virtual que se van
debilitando, en un humor cambiante, en prejuicios y contextos sociales[93]. Es-
te hecho complica sobremanera que los resultados obtenidos por estos medias
sean considerados robustos y fiables, tal y como se presentó en la sección 2.3.4.
De los ocho estudios analizados en detalle, 4 de ellos [97, 144, 217, 202] utiliza-
ron el SUS administrado post-experimentalmente con el objetivo de evaluar la
presencia subjetiva. Otro estudio[62] utilizó una versión adaptada del cuestio-
42
2.4 Comparaciones previas de diversas técnicas de navegación
nario E2I[106]. En el artículo de Mayor[118] se empleó el cuestionario IPQ[168].
El estudio de Bozgeyikli[27] utilizó una versión modificada del cuestionario WS.
En este último caso, se simplificó el WS a tres preguntas, las cuales debían ser
respondidas en una escala Likert de 4 puntos (0: nada; 3: mucho).
¿Has tenido la sensación de estar en el mundo virtual? (“Did you have
the sense of being in the virtual world?”)
¿Has tenido la sensación de que el mundo virtual era real? (“Did you feel
like the virtual world was real?”)
¿Has tenido la sensación de que estabas visitando el mundo virtual o
viendo una escena? (“Did you feel like you were visiting the virtual world
or viewing a scene?”)
Por su parte, en el estudio de Frommel et al.[62], se utilizó una versión persona-
lizada del E2I, el cual descompone la sensación de presencia en cuatro factores:
Factor Sensorial (SF, del inglés Sensory Factor), Factor de Distracción (DF,
del inglés Distraction Factor), Factor de Realismo (RF, del inglés Realism Fac-
tor) y Factor de Control (CF, del inglés Control Factor). El cuestionario, en
su dimensión específica de la presencia, tiene 9 preguntas que tienen que ser
respondidas en una escala Likert de 7 puntos:
¿Cuánto te involucra contemplar ... (el entorno virtual)?, por ejemplo
¿Cuánto atrae tu atención la escena visual? (How much did looking at
...... (the VE) involve you, i.e. how much did the visual scene attract
your attention?, SF)
¿Hasta qué punto te distraen los ruidos originados fuera del entorno vir-
tual de lo que está pasando dentro de él? (To what extent did events such
as noise occurring outside the VE distract your attention from it?, DF)
¿Cuán consistente te resultó la sensación de objetos moviéndose a través
del espacio? (How compelling was your sense of objects moving through
space?, SF,RF)
¿Cuán consistentes te parecieron las experiencias en el entorno virtual?
Por ejemplo, ¿hasta qué punto sentiste que realmente te estabas moviendo
por el entorno virtual? (How consistent were experiences in the virtual
environment; i.e., to what extent did you feel as though you were actually
moving through the VE?, SF,RF)
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¿Cuán capaz te sentiste de explorar o buscar activamente a través del
entorno utilizando la visión? (How completely were you able to actively
survey or search the environment using vision?, SF,RF,CF)
¿Te viste tan inmerso en la tarea de memoria que perdiste la noción del
tiempo? (Were you involved in the memory task to the extent that you
lost track of time?, DF)
¿Hasta qué punto tenías la sensación de “estar allí”, en el entorno virtual?
(How much did you have a sense of “being there” in the virtual environ-
ment?, SF,RF)
¿Durante la experiencia, cuál fue más intenso en términos generales, la
sensación de estar en la habitación del simulador de conducción o en el
entorno virtual? (During the time of the experience, which was strongest
on the whole, your sense of being in the driving simulator room or in the
virtual environment?, SF,DF,RF)
Estructura de la memoria (a través de un test de memoria acerca del
entorno virtual). (SF,RF,CF)
También encontramos cuatro estudios que emplearon el cuestionario SUS: Usho
et al.[202], Zanbaka et al.[217], Peck et al.[144] y Langbehn et al.[97]. Este
cuestionario se basa en las siguientes preguntas:
Por favor, evalúa tu sensación de estar en el entorno virtual en una escala
del 1 al 7, donde 7 representa tu experiencia normal de estar en un sitio.
(Please rate your sense of being in the virtual environment, on a scale of
1 to 7, where 7 represents your normal experience of being in a place.)
¿En qué medida el tiempo transcurrido durante la experiencia en el en-
torno virtual era la realidad para ti? (To what extent were there times
during the experience when the virtual environment was the reality for
you? )
Cuando vuelves a pensar en la experiencia, ¿piensas más en el entorno
virtual como imágenes que has visto o como un lugar que has visitado?
(When you think back to the experience, do you think of the virtual en-
vironment more as images that you saw or more as somewhere that you
visited? )
A lo largo de la experiencia, ¿qué sensación fue más fuerte, la de estar
en el entorno virtual o la de estar en cualquier otro sitio? (During the
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time of the experience, which was the strongest on the whole, your sense
of being in the virtual environment or of being elsewhere? )
Considera tus recuerdos de estar en el entorno virtual. ¿Cuán similares,
en términos de la estructura de la memoria, consideras esos recuerdos de
otros relativos a otros sitios en los qué has estado hoy? Por estructura
de la memoria considera elementos como si tienes recuerdos visuales del
entorno virtual, si esos recuerdos son en color, en qué medida son vívi-
dos o realistas, su tamaño, lugar en tu imaginación, hasta qué punto es
panorámico en tu imaginación y otros elementos estructurales. (Consider
your memory of being in the virtual environment. How similar in terms
of the structure of the memory is this to the structure of the memory of
other places you have been today? By “structure of the memory” consider
things like the extent to which you have a visual memory of the virtual
environment, whether that memory is in colour, the extent to which the
memory seems vivid or realistic, its size, location in your imagination,
the extent to which it is panoramic in your imagination, and other such
structural elements.)
A lo largo de la experiencia, ¿pensaste a menudo que estabas realmente
en el entorno virtual? (During the time of your experience, did you often
think to yourself that you were actually in the virtual environment? )
Cada cuestión debía ser respondida en una escala Likert de 7 puntos, donde 1
representaba menos “credibilidad” y 7 una sensación casi total de estar en un
sitio “real”.
En el estudio de Griffin et al. [68], nos encontramos con un cuestionario desa-
rrollado por los propios autores y consistente en una única pregunta, repetida
para cada metáfora de navegación: “El método ... proporciona una presencia
alta”. Estas preguntas debían ser respondidas en una escala Likert de 5 puntos,
donde el 1 representaba un total desacuerdo y el 5, un acuerdo total.
Por último, en el estudio de Mayor et al., se empleó el cuestionario IPQ. Este
cuestionario está construido a partir de preguntas de otros cuestionarios de
presencia[182, 79, 34, 214]. Concretamente, utiliza 14 de los elementos más
relevantes. Estos deben ser evaluados en una escala Likert de 7 puntos donde
0 representa “completamente en desacuerdo” y 6 “completamente de acuerdo”.
Algunas preguntas se encuentran invertidas para contrastar los resultados y
en ellas el 6 representa “completamente en desacuerdo” y el 0, “completamente
de acuerdo”. Los 14 elementos se dividen en 3 grupos: Presencia Espacial (SP,
del inglés Spatial Presence), referente al sentido de estar físicamente presente
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en el espacio virtual; Involucración (INV, del inglés Involvement), referente a
la atención prestada al entorno virtual así como al nivel de involucración en el
mismo; Realismo (REAL, del inglés Realism), referente a la experiencia sub-
jetiva de realismo dentro del entorno virtual. Adicionalmente, el cuestionario
presenta un grupo General (G), con una única pregunta, el cual se utiliza para
medir el nivel consolidado de presencia. Los citados items son:
1. (G) En el mundo generado por ordenador, he tenido la sensación de “estar
allí”. (In the computer generated world I had a sense of "being there".)
2. (SP) De algún modo, sentí que el mundo virtual me rodeaba. (Somehow
I felt that the virtual world surrounded me.)
3. (SP) Me sentí como si estuviera contemplando imágenes. (I felt like I was
just perceiving pictures.)
4. (SP) No me sentí presente en el espacio virtual. (I did not feel present in
the virtual space.)
5. (SP) Tuve la sensación de realizar acciones en el espacio virtual más que
de operar algo desde fuera. (I had a sense of acting in the virtual space,
rather than operating something from outside.)
6. (SP) Me sentí presente en el espacio virtual. (I felt present in the virtual
space.)
7. (INV) ¿Fuiste consciente del mundo real que te rodeaba cuando estabas
navegando el mundo virtual? (por ejemplo, sonidos, temperatura de la
habitación. otras personas, etc.) (How aware were you of the real world
surrounding while navigating in the virtual world? (i.e. sounds, room tem-
perature, other people, etc.)? )
8. (INV) No fui consciente de mi entorno real. (I was not aware of my real
environment.)
9. (INV) No dejé de prestar atención al entorno real. (I still paid attention
to the real environment.)
10. (INV) Estaba totalmente cautivado por el mundo virtual. (I was comple-
tely captivated by the virtual world.)
11. (REAL) ¿Cuán real te pareció el mundo virtual? (How real did the virtual
world seem to you? )
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12. (REAL) ¿Hasta que punto te pareció consistente la experiencia en el
mundo virtual con tu experiencia en el mundo real? (How much did your
experience in the virtual environment seem consistent with your real world
experience ? )
13. (REAL) ¿Cuán real te pareció el mundo virtual? (How real did the virtual
world seem to you? )
14. (REAL) El mundo virtual me pareció más realista que el mundo real.
(The virtual world seemed more realistic than the real world.)
2.4.1.2 Presencia conductual
De un modo intuitivo, cuanto mayor sea la sensación de presencia de un sujeto
dentro de un entorno virtual, más cercanas a la realidad serán sus reacciones
dentro del mismo. Estos actos reflejos pueden actuar como indicadores de pre-
sencia en un entorno de Realidad Virtual[126]. Agacharse frente a una amenaza
a la altura de los ojos, tratar de evitar pisar un objeto peligroso o caminar des-
pacio por un puente estrecho y elevado, son reacciones comunes dentro de un
entorno de Realidad Virtual y muestran que el sujeto está experimentando una
elevada sensación de presencia[77].
De los 8 estudios clave seleccionados, los cuales comparan diferentes metáforas
de navegación sobre sistemas HMD, sólo uno, el de Usoh et al.[202], incluyó la
presencia conductual como una dimensión de la medición de la presencia. Los
autores crearon una puntuación compuesta de cinco elementos, cumplimenta-
dos por observadores externos:
1. Nivel de consciencia del sujeto frente a los ruidos de fondo en el laboratorio
real (evaluado en una escala del 1 al 7);
2. Hasta que punto, la reacción del sujeto cuando miraba hacia abajo en el
pozo era similar a la esperada en el mundo real (evaluado en una escala
del 1 al 7);
3. El nivel de vértigo o miedo a caer que mostraba el sujeto cuando miraba
hacia abajo en el mundo real (evaluado en una escala del 1 al 7);
4. La disposición del sujeto a caminar por encima del pozo virtual (evaluada
en una escala del 1 al 7);
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5. El camino que tomaron para llegar a la silla de la otra parte del pozo; si
caminaron sobre el abismo, la puntuación era de 0, si lo hicieron por el
borde, la puntuación era de 1.
Esta medida correlaciona positivamente y de manera elevada con la presencia
auto-evaluada[202].
2.4.1.3 Presencia psico-fisiológica
Con el objetivo de obtener una medida continua de la sensación de presencia
de los participantes en un experimento basado en Realidad Virtual y tratando
de evitar obtenerla de cuestionarios post-experimento, basados en sesgados
y debilitados recuerdos, se han propuesto diversas señales fisiológicas como
métricas correlacionadas con la presencia[85].
Se han realizado interesantes investigaciones en esta línea, destacando el tra-
bajo de Meehan [124], en el cual se investigó la correlación entre la sensación
de presencia y ciertas medidas fisiológicas (tasa cardíaca, conductividad de la
piel y temperatura de la piel), variando tres condiciones del entorno virtual:
tasa de fotogramas (frame rate), presencia de hápticos pasivos y exposiciones
múltiples al entorno. Otro interesante conjunto de trabajos más reciente, es el
liderado por Alcañiz, utilizando EEG (electroencefalograma) con el objetivo
de medir la sensación de presencia durante la navegación de un entorno en
Realidad Virtual[39, 38].
2.4.2 Relación entre la metáfora de navegación y la presencia
Como apreciamos previamente en la Figura 2.12, 4 de los estudios analizados
en profundidad no encontraron ninguna diferencia significativa en la sensación
de presencia al comparar en un mismo entorno virtual diferentes metáforas de
navegación: Usoh et al.[202], Zanbaka et al. [217], Peck et al.[144] y Langbehn et
al.[97]. Si buscamos un denominador común de estos artículos, encontramos un
hallazgo realmente interesante: los 4 comparten un mismo diseño experimental.
Su procedimiento es el siguiente:
1. Contraste intersujeto: Los n participantes del estudio fueron divididos en
diferentes grupos, uno por condición. Cada grupo únicamente experimen-
taba una metáfora de navegación y los resultados de evaluar su sensación
de presencia eran comparados con los de los otros grupos.
48
2.4 Comparaciones previas de diversas técnicas de navegación
2. Cuestionario SUS: Los cuatro experimentos utilizaron el cuestionario SUS
como métrica para la presencia, administrado post-experimentalmente.
Otros dos artículos (Frommel et al.[62] y Bozgeyikli et al. ([27]) muestran di-
ferencias significativas en los niveles de presencia. Ambos emplearon un diseño
experimental intrasujeto. Esto significa que todos los participantes pasaron por
todas las condiciones (metáforas de navegación en nuestro caso) y que la com-
paración no es con otros sujetos sino con sus propios resultados con las otras
condiciones. Adicionalmente, ninguno de ellos utilizó el cuestionario SUS. En
el caso de Frommel et al. [62] , después del cálculo ANOVA, se mostró un
efecto significativo de la metáfora de navegación sobre la sensación de presen-
cia. La clasificación de las puntuaciones obtenidos para la presencia a partir
del cuestionario E2I fue: (1ro) Teletransporte (Media = 37.00); (2do) Locomo-
ción Indirecta (touchpad) (Media = 34.54); (3ro) Teletransporte puntos fijos
(Media = 32.42); (4to) Locomoción automática (Media = 31.54).
Griffin et al. [68] , después de los tests post-hoc Mann-Whitney, encontraron
una diferencia significativa en las puntuaciones Likert entre el caminar en el
sitio y todas las otras metáforas de navegación (p <.05).(1ro) Caminar en el
sitio; (2do) Movimiento de cabeza; (3ro) Locomoción Indirecta; (4to) Tele-
transporte. No se proporcionan los valores individuales de presencia para cada
método de navegación en el estudio.
El estudio desarrollado por Bozgeyikli et al. [27] , utilizando el cuestionario
Witmer y Singer, obtuvieron también diferencias significativas, aunque los re-
sultados finales no se muestran en el artículo, únicamente una representación
gráfica de los mismos: (1ro) Caminar redirigido; (2do) Caminar en el sitio;
(3ro) Teletransporte libre; (4to) Máquina de pasos; (5to) Locomoción indirec-
ta (volar); (6to) Locomoción indirecta (Joystick); (7to) Locomoción indirecta
(Trackball); (8to) Locomoción indirecta (“aleteando” con las manos).
Por último, en el artículo de Mayor et al. [118] , tras administrar el cuestionario
IPQ, se detectaron diferencias estadísticamente significativas en las variables
G y SP entre las diferentes metáforas. La clasificación a partir de los resultados
obtenidos fue: (1ro) Caminar real. (2do) Teletransporte libre; (3ro) Locomoción
indirecta (Gamepad); (4to) Teletransporte puntos fijos.
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2.4.3 Conclusiones
Tras esta exhaustiva revisión bibliográfica, apreciamos que la sensación de estar
realmente dentro de un entorno virtual, la presencia, juega un papel fundamen-
tal en la evocación emocional y, por extensión, en la eficacia de las experiencias
formativas en Realidad Virtual. Medir esta sensación de presencia es complejo
y se han realizado, durante los últimos 30 años, diferentes aproximaciones, casi
todas ellas basadas en cuestionarios auto-perceptivos. Estos cuestionarios no
se muestran robustos ya que se basan en recuerdos débiles de la experiencia
virtual y contienen sesgos psicológicos. Por este motivo, son necesarios nue-
vos experimentos incluyendo medidas alternativas, con mayor carga objetiva.
Surge aquí la oportunidad para las métricas conductuales y fisiológicas. Adicio-
nalmente, se ha comprobado en esta revisión que los experimentos intersujeto,
donde cada participante evalúa una condición, una metáfora, no muestran di-
ferencias significativas por lo que podemos inferir que la novedad o la falta de
referentes hacen que se sienta tan presente o no presente como se lo permita
su propio sistema psico-cognitivo.
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Capítulo 3
Metáforas de navegación y
experiencia de usuario en un
entorno de RV
3.1 Introducción
En este capítulo se relata el diseño, desarrollo y resultados de un experimento
destinado a solventar algunas carencias en las evidencias empíricas mostradas
en el capítulo anterior: Entender la influencia de la metáfora de interacción
sobre la experiencia de usuario en general y de la sensación de presencia en
particular, en un entorno de Realidad Virtual, a partir de un abanico de mé-
tricas subjetivas y objetivas.
Una métrica definitoria de la Realidad Virtual (RV), como pudimos ver en
el capítulo anterior, es la sensación de presencia, una construcción psicofísica
compleja y multidimensional que representa cuán intensa es la sensación de
realmente estar allí, dentro del Entorno Virtual (EV), olvidando cómo la tec-
nología media en la experiencia . A lo largo del capítulo, exploraremos cómo la
locomoción influye en la presencia, estudiando dos formas diferentes de movi-
miento artificial a través de un EV: caminar en el sitio (a través de la detección
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del movimiento de la cabeza) y caminar indirecto (a través de la interacción
con el panel táctil del controlador). Para evaluar esa influencia, se creó un la-
berinto neutro narrativamente, del cual cuarenta y un participantes (N = 41)
tuvieron que escapar.
3.2 Metodología
El experimento relatado en este capítulo se basa en los trabajos destacados
en la sección 2.4 de esta tesis doctoral. En ellos, se pretende establecer una
correlación entre el método de locomoción y la sensación de presencia y para
ello, se diseñaron entornos virtuales a medida, además de diferentes tareas para
evaluar el desempeño y la sensación de presencia en los sujetos participantes.
Teniendo en cuenta los trabajos previos, este es el primero estudio realizado
en la intersección de técnicas de locomoción y presencia en Realidad Virtual
que establece las relaciones entre las tres familias de métricas de presencia:
subjetiva, conductual y fisiológica.
Se desarrolló un escenario ad-hoc con la intención de facilitar que los usuarios
estuvieran motivados por la experiencia virtual al tiempo que se medían los
efectos sobre la presencia de dos metáforas de navegación diferentes.
3.2.1 El entorno virtual
El entorno virtual se diseñó con el objetivo de combinar las acciones propias
de un escenario orientado a tareas con aquellas correspondientes a la consecu-
ción de metas de exploración, de modo que se superaran las limitaciones de
ambos tipos de escenarios. En este sentido, pretendimos cubrir las opciones de
diseño más habituales en esta área de investigación donde, como vimos en el
capítulo anterior, los experimentos anteriores se dividían en dos subgrupos: a)
Orientados a tareas; b) Orientados a exploración.
Para el subgrupo a), las limitaciones provienen de la ausencia de navegación,
ya que los desplazamientos están guiados por el principio de efectividad propio
de la realización de tareas en juegos y para el subgrupo b), las limitaciones
se establecen en el tedio del simple discurrir con el entorno virtual, donde la
desmotivación puede mostrar valores alterados de presencia.
Adicionalmente, quisimos incorporar elementos de gamificación como las karma-
esferas, el escudo y los riesgos, con la intención de crear un entorno similar al
de un videojuego, de modo que se manifestaran tanto el compromiso como la
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motivación intrínseca, propias de estos, en nuestro estudio. Las karma-esferas
representan elementos que al ser recogidos (tocados con uno de los contro-
ladores) suman puntos al valor total del “karma”. Se ubicaron karma-esferas
de dos tipos: estáticas (fijas en un punto, a distintas alturas) y dinámicas (se
mueven constantemente en recorridos prefijados). Se asemejan a los elementos
coleccionables propios de los juegos comerciales. Al recogerlas, se produce un
sonido “positivo” el cual propicia la intensificación del bucle positivo del juego
(explorar - recoger).
Tal y como se afirma en McMahan et al.[122], el compromiso con la experiencia
virtual y la sensación de presencia están estrechamente relacionadas.
Nuestro EV consistía en un laberinto descontextualizado y narrativamente neu-
tro (Fig. 3.1) en el que los participantes deben conseguir llegar desde la posición
inicial hasta la salida en un tiempo predeterminado. Más concretamente, los
individuos disponían de 3 minutos para escapar del laberinto (misión princi-
pal) mientras que recogían la mayor cantidad posible de puntos de “karma”.
La experiencia se concibió como una competición para aumentar su motiva-
ción intrínseca y para ello, la condición de victoria se estableció de la siguiente
manera: Ganaría aquel que, habiendo conseguido salir en el tiempo disponible,
hubiese acumulado mayor cantidad de karma.
El karma se diseñó como una métrica sintética para el rendimiento de los
participantes. Había esferas distribuidas a lo largo del laberinto, las cuales
al ser tocadas por los usuarios, les otorgaban un punto de karma. Por otra
parte, este karma podía también ser perdido si los participantes se exponían a
distintas amenazas o riesgos.
Estos riesgos estaban también distribuidos por todo el laberinto y eran de tres
tipos: fuegos, precipicios y charcos tóxicos. No implicaban ningún riesgo real
para el jugador ni para su avatar virtual aunque cuando entraban en contacto
con ellos, perdían karma y recibían feedback audiovisual negativo (sonido de
bocina y aura roja alrededor de la cámara), reforzando la negatividad de su
acción.
Algunas esferas estaban cercanas a los peligros y otras estaban en zonas sin
riesgo. Los participantes contaban con la posibilidad de activar un escudo (al
estilo de los campos de energía de la ciencia ficción).
Cuando el escudo está activo, la velocidad de desplazamiento de los usuarios
en el EV se ve reducida significativamente (en un 40%), además de no poder
recoger karma-esferas. Esta mecánica de juego promueve las decisiones utilita-
ristas, aumentando el compromiso con el juego. El escudo es un recurso finito
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Figura 3.1: Laberinto (vista cenital)
ya que depende de una batería que se descarga con el uso y que se recarga
cuando no está activo. Los usuarios tienen información orientativa permanente
de la batería que les queda para el escudo así como del tiempo restante. Del
karma acumulado no tienen ninguna referencia. De este modo, evitamos la es-
peculación y favorecemos una toma de decisiones más cercana a la del mundo
real.
Adicionalmente a este escenario principal, se creó un EV de entrenamiento,
el cual tenía implementadas todas las mecánicas (recoger esferas, navegación
y escudo) pero era una simple habitación vacía. Dentro, los usuarios se en-
contraban con tres luces: una verde, una amarilla y una roja, además de tres
karma-esferas. Para superar esta fase de entrenamiento, los participantes de-
bían:
1. Recoger todas las karma-esferas.
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2. Activar el escudo al menos una vez.
3. Desplazarse hasta cada una de las luces, utilizando la mecánica de na-
vegación asignada en ese caso, en el orden: verde, amarilla y roja. Una
vez se colocaba encima el usuario, la luz se apagaba, indicándole que la
acción había tenido éxito.
Figura 3.2: Sala de entrenamiento (vista cenital)
Una vez se cumplían todas las metas, la escena fundía a negro y se cargaba el
escenario principal.
3.2.2 Métricas
En este experimento se recogieron métricas referentes a:
Perfil de los participantes: Datos demográficos (Sexo, Edad...).
Presencia subjetiva: A través del cuestionario ITC-SOPI [102] (ITC Sense
of Presence Inventory) de Lessiter et al. A través de este cuestionario
también se recoge información relativa a cibermareos.
Presencia conductual: Mediante una escala propia basada en la observa-
ción.
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Presencia fisiológica: Utilizamos la actividad electrodérmica (EDA, del
inglés Electrodermal Activity) como indicador de la presencia, obtenida
a partir de las mediciones de una pulsera Empatica E4.
Rendimiento: Basada en la puntuación de Karma obtenida a lo largo de
la experiencia virtual.
3.2.3 Detalles Hardware y Software
Para este experimento se utilizó un HMD HTC Vive VR. Este dispositivo
ofrece un rendimiento adecuado (resolución de 2160 x 1200, campo de visión
de 110 grados y una tasa de refresco de 90-Hz) para la complejidad geométrica
de nuestro entorno y de las tareas realizadas dentro de él por los usuarios.
HTC Vive y sus controladores poseen todas las características necesarias para
la implementación de las distintas técnicas de locomoción estudiadas en esta
tesis. Los experimentos se llevaron a cabo en un área de seguimiento de 3.5m
x 3.5m. El entorno virtual fue desarrollado utilizando el motor de videojuegos
Unity (versión 2017.3.1f1) y ofrecía un rendimiento estable, fijado por código,
de 60 FPS (frames por segundo), ejecutándose en un portátil HP OMEN 17-
An104ns, con las siguientes características: i7-8750H;16GB;1TB;256SSD;17.3
pulgadas;GT 1050/W10.
En el apartado de la presencia fisiológica, para recoger los valores de la activi-
dad electrodérmica (EDA), se utilizó una pulsera Empatica E41.
Figura 3.3: Pulsera Empatica E4
1https://www.empatica.com/en-eu/research/e4/
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Este dispositivo, orientado a la investigación, ofrece información en tiempo real
acerca de la EDA. Además, posee una gran validez ecológica ya que, por su
reducido tamaño, permite una interacción natural con las manos y no incorpora
un aparataje voluminoso que distraiga a los usuarios durante la experiencia
virtual.
Medir la EDA a través de la muñeca ofrece mayor compatibilidad con los man-
dos de los sistemas de RV más comunes y, adicionalmente, ha mostrado mayor
receptividad que las tradicionales métricas basadas en la superficie de la palma
de la mano[164]. La Empatica E4 proporciona mediciones de la conductividad
eléctrica (magnitud inversa a la resistencia) a lo largo de la piel. Estas medidas
son obtenidas pasando una minúscula cantidad de corriente eléctrica entre dos
electrodos que están en contacto con la piel. Las unidades de medida de la
conductividad son los microSiemens (µ S).
3.2.4 El procedimiento experimental
El proceso completo llevó, aproximadamente, 40 minutos de media por parti-
cipante, distribuidos en las siguientes etapas.
3.2.4.1 Fase 1: Cuestionarios pre-experimento
Los participantes respondieron a los cuestionarios (demográfico e ITC-SOPI)
de modo digital, utilizando un portátil convencional.
3.2.4.2 Fase 2: Experiencia en Realidad Virtual
Los participantes eran conducidos a una segunda sala, donde estaba instalado
el sistema de realidad virtual junto con el área de seguimiento.
Una vez allí, se procedía a colocarles la pulsera Empatica, y a establecer una
línea base de su actividad electrodérmica. Para ello, se les hacía estar en reposo
durante 5 minutos con la pulsera puesta y se registraba su EDA.
Posteriormente, se les proporcionaba la siguiente locución a través de unos
auriculares.
Hola, te damos la bienvenida a este laberinto. Has sido elegido para
participar en una competición de la que sólo puede salir un ganador.
Dispondrás de 300 segundos para encontrar la salida del laberinto y,
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en tu recorrido, deberás recoger todas las esferas que puedas. Cada
esfera que recojas, aumentará tu puntuación de Karma. Pero, ¡cui-
dado!, hay elementos que pueden hacerte perder karma. Exponerte a
riesgos, te restará puntos de karma. En cualquier caso, no vamos a
dejar que te enfrentes al recorrido totalmente desprotegido: contarás
con un escudo que te protegerá de todos los riesgos que encuentres.
Al activarlo, su campo energético protector te hará caminar más len-
to y no podrás recoger esferas, pero no perderás karma. El escudo,
se alimenta a través de una batería, la cual se descarga con cada uso
aunque se recarga de manera automática cuando no está en uso. Si
la batería llegara a vaciarse del todo, no podrías activar el escudo
hasta que esta no vuelva a cargarse. Recuerda, debes salir del la-
berinto antes de que se acabe el tiempo, ganando el mayor karma
posible. ¿Estás preparado? Comenzaremos con un entrenamiento.
¡Buena suerte!
Una vez habían recibido las instrucciones, los participantes se colocaban el
HMD. En primer lugar, se veían inmersos en el escenario de entrenamiento,
donde debían practicar todas las mecánicas. Para atender a un diseño con-
trabalanceado, ya que todos los participantes pasaban por las dos condiciones
(utilizar las dos técnicas de navegación distintas), la mitad comenzaban por
una y la otra mitad por la otra, evitando efectos colaterales de aprendizaje.
Al completar el entrenamiento, se cargaba automáticamente el nivel principal,
el laberinto. En este momento se activaba el registro de la Empatica.
Tras completar el recorrido se procedía a la administración del cuestionario
ITC-SOPI, en formato digital. Al completarlo, se dejaba descansar al usuario
durante 5 minutos para, posteriormente, invitarle de nuevo a repetir la secuen-
cia con la otra metáfora de navegación: primero, la escena de entrenamiento y
después, el laberinto.
El proceso completo tuvo una duración media de 30 minutos por usuario.
3.2.5 Determinación del tamaño de la muestra
A la hora de establecer una tamaño apropiado de la muestra para este ex-
perimento, de modo que se alcanzasen los objetivos de fiabilidad y robustez,
seguimos un proceso de decisión basado en dos factores:
Factor a) Trabajos anteriores: Seleccionamos los trabajos anteriores más
relevantes en este ámbito de la revisión bibliográfica previa con el objeti-
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vo de averiguar el tamaño medio de muestra. Nuestro objetivo primario
era trabajar con una muestra mayor que la media del resto de artículos
relacionados. Estos artículos, listados en el capítulo 2, fueron: Usoh et
al.[202], Zanbaka et al. [217], Peck et al.[144], Frommel et al. [62], Lang-
behn et al.[97], Griffin et al. [68], Bozgeyikli et al. [27] y Mayor et al.
[118].
Su tamaño de muestra fue, respectivamente: 33, 44, 36, 24, 33, 20, 15
y 48, con una n media de 31.62 participantes. Por este motivo, con 41
participantes, cumplíamos holgadamente nuestro objetivo. Este método,
consistente en elegir un tamaño de muestra similar al de otros estudios
relevantes relacionados se detalla en Kotrlik et al. [95].
Factor b) Potencia estadística: Ante poblaciones indeterminadas, la signi-
ficatividad de los resultados viene determinada por el tamaño del efecto
estadístico. Si atendemos al relevante trabajo de Cohen [41] acerca de
la potencia estadística, podemos considerar que el tamaño de la muestra
podría ser evaluado a posteriori utilizando el tamaño del efecto. Si la po-
tencia estadística de nuestros hallazgos no alcanza los objetivos prefijados
de significatividad, un método efectivo para aumentar esa potencia es in-
crementar el tamaño de la muestra. Los cálculos de tamaño de muestra
basados en la potencia estadística están relacionados con la validación de
hipótesis. Brevemente, podemos considerar dos tipos de errores: a) Erro-
res de tipo I (falso positivo): Concluir que hay un efecto donde no lo hay.
α = P(error tipo I) = nivel de significatividad estadística [= P (rechazar
H0 | H0 verdadera)]; b) Errores de tipo II (falso negativo): Concluir que
no hay efecto cuando realmente lo hay. β = P(error tipo II) [= P (aceptar
H0 | H1 verdadera)]
La potencia estadística de un determinado conjunto de resultados se de-
fine como 1 β [= P (rechazar H0 | H1 verdadera)]. Esta técnica puede
ser utilizada para estimar a priori un tamaño de muestra adecuado. Pre-
definiendo valores apropiados para α y β, podemos averiguar el tamaño
mínimo de la muestra necesario para alcanzar determinados requisitos de
potencia estadística [46].
Para un experimento intrasujeto, con valores razonables para α (= 0.05) y
β (=0.8) y previendo un conservador tamaño del efecto medio, el tamaño
de muestra mínimo es de 34 individuos, como podemos ver en la Fig. 3.4,
por lo que con 41 individuos, cumplimos con creces también este criterio.
59
Capítulo 3. Metáforas de navegación y experiencia de usuario en un entorno de RV
Figura 3.4: Estimación del tamaño de la muestra por Cornish[46])
3.2.6 Las técnicas de locomoción
Decidimos implementar dos diferentes métodos de locomoción, atendiendo a la
tipología relativa a locomoción en RV creada por Boletsis et al. [18] (Fig. 3.5.
Figura 3.5: Tipos de locomoción, por Boletsis et al. [18]
Fueron seleccionados dos métodos de locomoción, cada uno de ellos represen-
tando a uno de los dos grandes grupos (físicos y artificiales) con movimiento
continuo y con espacio de interacción de abierto. Estas dos características per-
miten mayor libertad a los diseñadores ya que imponen menos restricciones
creativas.
Las dos técnicas implementadas fueron:
Presionar un botón en el mando: Este método de locomoción pertenece
al grupo de metáforas Caminar Indirecto. Esta mecánica en particular
viene heredada del mundo de los videojuegos. Al presionar un botón en
el controlador del sistema de RV, el avatar del usuario se desplaza en
la dirección en la que está mirando. Este desplazamiento se realizada
con una velocidad de 2 m/s ya que a partir de 3 m/s, se incrementan
los síntomas de cibermareo [187]. Adicionalmente, esta técnica presenta
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gran precisión y una curva de aprendizaje muy asequible, por lo que su
potencial interés es alto.
Caminar en el sitio (implementada a partir del movimiento de la cabeza):
Este método, conocido en inglés como Head Bobbing, forma parte de la
familia de métodos de Caminar en el Sitio (realizar la acción de andar
pero sin desplazarse) y se basa en la detección y reconocimiento de los
movimientos verticales de la cabeza que se producen involuntariamente al
caminar. En este caso en particular es el HMD el responsable de detectar
estos movimientos a través de sus sensores de movimiento aunque tam-
bién hay variantes basadas en reconocimiento óptico a partir de cámaras.
Este método resulta interesante por su alto nivel de retroalimentación
proprioceptiva y su fácil implementación para espacios de seguimiento
pequeños.
Ambas técnicas de locomoción fueron implementadas en C# utilizando el mo-
tor Unity3D. Están basadas en las librerías SteamVR 2.0 y VR Locomotion
Essentials - v2.5, dos paquetes comerciales de gran difusión. Previamente al
experimento, ambas fueron evaluadas a nivel de precisión y optimización a
través de un piloto con personal del laboratorio con y sin experiencia en RV o
juegos en tres dimensiones.
3.2.7 Las métricas en detalle
Este es el primer experimento que combina las tres aproximaciones predo-
minantes a la hora de medir la sensación de presencia: presencia subjetiva,
presencia conductual y presencia fisiológica.
3.2.7.1 Presencia subjetiva
Con el objetivo de evaluar la presencia desde una perspectiva subjetiva, se se-
leccionó el cuestionario ITC-Sense of Presence Inventory (ITC-SOPI), un for-
mulario generalista, orientado a múltiples medios (no únicamente RV) y que
fue desarrrollado por Lessiter, Freeman, Keogh y Davidoff en 2001[102]. Este
cuestionario se compone de 44 elementos (en la versión revisada, ya que origi-
nalmente tenía 63 items) los cuales se evalúan a través de una escala Likert de
5 puntos (1 totalmente en desacuerdo; 5 totalmente de acuerdo). Internamente,
este cuestionario se encuentra segmentado en 4 factores diferentes: (a) Sensa-
ción de Espacio Físico (Physical Space, PS); (b) Compromiso (Engagement,
E); (c) Validez Ecológica (Ecological Validity, EV); y (d) Efectos Negativos
(Negative Effects, NE).
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3.2.7.2 Presencia conductual
Al hacer referencia a presencia conductual, se está midiendo hasta que punto
los comportamientos, reacciones o percepciones individuales que se producen
cuando se está inmerso en una experiencia de Realidad Virtual son análogos
a aquellos que ocurrirían en el mundo real. Esta métrica se construyó a partir
de los datos recogidos por los investigadores acerca de las reacciones de los
participantes en el experimento a los estímulos sensoriales (amenazas visuales,
sonidos, etc...) mientras caminaban por el laberinto. La codificación de estas
reacciones no tiene relación con la teoría BIP (Rupturas en la Presencia, del
inglés Breaks In Presence) de Slater [178], basada en la idea de que los eventos
(principalmente sonidos) en el mundo real podrían ser omitidos por los usua-
rios si estuvieran totalmente inmersos (sensación de presencia muy alta) en el
mundo virtual. Por nuestra parte, intentamos mantener el mundo real lo más
neutro posible, en cuanto a interacciones con los participantes, de modo que se
maximizara la experiencia inmersiva. Del mismo modo que en Usoh et al. [202],
se construyó un marcador a partir de un indicador informado por observado-
res externos el cual recogía hasta que punto los participantes experimentaron
reacciones reales ante situaciones de riesgo. Para cada amenaza, se registraron
las siguientes reacciones:
Lanzallamas (agacharse y/o saltar y/o gritar).
Charco peligroso (saltar hacia adelante y/o caminar cautelosamente).
Abismo (caminar cautelosamente).
Cada reacción registrada de la anterior lista añadía un punto al marcador,
siendo el conteo total de las mismas, el Marcador de Presencia conductual
(MPC).
3.2.7.3 Presencia fisiológica
La actividad electrodérmica (EDA) fue elegida como métrica para la presencia
fisiológica. La EDA representa cambios eléctricas en la superficie de la piel
que se muestran cuando la propia piel recibe señales nerviosas del cerebro.
Existe un amplio consenso entre los investigadores acerca de que las variaciones
en la EDA se producen por el sistema nervioso simpático y, por tanto, la
EDA proporcionaría una métrica sensible de la actividad del sistema nervioso
simpático [47, 147].
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La EDA, también conocida como Conductancia de la Piel (SC, del inglés Skin
Conductance) o Respuesta Galvánica de la Piel (GSR, del inglés Galvanic Skin
Response), se ha venido utilizando como medida objetiva de la experiencia de
usuario en videojuegos durante la última década [114]. Puede ser medida de
muchas maneras diferentes, todas ellas basadas en la electricidad: potencial de
la piel, resistencia, conductancia, admitancia e impedancia [21].
Para obtener mediciones, tal y como se explica con detalle en la sección 3.2.3
de este mismo capítulo, se utilizó un dispositivo ligero y cómodo, intentando
priorizar la validez ecológica del experimento. El dispositivo elegido fue una
pulsera Empatica E4.
Ya que este dispositivo recoge las variaciones en la conductividad de la piel
múltiples veces por segundo, tras el experimento, los datos fueron objeto de
un post-procesado (limpieza y normalización), empleando las herramientas que
proporciona el software Ledalab, un plugin para Matlab 2.
3.3 Resultados
3.3.1 Descripción de la muestra
Los 41 participantes de este estudio fueron en su mayoría estudiantes y profeso-
res universitarios. La media de edad fue de 25.45 años (SD = 8.05). En cuanto
a la distribución por género, un 56.9% fueron hombres y um 43.1% mujeres.
Aproximadamente la mitad (49.9%) se autoclasificó como jugador habitual de
videojuegos.
3.3.2 Presencia subjetiva
Las medias y la desviación estándar del cuestionario ICT-SOPI pueden encon-
trarse en la Tabla 1.
Se realizó un análisis de la varianza en los valores relativos a la presencia, te-
niendo en cuenta la metáfora de navegación. En primer lugar, comprobamos
la normalidad de la distribución utilizando el test Lilliefors, el cual se utiliza
para comprobar la hipótesis nula que afirma que los datos vienen de una pobla-
ción distribuida normalmente [104]. Para cada variable dependiente (Physical
space, Engagement, Ecological validity y Negative Effects), el test devolvió 0,
2http://www.ledalab.de/
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Tabla 3.1: MEDIAS Y DESVIACIONES ESTÁNDAR DEL CUESTIONARIO ITC-SOPI
Metáfora de locomoción
Caminar indirecto Andar en el sitio
Mean SD Mean SD
Physical space 3.3288 0.6936 3.3002 0.6255
Engagement 3.7134 0.6613 3.6273 0.6339
Ecological validity 2.9220 0.9010 2.7902 0.7589
Negative effects 2.0446 0.7612 2.5366 0.9367
lo que significa que la hipótesis nula fue aceptada, a excepción de la variable
Negative Effects bajo la condición Caminar Indirecto.
El tamaño del efecto se calculó utilizando la d de Cohen [192] y los resulta-
dos fueron bajos (<.2) para cada variable excepto para Negative Effects, un
resultado consistente con el test ANOVA:
Physical Space: d=.04.
Engagement: d=.13.
Ecological validity: d=.15.
Negative effects: d=.57.
Se llevó a cabo un ANOVA de una vía entre sujetos para comparar el efecto
de la metáfora de navegación en los cuatro factores en los que se desglosa
el cuestionario ITC-SOPI. A partir de este análisis, no se encontró ningún
efecto significativo del método de navegación sobre la presencia subjetiva en
un nivel de p <.05 para ninguno de los tres primeros factores (PS, E, EV) pero
encontramos una diferencia significativa en el cuarto (NE):
Physical Space: F(1, 80)=0.04, p=.84.
Engagement: F(1, 80)=0.36,p=.54.
Ecological validity: F(1,80)=0.51,p=.47.
Negative effects: F(1,80)=6.81,p=.01.
Atendiendo a la distribución no normal de los datos para el factor Negative
Effects en el caso de la variable independiente Andar en el sitio, realizamos
un test no paramétrico adicional, el de Kruskal-Wallis [29]. Los resultados
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arrojaron un valor de p<.05 (p=.013) el cual confirmó la diferencia significativa
entre las dos condiciones para este factor específico.
3.3.3 Presencia conductual
Estos resultados muestran el conteo total de las reacciones conductuales dentro
de el entorno virtual durante la experiencia virtual:
Figura 3.6: Resumen valores presencia conductual
Los resultados numéricos fueron:
Caminar indirecto (M=0.84, DS=1.26); Conteo total= 38
HeadBobbing(M=0.2, DS=0.50); Conteo total = 9
El test de Lilliefors sacó a relucir la no normalidad de los datos y Kruskal-Wallis
reveló una p<.05 (d=.0076). Esta diferencia significativa en el efecto del tipo
de locomoción sobre la métrica de presencia conductual resulta evidente ya
que se registraron casi cuatro veces más reacciones bajo la condición Caminar
indirecto que sobre la de Andar en el sitio. La d de Cohen obtenida fue d=.67,
lo que representa una tamaño de efecto medio (d>.5 y d<.8).
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3.3.4 Presencia fisiológica
El dispositivo empleado, la Empatica E4 recoge la conductancia eléctrica de la
piel, que es la inversa de la resistencia. Su tasa de muestreo para la GSR es de
4 Hz.
Una señal de EDA en bruto se divide en dos componentes: (a) El Nivel de Con-
ductancia de la Piel (SCL, del inglés Skin Conductance Level) y (b) la Respues-
ta de Conductancia de la Piel (SCR, del inglés Skin Conductance Response).
Cada una de ellas hace referencia a un factor distinto y fueron analizadas por
separado.
3.3.4.1 Nivel de Conductancia de la Piel (SCL)
La SCL muestra información acerca la línea base tónica, la cual varía lentamen-
te y de modo que acaba mostrando una tendencia ascendente o descendente,
dependiendo de varios factores como la hidratación, la sequedad de la piel o la
auto-regulación del sujeto.
Con anterioridad al experimento, se registró una linea base para cada partici-
pante, haciendo que se sentasen en reposo y con los ojos cerrados, para reducir
los estímulos externos durante 5 minutos.
Esta línea base, generalmente, se considera el nivel tónico medio de un indi-
viduo en condiciones de reposo y frente a la ausencia de cualquier estímulo
discreto, interno o externo.
En algunas ocasiones, los valores de excitación recogidos en esta línea base son
mayores que en la fase de estimulación, debido a a factores como la anticipación
o el nerviosismo, los cuales hacen que se incremente artificialmente la línea base
y alteran los resultados [200, 114].
A partir de esta línea base, es posible calcular el diferencial entre la media de
los valores de SCL obtenidos durante el experimento y la línea base, obteniendo
el incremento producido, a priori, por la inmersión en el sistema de Realidad
Virtual. Esta inferencia a partir de un diferencial, se detalla en la subsección
3.2.7.3 y se expresa con la siguiente fórmula:
4SCL = media(SCLRV )−media(SCLLineaBase).
Tomando como base este cálculo, obtuvimos diferenciales y desviaciones están-
dar para cada condición. Estos valores se recogen en la Figura 3.7.
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Aplicando de nuevo el test de normalidad de Lilliefor obtuvimos un que los
valores de SCL seguían una distribución no normal. Debido a esto, aplicamos
Kruskal-Wallis y proyectó una p=.028(<.05), por lo que podemos afirmar que
hay una diferencia significativa entre los valores de presencia registrados en
ambos métodos de locomoción.
Figura 3.7: Resumen valores presencia fisiológica
Finalmente, el tamaño del efecto obtenido utilizando la d de Cohen fue d=.85.
Esto representa un efecto de tamaño grande (d>.8).
3.3.4.2 Respuesta de Conductancia de la Piel (SCR)
La SCR refleja la señal fásica que precede a los cambios tónicos. Se ha de-
mostrado su correlación con la activación emocional, la cual ocurre de 1 a 5
segundos después del estímulo emocional [200]. Mientras que la SCL se pue-
de mantener desde unas decenas de segundos a varios minutos, la SCR sufre
variaciones vertiginosas en un espacio de tiempo muy reducido. Es lo que se
conoce como “picos de GSR” [12]. Estos picos de GSR ofrecen, acto seguido,
un también rápido declive hasta la zona base de actividad tónica.
Para el cálculo de los picos se utilizó, de nuevo, la herramienta de post-proceso
del software Ledalab. Esta herramienta se basa en el método DDA (del inglés
Discrete Deconvolution Analysis) de Benedek y Kaernbach [12].
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La cuantificación de estos picos de GSR en su valor medio ha mostrado corre-
lación con la presencia [218], por lo que podría ser utilizado como una medida
objetiva de la misma.
Siguiendo el procedimiento empleado por Terkildsen y Makransky [200], se
calculó el valor de picos GSR/minuto, para obtener un factor comparable,
independiente del tiempo en el que estuvieron los participantes dentro de la
experiencia virtual.
Se comparó la cantidad de picos GSR/minuto entre los dos grupos de usuarios,
correspondientes a cada una de las metáforas de navegación: Caminar indirecto
con touchpad (Media = 38.75, SD = 13.98) y caminar en el sitio con head
bobbing (Media = 34.55, SD = 10.33). Tras la aplicación del test de Lilliefor
se obtuve que ambos conjuntos de datos seguían una distribución normal. Al
tratarse de dos conjuntos de datos relacionados (dos muestras de los mismos
individuos) y seguir una distribución normal, se aplicó un t-test para averiguar
si había diferencias significativas. Se obtuvo una p=.27 (>.05), por lo que no
se apreció ninguna diferencia significativa a la hora de comparar los picos GSR
/ minuto para cada una de los dos metáforas de navegación.
3.3.4.3 Efectos colaterales de la medición de la GSR
Como se recoge en el trabajo de Slater et al. [186], existe una tendencia observa-
ble en las lecturas de GSR según la cual, los valores ascienden constantemente
a lo largo del tiempo. Este efecto es debido a la acumulación de sudor en la
superficie de los electrodos y depende de las características propias de cada dis-
positivo medidor. En este estudio, se ha observado esta tendencia, tal y como
se muestra en las figuras 3.8 y 3.9.
Con el objetivo de minimizar la distorsión introducida por este fenómeno,
se propone el aislamiento de zonas de interés o intervalos entre eventos para
establecer diferenciales intra-secuencias.
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Figura 3.8: Evolución en el tiempo (eje x, en segundos) de la SCL (eje y, en µS) para la
metáfora del caminar indirecto (touchpad)
Figura 3.9: Evolución en el tiempo (eje x, en segundos) de la SCL (eje y, en µS) para la
metáfora del caminar en el sitio (head bobbing)
3.3.5 Matriz de correlaciones
La figura 3.10 recoge la matriz que refleja los coeficientes de correlación obte-
nidos utilizando la τ de Kendall [88] para cada par de variables dependientes.
Los coeficientes remarcados en rojo indican aquellos pares de variables que
tienen correlaciones con diferencias significativas.
Encontramos una interesante correlación negativa entre la presencia conduc-
tual para la condición de Andar en el sitio y el factor Negative Effects del cues-
tionario ITC-SOPI para esa misma condición. Aquí, la τ = −,29 de Kendall
muestra una intuitiva relación entre presencia y comodidad. Si los individuos se
encuentran incómodos en el espacio de Realidad Virtual, difícilmente pueden
69
Capítulo 3. Metáforas de navegación y experiencia de usuario en un entorno de RV
sentirse totalmente inmersos en la experiencia virtual y esto, transitivamente,
puede afectar al nivel de presencia percibida.
Adicionalmente, incluso cuando las tres dimensiones de la presencia (subjetiva,
conductual y fisiológica) no han mostrado correlación entre ellas, internamente
poseen correlaciones significativas lo que garantiza la robustez de estas métri-
cas, tomándolas en consideración de manera individual.
3.4 Conclusiones
Este experimento estaba dirigido a profundizar en el conocimiento que, a día
de hoy, tenemos acerca de la interacción en general y de la locomoción en
particular sobre la sensación de presencia dentro de un entorno de Realidad
Virtual. Con este objetivo en mente, se evaluaron dos métodos de locomoción
(Caminar indirecto y Andar en el sitio) y su influencia sobre tres diferentes
métricas de presencia (subjetiva, conductual y fisiológica).
Slater y Usoh [183] emplearon el término “interacción centrada en el cuerpo”
para referirse a aquellas técnicas de interacción que pretenden hacer coincidir
propriocepción e información sensorial. Nosotros hemos evaluado una técnica
de Andar en el sitio, basada en la detección de los movimientos verticales de
la cabeza la cual representa un claro ejemplo de este tipo de interacciones. El
otro método, el Caminar indirecto, no pretende alcanzar esa coincidencia.
Teniendo muy presente todo el trabajo previo realizado en comodidad y ciber-
mareos, la metáfora del Caminar indirecto debería haber obtenido resultados
más altos en el factor Negative Effects (NE) del cuestionario ITC-SOPI pe-
ro, sorprendentemente, fue el otro método, Andar en el sitio, aquel que obtuvo
peores valores en este área. Esto podría ser entendido atendiendo a la similitud
existente entre los controladores de los sistemas de Realidad Virtual y los man-
dos habituales empleados en videojuegos. Al ser la población del experimento
de una media de edad baja y estar todos ellos habituados a los videojuegos
(tal como mostraron los datos demográficos), esta metáfora de locomoción, aún
con inferiores condiciones de proprioceptividad, les resultaba más sencilla de
entender y asimilar.
Haciendo referencia a las tres dimensiones de métricas para la presencia, aun-
que no fueran reveladas correlaciones entre ellas, pueden ser resaltados algunos
hallazgos de interés.
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En primer lugar, es evidente que el complejo y difuso concepto de presencia
muestra diferentes caminos para ser medido, cada uno de ellos con un enfo-
que diferente, tratando de capturar una pequeña porción del entramado de
conceptos psíquico-fisiológicos que la conforman.
Tratamos de aportar alguna luz sobre estas sombras a partir de una inédita
aproximación holística, combinando los tres métodos con mayor respaldo de la
comunidad investigadora y los resultados son claros: cada familia de métricas
(subjetiva, conductual y fisiológica) mide algo distinto. Hasta cierto punto,
podría afirmarse que cada una de ellas mide una presencia distinta. Como
numerosos estudios previos, los cuestionarios post-experimento auto-evaluados
no son buenos discriminando diferentes niveles de presencia entre diferentes
métodos de locomoción. Este hecho podría asentarse en el recuerdo sesgado
y debilitado de la experiencia que los usuarios tuvieron dentro del entorno de
Realidad Virtual.
La presencia conductual se muestra como una métrica robusta ya que refleja
reacciones “de verdad”, en el mundo real pero juega en su contra el que, para
su activación, deben ser incluidos en los entornos experimentales de Realidad
Virtual diferentes elementos poco ecológicos: situaciones peligrosas, sonidos
estridentes, etc... Esto tiene un efecto dual: a) El diseño de los entornos virtua-
les siempre debe contener ciertos elementos reiterativos a la hora de registrar
presencia conductual en tiempo real y esto constreñiría sobremanera a los crea-
dores, especialmente en ciertos ámbitos o dominios; b) Este tipo de medida de
la sensación de presencia está fuertemente vinculado al perfil psicológico de
los usuarios así como de su experiencia previa en entornos 3D: cuanto más
acostumbrados estén a la navegación en entornos “hostiles”, como los de los vi-
deojuegos, menores y más controladas serán sus reacciones a los eventos dentro
del entorno virtual, tal y como pudimos comprobar con los participantes en
este estudio.
Por último, la presencia fisiológica puede representar la métrica más objetiva
pero aún hoy en día, cuando los dispositivos utilizados para su medida son poco
intrusivos y esto garantiza niveles más altos de ecología en los experimentos, la
EDA ha mostrado debilidades discriminando la excitación anímica de un nivel
alto de actividad física (correr, saltar, etc...) [123].
Tal y como se introducía anteriormente, la “interacción centrada en el cuerpo”
de Slater y Usoh debería poseer niveles más altos de presencia al hacer coin-
cidir las informaciones proprioceptivas y sensoriales. En este experimento, la
metáfora Andar en el sitio era la representante de este tipo de interacciones y
como se puede apreciar en los resultados mostrados con antelación, esta teoría
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no ha encontrando respaldo en las evidencias obtenidas. En dos métricas, la
subjetiva y la conductual, obtuvo valores inferiores a los de la otra metáfora, el
Caminar indirecto. En la tercera métrica, la presencia fisiológica basada en la
EDA, obtuvo valores más altos pero vinculados indiscutiblemente a la mayor
actividad física requerida por el tipo de interacción.
Estos hallazgos se vinculan la teoría que explica la presencia como inmersión
perceptual/psicológica [139, 14] y que se basa en la idea de que la presencia
es, principalmente, una experiencia sensorial y que altos niveles de actividad
física pueden distraer los sentidos de su labor perceptiva.
Atendiendo a los estudios previos y a nuestros resultados, podemos aportar
dos ideas fundamentales al área de estudio:
En referencia a la metodología y las métricas utilizadas en la evaluación de
presencia-locomoción, nuestros resultados nos invitar a cuestionar acerca
de como la presencia ha sido evaluada hasta ahora. Hasta cierto punto,
la sensación de presencia se ha revelado en nuestro estudio más propen-
sa a ser alta cuando los usuarios estaban más cómodos con el diseño de
interacción, independientemente del tipo de métrica utilizada (subjetiva,
conductual o fisiológica). Este hecho está respaldado por nuestros hallaz-
gos donde un método de locomoción menos natural, como el Caminar
indirecto (presionando un botón) obtiene mayor sensación de presencia
bajo la aproximación conductual. La presencia fisiológica, medida a par-
tir de la SCL, tiene una intensa correlación con la actividad física por
lo que no resulta un método fiable para medir presencia con técnicas de
locomoción que requieran intensidad de movimientos. En el caso de la uti-
lización de la SCR como medida de GSR, que por su naturaleza resulta
más independiente de la actividad física, no se aprecia diferencia alguna
entre ambas metáforas de navegación.
En cuanto al diseño de experiencias en Realidad Virtual, tal y como se co-
mentaba en el punto anterior, los métodos de locomoción con altos niveles
de actividad física, por más reales que sean, pueden distraer la percepción
de los usuarios así como hacer más incómoda la experiencia, penalizando
la sensación de presencia. Este resultado, sugiere la idea de que un mé-
todo de locomoción personalizado (al menos, elegible y/o configurable),
vinculado a las características personales de la condición física del usua-
rio, a su experiencia con juegos en espacios tridimensionales, etc... podría
mejorar dramáticamente la experiencia de usuario en Realidad Virtual.
En el plano de los juegos serios basados en RV, sin duda podría reducir
la carga cognitiva destinada a la locomoción y mejorar la percepción de
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los usuarios dentro del entorno virtual. En un medio tan vinculado a las
emociones con la RV, la personalización de la interacción (o cierta adap-
tación en tiempo real) podría resultar clave para favorecer una mayor
penetración de la tecnología.
Por tanto, considero que el foco en el ámbito de la investigación de presencia y
locomoción, debería estar en cómo adaptar el método de interacción al usuario
a partir de métricas de presencia en tiempo real más que tratando de averi-
guar qué método de locomoción es “el mejor”. Esta idea sea apoya en teorías
recientes, resumidas en el estudio de Riva et al. [159], donde se desarrolla el
concepto de codificación predictiva (PC, del inglés Predictive Coding). La teo-
ría PC sugiera que el “cerebro mantiene activamente un modelo (simulación)
del cuerpo y el espacio alrededor de él, el cual provee predicciones acerca de la
información sensorial esperada y que trata de minimizar la cantidad de errores
de predicción (o ‘sorpresas’)” [159](p.88).
Esta teoría, de gran relevancia en las últimas investigaciones en el ámbito de
la RV también establece que la Realidad Virtual trata de mimetizar el modelo
cerebral: cuanto más se parece el modelo de RV al modelo del cerebro, más
presente se sentirá el usuario en el mundo virtual. En este sentido, podemos
afirmar que cualquier técnica de locomoción con movimiento real de las pier-
nas (Caminar real, Caminar en el sitio, etc...) debería generar sensaciones de
presencia más altas. A pesar de este concepto, los resultados de este estudio
muestran que la presencia no se ve significativamente afectada por este hecho
así que deberían ser introducidas variables adicionales en este modelo. Has-
ta donde alcanza este estudio, la experiencia con videojuegos tridimensionales
puede afectar los modelos cerebrales hasta el punto de que pulsar un botón
en un mando puede asociarse de manera consistente con la sensación de movi-
miento, generando una sensación de presencia equivalente a la del movimiento
natural.
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Capítulo 4
Registro y visualización de la
actividad de los usuarios en un
entorno Realidad Virtual
4.1 Introducción
El registro y evaluación del comportamiento de los usuarios en un entorno de
Realidad Virtual es un desafío para los investigadores involucrados en diseñar
y llevar a cabo experimentos en entornos inmersivos. Esta información con-
ductual puede llevar a interesantes hallazgos en las áreas de la presencia, el
compromiso (engagement) o el estado emocional del individuo dentro de una
experiencia en Realidad Virtual. Recoger este tipo de evaluación y explotarla
de un modo productivo ayudará a los investigadores y diseñadores de juegos a
identificar patrones conductuales relevantes y correlaciones entre determinados
comportamientos y ciertos estados psicológicos. En este capítulo, se propone
un procedimiento simple y replicable además de un conjunto de herramien-
tas software destinadas a la adquisición y visualización de datos relativos a
la navegación de los usuarios en un entorno de Realidad Virtual. Para ello,
se utilizan las capacidades inherentes de un Sistema de Información Geográ-
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fico (SIG). Este procedimiento abarca desde la adquisición de datos a través
del motor de videojuegos Unity3D, utilizando C, hasta la representación final
en un mapa interactivo y personalizable utilizando Leaflet, un SIG de código
abierto basado en Javascript, pasando por el preprocesamiento de los datos
empleando archivos XML. La utilización de un SIG para visualizar datos de
navegación representa una solución flexible, ecológica y efectiva la cual incre-
menta la productividad y la visibilidad de las capacidades narrativas de los
datos.
4.2 Motivación y relevancia
Tal y como analizamos en el Capítulo 2, el interés de la Realidad Virtual
como herramienta en diferentes campos [153, 157, 119, 19] ha crecido de ma-
nera continua durante las últimas seis décadas. Desde sus inicios, docentes,
médicos, formadores, diseñadores instruccionales, psicólogos y muchos otros
profesionales han destacado las potencialidades de la RV a la hora de mejo-
rar sus actividades, apoyándose en sus capacidades de inmersión, compromiso
(engagement), medición y retroalimentación.
Contemplando esta utilización de la Realidad Virtual como un medio para
alcanzar ciertos objetivos transversales a diferentes disciplinas, se han desarro-
llado numerosas estrategias de evaluación de la experiencia de usuario. Muchas
de ellas están centradas en la obtención de diferentes métricas acerca de los
sentimientos, emociones y/o percepciones de los usuarios. Este conjunto de
métricas se basa, normalmente, en la administración de cuestionarios post-
experienciales, con el sesgo inherente de este tipo de prácticas, distanciadas
temporalmente de la experiencia real y con recuerdos evanescentes[93].
Recientemente, esta familia de métricas está comenzando a ser reemplazadas
por datos de origen fisiológico con el objetivo de obtener unas medidas con
un nivel superior de objetividad[93]. La electromiografía (EMG), la actividad
electrodérmica (EDA), la encefalografía (EEG) y las imágenes de resonancia
funcional magnética (fMRI) son las técnicas más comunes y ampliamente va-
lidadas de medidas fisiológicas.
Por otra parte, surge una tercera vía para obtener datos de estas experiencias
virtuales. Tal como pudimos ver en el Capítulo 3, este tercer grupo se relaciona
con el comportamiento de los usuarios dentro del entorno en Realidad Virtual.
En un experimento tipo basado en RV, los investigadores persiguen almacenar
la mayor cantidad de datos posible con la intención de evaluar, por ejemplo,
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el rendimiento o, como en nuestro caso, como el usuario navega por el entorno
virtual.
La navegación es la más básica y ubícua interacción en cualquier entorno digital
[22] , inmersivo o no inmersivo y tiene importantes implicaciones en la sensación
de presencia [184] o en los cibermareos [155].
Por este motivo, los investigadores invierten una cantidad significativa de tiem-
po diseñando y desarrollando herramientas software con el objetivo de adquirir
y analizar información acerca de la navegación de los usuarios. Teniendo esto
en cuenta, el objetivo de este capítulo es compartir el flujo de trabajo y las
herramientas diseñadas e implementadas con la intención de recoger datos de
navegación de los usuarios en un entorno virtual desarrollado en un popular
y versátil motor de videojuegos: Unity3D [199], para luego ser visualizados de
una manera innovadora, utilizando un Sistema de Información Geográfico como
Leaflet [2]. Estas funcionalidades pueden ahorrar mucho tiempo a otros inves-
tigadores además de incrementar la replicabilidad de experimentos centrados
en el análisis conductual de usuarios en entornos de Realidad Virtual.
En último lugar, cabría destacar que la Realidad Virtual está evolucionando
hacia su transformación en un espacio colaborativo, apoyándose en las tec-
nologías actuales, las cuales soportan interacciones simultáneas multi-usuario.
Estas nuevas capacidades permiten a distintos usuarios involucrarse en tareas
comunes dentro de un mundo virtual [165].
Uno de los aspectos más desafiantes de diseñar y desarrollar Entornos Cola-
borativos Virtuales (CVE, del inglés Collaborative Virtual Environments) es
medir la consciencia de cada participante de estar realizando una tarea que
forma parte de un trabajo colaborativo de entidad superior [36]. Como ocu-
rre con otros parámetros usualmente medidos en entornos de RV (por ejemplo
la presencia, la co-presencia o la comodidad entre otros, se han desarrollado
algunos cuestionarios [135] pero como todos los cuestionarios administrados
a posteriori de la experiencia virtual, presentan un sesgo significativo en sus
resultados[93].
La propuesta presentada en este capítulo está, de manera intrínseca, orientada
a entornos de Realidad Virtual multi-usuario ya que cada participante posee
su propio elemento de seguimiento y pueden ser recogidos datos individuales.
A partir de estos datos puede mostrarse, tanto en tiempo real como a partir
de un procesado post-experiencial, las interacciones de los usuarios (entre ellos
y con el entorno) de un modo consolidado.
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4.3 Trabajos previos
Con el desarrollo de la cartografía basada en Internet, aparecieron numerosas
soluciones GIS. Inmediatamente, el mundo académico resaltó la necesidad de
explorar el ámbito de la visualización de datos espaciales de modos alternativos
a los tradicionales. Desde un principio, fue evidente el vínculo entre SIG y RV
debido a su natural complementariedad: los SIG tratan información geográfica
de modo nativo y la RV tiene un potencial increíble para desarrollar una in-
teracción natural. Originariamente, esta relación SIG-RV sólo discurría en un
sentido: la visualización de información SIG en un entorno de Realidad Virtual
[82, 156, 203, 57].
Posteriormente, habiendo demostrado la transferibilidad de las experiencias de
RV al mundo real, se desarrollaron numerosos estudios donde los participantes
debían identificar algunos elementos, de su reciente experiencia en RV, sobre
una representación 2D del mismo entorno [24, 50]. En estos estudios, elegidos
como una muestra representativa, se instaba a los participantes a que escri-
bieran en un mapa de papel cosas que hubieran visto a través del HMD o
decisiones que hubieran tomado. Esta metodología es complicada y lenta de
llevarse a cabo con tamaños grandes de muestra.
Por este motivo, se comenzaron a crear algunas herramientas ad hoc para
la visualización de datos de navegación, como por ejemplo la de Gillner [66]
pero tenían una funcionalidad muy limitada, altas restricciones en cuanto a
reusabilidad y exigían un esfuerzo alto de los investigadores en la adaptación
de las mismas a sus entornos particulares, desviando recursos de la propia
investigación.
En este capítulo, propones un flujo de trabajo replicable y compartimos algunas
herramientas software creadas para hacer más sencillo e intuitivo este tipo
de análisis además de ofrecer mayores posibilidades de personalización para
investigaciones particulares.
4.4 Descripción del software
La contribución principal de este capítulo al conocimiento es la descripción
del procedimiento completo y probado así como dos herramientas software,
representadas por dos scripts, uno de ellos para la adquisición de los datos y
el otro para su post-proceso para la adaptación al SIG.
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4.4.1 Arquitectura del software
Figura 4.1: Diagrama de la arquitectura de la solución propuesta
4.4.2 Funcionalidades del software
En este apartado se presentan en detalle las funcionalidades principales de los
scripts incluidos en este flujo de trabajo.
4.4.2.1 Seguimiento de la navegación (Navigation tracker)
Este script, originariamente diseñado para el elemento Camera Rig1 de HTC
Vive es muy sencillo de incorporar a cualquier proyecto ya que puede adap-
tarse a cada Character Controller con una adaptación mínima. Se basa prin-
cipalmente en dos eventos: StartMovement() y EndMovement(). Cada función
registra la posición del avatar del usuario en dos momentos clave: al inicio y
1El Camera Rig es el GameObject fundamental para una escena de Realidad Virtual en HTC Vive
ya que incluye las cámaras subjetivas vinculadas al HMD así como un Capsule Collider encargado
de las físicas del avatar virtual.
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al final de cada movimiento. También se almacena el momento temporal en el
que se produce cada uno de los eventos, con la intención de calcular el tiempo
total de movimiento del usuario. Con esta información, es sencillo calcular la
distancia recorrida en cada movimiento:
distanceMoved = Vector3.Distance(startPosition, endPosition);
Después de que haya terminado cada movimiento, podemos añadirlo a nues-
tra estructura de datos principal: una lista definida como una colección de
Movements:
public List<Movement> movements = new List<Movement>();
Su funcionalidad es la siguiente:
Cuando el evento StartMovement es detectado, se añade un nuevo move-
ment a la lista de movimientos.
movements.Add(new Movement(position));
Cuando se lanza el evento EndMovement se actualiza el contador de la
lista (currentMovementIndex ) y se almacena la posición final.
movements[currentMovementIndex].EndMovement(position);
currentMovementIndex ++;
Para que esta aproximación funcione correctamente, es necesario personalizar
los métodos que llaman a los eventos StartMovement() y EndMovement(). Por
ejemplo, en este proyecto en concreto, utilizamos dos metáforas de navega-
ción: Caminar indirecto (presionando un botón en el mando) y Andar en el
sitio (a través de la detección del head bobbing). Para cada técnica de navega-
ción deberemos determinar cuales son las acciones que comienzan y terminan
el movimiento. En el caso de la navegación indirecta, resulta trivial: cuando
el usuario presiona el botón del mando, el movimiento comienza y cuando lo
suelta, ese movimiento ha terminado. Por otra parte, para la detección de los
movimientos verticales de la cabeza (head bobbing), resulta mucho más com-
plejo el determinar estos eventos. Discriminar los movimientos de head bobbing
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de los movimientos habituales de la cabeza implica trabajar con velocidades,
ángulos y otros parámetros, lo que complica el modelo algoritmico. A alto ni-
vel, se implementó una función HeadBobDetected() que se lanzaba cuando se
detectaba un head bobbing que entraba en los parámetros definidos y ese era
nuestro StartMovement(). Cuando se dejaban de detectar esos movimientos, se
activaba el evento EndMovement().
El archivo XML generado por todos estos movimientos tenía esta estructura
(mostrado con datos de ejemplo):
<movement>
<startPosition>
<x>0.8478197</x>
<y>0.0833333358</y>
<z>2.12983274</z>
</startPosition>
<endPosition>
<x>0.854446</x>
<y>0.0833333358</y>
<z>2.07698369</z>
</endPosition>
<startTime>7.191995</startTime>
<endTime>7.20538664</endTime>
<totalTime>0.0133914948</totalTime>
<distanceMoved>0.0532628447</distanceMoved>
</movement>
4.4.2.2 Cargando los datos en el SIG
Con el objetivo de representar todos los datos recogidos durante la experiencia
en Realidad Virtual (normalmente, un fichero XML por participante) en la
primera etapa de este flujo de trabajo, deben seguirse estos pasos:
1. Crear un mapa 2D a partir de nuestro entorno virtual 3D. Este
mapa debe respetar las proporciones del escenario tridimensional con el
objetivo de hacer la traslación más sencilla. El método más sencillo y
rápido es realizar una captura cenital del entorno dentro del propio motor
de desarrollo. En la figura 4.2 puede verse un ejemplo de este tipo de
representación:
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Figura 4.2: Vista cenital de la escena del laberinto.
2. Configurar el entorno Leaflet
Leaflet es un Sistema de Información Geográfico ligero basado en JavaS-
cript y constituye una solución muy popular para la representación de
mapas interactivos en dispositivos móviles. Con un peso de tan solo 38
KB, incorpora prácticamente la totalidad de funcionalidades cartográ-
ficas que la mayoría de desarrolladores necesitan. Leaflet está diseñado
persiguiendo la simplicidad, el rendimiento y la usabilidad. Funciona de
manera eficiente sobre la mayoría de las plataformas móviles y de escri-
torio, atendiendo a su naturaleza web [2].
Dado que Leaflet es nativa en JavaScript, se asume que va a funcionar
en entorno web pero es posible configurar una instancia que trabaje en
modo local, algo muy útil para crear un entorno de pruebas. Eso si, te-
nemos que recordar que los ficheros XML no pueden ser manipulados a
través de JavaScript de modo local. Si queremos configurar un entorno
mínimo local, deberemos instalar un servidor Tomcat o similar en nuestro
ordenador de modo que se pueda acceder a los ficheros XML a través de
http.
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La configuración más recomendable para este tipo de arquitectura es al-
macenar los ficheros XML en un servidor remoto y ofrecerlos como un
servicio que será llamado por tu dispositivo local. Del mismo modo, todo
este flujo de trabajo puede ser implementado en JSON, que es a su vez
nativo JavaScript. Se ha seleccionado XML por su transversalidad.
En nuestra configuración inicial hemos incluido:
leaflet.cs: la libreria principal de Leaflet.
jquery-3.3.1.min.js: JQuery es una popular librería JavaScript de
código abierto con numerosas utilidades para el tratamiento de docu-
mentos XML y para la interacción con grandes colecciones de datos.
3. Creación del mapa interactivo, pre-proceso de los archivos XML
y adición de los mismos al mapa
Toda la funcionalidad relatada en este punto está incluida en un único
.js, el cual va a ser explicado en detalle a continuación.
Al estar integrado en un proyecto web, todas las librerías deben ser aña-
didas al archivo html principal, index.html (Fig.4.3).
Figura 4.3: Archivo index.html
Adicionalmente, se ha creado un archivo CSS maestro, el cual contiene la
definición principal del mapa:
#mapid { height: 700px; }
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Después de esto, se deberá generar el archivo principal JS, code.js. En
primer lugar, es necesario declarar y formalizar el tamaño de nuestro
mapa. En la misma instrucción, le asignaremos el mapa 2D que hemos
creado previamente (Fig. 4.4).
Figura 4.4: Declaración y creación del mapa
Adicionalmente, se ha implementado un sencilla función para transformar
nuestra notación para las coordenadas de cada punto de los movimientos
al formato geográfico de Leaflet. La variable offSet representa la escala
entre nuestro mapa 2D y el entorno virtual en tres dimensiones (Fig. 4.5).
Figura 4.5: Declaración de las variables
Si el entorno virtual con el que trabajamos no es cuadrado, deberíamos
crear dos offsets, uno vertical y otro horizontal. XOriginUnity y zOrigi-
nUnity representan las coordenadas donde se encuentra ubicado el punto
(0,0) del entorno virtual. No se utiliza el eje Y en este proyecto en con-
creto ya que el usuario no puede volar, escalar o llevar a cabo cualquier
otra acción que pueda variar su posición vertical.
4. Transformación de las coordenadas del entorno 3D al mapa 2D
Para este fin, se emplea una única función que convierte los valores de
texto extraídos de los archivos XML al formato de Leaflet, basado en
coordenadas longitud/latitud. Se utiliza el parámetro latLng para imple-
mentar esta funcionalidad (Fig. 4.6).
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Figura 4.6: Función de transformación a coordenadas.
Una vez con todas estas herramientas auxiliares funcionando, se podrá
ya tratar los archivos XML (uno a uno o en modo masivo) empleando los
métodos AJAX que incorpora jQuery. De este modo, se irán añadiendo
a nuestro mapa del SIG todos los puntos extraidos del recorrido y las
interacciones realizadas por los usuarios dentro del entorno virtual. Para
ello, habrá que localizar las coordinadas útiles para nuestra representa-
ción espacial (x,z) y, en el mismo bucle, recoger información adicional
simplemente buscando en el fichero utilizando el nombre del campo como
filtro (Fig. 4.7).
Figura 4.7: Procesando los ficheros XML con AJAX de JQuery.
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4.5 Ejemplos ilustrativos
Después de incluir todos los movimientos en el mapa, obtener distintas visuali-
zaciones de los mismos es realmente rápido y sencillo: marcadores, rutas, mapas
de calor... La utilización de un SIG permite aprovechar la ingente cantidad de
herramientas intrínsecas a estos sistemas de un modo cómodo y eficiente. Del
mismo modo, cabe destacar la interactividad de los mapas generados mediante
Leaflet, lo que permite a los investigadores realizar análisis dinámicos de los
datos de navegación de una sesión.
Pueden apreciarse estás características en las figuras 4.8 y 4.10.
Figura 4.8: Mapa interactivo con los movimientos representados con marcadores.
Adicionalmente, añadiendo uno de los numerosos plugins que existen para Lea-
flet, podemos cambiar nuestro modo de visualización. En el siguiente paso, se
empleará el plugin leaflet-heat.js [3] con el fin de añadir una capa de mapa de
calor a nuestro mapa 2D personalizado. Este tipo de visualización es útil para
mostrar la densidad de puntos (movimientos en nuestro caso) geográficamente
distribuida.
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Figura 4.9: Declaración de heatLayer (mapa de calor) en code.js
Además, se ha creado un vector, addressPoints, con la intención de almacenar
todos los puntos antes de añadirlos a la capa de mapa de calor. Estas capas
(marcadores, mapa de calor, etc...) pueden dibujarse unas encima de otras, por
lo que tendremos la capacidad de construir visualizaciones complejas.
Figura 4.10: Capa de mapa de calor.
En la Fig. 4.11, se presenta un resumen visual del flujo de trabajo completo.
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4.6 Validación
Este flujo de trabajo y las herramientas incluidas en él se han validado con 35
juegos distintos de datos de navegación. En estos 35 casos, las herramientas
funcionaron sin ningún tipo de error o excepción. En 5 casos, con un gran
número de pequeños desplazamientos, los marcadores que representaban cada
movimiento aparecían demasiado próximos en el mapa interactivo, lo que difi-
cultaba su interpretación. Para prevenir estas salvedades, se habilitó la opción
de redimensionar los marcadores, de modo que se resolvían los problemas de
visibilidad.
En estas pruebas, definimos una métrica llamada Precisión Espacial (PE),
basada en la comparación visual de la ruta original de los usuarios en el espacio
virtual y la mostrada en el mapa 2D. Si ambos caminos coincidían, la variable
encaje2D/3D tomaba el valor 1 para ese conjunto de datos en concreto. Si no
coincidían, la variable tomaba el valor 0. Si se detectaban algunas divergencias
que debían ser estudiadas a posteriori, la variable debía tomar el valor 2.
Al final de las pruebas, obtuvimos un valor de PE = 100% ya que cada conjunto
de datos obtuvo el valor 1, demostrando que la función de mapeado obtenía
los resultados esperados. Este proceso de validación fue ejecutado por el autor
de esta tesis. Una futura vía de expansión de esta solución sería la validación
automática de la PE.
4.7 Aplicación práctica: Análisis de recorridos en función de
la metáfora de navegación (experimento Capítulo 3)
Un ejemplo de utilización de este flujo de trabajo y de las herramientas desa-
rrolladas es el análisis de diferencial de los recorridos llevados a cabo por los
diferentes individuos que participaron en el experimento detallado en el ante-
rior capítulo. El citado experimento consistía en la navegación de un laberinto
del cual debían conseguir salir en un tiempo determinado.
Las metáforas de navegación utilizadas fueron dos: caminar en el sitio (a través
de la detección del movimiento de la cabeza) y caminar indirecto (a través de
la interacción con el panel táctil del controlador).
Para cada una de ellas, empleando el flujo de trabajo descrito en este mismo
capítulo, se recogieron los distintos movimientos realizados por los usuarios.
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El concepto de movimiento se ha definido en la herramienta de seguimiento
como cada desplazamiento producido desde la activación de la interacción que
inicia la acción de arranque (trigger) hasta el instante en el que tiene lugar la
interacción que finaliza el movimiento.
En el caso de la metáfora del caminar en el sitio, cada movimiento viene de-
terminado por estos dos eventos:
1. Comienzo: Detección del movimiento de cabeza (head bobbing) propio del
caminar en el sitio.
2. Final: Ausencia de movimiento durante un intervalo de n segundos (n =
1.5, en nuestro caso). Es un parámetro configurable.
La metáfora del caminar indirecto, a través de pulsaciones en el touchpad, por
su parte, se define a través de estos dos eventos:
1. Comienzo: Pulsación del touchpad. Mientras está pulsado, el avatar vir-
tual se desplaza en la dirección en la que está mirando el usuario.
2. Final: Ausencia de pulsación del touchpad. Cuando se levanta el dedo del
touchpad, el desplazamiento se detiene, concluyendo el movimiento.
En las figuras 4.12 y 4.13 podemos apreciar, respectivamente, los recorridos
consolidados con la metáfora del caminar en el sitio y con la metáfora del
caminar indirecto de todos los participantes (n = 41). Se ha empleado la vi-
sualización con mapas de calor porque permite apreciar, de un modo sencillo
y eficaz, la densidad de movimientos por cada zona del laberinto.
Las zonas con colores más cálidos representan un mayor número de despla-
zamientos en las mismas mientras que los colores fríos muestran una menor
densidad de movimientos en ese área determinada.
A partir de esta visualización de los datos provenientes de los recorridos de
todos los participantes, podemos concluir que la utilización de estas dos metá-
foras de navegación no influye en los recorridos realizados dentro del laberinto
ya que se distribuyen de manera homogénea por todos las rutas posibles.
Resulta llamativo también la mayor densidad de movimientos bajo la metáfora
de caminar en el sitio. Esto se debe al mecanismo de registro de movimiento,
el cual recoge un mayor número de movimientos en esta metáfora porque son
menos continuos, esto es, empiezan y concluyen un mayor número de veces.
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Figura 4.12: Recorridos consolidados
utilizando la metáfora de caminar en el
sitio
Figura 4.13: Recorridos consolidados
utilizando la metáfora del caminar indi-
recto
Atendiendo a la naturaleza puramente física de este tipo de desplazamiento,
es razonable pensar que un mayor esfuerzo implique movimientos con mayores
pausas.
4.8 Conclusiones
Este flujo de trabajo aquí propuesto puede mejorar significativamente los proce-
sos de los investigadores que empleen la RV en sus experimentos, facilitándoles
la adquisición y el análisis de los datos, principalmente a la hora de visualizar
la actividad de los usuarios dentro de un entorno virtual.
Adicionalmente, proporciona un cómodo punto de partida para cualquier in-
vestigador que busque recoger y visualizar datos relativos a la interacción de
los participantes en un experimento de RV. Para ello, nos apoyamos en un
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Sistema de Información Geográfico de código abierto, basado en web, flexible,
potente y personalizable como es Leaflet.
Este flujo de trabajo abarca desde la adquisición de los datos en Unity3D
con C# a la representación final en un mapa de Leaflet utilizando JavaScript,
pasando por el preprocesado de archivos XML.
Utilizar un SIG para visualizar información acerca de la navegación de los usua-
rios en un entorno de RV es una solución ecológica y efectiva que incrementa
la productividad y las capacidades narrativas de los datos.
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Capítulo 5
Guías de diseño de experiencias
de aprendizaje en Realidad
Virtual basadas en la cognición
corporizada
5.1 Introducción
A lo largo de este capítulo, a modo de corolario, se pretende recoger aquellos
hallazgos de esta tesis doctoral relevantes para la tarea de diseñar sistemas
de RV. Más específicamente, está dirigido a aquellos diseñadores, investiga-
dores y desarrolladores de sistemas de Realidad Virtual que, con el objetivo
de maximizar los aprendizajes originados en el entorno virtual así como para
crear experiencias de usuario cómodas y atractivas, se enfrenten a decisiones
complejas en el ámbito del diseño de interacción.
En primer lugar, se mostrarán unos fundamentos de diseño basados en la teoría
de la Cognición Corporizada (CC, del inglés Embodied Cognition), de modo que
sirvan para contextualizar el desafío que se afronta.
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En segundo lugar, en base a los hallazgos de esta tesis, se darán una serie
de recomendaciones, algunas aplicables directamente y otras, sembrando la
semilla de futuras investigaciones.
5.2 Juegos serios en Realidad Virtual
El término “juegos serios” (del inglés, serious games), suele emplearse para
definir a juegos que se han diseñado y desarrollado con un fin último alejado de
lo meramente lúdico. La definición actual suele basarse en los trabajos de Susi,
Johannesson y Backlund [193] y de Michael y Chen [127], aunque el término fue
acuñado en 1987 por Abt [1]. Aunque este término representa la nomenclatura
estándar para los juegos dedicados específicamente al aprendizaje, la salud, el
entrenamiento profesional, el marketing y otros muchos ámbitos, no ha estado
nunca exento de polémica ya que muestra una total contradicción al combinar
juego con seriedad, puesto que el juego, por naturaleza, como expresa Huizinga
en su “Homo Ludens” [83], es:
“una actividad donde reina el entusiasmo y la emotividad, ya sea
que se trate de una simple fiesta, de un momento de diversión o
de una instancia más orientada a la competencia. La acción, por
momentos se acompaña de tensión, aunque también conlleva alegría
y distensión.”
Por este motivo, no queda más remedio que atribuir la inclusión del adjetivo
serio a un interés comercial y/o académico mal entendido de dotar de un rigor
y una trascendencia al ámbito de los juegos de la que socialmente no gozaban
en aquella época.
En el ámbito educativo y formativo, los juegos serios representan una opción
con gran potencial, aunque con una serie de desafíos a resolver. Por una parte,
nos encontramos con una serie de ventajas inherentes a su propia definición.
Al estar diseñados originariamente con un fin didáctico, suelen incluir caracte-
rísticas muy ventajosas para su utilización en el aula como pueden ser:
a. Supresión de elementos superfluos en el diseño del juego (no orientados a
los objetivos propuestos).
b. Inclusión de mecanismos de seguimiento personalizado de la actividad y
herramientas de evaluación.
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c. Documentación y recursos para docentes que pueden ser utilizados en el
diseño de actividades de Aprendizaje Basado en Videojuegos (ABV).
d. Retroalimentación positiva, orientada al aprendizaje.
Por otra parte, estos juegos serios, ya que tienen su foco puesto en las com-
petencias a adquirir y no en el diseño lúdico del juego, puede que carezcan
de los recursos adecuados para mantener a los usuarios-alumnos motivados y
en estado de “flow ” (esa zona o estado mental donde estamos completamente
inmersos e implicados en lo que estamos haciendo[48]). Tradicionalmente, han
existido videojuegos educativos con este problema: no son divertidos ni visual-
mente atractivos por lo que pierden las características de motivación intrínseca
propias de los videojuegos.
Pero en los últimos años, está cobrando relevancia una creciente integración
entre dos ámbitos en auge: la Realidad Virtual y los juegos serios. En esta
intersección, surgen los VRSG (del inglés, Virtual Reality Serious Games)
Mientras que existe un claro consenso acerca del potencial instruccional de
los VRSG, tal y como se recoge en el Capítulo 1 de esta tesis, no existe una
clara referencia acerca de como deben ser diseñados. Especialmente, a la hora
de seleccionar interacciones, o mecánicas de juego, que lleven a alcanzar el
objetivo dual de este tipo de experiencias virtuales:
1. Los VRSG deben ser entretenidos (para ser “juegos”).
2. Los VRSG deben conseguir la transferibilidad de los aprendizajes al mun-
do real (para ser “serios)”.
Cuando se diseña un VRSG debemos ser especialmente cuidadosos con el balan-
ceo de estos dos componentes ya que, si se prioriza uno sobre el otro, podemos
obtener un aburrido juego educativo o un divertido juego que no sirva para
aprender nada.
En este sentido, debemos poner el foco en aquello que hace especial a los juegos
frente a otros medios: su interactividad. Y esta, en su máxima expresión, se
traduce en mecánicas de juego. En este estudio, utilizaremos la definición de
mecánica como cada acción simple que puede realizar un usuario dentro de un
juego, frente a otras definiciones más complejas [141, 40].
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5.3 Consejos para el diseño de interacción basados en la
teoría de la Cognición Corporizada (CC)
Para comenzar esta serie de recomendaciones, cabría contextualizar el relevante
papel de la interacción en un entorno virtual.
Asociar nuestros procesos cognitivos con la interacción entre nuestro cuerpo
y el entorno es algo que viene realizándose a lo largo de los últimos 80 años,
con importantes defensores de la teoría de la CC en distintos ámbitos como
la psicología, la filosofía o la sociología [94] como Piaget [146], Polanyi [150],
Montessori [129] o Lakoff y Johnson [96] y también algunos detractores, par-
tidarios de la hipótesis de Kieras y Meyer [90] de la cognición descorporizada
(en inglés, disembodied cognition).
A la hora de entender como la teoría de la CC nos puede ayudar a diseñar
experiencias de aprendizaje en RV hay que poner el foco en ejemplos reales
de como nuestra mente y nuestro cuerpo trabajan codo con codo a la hora de
interpretar e interactuar con el entorno. Analizaremos los principios de la CC
así como ejemplos tradicionales de como estos principios se materializan en
nuestro día a día [211, 37]:
La cognición depende de la situación: Esta idea traslada el principio
de que los procesos cognitivos son dependientes del lugar y del momento
en el que se producen y que contextualizan las entradas de nuestros siste-
ma cognitivo. Esto, se traslada fácilmente a un contexto educativo ya que
si el objetivo de una experiencia de aprendizaje es, por ejemplo, cono-
cer las pirámides del Antiguo Egipto, será mucho más eficaz un entorno
virtual en el que el alumnado recorra las pirámides, con una antorcha en
la mano, oyendo sonidos a cada paso y con la misión de recordar cier-
tos jeroglíficos que navegando a través de imágenes seleccionadas de un
menú.
Esto entronca directamente con el aprendizaje basado en emociones (del
inglés affective learning) de Picard y Papert [148], donde el estado emocio-
nal de las personas pasa a jugar un papel determinante en su aprendizaje
y con el aprendizaje activo.
En este sentido, hacer un juego de preguntas al estilo del clásico Trivial
en RV, no aprovecha las características potenciales de esta tecnología.
Es necesario diseñar experiencias en primera persona y con interacciones
variadas para que el aprendizaje sea significativo.
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La teoría de la CC nos ayuda a gestionar nuestra carga cognitiva:
Tenemos una capacidad cognitiva limitada. La teoría de la carga cogni-
tiva (TCC) de Sweller [196, 195] afirma que nuestra memoria de trabajo
puede llegar a verse ocupada por aspectos colaterales como la interacción
con un sistema, entender unas reglas o procesar entradas multimodales,
impidiendo que los conceptos que queremos aprender puedan pasar a la
memoria a largo plazo. En este sentido, la teoría de la CM presenta al-
ternativas para liberar carga cognitiva a través de la externalización de la
misma. Contar con los dedos es un ejemplo cotidiano de externalización
de carga cognitiva ya que nos apoyamos en recursos físicos y en el proce-
samiento de entradas sensoriales evitando representaciones mentales que
suponen una mayor carga cognitiva.
Otro ejemplo de esta externalización es como se rinde mejor en el Tetris
cuando vamos rotando las fichas mientras caen para visualizar su posición
en vez de basarnos de nuevo únicamente en representaciones mentales [92].
Por este motivo, un sistema de RV orientado al aprendizaje debe facilitar
la interacción física de los usuarios con el entorno de modo que puedan ex-
ternalizar carga cognitiva, como por ejemplo, utilizar elementos “físicos”
para representar ciertas cantidades numéricas o ciertas relaciones espacia-
les. Dejar que los usuarios puedan anotar ideas o referencias en paredes,
suelo u otros espacios también es una buena práctica de externalización.
La manipulación además, ayuda a activar el aprendizaje [129].
El entorno es parte del sistema cognitivo: El flujo de información
entre el entorno y la mente es tan abundante y complejo que no tiene
sentido tratar a esta última como un elemento aislado a la hora de intentar
comprender la actividad cognitiva [211].
Como muestra, el trabajo de Merleau-Ponty [125] acerca de cómo los in-
videntes perciben a través de su bastón. No sienten el entorno a través de
la mano que sujeta el bastón sino a través del propio bastón. Este enfoque
trata al bastón como un “sensor” más de los sentidos y el lugar de la sen-
sación se traslada a la punta del bastón. Por tanto, en este caso, el bastón
no es una herramienta para obtener información que será procesada más
tarde con el objetivo de obtener información acerca del entorno sino un
sensor que recoge señales que son inmediatamente interpretadas, como si
fueran realmente sentidas.
Esta teoría, permite relacionar la interacción física con el aprendizaje [16],
especialmente con la retención del conocimiento que está siendo adqui-
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rido. Destacamos dos estudios en este sentido, extraídos de Black et al.
[16]. El primero, de Chan y Black [17] muestra que la retroalimentación
senso-motora a través de las manos puede ser transferido a la memoria de
trabajo para un procesamiento posterior. Esto permitió que los estudian-
tes que estuvieron trabajando conceptos de física a través de animación
manipulativa obtuvieron mejores resultados de aprendizaje que aquellos
que los trabajaron de un modo exclusivamente narrativo.
El segundo, de Han y Black [71] mostró hallazgos significativos en la
incorporación de retroalimentación háptica al diseño instruccional. Dos
grupos estudiaron el funcionamiento de máquinas simples; uno de ellos
con retroalimentación háptica y el otro no. El grupo con retroalimentación
háptica obtuvo mejores resultados, no sólo en el test inmediatamente
posterior, sino también en una prueba de transferencia realizada más
tarde.
Por estos motivos, incorporar retroalimentación háptica (a través de mo-
tores vibratorios en los mandos del sistema de RV) al interactuar con el
mundo virtual, no sólo va a mejorar la sensación de presencia sino que,
además, activará procesos cognitivos que ayudan a mejorar el aprendizaje
y la retención.
5.4 Consejos para el diseño de interacción basados en la
sensación de agencia y la corporización
De un modo casi tan relevante como la sensación de presencia, se encuentra la
de agencia. La sensación de agencia refleja la propia percepción de control o
manipulación sobre el entorno virtual [9].
Adicionalmente, cuanto mayor es la sensación de agencia, mejor recuerdo y
aprendizaje se produce [87].
Cómo recoge la propia Johnson-Glenberg [87], aunque existan otros métodos
para ejecutar las interacciones o mecánicas de juegos (como el seguimiento de
la mirada o los comandos de voz), la utilización del propio cuerpo mejora la
activación cognitiva y la memoria [67] y reduce los cibermareos [188].
En cualquier caso, teniendo en consideración el gran número de ventajas que
tiene implementar mecánicas de juego basadas en la interacción corporal con el
entorno virtual, es necesario tener en cuenta que un porcentaje de los usuarios
que pasen por el VRSG poseerán bajas capacidades espaciales y eso, va a
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penalizar su experiencia de aprendizaje en un espacio virtual [86]. Existen
iniciativas muy interesantes para entrenar y potenciar la capacidad espacial,
necesaria para estas nuevas formas de aprendizaje [117].
Con el objetivo de maximizar la sensación de agencia, presentamos, por último,
los consejos de diseño de Johnson-Glenberg [87], basados en como la agencia
favorece el aprendizaje:
1. Es necesario un “andamiaje”, propio de las teorías constructivistas del
aprendizaje, para el esfuerzo cognitivo así como para el interactivo. Para
ello, se aconseja ir introduciendo y practicando las interacciones poco a
poco dentro del VRSG.
2. Utilizar exploración guiada, para disminuir la carga cognitiva necesaria
así como la desorientación.
3. Dar retroalimentación inmediata para cada una de las acciones realizadas.
Esto no significa que sea necesario una retroalimentación permanente
[174]. Los modelos mentales de retroalimentación necesitan repeticiones
para construirse.
4. Probar los VRSG a menudo, con grupos piloto adecuados, esto es, que
ayuden a identificar posibles problemas en las interacciones de diferentes
grupos de personas.
5. Crear espacios para la reflexión. Las interacciones y mecánicas de juego
deben dejar lugar a momentos reflexivos ya que estas ventanas a la me-
tacognición (percatarse del propio pensamiento, del propio aprendizaje)
son necesarias para consolidar los aprendizajes.
6. Integrar interacciones relacionadas con el contenido que va a ser aprendi-
do. Esto incrementa el aprendizaje significativo y, por tanto, la transferi-
bilidad del mismo.
7. Las interacciones corporales merecen la pena: mejoran el aprendizaje, la
agencia y atenúan los cibermareos.
8. Incorporar las interacciones físicas como una forma de evaluación, tanto
durante (formativo) como después de la lección (sumativo). Esto permite
añadir información detallada del modelo mental de los usuarios a los
procesos evaluativos.
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5.5 Conclusiones
En este capítulo, se ha recogido en una breve guía de consejos para la selección
y el diseño de mecánicas de juego para experiencias de aprendizaje en Realidad
Virtual.
A modo de corolario, es necesario focalizar el diseño de entornos de RV para
el aprendizaje en la interacción, en la manera en que los usuarios se van a
relacionar con el mundo virtual. Si se perpetúan “clichés” del diseño procedente
de entornos de escritorio, se estará desaprovechando el mayor potencial de la
Realidad Virtual: su capacidad de recrear situaciones en primera persona, en
modo activo (no como espectador).
Este tipo de experiencias, maximiza la presencia y la agencia y, por tanto,
favorece la motivación intrínseca y la transferibilidad de los aprendizajes.
Como limitación de lo expuesto en este capítulo, cabe destacar que es precisa
una evaluación empírica completa de estas guías de diseño que, actualmente,
no pasan de ser recomendaciones para diseñadores de experiencias en RV.
100
Capítulo 6
Conclusiones y trabajo futuro
6.1 Introducción
En este último capítulo de la tesis se va a ahondar, en primer lugar, en los
principales hallazgos de esta investigación. De algunos de ellos, se desprende
una aplicación inmediata en el diseño de interacción de experiencias de apren-
dizaje en RV; de otros, se deriva una investigación más profunda, con el fin
de aportar más luz a la pregunta que ocupa a muchos investigadores: ¿Cómo
mejorar las experiencias de aprendizaje en Realidad Virtual?
Posteriormente, se establecerán unas conclusiones, dirigidas a sentar las bases
de los futuros trabajos así como a consolidar la aportación del conocimiento.
En el punto de contribución al conocimiento, se matizarán las innovaciones
presentadas al respecto del tema tratado, presentadas desde las perspectivas
de los trabajos previos.
También se analizarán en detalle las limitaciones de este estudio, motivadas
principalmente por restricciones técnicas o decisiones metodológicas.
En último lugar, se propondrán las vías naturales de expansión de este trabajo,
como indicios del futuro trabajo de este doctorando así como de todos aquellos
que quieran aproximarse al campo de la presencia en Realidad Virtual.
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6.2 Resumen de logros
A lo largo de este trabajo de tesis, se han analizado en profundidad las impli-
caciones del diseño de interacción en la experiencia de usuario percibida por
los usuarios dentro de un entorno de Realidad Virtual orientado a fines educa-
tivos. Este análisis, se ha centrado principalmente en una de las interacciones
básicas, la locomoción, y en la cualidad más diferencial de la RV, la presencia,
siendo esta última un elemento clave en la transferibilidad de lo aprendido
dentro de un entorno RV.
La presencia, tal y como hemos visto a lo largo de esta tesis, es la sensación
subjetiva de realidad, de “creerse” que lo que están percibiendo está ahí, de
un modo quasi-material; es, en definitiva, la sensación de estar, a todos los
efectos, en el mundo virtual. Como una sensación subjetiva que es, su medi-
ción ha recaído tradicionalmente en la autoevaluación de los participantes de
una experiencia de RV. Esta autoevaluación, presenta numerosas limitaciones
y sesgos, dado su carácter post-experiencial, basado en recuerdos y en un com-
plejo análisis introspectivo del concepto de realidad. Por este motivo, se han
venido desarrollando nuevos métodos de medida de la presencia, intentando
buscar métricas objetivas.
Las dos principales vías alternativas para la cuantificación de la presencia son:
la presencia conductual (comprobar si las reacciones de los usuarios de un
entorno de RV son similares a las que se producen en el mundo real) y la
presencia fisiológica (asimilar ciertas dimensiones de métricas fisiológicas a la
mayor o menor sensación de presencia).
Los resultados de esta tesis doctoral han contribuido significativamente a es-
tablecer una correlación, por primera vez, entre estas tres familias de medidas.
Adicionalmente, se han comparado dos metáforas de navegación de naturale-
zas muy distintas. Una de ellas, el andar en el sitio, es un claro exponente de
técnica de locomoción cercana a la realidad, con alta retroalimentación proprio-
ceptiva. La otra, el caminar indirecto pulsando un botón del mando, representa
un ejemplo paradigmático de los métodos alejados de la locomoción real, pero
cercanos a los usuales de los videojuegos.
De los experimentos llevados a cabo para esta investigación, se desprende que,
al contrario de lo que se afirmaba en numerosos estudios previos, para un con-
junto de usuarios con gran exposición a videojuegos 3D, es más cómodo y
preciso. Este hallazgo es clave ya que permite personalizar el método de nave-
gación a las particularidades de los usuarios, además de introducir novedades
importantes a la hora de prevenir cibermareos: no dependen tanto del método
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de locomoción elegido como de su implementación y del perfil previo de los
usuarios.
Los objetivos de investigación propuestos en el Capítulo 1, se han materializado
en los siguientes elementos:
Se ha revisado la función de la presencia como elemento diferencial de los
entornos de Realidad Virtual enfocados al aprendizaje.
Se han evaluado las métricas utilizadas tradicionalmente para cuantificar
la sensación de presencia en entornos de Realidad Virtual (subjetiva, con-
ductual y fisiológica) y se ha establecido, por primera vez, correlaciones
entre ellas.
Se ha desarrollado un entorno experimental en RV con elementos de gami-
ficación orientado a la evaluación de la experiencia de usuario, reutilizable
por otros investigadores. Este entorno, el laberinto, permite su adaptación
a diferentes escenarios de uso.
Se ha desarrollado una herramienta software automática para recoger
el comportamiento de los usuarios dentro de un entorno virtual con el
fin de su análisis post-experimental. Esta herramienta se integra con el
motor Unity y está diseñada con el objetivo de recoger datos tanto de la
navegación como de cualquier interacción que se desee estudiar.
Se ha desarrollado un flujo de trabajo y una herramienta de visualización
para datos masivos correspondientes al comportamiento de los individuos
en un entorno de RV recogidos en los experimentos. Para ello, por primera
vez, se ha utilizado un Sistema de Información Geográfico como interfaz
de visualización.
Se ha examinado en profundidad la influencia de la interacción más repre-
sentativa, la navegación, dentro de un entorno de Realidad Virtual sobre
la experiencia de usuario (disgregada en 2 factores: comodidad y presen-
cia, esta última en sus tres variantes, subjetiva, conductual y fisiológica).
Se han proporcionado guías de diseño de interacción con recomendacio-
nes para los diseñadores de sistemas de Realidad Virtual orientados al
aprendizaje con el objetivo de potenciar la presencia.
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6.3 Contribución al conocimiento
La evaluación de la experiencia de usuario en entornos de Realidad Virtual
representa un ámbito de estudio novedoso y desafiante.
Las tecnologías actuales, apoyadas en HMD asequibles económicamente y con
unas capacidades gráficas desconocidas hasta la fecha, así como los sistemas de
seguimiento a escala de habitación, los cuales permiten formas de interacción
revolucionarias, ofrecen un amplio abanico de posibilidades de diseño. Por este
motivo, es necesario ahondar en los métodos y herramientas disponibles para
que los desarrolladores de entornos virtuales puedan tomar decisiones de diseño
informadas, eficaces y eficientes.
Especialmente relevante se muestra esta necesidad de sustrato empírico en el
caso de los entornos de realidad virtual destinados a la actividad formativa ya
que un diseño de interacción deficiente puede menoscabar el potencial didáctico
de este tipo de sistemas.
Por este motivo, esta investigación se ha centrado en profundizar en como las
distintas interacciones, más concretamente, el modo de desplazarse dentro de
un entorno virtual, influye en lo “real” que los usuarios perciben esa experiencia.
Este vínculo, tal como se avanzaba anteriormente, resulta crucial en experien-
cias educativas en RV porque ese “nivel de realidad”, reflejado en la sensación
de presencia, afecta directamente a la transferibilidad y significatividad de los
aprendizajes.
A continuación, se proporciona una descripción detallada de la contribución al
conocimiento de esta investigación a través de un esquema en cuatro puntos:
Establecimiento de correlaciones entre las tres aproximaciones más comu-
nes a la cuantificación de la sensación de presencia: subjetiva, conductual
y fisiológica.
Evaluación del efecto sobre la experiencia de usuario en RV de dos metá-
foras de navegación: una física y una artificial.
Diseño y desarrollo de un flujo de trabajo y de dos herramientas software
para la recogida y visualización de datos procedente de la interacción de
los usuarios en un entorno virtual.
Desarrollo de una guía de diseño de interacción para experiencias de
aprendizaje de RV basada en la sensación de presencia y en la teoría
de la cognición materializada.
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6.3.1 Correlación entre la presencia subjetiva, la conductual y la
fisiológica
En este estudio, se combinan por primera vez las tres medidas de la sensación
de presencia que se han desarrollado hasta el momento. Los métodos empleados
para medir cada uno de estas aproximaciones han sido:
Para la presencia subjetiva: Cuestionario ITC-SOPI, cumplimentado por
los usuarios tras la experiencia virtual.
Para la presencia conductual: Recuento de indicadores propios, registra-
dos por los investigadores durante la experiencia virtual.
Para la presencia fisiológica: Actividad electrodérmica (EDA) a través de
la pulsera Empatica.
Tras realizar un análisis estadístico en profundidad, podemos afirmar que las
tres dimensiones de la presencia (subjetiva, conductual y fisiológica) no mues-
tran correlación entre ellas aunque internamente poseen correlaciones signifi-
cativas lo que las hace válidas por separado.
Esto, a grandes rasgos, indica que cada una de estas aproximaciones a la cuan-
tificación de la sensación de presencia está midiendo algún aspecto distinto.
De este modo, es posible afirmar que no conforman aspectos complementarios,
siendo partes de un todo, sino que representan métricas distintas para cons-
tructos psicológicos distintos. Ahondando en las interesantes conclusiones de
Hein et al. [76], hasta ahora no se ha establecido correlación previa ni entre
distintos cuestionarios, ni entre cuestionarios y reacciones conductuales. En
nuestro caso, hemos ido un paso más allá y también demostramos que no exis-
ten correlaciones entre cuestionarios, conducta y medidas fisiológicas. En el
apartado de trabajo futuro, se profundizará en las bases de los siguientes pasos
a dar en este ámbito.
6.3.2 Impacto de la metáfora de navegación en la experiencia de
usuario en RV
Atendiendo a los hallazgos obtenidos, la sensación de presencia se vincula po-
sitivamente cuando los usuarios estaban más cómodos con el diseño de interac-
ción, independientemente del tipo de métrica utilizada (subjetiva, conductual
o fisiológica). Los datos resultantes de la experimentación, sugieren que un
método de locomoción artificial, como el Caminar indirecto (presionando un
botón) obtiene mayor sensación de presencia bajo la aproximación conductual.
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La presencia fisiológica tiene una intensa correlación con la actividad física
por lo que no resulta un método fiable para medir presencia con técnicas de
locomoción que requieran intensidad de movimientos, como las naturales.
Centrándonos en la fase de diseño de experiencias en Realidad Virtual, los mé-
todos de locomoción con altos niveles de actividad física, por más reales que
sean, pueden distraer la percepción de los usuarios así como hacer más incómo-
da la experiencia, penalizando la sensación de presencia. Este resultado, sugiere
la idea de que un método de locomoción personalizado (al menos, elegible y/o
configurable), vinculado a las características personales del usuario, como la
condición física, la experiencia con juegos en primera persona, etc... podría
mejorar drásticamente la experiencia de usuario.. En el ámbito de los juegos
serios basados en RV, sin duda podría reducir la carga cognitiva destinada a la
locomoción y mejorar la percepción de los usuarios dentro del entorno virtual.
En un medio tan vinculado a las emociones como la RV, la personalización de
la interacción (o cierta adaptación en tiempo real) podría resultar clave para
favorecer una mayor penetración de la tecnología.
6.3.3 Flujo de trabajo y herramientas para la recogida y
visualización de datos de interacción en RV
Uno de los aspectos más desafiantes de la investigación sobre experiencia de
usuario en RV es la recogida de datos acerca de sus interacciones y la posterior
visualización de las mismas de modo que se facilite la obtención de conclusiones
por parte de los investigadores.
En este sentido, como parte de esta tesis, se ha desarrollado un flujo de trabajo
así como dos herramientas software, representadas por dos scripts orientados
todos ellos a la adquisición datos relativos a la interacción de los usuarios
dentro de un entorno de RV y a su posterior tratamiento para la visualización
en un Sistema de Información Geográfico.
Estas herramientas han sido liberadas bajo licencia Creative Commons para
su aprovechamiento por la comunidad científica.
Bajo la premisa de que estas utilidades están principalmente destinadas a repre-
sentar información relativa a la locomoción, se debe resaltar su escalabilidad,
capacidad de personalización y ligereza, de modo que pueden ser utilizadas para
apoyar el análisis conductual en experimentos de RV ya que pueden adaptarse
de modo sencillo para trabajar con otras formas de interacción.
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Su principal novedad se sustenta en la utilización de un Sistema de Información
Geográfico para la visualización de los datos, haciendo que la traslación espacial
de un entorno 3D a un mapa 2D sea sencilla y asequible. Esto, permite a su
vez, un análisis fácil pero potente de los citados datos.
6.3.4 Guía de diseño de interacción para experiencias de
aprendizaje en RV
A partir de los resultados anteriores, se ha confeccionado una breve guía de
recomendaciones para el diseño de interacción que, basándose en la teoría de
la cognición corporizada, pretende ayudar a diseñadores y desarrolladores a la
hora de maximizar la sensación de presencia en entornos de realidad virtual,
principalmente aquellos dedicados a fines educativos.
Con este objetivo, se ofrecen ejemplos prácticos de decisiones de diseño que
pueden ser extrapoladas a diferentes estilos y géneros en Realidad Virtual.
6.4 Resumen de hallazgos
En esta sección, se va a establecer una correlación explícita entre los objetivos
establecidos en el Capítulo 1 de esta tesis y la contribución al conocimiento,
detallada en el punto anterior de este mismo capítulo.
Objetivo 1: Examinar la función de la presencia como elemento diferencial de
los entornos de Realidad Virtual enfocados al aprendizaje.
Esta investigación ha profundizado en el marco teórico que apoya el papel
relevante de la sensación de presencia dentro de una experiencia de aprendi-
zaje basada en Realidad Virtual. Fruto de este trabajo, se establece que la
presencia es clave por su relación con dos aspectos fundamentales de la edu-
cación: a) Emociones y motivación intrínseca: Aprender requiere de esfuerzo y
este necesita, a su vez, de motivación para realizarlo. Mayor presencia implica
mayor carga emocional y, transitivamente, mayor motivación; b) Viveza de la
experiencia y transferibilidad: Una más intensa sensación de presencia impli-
ca mayor viveza de la experiencia virtual y, por tanto, posibilita la obtención
de reacciones de los sujetos muy cercanas a las que se obtendrían en la vida
real. Por este motivo, aquello aprendido dentro del entorno de RV, tendría una
mayor transferibilidad al mundo real.
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Objetivo 2: Evaluar las métricas utilizadas tradicionalmente para cuantificar
la sensación de presencia en entornos de Realidad Virtual y establecer, por
primera vez, correlaciones entre ellas.
Se han utilizado métricas representativas de cada una de las tres dimensiones
de la presencia y se han establecido correlaciones estadísticas entre ellas, con-
cluyendo que no se producen correlaciones, ni positivas ni negativas, con un
tamaño de efecto que las haga significativas. Este hecho, además de confirmar
que no son medidas equivalentes de un mismo constructo, conlleva ciertos inte-
rrogantes colaterales, que serán desarrollados en la sección 6.7. Trabajo futuro,
de este mismo capítulo: ¿Cuál es la dimensión de la presencia que contribuye
en mayor medida al éxito de un entorno de aprendizaje en RV? ¿Es posible
aislar de manera individual aquello que está midiendo cada una de ellas?
Objetivo 3: Crear un entorno experimental en RV con elementos de gamifica-
ción orientado a la evaluación de la experiencia de usuario, reutilizable por
otros investigadores.
Se ha desarrollado un laberinto en 3D gamificado a través de la inclusión de
variadas mecánicas procedentes de videojuegos como son:
Presión temporal
Recolección de recursos (karmaesferas)
Activación de escudo (campo de energía protector)
Feedback positivo/negativo
Riesgos con penalización (lanzallamas, abismos y charcos letales)
Este entorno puede personalizarse fácilmente con, por ejemplo, variaciones de
recorrido o inclusión de nuevos objetos, riesgos, etc... pudiendo dar soporte a
un amplio rango de experimentos en Realidad Virtual.
Objetivo 4: Desarrollar herramientas software automáticas para recoger el com-
portamiento de los usuarios dentro de un entorno virtual con el fin de su aná-
lisis post-experimental.
Se ha desarrollado un procedimiento y una herramienta software (script en C#
para el motor Unity3D) que recoge en un fichero XML todos los desplazamien-
tos e interacciones (tras una parametrización a medida) de los usuarios en un
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entorno virtual. Este script se ha liberado bajo licencia Creative Commons y
se encuentra en el anexo B de esta tesis, en la sección B.1.
Objetivo 5: Desarrollar herramientas de visualización para datos masivos co-
rrespondientes al comportamiento de los individuos en un entorno de RV reco-
gidos en los experimentos.
Se ha desarrollado un procedimiento y una herramienta software en entorno
web para visualizar los datos recogidos en Unity con el script señalado en el
Objetivo 4 de esta sección. Para ello, se ha utilizado un Sistema de Información
Geográfico (Leaflet) lo cual ha proporcionado nuevos niveles de flexibilidad y
adaptación a la hora de analizar el comportamiento de los participantes en una
experiencia de RV. La herramienta software desarrollada ha sido liberada bajo
licencia Creative Commons y se encuentra en el anexo B de esta tesis, en la
secciones B.3 y B.4.
Objetivo 6: Examinar la influencia de la interacción más representativa, la
navegación, dentro de un entorno de Realidad Virtual sobre la experiencia de
usuario (disgregada en 2 factores: comodidad y presencia, esta última en sus
tres variantes, subjetiva, conductual y fisiológica).
Se ha estudiado la experiencia de usuario, atendiendo a comodidad y presencia,
bajo dos condiciones de la variable “Metáfora de locomoción”, Andar en el sitio
y Caminar indirecto, obteniendo los siguientes resultados a alto nivel:
Comodidad: Debido a su baja retroalimentación proprioceptiva, la téc-
nica del Caminar indirecto debería haber obtenido resultados más altos
en el factor Negative Effects (NE) del cuestionario ITC-SOPI, el cual re-
presenta lo incómodo que se siente el usuario en un entorno de Realidad
Virtual. Sorprendentemente, fue el otro método, Andar en el sitio, aquel
que obtuvo peores valores en este área, aún siendo un método clasificado
como natural, por su similitud a la forma de andar convencional. Esto
indica que otros factores, como se ha visto en este estudio, influyen en
la sensación de comodidad de manera relevante. Principalmente, lo habi-
tuado que esté el usuario a los videojuegos.
Presencia: Se utilizaron tres diferentes medidas: subjetiva (ITC-SOPI),
conductual (Conteo reacciones) y fisiológica (EDA). Para cada una de
ellas, los resultados fueron los siguientes: a) Presencial: No hay diferencias
significativas entre ambos metáforas; b) Conductal: La condición Cami-
nar indirecto obtuvo un valor de presencia significativamente superior al
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Andar en el sitio; c) Fisiológica: La condición Andar en el sitio, obtuvo
un valor de presencia significativamente superior al Caminar indirecto.
Objetivo 7: Crear un guía de diseño de interacción con recomendaciones para
los diseñadores de sistemas de Realidad Virtual orientados al aprendizaje con
el objetivo de potenciar la presencia.
Se ha desarrollado una breve guía de recomendaciones para el diseño de in-
teracción, la cual, al basarse en la teoría de la cognición corporizada, asienta
ciertas bases a la hora de concretar interacciones dentro de un espacio virtual
de modo que se maximice la sensación de presencia, principalmente aquellos
dedicados a fines educativos.
6.5 Conclusiones
Esta investigación se ha centrado en averiguar como diferentes metáforas de
navegación influían en la sensación de presencia, tan necesaria para mejorar la
experiencia de aprendizaje en un entorno de Realidad Virtual.
Se han evaluado dos metáforas de locomoción diferentes: uno de ellas del sub-
grupo Mágicas-HPF (Andar en el sitio) y otra representativa del subgrupo
Mundanas-LPF (Caminar indirecto). Empleando un diseño intra-sujeto y ais-
lando la dimensión subjetiva de la presencia, es posible concluir que la mecánica
de locomoción empleada no tiene ninguna influencia en la presencia. Cuando
los individuos se ven expuestos a dos métodos de locomoción en un mismo en-
torno virtual, no se muestran capaces de reflejar diferentes niveles de presencia
a través de cuestionarios.
En las métricas conductuales de la presencia, la metáfora de Caminar indirecto,
pulsando un botón al estilo de los videojuegos, aún siendo totalmente artificial
y no tener retroalimentación proprioceptiva (aunque si se considera mundana
por ser un método de interacción habitual), ha obtenido mejores valores de
presencia y comodidad. Esto se debe, probablemente, que al ser un método
interiorizado de locomoción en entornos virtuales, su carga cognitiva es menor,
permitiendo focalizarse más en el entorno y menos en el desplazamiento. Adi-
cionalmente, al no requerir actividad física intensa, la percepción sensorial se
ve favorecida también.
De hecho, haciendo referencia a una teoría que está cobrando popularidad rápi-
damente en los últimos tiempos, la de la Codificación Predictiva (CP) de Riva,
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Wiederhold y Mantovani [159], se observa que nuestros hallazgos introducen
dudas razonables también acerca de ese planteamiento.
La teoría de la CP sugiere que “el cerebro mantiene un modelo interno (simu-
lación) del cuerpo y el espacio alrededor de él, lo que le permite proporcionar
predicciones acerca de las entradas sensoriales que va a recibir y trata de mi-
nimizar la cantidad de errores de predicción (o ‘sorpresas’)”[159] (p.88). Los
autores defienden que la RV trata de mimetizar el modelo cerebral lo máxi-
mo posible: cuanto más similar sea el modelo RV al modelo cerebral, mayor
sensación de presencia experimentará el individuo.
Con este experimento, se ha probado que estos modelos, aparentemente vin-
culados a la naturaleza humana, pueden verse modificados por la actividad
reiterada, como por ejemplo, la utilización intensiva de videojuegos.
En el caso de la métrica fisiológica, la EDA, debemos concluir que se ha visto
mucho más influenciada por la actividad física de lo esperado, mostrándose
además poco usable, ya que es altamente dependiente de la capacidad funcional
de los usuarios.
Por último, en relación a las herramientas software y al entorno desarrollados,
suponen una ayuda importante para futuros estudios en este ámbito y deberían
constituir un comienzo a la hora de crear un banco de entornos virtuales de
acceso libre para fomentar la repetibilidad de los experimentos así como la
evolución del conocimiento, sin deber invertir recursos y esfuerzos en desarrollar
entornos similares propios.
6.6 Limitaciones
En esta sección, se van a discutir algunos de los factores limitantes de esta tesis
doctoral.
Poniendo el foco en el diseño experimental, encontramos varias limitaciones,
relativas, por una parte a las elecciones de métricas y por otra a las caracte-
rísticas de los dispositivos hardware empleados.
A la hora de seleccionar métricas representativas de cada una de las tres di-
mensiones de la sensación de presencia, se seleccionó un método representativo
para cada una de ellas. Para la subjetiva, el cuestionario ITC-SOPI; para la
conductual, un conteo de reacciones de desarrollo propio; para la fisiológica, la
EDA a través de un dispositivo de pulsera.
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Aún cuando estas métricas están ampliamente validadas, existen pocos estu-
dios que correlacionen los resultados de estos instrumentos con otros de su
propia dimensión de presencia. Antes de inferir de manera absoluta que no
existe correlación significativa entre métricas de diferentes dimensiones, sería
necesario experimentar más, tanto de modo intra-dimensional como de modo
cruzado.
Por otra parte, en el ámbito de la métrica fisiológica empleada, la EDA, es
necesario remarcar que su correlación con la actividad física es muy pronuncia-
da. Por este motivo, con ciertas metáforas de locomoción naturales, las cuales
exigen movimiento corporal de mayor o menor intensidad, sus valores se verán
profundamente alterados.
Para obviar esta correlación, podría establecerse una línea base con actividad
física (por ejemplo, tras correr 15 segundos en el sitio) y sin exposición a la
Realidad Virtual, para poder normalizar después los valores obtenidos.
Además, la utilización de un HMD cableado, introducía mayor complejidad
a la hora de caminar en el sitio, ya que el paso ligero que requería, se veía
entorpecido por el aparataje auxiliar (auriculares, cable, etc...), disminuyendo
la capacidad inmersiva del conjunto de dispositivos.
Estudios futuros deberían repetir las condiciones experimentales de esta inves-
tigación pero probando alguna otra medida fisiológica, con mayor independen-
cia de la actividad física, como el eye-tracking, y de mayor ecología.
6.7 Trabajo futuro
Esta tesis doctoral sienta las bases de futuras aplicaciones de la Realidad Vir-
tual y de las implicaciones de la sensación de presencia en diferentes campos.
Tanto el entorno virtual experimental como las herramientas desarrolladas se
han empleado como base del proyecto ATEMIN (Assessment and Training on
dEcision Making in rIsk eNvironments).
El objetivo de ATEMIN consiste en desarrollar una plataforma de medición,
evaluación y entrenamiento de factores relacionados con la toma de decisiones
en situaciones laborales de riesgo a través de medidas implícitas y realidad
virtual, bajo un paradigma de evaluación oculta y utilizando medidas psi-
cofisiológicas para la obtención de procesos implícitos cerebrales de manera
individualizada, orientado al sector de la industria de procesos.
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ATEMIN es un proyecto financiado por el Ministerio de Economía y Compe-
titividad (MINECO) en la convocatoria RETOS-COLABORACIÓN 2017 con
no de expediente RTC-2017-6523-6.
En cuanto a las herramientas software en concreto, el futuro trabajo en es-
ta línea debería ir dirigido a la automatización completa del flujo de trabajo,
llegando a integrar el SIG dentro del entorno de Unity, mejorando la producti-
vidad. Adicionalmente, deben desarrollarse nuevos estudios acerca de como los
datos recogidos a partir de las interacciones de los usuarios en un entorno RV
puede informar a otras métricas habituales como presencia [163], co-presencia
[136], carga cognitiva [185] o estados emocionales [160], de modo que sea posible
incorporar nuevos indicadores en los entornos virtuales.
Estas métricas, alejadas del sesgo propio de los cuestionarios post-experimentales
y complementarias a las complejas de obtener y poco ecológicas señales fisio-
lógicas [93], podrían conducirnos a una evaluación objetiva de ciertos estados
psicológicos complejos con una alta validez ecológica.
Y, por último, en referencia a la cuantificación de la presencia, es necesario
trabajar en la obtención de medidas psicofisiológicas y/o conductuales que
permitan, en tiempo real, conocer el nivel de presencia del usuario para poder
maximizar su experiencia de aprendizaje en RV. A través de mediciones en
tiempo real y apoyándonos en técnicas de Inteligencia Artificial, podemos crear
contenidos procedurales y/o personalizar los existentes para adecuarnos a la
experiencia de cada usuario.
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Apéndice A
Formulario ITC-SOPI en
castellano
Preguntas del ITC-SOPI
En este apéndice, se muestra el formulario ITC-SOPI [102] en su versión en
Castellano, administrado durante el proceso experimental detallado en el ca-
pítulo 3.
Evalúa las siguientes expresiones del 1 al 5, siendo:
1. Totalmente en desacuerdo.
2. En desacuerdo.
3. Ni de acuerdo ni en desacuerdo.
4. De acuerdo.
5. Totalmente de acuerdo
Pregunta 1. TRAS mi experiencia en el entorno virtual...
Me sentí triste porque la experiencia terminase.
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Me sentí desorientado.
Tuve la sensación de que había vuelto de un viaje.
Me hubiera gustado que la experiencia hubiera continuado.
Recuerdo vívidamente algunas partes de la experiencia.
Recomendaría esta experiencia a mis amigos.
Pregunta 2. DURANTE mi experiencia en el entorno virtual...
Me sentí involucrado.
Me sentí envuelto por el entorno.
Perdí la noción del tiempo.
Sentí que podía interactuar con el entorno.
El entorno parecía natural.
Sentí que el contenido estaba “vivo”.
Sentí que los elementos u objetos casi podían tocarme.
Me divertí.
Sentí que estaba visitando los lugares del entorno.
Me sentí cansado.
El contenido me pareció creíble.
Sentí que no estaba sólo viendo cosas.
Tuve la sensación de que me movía en respuesta a partes del entorno.
Me sentí mareado.
Sentí que el entorno era parte de la vida real.
Mi experiencia fue intensa.
Presté más atención al entorno que a mis propios pensamientos (preocu-
paciones personales, fantasías, ...)
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Tuve la sensación de estar dentro de las escenas del entorno.
Sentí que podía mover objetos (en el entorno virtual).
Las escenas representadas podrían ocurrir realmente en el mundo real.
Sentí fatiga ocular.
Casi podía oler los diferentes elementos del entorno.
Tuve la sensación de que los elementos del entorno eran conscientes de
que yo estaba allí.
Tuve una fuerte sensación de que los sonidos provenían de diferentes di-
recciones del entorno.
Me sentí rodeado por el entorno.
Sentí náuseas.
Tuve una fuerte sensación de que los elementos eran sólidos.
Sentí que podía alcanzar y tocar cosas (en el entorno).
Sentí que la temperatura cambiaba junto a las escenas del entorno.
Respondí de manera emocional.
Sentí que todos mis sentidos eran estimulados al mismo tiempo.
El contenido me atrajo.
Me sentí capaz de cambiar el curso de los eventos en el entorno.
Sentí que estaba en el mismo espacio que los elementos del entorno.
Tuve la sensación de que partes del entorno me respondían.
Sentí que realmente podía mover cosas en el entorno.
Sentí dolor de cabeza.
Sentí que estaba participando dentro del entorno.
Pregunta 3. Determina tu sensación de estar dentro el entorno vir-
tual siguiendo una escala del 1 al 7, en la que el 7 representa una
sensación natural de estar en un lugar
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Tuve la sensación de estar ahí en el entorno virtual:
(1 = En absoluto; 7 = Mucho).
Pregunta 4. ¿Hasta qué punto hubo momentos durante la experiencia
en los que el entorno era la realidad para ti?
Hubo momentos durante la experiencia en los que el entorno virtual era la
realidad para mi...
(1 = En ningún momento; 7 = Casi todo el tiempo).
Pregunta 5. Cuando recuerdas tu experiencia en el entorno virtual,
¿lo recuerdas más como una imagen que has visto, o como un lugar
que has visitado?
El entorno virtual me parece más...
(1 = Imágenes que he visto; 7 = Un lugar que he visitado).
Pregunta 6. Durante el transcurso de la experiencia, ¿qué fue más
fuerte en general, tu sensación de estar dentro del entorno, o de estar
en otro lugar?
Tuve una sensación más fuerte de...
(1 = Estar en otro lugar; 7 = Estar dentro del entorno virtual).
Pregunta 7. Considera tu recuerdo de estar en el entorno virtual.
¿Cómo de similar resulta este recuerdo, al de estar en otros luga-
res en los que has estado hoy? Considera aspectos como realismo,
tamaño, lugar en tu imaginación, hasta qué punto tienes visión “pa-
norámica” en tu imaginación, y otros elementos de estructura.
Pienso en el entorno virtual como un lugar de manera similar a otros lugares
en los que he estado hoy...
(1 = En absoluto; 7 = En gran medida).
Pregunta 8. Durante el transcurso de la experiencia, ¿a menudo pen-
saste que estabas dentro del entorno virtual?
Durante el transcurso de la experiencia, a menudo pensé que estaba dentro del
entorno virtual...
(1 = Con poca frecuencia; 7 = Mucho).
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Apéndice B
Scripts y archivos auxiliares
capítulo 4
En este apéndice, se recogen todos los scripts referenciados en el Capítulo
4 de esta tesis. A su vez, son descargables libremente por estar publicados
en abierto, bajo licencia Creative Commons (CC0). El repositorio de GitHub
público es: https://github.com/ElsevierSoftwareX/SOFTX_2018_69.
B.1 BehavioralDataTracker.cs
Este script, realizado con C# está diseñado para utilizarse con Unity. Debe
incorporarse al GameObject del avatar virtual del usuario.
using UnityEngine;
using System.Collections;
using System.Collections.Generic ;
using System.Xml ;
using System.Xml.Serialization ;
using System.IO ;
using UnityEngine.SceneManagement;
public class FPSInputTracker : MonoBehaviour
{
//prefix for saving file
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string xmlSaveFileName;
//path for saving file
public static string _path
{
get
{
string s = Application.dataPath ;
s = Path.Combine(s, "UserBehaviouralData") ;
//if the fold doesn’t exist, create it
if(!Directory.Exists(s))
Directory.CreateDirectory(s) ;
print ("Folder Created");
return s ;
}
}
#region movement classes----------------------------------------------------------------------------
public class Movement
{
public Vector3 startPosition ;
public Vector3 endPosition ;
public float startTime, endTime, totalTime, distanceMoved ;
//default constructor
public Movement()
{
this.startPosition = Vector3.zero ;
this.startTime = 0f ;
this.endTime = 0f ;
this.totalTime = 0f ;
this.endPosition = Vector3.zero ;
this.distanceMoved = 0f ;
}
//alternative constructor
public Movement(Vector3 startPosition)
{
this.startPosition = startPosition ;
this.startTime = Time.timeSinceLevelLoad ;
}
//finishing movement
public void EndMovement(Vector3 endPosition)
{
this.endTime = Time.timeSinceLevelLoad ;
this.totalTime = endTime - startTime ;
this.endPosition = endPosition ;
this.distanceMoved = Vector3.Distance(this.startPosition, this.endPosition) ;
}
}
public class MovementData
{
public float idleTime ;
public Movement movement ;
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//default constructor
public MovementData()
{
idleTime = 0f ;
movement = new Movement() ;
}
//alternative constructor
public MovementData(Movement movement, float previousEndTime)
{
this.movement = movement ;
this.idleTime = movement.startTime - previousEndTime ;
}
}
#endregion
//movements collection
public List<Movement> movements = new List<Movement>() ;
//---this class is what gets saved-to/retrieved-from an xml file-->
[XmlRoot("UserLog")]
public class UserLog
{
[XmlElement("TotalTime")]
//public float totalTime ;
public float totalTime ;
[XmlElement("TotalDistance")]
public float totalDistance ;
[XmlArray("MovementData"), XmlArrayItem("Information")]
public MovementData[] movementData ;
//default constructor
public UserLog()
{
this.totalTime = 0f ;
this.totalDistance = 0f ;
movementData = new MovementData[0] ;
}
#region XML saving/loading -----------------------------------------------------------------------------------
//script header must include [using]-> System.Xml, System.Xml.Serialization, System.IO
public void Save(string path)
{
int index = 0 ;
string p = path + "." + index.ToString() ;
while(File.Exists(p + ".xml"))
{
index ++ ;
p = path + "." + index.ToString() ;
}
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var serializer = new XmlSerializer(typeof(UserLog)) ;
var stream = new FileStream(p + ".xml", FileMode.Create) ;
serializer.Serialize(stream, this) ;
stream.Close() ;
}
public UserLog Load(string path)
{
if(!File.Exists(path))
return new UserLog() ;
var serializer = new XmlSerializer(typeof(UserLog)) ;
var stream = new FileStream(path, FileMode.Open) ;
var ul = serializer.Deserialize(stream) as UserLog ;
stream.Close() ;
return ul ;
}
#endregion
}
//cache reference to this objects transform
Transform myTrans ;
//cache reference to the camera transform
Transform myCam ;
void Start()
{
xmlSaveFileName = SceneManager.GetActiveScene ().name;
myTrans = this.transform ;
myCam = myTrans.Find("Camera (eye)");
print ("Begin");
//finding the camera object child
if(!myCam || !myCam.GetComponent<Camera>())
{
Debug.LogError("Error : No child of name \"Main Camera\" was found on GameObject
(\"" + myTrans.name + "\")") ;
this.enabled = false ;
return ;
}
}
bool goalCompleted = false ;
void Update()
{ }
int currentMovementIndex = 0 ;
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bool isMoving = false ;
public void StartMovement()
{
print ("StartMovement()");
movements.Add(new Movement(myTrans.position)) ;
if(isMoving)
{
EndMovement() ;
}
isMoving = true ;
}
public void EndMovement()
{
print ("EndMovement()");
print("Num. movements = " + movements.Count);
print ("Movement index = " + currentMovementIndex);
if(movements.Count <= 0 || currentMovementIndex < movements.Count)
movements[currentMovementIndex].EndMovement(myTrans.position) ;
currentMovementIndex ++ ;
isMoving = false ;
}
}
B.2 Fichero XML con el que se recogen los datos relativos a
la locomoción
Este fichero XML es un ejemplo real de la estructura y tipo de datos recogidos
por el BehavioralDataTracker.cs.
<?xml version="1.0" encoding="Windows-1252"?>
<UserLog xmlns:xsi=
"http://www.w3.org/2001/XMLSchema-instance" xmlns:xsd="http://www.w3.org/2001/XMLSchema">
<TotalTimeTakenToComplete>38.9222221</TotalTimeTakenToComplete>
<TotalDistanceTraveled>114.87178</TotalDistanceTraveled>
<MovementData>
<Information>
<idleTime>4.909191</idleTime>
<movement>
<startPosition>
<x>1.16532791</x>
<y>0.0833333358</y>
<z>2.73833966</z>
</startPosition>
<endPosition>
<x>0.6511547</x>
<y>0.0833333358</y>
<z>1.29903293</z>
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</endPosition>
<startTime>4.909191</startTime>
<endTime>5.05266333</endTime>
<totalTime>0.1434722</totalTime>
<distanceMoved>1.52839065</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>6.4786315</idleTime>
<movement>
<startPosition>
<x>0.6511547</x>
<y>0.0833333358</y>
<z>1.29903293</z>
</startPosition>
<endPosition>
<x>0.00218765065</x>
<y>0.0833333358</y>
<z>-0.520014644</z>
</endPosition>
<startTime>11.5312948</startTime>
<endTime>11.7113256</endTime>
<totalTime>0.180030823</totalTime>
<distanceMoved>1.93134463</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>1.68583679</idleTime>
<movement>
<startPosition>
<x>0.00218765065</x>
<y>0.0833333358</y>
<z>-0.520014644</z>
</startPosition>
<endPosition>
<x>-0.54804635</x>
<y>0.0833333358</y>
<z>-2.06180739</z>
</endPosition>
<startTime>13.3971624</startTime>
<endTime>13.5537958</endTime>
<totalTime>0.156633377</totalTime>
<distanceMoved>1.63703465</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>3.06003284</idleTime>
<movement>
<startPosition>
<x>-0.54804635</x>
<y>0.0833333358</y>
<z>-2.06180739</z>
</startPosition>
<endPosition>
<x>-1.10818577</x>
<y>0.0833333358</y>
<z>-3.63066268</z>
</endPosition>
<startTime>16.6138287</startTime>
<endTime>16.7704334</endTime>
<totalTime>0.156604767</totalTime>
<distanceMoved>1.66585207</distanceMoved>
</movement>
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</Information>
<Information>
<idleTime>0.8928127</idleTime>
<movement>
<startPosition>
<x>-1.10818577</x>
<y>0.0833333358</y>
<z>-3.63066268</z>
</startPosition>
<endPosition>
<x>-1.97603011</x>
<y>0.0833333358</y>
<z>-6.062367</z>
</endPosition>
<startTime>17.6632462</startTime>
<endTime>17.909668</endTime>
<totalTime>0.246421814</totalTime>
<distanceMoved>2.58192563</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>0.649107</idleTime>
<movement>
<startPosition>
<x>-1.97603011</x>
<y>0.0833333358</y>
<z>-6.062367</z>
</startPosition>
<endPosition>
<x>-2.88843536</x>
<y>0.0833333358</y>
<z>-8.61626</z>
</endPosition>
<startTime>18.5587749</startTime>
<endTime>18.814806</endTime>
<totalTime>0.256031036</totalTime>
<distanceMoved>2.71198273</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>7.42732048</idleTime>
<movement>
<startPosition>
<x>-2.88843536</x>
<y>0.0833333358</y>
<z>-8.61626</z>
</startPosition>
<endPosition>
<x>-8.455916</x>
<y>0.0833333358</y>
<z>-3.53148818</z>
</endPosition>
<startTime>26.2421265</startTime>
<endTime>26.6227169</endTime>
<totalTime>0.380590439</totalTime>
<distanceMoved>7.5400095</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>0.201320648</idleTime>
<movement>
<startPosition>
<x>-8.455916</x>
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<y>0.0833333358</y>
<z>-3.53148818</z>
</startPosition>
<endPosition>
<x>-11.0940351</x>
<y>0.0833333358</y>
<z>4.035683</z>
</endPosition>
<startTime>26.8240376</startTime>
<endTime>27.2371674</endTime>
<totalTime>0.4131298</totalTime>
<distanceMoved>8.013847</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>1.77794647</idleTime>
<movement>
<startPosition>
<x>-11.0940351</x>
<y>0.0833333358</y>
<z>4.035683</z>
</startPosition>
<endPosition>
<x>0.112702608</x>
<y>0.0833333358</y>
<z>2.067114</z>
</endPosition>
<startTime>29.0151138</startTime>
<endTime>29.59347</endTime>
<totalTime>0.5783558</totalTime>
<distanceMoved>11.3783226</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>1.65550613</idleTime>
<movement>
<startPosition>
<x>0.112702608</x>
<y>0.0833333358</y>
<z>2.067114</z>
</startPosition>
<endPosition>
<x>3.81260371</x>
<y>0.0833333358</y>
<z>3.29544139</z>
</endPosition>
<startTime>31.2489758</startTime>
<endTime>31.4499779</endTime>
<totalTime>0.201002121</totalTime>
<distanceMoved>3.89846849</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>0.723773956</idleTime>
<movement>
<startPosition>
<x>3.81260371</x>
<y>0.0833333358</y>
<z>3.29544139</z>
</startPosition>
<endPosition>
<x>7.4645505</x>
<y>0.0833333358</y>
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<z>4.750268</z>
</endPosition>
<startTime>32.17375</startTime>
<endTime>32.37483</endTime>
<totalTime>0.201076508</totalTime>
<distanceMoved>3.93106031</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>0.37984848</idleTime>
<movement>
<startPosition>
<x>7.4645505</x>
<y>0.0833333358</y>
<z>4.750268</z>
</startPosition>
<endPosition>
<x>17.94763</x>
<y>0.0833333358</y>
<z>9.100483</z>
</endPosition>
<startTime>32.7546768</startTime>
<endTime>33.3363342</endTime>
<totalTime>0.5816574</totalTime>
<distanceMoved>11.34986</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>0.8480606</idleTime>
<movement>
<startPosition>
<x>17.94763</x>
<y>0.0833333358</y>
<z>9.100483</z>
</startPosition>
<endPosition>
<x>33.81084</x>
<y>0.0833333358</y>
<z>-12.8650684</z>
</endPosition>
<startTime>34.1843948</startTime>
<endTime>35.5584564</endTime>
<totalTime>1.37406158</totalTime>
<distanceMoved>27.0947762</distanceMoved>
</movement>
</Information>
<Information>
<idleTime>1.48736572</idleTime>
<movement>
<startPosition>
<x>33.81084</x>
<y>0.0833333358</y>
<z>-12.8650684</z>
</startPosition>
<endPosition>
<x>6.624195</x>
<y>0.0833333358</y>
<z>-13.6664295</z>
</endPosition>
<startTime>37.0458221</startTime>
<endTime>38.418293</endTime>
<totalTime>1.37247086</totalTime>
<distanceMoved>27.1984539</distanceMoved>
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</movement>
</Information>
<Information>
<idleTime>0.381534576</idleTime>
<movement>
<startPosition>
<x>6.624195</x>
<y>0.0833333358</y>
<z>-13.6664295</z>
</startPosition>
<endPosition>
<x>4.22627354</x>
<y>0.0833333358</y>
<z>-13.4210119</z>
</endPosition>
<startTime>38.7998276</startTime>
<endTime>38.9222221</endTime>
<totalTime>0.122394562</totalTime>
<distanceMoved>2.4104476</distanceMoved>
</movement>
</Information>
</MovementData>
<LookData>
<Information>
<totalTimeFacingDirection>9.159333</totalTimeFacingDirection>
<tracks>
<startTime>0</startTime>
<forwardDirection>
<x>-0.177554354</x>
<y>-0.8494337</y>
<z>-0.496927828</z>
</forwardDirection>
<ObjectDirectlyAhead>
<name>Floor</name>
<position>
<x>0</x>
<y>0</y>
<z>0</z>
</position>
<focusPoint>
<x>1.26631033</x>
<y>-7.356639E-18</y>
<z>0.33131358</z>
</focusPoint>
</ObjectDirectlyAhead>
</tracks>
</Information>
<Information>
<totalTimeFacingDirection>0.5082331</totalTimeFacingDirection>
<tracks>
<startTime>9.159333</startTime>
<forwardDirection>
<x>-0.177285179</x>
<y>-0.8495877</y>
<z>-0.496760458</z>
</forwardDirection>
<ObjectDirectlyAhead>
<name>Floor</name>
<position>
<x>0</x>
<y>0</y>
<z>0</z>
</position>
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<focusPoint>
<x>0.734713</x>
<y>2.56862642E-17</y>
<z>-1.15680647</z>
</focusPoint>
</ObjectDirectlyAhead>
</tracks>
</Information>
<Information>
<totalTimeFacingDirection>0.500674248</totalTimeFacingDirection>
<tracks>
<startTime>9.667566</startTime>
<forwardDirection>
<x>-0.177140281</x>
<y>-0.849610269</y>
<z>-0.496772945</z>
</forwardDirection>
<ObjectDirectlyAhead>
<name>Floor</name>
<position>
<x>0</x>
<y>0</y>
<z>0</z>
</position>
<focusPoint>
<x>0.734767854</x>
<y>2.56828513E-17</y>
<z>-1.15665281</z>
</focusPoint>
</ObjectDirectlyAhead>
</tracks>
</Information>
<Information>
<totalTimeFacingDirection>28.7539825</totalTimeFacingDirection>
<tracks>
<startTime>10.1682405</startTime>
<forwardDirection>
<x>-0.1774774</x>
<y>-0.849482238</y>
<z>-0.496872216</z>
</forwardDirection>
<ObjectDirectlyAhead>
<name>Floor</name>
<position>
<x>0</x>
<y>0</y>
<z>0</z>
</position>
<focusPoint>
<x>0.734806</x>
<y>2.5684628E-17</y>
<z>-1.1567328</z>
</focusPoint>
</ObjectDirectlyAhead>
</tracks>
</Information>
</LookData>
</UserLog>
151
Apéndice B. Scripts y archivos auxiliares capítulo 4
B.3 Index.html
Este script representa la página principal de la estructura web para montar la arquitectura necesitada por
Leaflet.
<!DOCTYPE html>
<html>
<head>
<title>Ejemplo</title>
<link rel="stylesheet" href="leaflet/leaflet.css" />
<link rel="stylesheet" href="css/estilos.css" />
</head>
<body>
<div id="mapid"></div>
<script src="js/xml2json.js"></script>
<script src="js/pruba.js"></script>
<script src="leaflet/leaflet.js"></script>
<script src="js/leaflet-heat.js"></script>
<script src="jQuery/jquery-3.3.1.min.js"></script>
<script src="js/codigo.js"></script>
</body>
</html>
B.4 Code.js
Este archivo en javaScript, es el archivo fundamental para post-procesar los
ficheros XML con los datos y adecuarlos a la estructura que espera el Sistema
de Información Geográfica.
var map = L.map(’mapid’,{
crs: L.CRS.Simple
});
var imageBounds = [[0,0], [700,700]];
var image = L.imageOverlay(’img/maze_top.jpg’, imageBounds).addTo(map);
map.fitBounds(imageBounds);
var yx = L.latLng;
var xy = function(x, y) {
if (L.Util.isArray(x)) { // If arguments are an array
return yx(x[1], x[0]);
}
return yx(y, x); // If arguments are a pair
};
var xOffSet = 8.139; // If squared map, use only one offset variable
var zOffSet = 8.139;
var xOriginUnity = -43; // Origin point in Unity3D
var yOriginUnity = -42; // Origin point in Unity3D
var totalUnity = 86; // Total Unity environment length (Final - Origin)
var xyOffset = function(x,y){
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return yx(((yOriginUnity - parseFloat(y))*xOffSet*-1),(xOriginUnity - parseFloat(x))*xOffSet*-1);
};
var addressPoints = [];
//xml unwrap
$.ajax({
type: "GET",
url: "data/BaseSceneTP.5.xml", //sample file with user data
dataType: "xml",
success: function (xml) {
console.log(xml);
var i = 0;
// Parse the xml file and get data
var xmlDoc = $.parseXML(xml),
$xml = $(xmlDoc);
$(xml).find(’startPosition’).each(function () {
//console.log("Movement " + i);
i++;
var xStartPosition = $(this).find(’x’).text();
var zStartPosition = $(this).find(’z’).text();
//console.log(xStartPosition,zStartPosition);
var point = xyOffset(xStartPosition,zStartPosition);
//console.log("point = " + point);
var zOK = $(zStartPosition) + $(zOffSet);
var xAux = (xOriginUnity - parseFloat(xStartPosition))*xOffSet*-1;
var yAux = (yOriginUnity - parseFloat(zStartPosition))*xOffSet*-1;
//console.log("x = " + xAux + " / y = " + yAux);
addressPoints.push([ yAux,xAux ,1]);
});
},
error: function() {
console.log("ERROR");
alert("XML file loading was unsuccessful");
}
});
//console.log(addressPoints);
var heat = L.heatLayer(addressPoints, {
minOpacity:0.5,
max:1.0,
radius: 20,
gradient:{
0.4: ’blue’,
0.65: ’lime’,
1: ’red’
}
}).addTo(map);
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