In this paper, we consider the use of structure learning methods for probabilistic graphical models to identify statistical dependencies in high-dimensional physical processes. Such processes are often synthetically characterized using PDEs (partial differential equations) and are observed in a variety of natural phenomena. In this paper, we present ACLIME-ADMM, an efficient two-step algorithm for adaptive structure learning, which decides a suitable edge specific threshold in a data-driven statistically rigorous manner. Both steps of our algorithm use (inexact) ADMM to solve suitable linear programs, and all iterations can be done in closed form in an efficient block parallel manner. We compare ACLIME-ADMM with baselines on both synthetic data simulated by PDEs that model advectiondiffusion processes, and real data of daily global geopotential heights to study information flow in the atmosphere. ACLIME-ADMM is shown to be efficient, stable, and competitive, usually better than the baselines especially on difficult problems. On real data, ACLIME-ADMM recovers the underlying structure of global atmospheric circulation, including switches in wind directions at the equator and tropics entirely from the data.
I. INTRODUCTION
The ability to infer interactions between variables from high-dimensional data has the potential to help scientists answer numerous questions critical for improved modeling and prediction capabilities of scientific models. Using atmospheric science as an example, it would enable us to (1) delineate better the interactions between atmospheric disturbances of different spatial scales, which is critical for understanding the working of a weather-climate continuum; (2) develop a better understanding of the degree and spatial pattern of coupling between the top of atmosphere (TOA) radiative imbalance and surface temperatures, which provides a unique perspective of climate feedback processes; (3) identify causal pathways in the atmospheric circulation and infer how they might change under a warming climate [1] ; and (4) study the dynamical processes of air-sea interaction that lead to the onset of the monsoons. Structure learning is thus emerging in the geosciences as an important tool. Recent applications include the study of teleconnections [2] and the study of atmospheric information flow around the globe [1] . Such studies have only recently become possible, thanks to increasing computational power, combined with the rapidly increasing amount of observational and model output data for the earth atmosphere. State-of-the-art and Its Limitations. Structure learning methods can be divided into two groups. The first group of methods were developed in the seminal work by Pearl [3] and Spirtes-Glymour-Scheines [4] . The PC algorithm and its variants [4] , [5] , [6] constitute the most popular methods from this family. However, such methods give the correct output in the asymptotic limit of infinite samples [5] and may need exponential computation in the worst case. Existing advanced implementations of the PC algorithm do not scale beyond 100,000 variables, whereas geoscience data routinely involves higher dimensional physical processes.
The second group of methods, such as graphical Lasso [7] , [8] , CLIME [9] and their variants [10] , [11] come with rigorous finite sample statistical guarantees and efficient computational algorithms. However, such methods do need to assume the joint distribution over the variables to be of a specific (semi)parametric family, e.g., multivariate Gaussian, Ising, etc. Further, the output graph of such methods can vary significantly based on the specific hyper-parameters used. Recent years have seen advances on making the output more stable by repeatedly running the algorithm for different values of the parameters possibly on (disjoint) subsets of the sample [12] , [8] . Such advances, while promising, are computationally demanding, due to the need for repeated runs, and statistically demanding due to the need for larger samples.
Contributions. First, we introduce ACLIME-ADMM, an efficient two-step algorithm for adaptive structure learning, which estimates an edge specific parameter for edge ( , ) in the first step, and uses these parameters to learn the structure in the second step. Our algorithm use (inexact) ADMM to solve suitable linear programs in two steps, and all iterations can be done in closed form. Second, we propose a significantly more scalable version of ACLIME-ADMM based on block updates rather than in single column updates for basic ACLIME-ADMM. The block updates are non-trivial since every column solves a mildly different linear program. The proposed method is developed based on a careful analysis of the shared structure of these problems, and first does a block update followed by column specific adjustments. Third, we illustrate the effectiveness of ACLIME-ADMM by comparisons with stateof-the-art baselines, i.e, PC-variants [6] and CLIME variants [11] through extensive experiments on both synthetic and real data involving geo-physical processes. A longer version of this article is available on arXiv [13] .
II. DERIVATION OF ACLIME-ADMM
In recent work, the CLIME estimator [9] was proposed to estimate sparse precision matrix, which reveals the dependency structure for multivariate Gaussian distribution. For a -dimensional problem, it estimates the sparse precision matrix Ω ∈ ℝ × by solving the following linear program (LP):
where > 0 is a tuning parameter. However, the empirical performance of the CLIME estimator is sensitive to the choice of the tuning parameter . In [10] , a more powerful adaptive version of CLIME, called ACLIME, has been proposed. In this section we discuss this estimator and a novel scalable approach to solve the corresponding optimization problem.
A. Adaptive Estimation of Statistical Dependencies -Overview
Instead of using the same (soft/box) threshold parameter like graphical Lasso [8] , [7] and CLIME [9] , the ACLIME [10] estimator advocates using a different threshold parameter for different entries. Such a choice arguably leads to better statistical properties of the estimator [10] . ACLIME uses the following observation: Let 1 , ⋅ ⋅ ⋅ , ∼ ( * , * ) with log = ( 1/3 ), and let Ω * be the corresponding precision matrix. Let be the unbiased sample estimate of * . Then, for all ≥ 2, with high probability,
One can use the sample estimate as a surrogate to * for the adaptive bound in (2) . However, the bound also needs an estimate of * , the diagonal estimates of the precision matrix. The ACLIME estimator works in two stages: in the first stage, an estimate˘for * is computed; in the second stage, the estimate˘is used to adaptively estimate Ω based on (2). In particular, in the first stage, each column of the precision matrix is estimated [10] by solving:
and is the -th element in b . Then, the diagonal elements * are estimated as:
(4) Given˘, in the second stage, ACLIME estimates Ω * by first solving the following optimization problem to get a primitive estimate of the -th column:
In the final step, ACLIME symmetrizesΩ 1 = (˜1 ) to obtain Ω = (ˆ), the estimate of Ω * .
B. ACLIME-ADMM Algorithm [10] observes that the optimization problem can be decomposed into independent LPs, one for each column ofΩ. We first introduce an inexact ADMM algorithm for solving the column-specific LPs corresponding to each stage. Later we generalize the algorithm to solve column block LPs by utilizing the shared structure across columns.
Stage 1: Estimating diagonal elements
. We first focus on estimating the diagonal elements of the precision matrix. We z-score the variables so that = 1 and ( ∨ ) = . Hence the constraint in (3) can be rewritten as:
where 1 is the dimensional vector with all entries being 1.
The right hand side inequality in (6) is rewritten as:
whereˆu p =ˆ− 1 e . Note thatˆu p is a sparse perturbation ofˆwhere only column , interacting with , gets a constant subtracted from every entry. Introducing non-negative variables u ∈ ℝ + , the inequality constraint in (7) can be rewritten as an equality constraint:
The left hand side of (6) is treated in the same way, then the constraint corresponding to (6) can be written as:
Hence the original problem in (3) can be written in a canonical form suitable for ADMM as follows:
where ℝ 2 + (⋅) is the indictor function, i.e. ℝ 2 + (z ) = 0, if z ≥ 0 2 , and ∞ otherwise, and = 2 ×2 is an identity matrix. The augmented Lagrangian of (10) is
where y ∈ ℝ 2 is the Lagrange multiplier vector. Based on the augmented Lagrangian, the ADMM steps are:
To obtain a closed form solution for update of b in (12a), we decouple the b by linearizing the quadratic term and adding a proximal term, a strategy used in inexact ADMM [14] :
where g = ( b + r − c + y ) and > 0. Inexact ADMM has the same rate of convergence as ADMM for general (non-smooth) convex optimization problems [15] . Now, based on the dual update in (12c), we have g = (2 − −1 ). Then, (13) has the following closed form solution based on soft-thresholding [14] :
The solution of the above optimization for stage 1 giveŝ 1 ⋅ in (3), from which only the diagonal elementsˆ1 are of interest, which are then used to compute˘following (4).
Stage 2:
Estimating Ω. The goal of stage 2 is to obtain˜⋅ . Following the same strategy as used for stage 1, the original problem in (5) can be written as follows:
The details can be found in [13] . We note that the optimization problem in (10) is essentially the same as that in (14) . One can use the same ADMM algorithm for stage 2 and take advantage of that is the same for all to speed up computations.
Given that the structure of the optimization in stage 2 is simpler, one can also consider an alternative route [11] , which uses less variables and is arguably amenable to block updates. Note that since = 1, the problem in (5) can be posed as:
where = √˘i s a constant. Introducing z ∈ ℝ , the problem can be rewritten as
Note that the constraint on z is a box constraint, on which efficient projection is possible. Hence the box constraint can be handled inside the primal update for z . Thus, ignoring the box constraint for now, the augmented Lagrangian is
The ADMM updates, which take the box constraint into account, are as follows
Note that (18a) can be solved using an inexact update similar to (13) . Further, we note that the box-constrained quadratic problem in (18b) can be solved in closed form as
where for a, w ∈ ℝ , ∈ ℝ + , box(a, w,
In the current setting, a =ˆb +1 + y , w = e , and = .
The solution in stage 2 gives˜⋅ in (5) . The final step is to symmetrize the resulting precision matrix estimate.
C. Column-Block ACLIME-ADMM Algorithm
We propose an improvement to solve the two-stage ACLIME optimization in terms of column blocks instead of column-by-column. For stage 1, we rewrite b as following:
Since all are transformed fromˆ, the computation across columns can be shared, e.g., computingˆb . Now we consider the column blocks, assuming ∈ ℝ × denotes columns inΩ. Thus, the for a column block is defined as:
where diag ∈ ℝ × is a diagonal matrix with the corresponding diagonal elements in , and 1 2 × ∈ ℝ 2 × . Thus, the equality constraints (9) for column block is + = , where is the column block of corresponding r in (10) and ∈ ℝ × denotes the same columns in × . Therefore, the optimization problem is rewritten as follows:
Similar to (18) , inexact ADMM yields the following iterates:
where = (2 − −1 ). Then (23a) has a closed form solution based on +1 = soft( − , 1 ) applied elementwise. The in can be solved as
where 1 , 2 ∈ ℝ × are respectively upper and lower half of and diag = diag1 − diag2 . Assume the -column block matrix contains ( + 1)-th column to ( + )-th column inˆ, then diag1 = [
, where 0 1 ∈ ℝ × and 0 2 ∈ ℝ ×( − − ) are matrices with all zero entries. D × ∈ ℝ × is a diagonal matrix block, in which the -th diagonal element , = 1( +1) 1 and 1( ) is the -th column of 1 in (24). diag2 has the same format based on 2 . The update of +1 can be done in closed form as +1 = max( , 0), applied elementwise, where = − − +1 . For stage 2, the problems for different columns only differ in the threshold in (18a), therefore the corresponding update in (19) can be done in element-wise parallel manner for column blocks. The details and the stability analysis for the hyperparameters in the algorithm can be found in [13] .
III. PC STABLE AND TEMPORAL MODELS
This section provides details of the baseline algorithm for comparison, and explains how structure learning algorithms can be used to derive temporal models. PC stable algorithm. One of the best-known algorithms for structure learning is the PC algorithm [4] . Colombo and Maathuis [6] developed PC stable, an improved version of the PC algorithm. PC stable is order-independent, more robust and easy to parallelize, and is used in this paper. PC stable has only one parameter to choose, the significance value for the statistical independence tests. We used = 0.05 for the runs with synthetic data and = 0.1 for the runs with observed data. There is generally little difference in the output of the PC stable algorithm for varying values of (even up to = 0.5), so such a small change has no relevance for the results. From Static to Temporal Model. Structure learning methods, including PC stable, CLIME-ADMM and ACLIME-ADMM, treat their input data as static data. Most data in the geosciences, however, comes from temporal processes and the order of, and temporal distance between, samples is crucial for their interpretation. We can adapt structure learning algorithms to incorporate that information and to capture those temporal relationships explicitly using the approach first proposed by Chu et al. [2] . The key idea is to introduce lagged copies of the original variables in the model as independent variables, and add temporal constraints between them. The price to pay for this temporal model is much higher complexity, because instead of the original variables, we are now dealing with = ( ⋅ ), where is the number of lagged copies (including the original). This is another reason why we often encounter very high-dimensional problems in the geosciences. There are some associated initialization issues, but those can easily be overcome [16] . For the synthetic datasets, we have = 400, = 20, so that = 8, 000 with = 5, 200 samples; for the real dataset, = 800, = 15, so = 12, 000 with = 4, 500 samples. Note that since ACLIME-ADMM works with 2 edges in each stage, the optimization for synthetic data involves 64 million variables and that for the real data involves 144 million variables. Computational Considerations. PC stable is limited by computational effort and working memory to currently handling up to about 100,000 nodes. In contrast, ACLIME-ADMM can perform its computations holding only pre-defined subsets of the adjacency and covariance matrices in memory, thus shows promise to scale up to a million nodes or more.
IV. SYNTHETIC AND OBSERVED DATA SETS
Synthetic data. Advection (transfer of heat through movement of a fluid) and diffusion (spread of heat in a resting fluid) are the two most dominant processes in many geoscience applications. The two-dimensional advection-diffusion process is described by the partial differential equation (PDE), where ( , , ) can be interpreted as the temperature of a fluid at location ( , ) over time , , are the (given) diffusion coefficients in and -direction defining the spread of the fluid, and ( , ) denotes the (given) velocity of the fluid at any point ( , ). We implemented this equation in a square grid (20 x 20 points) with periodic boundary conditions (wraparound in both and direction) to create synthetic data sets for testing [17] . We use three different advection fields to create the following distinct scenarios. In Scenario 1 (Fig.  1(a) ) the fluid is flowing in a circular pattern, but the velocity direction near the boundaries is discontinuous (due to wraparound at the boundaries). Scenario 2 ( Fig. 1(b) ) is similar to Scenario 1, but there are large areas with zero advection velocity, i.e. only diffusion. In Scenario 3 (Fig. 1(c) ) there are two crossing currents, one flowing from left to right, the other from bottom to top. Scenario 4 is a modification of Scenario 2: we take the simulation data from the ring flow, but only use every 10 ℎ sample of the data. The resulting flow is in the same direction, but with signals propagating at ten times the speed of Scenario 2, making them much harder to detect. Observed Data. We use data from the NCEP-NCAR reanalysis project [18] , which provides data on a global grid for a variety of atmospheric variables and is derived from observations. We use daily geopotential height data at 500mb, i.e. the height at which the air pressure is 500mb from Dec, Jan, Feb of years 1950-2000. Since irregularities in the grid, such as varying cell size, are known to create artifacts in the results of structure learning, the data is interpolated on an 800point grid of nearly equally distributed (Fekete) points [16] .
V. EXPERIMENTAL RESULTS
In this section we compare results from the PC stable, CLIME-ADMM and ACLIME-ADMM methods for synthetic and real world data. Each structure learning algorithm yields an adjacency matrix describing connections among nodes in the graph. Each node in the graph represents a location (grid point) coupled with a specific time stamp. Connections with identical time stamps are interpreted as undirected edges. The remaining edges are directed, going from the location with the earlier time stamp to the one with the later time stamp. The representation of the physical connections is not unique in this framework [13] , thus developing error measures directly from estimated edges would be misleading. We thus focus on physically meaningful quantities -here the estimated velocity -, since those are by definition unique. Namely, for each grid point we estimate a velocity vector by taking the average of all directed edges incident at the grid point normalized by its travel time, , i.e. the difference between the time stamps of its two end points. This results in an estimated velocity vector at each grid point, which then can be compared directly to the advection velocities shown in Fig. 1 . We provide error measures only for the synthetic data. For the observed data no quantitative ground truth is available, so the results are compared (visually) to domain knowledge in the geosciences. We use the following error measures. Numbering the grid points from = 1 to 400, let adv , adv denote the length and angle of the advection velocity field at point .
,ˆdenote the corresponding velocity estimates obtained through structure learning. Then Δ = abs( adv −ˆ) denotes the absolute angle error and Δ = abs( adv −ˆ) denotes the absolute length error at Point . We report three error measures. RMSE-Length and RMSE-Angle are the root mean square error of Δ and Δ respectively. PPDL15 represents the percentage of points for which Δ ≤15 degrees. Ideally, we want both RMSE measures to be small and the percentage value PPDL15 as close as possible to 100. From a geoscience viewpoint, the angle-related measures are more important than the length-related measures. and arrows in the ACLIME-ADMM plots are colored based on their angle deviation, Δ : blue for deviation of [0, 15] degrees, black for (15, 30] Fig. 1(b) ). CLIME-ADMM fails miserably for the high-speed scenario (Fig. 2(b) ), in fact it does not find a single connection, while both PC stable and ACLIME-ADMM provide good results ( Fig. 2(a,c) ). This failure was a primary reason for developing ACLIME-ADMM, namely to provide a scalable algorithm that can handle high-speed connections.
For the remaining scenarios CLIME-ADMM performed similarly to ACLIME-ADMM, thus we now focus on the comparison of ACLIME-ADMM and PC stable. Table I shows the error measures for PC stable and ACLIME-ADMM for four scenarios and Fig. 3 shows the results for Scenarios 1-3 from PC stable and ACLIME-ADMM. Both algorithms capture the basic shape of the corresponding velocity fields in Fig. 1 . However, there are some differences. (1) ACLIME-ADMM tends to be more sensitive. Thus it is better than PC stable in identifying velocities of small magnitude (see center of Fig. 3(d) ). (2) PC stable is better at handling contradicting edge directions near the boundary (see near the four corners in Fig. 3 ). (3) PC stable struggles with edges that do not align with the vertical or horizontal direction of the grid, i.e. diagonal directions tend to be distorted (strongest effect at center of Fig. 3(c) , but the rings in Fig. 3(a, b ) also appear more "boxy"). ACLIME-ADMM does not show this problem, probably because of its higher sensitivity, i.e. the velocity estimates are calculated from a larger number of edges. Overall PC stable and ACLIME-ADMM both detect the primary patterns in the synthetic data, but ACLIME has generally higher accuracy than PC stable, as shown in Table  I , and is better at picking up weaker signals. Fig. 4(a-d) shows the velocities obtained from PC stable and ACLIME-ADMM for the dataset of observed daily geopotential height data for the Northern and Southern hemisphere. As a reference, we present the well known wind flow patterns in Fig. 4(e) , as well as wind patterns at 500mb height in Fig. 4(f) . The estimates are obtained in a similar way as for the synthetic data, but here only outgoing edges are considered at each node. Color indicates connectivity of the grid points: for each grid point we count the number of directed edges incident at that point, i.e. the number of edges contributing to its velocity estimate. This number indicates strength of connectivity (and thus information flow) at that point.
B. Results for Observed Data
Firstly, ACLIME-ADMM shows even higher sensitivity for the observed data than for the synthetic data, resulting in a much larger number of arrows and higher connectivity than PC stable. Secondly, the results from both algorithms show information transfer mostly consistent with well known wind directions. Namely, the spatial distribution of winds at 500mb is such that easterlies (winds blowing from east to west) dominate the tropical bands (15S-15N), while westerlies (winds blowing from west to east) dominate mid latitudes (30N-60N) , and another band of weak easterlies are typically seen in the polar region ( Fig. 4(f) ). Both algorithms capture the two major bands of easterlies and westerlies. However, the results from ACLIME-ADMM additionally detect very strong information flow near the equator, which cannot be readily explained by the weak easterlies seen at 500mb. We are currently exploring alternative explanations, such as these edges maybe being tied to weather features of similar lifecycles occurring simultaneously at different locations, etc. 
VI. CONCLUSIONS
The main contribution of this paper is a new structure learning algorithm, ACLIME-ADMM, which is suitable for high-dimensional data with small sample sizes. This work is motivated by geoscience applications such as identifying interactions between different locations around the globe. Experimental results indicate that ACLIME-ADMM is much more stable than CLIME-ADMM, and is likely to be more scalable than PC stable, which was previously proposed for this application. For the synthetic data ACLIME-ADMM provides the best overall results. For the observed data ACLIME-ADMM detects the expected bands, but also shows new connections that are yet to be investigated by geoscientists. Clearly, more work needs to be done in order to fully understand the differences between the results obtained from CLIME-ADMM and PC stable. However, ACLIME-ADMM emerges as a very promising candidate for structure learning in high-dimenional climate science applications.
