The purely algebraic notion of CQG algebra (algebra of functions on a compact quantum group) is defined. In a straightforward algebraic manner, the Peter-Weyl theorem for CQG algebras and the existence of a unique positive definite Haar functional on any CQG algebra are established. It is shown that a CQG algebra can be naturally completed to a C * -algebra. The relations between our approach and several other approaches to compact quantum groups are discussed.
In this note we propose a purely algebraic approach to general compact quantum groups. After some preliminaries in §1, we define, in §2, a CQG algebra (associated with a compact quantum group) as a Hopf * -algebra which is the linear span of the matrix elements of its finite-dimensional unitary corepresentations. A CMQG algebra (associated with a compact matrix quantum group) is then a finitely generated CQG algebra. These definitions and the subsequent development of the theory (in §3) do not involve C * -algebras. All main results of [16] , as far as they are on the Hopf * -algebra level, are thus proved in an algebraic way. In particular, the existence of a unique (not a priori positive) Haar functional on a CQG algebra is immediate, and its positivity and faithfulness (on the CQG algebra) is one of the results of §3. We show in §4 that a CQG algebra has a natural C * -completion, by which we make contact with [16] . The paper concludes (in §5) with a comparison of various approaches to compact quantum groups which have appeared in the literature. Particular mention here deserves the paper [5] by Effros & Ruan, who earlier introduced the same algebras as our CQG algebras, but called them differently and also developed the theory in a different direction. We also mention the paper [2] (see also [6] ), in which, among other things, a notion of so-called preferred deformation of the algebra of representative functions on a compact connected Lie group is defined and a number of its properties are studied. Although the techniques used in [2] are quite different, some of the results are similar in spirit to ours.
The results presented here are also part of the Ph.D. thesis of Dijkhuizen [4] , while a more tutorial presentation will appear in lecture notes by Koornwinder [8] .
Preliminaries
All vector spaces are taken over the field of complex numbers C. All tensor products of vector spaces are algebraic unless explicitly mentioned otherwise. We canonically identify the tensor products V ⊗ C and C ⊗ V with V , for any vector space V . For more information about the material treated in this section see [12] , [4] , [8] .
In a Hopf algebra A we write ∆: A → A ⊗ A for the comultiplication, ε: A → C for the counit, and S: A → A for the antipode. We recall the symbolic notation for ∆ and its iterates:
A Hopf * -algebra is a Hopf algebra A endowed with a conjugate linear involutive mapping * : A → A such that A as an algebra is a * -algebra and such that ∆ and ε are * -homomorphisms. It then follows that the antipode S is bijective and satisfies S • * • S • * = id. Let A be a Hopf algebra. A corepresentation of A in a vector space V is a linear mapping
We shall sometimes use the following symbolic notation for π and its iterates:
Here v ∈ V , the v (1) are in V , and the v (2) , v (3) in A. If the corepresentation space V is finitedimensional and {v i } is a basis of V , then we write π(v j ) = i v i ⊗ π ij , where the π ij are elements of A. Then π = (π ij ) is a matrix corepresentation of A:
Given two corepresentations π in V and ρ in W , a linear mapping ϕ: V → W is called an intertwining
Given a corepresentation π of A in a finite-dimensional vector space V , the contragredient corepresentation π ′ of π is the corepresentation of A in the linear dual V ′ defined by
If we write π = (π ij ) with respect to a basis {v i } of V and π ′ = (π ′ ij ) with respect to the dual basis
Given two corepresentations π, ρ in finite-dimensional vector spaces V , W , respectively, their tensor product π ⊠ ρ is the corepresentation of A in the vector space V ⊗ W defined in symbolic notation by
(1.7)
If we write π = (π ij ) and ρ = (ρ kl ) with respect to a basis {v i } of V and {w k } of W and if we write π ⊠ ρ = ((π ⊠ ρ) ik,jl ) with respect to the basis
Suppose A is a Hopf * -algebra. Let V be a vector space endowed with an inner product. A corepresentation π of A in V is called unitary if
Suppose V is finite-dimensional and π = (π ij ) with respect to an orthonormal basis {v i } of V . Then π is unitary if and only if the following equivalent conditions are satisfied:
A corepresentation π in a vector space V is called unitarizable if there exists an inner product on V such that π is unitary with respect to this inner product. The usual notions from representation theory such as direct sums, invariant subspaces, irreducibility, complete reducibility etc. all have an obvious meaning in corepresentation theory. Note that a unitary corepresentation always is completely reducible, since the orthogonal complement of an invariant subspace is again invariant. This theorem is rather standard. In 2.1.3, 1.1.33, 1.1.54 and 1.1.16 of [4] it is pointed out that the theorem is already valid in the case of finite-dimensional irreducible corepresentations of a coalgebra, and that, by duality, the proof can be reduced to a similar result for algebra representations, see for instance [3] §13, no. 3, pp. 154-155. A self-contained proof not referring to algebra representations but assuming that S is invertible, is given in [8] Proposition 1.28.
From now on we will work with a Hopf * -algebra A, and Σ will denote the set of equivalence classes of finite-dimensional irreducible unitary corepresentations of A. For α ∈ Σ, let π α and A α be as in the above theorem, but the matrix corepresentation (π α ij ) is now supposed to be unitary. Definition 2.2 -A CQG algebra is a Hopf * -algebra which is spanned by the coefficients of its finite-dimensional unitary (irreducible) corepresentations. We then say that A is the Hopf * -algebra associated with a compact quantum group. The decomposition A = α∈Σ A α is called the Peter-Weyl decomposition of A.
Proposition 2.3 -Let A be a CQG algebra. Then: (i) Every finite-dimensional irreducible corepresentation of A is equivalent to some π α (α ∈ Σ). (ii) Every finite-dimensional irreducible corepresentation of A is unitarizable. (iii) If π is a finite-dimensional unitarizable matrix corepresentation of A then so is its contra
- gredient π ′ .
Assertion (i) is an immediate consequence of [2.1] and [2.2]. Assertion (ii) follows from (i). For (iii)
observe that a finite-dimensional unitarizable corepresentation π is completely reducible, hence so is π ′ .
Proposition 2.4 -For a Hopf * -algebra A the following conditions are equivalent: (i) A is a finitely generated CQG algebra. (ii) There is a finite-dimensional unitary corepresentation of A whose matrix coefficients generate A as an algebra. (iii) There is a finite-dimensional corepresentation π of A such that both π and π
′ are unitarizable and such that A is generated as an algebra by the matrix coefficients of π and π ′ . (iv) There is a finite subset {α 1 , . . . , α n } ⊂ Σ such that the matrix coefficients of the
Assume (i) and pick a finite set of generators of A. By definition of a CQG algebra, each of the generators is a linear combination of matrix coefficients of finite-dimensional unitary corepresentations of A. Taking the direct sum of all the corepresentations involved, we obtain a finite-dimensional unitary corepresentation whose matrix coefficients generate A. This proves (i)⇒(ii). The implication (ii)⇒(iii) follows from [2.3] (iii). The implications (iii)⇒(iv) and (iv)⇒(i) are immediate. This concludes the proof. Definition 2.5 -A CQG algebra is called a CMQG algebra if it satisfies the equivalent conditions of [2.4] . A CMQG algebra is said to be associated with a compact matrix quantum group.
It can be easily shown (cf. [4] p. 57-60) that the category of CQG algebras is closed under taking inductive limits (for a definition of inductive limit see also [10] p. 67). The standard fact that any compact group can be written as a projective limit of compact Lie groups generalizes to the statement that any CQG algebra is the inductive limit of CMQG algebras. Conversely, given a family of CQG algebras (A λ ) λ∈Λ , the tensor products of finite subfamilies of (A λ ) λ∈Λ naturally form an inductive family whose limit generally is a non-finitely generated CQG algebra. In this way, one can construct examples of non-finitely generated CQG algebras starting from an infinite family of CMQG algebras.
The Haar functional
We now discuss the concept of Haar functional and its relation to CQG algebras.
Definition 3.1 -Let A be a Hopf * -algebra. A Haar functional on A is a linear functional h: A → C which satisfies h(1) = 1, and is such that
The invariance (3.1) of a Haar functional h: A → C with respect to comultiplication can also be written as
A Haar functional h: A → C is called positive if h(a * a) ≥ 0 for all a ∈ A, and it is called positive definite or faithful if h(a * a) > 0 for all nonzero a ∈ A. It can be easily proved that, if a Haar functional h satisfies h(a * a) ∈ R for all a ∈ A, then h(a * ) = h(a) for all a ∈ A.
Let now A be a CQG algebra. Denote by 1 the unique α ∈ Σ such that π α is equivalent to the one-dimensional unitary matrix corepresentation (1). Also, for each α ∈ Σ, let α ′ be the unique
We now define a linear form h: A → C by setting
Proposition 3.2 -Let A be a CQG algebra and let h: A → C be the linear form defined in (3.3) . Then h is a Haar functional on A and satisfies h(S(a)) = h(a) and h(a
The proof is completely elementary.
Let G be a compact group and let A be the corresponding CQG algebra of representative functions on G. If dx denotes the Haar measure on G, then the Haar functional on A is given by
and (3.1) expresses the invariance of the Haar measure with respect to group multiplication. It is well-known that the Haar measure is a positive measure and that the support of dx is equal to G, in other words, the Haar functional h is positive definite. We are going to prove the same result for a general CQG algebra. We first prove an important lemma: Lemma 3.3 -Let A be a Hopf algebra and suppose h: A → C is a linear form satisfying (3.1) and such that h(1) = 1. Let ρ and σ be matrix corepresentations of A. Then
With the notation A
the identities (3.4) and (3.5) can be rewritten as
Thus A (j,k) is an intertwining operator for ρ and σ, and B (j,k) is an intertwining operator for σ and ρ.
For the proof of (3.4) we write
Substituting this equality in the left-hand side of equation (3.4) and then using that l S(ρ nl )ρ lm = δ nm 1, we arrive at (3.4). Similarly, (3.5) is obtained from a substitution of
in the right-hand side of (3.5). We use the notation of [3.3] . By the Schur lemma for corepresentations, (3.7) yields that A If (π, V ) is a finite-dimensional corepresentation of a Hopf algebra A, then the corepresentation space V ′′ of the double contragredient corepresentation π ′′ of π can be naturally identified with V .
Proposition 3.5 -Let A be a Hopf algebra with invertible antipode S and suppose h: A → C is a linear form satisfying (3.1) and such that h(1) = 1 and h(S(a)) = h(a). Let ρ be an irreducible matrix corepresentation of A.
Then ρ is equivalent to its double contragredient ρ ′′ . Let F be any invertible operator intertwining ρ and ρ ′′ . Then tr(F ) = 0 and tr(F −1 ) = 0 and
Putting σ = ρ ′′ in [3.3] and using the fact that h(S(a)) = h(a), we deduce from (3.4) and (3.5) that
With the notationÃ
On the other hand, if we apply [3.3] to ρ and σ = ρ, we obtain operators A (j,k) and B (j,k) intertwining ρ with itself. It follows from (3.6) that
By the Schur lemma, there are complex numbers α jk and β jk such that
since ρ is irreducible. If we sum over i = l in (3.10) we get
Hence, there exists a non-zero intertwining operator F for ρ and ρ ′′ . Since S is invertible, ρ and ρ ′′ are both irreducible and therefore F is invertible. So ρ and ρ ′′ are equivalent corepresentations. Since an intertwining operator between equivalent irreducible corepresentations is uniquely determined up to a scalar factor, we conclude from (3.13) that tr(F ) = 0 and tr(F −1 ) = 0. Moreover, there exist complex numbersα jk andβ jk such that
Combination with (3.13) yields that
The identities (3.8) and (3.9) follow from (3.10), (3.14) and (3.15) . This concludes the proof.
Let V be a finite-dimensional vector space with inner product , . We recall that a linear mapping T : V → V is called positive definite if T is self-adjoint, i.e. T = T * , and if T x, x > 0 for all x = 0. A matrix (T ij ) is positive definite (with respect to the canonical inner product on C n ) if and only if T ij = T ji and i,j x ixj T ji > 0 for any n-tuple (x 1 , . . . , x n ) = 0. If T is any invertible matrix then t TT is positive definite, whereT = (T ij ). Let us fix an orthonormal basis of V . Then ρ and ρ ′′ can be viewed as matrix corepresentations. By [2.3] (iii) there is a unitary matrix corepresentation σ which is equivalent to ρ ′ . So there is an invertible complex matrix T such that σT = T ρ ′ . By (1.6) and the unitarity of σ and ρ we have the identities σ
It now follows from σT = T ρ ′ that σ ′T =T ρ and t T σ ′ = ρ ′′t T . Hence t TT ρ = ρ ′′t TT , in other words, t TT intertwines ρ and ρ ′′ . Therefore F is a constant multiple of t TT . Since t TT is a positive definite matrix, the first assertion follows. The second one is trivial.
Theorem 3.7 -Let A be a CQG algebra. Then the Haar functional h: A → C is positive definite.
It follows from [3.4] , [3.5] and [3.6] that there exist positive definite matrices G α such that
Let a = α,k,l c Remark 3.8 -The way we have proved [3.7] is quite analogous to the proof of Proposition 3.5 in [17] .
Proposition 3.9 -Let A be a Hopf * -algebra on which there exists a positive definite Haar functional. Then any finite-dimensional corepresentation π of A is unitarizable and therefore completely reducible. In particular, the conclusion holds if A is a CQG algebra.
Let us denote the corepresentation space of the finite-dimensional corepresentation π by V and let , be any inner product on V . We define a new inner product , h on V by putting
Indeed, it is clear that , h is a hermitian form. Let (v i ) be an orthonormal basis of V with respect to the inner product , and let us write π ij for the matrix coefficients of π with respect to this basis. Then
and if the left-hand side equals 0 then i c i π ki = 0 for all k by the positive definiteness of h. Hence c k = ε( i c i π ki ) = 0 for all k, which proves that , h is an inner product on V . Using (3.2) one deduces
in other words, the corepresentation π is unitary with respect to the inner product , h .
Theorem 3.10 -Let A be a Hopf * -algebra. Then there exists a positive definite Haar functional on A if and only if A is a CQG algebra.
The implication ⇐ follows from [3.7] . Conversely, suppose that there exists a positive definite Haar functional on the Hopf * -algebra A. By [3.9] any finite-dimensional corepresentation of A is unitarizable. We next claim that every element a ∈ A occurs as a matrix coefficient of some finitedimensional (hence unitarizable) corepresentation of A. Indeed, by the Fundamental Theorem on Coalgebras (cf. [12] , Th. 2.2.1, p. 46) there is a finite-dimensional subcoalgebra C of A containing a. Let us denote the restriction of ∆ to C by π. Then clearly π is a corepresentation of A in the finite-dimensional vector space C. To prove our claim, it suffices to exhibit an element c ∈ C and a linear form c ′ on C such that (c ′ ⊗ id) • π(c) = a. We take c = a and c ′ = ε |C . It is trivial to check that this works. This concludes the proof.
C * -algebra completion
We shall now show that any CQG algebra can be naturally completed to a unital C * -algebra. Let us recall that a * -representation of a * -algebra A in a Hilbert space H is a * -algebra homomorphism of A into the algebra L(H) of bounded operators on H.
Let A be a unital * -algebra. A seminorm p on A is called a C * -seminorm if p(ab) ≤ p(a)p(b) and p(a * a) = p(a) 2 . It then automatically follows that p(a * ) = p(a). In addition, if p = 0 then p(1) = 1. A C * -seminorm p on A is called a C * -norm if p(a) = 0 implies a = 0. Given a C * -norm p on A, the completion of A with respect to p naturally is a unital C * -algebra such that the canonical injection of A into its completion is a * -algebra homomorphism. If π: A → B is a * -algebra homomorphism of A into a C * -algebra B, then the mapping a → ||π(a)|| is a C * -seminorm on A. In particular, every * -representation of A gives rise to a C * -seminorm. The result will follow from the corresponding statement for the C * -algebra completionÃ of A. For a proof in that case see for instance [1] (Corollary to Theorem 1.7.2, p. 34). Since ρ is unitary, we have k ρ * kj ρ kj = 1. Hence, for all v ∈ V ,
Lemma 4.3 -Let A be a Hopf * -algebra and let p be a
The subset N = {a ∈ A | p(a) = 0} is a two-sided * -ideal in A and the quotient A/N naturally is a * -algebra. Let ϕ: A → A/N denote the canonical surjection. Then we can putp(ϕ(a)) = p(a), andp clearly is a C * -norm on A/N . Fix i, j. By [4.1] there is a * -representationπ of A/N in some Hilbert space H such that ||π(ϕ(ρ ij ))|| =p(ϕ(ρ ij )). Hence the * -representation π =π • ϕ of A in H satisfies π(ρ ij ) = p(ρ ij ). Now apply [4.2] . This concludes the proof of our assertion.
Theorem 4.4 -Let A be a CQG algebra and let P denote the set of C * -seminorms on A. The set P is non-empty. For any a ∈ A, the number
is finite. The mapping a → a ∞ is a C * -norm. The norm completion A † of A with respect to · ∞ naturally is a unital C * -algebra.
Clearly, the mapping x → |ε(x)| of A into R is a C * -seminorm. The fact that (4.1) is finite follows from [4.3] . It then is clear that || · || ∞ is a C * -seminorm. To show that · ∞ actually is a norm, it suffices to exhibit a C * -norm on A. Let h denote the Haar functional on A. We define an inner product on A by putting a, b h = h(b * a). It follows from [3.2] and [3.7] that all the inner product axioms are satisfied. Left multiplication on A defines an algebra homomorphism of A into the algebra of linear operators on A such that the properties of [4.2] are satisfied. Hence, by [4.2] , this algebra homomorphism can be extended to a * -representation π of A on the Hilbert space completion H h of A by [4.2] . Clearly, π is faithful and therefore a → π(a) h is a C * -norm. Here · h denotes the operator norm on the space of bounded operators on the Hilbert space H h .
Remark 4.5 -The essence of [4.4] can be extracted from [17] (after Proposition 3.5). N. Andruskiewitsch communicated to us that a detailed proof of [4.4] is contained in a letter of his to A. Guichardet dated June 1993. This proof is also included in [7] .
For obvious reasons, the norm || · || ∞ is called the largest C * -seminorm on A. We call A † the universal C * -algebra completion of A. It is uniquely determined (up to a unique isomorphism) by the following universal property:
In his note [18] Woronowicz shows that, instead of 3), we may equivalently require: 3') The matrix u and its transpose are invertible.
Woronowicz now essentially shows (cf. [16] Prop. 1.8) that there exists a (necessarily unique) * -homomorphism ε: A → C such that ε(u ij ) = δ ij and that A becomes a Hopf * -algebra with comultiplication ∆, counit ε and antipode S. In [16] the notation A, A, Φ, e, κ is used instead of our B, A, ∆, ε, S, respectively. Note that the above * -algebra A is very close to what we have defined as a CMQG algebra (cf. [2.3] ). However, it is not postulated and not yet obvious in the beginning of [16] that the corepresentations u and u ′ are unitarizable. A central result in the paper (see [16] Theorem 4.2) is the existence of a state (normalized positive linear functional) h on the C * -algebra B such that (h⊗ id)•∆(a) = h(a) 1 = (id ⊗ h)•∆(a) for all a ∈ B. This state is necessarily unique and it is faithful on A. Then h may be called the Haar functional.
Woronowicz [16] §2 defines a representation of the compact matrix quantum group (B, u) on a finite-dimensional vector space V as a linear mapping t: V → V ⊗B such that (t⊗id)•t = (id⊗∆)•t. If t(v) = 0 implies v = 0 then the representation is called non-degenerate and if t(V ) ⊂ V ⊗ A then the representation is called smooth. A smooth representation is non-degenerate iff (id ⊗ ε) • t = id. Thus corepresentations of A on finite-dimensional vector spaces, as defined in §1 of the present paper, correspond to nondegenerate smooth representations of (B, u) in [16] .
As a consequence of the existence of the Haar functional, it is shown in [16] Theorem 5.2, Prop. 3.2 that nondegenerate smooth representations of (B, u) are unitarizable. This implies that the dense * -algebra A of B is a CMQG algebra.
Conversely, if we start with a CMQG algebra A with fundamental corepresentation u as in
