An overview of the detector requirements for WET photometry is given, including discussion of why CCD usage has not been attractive for WET until comparatively recently. Initial CCD usage by WET is described along with a comparison of results from CCD photometry programs applied to the same data. It was found that a CCD on a 0.75 m telescope provided data which were almost as good as a photomultiplier tube results on a 1.9 m telescope. Aperture photometry was generally found to be in agreement with theoretical expectation, as well as being more precise than point spread function fitting. This latter result is surprising and not understood, though it is possible that coding problems are responsible.
INTRODUCTION
The traditional detector for time series photometry of rapid variable stars has been the photomnltiplier tube (PMT). This is because sampling times of as short as a few seconds are required, and because astronomical objects which vary rapidly are usually blue in colour: e.g. pulsating white dwarfs and subdwarfs, cataclysmic variables, rapidly oscillating Ap stars. Even flare stars, which are usually Μ dwarfs, are most prominent when flaring in the Balmer continuum. Thus the revolution which occurred in the early 1980s and resulted in the CCD becoming the detector of choice for essentially all of optical astronomy has had little impact on the study of rapid variables. The reasons for this revolution are worth re-iterating: CCDs have much higher quantum efficiency in most of the optical region compared to photomultiplier tubes (nowadays by a factor of two or more), sky background subtraction is far superior, especially in crowded regions, and the advantages of an area detector compared to a "single pixel" detector are obvious.
The reasons for the CCD revolution bypassing the study of rapid variable stars is also worth mentioning. Firstly, it is only in the last few vears that CCDs have had quantum efficiency in the UV (< 4000 A) comparable or greater than that of PMTs. Indeed, most of the first generation of CCDs had no sensitivity at all below 4000 Ä. Secondly, CCDs have traditionally required a substantial time to readout, at least 10 s or more. Faster readout is, of course, possible in video cameras, but a huge increase in readout noise is the penalty that has to be paid. Thirdly, CCDs were "high-tech" equipment requiring sophisticated technical expertise, whereas the technology required to operate photomultipliers is less complex. As most early CCDs were cooled by liquid nitrogen, adding cryogenics to the range of technology needing to be mastered, considerable bulkiness in the instrument package was a consequence. At the inception of the WET in 1988 with compact travelling photometers, it would have been unthinkable to consider CCDs as detectors.
Technological improvements to CCDs have proceeded apace so that CCDs are now within reach of many amateur astronomers (at the time of writing, for example, Sky & Telescope is offering an adaptive optics double-CCD system for amateurs). UV quantum efficiency is now routinely better than that of PMTs; readout rates have increased so that 1 s exposures with low readout noise are now feasible; data storage with sufficient capacity to hold time series CCD frames is cheaply available; Peltier cooling of CCDs is now routinely performed. We have been using CCDs for a number of years now, both for our own non-WET time-series photometry, as well as in the more traditional astronomical applications where exposures of tens of minutes are performed.
With this increase in our understanding of CCDs, it has been natural for us to consider how to apply them in the context of WET. We are not, of course, the first to use CCDs for time-series photometry. The first CCD photometer of this kind of which we are aware was described in Stover (1987) ; it even included a comparison with photomultiplier data by one R. E. Nather. Abbott & Opal (1988) was another early contribution. Further comparisons and analyses of CCDs and PMTs for time-series photometry appear in Abbott L· Kleinman (1994) and O'Donoghue (1995) . The theoretical limits of CCD time-series photometry are described (and reached!) in an impressive series of papers by Gilliland, Brown and their collaborators (Gilliland et al. 1993 and references therein) . A useful analysis of noise in CCD photometry is presented in Howell (1992) .
WET CCD USAGE
The first experiment in time-series CCD photometry during a WET run occurred during 1998 April/May. During that run, XCOV16, similar CCD cameras were mounted on the SAAO 0.75 m telescope and the LNA 0.6 m telescope. At the same time, photomultiplier tube-based photometers were attached to the SAAO 1.9 m telescope and the LNA 1.6 m telescope. During XCOV17 and XCOV18, further use of CCDs has been made. Usage during XCOV17 is described elsewhere in these proceedings. This paper will restrict itself to the analysis of the data obtained in XCOV16. Further details of these runs can be found at http://wet.iitap.iastate.edu
The target star during XCOV16 was BPM 37093, a DAV. Due to poor weather in Brazil, comparatively little PMT data was acquired so comparison of CCD and PMT performance from this site are rather limited. On the other hand, SAAO enjoyed several nights of good photometric weather so many hours of simultaneous CCD and PMT data are available. This paper will further restrict itself to comparison of the SAAO data.
The CCD cameras that were used were purchased from Wright Instruments in the UK. They are Peltier-cooled cameras with thinned, back-illuminated CCD chips. The thinning and backillumination provide excellent UV quantum efficiency. Dark noise in a 10-s exposure is negligible and the readout noise is roughly 10e _ /pix.
PHOTOMETRIC TECHNIQUES
Both CCD and PMT detectors were used with no filter in the star beam. The PMT data were reduced using the usual WET techniques. The CCD data were first reduced using an adaptation of the CCD photometry package Dophot (Shechter, Mateo & Saha 1993) . It should be emphasised that the version used is an adaptation, so that no comment on the accuracy of the original code should be construed from the following discussion. To emphasize the distinction, the adapted code will be called Duphot. From almost the first few frames of the first light curve, it became apparent to the observers (DOD & JK) that the light curve extracted for the target star BPM 37093 was considerably poorer in quality than expected. Interestingly, the number of photons gathered on the 0.75 m plus CCD was found to be about 75 per cent of that gathered by the 1.9 m plus PMT. Similar photon detection improvements have been reported by Abbott & Kleinman (1994) and O'Donoghue (1995) . Part of the gain is due to the extended wavelength range afforded by the CCD, but part is also due to the substantially greater quantum efficiency mentioned above. Despite this impressive photon counting rate, the quality of the photometry extracted from Duphot was substantially worse than expected (as described by Howell 1992) . After many months of investigation, it turned out that modifications to the noise model were responsible. These modifications were made to enable point spread function (PSF) fitting on very bright stars to converge (where the analytic PSF is a poor model for the observed PSF). As soon as the modifications mentioned were removed, the quality of the CCD photometry improved dramatically.
As a result of this experience, it was decided to experiment with a selection of CCD photometry programs on the same data set to determine how well each performed. The programs used were:
1. The IRAF aperture photometry task apphot in the digiphot package.
2. An adaptation of the Daophot program made by one of us (JK). Again, we emphasize that the results we report cannot be attributed to Daophot as supplied by Stetson (1992) , as modifications to the code have been made which may affect the quality of the results. This code will simply be called JK.
3. The Duphot program already mentioned.
4. An aperture photometry program written by one of us (CP) and based on Kron (1980) . This program is called photkron.
A set of frames corresponding to the time-series obtained on one night was selected. This run, called al47, was obtained on 1998 April 30/May 1 in good seeing and photometric conditions. Altogether 3320 exposures of 10 s duration were obtained which were debiased, cleaned and flatfielded using standard techniques. This will be called the "standard 1 ' data set. It is thus called because it is hoped that these CCD frames may become a standard data set on which any person may "try out" their software. The CCD photometry was extracted differentially compared to the same three comparison stars for all the CCD programs.
RESULTS
The results are shown in Fig. 1 . Obviously the goal is to obtain light curves in which the scatter, except for the ~ 600 s oscillations which are intrinsic to the star, is as small as possible. Although the scale is small, it is clear that there are differences in scatter amongst the five time series shown in Fig. 1 . This is perhaps best appreciated by viewing the plot from the side at an oblique angle so that the eye looks along each light curve. Each curve has been displaced vertically by a multiple of 0.05 for clarity. The 1.9 m PMT data at the top have the lowest scatter. However, the aperture photometry programs IRAF and photkron (2nd and 3rd from the top) gave essentially identical and very good quality results considering they were obtained from only a 0.75 m telescope. These programs were executed with a radius of 5 pix for the object aperture, and an annulus from 8 to 11 pixels distant from the centre of the object was used to estimate the sky background.
The Duphot results, 4th from the top, are clearly the worst, especially in the first and third panels. The removal of the modifications alluded to above certainly improved the quality of the photometry, but it still falls short of the quality achieved by the aperture photometry programs. The bottom curve from the JK program, a PSFfitting program like Duphot, is better than the Duphot curve, but a little worse than the aperture photometry programs. Fig. 1 . Plot of the time-series CCD photometry extracted from the central 6h of the standard data set, along with the simultaneous 1.9 m PMT data. The ordinate is fractional intensity and the abscissa is in sec. Each curve has been displaced up or down by multiples of 0.05 for clarity. The gap in the third light curve in the first panel was due to technical problems whose solution we did not pursue. See text for other details.
Photkron r=5 s=8-14 comp=245 (fixed) Fig. 2 . Plot of the standard deviation of the time-series CCD photometry extracted with Photkron for the twenty brightest stars in the standard data set versus the brightness of the corresponding star. The ordinate is logarithmic and the abscissa mag scale has an arbitrary zero pt. Each plotted point corresponds to a specific star. The solid line gives an estimate of the total noise expected as described in the text, and the other lines show the various contributions to the noise as indicated by the legend.
The target star in the standard data set is the brightest star in the frame. The star is so bright, in fact, that with moderate apertures, readout noise and sky background noise (Howell 1992) should have a negligible effect on the scatter, which should be virtually entirely due to photon noise and intrinsic variability. In order to see how the programs perform on fainter stars, time-series photometry was extracted for twenty other stars in the field. The same three comparisons stars were used for differential photometry. The resulting light curve for each star was smoothed with a 3000-s running mean which had the effect of removing residual low frequency trends. The reason for this procedure is that in addition to CCD measurement error, the data are subject to low frequency noise due to atmospheric transparency variations, as well as differential atmospheric extinction due to the different colour of the comparison stars and any given field star. Clearly, in an exercise to assess CCD instrument performance and photometry extraction, it is the high frequency or point-to-point scatter that is the focus of attention. With the low frequency trends removed, the standard deviation of the mean was used as a measure of the scatter in the resulting light curves.
It is also extremely useful to have an estimate of the noise expected on the basis of the measured brightness of the star and the known noise performance of the instrument. Using an approach similar to that described by Howell (1992) , estimates for the expected noise were made taking into account photon noise and readout noise on the estimates of both object and sky, as well as the effect of sky subtraction on the object aperture.
The results are shown in Fig. 2 : logarithm (base 10) of the standard deviation is plotted as the ordinate, apparent mag of the star (with an arbitrary zero point) is plotted as the abscissa. Each of the twenty stars is shown as a filled point in the plot. The solid line shows the expected noise as just described; the other lines show the component sources of noise as indicated in the legend. As mentioned, the target star, BPM 37093, is the brightest star in the field of the standard data set, and it appears as the leftmost point lying above the solid line. The extra scatter due to the intrinsic pulsations has not been removed, which is why the point lies so far above the solid line. The next three stars, which appear very close to the solid line at mag -10 or brighter, are the comparison stars. They appear below the solid line because their brightnesses have also been differentially corrected (by a weighted sum of themselves), so their scatter has been artificially suppressed. The remaining sixteen stars have fainter magnitudes and, of course, larger scatter. Note, however, that they lie close to the solid line indicating that the measured noise conforms to the expected noise (that the former is, in fact, slightly smaller than the latter probably indicates that the expected noise calculation has small inaccuracies, perhaps arising from the estimation of CCD gain or readout noise). Note, also, that at the bright end, sky and readout noise is a negligible contributor to the photon noise; at fainter magnitudes, the dotted line lies above the dot-dashed line, showing that sky background is a more significant source of noise than readout noise. It is clear that the measured noise for the stars in Fig. 3 is larger than in Fig. 2 . Careful measurement shows a difference of 0.12 in the logarithm, but this translates to a 32 per cent increase in noise. Thus, even at the faint end where it might be expected that PSF fitting would perform better than aperture photometry, the noise from photometry from the photkron program is smaller than from Duphot. Fig. 4 shows the effect of using different sized apertures. As expected from the conclusion that sky noise is important (see also the discussion in Howell 1992), a smaller aperture gives lower scatter at the faint end: the top panel of Fig. 4 shows results when using an object aperture of radius 5 pix, the lower panel is for an object aperture of radius 3 pix. Interestingly, the noise in the target star is slightly larger in the smaller aperture case, presumably because of loss of light from the aperture which is not compensated by the comparison stars. This is a small effect though.
Ant's IRAF apphot r=5 s=8-11 comp=245
Ant's IRAF apphot r=3 comp=245 Fig. 4 . As for Fig. 2 except that the photometry is from IRAF. In the top panel an object aperture of radius 5 pix is used whereas in the bottom panel an object aperture of radius 3 pix is used.
CONCLUSIONS
It is clear from the above results that CCDs are potentially much superior to PMTs: a CCD on a 0.75 m telescope produced data almost as good as that provided by a PMT on a 1.9 m telescope. Kanaan (these Proceedings) will show a comparison of the amplitude spectra from the PMT and CCD data in which some differences in amplitudes were found. As described by Kleinman & O'Donoghue (these Proceedings), the future of WET instrumentation lies with CCDs, but the different responses of the two detectors will be a problem when the two kinds of data have to be mixed.
It is surprising that aperture photometry appears to be so much better than the two PSF fitting programs tried out here. It might be expected that a method in which a model is fitted to the data with pixels weighted according to the flux from the star should be superior to a simple addition of pixels in an object aperture. The reasons for the poor performance of the PSF method are not known. We can not rule out that coding problems are responsible, though any such effects would have to be compromising two independent codes. This point is certainly worthy of further investigation.
