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EINLEITUNG
Als ich im Jahre 2011 Diplomand war, teilte ich ein Bu¨ro mit meinem Betreuer, einem damaligen Dok-
toranden der Arbeitsgruppe, in der ich meine Diplomarbeit schrieb. Mein Betreuer forschte auf dem
Gebiet der Quantenoptik. Eines Tages suchte ein uns fremder Doktorand einer ingenieurwissenschaftli-
chen Fakulta¨t unserer Universita¨t unser Bu¨ro auf und trat an meinen Betreuer mit einer fachlichen Frage
heran. Nachdem diese gekla¨rt war, stellte er noch eine weitere und brisante Frage an meinen Betreuer.
Diese lautete: ”Glaubst Du an die Existenz des Photons?“
Da diese Frage derartig gestellt eher einen metaphysischen, als einen physikalischen Charakter auf-
weist, la¨sst sich heute wie damals u¨ber diese Frage nicht abschließend eindeutig entscheiden. Es ist
jedoch eine Tatsache, dass sich die Grundannahme, das elektromagnetische Feld sei gequantelt, in vie-
len physikalischen Theorien als u¨beraus erfolgreich erwiesen hat, um den Ausgang vieler Experimente
korrekt zu beschreiben. Dies begann von etwa 110 Jahren, als es Albert Einstein 1905 gelang mit Hilfe
seiner Licht-Quanten-Hypothese den lichtelektrischen Effekt zu erkla¨ren1 [2].
Es ist heute unbestritten, dass das Photon aus physikalischer Sicht existiert. Mehr noch: Das in
den letzten Dekaden seit Einsteins Hypothese gewachsene Versta¨ndnis der mikroskopischen Natur des
Lichts und seiner Wechselwirkung mit Materie ging mit einem solchen technischen Fortschritt einher,
dass die deutsche Bundesregierung 2010 auf ihrer Homepage einen Artikel mit dem Titel ”Optische
Technologien: Jahrhundert des Photons“ [3] vero¨ffentlichte.
Ein weiteres Feld der Physik, das insbesondere in den letzten zwei Dekaden einen enormen Auftrieb
erfahren hat, ist die Quanteninformationsverarbeitung [4]. Forscher, die auf diesem Gebiet arbeiten,
versuchen gezielt die Quanteneigenschaften mikroskopischer, physikalischer Systeme zu kontrollieren,
um so neuartige Verfahren der Informationsverarbeitung zu implementieren. Diese Verfahren lassen sich
nicht mit Hilfe physikalischer Systeme implementieren, deren ”Funktionsweise“ auch mit Hilfe eines
klassischen physikalischen Systems realisiert werden ko¨nnte. Die zu klassischen Bits korrespondie-
renden Basiseinheiten der Quanteninformationsverarbeitung sind die sogenannten Qubits [5]. Solche
Qubits sind physikalisch gesehen nichts anderes als quantenmechanische Zweiniveausysteme (2NS),
die allerdings auch mit Hilfe anderer quantenmechanischer Mehrniveausysteme realisiert werden ko¨n-
nen [6].
Um in quanteninformationsverarbeitenden Systemen wie in einem klassischen Netzwerk verschie-
dene Netzwerkknoten zu verbinden, bietet sich das Photon als Transmitter an [7]. Ein Photon kann
zum Beispiel u¨ber eindimensionale (1D) Wellenleiter von einem Netzwerkknoten zum na¨chsten gefu¨hrt
werden, um dort die ”Quanteninformationen“ zum Beispiel in seine Polarisationszusta¨nde kodiert ”auf-
zunehmen“ beziehungsweise wieder an einen Netzwerkknoten ”abzugeben“. Hierzu mu¨ssen allerdings
die grundlegenden Pha¨nomene der Wechselwirkung von einzelnen Photonen mit anderen Quantensys-
temen in einer 1D Umgebung bekannt und verstanden sein.
1Inwieweit die Licht-Quanten-Hypothese verwertet werden muss, um den lichtelektrischen Effekt korrekt zu beschreiben,
wird in Referenz [1] diskutiert.
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Einleitung
Die Wellenleiterquantenelektrodynamik (WQED) ist das Gebiet der Physik, das sich mit der Be-
schreibung des Transports von Photonen in Wellenleitern und der Wechselwirkung dieser Photonen mit
anderen, an den Wellenleiter gekoppelten, lokalen Quantensystemen bescha¨ftigt. Somit ist der Erfolg
bei der Realisierung quanteninformationsverarbeitender Netzwerke unabdingbar mit dem Erfolg der
Grundlagenforschung auf dem Gebiet der WQED verknu¨pft.
In der vorliegenden Dissertation werden physikalische Pha¨nomene in WQED Systemen bestehend
aus 1D Wellenleitern mit eingebetteten quantenmechanischen Mehrniveausystemen mittels hauptsa¨ch-
lich numerischer und teilweise analytischer Methoden theoretisch untersucht. Die Dissertation ist fol-
gendermaßen gegliedert:
In Kapitel 1 pra¨sentiere ich die Grundlagen der WQED, insoweit sie fu¨r das Versta¨ndnis der nachfol-
genden Kapitel vonno¨ten sind. Dabei beschreibe ich insbesondere die Modellierung der Kopplung des
quantisierten, elektromagnetischen Feldes im 1D Wellenleiter mit verschiedenen Arten von quanten-
mechanischen Mehrniveausystemen. In Kapitel 2 beschreibe ich, auf welche Weise ich das fu¨r die Stu-
dien in dieser Arbeit hauptsa¨chlich verwendete Programm zur Simulation zeitabha¨ngiger Pha¨nomene
in WQED implementiert habe. Die Performanz des Programms wird anhand numerischer Experimente
getestet.
Von Ergebnissen der Untersuchungen zum Transport einzelner Photonen in 1D Wellenleitern mit
eingebetteten Dreiniveausystemen (3NS) handelt Kapitel 3. Dabei sind die Fa¨lle, in denen ein U¨bergang
des 3NS von einem klassischen, elektromagnetischen Feld getrieben wird, von den ungetriebenen zu
unterscheiden. In dem Kapitel werden beide Situationen untersucht.
In Kapitel 4 zeige ich, wie der Formalismus der Schmidt-Zerlegung aufWQED Systeme anzuwenden
ist, um mit dessen Hilfe den Verschra¨nkungsgrad zwischen einem quantenmechanischen Mehrniveau-
system und dem Licht in einem 1D Wellenleiter quantitativ zu bestimmen. Ich untersuche in diesem
Kapitel den Einfluss der Form eines Einzelphotonwellenpakets, das im Wellenleiter an einem 3NS ge-
streut wird, auf den Grad der bei dieser Streuung erzeugten Verschra¨nkung zwischen 3NS und dem
Photon im Wellenleiter.
Kapitel 5 behandelt die Emissionsdynamik zweier 2NS, die an verschiedenen Orten in einen 1D
Wellenleiter eingebettet sind. Dazu stelle ich im Fall, dass zuna¨chst ein 2NS angeregt ist, den Fall
starker Kopplung zwischen 2NS und Wellenleiter dem Fall schwacher Kopplung gegenu¨ber. Außerdem
untersuche ich Pha¨nomene, die bei der kollektiven Emission der beiden 2NS insbesondere im Hinblick
auf die Eindimensionalita¨t des betrachteten Systems, auftreten.
Abschließend fasse ich in Kapitel 6 die Ergebnisse aus den vorangegangenen Kapiteln dieser Disser-
tation zusammen. Ich beleuchte außerdem in einem Ausblick Ansa¨tze zur Fortfu¨hrung der mit dieser
Arbeit auf dem Gebiet der WQED begonnenen Forschungsprojekte.
vi
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KAPITEL 1
GRUNDLAGEN DER WELLENLEITER-
QUANTENELEKTRODYNAMIK
In diesem Kapitel pra¨sentiere ich die Grundlagen der WQED, also der Quantentheorie der
elektromagnetischen Strahlung in eindimensionalen Wellenleitern in Wechselwirkung mit
einzelnen Mehrniveauquantensystemen. Hierzu gehe ich zuna¨chst von der klassischen Feld-
theorie der elektromagnetischen Strahlung in einem Dielektrikum aus, die ich kanonisch
quantisiere. Dann diskutiere ich einige Eigenschaften des quantisierten elektromagnetischen
Feldes und seiner Energieeigenzusta¨nde.
Im na¨chsten Schritt modelliere ich die Wechselwirkung des elektromagnetischen Feldes
mit anderen Quantensystemen im Rahmen der Dipolkopplung und innerhalb der Drehwel-
lenna¨herung. Ich gehe auf die einfachsten quantenmechanischen Mehrniveausysteme, die
Zwei- und Dreiniveausysteme, ein und illustriere im letzten Abschnitt die quantenmecha-
nische Beschreibung eines eindimensionalen Wellenleiters.
1.1 Klassische Elektrodynamik dielektrischer Materialien auf
makroskopischen Raumskalen
1.1.1 Die Maxwell’schen Gleichungen
Die Grundlage der klassische Elektrodynamik sind die Maxwell’schen Gleichungen. Zur Beschreibung
elektromagnetischer Felder auf ra¨umlich makroskopischer Skala in Abwesenheit freier Ladungen und
Stro¨me lauten die Maxwell‘schen Gleichungen [8]:
∇ ·D(r, t) = 0 , (1.1a)
∇ ·B(r, t) = 0 , (1.1b)
∇×E(r, t) = −∂tB(r, t) , (1.1c)
∇×H(r, t) = +∂tD(r, t) . (1.1d)
Hierbei ist D(r, t) die dielektrische Verschiebungsdichte, B(r, t) die magnetische Flussdichte, E(r, t)
das elektrische undH(r, t) das magnetische Feld.
1
1 Grundlagen der Wellenleiterquantenelektrodynamik
Im Folgenden beschra¨nke ich mich auf verlustlose, nichtdispersive, lineare, nichtmagnetische und
isotrope Dielektrika. Somit sind die dielektrische Verschiebungsdichte D(r, t) und die magnetische
Flussdichte B(r, t) u¨ber die Beziehungen
D(r, t) = ε0ε(r)E(r, t) , (1.2a)
H(r, t) =
1
µ0
B(r, t) , (1.2b)
mit dem elektrischen Feld E(r, t) beziehungsweise dem magnetischen Feld H(r, t) verknu¨pft [9]. In
Gleichung (1.2) ist ε(r) mit |ε(r)| > 0 ∀ r die rein reellwertige, relative dielektrische Funktion1, ε0 die
Vakuumpermittivita¨t [11] und µ0 die Vakuumpermeabilita¨t [11]. Aus den Gleichungen (1.1c), (1.1d)
und (1.2) lassen sich Wellengleichungen fu¨r die Felder E(r, t) und B(r, t) herleiten:
ε0∂
2
tB(r, t) +∇×
(
∇×B(r, t)
µ0ε(r)
)
= 0 , (1.3a)
1
c20
∂2tE(r, t) +
∇× (∇×E(r, t))
ε(r)
= 0 , (1.3b)
mit der Vakuumlichtgeschwindigkeit c0 =
(
ε0µ0
)− 1
2 [11].
Analog zum Vorgehen in der Elektrostatik ist es u¨blich, E(r, t) und B(r, t) in Abha¨ngigkeit eines
skalaren Potentials Φ(r, t) und eines VektorpotentialA(r, t) auszudru¨cken:
B(r, t) =∇×A(r, t) , (1.4a)
E(r, t) = −∇Φ(r, t)− ∂tA(r, t) . (1.4b)
Die Definition von Φ(r, t) und A(r, t) in den Gleichung (1.4) bestimmt diese beiden Potentialfelder
nicht eindeutig, sondern entha¨lt Eichfreiheiten in der Wahl vonA(r, t) und Φ(r, t) . Ich wa¨hle aufgrund
der Abwesenheit freier Ladungen eine auf verlustlose, nichtdispersive, lineare, nichtmagnetische und
isotrope Dielektrika verallgemeinerte Variante der Coulomb-Eichung [9]
∇ · (ε(r)A(r, t)) = 0 , (1.5a)
Φ(r, t) = 0 . (1.5b)
Mit den Gleichungen (1.2), (1.4) und (1.5) werden die Maxwell’schen Gleichungen (1.1) reduziert auf
eine Bewegungsgleichung fu¨r das Vektorpotential
ε0∂
2
tA(r, t) +
∇× (∇×A(r, t))
µ0ε(r)
= 0 (1.6a)
⇔ ε0ε(r)∂2tA(r, t) +
∇× (∇×A(r, t))
µ0
= 0 . (1.6b)
1Ein rein reelles und zeitunabha¨ngiges ε(r) ̸= 1 verletzt die Kramers-Kronig-Relationen [8] und ist somit streng genommen
nicht kausal. Dies liegt daran, dass ich mich hier auf verlustlose und nichtdispersive Dielektrika beschra¨nkt habe, wobei
Verlustlosigkeit Im(ε(r, t)) = 0 impliziert. Im Allgemeinen sind diese zwei Annahmen unphysikalisch. Allerdings wei-
sen manche in der experimentellen Optik oft verwendete Materialien, wie zum Beispiel BK7-Glas [10], in einem breiten
Wellenla¨ngenbereich eine dielektrische Funktion mit nahezu konstantem Real- und nahezu verschwindenden Imagina¨rteil
auf. Wenn man sich auf diesen Wellenla¨ngenbereich beschra¨nkt, sind diese Materialien kaum dispersiv und nahezu ver-
lustlos. Beim BK7-Glas ist dies fu¨r Wellenla¨ngen von circa 370nm bis etwa 1500nm gegeben. In diesem Bereich gilt fu¨r
dieses Glas 1.5354 ≤ Re(ε) ≤ 1.5013, wa¨hrend fu¨r den Imagina¨rteil Im(ε) ≈ 10−8 gilt [10].
2
1.1 Klassische Elektrodynamik dielektrischer Materialien auf makroskopischen Raumskalen
Das VektorpotentialA(r, t) folgt also in der gewa¨hlten Eichung formal derselben Bewegungsgleichung
wie das elektrische Feld in Gleichung (1.3b). Gleichzeitig ergibt sich durch die Anwendung der Ro-
tation∇× auf Gleichung (1.6a) und mit Gleichung (1.4a) die Wellengleichung (1.3a) fu¨r B(r, t). Die
Umformung zu Gleichung (1.6b) habe ich vorgenommen, um im Folgenden die Hamiltonfunktion des
elektromagnetischen Feldes in ihrer konventionellen Form angeben ko¨nnen.
1.1.2 Die Langrangedichte und die Hamiltonfunktion des elektromagnetischen
Feldes
Die Langrangedichte2
L ≡ ε0ε(r)
2
∣∣∂tA(r, t)∣∣2− 1
2µ0
∣∣∇×A(r, t)∣∣2 , (1.7)
fu¨hrt mit Hilfe der komponentenweise auszuwertenden Euler-Lagrange-Gleichung [12]
∂L
∂Ai(r, t)
−
∑
j=1,2,3
∂j
∂L
∂
[
∂jAi(r, t)
] − ∂t ∂L
∂
[
∂tAi(r, t)
] = 0 (i = 1, 2, 3) , (1.8)
auf die Bewegungsgleichung (1.6b). Das zur Feldkomponente Ai(r, t) kanonisch konjugierte Feld
Πi(r, t) ergibt sich zu
Πi(r, t) =
∂L
∂
[
∂tAi(r, t)
] = ε0ε(r)∂tAi(r, t) (1.2a)=
(1.4b)(1.5b)
−Di(r, t) . (1.9)
Die Gro¨ßeDi(r, t) ist hierbei die i-te Komponente der dielektrischen VerschiebungsdichteD(r, t) .Mit
den Gleichungen (1.7) und (1.9) la¨sst sich nun mit Hilfe einer Legendretransformation die Hamilton-
funktion3 des elektromagnetischen Feldes im Volumen V des betrachteten Mediums angeben
H˜EM =
∫
V
d3r
 ∑
i=1,2,3
Πi(r, t)∂tAi(r, t)−L

(1.7)(1.9)
=
1
2
∫
V
d3r
(
1
ε0ε(r)
∣∣Π(r, t)∣∣2 + 1
µ0
∣∣∇×A(r, t)∣∣2) . (1.10)
1.1.3 Die Poissonklammern in der verallgemeinerten Coulomb-Eichung
Zur kanonischen Quantisierung der Feldtheorie beno¨tige ich die Poissonklammern der kanonisch kon-
jugierten FelderA(r, t) undΠ(r, t) [12]. Hierzu muss ich die Eichbedingungen (1.5) beru¨cksichtigen,
2 Eine Lagrangedichte ha¨ngt im Allgemeinen von den zu beschreibenden Feldern, deren partiellen Zeitableitungen und
Gradienten ab [12]. In unserem Fall sind die zu beschreibenden Felder die drei Komponenten von A(r, t) . Zu Gunsten
der besseren U¨bersicht werden die neun Argumente unserer Lagrangedichte hier und im Folgenden weggelassen.
3Fu¨r die Hamiltonfunktion HEM gelten die gleichen funktionalen Abha¨ngigkeiten, wie fu¨r die Lagrangedichte L (siehe
Fußnote 2) mit Ausnahme der Feldgradienten, die durch die Integration u¨ber den R3 wegfallen. Die Argumente von HEM
lasse ich auch hier zur besseren U¨bersichtlichkeit weg.
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welche die Unabha¨ngigkeit der Komponenten vonA(r, t) aufhebt. Demnach verschwindet die folgende
Poissonklammer:
0 =
{
∇ · (ε(r)A(r, t)),Πj(r′, t)} = ∑
i=1,2,3
∂i
(
ε(r)
{
Ai(r, t),Πj(r
′, t)
})
. (1.11)
An Gleichung (1.11) la¨sst sich erkennen, dass{
Ai(r, t),Πj(r
′, t)
}
̸= δijδ(3)
(
r− r′
)
,
mit der dreidimensionalen δ-Distribution δ(3)
(
r− r′
)
und dem Kroneckersymbol δij . Stattdessen gilt
hier [9, 12] {
Ai(r, t),Πj(r
′, t)
}
=
δ
(3)
⊥ij
(
r− r′
)
ε(r)
≡ δ(ε)⊥ij
(
r− r′
)
, (1.12)
mit der transversalen δ-Distribution δ(3)⊥ij
(
r− r′
)
. Die Definition, sowie einige wichtige Eigenschaf-
ten dieser Distribution habe ich im Anhang A.1 aufgelistet. Mit Gleichung (1.12) wird die Gu¨ltigkeit
von Gleichung (1.11) sichergestellt, da nach Gleichung (A.9)∑
i=1,2,3
∂i δ
(3)
⊥ij
(
r− r′
)
= 0 . (1.13)
1.2 Quantisierung des elektromagnetischen Feldes
1.2.1 Die Kommutatorrelationen und der Hamiltonoperator HˆEM des freien Feldes
Zum U¨bergang zur bosonischen Quantenfeldtheorie im Heisenbergbild wende ich das Korrespondenz-
prinzip [13] an und ersetze konjugierte Felder durch Feldoperatoren und die Poissonklammer in Glei-
chung (1.12) durch den entsprechenden Kommutator4:[
Aˆi(r, t), Πˆj(r
′, t)
]
= iℏδε⊥ij
(
r− r′
)
, (1.14a)[
Aˆi(r, t), Aˆj(r
′, t)
]
=
[
Πˆi(r, t), Πˆj(r
′, t)
]
= 0 . (1.14b)
Der Hamiltonoperator des freien elektromagnetischen Feldes im betrachtetem Medium ergibt sich aus-
gedru¨ckt durch die Feldoperatoren zu
ˆ˜HEM
(1.10)
=
1
2
∫
V
d3r
(
1
ε0ε(r)
∣∣∣Πˆ(r, t)∣∣∣2 + 1
µ0
∣∣∣∇× Aˆ(r, t)∣∣∣2) . (1.15)
4Die Wahl der bosonischen Quantisierung des elektromagnetischen Feldes mag auf den ersten Blick willku¨rlich erscheinen.
Die fermionische Quantisierung durch den Austausch der Poissonklammer aus Gleichung (1.12) durch den entsprechenden
Antikommutator fu¨hrt jedoch schon bei der Quantisierung des elektromagnetischen Feldes in Vakuum zur Verletzung
der Mikrokausalita¨t, siehe zum Beispiel Referenz [12]. Daher wa¨hle ich die bosonische Quantisierung, trotz der bereits
vorhandenen Defizite des hier vorgestellten Modells bezu¨glich Kausalita¨t, siehe Fußnote 1.
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1.2.2 Entwicklung der Feldoperatoren in Feldeigenmoden des
Hamiltonoperators HˆEM
In mit den Kreisfrequenzen ων assoziierten Feldeigenmoden fν (r) ausgedru¨ckt lautet der Feldopera-
tor Aˆ(r, t)
Aˆ(r, t) =
∑
ν
√
ℏ
2ε0ωνV
(
aˆν(t)fν (r) + aˆ
†
ν(t)f
∗
ν (r)
)
, (1.16)
mit ℏ, dem reduzierten Planck’schenWirkungsquantum [11]. Diese fν (r)mu¨ssen nach Gleichung (1.6a)
die Eigenwertgleichung
ω2ν
c20
fν (r) =
1
ε(r)
∇× (∇× fν (r)) , (1.17)
mit dem Eigenwert ω2ν/c
2
0, sowie die Eichbedingung Gleichung (1.5a) [9, 14]
∇ · (ε(r)fν (r)) = 0 , (1.18)
erfu¨llen. Somit sind die Komponenten dieser Eigenmoden nicht unabha¨ngig voneinander, sondern es
gilt ∑
ν
[fν (r)]i[f
∗
ν (r
′)]j =
V
ε(r′)
δε⊥ij
(
r− r′
)
. (1.19)
Die fν (r) sind unter der Wahl angemessener Randbedingungen
5 orthogonal bezu¨glich des Skalarpro-
duktes
1
V
∫
V
d3r ε(r)fν (r) · f∗ν′(r) = δνν′ . (1.20)
Die Wellengleichung (1.6) ist invariant unter Zeitumkehr [15]. Diese Symmetrie manifestiert sich in
den Modenfunktionen fν (r) dadurch, dass sich unter allen Modenfunktionen immer auch die komplex
Konjugierte einer bestimmten Modenfunktion finden la¨sst, das heißt
f∗ν = fν′ ̸=ν . (1.21)
Weitere Eigenschaften der fν (r) ergeben sich aus der Entwicklung des Feldoperators Bˆ(r, t): Es gilt
nach Gleichung (1.4a)
Bˆ(r, t) =∇× Aˆ(r, t) =
∑
ν
√
ℏ
2ε0ωνV
(
aˆν(t)
(∇× fν (r))+ aˆ†ν(t) (∇× f∗ν (r))) . (1.22)
Der Operator Bˆ(r, t) erfu¨llt die Wellengleichung (1.3a), woraus sich zusammen mit Gleichung (1.22)
die Eigenwertgleichung
ω2ν
c20
f˜ν (r) =∇×
(
∇× f˜ν (r)
ε(r)
)
, (1.23)
5Geeignete Randbedingungen sind zum Beispiel periodische Randbedingungen, unter denen das Volumen V dem der
Wigner-Seitz-Zelle entspricht, oder Dirichlet-Randbedingungen, unter denen die fν (r) auf dem Rand des betrachteten
Volumens verschwinden.
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mit dem zu dem aus Gleichung (1.17) identischen Eigenwert ω2ν/c
2
0 ergibt, wobei die durch
f˜ν (r) =∇× fν (r) , (1.24)
definierten neuen Modenfunktionen mit der Einheit einer reziproken La¨nge behaftet sind. Die somit
dimensionsbehafteten Eigenfunktionen f˜ν (r) der Eigenwertgleichung (1.23) sind unter den gegebenen
Randbedingungen, siehe Fußnote 5, orthogonal bezu¨glich des Skalarproduktes
c20
ω2νV
∫
V
d3r f˜ν (r) · f˜∗ν′(r) = δνν′ . (1.25)
Die Herkunft des Skalierungsfaktors c20/ω
2
ν zeige ich mit Hilfe des ersten Green’schen Satzes fu¨r
Vektorfelder [16] in Anhang A.2.
Fu¨r die Entwicklung des kanonisch konjugierten Feldoperators ergibt sich
Πˆ(r, t)
(1.9)
= −iε(r)
∑
ν
√
ℏωνε0
2V
(
aˆν(t)fν (r)− aˆ†ν(t)f∗ν (r)
)
. (1.26)
Setzt man nun in den Hamiltonoperator aus Gleichung (1.15) die Entwicklungen der Feldoperatoren
aus den Gleichungen (1.22) und (1.26) ein und fu¨hrt die Volumenintegration in Gleichung (1.15) un-
ter Beru¨cksichtigung der Gleichungen (1.20), (1.21) und (1.25) aus, so ergibt sich die diagonale Form
von ˆ˜HEM
ˆ˜HEM =
∑
ν
ℏων
2
(
aˆν(t)aˆ
†
ν(t) + aˆ
†
ν(t)aˆν(t)
)
. (1.27)
Aus den Gleichungen (1.14) und (1.16) sowie (1.19) und (1.26) folgt, dass fu¨r die Operatoren aˆ†ν und
aˆν die bosonischen Vertauschungsrelationen [
aˆν(t), aˆ
†
ν′(t)
]
= δνν′ , (1.28a)[
aˆν(t), aˆν′(t)
]
=
[
aˆ†ν(t), aˆ
†
ν′(t)
]
= 0 , (1.28b)
gelten. Diese Operatoren folgen außerdem einer harmonischen Zeitentwicklung
aˆν(t) = e
−iωνt aˆν(0) , (1.29)
wie sich mit Hilfe der Heisenberg’schen Bewegungsgleichung [13] und den Gleichungen (1.27), (1.28a)
und (1.28b) zeigen la¨sst. Mit der Kommutatorrelation aus Gleichung (1.28a) ergibt Gleichung (1.27)
ˆ˜HEM =
∑
ν
ℏων
(
aˆ†ν(t)aˆν(t) +
1
2
)
(1.29)
=
∑
ν
ℏων
(
aˆ†ν(0)aˆν(0) +
1
2
)
. (1.30)
Der Hamiltonoperator ˆ˜HEM des freien elektromagnetischen Feldes ist also im Heisenbergbild zeitun-
abha¨ngig.
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1.3 Die Eigenzusta¨nde von HˆEM, die Grundzustandsenergie, Vakuum-
und andere Quantenfluktuationen
1.3.1 Fockzusta¨nde
Der Hamiltonoperator ˆ˜HEM aus Gleichung (1.27) ist aufgrund von Gleichung (1.29) weder explizit,
noch implizit zeitabha¨ngig. Ich betrachte in dieser Arbeit im Folgenden Operatoren und Zusta¨nde im
Schro¨dingerbild. Ausnahmen werden im Text an den entsprechenden Stellen explizit angegeben. Im
Schro¨dingerbild sind auch die Operatoren aˆ†ν und aˆν zeitunabha¨ngig. Die Dynamik eines quantenme-
chanischen Systems, beschrieben durch einen Hamiltonoperator Hˆ, im Zustand |Ψ(t0)〉 wird in diesem
Bild durch die Schro¨dingergleichung [13]
iℏ∂t|Ψ(t)〉 = Hˆ|Ψ(t)〉 , (1.31)
bestimmt. Der Ansatz |Ψ(t)〉 = exp(−iEt/ℏ) |E〉 u¨berfu¨hrt Gleichung (1.31) in eine Eigenwertglei-
chung fu¨r den Hamiltonoperator Hˆ
E |E〉 = Hˆ|E〉 , (1.32)
mit den mit Hˆ verknu¨pften stationa¨ren Eigenzusta¨nden |E〉 und Energieeigenwerten E .
Die Eigenzusta¨nde von ˆ˜HEM sind sa¨mtliche Produktzusta¨nde |nν〉 aus Energieeigenzusta¨nden
{|nν〉}
der einzelnen Feldmoden,
ˆ˜HEM|nν〉 = E˜nν |nν〉 , (1.33a)
wobei |nν〉 ≡ |n1, n2, n3, ...〉 ≡ |n1〉 ⊗ |n2〉 ⊗ |n3〉 ⊗ ... , (1.33b)
mit nν ∈ N0 und der Eigenenergie E˜nν , wobei
E˜nν =
∑
ν
E˜nν , (1.34a)
mit
ℏων
2
(
aˆν aˆ
†
ν + aˆ
†
ν aˆν
)
|nν〉 = E˜nν |nν〉 . (1.34b)
Diese Zusta¨nde werden Fockzusta¨nde genannt und sind bezu¨glich jeder Eigenmode orthonormiert
〈n1, n2, n3, ...|n′1, n′2, n′3, ...〉 = δn1n′1δn2n′2δn3n′3 ... . (1.35)
Die Operatoren aˆν und aˆ
†
ν wirken folgendermaßen auf die Fockzusta¨nde:
aˆν |..., nν−1, nν , nν+1, ...〉 =
√
nν |..., nν−1, nν − 1, nν+1, ...〉 , (1.36a)
aˆ†ν |..., nν−1, nν , nν+1, ...〉 =
√
nν + 1 |..., nν−1, nν + 1, nν+1, ...〉 . (1.36b)
Diese Relationen folgen aus der bosonischen Algebra, Gleichungen (1.28a) und (1.28b), der Operatoren
aˆ†ν und aˆν . Mit Gleichung (1.34) ergibt sich fu¨r die Eigenenergien E˜nν und somit fu¨r das Spektrum
von ˆ˜HEM
E˜nν =
∑
ν
ℏων
(
nν +
1
2
)
. (1.37)
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Die Operatoren aˆ†ν(t) und aˆν(t) sind nach den Gleichungen (1.36) und (1.37) die Erzeugungs- be-
ziehungsweise Vernichtungsoperatoren fu¨r elementare Anregungen des elektromagnetischen Feldes
- kurz: Photonen - in der entsprechenden Feldmode mit Subskript ν und Kreisfrequenz ων . Die Zahl nν
entspricht der Anzahl der Photonen der Mode ν in einem Fockzustand. Bemerkenswerterweise ver-
schwinden die Erwartungswerte des elektromagnetischen Feldes fu¨r Fockzusta¨nde
〈nν |Eˆ(r)|nν〉 = 〈nν |Dˆ(r)|nν〉 = 〈nν |Bˆ(r)|nν〉
= 〈nν |Hˆ(r)|nν〉 = 0 ∀ |nν〉 . (1.38)
1.3.2 Vakuumzustand und Vakuumfluktuationen
Die (nν + 1)-fache Anwendung von aˆν auf einen Zustand mit nν Photonen in Mode ν fu¨hrt auf den
Grundzustand dieser Mode. Der Grundzustand des elektromagnetischen Feldes ist wiederum der Pro-
duktzustand der Grundzusta¨nde aller Feldmoden. In ihm sind keine Photonen enthalten. Aus Glei-
chung (1.37) la¨sst sich die Energie E˜0 dieses Grundzustandes von
ˆ˜HEM entnehmen,
E˜0 =
∑
ν
ℏων
2
. (1.39)
Der korrespondierende Zustand
|0〉 ≡ |0, 0, 0, ...〉 , (1.40)
wird auch als Vakuumzustand bezeichnet.
Da die Anzahl der Moden des elektromagnetischen Feldes in einem ra¨umlich beschra¨nkten aber
ra¨umlich kontinuierlichen Medium - kurz Kontinuum - unendlich ist, divergieren die Eigenenergien
E˜nν aus Gleichung (1.37) und somit im Speziellen auch die Eigenenergie E˜0 des Vakuumzustandes
aus Gleichung (1.39). Die Eigenenergie des Zustandes, der keine Photonen entha¨lt, verschwindet also
dementsprechend nicht. Dies ist eine direkte Folge der Kommutatorrelation Gleichung (1.28a), mit de-
ren Hilfe ich den Hamiltonoperator HˆEM in Abschnitt 1.2.2 auf die Form aus Gleichung (1.30) gebracht
habe.
Der gleiche Mechanismus, der zu dieser Grundzustandsenergie fu¨hrt, ist auch die Ursache, dass die
Varianzen der elektromagnetischen Felder fu¨r den Vakuumzustand nicht verschwinden. So gilt zum
Beispiel fu¨r die dielektrische Verschiebungsdichte
〈0|(∆Dˆ(r))2|0〉 = 〈0|Dˆ(r)|0〉2 − 〈0|Dˆ(r) · Dˆ(r)|0〉
(1.9)
=
(1.26)(1.38)
−ε0ε(r)
2
2V
∑
ν
ℏων
∣∣fν (r)∣∣2 . (1.41)
Alle ho¨heren Kumulanten von Dˆ(r) bezu¨glich |0〉 verschwinden. Daher fluktuiert der Messwert der
Feldsta¨rke des D(r)-Feldes im Vakuumzustand um den Wert null, gaußverteilt mit der ortsabha¨ngigen
Varianz aus Gleichung (1.41). Diese Fluktuationen werden in der Literatur als Vakuumfluktuationen6
6Die Argumentation, dass die Vakuumfluktuationen aus den Kommutatorrelationen Gleichungen (1.28a) und (1.28b) folgen,
la¨sst sich auch umdrehen: Aus den Vakuumfluktuationen la¨sst sich u¨ber die Unscha¨rferelation der konjugierten Felder
in Gleichung (1.16) und Gleichung (1.26) eine obere Grenze fu¨r die Kommutatorrelationen Gleichung (1.14) und somit
letztendlich auch fu¨r die Kommutatoren in Gleichung (1.28a) und Gleichung (1.28b) bestimmen. Somit ko¨nnen die Vaku-
umfluktuationen auch als Ursache der Kommutatorrelationen und nicht als deren Wirkung gedeutet werden.
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bezeichnet [17] und sind die Quantenfluktuationen im Grundzustand eines Systems. Die Vakuumfluk-
tuationen gehen also aus dem intrinsisch-stochastischen Charakter der Quantentheorie hervor. Sie sind
fu¨r die Forschung interessant, da die Physik von Grundzusta¨nden in der statistischen Mechanik mit der
Physik bei der Temperatur des absoluten Nullpunkts assoziiert wird, bei dem keine klassischen thermi-
schen Fluktuationen mehr auftreten. Physikalische Pha¨nomene, die in diesem Kontext diskutiert wer-
den, sind zum Beispiel die Lamb-Verschiebung der Energien des Elektrons im Zentralpotential [18], das
Auftreten von Casimir- und Van-der-Waals-Kra¨ften [17], sowie der Unruh-Effekt [17], aufgrund des-
sen sich ein beschleunigter Beobachter thermischer Strahlung ausgesetzt sieht, die ein dazu ruhender
Beobachter nicht registriert.
1.3.3 Normalgeordnete Produkte
In dieser Arbeit untersuche ich physikalische Vorga¨nge, bei denen die Vakuumfluktuationen des freien
elektromagnetischen Feldes selbst keine Rolle spielen und bei deren mathematischer Beschreibung die
mit den Vakuumfluktuationen verknu¨pften Terme, wie zum Beispiel die divergierende Eigenenergie des
Vakuumzustandes E˜0 aus Gleichung (1.39), nur Achsenabschnittsversetzungen darstellen. Um diese
Terme zu eliminieren, nutze ich das so genannte normalgeordnete Produkt. Wie in Gleichung (1.16) fu¨r
Aˆ(r, t) geschehen, la¨sst sich ein Feldoperator φˆ(r, t) im Heisenbergbild in einen Anteil positiver und
einen Anteil negativer Frequenz zerlegen
φˆ(r, t) = φˆ(+)(r, t) + φˆ(−)(r, t), , (1.42)
wobei im Falle von Gleichung (1.16) und generell im Falle des elektromagnetischen Feldes der posi-
tive Frequenzanteil nach Gleichung (1.29) ∝ aˆν(t) und der negative Frequenzanteil ∝ aˆ†ν(t) sind. Im
Schro¨dingerbild gelten bezu¨glich aˆ†ν und aˆν dieselben Proportionalita¨ten, auch hier spricht man trotz
der Zeitunabha¨ngigkeit der Operatoren von positiven und negativen Frequenzanteilen.
Hat man nun zwei bosonische Feldoperatoren φˆ und χˆ, so ist das normalgeordnete Produkt dieser
Operatoren definiert durch
: φˆχˆ : ≡ φˆ(−)χˆ(−) + φˆ(−)χˆ(+) + χˆ(−)φˆ(+) + φˆ(+)χˆ(+) . (1.43)
Auf diese Weise eliminiert man in allen Operatorgleichungen die mit den Vakuumfluktuationen asso-
ziierten Terme. Effekte, die mit allen u¨brigen Quantenfluktuationen in Verbindung gebracht werden,
bleiben jedoch auch bei Theorien in normalgeordneter Darstellung erhalten.
1.3.4 Der Hamiltonoperator HˆEM in normalgeordneter Form
Der Hamiltonoperator des elektromagnetischen Feldes aus Gleichung (1.27) ergibt sich in normalge-
ordneter Form zu
HˆEM =:
ˆ˜HEM : =
∑
ν
ℏων aˆ†ν aˆν . (1.44)
Die Fockzusta¨nde |nν〉 bleiben von der Normalordnung unberu¨hrt, jedoch ergibt sich das Spektrum von
HˆEM zu
Enν =
∑
ν
ℏωνnν , (1.45)
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mit
HˆEM|nν〉 = Enν |nν〉 . (1.46)
An Gleichung (1.45) la¨sst sich ablesen, dass die Eigenenergie E0 des Vakuumzustandes |0〉 nun ver-
schwindet. Selbiges gilt ebenso fu¨r die normalgeordnete Varianz der elektrischen Verschiebungsdichte
bezu¨glich |0〉
〈0| : (∆Dˆ(r))2 : |0〉 = 〈0|Dˆ(r)|0〉2 − 〈0| : Dˆ(r) · Dˆ(r) : |0〉 = 0 . (1.47)
In den folgenden Abschnitten dieser Arbeit werde ich fu¨r den Hamiltonoperator des freien, elektromag-
netischen Feldes die normalgeordnete Version aus Gleichung (1.44) verwenden.
1.4 Die Wechselwirkung des elektromagnetischen Feldes mit anderen
Mehrniveauquantensystemen
1.4.1 Quantenmechanische Mehrniveausysteme
In diesem Abschnitt soll die Wechselwirkung des elektromagnetischen Feldes mit mit quantenmechani-
schen Mehrniveausystemen modelliert werden. Der Hamiltonoperator HˆA eines solchen Systems lautet
in seiner Eigenbasis
HˆA =
∑
l
El |l〉〈l| , (1.48)
mit den Eigenenergien El und den Eigenzusta¨nden |l〉 . Ich fordere außerdem, dass sich jedem Zu-
stand |l〉 eine wohldefinierte Parita¨t zuordnen la¨sst, HˆA also mit dem Parita¨tsoperator vertauscht und
somit invariant gegenu¨ber Raumspiegelungen [13] ist.
Realistische Mehrniveausysteme mit den oben genannten Eigenschaften ko¨nnen sowohl natu¨rliche,
als auch ku¨nstliche Atome [19], zum Beispiel Quantenpunkte [20] oder supraleitende Atome [21] sein.
Auch Mehrelektronenatome oder mehrere Einzelelektronenatome lassen sich durch Gleichung (1.48)
beschreiben. Ohne diese Allgemeinheit zu beschneiden, beschra¨nken wir uns sprachlich auf den Begriff
Atom fu¨r alle im Folgenden behandelten Mehrniveausysteme.
1.4.2 Licht-Materie-Wechselwirkung
In den meisten optischen Systemen u¨bertrifft die Wellenla¨nge der elektromagnetischen Strahlung die
Ausdehnung der mit dieser Strahlung wechselwirkenden, atomaren Systeme um mehrere Gro¨ßenord-
nungen. Aus diesem Grund hat sich die Beschreibung der Wechselwirkung elektromagnetischer Strah-
lung mit einzelnen Atomen als eine Dipolwechselwirkung, in der das Atom als punktfo¨rmig angena¨hert
wird, als sehr erfolgreich erwiesen. Ich beschreibe daher auch in dieser Arbeit die Licht-Materie-
Kopplung als eine solche Wechselwirkung in der genannten Na¨herung. Der Hamiltonoperator, der die-
sen Wechselwirkungsmechanismus beschreibt, lautet [22]
ˆ˜HLM = − dˆ · Dˆ(r0)
ε0
. (1.49)
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In dieser Gleichung ist Dˆ(r0) der Operator der dielektrischen Verschiebungsdichte
Dˆ(r)
(1.9)
= −Πˆ(r) (1.26)= iε(r)
∑
ν
√
ℏωνε0
2V
(
aˆνfν (r)− aˆ†νf∗ν (r)
)
, (1.50)
am Ort des Atoms r0 und dˆ ist der Dipoloperator, der die Dipolmomente der atomaren U¨berga¨nge
beschreibt. In der Basis des Atoms aus Gleichung (1.48) entwickelt lautet der Dipoloperator
dˆ =
∑
l,l′
|l〉〈l|dˆ|l′〉〈l′|
=
∑
l,l′>l,
pl ̸=pl′
(
dll′ |l〉〈l′|+ d∗ll′ |l′〉〈l|
)
. (1.51)
Die Matrixelemente dll′ des Dipoloperators verschwinden fu¨r Zusta¨nde mit gleichen Parita¨ten pl, da dˆ
ein vektorieller Operator ist [23]. Mit den Gleichungen (1.50) und (1.51) ergibt sich HˆLM zu
ˆ˜HLM = −iε(r0)
∑
l,l′>l,
pl ̸=pl′
∑
ν
√
ℏωνε0
2V
(
dll′ · fν (r0) aˆν |l〉〈l′| − dll′ · f∗ν (r0)|l〉〈l′|aˆ†ν + h.c.
)
=
∑
l,l′>l,
pl ̸=pl′
∑
ν
(
V˜ νll′ aˆν |l〉〈l′|+ W˜ νll′ |l〉〈l′|aˆ†ν + h.c.
)
, (1.52)
mit den Kopplungssta¨rken
V˜ νll′ = −iε(r0)
√
ℏωνε0
2V
dll′ · fν (r0) , (1.53a)
W˜ νll′ = +iε(r0)
√
ℏωνε0
2V
dll′ · f∗ν (r0) . (1.53b)
Die mit den Kopplungssta¨rken assoziierte Frequenz
Ωνll′ =
|V˜ νll′ |
ℏ
=
|W˜ νll′ |
ℏ
, (1.54)
fixiert die Zeitskala, auf der U¨bergangsprozesse zwischen den Zusta¨nden |l〉 und |l′〉 bei gleichzeitiger
Erzeugung oder Vernichtung eines Photons in Mode k ablaufen.
1.4.3 U¨bergang von komplexen zu reellen Kopplungskonstanten
Die Kopplungskonstanten aus Gleichung (1.53) sind im Allgemeinen komplexwertig. Ist die Dimen-
sion d des gemeinsamen HilbertraumesH = HEM ⊗HA, mit dem Hilbertraum der Zusta¨nde des elek-
tromagnetischen Feldes HEM und des atomaren Systems HA, endlich, so la¨sst sich eine unita¨re Abbil-
dung Uˆ finden, unter der alle Kopplungskonstanten des transformierten Hamiltonoperators
HˆLM = Uˆ† ˆ˜HLMUˆ , (1.55)
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reellwertig sind, wa¨hrend HˆEM und HˆA unter der gleichen Transformation invariant bleiben. Die Erwar-
tungswerte 〈 ˆ˜W(t)〉 eines beliebigen, linearen Operators ˆ˜W bezu¨glich eines Zustandes |Ψ˜(t)〉, dessen
Zeitentwicklung von ˆ˜HLM erzeugt wird, sind identisch zu den Erwartungswerten des transformierten
Operators Wˆ = Uˆ† ˆ˜W Uˆ bezu¨glich eines entsprechend transformierten Zustandes |Ψ(t)〉 = Uˆ†|Ψ˜(t)〉,
dessen Zeitentwicklung durch HˆLM erzeugt wird.
Wenn man ˆ˜HLM bezu¨glich der Produktbasis {|nν , l〉} = {|nν〉 ⊗ |l〉} aus Fockzusta¨nden |nν〉 und
atomaren Zusta¨nden |l〉 entwickelt, so ergibt sich
ˆ˜HLM =
∑
l,l′>l
∑
ν
∑
nν
√
nν
(
V˜ νll′ |nν − 1, l〉〈nν , l′|+ V˜ ∗νll′ |nν , l′〉〈nν − 1, l|
+W˜ ∗νll′ |nν − 1, l′〉〈nν , l|+ W˜ νll′ |nν , l〉〈nν − 1, l′|
)
⊗
∏
ν′ ̸=ν
∑
nν′
|nν′〉〈nν′ | . (1.56)
Die korrespondierende Entwicklung von HˆLM mit rein reellen Kopplungskonstanten V νll′ = |V˜ νll′ | und
W νll′ = |W˜ νll′ | lautet:
HˆLM =
∑
l,l′>l
∑
ν
∑
nν
√
nν
(
V νll′
(
|nν − 1, l〉〈nν , l′|+ |nν , l′〉〈nν − 1, l|
)
+W νll′
(
|nν − 1, l′〉〈nν , l|+ |nν , l〉〈nν − 1, l′|
))
⊗
∏
ν′ ̸=ν
∑
nν′
|nν′〉〈nν′ | . (1.57)
Anhand der beiden Entwicklungen aus den Gleichungen (1.56) und (1.57) wird klar, dass die Kopp-
lungskonstanten in der Produktbasis der Eigenzusta¨nde von HˆEM und HˆA die Nebendiagonalelemente
von HˆLM beziehungsweise
ˆ˜HLM sind. Da HˆEM und HˆA in dieser Basis diagonal sind und unter der
Transformation invariant bleiben sollen, darf Uˆ in dieser Basis also nur auf Nebendiagonalelemen-
te wirken. Im Anhang B zeige ich, dass unter den genannten Voraussetzungen die gesuchte unita¨re
Abbildung Uˆ existiert. Aus diesen Gru¨nden beschra¨nke ich mich in dieser Arbeit bezu¨glich der Licht-
Materie-Wechselwirkung ausschließlich auf den Hamiltonoperator
HˆLM =
∑
l,l′>l,
pl ̸=pl′
∑
ν
(
V νll′
(
aˆν |l〉〈l′|+ |l′〉〈l|aˆ†ν
)
+W νll′
(
aˆν |l′〉〈l|+ |l〉〈l′|aˆ†ν
))
, (1.58)
mit rein reellen Kopplungssta¨rken V νll′ undW
ν
ll′ .
1.4.4 Drehwellenna¨herung
Ein Na¨herungsverfahren, das den Umfang des an der Licht-Materie-Wechselwirkung beteiligten An-
teil des atomaren Hilbertraumes stark reduziert, ist die so genannte Drehwellenna¨herung (engl. ro-
tating wave approximation (RWA)) [24]. Um die RWA einzufu¨hren, ist es nu¨tzlich den Hamiltonop-
erator Hˆ = HˆEM + HˆA + HˆLM in das Wechselwirkungsbild [13] zu transformieren. In diesem Fall re-
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pra¨sentiert HˆLM den Wechselwirkungsterm, dessen transformierte Version
HˆWWLM = e
+i
(
HˆEM+HˆA
)
t
ℏ HˆLMe
−i
(
HˆEM+HˆA
)
t
ℏ
(1.44)
=
(1.48)(1.58)
∑
l,l′>l,
pl ̸=pl′
∑
ν
(
V νll′
(
e+i
El−El′−ℏων
ℏ taˆν |l〉〈l′|+ e−i
El−El′−ℏων
ℏ t|l′〉〈l|aˆ†ν
)
+W kll′
(
e−i
El−El′+ℏων
ℏ taˆν |l′〉〈l|+ e+i
El−El′+ℏων
ℏ t|l〉〈l′|aˆ†ν
))
, (1.59)
die Zeitentwicklung der Zusta¨nde im Wechselwirkungsbild bestimmt.
Ich nehme im Folgenden ohne Beschra¨nkung der Allgemeinheit an, dass El ≥ El′ . Die RWA stu¨tzt
sich nun auf die Annahme, dass nur resonante und anna¨hernd resonante Terme in Gleichung (1.59) mit
El − El′ ≈ ων . (1.60)
physikalisch relevant sind. Fu¨r diese resonanten und nahezu resonanten Terme verschwinden die Expo-
nenten in den Exponentialfunktionen in Gleichung (1.59) na¨herungsweise. Dies ko¨nnen ausschließlich
Terme ∝ V νll′ sein. Die Exponenten in den verbleibenden Termen inklusive aller Terme ∝W νll′ , den so
genannten gegenla¨ufig rotierenden Termen, bleiben in jedem Fall endlich7.
Da die FrequenzΩνll′ aus Gleichung (1.54) die fu¨r den entsprechenden Prozess fundamentale Zeitska-
la festlegt, wu¨rden sich somit sowohl die gegenla¨ufig rotierenden, als auch die nicht resonanten Terme
auf dieser Zeitskala herausmitteln, sofern diese Terme mit einer deutlich ho¨heren Frequenz oszillieren,
also
|El − El′ ± ℏων |
ℏ
≫ Ωνll′ , fu¨r alle nichtresonanten (−) oder gegenla¨ufig (+) rotierenden Terme. (1.61)
In diesem Fall kann man diese Terme in Gleichung (1.59) und somit auch in Gleichung (1.58) ver-
nachla¨ssigen. Dies ist nicht mo¨glich, wenn der Betrag der Kopplungssta¨rke |V νll′ | und damit auch die
Frequenz Ωνll′ in der gleichen Gro¨ßenordnung wie die Kreisfrequenzen der nicht resonanten bezie-
hungsweise gegenla¨ufig rotierenden Terme liegen. Dann sind auch diese Terme fu¨r die Dynamik eines
Systems relevant, man spricht in diesem Fall von ultrastarker Kopplung [25].
Bei den Systemen, die ich in dieser Arbeit betrachte, kann davon ausgegangen werden, dass die
atomaren U¨berga¨nge nicht ultrastark an das elektromagnetische Feld koppeln und außerdem U¨berga¨nge
zwischen entarteten atomaren Zusta¨nden nicht dipolerlaubt sind. Somit ergibt sich der Hamiltonopera-
tor HˆLM im Rahmen der RWA zu
HˆLM =
∑
l,l′>l,
pl ̸=pl′
El−El′≈ων
∑
ν
V νll′
(
aˆν |l〉〈l′|+ |l′〉〈l|aˆ†ν
)
. (1.62)
7Eine Ausnahme bildet hier der Fall, wenn zwei Eigenenergien El und El′ eines atomaren U¨bergangs entartet wa¨ren. Fu¨r
diesen U¨bergang ha¨tten alle vier Exponenten in Gleichung (1.59) den Wert±iωνt und somit wu¨rden im Resonanzfall auch
die Exponenten in den Termen ∝W νll′ verschwinden. In diesem Fall ga¨be es also keine gegenla¨ufig rotierenden Terme.
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Dieser Hamiltonoperator weist eine Besonderheit auf: Photonen werden nur erzeugt, wenn das Atom
von einem energetisch ho¨herem zu einem energetisch niedriger liegenden Eigenzustand |l〉 u¨bergeht.
Umgekehrt werden Photonen nur dann vernichtet, wenn das Atom von einem energetisch niedrigeren
in einen energetisch ho¨heren Eigenzustand wechselt. Prozesse der erstgenannten Art sind Emissions-
prozesse, bei denen das Atom ein Photon emittiert. Prozesse der zweiten Art sind Absorptionsprozesse,
ein Photon wird absorbiert. Diese Klassifizierung ist nur im Rahmen der RWA mo¨glich und auch nur,
wenn, wie angenommen, sowohl die entsprechende atomare U¨bergangsenergie, als auch die Energie
des beteiligten Photons nicht verschwinden, vergleiche Fußnote 7.
1.4.5 Zweiniveausysteme und Anregungszahl
Das wohl einfachste quantenmechanische Mehrniveausystem, in dem sich nichttriviale Dynamiken be-
obachten lassen, ist ein 2NS. Ein 2NS ist ein geeignetes Modell fu¨r ein physikalisches Atom, wenn
alle bis auf einen der atomaren U¨berga¨nge entweder nicht dipolerlaubt oder energetisch zur mit dem
Atom wechselwirkenden elektromagnetischen Strahlung stark verstimmt sind. Im letzteren Fall du¨rfen
die nicht-resonanten atomaren U¨berga¨nge nicht ultrastark an die Strahlung gekoppelt sein, vergleiche
Abschnitt 1.4.4.
Seien der Grundzustand eines nichtentarteten 2NS |↓〉 und der angeregte Zustand |↑〉. Ist die U¨ber-
gangsenergie zwischen diesen Zusta¨nden E↑↓ und gelte ohne Beschra¨nkung der Allgemeinheit fu¨r die
Eigenenergie des Grundzustandes E↓ = 0, so lautet der atomare Hamiltonoperator
HˆA = E↑↓|↑〉〈↑| . (1.63)
Im Rahmen der RWA lautet der Hamiltonoperator der Licht-Materie-Wechselwirkung
HˆLM =
∑
ν
Vν
(
aˆν |↑〉〈↓|+ |↓〉〈↑| aˆ†ν
)
, (1.64)
mit der Abku¨rzung Vν ≡ V ν↑↓
Es ist zweckma¨ßig und zu den Gleichung (1.63) und (1.64) physikalisch a¨quivalent ein 2NS auch mit
Hilfe von Paulimatrizen σˆz ≡ |↑〉〈↑| − |↓〉〈↓| , σˆ+ ≡ |↑〉〈↓| und σˆ− ≡ |↓〉〈↑| zu beschreiben [24]. Die
Hamiltonoperatoren lauten dann
HˆA =
E↑↓
2
σˆz , (1.65)
und
HˆLM =
∑
ν
Vν
(
aˆν σˆ
+ + σˆ−aˆ†ν
)
. (1.66)
Mit HˆEM aus Gleichung (1.44) bilden die Hamiltonoperatoren aus den Gleichungen (1.65) und (1.66)
die vielmodige Version des beru¨hmten Jaynes-Cummings-Modells (JCM) [24]. Wie beim gewo¨hnlichen
JCM separiert auch der Hilbertraum des hier vorgestellten vielmodigem JCM in Unterra¨ume konstanter
Anregungszahlen C. Der entsprechende Anregungszahloperator
Cˆ =
∑
ν
aˆ†ν aˆν + |↑〉〈↑| (1.67a)
=
∑
ν
aˆ†ν aˆν +
1
2
(
σˆz + 1
)
, (1.67b)
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Abbildung 1.1: Parita¨tsbehaftete 3NS bestehend aus drei Zusta¨nden |1〉, |2〉 und |3〉 . Die Pfeile
symbolisieren die dipolerlaubten U¨berga¨nge, die mit den Kopplungssta¨rken V νl
mit l ∈ {1, 3} an das elektromagnetische Kontinuum gekoppelt sind. a) Ein
Λ-System mit U¨bergangsenergien E21 beziehungsweise E21 + δ . b) Ein V-System
mit U¨bergangsenergien E12 beziehungsweise E12 + δ . c) Ein Ξ-System mit den
gleichen U¨bergangsenergien wie in a).
kommutiert mit dem Hamiltonoperator des vielmodigem JCM, so dass
∂t〈Cˆ(t)〉 = 0 ∀ t , (1.68)
fu¨r jeden beliebigen Zustand im vielmodigem JCM gilt. Die Gro¨ße des zu betrachtenden Hilbertrau-
mes ist somit bei endlicher Anzahl photonischer Moden ν selbst endlich und la¨sst sich daher im Falle
niedriger Anregungszahlen auf den ebenso endlichen Speicher eines modernen Arbeitsplatzrechners
abbilden. Diese Eigenschaft ist bei der numerischen Behandlung solcher Systeme sehr hilfreich.
Eine Voraussetzung fu¨r diesen Separationsmechanismus ist die Anwendung der RWA. Gleichzei-
tig muss aber auch die Struktur der dipolerlaubten U¨berga¨nge im Termschema des atomaren Systems
besondere Bedingungen erfu¨llen. Dies diskutiere ich in Abschnitt 2.3.
1.4.6 Dreiniveausysteme
Die nach den 2NS na¨chstprimitiven Mehrniveausysteme sind die 3NS. Wie im Abschnitt 1.4.2 beschrie-
ben, sind Dipolu¨berga¨nge in parita¨tsbehafteten Mehrniveausystemen nur zwischen Zusta¨nden unter-
schiedlicher Parita¨t erlaubt. Somit sind in einem solchen 3NS entweder kein U¨bergang oder genau
zwei U¨berga¨nge dipolerlaubt. Es ergeben sich drei mo¨gliche Anordnungen fu¨r die Termschemata pa-
rita¨tsbehafteter 3NS, die in Abbildung 1.1 abgebildet sind.
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Das Λ-System
Abbildung 1.1a) zeigt ein Λ-System. Ein solches 3NS besteht aus zwei Zusta¨nden, hier |1〉 und |3〉,
von denen jeweils die U¨berga¨nge zu einem energetisch ho¨her liegendem Zustand, hier |2〉, dipolerlaubt
sind. Das Termschema dieses Systems gleicht somit einer - bisweilen unsymmetrischen - Variante des
Buchstaben Λ. Entsprechend Abbildung 1.1a) lautet der atomare Hamiltonoperator
HˆA = E1|1〉〈1|+
(
E1 + E21
) |2〉〈2|+ (E1 − δ) |3〉〈3| . (1.69)
Der Parameter δ bestimmt hier und auch bei den weiter unten vorgestellten parita¨tsbehafteten 3NS die
Verstimmung der beiden dipolerlaubten U¨berga¨nge zueinander. Der Hamiltonoperator der Wechselwir-
kung des Λ-Systems mit dem elektromagnetischen Feld lautet nach Abbildung 1.1a)
HˆLM =
∑
l=1,3
∑
ν
V νl
(
aˆν |2〉〈l|+ |l〉〈2|aˆ†ν
)
, (1.70)
mit V νl ≡ V ν2l . Der Anregungszahloperator Cˆ lautet in diesem Fall
Cˆ =
∑
ν
aˆ†ν aˆν + |2〉〈2| . (1.71)
Das V-System
Sind die dipolerlaubten U¨berga¨nge V-fo¨rmig angeordnet, das heißt, gibt es einen Grundzustand, von
dem Dipolu¨berga¨nge zu zwei energetisch ho¨her liegenden Zusta¨nden erlaubt sind, spricht man von
einem V-System. Ein solches 3NS ist in Abbildung 1.1b) mit dem Grundzustand |2〉 und zwei weiteren
Zusta¨nden |1〉 und |3〉 dargestellt. Sein atomarer Hamiltonoperator schreibt sich
HˆA =
(
E2 + E12
) |1〉〈1|+ E2|2〉〈2|+ (E2 + E12 + δ) |3〉〈3| . (1.72)
Der Wechselwirkungshamiltonoperator lautet in diesem Fall
HˆLM =
∑
l=1,3
∑
ν
V νl
(
aˆν |l〉〈2|+ |2〉〈l|aˆ†ν
)
. (1.73)
Der Operator Cˆ ergibt sich zu
Cˆ =
∑
ν
aˆ†ν aˆν + |1〉〈1|+ |3〉〈3| . (1.74)
Das Ξ-System
Die letzte Variante parita¨tsbehafteter 3NS ist das in Abbildung 1.1c) gezeigte, so genannte Ξ-System,
bei dem die Zusta¨nde im Termschema Ξ-fo¨rmig angeordnet sind. Dieses 3NS hat einen Grundzu-
stand |1〉 von dem der U¨bergang zu einem energetisch ho¨heren Zustand |2〉 dipolerlaubt ist. Dieser
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Abbildung 1.2: Ein ∆-System. Die Pfeile symbolisieren, dass in diesem System alle U¨berga¨nge
zwischen den drei Zusta¨nden |1〉, |2〉 und |3〉 dipolerlaubt sind.
Zustand kann wiederum in einen energetisch noch ho¨her liegenden Zustand |3〉 dipolerlaubt u¨bergehen.
Die Hamiltonoperatoren HˆA und HˆLM im Falle des Ξ-System lauten
HˆA = E1|1〉〈1|+
(
E1 + E21
) |2〉〈2|+ (E1 + 2E21 + δ) |3〉〈3| , (1.75)
HˆLM =
∑
ν
(
V ν1
(
aˆν |2〉〈1|+ |1〉〈2|aˆ†ν
)
+ V ν3
(
aˆν |3〉〈2|+ |2〉〈3|aˆ†ν
))
, (1.76)
mit V ν1 ≡ V ν21 und V ν3 ≡ V ν32 .
Auch im Falle des Ξ-System la¨sst sich ein Anregungszahloperator Cˆ definieren
Cˆ =
∑
ν
aˆ†ν aˆν + |2〉〈2|+ 2 |3〉〈3| . (1.77)
Dieser Anregungszahloperator hat eine interessante Struktur: Der atomare Unterraum vom Zustand |3〉
tra¨gt mit seiner Besetzung 〈|3〉〈3|〉 ≤ 1 doppelt zur Gesamtanregungszahl 〈Cˆ〉 bei. Dies liegt daran,
dass ein Ξ-System im Zustand |3〉 nur u¨ber die Emission von zwei Photonen in seinen Grundzustand
|1〉 u¨bergehen kann. Der Zustand |{nν}, l〉 = |0, 3〉 ≡ |0〉 ⊗ |3〉, bei dem sich das elektromagnetische
Kontinuum im Vakuumzustand |0〉 befindet, tra¨gt also zwei Anregungen 〈0, 3|Cˆ|0, 3〉 = 2 . Die Kon-
sequenz hiervon ist, dass der Zustand |3〉 im Unterraum einer Anregung, 〈Cˆ〉 = 1, nicht besetzt sein
kann. Das Ξ-System ist in diesem Fall also a¨quivalent zu einem 2NS mit U¨bergangsenergie E21 und
den Kopplungssta¨rken V ν1 .
Das ∆-System
Wenn die Inversionssymmetrie des Hamiltonoperators eines Mehrniveausystems gebrochen ist, lassen
sich seinen Eigenzusta¨nden keine wohldefinierten Parita¨ten zuordnen. Dies hat zur Folge, dass Matrix-
elemente des Dipoloperators dˆ aus Gleichung (1.51) nicht mehr parita¨tsbedingt verschwinden mu¨ssen.
Solche parita¨tsfreien Mehrniveausysteme lassen sich zum Beispiel mit Hilfe ku¨nstlicher supraleiten-
der Atome realisieren, bei denen die Inversionssymmetrie durch ein angelegtes Magnetfeld gebrochen
wird [21]. Im Kontext von 3NS bedeutet dies, dass U¨berga¨nge zwischen allen drei Zusta¨nden dipoler-
laubt sind.
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Ein 3NS, auf welches dies zutrifft, ist in Abbildung 1.2 abgebildet. Es wird als∆-System bezeichnet,
da sein Termschema dem Buchstaben∆ a¨hnelt. Diese Topologie des Termschemas hat besondere Aus-
wirkungen: Es la¨sst sich kein Anregungszahloperator Cˆ finden, fu¨r den ∂t〈Cˆ(t)〉 verschwindet und somit
die Anregungszahl C erhalten ist. Da ich jedoch bei den im Zuge dieser Arbeit genutzten numerischen
Verfahren auf die Erhaltung von 〈Cˆ〉 angewiesen bin, behandle ich Mehrniveausysteme, fu¨r die kein
Anregungszahloperator Cˆ existiert, in dieser Arbeit nicht.
1.5 Modellierung eindimensionaler Kontinua
1.5.1 Photonische Kristalle
Bisher habe ich weder Aussagen u¨ber die Bedeutung des Modenindex ν, noch welche u¨ber das Spek-
trum ων des elektromagnetischen Kontinuums Gleichung (1.44) getroffen. Das Spektrum ων bestimmt
die physikalischen Eigenschaften des Kontinuums und wird u¨ber die Eigenwertgleichungen (1.17) be-
ziehungsweise (1.23) und somit letztendlich durch die dielektrische Funktion ε(r) und durch die Rand-
bedingungen an die Modenfunktionen fν (r) festgelegt. Es scheint mir zweckma¨ßig, dass ich mich zur
Beschreibung eines 1D Wellenleiters an der Beschreibung einer Klasse spezieller dielektrischer Struk-
turen, den photonischen Kristallen, orientiere.
Photonische Kristalle sind dielektrische Festko¨rper mit periodischer dielektrischer Funktion [26]
ε(r) = ε(r+R) . (1.78)
Hierbei ist R ein beliebiger Gittervektor des der Periodizita¨t zugrunde liegenden Bravaisgitters. Nach
dem Blochtheorem [27] ko¨nnen die Lo¨sungen der Eigenwertgleichung (1.17) unter Beru¨cksichtigung
von Gleichung (1.78) geschrieben werden als
fν (r) ≡ fnk(r) = unk(r) eik·r, mit unk(r) = unk(r+R) . (1.79)
Die Funktion unk(r) weist die Periodizita¨t der zugrundeliegenden dielektrischen Funktion ε(r) aus
Gleichung (1.78) auf. Der urspru¨ngliche Modenindex ν ist nun ein Multiindex, dem ein Bandindex n
und ein Wellenvektor k zugeordnet wird. Der Bandindex n resultiert daraus, dass der Wellenvektor k
im reziproken Raum auf die erste Brillouinzone [27] beschra¨nkt werden kann. Blochperiodische Mo-
den, das heißt Moden wie die fnk(r) in Gleichung (1.79), die aus dem Produkt einer gitterperiodischen
Funktion mit einer ebenen Welle bestehen, werden als Blochmoden bezeichnet.
Entsprechend Abbildung 1.3 wird ein photonischer Kristall, der in alle drei Raumrichtungen peri-
odisch ist, als dreidimensionaler (3D) photonischer Kristall bezeichnet. Photonische Kristalle, die in
zwei Richtungen beziehungsweise einer Richtung periodisch und in einer Richtung beziehungsweise
zwei Richtungen translationsinvariant sind, werden entsprechend zweidimensionale (2D) oder 1D pho-
tonische Kristalle genannt. Das Spektrum ωnk eines photonischen Kristalls unendlicher Ausdehnung ist
eine kontinuierliche Funktion von k innerhalb der ersten Brillouinzone und wird alsDispersionsrelation
oder auch Bandstruktur [26] des photonischen Kristalls bezeichnet. Aufgrund von Bragg-Reflexionen
und a¨hnlicher Mechanismen [26] kann es vorkommen, dass ein photonischer Kristall abha¨ngig von der
Richtung der Lichtpropagation eine sogenannte Bandlu¨cke [26] aufweist. Damit ist ein Frequenzbereich
gemeint, in den kein Band der Dispersionsrelation hineinreicht. Keine elektromagnetische Welle mit ei-
ner Frequenz aus der Bandlu¨cke kann in diesem Fall in die entsprechende Richtung propagieren. Gilt
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Abbildung 1.3: Beispiele einfacher photonischer Kristalle. Die Bilder zeigen einen a) 1D, b) 2D
und c) 3D photonischen Kristall. Die blauen und weißen Bereiche stellen Materiali-
en mit unterschiedlichen Dielektrizita¨tskonstanten dar. Die Abbildung ist angelehnt
an eine Abbildung aus Referenz [26].
dies in einem bestimmten Frequenzbereich fu¨r alle periodischen Raumrichtungen eines d-dimensiona-
len photonischen Kristalls, spricht man von einer vollsta¨ndigen dD Bandlu¨cke.
1.5.2 Dispersionsrelationen eindimensionaler Wellenleiter
Abbildung 1.4 zeigt exemplarisch die Dispersionsrelation von zwei Ba¨ndern fu¨r H-polarisiertes Licht8
eines 1D Wellenleiters, realisiert als Liniendefekt in einem 2D photonischen Kristall mit vollsta¨ndiger
2D Bandlu¨cke. Diese beiden Wellenleiterba¨nder bilden sich als Defektba¨nder entlang des Liniendefekts
im Frequenzbereich der Bandlu¨cke des reinen 2D photonischen Kristalls aus. Der Verlauf der Kurven
in Abbildung 1.4 weist viele Eigenschaften einer generischen Dispersionsrelation auf: Sie verlaufen
nichtlinear, weisen abschnittsweise jedoch lineare Verla¨ufe auf und sind nach oben und unten durch
Bandkanten beschra¨nkt. Letzteres kann allerdings nur in periodischen Systemen auftreten.
Realistische Wellenleiter in einem physikalischen Labor sind von endlicher Ausdehnung. Daher sind
deren Eigenmoden abza¨hlbar. In einem Band der Dispersionsrelation eines realistischen Wellenleiters
ist die Anzahl der Moden innerhalb der ersten Brillouinzone somit endlich.
1.5.3 Quantenmechanische Beschreibung eines eindimensionalen Wellenleiters im
Ortsraum
Im Folgenden beschra¨nke ich mich der Einfachheit halber auf die Beschreibung eines einzelnen Wel-
lenleiterbandes. Motiviert durch die Erkenntnisse aus Abschnitt 1.5.1 lautet der Hamiltonoperator eines
solchen Wellenleiters
HˆEM
(1.44)
=
kN∑
k=k1
ωkaˆ
†
kaˆk , (1.80)
mit der einbandigen Wellenleiterdispersionsrelation ωk, und N , der Anzahl der Moden des Bandes
innerhalb der ersten Brillouinzone. Die Kreiswellenzahlen dieser Moden sind bezeichnet mit k1 bis kN .
Mit Hilfe einer Gitterfouriertransformation ist es mo¨glich HˆEM, HˆA und HˆLM in der sogenannten
Wannierbasis [30], der Basis ra¨umlich lokalisierter Feldzusta¨nde - kurz: im Ortsraum - auszudru¨cken.
8Bei H-polarisiertem Licht hat der magnetische Feldvektor H(r, t) zu allen Zeiten nur Komponenten entlang der transla-
tionsinvarianten Richtung eines zweidimensionalen Systems.
19
1 Grundlagen der Wellenleiterquantenelektrodynamik
Abbildung 1.4: Dispersionsrelation fu¨r H-polarisiertes8 Licht in einem 1D Wellenleiter auf Ba-
sis eines zweidimensionalen photonischen Kristalls. In dem Kristall aus Silizium
(εSi ≈ 12) sind Luftporen in einem hexagonalen Gitter angeordnet. Diese Konfi-
guration weist eine vollsta¨ndige 2D photonische Bandlu¨cke auf. Eine Reihe der
Luftporen, hier rot markiert, ist mit einem Niedrigindexpolymer (εPo = 2.89) auf-
gefu¨llt. Entlang dieser Reihe bilden sich in der 2D Bandlu¨cke zwei 1D Ba¨nder aus.
Der graue Bereich der Bandstruktur markiert die Kontinua der Ba¨nder des Kristalls
außerhalb der Bandlu¨cke. Adaptiert aus [28–30].
Der Vernichtungsoperator aˆk zerlegt sich in
aˆk =
1√
N
xN∑
x=x1
e−ik(x−xref)aˆx , (1.81)
mit aˆ†x, dem Vernichter einer photonischen Anregung im um den Ort x stark lokalisierten Wannierzu-
stand. Die N Gitterpunkte des Ortsraumgitters sind bezeichnet mit x1 bis xN , der Ort xref ist der Refe-
renzpunkt der Gitterfouriertransformation. Auch fu¨r die Operatoren aˆ†x und aˆx gelten die bosonischen
Vertauschungsrelationen, was sich direkt durch Einsetzen von Gleichung (1.81) in Gleichung (1.28) er-
gibt. Die Wannierbasis bilden die Fockzusta¨nde im Ortsraum,
|nx1 , nx2 , nx3 , ...〉 = |nx1〉 ⊗ |nx2〉 ⊗ |nx3〉... ,
die bezu¨glich aˆ†x und aˆx alle Eigenschaften der Fockzusta¨nde im Impulsraum (k-Raum) bezu¨glich aˆ†k
und aˆk aufweisen, vergleiche Abschnitt 1.3.1.
Durch Einsetzen von Gleichung (1.81) in Gleichung (1.80) erha¨lt man den Hamiltonoperator des
Wellenleiters im Ortsraum
HˆEM =
xN∑
x,x′=x1
Jxx′ aˆ
†
xaˆx′ , (1.82)
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mit dem Hu¨pfintegral
Jxx′ =
1
N
kN∑
k=k1
ℏωkeik(x−x
′) . (1.83)
Es ergibt sich fu¨r den Hamiltonoperator der Licht-Materie-Wechselwirkung HˆLM im Ortsraum durch
Einsetzen von Gleichung (1.81) in Gleichung (1.62)
HˆLM =
∑
l,l′>l,
pl ̸=pl′
El−El′≈ωk
xN∑
x=x1
(
V¯ xll′ aˆx|l〉〈l′|+ V¯ ∗xll′ |l′〉〈l|aˆ†x
)
, (1.84)
mit
V¯ xll′ =
1√
N
kN∑
k1
V kll′e
−ik(x−xref) . (1.85)
Entsprechend Abschnitt 1.4.3 la¨sst sich ein transformierter Hamiltonoperator
HˆLM =
∑
l,l′>l,
pl ̸=pl′
El−El′≈ωk
xN∑
x=x1
V xll′
(
aˆx|l〉〈l′|+ |l′〉〈l|aˆ†x
)
(1.86)
finden, dessen Kopplungssta¨rken V xll′ = |V¯ xll′ | auch im Ortsraum rein reell sind.
1.5.4 Ein eindimensionaler Wellenleiter mit Na¨chste-Nachbar-Wechselwirkung
Setzt man fu¨r die Hu¨pfintegrale Jxx′ aus Gleichung (1.83)
Jxx′ = ℏω0δxx′ + J(δ(x+α)x′ + δ(x′+α)x) , (1.87)
mit der Gitterkonstanten des Wellenleiters α, der Gitterplatzenergie ω0 und dem Hu¨pfparameter J , ein,
so ergibt sich der Hamiltonoperator des Wellenleiters zu
HˆEM =
xN∑
x=x1
ℏω0aˆ†xaˆx + J
xN−1∑
x=x1
(
aˆ†xaˆx+α + aˆ
†
x+αaˆx
)
. (1.88)
Der Term ∝ ω0 in Gleichung (1.88) charakterisiert die Energie einer photonischen Anregung am Ort
x, wa¨hrend die Terme ∝ J eine Na¨chste-Nachbar-Wechselwirkung (NNWW), also die Kopplung nur
direkt benachbarter Ortsraummoden, beschreiben. Daraus ergibt sich durch die Umkehr der Gitterfou-
riertransformation aus Gleichung (1.81) fu¨r das Eigenspektrum von HˆEM, beziehungsweise fu¨r die Dis-
persionsrelation ωk eines Wellenleiters mit NNWW,
ωk = ω0 +
2J
ℏ
cos(kα) . (1.89)
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Abbildung 1.5: Cosinusfo¨rmige Dispersionsrelation nach Gleichung (1.89) fu¨r J < 0 . Der lineare
Bereich ist rot markiert, die Bandkanten liegen in den gru¨n markierten Regionen.
Im grauen Frequenzbereich, also außerhalb des Bandes, ist keine Lichtpropagation
mo¨glich.
Diese cosinusfo¨rmige Dispersionsrelation ist fu¨r einen rechtsha¨ndigen9 Wellenleiter, also fu¨r J < 0 ,
in Abbildung 1.5 gezeigt. Sie weist sowohl einen linearen Bereich, als auch Bandkanten auf. Die Dis-
persionsrelation zeigt somit die Eigenschaften einer generischen Dispersionsrelation, wie ich sie in
Abschnitt 1.5.2 beschrieben habe. Physikalisch realisiert werden kann ein Wellenleiter mit cosinusfo¨r-
miger Dispersionsrelation auf Basis gekoppelter Resonatoren, siehe zum Beispiel [32–34].
Die Matrixdarstellung von HˆEM aus Gleichung (1.88) ist in der Wannierbasis du¨nnbesetzt. Dies fu¨hrt
zu Vorteilen bei der numerischen Behandlung dieses Modells mit speziellen, im Falle du¨nnbesetzter
Matrizen sehr performanten numerischen Verfahren, siehe Abschnitt 2.2.2.
9In einem rechtsha¨ndigen Wellenleiter gilt
sgn(k) = sgn(∂kωk)
mit der Vorzeichenfunktion sgn(x) . Die Phasengeschwindigkeit vph = ωk/k und die Gruppengeschwindigkeit
vgr = ∂kωk haben also die gleichen Vorzeichen [31].
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KAPITEL 2
GRUNDLAGEN ZUR NUMERISCHEN
SIMULATION ZEITABHA¨NGIGER
PROZESSE IN DER WELLENLEITER-
QUANTENELEKTRODYNAMIK
In diesem Kapitel beschreibe ich, wie ich das den Untersuchungen in dieser Arbeit zugrunde
liegende Programm zur Zeitentwicklung reiner Quantenzusta¨nde in WQED Systemen imple-
mentiert habe. Hierzu gehe ich zuna¨chst auf die physikalischen Grundlagen der Zeitentwick-
lung von Zusta¨nden im Schro¨dingerbild ein. Dann erla¨utere ich die Grundlagen zur numeri-
schen Na¨herung von Produkten vonMatrixexponentialen mit Vektoren auf Basis so genannter
Krylov-Unterraum-Verfahren. Diese Gruppe von Verfahren eignet sich allgemein fu¨r die nu-
merische Na¨herung linearer Abbildungen, bei denen die Abbildung als eine Funktion einer
endlichdimensionalen, quadratischen und du¨nnbesetzten Matrix beschrieben werden kann.
Das Produkt des Matrixexponentials einer solchen du¨nnbesetzten Matrix mit einem Vektor
ist ein Beispiel einer solchen linearen Abbildung.
Im na¨chsten Schritt zeige ich, wie sich die Zeitentwicklung von Zusta¨nden in vielen WQED
Systemen numerisch mit Hilfe des beschriebenen Krylov-Unterraum-Verfahrens berechnen
la¨sst und welchen Beschra¨nkungen dieses Verfahren unterliegt. Zum Schluss gehe ich auf
numerische Experimente ein, die ich zum Test seiner Performanz mit dem von mir geschrie-
benen Programm durchgefu¨hrt habe.
2.1 Zeitentwicklung im Schro¨dingerbild
Die Dynamik eines quantenmechanischen Systems, beschrieben durch einen Hamiltonoperator Hˆ, im
Zustand |Ψ(t0)〉 wird im Schro¨dingerbild1 durch die Schro¨dingergleichung [13]
iℏ∂t|Ψ(t)〉 = Hˆ|Ψ(t)〉 , (2.1)
1Siehe Abschnitt 1.3.1
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bestimmt, welche formal durch
|Ψ(t)〉 = Uˆ(t, t0)|Ψ(t0)〉 (2.2)
gelo¨st wird. Hierbei ist Uˆ(t, t0) ein Zeitentwicklungsoperator, der ebenso die Schro¨dingergleichung
erfu¨llt [13]. Da Hˆ hermitesch ist, ist der Zeitentwicklungsoperator Uˆ(t, t0) unita¨r, das heißt
Uˆ−1(t, t0) = Uˆ†(t, t0) ⇔ Uˆ†(t, t0)Uˆ(t, t0) = 1 . (2.3)
Daraus folgt, dass die Norm 〈Ψ(t)|Ψ(t)〉 des Zustandes |Ψ(t)〉 fu¨r alle Zeiten erhalten ist:
〈Ψ(t)|Ψ(t)〉 = 〈Ψ(t0)|Uˆ†(t, t0)Uˆ(t, t0)|Ψ(t0)〉 (2.3)= 〈Ψ(t0)|Ψ(t0)〉 . (2.4)
Außerdem sind alle durch die Schro¨dingergleichung (2.1) beschriebenen Prozesse reversibel
Uˆ†(t, t0) = Uˆ(t0, t) ⇔ |Ψ(t0)〉 = Uˆ(t0, t)|Ψ(t)〉 . (2.5)
Ist der Systemhamiltonoperator nicht explizit zeitabha¨ngig, ist das betrachtete System abgeschlossen.
Dann lautet der Zeitentwicklungsoperator [13]
Uˆ(t, t0) = exp
(
−iHˆ(t− t0)
ℏ
)
. (2.6)
Entwickelt man in diesem Fall den Anfangszustand |Ψ(t0)〉 in die Eigenbasis {|Ei〉} des Hamiltonope-
rators Hˆ aus Gleichung (2.1), so ergibt sich
|Ψ(t0)〉 =
∑
i
ci |Ei〉 ⇔ |Ψ(t)〉 (2.2)(2.6)=
∑
i
ci e
−iωi (t−t0)|Ei〉 , (2.7)
mit den Entwicklungskoeffizienten ci und den Kreisfrequenzen ωi = Ei/ℏ. Um die Schro¨dingerglei-
chung auf diesem Wege zu lo¨sen, ist die Kenntnis des vollen Spektrums und aller Eigenzusta¨nde von Hˆ
vonno¨ten, der Hamiltonoperator muss dementsprechend diagonalisiert werden.
2.2 Numerische Zeitentwicklung reiner Zusta¨nde
2.2.1 Der ”naive“ Ansatz
Das u¨bliche Speicherformat fu¨r Gleitkommazahlen mit doppelter Genauigkeit (engl. double precision)
wird nach IEEE2 Standard binary64 [35] genannt. Eine Zahl in diesem Format hat einen Speicherbedarf
von 8 Byte. Quantenmechanische Problemstellungen sind in einem komplexen Hilbertraum formuliert.
Eine komplexe Zahl besteht aus zwei binary64-Gleitkommazahlen, beno¨tigt also 16 Byte Speicherplatz.
Der Arbeitsspeicher des Arbeitsplatzrechners, auf dem ich die meisten der in dieser Arbeit pra¨sentier-
ten Simulationen durchgefu¨hrt habe, umfasst 32059 Megabyte, das entspricht etwa 3, 36× 1010 Byte.
Dieser Arbeitsspeicher bietet also circa 2, 1× 109 komplexe Zahlen im binary64-Format Platz. Sei
die Gro¨ße des Hilbertraumes, in dem der Zustand |Ψ(t0)〉 nach Gleichung (2.2) in der Zeit entwickelt
2IEEE steht fu¨r The Institute of Electrical and Electronics Engineers, Inc. .
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werden soll, n, so haben die Matrixdarstellungen des Hamiltonoperators Hˆ beziehungsweise des Zeit-
entwicklungsoperators Uˆ†(t, t0) jeweils n2 Eintra¨ge. Da es sich hier um eine hermitesche Matrix be-
ziehungsweise das Matrixexponential einer antihermiteschen Matrix handelt, sind n(n + 1)/2 dieser
Eintra¨ge unabha¨ngig. Dadurch ergibt sich eine obere Grenze nmax fu¨r die Gro¨ße des Hilbertraumes,
sollte fu¨r die Berechnung von |Ψ(t)〉 mindestens einer der beiden Operatoren explizit im Speicher des
Arbeitsplatzrechners vorliegen mu¨ssen, zu
nmax(nmax + 1)
2
≈ 2, 1× 109 ⇔ nmax ≈ 65000 . (2.8)
Der ”naive“ Ansatz zur Berechnung von |Ψ(t)〉 nach Gleichung (2.7) besteht darin Hˆ direkt nume-
risch zu diagonalisieren3. In diesem Fall muss die Matrixform von Hˆ explizit bekannt sein, so dass in
diesem Fall die maximale Dimensionalita¨t des Hilbertraumes nach Gleichung (2.8) beschra¨nkt ist. Zur
Lo¨sung ”gro¨ßerer“ Probleme mit doppelter Genauigkeit ist der naive Ansatz unbrauchbar und es mu¨ssen
alternative numerische Verfahren zur Lo¨sung von Gleichung (2.2) gefunden werden.
2.2.2 Krylov-Unterraum-Verfahren
Wie ich in Abschnitt 1.5.4 angedeutet habe, sind die Matrixdarstellungen der in dieser Arbeit betrach-
teten Hamiltonoperatoren Hˆ du¨nnbesetzt. In diesem Fall la¨ßt sich die oben ausgefu¨hrte Speicherproble-
matik durch spezielle Matrixspeicherformate [37, 38] umgehen. Es gibt allerdings eine Klasse iterativer
Verfahren, die sogenannten Krylov-Unterraum-Verfahren, die sich im Fall du¨nnbesetzter, großer Matri-
zen sowohl vom Speicherbedarf, als auch von der Laufzeit gegenu¨ber dem naiven Ansatz als besonders
geeignet erweisen. Krylov-Unterraum-Verfahren werden ha¨ufig bei der Lo¨sung von großen Eigenwert-
problemen [37] oder von linearen Gleichungssystemen [38] angewandt.
SeienM ∈ Cn×n eine du¨nnbesetzte Matrix und r0 ein Vektor im Cn. Das zu lo¨sende Problem sei die
Berechnung eines n-dimensionalen Vektors
rM = f
(
M
)
r0 , (2.9)
wobei f
(
M
)
eine Funktion der Matrix M sei. Ein Krylov-Unterraum-Verfahren beruht auf der ite-
rativen Auswertung von Matrix-Vektor-Produkten, durch die das n-dimensionale Problem auf einen
sogenannten Krylov-Unterraum
Km = span
{
r0 ,Mr0 ,M
2r0 , ... ,M
m−2r0 ,Mm−1r0
}
(2.10)
der Dimension m≪ n projiziert wird. Im Falle du¨nnbesetzter Matrizen lassen sich Matrix-Vektor-
Produkte ressourcenschonend implementieren und ausfu¨hren. Insbesondere braucht die betreffende Ma-
trix dabei nicht explizit bekannt, das heißt im Speicher des Rechners vorhanden sein. Es reicht aus, wenn
ihre WirkungMr auf Vektoren r ∈ Cn als Funktion implementiert wird.
Ein Standardalgorithmus, der bei gegebenenM und r0 eine orthonormierte Basis
Vm =
{
v1 ,v2 , ... ,vm
}
(2.11)
3Fu¨r die direkte, numerische Matrixdiagonalisierung eignen sich zum Beispiel Routinen aus der quelloffenen Softwarebi-
bliothek LAPACK [36].
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v1 := r0/|r0|;
fu¨r j = 1 bism tue
w := Mvj ;
fu¨r i = 1 bis j tue
hij := v
∗
i ·w;
w := w − hijvi;
ende
h(j+1)j := |w|;
vj+1 := w/h(j+1)j
ende
Algorithmus 2.1 : Das Arnoldi-Verfahren als Pseudoquelltext
desm-dimensionalen Krylov-Unterraumes nach Gleichung (2.10) liefert, ist das Arnoldi-Verfahren [37–
41], siehe Algorithmus 2.1. Dieses ist ein modifiziertes Gram-Schmidt-Verfahren. Das Arnoldi-Verfah-
ren liefert zudem eine obere Hessenbergmatrix Hm ∈ Cm×m [37–44] mit
(
Hm
)
ij
=
hij aus Algorithmus 2.1 fu¨r i ≤ j + 1 ≤ m,0 sonst . (2.12)
Fu¨r die Elemente vj der Basis Vm aus Gleichung (2.11) und den hij aus Gleichung (2.12) ergibt sich
außerdem aus Algorithmus 2.1
Mvj = h(j+1)j vj+1 +
j∑
i=1
hij vi fu¨r 1 ≤ j ≤ m. (2.13)
Mit Vm = (v1 v2 ...vm) ∈ Cn×m und
H¯m =
(
Hm
0 . . . 0 h(m+1)m
)
, (2.14)
folgt
MVm = Vm+1 H¯m . (2.15)
Multipliziert man Gleichung (2.15) mit V†m von links, so folgt
V†mMVm = Hm . (2.16)
Die MatrixHm repra¨sentiert somit die Projektion der MatrixM in den Krylov-UnterraumKm bezu¨glich
der Basis Vm [37–42, 45]. IstM antihermitesch, so gilt
Hm = −V†mM†Vm = −
(
V†mMVm
)†
= −H†m . (2.17)
In dem Fall ist also auch Hm antihermitesch. Da Hm eine obere Hessenbergmatrix ist, kann eine anti-
hermitesche Matrix Hm nur eine Tridiagonalmatrix sein.
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Die Approximation des Vektors rM im Krylov-Unterraum
Der Vektor rM aus Gleichung (2.9) wird bei der Anwendung eines Krylov-Unterraum-Verfahrens durch
rM = f
(
M
)
r0 ≈ |r0|Vm f
(
Hm
)
V†mv1 = |r0|Vm f
(
Hm
)
e1 , (2.18)
approximiert. Hierbei ist e1 der erste Einheitsvektor im Cm. Die Methode ist genau dann von Vorteil,
wenn das Arnoldi-Verfahren, Algorithmus 2.1, und die Berechnung des m-dimensionalen Ausdrucks
f
(
Hm
)
e1 zusammen numerisch performanter sind, als die Berechnung des urspru¨nglichen, n-dimen-
sionalen Ausdrucks f
(
M
)
r0 .
2.2.3 Quantenmechanische Zeitentwicklung mittels eines
Krylov-Unterraum-Verfahrens
Seien die Zusta¨nde |Ψ(t)〉 und |Ψ(t0)〉 desselben Quantensystems zu den Zeitpunkten t und t0 und
ein nicht explizit zeitabha¨ngiger Hamiltonoperator Hˆ aus der Schro¨dingergleichung (2.1) jeweils re-
pra¨sentierbar durch die Vektoren Ψ(t) undΨ(t0) ∈ Cn beziehungsweise einer Matrix H ∈ Cn×n.
Dann la¨sst sichΨ(t) schreiben als
Ψ(t)
(2.2)(2.6)
= exp
(
−iH(t− t0)
ℏ
)
Ψ(t0) , (2.19)
Im Rahmen einer Krylov-Unterraum-Methode nach Gleichung (2.18) wird dieser Ausdruck angena¨hert
durch
Ψ(t) ≈ |Ψ(t0)|Vm exp
−iHm(t− t0)
ℏ
 e1 . (2.20)
Hierzu muss derm-dimensionale Krylov-Unterraum
Km = span
{
Ψ(t0) ,HΨ(t0) ,H
2Ψ(t0) , ... ,H
m−2Ψ(t0) ,Hm−1Ψ(t0)
}
, (2.21)
mit Hilfe des Algorithmus 2.1 aufgespannt und orthonormalisiert werden [39–42, 44–46]. Eine wichtige
Besonderheit dieses Verfahrens ist, dass fu¨r eine hermitesche Matrix H der Ausdruck iH antihermitesch
ist. Fu¨r reellwertige t und t0 ist damit aufgrund von Gleichung (2.17) auch der Zeitentwicklungsoperator
in der Na¨herung aus Gleichung (2.20) unita¨r. Dadurch ist die physikalisch so fundamentale Erhaltung
von 〈Ψ(t)|Ψ(t)〉 im Falle unita¨rer Zeitentwicklungen auch fu¨r alle nach dem hier beschriebenen Ver-
fahren berechneten Na¨herungslo¨sungen sichergestellt.
Abscha¨tzung des numerischen Fehlers
Gilt m = n , so ist Vm unita¨r und die Approximationen in den Gleichungen (2.18) beziehungswei-
se (2.20) sind exakt und Gleichung (2.16) entspricht einem Basiswechsel. Ist m < n, so ist in Re-
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ferenz [39] eine obere Fehlergrenze εm fu¨r die Approximation fu¨r die Zeitentwicklung nach Glei-
chung (2.20) angegeben:
εm =
∣∣∣∣∣∣ exp
(
−iH(t− t0)
ℏ
)
Ψ(t0)− |Ψ(t0)|Vm exp
(−iHm(t− t0)
ℏ
)
e1
∣∣∣∣∣∣
≤ 2|Ψ(t0)|κ
m exp(κ)
m!
. (2.22)
Hierbei ist
κ ≡ |t− t0|
ℏ
∥∥∥H∥∥∥
2
, (2.23)
und ‖ · ‖2 bezeichnet die Spektralnorm4 einer Matrix. Mit der Stirlingformel [47]
j! ≥
√
2pij
jj
ej
, (2.24)
ergibt sich
εm ≤ 2|Ψ(t0)| (κ exp(κ))
m
√
2pimm+1/2
≡ αβ
m
mm+1/2
, (2.25)
mit α = 2|Ψ(t0)|/
√
2pi und β = κ exp(κ) . Fu¨r superlineare Konvergenz [48] gilt
lim
j→∞
|εj+1|
|εj | = 0 . (2.26)
Man erha¨lt mit Gleichung (2.25)
lim
m→∞
|εm+1|
|εm| ≤ limm→∞
|α||β|m+1
(m+1)m+3/2
|α||β|m
mm+1/2
≤ lim
m→∞
|β|m+1
mm+3/2
|β|m
mm+1/2
= lim
m→∞
|β|
m
= 0 . (2.27)
Bezu¨glich der Dimensionm des Krylov-Unterraumes erwarte ich somit fu¨r die durch Gleichung (2.20)
gegebene Na¨herung aufgrund von Gleichung (2.27) superlineare Konvergenz nach der Definition aus
Gleichung (2.26).
4Die Spektralnorm einer Matrix A ∈ Cn×n ist definiert durch [38]
‖A‖2 ≡
√
ρ(A†A) ,
mit dem Spektralradius
ρ(A) ≡ max{|λ|
∣∣∣λ ∈ σ(A)} .
In dieser Gleichung bezeichnet σ(A) das Spektrum der Matrix A .
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Lo¨sung des resultierenden dichten Problems
Zur Berechnung der Na¨herung nach Gleichung (2.20) muss das Exponential der dichtbesetzten Ma-
trix −iHm(t− t0)/ℏ bestimmt werden. Hierzu greife ich nicht den naiven Ansatz aus Abschnitt 2.2.1
auf, da dieser darauf beruht, dass die Matrix, deren Exponential berechnet werden soll, diagonalisierbar
sein muss. Ist diese Matrix ”gerade noch“ diagonalisierbar
5, kann der naive Ansatz zu großen numeri-
schen Fehlern fu¨hren [44].
Ich na¨here daher das gesuchte Matrixexponential numerisch durch eine (p,q) Pade´-Approximation
[41, 44] an:
exp
−iHm(t− t0)
ℏ
 ≈ Npq
(
−iHm(t− t0)/ℏ
)
Dpq
(
−iHm(t− t0)/ℏ
) . (2.28)
Hierbei sind Npq(x) und Dpq(x) Polynome in x vom Grad p beziehungsweise q. Ist q = p , so ergibt
sich fu¨r den Spezialfall der Exponentialfunktion [41]
exp(x) ≈ Npp(x)
Npp(−x) , (2.29)
mit
Npp(x) =
p∑
k=0
ckx
k , wobei ck =
1 , fu¨r k = 0 ,ck−1 p+1−k(2p+1−k)k , sonst. (2.30)
Laut Referenz [41] fu¨hrt aufgrund einer Fehlerabscha¨tzung in Referenz [44] die Wahl p = 6 zu einer
Ergebnistoleranz der Gro¨ßenordnung 10−15. Dieser Wert ist von derselben Gro¨ßenordnung, wie die
Genauigkeit einer Gleitkommazahl im binary64-Format [35] und daher in jedem Fall ausreichend.
Programmbibliothek Expokit
Das in diesem Abschnitt vorgestellte Krylov-Unterraum-Verfahren habe ich im Rahmen dieser Ar-
beit mit Hilfe der FORTRAN77-Programmbibliothek Expokit [41] implementiert. Expokit stellt Sub-
routinen zur Berechnung der Na¨herung aus Gleichung (2.20) und der Pa´de-Approximation aus Glei-
chung (2.28) zur Verfu¨gung.
2.3 Implementierung des Zeitentwicklungsverfahrens im Kontext der
Wellenleiterquantenelektrodynamik
2.3.1 Voraussetzungen und der Anregungszahloperator Cˆ
In diesem Abschnitt erla¨utere ich, wie sich das in Abschnitt 2.2.3 vorgestellte Krylov-Unterraum-Ver-
fahren zur quantenmechanischen Zeitentwicklung im Schro¨dingerbild auf Systeme der WQED anwen-
den la¨sst. Wie ich in Kapitel 1 ausgefu¨hrt habe, setzt sich der Hamiltonoperator eines WQED Sys-
tems aus drei Komponenten zusammen, na¨mlich aus dem Hamiltonoperator des freien wellenleitenden
5Mit ”gerade noch“ diagonalisierbar meine ich, dass der Rang der Matrix zwar gleich ihrer Dimension ist, ihre Determinante
jedoch anna¨hernd verschwindet.
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Systems HˆEM, dem Hamiltonoperator des freien atomaren Systems HˆA, und dem Hamiltonoperator
der Wechselwirkung zwischen diesen beiden Teilsystemen HˆLM. Voraussetzung zur Anwendung des
Krylov-Unterraum-Verfahrens nach Gleichung (2.20) ist, dass die Zustandsvektoren Ψ(t) und Ψ(t0)
Elemente des endlichen Cn sind und die Matrix H Element des endlichen Cn×n ist. Fu¨r die quantenme-
chanischen Operatoren und Zusta¨nde ”u¨bersetzt“ sich diese Voraussetzung in:
Die Gro¨ße des gemeinsam durch die Zusta¨nde |Ψ(t0)〉 und |Ψ(t)〉 aus Gleichung (2.2) besetzten
Hilbertraumes muss endlich sein. Dazu muss Gleichung (2.6) gelten, mit
Hˆ = HˆEM + HˆA + HˆLM
fu¨r WQED Systeme.
Bezu¨glich HˆA aus Gleichung (1.48) ergibt sich dazu als notwendige Bedingung, dass die Anzahl
der Eigenzusta¨nde des Mehrniveausystems endlich ist. Dies la¨ßt sich nach der Anwendung der RWA
rechtfertigen, siehe Abschnitt 1.4.4. Genauso ist es notwendig, dass die Anzahl der Eigenmoden in
HˆEM abza¨hlbar endlich ist. Dies ist fu¨r einen einbandigen Wellenleiter endlicher Ausdehnung der Fall,
vergleiche Abschnitt 1.5.3. Diese beiden notwendigen Bedingungen sind zusammen mit der folgenden
Bedingung an HˆLM hinreichend: Es muss ein Anregungszahloperator Cˆ der Form
Cˆ =
∑
ν
aˆ†ν aˆν +
∑
l
υl|l〉〈l| , mit υl ∈ N0 , (2.31)
definiert werden ko¨nnen, der eine Anregungszahl C = 〈Cˆ〉 als Erhaltungsgro¨ße liefert. In den Abschnit-
ten 1.4.5 und 1.4.6 habe ich bereits Beispiele von Anregungszahloperatoren Cˆ fu¨r im Rahmen der RWA
an ein elektromagnetisches Kontinuum gekoppelte Zwei- und Dreiniveausysteme diskutiert. Um ei-
ne Erhaltungsgro¨ße zu beschreiben muss ein Operator mit dem Hamiltonoperator des Gesamtsystems
kommutieren. Da der Operator Cˆ mit HˆEM und HˆA in jedem Fall kommutiert, ”u¨bersetzt“ sich die letzte
Bedingung zu
∃ Cˆ :
[
Cˆ , HˆLM
]
≡ 0 . (2.32)
Eine Mo¨glichkeit die Existenz eines Operators Cˆ fu¨r ein gegebenes System zu pru¨fen beziehungswei-
se den Operator zu erhalten besteht darin, den allgemeinen Ausdruck aus Gleichung (2.31) in Glei-
chung (2.32) einzusetzen und die resultierenden Gleichungen zu lo¨sen. Existiert eine Lo¨sung, so ergibt
sich diese in Abha¨ngigkeit des Koeffizienten vor dem Projektor auf den Grundzustand des Atoms im
rechten Term von Gleichung (2.31). Setzt man diesen Koeffizienten gleich Null, so ergibt sich eine Form
fu¨r den Operator Cˆ, wie ich sie durchga¨ngig in dieser Arbeit verwendet habe.
2.3.2 Physikalische Deutung des Anregungszahloperators: Die Emissionszahl
Um eine physikalische Deutung des Anregungszahloperators Cˆ zu gewinnen, bitte ich den Leser sein
Augenmerk erneut auf Gleichung (2.31) zu richten. Der erste Term der rechten Seite dieser Gleichung
”za¨hlt“ die Photonen in allen elektromagnetischen Moden des photonischen Subsystems, vergleiche
Abschnitt 1.3.1. Jedes Photon im System tra¨gt also mit einer Anregung zur Anregungszahl C bei. Der
zweite Term auf der rechten Seite der Gleichung (2.31) ”za¨hlt“ den Beitrag des atomaren Systems zuC. Die ganzzahligen Koeffizienten υl in Gleichung (2.31) gewichten den Anteil, mit dem die atomaren
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Abbildung 2.1: Zwei Sechsniveausysteme. Dipolerlaubte U¨berga¨nge sind an den gepunkteten Pfei-
len erkennbar. Die farbliche Kodierung der Zusta¨nde gibt deren Emissionszah-
len υ an (schwarz: υ = 0 , rot: υ = 1 , blau: υ = 2). Die Emissionszahl ist das
Gewicht, mit dem ein Zustand zur Anregungszahl beitra¨gt, siehe Text. In a) la¨sst
sich jedem Zustand eindeutig eine Emissionszahl zuordnen. In b) ist dies fu¨r den
Zustand |F〉 nicht mo¨glich, da fu¨r den U¨bergang zu einem Zustand mit υ = 0
U¨bergangskombinationen mit unterschiedlichen Anzahlen von zusa¨tzlich emittier-
ten Photonen gefunden werden ko¨nnen (zum Beispiel |F〉 → |C〉 → |A〉 entspricht
der Emission zweier zusa¨tzlicher Photonen, |F〉 → |A〉 entspricht der Emission ei-
nes zusa¨tzlichen Photons). Somit la¨sst sich fu¨r ein WQED System mit dem Sechs-
niveausystem aus b) kein Anregungszahloperator Cˆ finden.
Zusta¨nde |l〉 jeweils zu C beitragen. Damit ein Operator Cˆ existiert, muss also jedem Zustand des atoma-
ren Systems ein solcher Anteil zugeordnet werden ko¨nnen, wobei die Betra¨ge zweier unterschiedlicher
Zusta¨nde zu C durchaus identisch sein du¨rfen. Ich nenne diesen Anregungszahlbeitrag durch einen
atomaren Zustand im Folgenden Emissionszahl υ. Ihr Wert entspricht der Zahl der in das elektromagne-
tische Subsystem zusa¨tzlich, durch den U¨bergang des Atoms von diesem Zustand in einen mit υ = 0,
emittierten Photonen. Zusta¨nde mit υ = 0 sind vom Rang eines Grundzustandes. Damit meine ich, dass
es ausgehend von einem Zustand mit υ = 0 keine Kombination von dipolerlaubten U¨berga¨ngen im
Mehrniveausystem gibt, welche die Anzahl der Photonen im elektromagnetischen Subsystem erho¨ht. In
einem Zustand mit υ = 0 entspricht die Anregungszahl C somit der Anzahl der Photonen im System.
Finden sich von einem atomaren Zustand aus mehrere Kombinationen von dipolerlaubten U¨berga¨ngen,
aus denen unterschiedliche Werte fu¨r die Emissionszahl resultieren, so la¨sst sich diesem Zustand keine
Emissionszahl zuordnen und es existiert kein Anregungszahloperator fu¨r dieses System.
Existiert der Anregungszahloperator Cˆ fu¨r ein System, dann ist die Konsequenz, dass sich die Emis-
sionszahlen von Zusta¨nden im Termschema des atomaren Systems, zwischen denen Dipolu¨berga¨nge
erlaubt sind, um ∆υ = ±1 unterscheiden. Zur Illustration der in diesem Abschnitt gegebenen Defi-
nitionen zeigt Abbildung 2.1 Beispiele zweier Sechsniveausysteme. In einem Fall, Abbildung 2.1a),
la¨sst sich jedem Zustand eine Emissionszahl zuordnen. Im anderen Fall, Abbildung 2.1b) ist dies nicht
mo¨glich.
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2.3.3 Hamiltonoperatoren und allgemeine Zusta¨nde endlicher Anregungszahl
Ich gebe im Folgenden die allgemeine Form der Hamiltonoperatoren der WQED Systeme in einer
Ortsraumformulierung entsprechend den Ausfu¨hrungen in Abschnitt 1.5.3 an, fu¨r die die numerische
Behandlung mit dem in Abschnitt 2.2.3 beschriebenen Verfahren mo¨glich ist. Den Hamiltonopera-
tor des Wellenleiters HˆA kann ich hierzu uneingeschra¨nkt aus Gleichung (1.82) aus Abschnitt 1.5.3
u¨bernehmen:
HˆEM =
xN∑
x,x′=x1
Jxx′ aˆ
†
xaˆx′ . (2.33)
Wie in Abschnitt 2.3.1 gefordert, ist die Anzahl der Ortsraummoden endlich.
Den Hamiltonoperator HˆA des atomaren Systems aus Gleichung (1.48) formuliere ich um zu
HˆA =
υmax∑
υ=0
∑
{|l〉}υ
El|l〉〈l| . (2.34)
Der Index υ der ersten Summe in dieser Gleichung la¨uft u¨ber die Emissionszahlen der atomaren Zu-
sta¨nde, die zweite Summe la¨uft u¨ber die Menge {|l〉}υ der Eigenzusta¨nde des Mehrniveausystems mit
Emissionszahl υ. Damit die Anzahl atomarer Eigenzusta¨nde wie in Abschnitt 2.3.1 gefordert endlich
ist, mu¨ssen die Mengen {|l〉}υ fu¨r jedes υ endlich sein.
Ich habe bei Gleichung (2.34) vorausgesetzt, dass sich jedem Zustand des Atoms eine Emissions-
zahl zuordnen la¨sst. Dadurch habe ich auch die letzte Bedingung aus Abschnitt 2.3.1 zur Verwen-
dung des Krylov-Unterraum-Verfahrens aus Abschnitt 2.2.3 erfu¨llt, na¨mlich dass ein Operator Cˆ aus
Gleichung (2.31) mit Gleichung (2.32) existieren muss. Der Hamiltonoperator HˆLM der Licht-Materie-
Wechselwirkung aus Gleichung (1.86) lautet dann
HˆLM =
xN∑
x=x1
υmax−1∑
υ=0
∑
{|l〉}υ
{|m〉}υ+1
(
V xmlaˆx|m〉〈l|+ V xlm|l〉〈m|aˆ†x
)
. (2.35)
Diese Darstellung von HˆLM ist stark an den Anforderungen fu¨r die numerische Bearbeitung mittels
Krylov-Unterraum-Verfahren orientiert. Es ergibt sich ein weiterer physikalischer Zusammenhang die
Emissionszahl betreffend aus dem Vergleich von Gleichung (2.35) mit Gleichung (1.86): Zusta¨nde mit
gerader beziehungsweise ungerader Emissionszahl weisen jeweils gleiche Parita¨tseigenwerte auf, ver-
gleiche Abschnitt 1.4.2.
Da die oben angegebenen Hamiltonoperatoren deren allgemeine Formen zur numerischen Behand-
lung darstellen, gilt fu¨r die Gleichungen (2.33) und (2.35), dass hier die Koeffizienten Jxx′ , V xml be-
ziehungsweise V xlm angegeben sind, die unter den in Abschnitt 2.3.1 geforderten Bedingungen nicht
verschwinden mu¨ssen. Diese Koeffizienten ko¨nnen allerdings in Abha¨ngigkeit vom betrachteten phy-
sikalischen Modell verschwinden. So fallen die meisten der Jxx′ aus Gleichung (2.33) im Falle eines
Wellenleiters mit NNWW weg, vergleiche Gleichung (1.88) in Abschnitt 1.5.4. Der Operator HˆEM ist
nur dann hermitesch, wenn
Jij = J
∗
ji, ∀ i, j ∈ {x1, ..., xN} ,
vergleiche Gleichung (1.83) in Abschnitt 1.5.3. Genauso ist HˆLM nur dann hermitesch, wenn
V xml = V
x∗
lm ,
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vergleiche Gleichung (1.85) in Abschnitt 1.5.3 beziehungsweise Abschnitt 1.4.3 zu reellen Kopplungs-
konstanten.
Ein allgemeiner Zustand mit endlicher Anregungszahl
Ein allgemeiner Zustand |Ψ〉Q mit C = Q Anregungen in einem WQED System beschrieben durch die
Gleichungen (2.33) - (2.35) lautet
|Ψ〉Q =
xN∑
x′=x1,x2′=x,...
...,xQ′=x(Q−1)′
∑
{|p〉}0
φx
′...xQ′
p aˆ
†
x′ ...aˆ
†
xQ′ |0, p〉
+
xN∑
x′=x1,x2′=x,...
...,x(Q−1)′=x(Q−2)′
∑
{|r〉}1
φx
′...x(Q−1)′
r aˆ
†
x′ ...aˆ
†
x(Q−1)′ |0, r〉
+ ...
+
xN∑
x′=x1
∑
{|s〉}Q−1
φx
′
s aˆ
†
x′ |0, s〉+
∑
{|u〉}Q
φu|0, u〉 , (2.36)
wobei die φx,...,x
W ′
m jeweils W -fach bosonisch symmetrisierte Amplitudenkoeffizienten im Unterraum
des atomaren Zustandes |m〉 darstellen. Anhand von Gleichung (2.36) wird erneut die Struktur des An-
regungszahloperators ersichtlich: Im Fall C = Q entha¨lt der Basiszustand aˆ†
x′ ...aˆ
†
xW ′ |0, w〉W Photonen.
Folglich muss der atomaren Zustandes |w〉 die Emissionszahl υ = Q−W aufweisen, denn nach Glei-
chung (2.31) gilt C =W + υ .
Es bleibt zu Bemerken, dass die Anregungszahl alleine nicht genu¨gt, um die Gro¨ße des Hilbertraumes
festzulegen, von dem alle Q-Anregungszusta¨nde nach Gleichung (2.36) Element sind. Hierzu mu¨ssen
die Anzahlen der elektromagnetischen Moden, sowie der Eigenzusta¨nde des Mehrniveausystems be-
kannt sein.
2.3.4 Zusta¨nde mit einer und zwei Anregungen und deren vektorielle Repra¨sentation
Im Rahmen dieser Arbeit habe ich die Zeitentwicklung fu¨r Zusta¨nde nach (2.36) mit C = 1 und C = 2
Anregungen mit dem Krylov-Unterraum-Verfahren aus Abschnitt 2.20 und den Hamiltonoperatoren aus
den Gleichungen (2.33) - (2.35) implementiert. Ein allgemeiner Zustand mit einer Anregung schreibt
sich nach Gleichung (2.36)
|Ψ〉1 =
xN∑
x=x1
∑
{|p〉}0
φxp aˆ
†
x|0, p〉+
∑
{|r〉}1
φr|0, r〉 . (2.37)
Seien P und R jeweils die Anzahlen der Zusta¨nde mit Emissionszahl υ = 0 beziehungsweise υ = 1. In
diesem Fall ist die Dimension n1 des HilbertraumesH1 der Zusta¨nde aus Gleichung (2.37)
n1 = dim(H1) = NP +R . (2.38)
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Als Vektor im Cn1 la¨sst sich der allgemeine Zustand mit C = 1 repra¨sentieren durch
Ψ1 =
(
φx1p1φ
x2
p1 ... φ
xN
p1︸ ︷︷ ︸
N Elemente
φx1p2 ... φ
xN
pP︸ ︷︷ ︸
NP Elemente
φr1 ... φrR︸ ︷︷ ︸
R Elemente
︸ ︷︷ ︸
(NP+R)=n1 Elemente
)T
. (2.39)
Ein allgemeiner Zustand mit zwei Anregungen schreibt sich nach Gleichung (2.36)
|Ψ〉2 =
xN∑
x =x1
x′=x
∑
{|p〉}0
φxx
′
p aˆ
†
x
aˆ†x′ |0, p〉+
xN∑
x=x1
∑
{|r〉}1
φxr aˆ
†
x|0, r〉+
∑
{|s〉}2
φs|0, s〉 . (2.40)
Die Amplitudenkoeffizienten φxx
′
p mu¨ssen, um physikalische Zusta¨nde zu beschreiben, bezu¨glich x und
x′ bosonisch symmetrisiert sein
φxx
′
p =
 1√2(ψxpϕx
′
p + ψ
x′
p ϕ
x
p) fu¨r x
′ ̸= x ,
1
2(ψ
x
pϕ
x
p + ψ
x
pϕ
x
p) fu¨r x
′ = x ,
(2.41)
mit zwei Zusammenstellungen von Einteilchenamplitudenkoeffizienten ψxp und ϕ
x
p . Fu¨r den Fall x
′ = x
habe ich in Gleichung (2.41) beru¨cksichtigt, dass der Fockzustand aˆ†xaˆ†x|0〉 erst mit einem Vorfaktor
1/
√
2 normiert ist.
Sei S die Anzahl der Zusta¨nde mit Emissionszahl υ = 2, so ist die Dimension n2 des Hilbertraumes
H2 der Zusta¨nde aus Gleichung (2.40)
n2 = dim(H1) = N(N + 1)
2
P +NR+ S . (2.42)
Als Vektor im Cn2 la¨sst sich der allgemeine Zustand mit C = 2 repra¨sentieren durch
Ψ2 =
(
φx1x1p1 φ
x1x2
p1 ... φ
xNxN
p1︸ ︷︷ ︸
N(N+1)
2
Elemente
φx1x1p2 φ
x1x2
p2 ... φ
xNxN
pP
︸ ︷︷ ︸
N(N+1)
2
P Elemente
φx1r1 ... φ
xN
r1 φ
xn
r2 ... φ
xN
rR︸ ︷︷ ︸
NR Elemente
φs1 ... φsS︸ ︷︷ ︸
S Elemente
︸ ︷︷ ︸(
N(N+1)
2
P+NR+S
)
=n2 Elemente
)T
. (2.43)
Dabei werden die ersten N(N + 1)P/2 Elemente dieses Vektors zugeordnet durch
(Ψ2)j = φ
xvxw
pu , mit j =
N(N + 1)(u− 1) + 2v + w(w − 1)
2
. (2.44)
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2.3.5 Implementierung der Matrix-Vektor-Produkte
Wie in Abschnitt 2.2.2 erwa¨hnt, brauchen die Matrixdarstellungen der Hamiltonoperatoren aus den
Gleichungen (2.33) bis (2.35) im Cn1×n1 beziehungsweise im Cn2×n2 bei der Verwendung des Arnol-
di-Verfahrens, Algorithmus 2.1, fu¨r die numerische Zeitentwicklung im Unterraum einer beziehungs-
weise zweier Anregungen nicht explizit bekannt sein. Es reicht stattdessen die lineare Abbildung zu
kennen, die die Multiplikation der Matrixrepra¨sentanten H der Hamiltonoperatoren mit den Vektorre-
pra¨sentanten Ψ1 beziehungsweise Ψ2 der Zusta¨nde aus den Gleichungen (2.37) und (2.40) erzeugt.
Diese gewinnt man durch Anwendung des Hamiltonoperators
Hˆ = HˆEM + HˆA + HˆLM , (2.45)
auf die Zusta¨nde |Ψ〉1 und |Ψ〉2. Die entsprechenden Ausdru¨cke habe ich in Anhang C in Abschnitt C.1
wiedergegeben. Im selben Anhang habe ich in Abschnitt C.2 die daraus resultierenden Algorithmen,
die die entsprechenden Matrix-Vektor-Produkte implementieren, angegeben.
2.3.6 Abschließende Bemerkungen zur Implementierung
Im Rahmen dieser Arbeit habe ich das in Abschnitt 2.2 vorgestellte Zeitentwicklungsverfahren fu¨r
WQED Systeme entsprechend meiner Ausfu¨hrungen in diesem Abschnitt 2.3 in der Programmierspra-
che C++ [49] implementiert. Dabei habe ich, wie in Abschnitt 2.2.3 erwa¨hnt, die in FORTRAN77
verfu¨gbare Programmbibliothek Expokit [41] in den C++-Programmcode eingebettet.
Fu¨r die Lo¨sung dichtbesetzter beziehungsweise du¨nnbesetzter Eigenwertprobleme habe ich die Pro-
grammbibliotheken LAPACK [36] beziehungsweise ARPACK [50] verwendet. Letztere nutzt zur Diago-
nalisierung das Arnoldi-Verfahren aus Algorithmus 2.1 beziehungsweise andere auf Krylov-Unterra¨ume
basierte Verfahren. Um numerische Gitterfouriertransformationen durchzufu¨hren, habe ich die Pro-
grammbibliothek FFTW [51] genutzt. Wann immer es mo¨glich war, habe ich die Implementierung der
jeweiligen Programmbibliothek aus der MKL von Intel [52] der quelloffenen Variante aus Leistungs-
gru¨nden vorgezogen.
Als Benutzereingabeschnittstelle habe ich Konfigurationsdateien als Text im XML-Format und, fu¨r
die Eingabe von Simulationsparametern als Text, in einem selbst entworfenen Format verwendet. Die
XML-Dateien werden dabei mit Hilfe des XML-Zerteilers TinyXML [53] eingelesen. Zur Datenaus-
gabe habe ich das Datenformat HDF5 [54] genutzt. Die Daten selbst habe ich zur Aufbereitung mit
MATLAB [55] verarbeitet.
Das resultierende Simulationsprogramm habe ich im Rahmen dieser Arbeit geschrieben und genutzt.
Es wurde innerhalb der AG TO&P auch ausfu¨hrlich fu¨r eine Diplomarbeit [56] und als Erga¨nzung
im Rahmen einer auf gro¨ßtenteils analytische Methoden basierenden Dissertation auf dem Gebiet der
WQED [57] verwendet.
2.3.7 Numerische Experimente
Um das Simulationsprogramm und die oben vorgestellten Verfahren auf Richtigkeit zu pru¨fen, habe ich
zwei Konvergenzstudien durchgefu¨hrt. Sei Ψm,(p,q),∆t(tmax) das Resultat einer Simulation der Zeit-
entwicklung eines Anfangszustandes vonΨ(0) u¨ber einen Zeitraum tmax mittels des oben beschriebe-
nen Krylov-Unterraum-Verfahrens mit einem Krylov-Unterraum der Dimension m, einer (p, q) Pade´-
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Approximation und bei einem verwendeten Simulationszeitschritt ∆t. In Letzteren habe ich den Zeit-
raum tmax aufgeteilt und die Zeitentwicklung entsprechend iterativ ausgefu¨hrt.
Sei Ψref(tmax) eine Referenzlo¨sung zu Ψm,(p,q),∆t(tmax). Motiviert durch den Ausdruck in Glei-
chung (2.22) habe ich als Maß fu¨r die Konvergenzstudien die Gro¨ße
εm,(p,q),∆t(tmax) =
∣∣∣Ψm,(p,q),∆t(tmax)−Ψref(tmax)∣∣∣ (2.46)
verwendet. Ist Ψ(0) normiert, so entspricht εm,(p,q),∆t(tmax) der relativen Abweichung des Simulati-
onsergebnisses von der Referenzlo¨sung. Es gilt allgemein: Je kleiner εm,(p,q),∆t(tmax), desto kleiner ist
die Abweichung des Simulationsergebnisses von der Referenzlo¨sung.
Idealerweise sollte zu einem solchen Vergleich eine analytische Referenzlo¨sung verwendet werden.
Die Dimension der Probleme, die das Simulationsprogramm ”im Einsatz“ bewa¨ltigen soll, sind von der
Gro¨ßenordnung 102 bis 104. Die einzigen mir bekannten quadratischen Matrizen dieser Dimensionen,
von denen analytische Ausdru¨cke ihrer Matrixexponentiale existieren, sind diagonale Matrizen. Als
analytisches Referenzmodell verwende ich somit einen diagonalen Hamiltonoperator
HˆrefI =
xN∑
x=x1
ℏωxaˆ†xaˆx , mit ωx =
−2ω0 , fu¨r x = x1 ,ωxi−1 + 4ω0N fu¨r x = xi und 1 < i ≤ N . (2.47)
Dieser Hamiltonoperator weist im Unterraum einer Anregung ein linear ansteigendes Eigenspektrum
von −2ℏω0 bis +2ℏω0(N − 1)N−1 auf. Als Anfangszustand |ΨI(0)〉 wa¨hle ich einen normierten, be-
zu¨glich der Eigenzusta¨nde von HˆrefI gleichverteilten Zustand im Unterraum C = 1:
|ΨI(0)〉 = 1√
N
xN∑
x=1
aˆ†x|0〉 . (2.48)
In diesem Zustand ist das System imUnterraum einer Anregung energetisch in seiner ganzen Bandbreite
besetzt. Die VektordarstellungΨI(0) nach Gleichung (2.39) hat die Elemente(
ΨI(0)
)
j
=
1√
N
. (2.49)
Die Referenzlo¨sung |ΨrefI (tmax)〉 nach Ablauf einer simulierten Zeit tmax lautet
|ΨrefI (tmax)〉 = e−i
HˆrefI tmax
ℏ |ΨI(0)〉 = 1√
N
xN∑
x=x1
e−iωxtmax aˆ†x|0〉 . (2.50)
Die Elemente des VektorsΨrefI (tmax) der Referenzlo¨sung sind somit(
ΨrefI (tmax)
)
j
=
e−iωxj tmax√
N
. (2.51)
Zusa¨tzlich zu der oben vorgestellten, rein analytischen Referenzlo¨sung habe ich fu¨r weitere Konver-
genzuntersuchungen außerdem noch ein Referenzmodell verwendet, zu dem mir eine semianalytische
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Referenzlo¨sung bekannt ist. Der Hamiltonoperator HˆrefII dieses zweiten Referenzmodells ist der desWel-
lenleiters mit nNWW aus Gleichung (1.88), allerdings mit verschwindender Gitterplatzenergie und mit
periodischen Randbedingungen:
HˆrefII = J
xN−1∑
x=x1
(
aˆ†xaˆx+α + aˆ
†
x+αaˆx
)
+ aˆ†x1 aˆxN + aˆ
†
xN
aˆx1
 . (2.52)
Fu¨r diesen Hamiltonoperator sind mir dessen Eigenzusta¨nde im Ortsraum nicht explizit bekannt. Orts-
raumzusta¨nde lassen sich aber u¨ber eine Gitterfouriertransformation entsprechend Gleichung (1.81) in
die Eigenbasis von HˆrefII , na¨mlich den k-Raum, u¨berfu¨hren. Außerdem kenne ich das Eigenspektrum
dieses Hamiltonoperators im Unterraum einer Anregung. Dieses lautet entsprechend Gleichung (1.89)
ℏωk = 2J cos(kα) , mit kα ∈
{
0 ,
2pi
N
, ... ,
2pi(N − 1)
N
}
. (2.53)
Mit diesen Kenntnissen habe ich mir eine Referenzlo¨sung fu¨r dieses System folgendermaßen erzeugt:
Ich habe den Vektor eines Anfangszustandes ΨII(0) im Ortsraum mittels einer numerischen Gitter-
fouriertransformation [51] in den k-Raum u¨berfu¨hrt. Der so erzeugte Anfangszustand im k-Raum sei
bezeichnet mit ΨII,k(0). Dann ergeben sich die Elemente der Referenzlo¨sung ΨII,k(tmax) im k-Raum
analog zu Gleichung (2.51)
(
ΨII,k(tmax)
)
j
= e
−i 2Jtmaxℏ cos
(
2pi(j−1)
N
) (
ΨII,k(0)
)
j
. (2.54)
Den Vektor der Referenzlo¨sung im Ortsraum ΨrefII,k(tmax) habe ich dann durch die inverse numerische
Gitterfouriertransformation des Vektors ΨII,k(tmax) erhalten. Als Anfangszustand habe ich eine stark
lokalisierte Anregung im Ortsraum an einem festen Ort xξ gewa¨hlt
|ΨII(0)〉 = aˆ†xξ |0〉 , (2.55)
woraus sich die Elemente des Anfangszustandsvektors zu(
ΨII(0)
)
j
= δjξ (2.56)
ergeben. Eine solche lokalisierte Anregung im Ortsraum entspricht einer homogenen Besetzung der
Zusta¨nde im k-Raum.
Abbildung 2.2a) zeigt die relative Abweichung εIm,(6,6),∆t(210/ω0) nach Gleichung (2.46) der nume-
rischen Zeitentwicklung des Zustandsvektors ΨI(0) von der Referenzlo¨sung ΨrefI (210/ω0) aus Glei-
chung (2.51) in Abha¨ngigkeit des inversen Zeitschritts 1/∆t und fu¨r verschiedenem beiN = 9999 und
einer (6, 6) Pade´-Approximation. Es zeigt sich, dass fu¨r inverse Zeitschritte im Bereich (∆t)−1 < ω0/7
die Abweichung εIm,(6,6),∆t(210/ω0) in allen Fa¨llen von der Gro¨ßenordnung 1 ist. In diesem Fall ist
der Zeitschritt ∆t zu groß gewa¨hlt und keine der Lo¨sungen Ψm,(6,6),∆tI (210/ω0) konvergiert gegen
die Referenzlo¨sung. Dies a¨ndert sich fu¨r Ψ50,(6,6),∆tI (210/ω0) bei (∆t)
−1 = ω0/7: An dieser Stel-
le springt εI50,(6,6),∆t(210/ω0) um sechs Gro¨ßenordnungen auf einen Wert im Bereich von 10
−6 bis
37
2 Grundlagen zur numerischen Simulation zeitabha¨ngiger Prozesse in der
Wellenleiterquantenelektrodynamik
10−1 100 101 102
10−6
10−4
10−2
100
(∆t)−1[ω0]
εI m
,(
6
,6
),
∆
t
(2
10
/
ω
0
)
m = 5
m = 10
m = 15
m = 20
m = 25
m = 30
m = 35
m = 40
m = 45
m = 50
a) b)
10−1 100 101 102
10−6
10−4
10−2
100
(∆t)−1[ω0]
εI 3
5
,(
p
,q
),
∆
t
(2
1
0/
ω
0
)
(p, q) = (2, 2)
(p, q) = (3, 3)
(p, q) = (4, 4)
Abbildung 2.2: Relative Abweichungen a) εIm,(6,6),∆t(210/ω0) und b) ε
I
35,(p,q),∆t(210/ω0) der nu-
merischen Lo¨sungen von der analytischen Referenzlo¨sung aus Gleichung (2.51)
u¨ber dem verwendeten inversen Zeitschritt (∆t)−1. In a) ist die Abweichung
fu¨r verschiedene Dimensionen m des verwendeten Krylov-Unterraumes bei ei-
ner (6, 6) Pade´-Approximation gezeigt. In b) sieht man die Abweichung fu¨r ver-
schiedene (p, q = p) Pade´-Approximationen beim = 35. In beiden Fa¨llen wurden
N = 9999 Eigenmoden verwendet und eine Gesamtzeit tmax = 210/ω0 simuliert.
Weitere Details siehe Text.
10−5, in dem die Werte von εI50,(6,6),∆t(210/ω0) fu¨r alle (∆t)
−1 > ω0/7 verbleiben. Die numeri-
sche Lo¨sung ΨrefI (210/ω0) konvergiert in diesem Bereich gegen die Referenzlo¨sung. Mit steigendem
(∆t)−1 ”springen“ alle weiteren ε
I
m,(6,6),∆t(210/ω0) nacheinander mit absteigendemm in den gleichen
Gro¨ßenordnungsbereich. Dieses Verhalten entspricht meinen Erwartungen, da nach Gleichung (2.22)
die numerische Approximation durch das Krylov-Unterraum-Verfahren, siehe Gleichung (2.20), mit
steigender Unterraumgro¨ße m und mit sinkender Zeitschrittla¨nge ∆t besser werden sollte. Dabei do-
miniert die Abha¨ngigkeit von m aufgrund der Fakulta¨t in Gleichung (2.22) gegenu¨ber der linearen
Abha¨ngigkeit vom Zeitschritt.
Abbildung 2.2b) zeigt die relative Abweichung εI35,(p,q),∆t(210/ω0) fu¨r eine (2, 2), eine (3, 3), und
eine (4, 4) Pade´ Approximation beim = 35 und ansonsten gleichen Bedingungen wie im Falle von Ab-
bildung 2.2a). Hier konvergiertΨrefII (210/|J |) im der Fall der (4,4) Pade´-Approximation zuerst, also bei
kleinstem (∆t)−1, wa¨hrend die numerische Lo¨sung im Fall der Approximation geringster Ordnung, also
der (2,2) Pade´-Approximation, zuletzt konvergiert. Die Kurve im Falle der (4,4) Pade´-Approximation
zeigt dabei genau den selben Verlauf, wie die Kurve im Falle von m = 35 in Abbildung 2.2a), bei
der allerdings eine (6, 6) Pade´-Approximation verwendet wurde. Es hat sich in weiteren numerischen
Experimenten besta¨tigt, dass die Verwendung von (p > 4, q = p) Pade´-Approximationen keine Ver-
besserung bezu¨glich der resultierenden Genauigkeit, dagegen aber zu verla¨ngerten Programmlaufzeiten
gefu¨hrt hat.
Die Abbildungen 2.3a) und b) zeigen analog zu den Abbildungen 2.2a) und b) die relativen Abwei-
chungen εIIm,(6,6),∆t(210ℏ/|J |) beziehungsweise εII35,(p,q),∆t(210ℏ/|J |) im Falle des semianalytischen
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Abbildung 2.3: Relative Abweichungen a) εIIm,(6,6),∆t(210ℏ/|J |) und b) εII35,(p,q),∆t(210ℏ/|J |) der
numerischen Lo¨sung von der semianalytischen Referenzlo¨sung aus der inversen
Gitterfouriertransformierten von Gleichung (2.54) u¨ber dem verwendeten inversen
Zeitschritt (∆t)−1. Die simulierte Gesamtzeit ist in diesem Fall tmax = 210ℏ/|J |,
der Ort xξ = 5000α. Die restlichen Parameter sind dieselben, wie im Fall von
Abbildung 2.2. Weitere Details siehe Text.
Referenzmodells aus den Gleichungen (2.52) bis (2.56). Im Konvergenzverhalten ergeben sich zum
vollanalytischen Modell keine signifikanten Unterschiede. Es hat sich außerdem bezu¨glich der erreich-
baren Genauigkeit und dem Konvergenzverhalten bei weiteren numerischen Experimenten in keinem
Fall eine Abha¨ngigkeit von der Systemgro¨ße N gezeigt.
Aufgrund der in diesem Unterabschnitt gewonnenen Erkenntnisse habe ich mich entschieden, die
Gro¨ße der Krylov-Unterra¨ume in allen im Rahmen dieser Arbeit vorgenommenen Simulationen auf
m = 35 festzulegen. Obwohl die Verwendung von (p, p) Pade´-Approximationen mit p > 4 keine
Verbesserung der Konvergenzergebnisse erwirkt hat, habe ich fu¨r die im Rahmen dieser Arbeit vorge-
nommenen Simulationen die (6, 6) Pade´-Approximation verwendet. Diese Wahl habe ich aufgrund von
Studien der Pade´-Approximation aus Referenz [41] getroffen, vergleiche Abschnitt 2.2.3.
Bei den verwendeten Werten vonm beziehungsweise p und q erwarte ich somit Konvergenz fu¨r Zeit-
schritte∆t > 4.375/ωsys, wobei ωsys die gro¨ßte charakteristische Frequenz im untersuchten System
bezeichnet. Die Wahl kleinerer Zeitschritte verla¨ngert die Programmlaufzeit, bietet jedoch Zugriff auf
Zwischenwerte des Systemzustandes in der Simulation. Ich habe daher bei den Untersuchungen im
Rahmen dieser Arbeit dann kleinere Zeitschritte gewa¨hlt, wenn ich in dem zu untersuchenden System
Prozesse auf entsprechend kurzen Zeitskalen beobachten wollte. Ansonsten habe ich den Zeitschritt fu¨r
die im Rahmen dieser Arbeit durchgefu¨hrten Simulationen auf∆t = 1/ωsys festgelegt.
Zum Abschluss dieses Kapitels noch eine Anmerkung zur Performanz des Simulationsprogramms:
Fu¨r eine Rechnung mit dem in diesem Abschnitt vorgestellten, semianalytischen Modell mit einen An-
fangszustand entsprechend Gleichung (2.56) und mit den Parametern N = 69999, xξ = 35000α,
T = 100ℏ/|J |, ∆T = 1ℏ/|J |, m = 35, und einer (6, 6) Pade´-Approximation beno¨tigt das Simula-
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tionsprogramm auf dem Arbeitsplatzrechner6, auf dem die meisten Simulationen durchgefu¨hrt wurden,
circa 15 Sekunden. Entsprechend den Ausfu¨hrungen in Abschnitt 2.2.1 wa¨re die selbe Rechnung mit-
tels des naiven Ansatzes aufgrund des dabei auftretenden Platzmangels im Hauptspeicher des selben
Rechners unmo¨glich.
6Der Prozessor des verwendeten Rechners ist ein Intel R© CoreTM i7-3930K mit 6 Kernen und einer Taktfrequenz von 3.2GHz
pro Kern, wobei ein Kern fu¨r die Rechnung verwendet wurde.
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KAPITEL 3
EINZELPHOTONTRANSPORT IN
EINDIMENSIONALEN WELLENLEITERN
MIT EINGEBETTETEN
DREINIVEAUSYSTEMEN
In diesem Kapitel diskutiere ich die Transporteigenschaften eines einzelnen Photons in einem
1D Wellenleiter mit einem eingebetteten 3NS. Ich wende Methoden zur Berechnung sowohl
stationa¨rer Ebene-Wellen-Lo¨sungen, als auch zeitabha¨ngiger Transportpha¨nomene an, um die
Wechselwirkung einzelner Photonen mit ungetriebenen und getriebenen V- und Λ-Systemen
zu untersuchen.
Im Falle des ungetriebenen V-System analysiere ich das Auftreten vergleichsweise langer
Reemissionszeiten des Atoms in den Wellenleiter im Zusammenhang mit ”nahezu“ dunklen
Zusta¨nden. Beim ungetriebenen Λ-System weise ich die Existenz nichtstationa¨rer dunkler
Zusta¨nde nach und erkla¨re, wie die Photontransmission von einer relativen Phasendifferenz
der unteren Zusta¨nde des Λ-Systems abha¨ngt. Bezu¨glich getriebener 3NS diskutiere ich elek-
tromagnetisch induzierte Transparenz, sowie eine weitere Form der elektromagnetisch indu-
zierten Beeinflussung der atomaren Streueigenschaften im Kontext der Streuung eines Ein-
zelphotonwellenpakets durch ein Λ-System. Abschließend demonstriere ich, wie sich die Im-
pulsverteilung des gestreuten Photons gezielt durch ein geeignet getriebenes V-Atom beein-
flussen la¨sst. Teile dieses Kapitels wurden in Referenz [58] publiziert.
3.1 Einfu¨hrung
Das einfachste Modell zur Untersuchung von WQED Effekten ist das an einen 1D Wellenleiter ge-
koppelte 2NS. Im Kontext solcher Systeme wurde in verschiedenen Arbeiten von sehr interessanten
Effekten berichtet, wie der Verwendung des Atoms als energieabha¨ngigen Spiegel [59–62] oder starken
Nichtlinearita¨ten im Wenig-Photon-Sektor [63–69].
Wird das 2NS in diesem Modell durch ein 3NS ersetzt, steigt im Vergleich zum 2NS-Fall die Anzahl
physikalischer Pha¨nomene, die durch das Modell beschrieben werden ko¨nnen. Gleichzeitig steigt je-
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doch auch die Komplexita¨t der Methoden, die zur Untersuchung des Modells verwendet werden. Schon
3NS im 3D Vakuum weisen interessante physikalische Effekte auf, wie elektromagnetisch induzierte
Transparenz (EIT) [70] und die Mo¨glichkeit von adiabatischem Populationstransfer [71], die beide im
Zusammenhang einzelner 2NS nicht auftreten ko¨nnen. Eine EIT mit klassischem Licht im Falle eines
einzelnen, in ein 1D System eingebetteten Emitters wurde experimentell bereits mit Hilfe supraleiten-
der Bauelemente realisiert [72, 73]. Außerdem befa¨higt die Mo¨glichkeit ein 3NS elektromagnetisch zu
treiben bisweilen dazu, das 3NS im Experiment beliebig zu beeinflussen. Dadurch sind Effekte, die
beim 2NS nur unter bestimmten Umsta¨nden auftreten, im Labor einfacher zu realisieren. Das Atom als
energieabha¨ngigen Spiegel zu nutzen ist hierfu¨r ein Beispiel [74–76].
Stationa¨re Streueigenschaften von Ebene-Wellen-Zusta¨nden, die ein oder zwei Photonen enthalten,
in 1D Wellenleitern mit linearisierten Dispersionsrelationen und eingebetteten getriebenen und unge-
triebenen 3NS sind in den Referenzen [77–80] untersucht worden. Dabei wurde EIT fu¨r einzelne Pho-
tonen und einzelne Atome beschrieben [78, 79] und ein Vorschlag fu¨r einen Einzelphotontransistor
gemacht [78]. Außerdem wurde die Mo¨glichkeit diskutiert, durch das Atom induzierte, photonische
Korrelationen [79, 80] zu erzeugen, a¨hnlich zur Situation eines eingebetteten 2NS [63, 64, 81].
In diesem Kapitel untersuche ich die Streueigenschaften und die Dynamik einzelner Photonen, die
in 1D Wellenleitern mit nichtlinearen Dispersionsrelationen propagieren und in diesen mit einzelnen,
getriebenen oder ungetriebenen 3NS wechselwirken. Das Kapitel ist folgendermaßen strukturiert: In
Abschnitt 3.2 behandle ich den Transport einzelner Photonen in Wellenleitern mit einem eingebette-
ten, ungetriebenen 3NS. Dazu pra¨sentiere ich in Abschnitt 3.2.1 zuna¨chst die Grundlagen der hierzu
durchgefu¨hrten Transportsimulationen. Anschließend diskutiere ich in den Abschnitten 3.2.2 und 3.2.3
die Effekte, die bei ungetriebenen V- und Λ-Systemen auftreten. In Abschnitt 3.3 untersuche ich die
Transporteigenschaften von Photonen in einem 1D Wellenleiter mit einem eingebetteten, getriebenen
3NS. Hierfu¨r stelle ich in den Abschnitten 3.3.1 und 3.3.2 kurz die Theorie getriebener 3NS in 1D Wel-
lenleitern vor. Anschließend behandle ich in den Abschnitten 3.3.3 und 3.3.4 jeweils die Transportei-
genschaften einzelner Photonen bei in den Wellenleiter eingebetteten, getriebenen Λ- und V-Systemen.
Zum Abschluss fasse ich die in diesem Kapitel erlangten Ergebnisse in Abschnitt 3.4 zusammen.
3.2 Transport einzelner Photonen in Wellenleitern mit eingebetteten
ungetriebenen Dreiniveausystemen
3.2.1 Grundlegendes zu den Transportsimulationen
In den folgenden Abschnitten pra¨sentiere ich unter anderem Ergebnisse verschiedener Transportsimu-
lationen von Einzelphotonwellenpaketen in 1D Wellenleitern mit einem eingebetteten 3NS. Dazu habe
ich das in Kapitel 2 pra¨sentierte und von mir erstellte Simulationsprogramm verwendet. Der Ablauf
dieser Simulationen folgt einem Prinzip, das auch schon bei solchen Transportsimulationen mit in den
Wellenleitern eingebetteten 2NS erkenntnisbringend angewendet wurde [46, 62, 66, 67, 81, 82]. Ein
allgemeiner Zustand |Ψ(t)〉 im Unterraum einer Anregung1 in einem Wellenleitersystem mit einem
1Vergleiche Abschnitt 2.3.1
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Abbildung 3.1: Das Prinzip der Transportsimulationen: Ein Wellenpaket (rot) propagiert im Wel-
lenleiter von links auf den Gitterplatz xA zu, an den das Atom (gelb) gekoppelt ist.
Dort wird das Wellenpaket in einen reflektierten Anteil (gru¨n) und einen transmit-
tierten Anteil (blau) gestreut. Die Gitterkonstante des Wellenleiters ist α.
eingebettetem Λ- beziehungsweise V-System2 lautet nach Gleichung (2.37)
|Ψ(t)〉 =
xN∑
x=x1
∑
|p〉
φxp(t) aˆ
†
x|0, p〉+
∑
|r〉
φr(t)|0, r〉 , (3.1)
wobei
|p〉 ∈ {|1〉, |3〉} ∧ |r〉 = |2〉 , fu¨r ein Λ-System,|p〉 = |2〉 ∧ |r〉 ∈ {|1〉, |3〉} , fu¨r ein V-System.
Die Bezeichnungen der atomaren Zusta¨nde in dieser Gleichung richten sich nach Abbildung 1.1. Bei
den Simulationen geht es darum, die Propagation eines Wellenpakets, das genau ein Photon entha¨lt,
im Wellenleiter zu untersuchen. Das Wellenpaket soll dabei auf das im Wellenleiter eingebettete 3NS
zulaufen, wa¨hrend sich das 3NS im Falle des V-Systems in seinem Grundzustand |2〉 beziehungsweise
im Falle des Λ-Systems in einer U¨berlagerung seiner unteren Zusta¨nde |1〉 und |3〉 befindet. Hierbei
modelliere ich den Wellenleiter mit NNWW entsprechend Gleichung (1.88) mit perfekt reflektierenden
Enden als Randbedingung
HˆEM =
xN∑
x=x1
ℏω0aˆ†xaˆx + J
xN−1∑
x=x1
(
aˆ†xaˆx+α + aˆ
†
x+αaˆx
)
. (3.2)
In Abbildung 3.1 ist der Ablauf einer Simulation skizziert. Das Wellenpaket la¨uft von links auf den
Gitterplatz xA zu, an den das Atom gekoppelt ist. Dort wird es in einen reflektierten und einen transmit-
tierten Anteil gestreut. Die Anzahl der Wellenleitergitterpla¨tze N und die zu simulierende Zeitspanne
tmax wa¨hle ich bei den Simulationen so, dass zum Zeitpunkt tmax einerseits die Streuung am Atom
2Das Ξ-System lasse ich hier außer Acht, da es im Unterraum einer Anregung physikalisch a¨quivalent zu einem 2NS ist,
siehe Abschnitt 1.4.6.
43
3 Einzelphotontransport in eindimensionalen Wellenleitern mit eingebetteten Dreiniveausystemen
vollsta¨ndig abgeschlossen ist und andererseits der reflektierte und der transmittierte Anteil des Wellen-
pakets die reflektierenden Enden des Wellenleiters noch nicht erreicht hat. Gleichzeitig soll das Wellen-
paket im Anfangszustand nicht mit dem Gitterplatz xA u¨berlappen. Die Erfu¨llung dieser Bedingungen
habe ich durch numerische Experimente zu Beginn jeder Simulation sichergestellt. Die Gesamtzahl
der Gitterpla¨tze N wa¨hle ich ungerade mit dem Ort xA im Zentrum. Somit ist der Simulationsaufbau
symmetrisch, links und rechts von xA liegt die gleiche Anzahl von Gitterpla¨tzen.
Observablen, die ich aus den Simulationsdaten berechne, sind zuna¨chst die Besetzungen der atomaren
Zusta¨nde
〈|l〉〈l|(t)〉 = 〈Ψ(t)|l〉〈l|Ψ(t)〉 , mit l ∈ {1 , 2 , 3} , (3.3)
und die photonische Besetzung eines jeden Ortsraumgitterplatzes x
〈aˆ†xaˆx(t)〉 = 〈Ψ(t)|aˆ†xaˆx|Ψ(t)〉 . (3.4)
Diese Observablen lassen sich außerdem zur photonischen Besetzung des Ortsraumgitterplatzes x im
Unterraum eines atomaren Zustandes |l〉 zusammenfassen:
〈aˆ†xaˆx(t)〉l = 〈Ψ(t)|aˆ†x|l〉〈l|aˆx|Ψ(t)〉 (3.5)
Mit Hilfe der Besetzung des Wellenleiters im Ortsraum berechne ich außerdem Transmittanzen T und
Reflektanzen R
T =
xN∑
x=xA+1
〈aˆ†xaˆx(tmax)〉+
1
2
〈aˆ†xA aˆxA(tmax)〉 , (3.6a)
R =
xA−1∑
x=x1
〈aˆ†xaˆx(tmax)〉+
1
2
〈aˆ†xA aˆxA(tmax)〉 . (3.6b)
Dabei spreche ich aufgrund der Symmetrie des Simulationsaufbaus die Besetzung des Ortes xA jeweils
zur Ha¨lfte der Reflektanz R und der Transmittanz T zu. Die Transmittanz Tl beziehungsweise die
Reflektanz Rl im Unterraum eines atomaren Zustandes |l〉 lauten entsprechend
Tl =
xN∑
x=xA+1
〈aˆ†xaˆx(tmax)〉l +
1
2
〈aˆ†xA aˆxA(tmax)〉l , (3.7a)
Rl =
xA−1∑
x=x1
〈aˆ†xaˆx(tmax)〉l +
1
2
〈aˆ†xA aˆxA(tmax)〉l . (3.7b)
Aus der Menge der Besetzungen aller Ortsraumgitterpla¨tze zu einem Simulationszeitpunkt berechne
ich außerdem bei Bedarf mittels einer Gitterfouriertransformation die Besetzung des Wellenleiters im
k-Raum 〈aˆ†kaˆk(t)〉 beziehungsweise 〈aˆ†kaˆk(t)〉l.
3.2.2 Anregung nahezu dunkler Zusta¨nde bei eingebettetem ungetriebenen
V-System
Der Hamiltonoperator HˆA des freien, ungetriebenen V-Systems lautet nach Gleichung (1.72)
HˆA =
(
E2 + E12
) |1〉〈1|+ E2|2〉〈2|+ (E2 + E12 + δ) |3〉〈3| . (3.8)
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Abbildung 3.2: Besetzung der oberen Zusta¨nde a) |1〉 und b) |3〉 des V-Systems fu¨r eine Simula-
tion eines Einzelphotonwellenpakets nach Gleichung (3.10). Die Besetzungen sind
gezeigt als Funktionen der Simulationszeit t und der Verstimmung δ der oberen
atomaren Niveaus zueinander. Bemerkenswert ist die lange atomare Besetzungs-
zeit fu¨r kleine Werte von δ. Die Simulationsparameter sind J < 0, V1 = V3 = |J |,
E12 = ℏωk0 , ω0 = 0, k0 = pi/(2α), s = 9α, xz = 400α und der Wellenleiter
wurde durch N = 999 Gitterpunkte modelliert.
Der Hamiltonoperator HˆLM der Licht-Materie-Wechselwirkung dieses Systems mit einem 1D Wellen-
leiter mit NNWW ist
HˆLM
(1.73)
=
∑
l=1,3
Vl
(
aˆxA |l〉〈2|+ |2〉〈l|aˆ†xA
)
. (3.9)
Fu¨r die Streusimulationen bei diesem System habe ich als Anfangszustand ein Gauß’sches Wellenpaket
|Ψ(t0)〉 =
xN∑
x=x1
ϕk0 ,xz ,sx aˆ
†
x|0, 2〉 , mit ϕk0 ,xz ,sx ∝ e−
(x−xz)2
2s2
+ik0x , (3.10)
gewa¨hlt. Das Wellenpaket hat die Breite s, ist zentriert im den Gitterplatz xz und propagiert mit der
Kreiswellenzahl k0.
Die Abbildung 3.2 zeigt die Besetzungen der oberen beiden Zusta¨nde |1〉 und |3〉 des V-Systems
u¨ber der Simulationszeit t und der Verstimmung δ. Dabei ist die U¨bergangsenergie E12 als resonant
zur Photonenergie ℏωk0 , mit ωk aus Gleichung (1.89), gewa¨hlt. Das Atom befindet sich bis zur Zeit
t ≈ 30ℏ/|J | in seinem Grundzustand, zu der dann das Wellenpaket auf das Atom trifft und dessen
obere Zusta¨nde anregt. Das Photon wird somit teilweise absorbiert und wieder reemittiert, also gestreut.
Dabei fa¨llt auf, dass in einem Bereich 0 < δ ≲ 0.875|J | die atomare Besetzung viel langsamer wieder
abnimmt, als außerhalb dieses Bereichs. Das Photon wird in diesem Parameterbereich also deutlich
langsamer reemittiert, als außerhalb. Interessanterweise liegt δ = 0 außerhalb des erwa¨hnten Bereichs,
hier ist der Effekt also nicht nachweisbar. Mit Hilfe numerischer Diagonalisierungen dieses Systems
konnte ich zeigen, dass dieses Verhalten des Systems dadurch verursacht wird, dass sich im genannten
Bereich unter den Eigenzusta¨nden auch nahezu dunkle Zusta¨nde (NDZ) finden lassen [83] und bei
der Einzelphotonstreuung angeregt sind. In einem NDZ sind die oberen Zusta¨nde des V-Systems stark
45
3 Einzelphotontransport in eindimensionalen Wellenleitern mit eingebetteten Dreiniveausystemen
0 50 100 150 200 250
−1.75
−0.875
0
0.875
1.75
t [h¯/Re(ωc)]
δ
[|J
|]
10−8
10−6
10−4
10−2
〈|1c〉〈1c|(t)〉a) b)
0 50 100 150 200 250
−1.75
−0.875
0
0.875
1.75
t [h¯/Re(ωc)]
δ
[|J
|]
10−8
10−6
10−4
10−2
〈|3c〉〈3c|(t)〉
Abbildung 3.3: Besetzung der oberen atomaren Zusta¨nde a) |1c〉 und b) |3c〉 bei der Simulation
eines V-Systems, das an eine verlustbehaftete Kavita¨t gekoppelt ist. Die Langzeit-
besetzung der oberen Zusta¨nde kann auch in diesem System vorkommen. Siehe
Text fu¨r weitere Details. Die Parameter dieser Simulation sind V1 = V3 = Re(ωc),
E1 = Re(ωc) und Im(ωc) = −2Re(ωc).
besetzt, wa¨hrend die photonische Besetzung des Wellenleiters nahezu verschwindet. Dies la¨sst sich
folgendermaßen nachvollziehen:
Setzt man den allgemeinen Zustand im Unterraum einer Anregung aus Gleichung (3.1) in die zeit-
abha¨ngige Schro¨dingergleichung (1.31) ein, so ergibt sich, ohne Beschra¨nkung der Allgemeinheit,
fu¨r E2 = 0
iℏ∂tφx2(t) = J
(
φx−α2 (t) + φ
x+α
2 (t)
)
+ ℏω0φx2(t) + V1φ1(t)δxxA + V3φ3(t)δxxA , (3.11a)
iℏ∂tφ1(t) = E12φ1(t) + V1φxA2 (t), (3.11b)
iℏ∂tφ3(t) = (E12 + δ)φ3(t) + V3φxA2 (t), (3.11c)
Ist ein NDZ angeregt, so ist die Lichtemission des Atoms in den Wellenleiter ”langsam“. Ich nehme an,
dass das System in einen Zustand pra¨pariert ist, in dem der Wellenleiter unbesetzt ist
φx2(t0) = 0 ∀x , (3.12)
und sich, wie fu¨r einen NDZ gefordert, die Amplitude der Wellenleiterbesetzung am Gitterplatz xA
zuna¨chst nur langsam vera¨ndert, das heißt
[∂tφ
xA
2 (t)]t=t0 ≪ ℏ−1|J | . (3.13)
Dann folgt aus Gleichung (3.11a)
φ1(t0) ≈ −V3
V1
φ3(t0) . (3.14)
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Setzt man die Gleichungen (3.12) und (3.14) in Gleichung (3.11b) ein, ergibt sich
E12φ3(t0) ≈ [iℏ∂tφ3(t)]t=t0 (3.11c)= (E12 + δ)φ3(t0) , (3.15a)
⇒ E12 ≈ (E12 + δ)⇒ |δ| ≪ |E12| . (3.15b)
Das angeregte Atom emittiert also nur langsam in denWellenleiter, wenn die Besetzungsamplituden der
oberen atomaren Zusta¨nde Gleichung (3.14) erfu¨llen und nach Gleichung (3.15b) die Verstimmung δ
nahezu verschwindet. Die zweite Bedingung erfu¨llt die oben beschriebene Situation aus Abbildung 3.2,
wenn das Atom bei der Photonstreuung das Licht nur langsam wieder reemittiert. Wa¨re jedoch δ = 0,
so geht ein NDZ in einen dunklen Zustand u¨ber. In einem dunklen Zustand ist der Wellenleiter nicht
besetzt und die oberen atomaren sind Zusta¨nde angeregt, jedoch kann das Atom aufgrund destruktiver
Interferenz zwischen den Besetzungsamplituden der oberen atomaren Zusta¨nde nicht in den Wellen-
leiter emittieren. Das Atom bleibt somit ”dunkel“. Dunkle Zusta¨nde ko¨nnen daher, im Gegensatz zu
den NDZ, bei Streuexperimenten ”von außen“ nicht angeregt werden. Daher tritt der oben beschriebene
Effekt der langsamen Reemission fu¨r δ = 0 nicht auf.
Bei der obigen Argumentation bin ich nicht auf die Rolle der Besetzungsamplituden desWellenleiters
φx ̸=xA2 eingegangen. Wenn das Atom in denWellenleiter emittiert, so sorgen die Wellenleitergitterpla¨tze
mit x ̸= xA fu¨r den ”Abtransport“ der Strahlung von dem Ort des Atoms. Dies la¨sst sich effektiv
als Verlustkanal einer Kavita¨t am Ort xA, an die das Atom gekoppelt ist, beschreiben. Daher sollte
der Effekt der Langzeitbesetzung der oberen atomaren Zusta¨nde auch bei einem vereinfachten Modell
eines einzelnen V-Systems, das mit einer verlustbehafteten Kavita¨t wechselwirkt, beobachtbar sein. Die
Verluste der Kavita¨t ko¨nnen in diesem Zusammenhang durch einen endlichen, negativen Imagina¨rteil
der ”Gitterplatzenergie“ ℏωc der Kavita¨t modelliert werden. In den Bewegungsgleichungen (3.11) wird
der Anteil des Wellenleiters in diesem Modell formal ersetzt durch
J
(
φx−α2 (t) + φ
x+α
2 (t)
)
+ ℏω0φx2(t)→ i Im(ℏωc)φ2c(t) + Re(ℏωc)φ2c(t) . (3.16)
Hierin sind die in den beiden Modellen physikalisch korrespondierenden Terme gleichfarbig markiert.
Ein allgemeiner Zustand |Θ(t)〉 des vereinfachten Modells im Unterraum einer Anregung lautet
|Θ(t)〉 = φ2c(t)aˆ†c|0, 2c〉+ φ1c(t)|0, 1c〉+ φ3c(t)|0, 3c〉 . (3.17)
In Abbildung 3.3 sind jeweils die Besetzungen der oberen beiden Zusta¨nde |1c〉 und |3c〉 des V-Sys-
tems in dem vereinfachten Modell fu¨r die atomaren Parameter aus Abbildung 3.2 gezeigt. Der Anfangs-
zustand Θ(t0) fu¨r diese Simulation ist |Θ(t0)〉 = aˆ†c|0, 2c〉. Wie erwartet zeigt sich auch hier der Effekt
der langsamen Reemission des Atoms in die verlustbehaftete Kavita¨t.
An dieser Stelle mo¨chte ich den Leser bitten, sein Augenmerk erneut auf die Gleichungen (3.11) und
(3.14) zu richten. Wa¨re ich bei den Rechnungen in diesem Abschnitt von komplexwertigen Kopplungs-
konstanten ausgegangen, ha¨tte sich das bei der Ableitung der Gleichungen (3.11) dahingehend ausge-
wirkt, dass in den Gleichungen (3.11b) und (3.11c) jeweils die komplex konjugierten Kopplungskon-
stanten eingesetzt wa¨ren. Gleichung (3.14) wa¨re jedoch unvera¨ndert. Ich nehme nun komplexwertige
Kopplungskonstanten an, also
Vl = |Vl|e+iϕl , mit l ∈ {1 , 3} , (3.18)
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mit einer Phase ϕl. Dann lautet Gleichung (3.14)
φ1(t0) ≈ |V3||V1|e
+i(ϕ3−ϕ1+pi)φ3(t0) . (3.19)
Die NDZ existieren also auch in diesem System, nur dass sich dann die relative Phase zwischen den
Besetzungsamplituden der oberen atomaren Zusta¨nde nicht mehr nur um pi, sondern zusa¨tzlich um die
Phasendifferenz der Kopplungskonstanten ϕ3−ϕ1 unterscheidet. An dem Ergebnis der hier vorgestell-
ten Streusimulationen ha¨tte dies nichts vera¨ndert. Dies ist ein Paradebeispiel dafu¨r, dass ich, wie in
Anhang B gezeigt, rein reelle Kopplungskonstanten fu¨r WQED Systeme von endlicher Hilbertraum-
dimension annehmen kann, da komplexe Kopplungskonstanten keine neuen, physikalischen Effekte in
diesen Systemen erzeugen.
3.2.3 Nichtstationa¨re dunkle Zusta¨nde und phasenabha¨ngige Streueffekte bei
eingebettetem ungetriebenen Λ-System
Der Hamiltonoperator HˆA eines ungetriebenen Λ-Systems lautet nach Gleichung (1.69)
HˆA = E1|1〉〈1|+
(
E1 + E21
) |2〉〈2|+ (E1 − δ) |3〉〈3| . (3.20)
Der Hamiltonoperator HˆLM der Licht-Materie-Wechselwirkung dieses Systems mit einem 1D Wellen-
leiter mit NNWW ist
HˆLM
(1.70)
=
∑
l=1,3
Vl
(
aˆxA |2〉〈l|+ |l〉〈2|aˆ†xA
)
. (3.21)
Das ungetriebeneΛ-System weist zwei Zusta¨nde vom Rang eines Grundzustandes3 auf, na¨mlich |1〉 und
|3〉. Aus diesem Grund betrachte ich hier zwei verschiedene Konfigurationen von Anfangszusta¨nden:
Den einen Fall, den ich betrachte, bezeichne ich als Einkanalfall (1KF). In dieser Konfiguration
befindet sich das Atom zu Beginn der Simulation in einem seiner beiden unteren Zusta¨nde. Ohne Be-
schra¨nkung der Allgemeinheit wa¨hle ich hier den Zustand |1〉. Der von mir verwendete Anfangszustand
im 1KF lautet
|Ψ(t0)〉 =
xN∑
x=x1
ϕk0 ,xz ,sx aˆ
†
x|0, 1〉 , (3.22)
mit dem Gauß’schen Wellenpaket aus Gleichung (3.10).
Die andere von mir untersuchte Konfiguration nenne ich Zweikanalfall (2KF). Dabei befindet sich das
Atom zum Simulationsstartzeitpunkt in einer koha¨renten U¨berlagerung seiner unteren beiden Zusta¨nde
|Ψ(t0)〉 =
xN∑
x=x1
ϕk0 ,xz ,sx
(
aˆ†x|0, 1〉+ e+i∆ϕaˆ†x|0, 3〉
)
, (3.23)
mit dem Gauß’schen Wellenpaket aus Gleichung (3.10). Hierbei ist die relative Phase∆ϕ zwischen den
unteren Zusta¨nden ein neuer und, wie ich im Folgenden zeigen werde, wichtiger Systemparameter.
3Vergleiche Abschnitt 2.3.2.
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Abbildung 3.4: Besetzung der Wellenleitergitterpla¨tze a) als Funktion der Zeit und b) als Schnapp-
schuss zu einem Zeitpunkt, zu dem das Photon vollsta¨ndig am Atom vorbei pro-
pagiert ist. Der Ort des Atoms ist in beiden Abbildungen durch gestrichelte Linien
angedeutet. Das Wellenpaket wird vollsta¨ndig transmittiert, also ist das System in
einem nichtstationa¨ren dunklen Zustand, obwohl die Photonenergie in Resonanz
mit der U¨bergangsenergie E21 gewa¨hlt ist. Die Parameter dieser Simulation sind
J < 0, ∆ϕ = pi, V1 = V3 = |J |, E21 = ℏωk0 , δ = 0, k0 = pi/(2α), s = 7α,
xz = 65α und der Wellenleiter ist durch N = 249 Gitterpla¨tze modelliert.
Setzt man den allgemeinen Zustand im Unterraum einer Anregung aus Gleichung (3.1) in die zeit-
abha¨ngige Schro¨dingergleichung (1.31) ein, so ergibt sich, ohne Beschra¨nkung der Allgemeinheit,
fu¨r E1 = 0
iℏ∂tφx1(t) = J
(
φx−α1 (t) + φ
x+α
1 (t)
)
+ ℏω0φx1(t) + V1φ2(t)δxxA , (3.24a)
iℏ∂tφx3(t) = J
(
φx−α3 (t) + φ
x+α
3 (t)
)
+ (ℏω0 − δ)φx3(t) + V3φ2(t)δxxA , (3.24b)
iℏ∂tφ2(t) = E21φ2(t) + V1φxA1 (t) + V3φ
xA
3 (t), (3.24c)
Die ersten zwei Terme der rechten Seite der Gleichungen (3.24a) und (3.24b) beschreiben eine pho-
tonische Anregung im Wellenleiter analog zu Gleichung (3.11a). Im vorliegenden Fall befindet sich
das Λ-Atom allerdings entweder im Zustand |1〉 oder |3〉. Meine ich die photonische Besetzung des
Wellenleiters im Unterraum des Zustands |l〉, so bezeichne ich dies im Folgenden als die photonische
Besetzung im Kanal l.
Nichtstationa¨re dunkle Zusta¨nde
In einem dunklen Zustand kann des Licht im Wellenleiter nicht an das Atom koppeln, selbst wenn die
Photonenergie die Resonanzbedingung erfu¨llt. Der angeregte Zustand |2〉 des Λ-Atoms ist dann immer
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und fu¨r alle Zeiten unbesetzt, das heißt
∂tφ2(t) = φ2(t) = 0 ∀ t . (3.25)
Mit Gleichung (3.24c) fu¨hrt dies auf
φxA1 (t) = −
V3
V1
φxA3 (t) , (3.26)
womit sich mit Hilfe der Gleichungen (3.24a) und (3.24b)
−δ φxA1 (t) = J
(
φxA−α1 (t) + φ
xA+α
1 (t) +
V3
V1
(
φxA−α3 (t) + φ
xA+α
3 (t)
))
, (3.27a)
+δ φxA3 (t) = J
(
φxA−α3 (t) + φ
xA+α
3 (t) +
V1
V3
(
φxA−α1 (t) + φ
xA+α
1 (t)
))
, (3.27b)
ergibt. Die Gleichungen (3.27) erlauben somit auch nichtstationa¨re dunkle Zusta¨nde. Fu¨r ein entartetes
Λ-System, also fu¨r δ = 0, ergeben diese Gleichungen
φxA+α1 (t) = −
V3
V1
φxA+α3 (t), (3.28a)
φxA−α1 (t) = −
V3
V1
φxA−α3 (t), (3.28b)
was mit den Gleichungen (3.24a) und (3.24b)
φx1(t) = −
V3
V1
φx3(t), ∀x , (3.29)
ergibt. Fu¨r den Fall V1 = V3 folgt somit aus Gleichung (3.29), dass∆ϕ = pi als Bedingung fu¨r einen
nichtstationa¨ren dunklen Zustand4 erfu¨llt sein muss. Ein Beispiel hierfu¨r ist in den Abbildungen 3.4a)
und b) gezeigt.
Der Einfluss der Phasendifferenz ∆ϕ im entarteten 2KF
In diesem Abschnitt untersuche ich den Einfluss der Phasendifferenz ∆ϕ auf stationa¨re Streulo¨sungen
und die zeitabha¨ngige Wellenpaketstreuung im 2KF. Zur Ermittlung der Streulo¨sungen folge ich einem
Ansatz, der in den Referenzen [60, 61, 78] fu¨r a¨hnliche Systeme erfolgreich angewendet wurde. Dieser
besteht in einem zeitharmonischen Ansatz fu¨r die Gleichungen (3.24)
φ2(t) = e
−iEktℏ f2 , (3.30a)
φxl (t) = e
−iEktℏ fxl , mit l ∈ {1 , 3} , (3.30b)
4Auch hier ist wieder ersichtlich, dass komplexe Kopplungskonstanten nur die Bedingung fu¨r∆ϕ im dunklen Zustand
gea¨ndert ha¨tte. Der physikalische Effekt tra¨te dann jedoch unvera¨ndert auf.
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mit der Eigenenergie Ek der stationa¨ren Streulo¨sung. Um die gesuchte Lo¨sung fu¨r einen 2KF zu finden,
benutze ich den Ansatz
fx1 =
 1√2e+ik11αx + r11e−ik11αx + t13e−ik13αx, fu¨r x/α < xA/α ,t11e+ik11αx + t13e+ik13αx, fu¨r x/α > xA/α , (3.31a)
fx3 =
 e
+i∆ϕ√
2
e+ik33αx + r33e
−ik33αx + t31e−ik31αx, fu¨r x/α < xA/α ,
t33e
+ik33αx + t31e
+ik31αx, fu¨r x/α > xA/α ,
(3.31b)
fu¨r die Koeffizienten fx1/3 in Gleichung (3.30). Ich nehme an, dass fu¨r alle Kreiswellenzahlen knm in
Gleichung (3.31) 0 ≤ knm ≤ pi/α gilt. Bei einem rechtsha¨ndigen Wellenleiter, also mit J < 0, la¨sst
sich dieser Ansatz somit folgendermaßen interpretieren: In beiden Kana¨len fallen ebene Wellen jeweils
mit den Kreiswellenzahlen k11 und k33 von links auf den Gitterplatz xA ein, an dem das Λ-System
sitzt. Obwohl diese ebenen Wellen Anteile der ”Wellenfunktion“ ein und desselben Photons darstellen,
la¨sst sich deren stationa¨rer Streuprozess als U¨berlagerung zweier unabha¨ngiger 1KF betrachten. Die
in Kanal 1 auf das Atom treffende, ebene Welle, also 1/
√
2e+ik11αx, wird an dem Λ-System in einen
reflektierten und einen transmittierten Anteil im Kanal 1, na¨mlich r11e−ik11αx und t11e+ik11αx in Glei-
chung (3.31a), und in einen transmittierten und reflektierten Anteil im Kanal 3, na¨mlich t31e±ik31αx
in Gleichung (3.31b), gestreut. In gleicher Weise wird die einfallende ebene Welle in Kanal 3, al-
so e+i∆ϕ/
√
2e+ik33αx, in beide Kana¨le, na¨mlich in Kanal 3 in r33e−ik33αx und t33e+ik33αx in Glei-
chung (3.31b) und in Kanal 1 in t13e±ik13αx, gestreut.
Die Kreiswellenzahlen in diesen unabha¨ngigen Streuprozessen sind aufgrund der Energieerhaltung
verknu¨pft u¨ber
cos(k31α) = cos(k11α) +
δ
2J
, (3.32a)
cos(k13α) = cos(k33α)− δ
2J
. (3.32b)
Aus diesem Grund gilt im entarteten Fall mit δ = 0, dass k31 = k11 und k13 = k33. Die Wellenzah-
len k11 und k33 der einfallenden ebenen Wellen sind unabha¨ngig und freie Parameter. Physikalisch be-
deutet dies, dass die Impulse desselben Photons in unterschiedlichen atomaren Unterra¨umen grundsa¨tz-
lich unabha¨ngig sind. Ich nehme nun an, dass das Photon und das Atom sich vor deren gegenseitiger
Wechselwirkung in einem Produktzustand befinden. Dann ko¨nnen sich k11 und k33 nicht unterscheiden
und man erha¨lt
k11 = k13 = k33 = k31 ≡ k . (3.33)
Unter diesen Bedingungen lautet der Ansatz aus den Gleichungen (3.31)
fx1 =
 1√2e+ikαx + r1e−ikαx, fu¨r x/α < xA/α ,t1e+ikαx, fu¨r x/α > xA/α , (3.34a)
fx3 =
 e
+i∆ϕ√
2
e+ikαx + r3e
−ikαx, fu¨r x/α < xA/α ,
t3e
+ikαx, fu¨r x/α > xA/α ,
(3.34b)
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Abbildung 3.5: Streuverhalten eines entarteten Λ-Systems im 2KF: Berechnete Tranmittanzen a)
im Kanal 1 und b) im Kanal 3 und c) berechnete Reflektanzen in beiden Kana¨len
als Funktionen der relativen Phase ∆ϕ und der Verstimmung E21 − ℏωk0 der
Photonenergie ℏωk0 zur atomaren U¨bergangsenergie E21. Im Unterschied zu den
Transmittanzen sind die Reflektanzen in beiden Kana¨len gleich. Die Abbildun-
gen d) bis f) zeigen die Betra¨ge der Differenzen der analytischen Lo¨sungen zu
aus zeitabha¨ngigen Wellenpaketsimulationen gewonnene Daten. Fu¨r ∆ϕ = pi ver-
schwinden diese Differenzen vollsta¨ndig, das System ist dann in einem nichtstati-
ona¨ren, dunklen Zustand, vergleiche Abbildung 3.4. Im Allgemeinen unterscheiden
sich die Ergebnisse der Simulationen von den analytisch berechneten aufgrund der
endlichen spektralen Breite des Wellenpakets. Die Parameter dieser Simulationen
sind J < 0, V1 = V3 = |J |, E21 = 0, δ = 0, k0 = pi/(2α), s = 9α, xz = 85α und
der Wellenleiter wurde durch N = 299 Gitterpla¨tze modelliert.
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mit
r1 = r11 + t13 , (3.35a)
t1 = t11 + t13 , (3.35b)
r3 = r33 + t31 , (3.35c)
t3 = t33 + t31 . (3.35d)
Setzt man nun die Gleichungen (3.34) zusammen mit dem Ansatz aus Gleichung (3.30) in die Glei-
chungen (3.24) ein, erha¨lt man
r1 =
−V1(V1 + e+i∆ϕV3)√
2
(
V 21 + V
2
3 − 2iJ(E21 − ℏωk) sin(kα)
) , (3.36a)
t1 =
V3(V3 − e+i∆ϕV1)− 2iJ(E21 − ℏωk) sin(kα)√
2
(
V 21 + V
2
3 − 2iJ(E21 − ℏωk) sin(kα)
) , (3.36b)
r3 =
−V3(V1 + e+i∆ϕV3)√
2
(
V 21 + V
2
3 − 2iJ(E21 − ℏωk) sin(kα)
) , (3.36c)
t3 =
V1(e
+i∆ϕV1 − V3)− 2iJe+i∆ϕ(E21 − ℏωk) sin(kα)√
2
(
V 21 + V
2
3 − 2iJ(E21 − ℏωk) sin(kα)
) . (3.36d)
Die Gleichungen (3.36) lassen sich folgendermaßen interpretieren: Das entartete Λ-System sei zuna¨chst
in einer koha¨renten U¨berlagerung seiner unteren Zusta¨nde
|Λ-System〉Anfangszustand = 1√
2
(|1〉+ e+i∆ϕ|3〉) . (3.37)
Dann wird ein einzelnes Photon mit Kreiswellenzahl k am Atom gestreut. Nach der Streuung wird das
Photon entweder als reflektiert oder transmittiert detektiert. Im ersten Fall ist der Zustand des Atoms
nach der Streuung
|Λ-System〉reflektiertes Photon = r1|1〉+ r3|3〉 . (3.38)
Wurde das Photon als transmittiert detektiert, so ergibt sich als Zustand des Λ-Systems nach der Streu-
ung
|Λ-System〉transmittiertes Photon = t1|1〉+ t3|3〉 . (3.39)
In der Abbildung 3.5 sind die Transmittanzen |tl|2 und Reflektanzen |rl|2 fu¨r jeden einzelnen Ka-
nal l ∈ {1 , 3}, den Gleichungen (3.36) entsprechend, gezeigt. Außerdem lassen sich aus Abbildung 3.5
die Abweichungen dieser Koeffizienten von den entsprechenden Reflektanzen Rl und Transmittanzen
Tl, die ich aus Simulationen von Einzelphotonwellenpaketen nach Gleichung (3.23) gewonnen ha-
be, ablesen. Die Kopplungssta¨rken des Systems, fu¨r welches die Abbildung erstellt wurde, habe ich
zu V1 = V3 = |J | gewa¨hlt. Somit sind die Reflexionskoeffizienten aus den Gleichungen (3.36a) und
(3.36c) identisch. Das Λ-System, das anfa¨nglich entsprechend Gleichung (3.37) in einer gleichwertigen
Superposition seiner unteren Zusta¨nde mit einer Phasendifferenz ∆ϕ pra¨pariert war, ist dann nach der
Reflexion des Photons weiterhin in einer gleichwertigen Superposition, allerdings mit∆ϕ = 0.
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Wenn nun ein zweites Photon mit ℏωk = E21 auf das Λ-System in einer solchen Superposition
mit ∆ϕ = 0 trifft, wird das Photon entsprechend der Abbildung 3.5 vollsta¨ndig reflektiert. Dies ist
unabha¨ngig von der Energie des ersten Photons. Das Atom wirkt wie ein perfekter Spiegel. Dieses
Verhalten ist schon fu¨r a¨hnliche Systeme mit eingebettetem 2NS [59–62] beziehungsweise mit einge-
bettetem V-System [78] bekannt. Ein ungetriebenes Λ-System kann allerdings nur in einem 2KF als
perfekter Spiegel wirken.
Wenn bei der ersten Streuung ein transmittiertes Photon detektiert wird, so kann man den Abbildun-
gen 3.5 entnehmen, dass der Zustand des Atoms stark von der anfa¨nglichen Phasendifferenz ∆ϕ aus
Gleichung (3.37) abha¨ngt. Obwohl die Transmittanzen |tl|2 Maxima aufweisen, wird das Atom nach
der Streuung immer in einer Superposition seiner unteren Zusta¨nde |1〉 und |3〉 verbleiben.
3.3 Transport einzelner Photonen in Wellenleitern durch stationa¨r
getriebene Dreiniveausysteme
3.3.1 Beschreibung stationa¨r getriebener Dreiniveausysteme
In diesem und dem folgenden Abschnitt pra¨sentiere ich die Theorie stationa¨r getriebener 3NS. Hierzu
betrachte ich zuna¨chst ein zeitharmonisches, klassisches elektrisches Feld
E(r, t) = E0(r)e
+iωLt +E∗0(r)e
−iωLt (3.40)
der Frequenz ωL. Dieses Feld kopple u¨ber die Dipolwechselwirkung5 an ein freies Dreiniveausystem,
innerhalb dessen parita¨tsbedingt zwei atomare U¨berga¨nge dipolerlaubt6 sind. Der Hamiltonoperator
ˆ˜HA,frei des freien Dreiniveausystems sei
ˆ˜HA,frei =
3∑
l=1
El|l〉〈l| . (3.41)
Ohne Beschra¨nkung der Allgemeinheit seien die dipolerlaubten U¨berga¨nge jene zwischen den Zusta¨n-
den |2〉 und |1〉 beziehungsweise |2〉 und |3〉. Der Hamiltonoperator ˆ˜HA,Feld der Dipolwechselwirkung
zwischen Feld und Atom am Ort r0 des als punktfo¨rmig5 gena¨herten Atoms ergibt sich somit zu7
ˆ˜HA,Feld = E(r0, t) ·
(
d21|2〉〈1|+ d∗21|1〉〈2|+ d23|2〉〈3|+ d∗23|3〉〈2|
)
=
1
2
∑
l=1,3
((
e+iωLt ℏΩ−2l + e
−iωLt ℏΩ+2l
)
|2〉〈l|+ h.c.
)
, (3.42)
mit den Dipolmatrixelementen dkl = 〈k|dˆ|l〉 und den Rabifrequenzen
Ω−2l =
2E0(r0) · d2l
ℏ
, (3.43a)
Ω+2l =
2E∗0(r0) · d2l
ℏ
. (3.43b)
5Vergleiche Abschnitt 1.4.2
6Vergleiche Abschnitt 1.4.6.
7Vergleiche Gleichung (1.52)
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Um die RWA8 anwenden zu ko¨nnen, transformiere ich ˆ˜HA =
ˆ˜HA,frei +
ˆ˜HA,Feld in das Wechselwir-
kungsbild, wobei ich als Wechselwirkungsterm den zeitabha¨ngigen Operator ˆ˜HA,Feld wa¨hle,
ˆ˜HWWA,Feld = e
+i
∑3
l=1 El|l〉〈l| tℏ ˆ˜HA,Feld e−i
∑3
l=1 El|l〉〈l| tℏ
=
1
2
 3∑
l=1
(
e−i(El−E2−ℏωL)
t
ℏ ℏΩ−2l + e
−i(El−E2+ℏωL) tℏ ℏΩ+2l
)
|2〉〈l|+ h.c.
 . (3.44)
Sei nun der Fall gegeben, dass |E1 − E2 ± ℏωL|/ℏ ≫ |Ω−21| = |Ω+21|. Analog zum Vorgehen in Ab-
schnitt 1.4.4 kann man dann die Terme, die im Wechselwirkungsbild ∝ exp(±i(E1 − E2 ± ℏωL)t/ℏ)
sind, vernachla¨ssigen. Physikalisch bedeutet dies, dass der U¨bergang zwischen den Zusta¨nden |1〉 und
|2〉 bei zu schwacher Kopplung |ℏΩ−21| gegenu¨ber der Frequenz des treibenden Feldes stark verstimmt
ist. Somit lautet ˆ˜HA,Feld nach Anwendung der RWA
ˆ˜HA,Feld =
1
2
((
e+iωLt ℏΩ−23 + e
−iωLt ℏΩ+23
)
|2〉〈3|+ h.c.
)
. (3.45)
Die RWA bewirkt somit, dass das klassische Feld nur den U¨bergang zwischen den Zusta¨nden |2〉 und
|3〉 treibt.
Aufgrund der Zeitabha¨ngigkeit des elektrischen Feldes in Gleichung (3.40) bietet sich fu¨r die weitere
Behandlung des getriebenen 3NS eine unita¨re Transformation UˆωL(t) in ein im atomaren Hilbertraum
mit Frequenz ωL rotierendes Bezugssystem an:
UˆωL(t) = e−iωL(ζ|3〉〈3|)t , (3.46)
mit einem vorzeichenbestimmenden Koeffizienten
ζ =
+1 , fu¨r E3 > E2 ,−1 , fu¨r E3 < E2 . (3.47)
Ein Zustand in dem rotierenden Bezugssystem |Ψ(r, t)〉 ergibt sich aus einem Zustand |Ψ(r, t)〉S im
Schro¨dingerbild durch
|Ψ(r, t)〉 = Uˆ†ωL(t)|Ψ(r, t)〉S . (3.48)
Der Hamiltonoperator HˆA des getriebenen Atoms im rotierenden Bezugssystem ergibt sich aus jenem
im Schro¨dingerbild durch
HˆA = Uˆ†ωL(t)
(
ˆ˜HA,frei +
ˆ˜HA,Feld
)
UˆωL(t)− ℏωLζ|3〉〈3| . (3.49)
Dies folgt durch Einsetzen von Gleichung (3.48) in die zeitabha¨ngige Schro¨dingergleichung (1.31). Fu¨r
den ersten Term in Gleichung (3.49) ergibt sich
Uˆ†ωL(t) ˆ˜HA,freiUˆωL(t) = E1|1〉〈1|+ E2|2〉〈2|+ E3 e+iζωLt|3〉〈3|e−iζωLt
=
3∑
l=1
El|l〉〈l| = ˆ˜HA,frei , (3.50)
8Vergleiche Abschnitt 1.4.4
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Der zweite Term in Gleichung (3.49) ergibt
Uˆ†ωL(t) ˆ˜HA,FeldUˆωL(t) =
1
2
((
ℏΩ−23e
−i(ζ−1)ωLt + ℏΩ+23e
−i(ζ+1)ωLt
)
|2〉〈3|+ h.c.
)
, (3.51)
Nun folgt aus Gleichung (3.47), dass in Gleichung (3.51) zwei der vier Exponenten verschwinden.
Dies geschieht aufgrund von Gleichung (3.47) in Abha¨ngigkeit davon, ob der Zustand |3〉 energetisch
ho¨her oder niedriger liegt, als der Zustand |2〉. Die verbleibenden Exponentialfunktionen oszillieren
dann mit 2ωL. Ist der verbleibende U¨bergang nicht ultrastark an das elektrische Feld gekoppelt, das
heißt 2ωL ≫ |Ω±23|, so kann man auch diese schnell oszillierenden Terme im Rahmen der RWA ver-
nachla¨ssigen. Damit ergibt sich
HˆA,Feld =
ℏΩR
2
|2〉〈3|+ ℏΩ
∗
R
2
|3〉〈2| , (3.52)
mit der Rabifrequenz
ΩR =
Ω−23 , fu¨r E3 > E2 ,Ω+23 , fu¨r E2 > E3 . (3.53)
Entsprechend der Ausfu¨hrungen in Abschnitt 1.4.3 la¨sst sich ein transformierter Hamiltonoperator
finden, dessen Rabifrequenz ΩR rein reell ist. Damit ergibt sich der Hamiltonoperator HˆA des stationa¨r
getriebenen 3NS im oszillierenden Bezugssystem zu
HˆA
(3.49)
=
(3.50)(3.52)
2∑
l=1
El|l〉〈l|+ (E3 − ζℏωL)|3〉〈3|+ ℏΩR
2
(
|2〉〈3|+ |3〉〈2|
)
. (3.54)
Dieser Hamiltonoperator la¨sst sich diagonalisieren:
HˆA = E1|1〉〈1|+ E−|−〉〈−|+ E+|+〉〈+| , (3.55)
mit den Eigenenergien
E± =
1
2
(
E2 + E3 − ζℏωL ±
√
ℏ2Ω2R + (E2 − E3 + ζℏωL)2
)
, (3.56)
und den Eigenzusta¨nden
|±〉 = B±|2〉+ ℏΩR|3〉√
ℏ2Ω2R + B2±
, (3.57)
mit
B± = E2 − E3 + ζℏωL ±
√
ℏ2Ω2R + (E2 + E3 + ζℏωL)2 . (3.58)
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Abbildung 3.6: a) Ein getriebenes Λ- und b) ein zwischen seinen oberen Zusta¨nden getriebenes
Ξ-System. Die U¨berga¨nge zwischen den Zusta¨nden |2〉 und |3〉 werden durch ein
klassisches, zeitharmonisches, elektrisches Feld getrieben, das mit einer Sta¨rke von
ℏΩR, mit der Rabifrequenz ΩR, an den U¨bergang koppelt. Die Frequenz ωL des
treibenden Feldes ist zur U¨bergangsenergie verstimmt um den Wert∆/ℏ. Die Pho-
tonen im Wellenleiter koppeln mit der Sta¨rke Vx an den verbleibenden, ungetriebe-
nen U¨bergang zwischen den Zusta¨nden |1〉 und |2〉, mit der U¨bergangsenergie E21.
3.3.2 Wechselwirkung getriebener Dreiniveausysteme mit einzelnen Photonen
Im Folgenden nehme ich an, dass das in Abschnitt 3.3.1 beschriebene 3NS zusa¨tzlich zum klassischen
elektromagnetischen Feld aus Gleichung (3.40) auch noch mit einem weiteren, quantisierten elektro-
magnetischen Kontinuum wechselwirkt. Dabei sei es so, dass die U¨bergangsenergie des klassisch ge-
triebenen U¨bergangs stark gegenu¨ber der Energie der Kontinuumsphotonen verstimmt ist und gleich-
zeitig die Kopplung dieser Photonen an diesen U¨bergang nicht ultrastark sei. Bei der Modellierung
der Wechselwirkung des quantisierten Kontinuums mit dem klassisch getriebenen Atom fu¨hrt dann die
Anwendung der RWA zu dem Ergebnis, dass die Photonen des Kontinuums nur an den ungetriebenen
U¨bergang des Atoms zwischen den Zusta¨nden |1〉 und |2〉 koppeln.
Der Fall E1 < E2
Sei zuna¨chst angenommen, dass E1 < E2 gilt. Entsprechend den Abbildungen 3.6a) und b) trifft dies
auf das getriebene Λ-System und das zwischen den beiden oberen Zusta¨nden getriebene Ξ-System zu.
Der Hamiltonoperator HˆLM der Atom-Photon-Wechselwirkung nimmt im Rahmen der RWA die Form
des Hamiltonoperators der Wechselwirkung eines Zweiniveausystems aus Gleichung (1.64) an, mit |1〉
als Grundzustand und |2〉 als angeregten Zustand des 2NS und der Kopplungssta¨rke Vx:
HˆLM =
xN∑
x=x1
Vx
(
aˆx|2〉〈1|+ |1〉〈2| aˆ†x
)
. (3.59)
Mit
|2〉 (3.57)=
√√√√ ℏ2Ω2R + (E2 − E3 + ζℏωL)B+
2
(
ℏ2Ω2R + (E2 − E3 + ζℏωL)2
) |+〉+√√√√ ℏ2Ω2R + (E2 − E3 + ζℏωL)B−
2
(
ℏ2Ω2R + (E2 − E3 + ζℏωL)2
) |−〉 (3.60)
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Abbildung 3.7: a) Ein getriebenes V- und b) ein zwischen seinen unteren Zusta¨nden getriebenes
Ξ-System. Die U¨berga¨nge zwischen den Zusta¨nden |3〉 und |2〉 werden durch ein
klassisches, zeitharmonisches, elektrisches Feld getrieben, das mit einer Sta¨rke von
ℏΩR, mit der Rabifrequenz ΩR, an den U¨bergang koppelt. Die Frequenz ωL des
treibenden Feldes ist zur U¨bergangsenergie verstimmt um den Wert∆/ℏ. Die Pho-
tonen im Wellenleiter koppeln mit der Sta¨rke Vx an den verbleibenden, ungetriebe-
nen U¨bergang zwischen den Zusta¨nden |2〉 und |1〉, mit der U¨bergangsenergie E12.
ergibt sich
HˆLM =
∑
l=±
xN∑
x=x1
V xl
(
aˆx|l〉〈1|+ |1〉〈l|aˆ†x
)
, (3.61)
wobei
V x± = Vx
√√√√ ℏ2Ω2R + (E2 − E3 + ζℏωL)B±
2
(
ℏ2Ω2R + (E2 − E3 + ζℏωL)2
) . (3.62)
Interessanterweise hat der Hamiltonoperator HˆLM aus Gleichung (3.61) die Form des Hamiltonopera-
tors der Licht-Materie-Wechselwirkung eines ungetriebenen V-Systems aus Gleichung (1.73). Das ge-
triebene Λ-System und das zwischen seinen beiden oberen Zusta¨nden getriebene Ξ-System lassen sich
also auf ungetriebene V-Systeme abbilden. Da die Physik des ”oben“ getriebenen Ξ-Systems dement-
sprechend a¨quivalent zur Physik des getriebenen Λ-Systems ist, werde ich mich bei den folgenden
Untersuchungen im Falle E1 < E2 auf des getriebene Λ-System konzentrieren. Die Resultate lassen
sich jedoch auf das entsprechende Ξ-System u¨bertragen.
Mit den Bezeichnungen aus Abbildung 3.6a) lautet der Hamiltonoperator HˆA des ”freien“ getriebe-
nen Λ-Systems somit
HˆA = E1|1〉〈1|+ E−|−〉〈−|+ E+|+〉〈+| , (3.63)
mit den Eigenzusta¨nden
|±〉 = ±1√
2ℏΩEff(ℏΩEff ∓∆)
(
ℏΩR|2〉 −
(
∆∓ ℏΩEff
) |3〉) , (3.64)
mit der effektiven Rabifrequenz
ΩEff =
√
ℏ2Ω2R +∆2
ℏ
, (3.65)
58
3.3 Transport einzelner Photonen in Wellenleitern durch stationa¨r getriebene Dreiniveausysteme
und mit den Energieeigenwerten
E± = E1 + E21 − 1
2
(
∆∓ ℏΩEff
)
. (3.66)
Der Hamiltonoperator HˆLM der Atom-Photon-Wechselwirkung entspricht dem aus Gleichung (3.61)
mit den Kopplungssta¨rken
V x± =
VxΩR√
2 ℏΩEff(ℏΩEff ∓∆)
. (3.67)
Der Fall E1 > E2
Die Abbildungen 3.7a) und b) zeigen die Termschemata eines getriebenen V-Systems und eines zwi-
schen seinen beiden unteren Zusta¨nden getriebenes Ξ-System. Dies sind die beiden Konfigurationen
fu¨r die E1 > E2 gilt. Der Operator HˆLM nimmt im Rahmen der RWA in der Basis des ungetriebenen
Atoms, wie im Falle des getriebenen Λ-Systems, die Form der Wechselwirkung eines 2NS an, diesmal
mit |2〉 als Grundzustand und |1〉 als angeregten Zustand:
HˆLM =
xN∑
x=x1
Vx
(
aˆx|1〉〈2|+ |2〉〈1| aˆ†x
)
, (3.68)
mit der Kopplungssta¨rke Vx. Im Eigensystem des ”freien“ getriebenen Atoms wird aus Gleichung (3.68)
HˆLM =
∑
l=±
xN∑
x=x1
V xl
(
aˆx|1〉〈l|+ |l〉〈1|aˆ†x
)
, (3.69)
mit den neuen Kopplungskonstanten V x± aus Gleichung (3.62). Der Operator HˆLM in Gleichung (3.69)
hat dieselbe Form, wie der Hamiltonoperator der Atom-Photon-Wechselwirkung eines ungetriebenen
Λ-Systems aus Gleichung (1.70). Das getriebene V-System und das zwischen seinen unteren Zusta¨nden
getriebene Ξ-System lassen sich also auf ungetriebene Λ-Systeme abbilden. Wie im Falle des getriebe-
nen Λ-Systems werde ich mich bei den Untersuchungen von getriebenen Systemen, fu¨r die E1 > E2
gilt, auf das getriebene V-System konzentrieren. Die gewonnenen Resultate gelten jedoch auch fu¨r das
”unten“ getriebene Ξ-System.
Es ergibt sich mit den Bezeichnungen aus Abbildung 3.7a) der Hamiltonoperator HˆA des ”freien“
getriebenen V-Systems zu
HˆA =
(
E2 + E12
) |1〉〈1|+ E−|−〉〈−|+ E+|+〉〈+| , (3.70)
mit den Eigenzusta¨nden
|±〉 = ±1√
2ℏΩEff(ℏΩEff ±∆)
(
ℏΩR|2〉+
(
∆± ℏΩEff
) |3〉) , (3.71)
und den Eigenenergien
E± = E2 +
1
2
(
∆± ℏΩEff
)
. (3.72)
Die Kopplungskonstanten V x± des Operators HˆLM aus Gleichung (3.69) sind in diesem Fall
V x± =
VxΩR√
2 ℏΩEff(ℏΩEff ±∆)
. (3.73)
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Abbildung 3.8: Analytische Tranmittanzen a) fu¨r eine stationa¨re ebene Welle und b) fu¨r ein
Gauß’sches Wellenpaket jeweils als Funktionen der Verstimmung des treibenden
Feldes ∆ und der Verstimmung des Photons E21 − ℏωk0 . In c) ist die absolute
Differenz dieser beiden Transmittanzen gezeigt. Die EIT im Falle der Zweiphoto-
nenresonanz ist in den Hauptdiagonalen von a) und b) ersichtlich, dabei ist sie im
Fall des Gauß’schen Wellenpakets aufgrund dessen spektraler Breite nicht voll aus-
gepra¨gt. Die Parameter der Simulationen sind J < 0, V = ΩR = |J |, E21 = ℏωk0 ,
k0 = pi/(2α), ω0 = 0, s = 9α, xz = 420α und der Wellenleiter wurde durch
N = 999 Gitterpunkte modelliert.
3.3.3 Elektromagnetisch beeinflusstes Streuverhalten bei eingebettetem
getriebenen Λ-System
Fu¨r einen Wellenleiter mit einem eingebetteten getriebenen Λ-System, die zusammen durch die Glei-
chung (3.61) mit V xl = VlδxxA und durch die Gleichungen (3.63) bis (3.67) beschrieben werden, la¨sst
sich a¨hnlich wie in Abschnitt 3.2.3 ein Reflexionskoeffizient r berechnen:
r =
−2iV 2(∆ + ℏωk − E21)
2iV 2(∆ + ℏωk − E21)− J sin(kα)(4(ℏωk − E21)(∆ + ℏωk − E21)− Ω2R)
. (3.74)
Wie in Referenz [78] fu¨r eine lineare Dispersionsrelation gezeigt, verschwindet der Reflexionskoeffizi-
ent aus Gleichung (3.74) im Falle einer Zweiphotonenresonanz, das heißt fu¨r ℏωk = E21−∆. Dies ist,
mit anderen Worten, eine EIT fu¨r ein einzelnes Photon und ein einzelnes Atom.
Das Besondere an einer EIT ist, dass selbst ein zum Streuer resonant gestimmtes Photon vollsta¨ndig
transmittiert wird. Normalerweise erwartet man in diesem Fall eine starke Wechselwirkung von Atom
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Abbildung 3.9: Analytische Reflektanzen a) fu¨r eine ebeneWelle und b) fu¨r ein Gauß’schesWellen-
paket jeweils als Funktionen der Verstimmung∆ und der RabifrequenzΩR des trei-
benden Feldes. In c) ist die absolute Differenz dieser beiden Reflektanzen gezeigt
und d) zeigt den Ausschnitt beider Reflektanzen entlang der weißen, gestrichelten
Linien in a) und b). Die Elektromagnetisch induzierte Wechselwirkung (EIW) ist
auf den parabelfo¨rmigen, hellen A¨sten in a) und b) zu erkennen, dabei ist sie im Fall
des Gauß’schen Wellenpakets aufgrund dessen spektraler Breite nicht voll ausge-
pra¨gt. Die Parameter der Simulationen sind J < 0, V = |J |, E21−ℏωk0 = 5/2|J |,
k0 = pi/(2α), ω0 = 0, s = 9α, xz = 420α und der Wellenleiter wurde durch
N = 999 Gitterpunkte modelliert.
und Photon bis hin zur vollsta¨ndigen Reflexion, wie ich sie in Abschnitt 3.2.3 beschrieben habe. Durch
das treibende Feld wird im Falle einer EIT die Wechselwirkung des Photons mit dem Atom jedoch
vollsta¨ndig unterdru¨ckt.
In Abbildung 3.8 zeige ich die analytisch berechnete Reflektanz |r|2 und den Vergleich mit einer nu-
merisch berechneten Reflektanz R nach Gleichung (3.6b) fu¨r ein Gauß’sches Einzelphotonwellenpaket.
Der Effekt der EIT ist fu¨r den Fall des Wellenpakets nicht so stark ausgepra¨gt wie im Fall der stationa¨ren
ebenen Welle. Dies ist eine Folge der endlichen spektralen Breite des Gauß’schen Wellenpakets.
Das Prinzip der EIT la¨sst sich jedoch auch umkehren: U¨blicherweise gibt es kaum eine messbare
Wechselwirkung zwischen einem Atom und einem dazu energetisch stark verstimmten Photon. Mit
Hilfe eines geeignet gewa¨hlten treibenden Feldes la¨sst sich bewirken, dass ein stark verstimmtes Photon
mit einem Λ-System messbar, bis hin zur vollsta¨ndigen Reflexion, wechselwirkt. Setzt man in Glei-
chung (3.74) r = −1, was einer vollsta¨ndiger Reflexion mit einem Phasensprung von pi entspricht, so
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Abbildung 3.10: a) Realteil und b) Imagina¨rteil der Kreiswellenzahl k− als Funktion des Parame-
ters γ aus Gleichung (3.78). Die roten Linien entsprechen rechtslaufenden, also
transmittierten Wellen und die blauen Linien entsprechen linkslaufenden, also re-
flektierten Wellen.
folgt hieraus die Bedingung fu¨r diese elektromagnetisch induzierte Wechselwirkung (EIW):
E21 − ℏωk = 1
2
(
∆± ΩEff
)
. (3.75)
Die Abbildung 3.9 zeigt die Reflektanz |r|2, berechnet aus Gleichung (3.74), u¨ber ∆ und ΩR, sowie
den Vergleich mit einer numerisch berechneten Reflektanz R fu¨r ein Gauß’sches Einzelphotonwel-
lenpaket analog zum vorherigen Vorgehen bei der EIT. Die atomare U¨bergangsenergie E21 wurde zu
E21 = ℏω0 − 2.5|J | gewa¨hlt und liegt somit außerhalb des cosinusfo¨rmigen photonischen Bandes
des Wellenleiters mit NNWW. Trotzdem wird fu¨r das monochromatische Photon mit Energie ω0 bei
Erfu¨llung der Bedingung aus Gleichung (3.75) vollsta¨ndige Reflexion erreicht. Fu¨r das Wellenpaket er-
reicht die Reflektanz laut den Abbildungen 3.9b) bis c) einen Wert von R ≈ 0.8, was erneut mit der
endlichen spektralen Breite des Wellenpakets erkla¨rbar ist.
3.3.4 Impulstransfer bei eingebettetem getriebenen V-System
Ein Wellenleiter mit einem eingebetteten, getriebenen V-System la¨sst sich durch die Gleichung (3.69)
mit V xl = VlδxxA und durch die Gleichungen (3.70) bis (3.73) beschreiben. Da sich ein getriebenes
V-System effektiv wie ein ungetriebenes Λ-System verha¨lt, sind fu¨r das getriebene V-System auch die
selben Anfangsbedingungen, wie im Fall des ungetriebenen Λ-Systems realisierbar. Im Folgenden be-
schra¨nke ich mich jedoch auf die Untersuchung des 1KF des getriebenen V-Systems, bei dem das Atom
anfangs, ohne Beschra¨nkung der Allgemeinheit, im Zustand |+〉 vorliegt.
Entsprechend der Gleichung (3.72) lauten die beiden U¨bergangsenergien E±1 des effektiven Λ-Sys-
tems
E±1 = E1 − E± (3.72)= E12 − 1
2
(∆± ΩEff) . (3.76)
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Abbildung 3.11: Impulsraumbesetzung des Kanals − in Abha¨ngigkeit a) von der Verstimmung ∆
und b) von der Rabifrequenz ΩR am Ende der Simulation der Streuung eines Ein-
zelphotonwellenpakets. Die gestrichelten weißen Linien folgen den nach Glei-
chung (3.78) fu¨r die Kreiswellenzahlen in diesem Kanal berechneten Werten. Die
roten gestrichelten Linien begrenzen die Bandbreite des Wellenleiters. Die Para-
meter der Simulationen sind J < 0, E12 = ℏωk0 , ω0 = 0, k0 = pi/(2α), s = 9α,
xz = 420α und a) ΩR = V = |J | beziehungsweise b) ∆ = 0. Der Wellenleiter
ist in beiden Fa¨llen durch N = 999 Gitterpunkte modelliert.
Sei k+ die Kreiswellenzahl eines Photons, das im Kanal des Zustands |+〉 absorbiert wird. Dann ist
die Kreiswellenzahl k− des korrespondierenden, in den Kanal des Zustands |−〉 emittierten Photons
aufgrund der Energieerhaltung festgelegt durch
ℏωk− = ℏωk+ + E−1 − E+1 . (3.77)
Aus den Gleichungen (3.76) und (3.77) folgt schließich
k− = −i ln
(
γ ±
√
γ2 − 1
)
, (3.78)
mit
γ = cos(k+) +
ΩEff
2J
. (3.79)
Das variable Vorzeichen in Gleichung (3.78) legt fest, ob k− zu einer transmittierten (+) oder reflektier-
ten (−) Welle geho¨rt. In den Abbildungen 3.10a) und b) ist die Abha¨ngigkeit der Kreiswellenzahl k−
von γ gezeigt. Ist γ ≤ −1, so ist k− komplex mit einem konstanten Realteil Re(k−) = pi. In diesem Fall
kann die Strahlung, die in den Kanal ”−“ emittiert ist, in diesem nicht propagieren und wird vom Atom
reabsorbiert und letztendlich zuru¨ck in den Kanal ”+“ emittiert. Das Atom verbleibt somit im Zustand|+〉 nach der Streuung. Dieser Effekt kann extrem versta¨rkt werden, indem die effektive Rabifrequenz
ΩEff auf einen Wert ΩEff ≥ 4|J | eingestellt wird. In diesem Fall verbleibt das Atom nach der Streuung
im Zustand |+〉 unabha¨ngig von der Kreiswellenzahl k+ des gestreuten Photons. Fu¨r diesen Effekt sind
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die Bandkanten9. In Wellenleitersystemen mit unbeschra¨nkten Dispersionsrelationen kann dies nicht
auftreten. In den Abbildungen 3.11a) und b) ist die Impulsverteilung 〈aˆ†kaˆk〉− des Photons im Kanal
”−“ jeweils als Funktion der Verstimmung∆ des treibenden Feldes beziehungsweise der Rabifrequenz
ΩR gezeigt. Der Bereich, in dem die Emission in den Kanal ”−“ aufgrund der beschra¨nkten Bandbreite
der Dispersionsrelation des Wellenleiters verboten ist, ist hier deutlich erkennbar.
3.4 Zusammenfassung
In diesem Kapitel habe ich die Eigenschaften des Transports einzelner Photonen in einem 1DWellenlei-
ter mit einem eingebetteten 3NS untersucht. In einem solchen System mit eingebettetem, ungetriebenen
V-System ist bei der Einzelphotonwellenpaketstreuung fu¨r kleine, jedoch endliche Verstimmungen δ
der atomaren U¨bergangsenergien die Reemissionszeit des Atoms in den Wellenleiter erho¨ht. Ich habe
gezeigt, dass dies durch die Anregung von NDZ bedingt wird. Ich habe außerdem demonstriert, dass
dieser Effekt auch bei einem vereinfachten Modell, in dem der Wellenleiter durch eine verlustbehaftete
Kavita¨t ersetzt wurde, auftritt. Daher sollte dieser Effekt unabha¨ngig von der Art des Wellenleiters, in
den das V-Atom eingebettet ist, auftreten.
Im Gegensatz zumV-Atom ko¨nnen im Fall eines in einenWellenleiter eingebettetenΛ-Systems nicht-
stationa¨re dunkle Zusta¨nde auftreten. Außerdem ha¨ngen im 2KF bei einem entarteten Λ-System die
Streucharakteristiken stark von der relativen Phase zwischen den unteren atomaren Zusta¨nden vor der
Streuung ab.
Ist in den Wellenleiter ein getriebenes Λ-System eingebettet, ko¨nnen bei entsprechender Wahl der
Parameter des treibenden Feldes sowohl eine EIT, als auch eine EIW auftreten. Beide Effekte ko¨nnen
jedoch nicht mit maximaler Effizienz fu¨r Einzelphotonwellenpakete verwirklicht werden, da diese eine
endliche spektrale Breite aufweisen. Ich habe außerdem gezeigt, wie die endliche Bandbreite der Dis-
persionsrelation eines Wellenleiters mit NNWW die Streueigenschaften eines getriebenen V-Systems
beeinflusst und wie die Variation der Parameter des treibenden Feldes die Zusta¨nde von Atom und
Photon nach der Streuung beeinflussen.
9Vergleiche Abschnitt 1.5.4.
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KAPITEL 4
DIE SCHMIDT-ZERLEGUNG UND
VERSCHRA¨NKUNG IM KONTEXT DER
WELLENLEITERQUANTENELEKTRODY-
NAMIK
Im vorliegenden Kapitel diskutiere ich die Anwendung der Schmidt-Zerlegung auf Zusta¨nde
von WQED Systemen, fu¨r die sich ein Anregungszahloperator definieren la¨sst. Ich leite all-
gemeine Ausdru¨cke fu¨r die Schmidt-Zahl und fu¨r die von Neumann Entropie in solchen
Systemen her. Die Schmidt-Zahl und die von Neumann Entropie sind zwei Maße fu¨r Ver-
schra¨nkung in quantenmechanischen Zusta¨nden.
Ich untersuche weiterhin die Erzeugung von Verschra¨nkung zwischen einem Λ-System, das
in einem Wellenleiter mitNNWW eingebettet ist, und einem Einzelphotonwellenpaket, das
in dem Wellenleiter an dem Atom gestreut wird. Dabei untersuche ich den Einfluss der Form
und Breite der Einhu¨llenden des Wellenpakets, sowie der energetischen Verstimmung der
atomaren U¨berga¨nge zueinander. Es zeigt sich, dass hierbei hauptsa¨chlich die Breite des Wel-
lenpakets im k-Raum und die Emissionszeiten der atomaren U¨berga¨nge den Grad der Ver-
schra¨nkung bestimmen.
4.1 Einfu¨hrung
Sind zwei Systeme A und B im Sinne der Quantenmechanik bezu¨glich einer bestimmten Eigenschaften
W in einem gemeinsamen Quantenzustand |AB〉 verschra¨nkt, so bedeutet dies physikalisch, dass die
Ergebnisse von Messprozessen der Eigenschaft W jeweils an den beiden Systemen A und B maximal
korreliert sind. Diese Korrelationen sind unabha¨ngig davon vorhanden, ob in dem Zustand |AB〉 die
Messergebnisse vor der Messung scharf festgelegt sind, oder ob die Messung einen Kollaps des Zu-
standes |AB〉 in das Eigensystem des mit der Messung assoziierten hermiteschen Operators verursacht.
Mathematisch sind zwei quantenmechanische Systeme A und B miteinander verschra¨nkt, wenn sich ihr
gemeinsamer Zustand |AB〉 nicht als Produktzustand |AB〉 = |A〉 ⊗ |B〉 schreiben la¨sst.
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Verschra¨nkte Zusta¨nde bilden die Basis nahezu aller Algorithmen und Verfahren der Quantenin-
formationsverarbeitung und sind somit fu¨r Quantencomputing [84], Quantenkryptographie [85] und
Quantensimulation [86] von großer Bedeutung. Dabei wird dem Photon als ”fliegendes“ Quantensys-
tem ha¨ufig die Kandidatenrolle des Transmitters von Quanteninformationen zwischen verschiedenen
Knoten in quanteninformationsverarbeitenden Netzwerken zugesprochen [7].
Bevor man jedoch ein solches ”Quanteninternet“, also ein quanteninformationsverarbeitendes Netz-
werk, verwirklichen kann, mu¨ssen die grundlegenden Vorga¨nge der Licht-Materie-Wechselwirkung
auch im Hinblick von Verschra¨nkung in solchen Netzwerken bekannt und verstanden sein. Hierzu bieten
sich Modelle der WQED an, durch die der Transport von Photonen in Wellenleitern und deren Wech-
selwirkung mit einzelnen Atomen beschrieben wird. In einem ”Quanteninternet“, bei dem das Photon
die Rolle des Informationsu¨bertra¨gers zwischen Netzwerkknoten u¨bernimmt, muss das Licht von einem
Startknoten zu einem Zielknoten mo¨glichst verlustfrei gefu¨hrt werden, wozu sich Wellenleiter anbie-
ten. Außerdem mu¨ssen die Informationen an den Orten der Start- und Zielknoten an das beziehungs-
weise von dem Photon u¨bertragen werden, was Emissions- und Absorptionsprozessen entspricht, also
Vorga¨nge der Licht-Materie-Wechselwirkung einzelner Photonen mit einzelnen Atomen.
Im Rahmen der WQED wurden Verschra¨nkungseffekte zwischen zwei 2NS [87–90] oder innerhalb
der ra¨umlichen Photonverteilung [91] untersucht. Im Gegensatz dazu pra¨sentiere ich in diesem Kapitel
die Theorie zur Beschreibung von Verschra¨nkung im Kontext der WQED zwischen dem Lichtfeld im
Wellenleiter und einzelnen, in den Wellenleiter eingebetteten Emittern. Dazu ist das Kapitel folgen-
dermaßen strukturiert: In Abschnitt 4.2 pra¨sentiere ich die grundlegende Theorie zur Quantifizierung
von Verschra¨nkung im Rahmen der WQED. Hierzu erla¨utere ich in Abschnitt 4.2.1 den Formalismus
der Schmidt-Zerlegung, die den Zugang zu quantitativen Verschra¨nkungsmaßen fu¨r zweikomponentige
Quantensysteme bietet. Diesen Formalismus wende ich in Abschnitt 4.2.2 auf Quantensysteme, beste-
hend aus einem Wellenleiter mit eingebettetem Mehrniveauatom, an.
Des Weiteren untersuche ich in Abschnitt 4.3 die Erzeugung von Verschra¨nkung zwischen einem in
einen Wellenleiter mit NNWW eingebetteten Λ-System und einem Photon imWellenleiter durch Streu-
ung des Photons an dem Atom. Dazu pra¨sentiere ich in Abschnitt 4.3.1 das untersuchte Modellsystem
und gebe in Abschnitt 4.3.2 die stationa¨re Streulo¨sung fu¨r das System an. Mit Hilfe dieser Streulo¨sung
konfiguriere ich die Systemparameter, um eine maximale Verschra¨nkung durch die Einzelphotonstreu-
ung an dem Λ-Atom zu erzielen. Inwieweit sich dies bei der Streuung verschieden geformter Einzelpho-
tonwellenpakete am Λ-System realisieren la¨sst und welche weiteren Systemparameter zum erreichen
der maximalen Verschra¨nkung relevant sind, kla¨re ich in Abschnitt 4.3.3. Zum Abschluss fasse ich die
in diesem Kapitel gewonnenen Ergebnisse in Abschnitt 4.4 noch einmal zusammen.
4.2 Die Schmidt-Zerlegung und Verschra¨nkung
4.2.1 Grundlagen
In diesem Abschnitt pra¨sentiere ich die grundlegenden Konzepte der Schmidt-Zerlegung. Dabei orien-
tiere ich mich teilweise an Referenz [24]. Gegeben seien ein reiner Zustand |Ψ〉 und ein Dichteoperator
ρˆ eines aus zwei Subsystemen A und B zusammengesetzten Quantensystems. Die Hilbertraumdimen-
sion des Systems A seiNA, die von System B seiNB. Es gelte, ohne Beschra¨nkung der Allgemeinheit,
NA ≤ NB. Sowohl der Zustand |Ψ〉, als auch der Dichteoperator ρˆ ko¨nnen in beliebige, vollsta¨ndige
orthonormale Basen {|ai〉}mit i ∈ {1 , 2 , ... , NA} beziehungsweise {|bj〉}mit j ∈ {1 , 2 , ... , NB} der
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Hilbertra¨ume der Subsysteme A und B ausgedru¨ckt werden
|Ψ〉 =
NA∑
i=1
NB∑
j=1
cij |ai〉 ⊗ |bj〉, (4.1a)
ρˆ = |Ψ〉〈Ψ| =
NA∑
i,k=1
NB∑
j,l=1
cijc
∗
kl |ai〉〈ak| ⊗ |bj〉〈bl|. (4.1b)
Die reduzierten Dichteoperatoren ρˆA und ρˆB der beiden Subsysteme erha¨lt man durch die Bildung der
Spur bezu¨glich des komplementa¨ren Subsystems
ρˆA =
NB∑
j=1
〈bj |ρˆ|bj〉 =
NA∑
i,k=1
NB∑
j=1
cijc
∗
kj |ai〉〈ak| , (4.2a)
ρˆB =
NB∑
i=1
〈ai|ρˆ|ai〉 =
NB∑
l,j=1
NA∑
i=1
cijc
∗
il|bj〉〈bl| . (4.2b)
Das grundlegende Theorem, welches die Schmidt-Zerlegung beschreibt, lautet folgendermaßen:
Jeder reine Zustand |Ψ〉 eines aus zwei Subsystemen A und B mit den oben genannten Eigenschaften
zusammengesetzte Quantensystems la¨sst sich schreiben als
|Ψ〉 =
NA∑
i=1
gi|ui〉 ⊗ |vi〉 , (4.3)
mit den NA-dimensionalen, orthonormalen Basen {|u〉i} des Hilbertraumes des Systems A und {|vi〉}
aus dem Hilbertraum des Systems B, mit jeweils i ∈ {1 , 2 , ... , NA} und mit
∑NA
i=1 | gi|2 = 1. Glei-
chung (4.3) beschreibt die Schmidt-Zerlegung des Zustandes |Ψ〉.
Der Dichteoperator ρˆ zum Zustand |Ψ〉 lautet in der Schmidt-Zerlegung
ρˆ =
NA∑
i,k=1
gi g
∗
k |ui〉〈uk| ⊗ |vi〉〈vk|. (4.4)
Die gi sind die sogenannten Schmidt-Koeffizienten. Der Beweis zur Schmidt-Zerlegung fu¨hrt sich fol-
gendermaßen: Sei {|ui〉} die Eigenbasis von ρˆA aus Gleichung (4.2a). Sei {|v′i〉} eine beliebige Basis
des Hilbertraumes des Systems B. Dann kann ρˆ aus Gleichung (4.1b) geschrieben werden als
ρˆ =
NA∑
i,k=1
NB∑
j,l=1
hijh
∗
kl |ui〉〈uk| ⊗ |v′j〉〈v′l| . (4.5)
Da ich ρˆA in der Basis {|u〉i} als diagonal vorausgesetzt habe, muss gelten dass
NB∑
j=1
hijh
∗
kj = | fi |2δik , (4.6)
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Diese Bedingung la¨sst einen Wechsel in eine andere orthogonale Basis aus dem Hilbertraum des Sys-
tems B zu: Ich definiere mir fu¨r jedes | fi | ≠ 0 und fu¨r jeden Zustand |ui〉 einen neuen Zustand
|wi〉 =
NB∑
j=1
hij
fi
|v′j〉 , mit i ∈ {1 , 2 , ... , NA} . (4.7)
Damit wird der Dichteoperator ρˆ aus Gleichung (4.5) zu
ρˆ =
NA∑
i,k=1
NB∑
j,l=1
fi f
∗
k |ui〉〈uk| ⊗
hij
fi
|v′j〉〈v′l|
h∗kl
f∗k
(4.7)
=
NA∑
i,k=1
fi f
∗
k |ui〉〈uk| ⊗ |wi〉〈wk|. (4.8)
Die ganz rechte Seite hat die gesuchte Form aus Gleichung (4.4), mit {|vi〉} = {|wi〉} und mit den
Koeffizienten {gi} = {fi}. Quod erat demonstrandum (Q.E.D.)!
Die Basen {|ui〉} und {|vi〉} werden zusammen als Schmidt-Basis bezeichnet. Die Schmidt-Zerle-
gung selbst ist nicht eindeutig und kann nicht ohne Weiteres auf Systeme, die aus mehr als zwei Kom-
ponenten bestehen, erweitert werden. Aus Gleichung (4.4) folgt fu¨r die reduzierten Dichteoperatoren
ρˆA und ρˆB in der Schmidt-Basis
ρˆA =
NA∑
i=1
| gi |2 |ui〉〈ui|, (4.9a)
ρˆB =
NA∑
i=1
| gi |2 |vi〉〈vi|. (4.9b)
Die Dichteoperatoren ρˆA und ρˆB sind somit in der Schmidt-Basis beide diagonal und weisen außerdem
das gleiche Spektrum σ(ρˆA) = σ(ρˆB) = {| gi |2} auf.
Mit Hilfe der Schmidt-Zerlegung lassen sich Maße fu¨r Verschra¨nkung in einem aus zwei Subkompo-
nenten zusammengesetzten System in einem reinen Zustand definieren. Wenn in Gleichung (4.3) exakt
ein gi ̸= 0 ist, befindet sich das System in einem Produktzustand. Im Gegensatz dazu sind die beiden
Systeme maximal verschra¨nkt, wenn
∀ i : | gi |2 =
1
NA
, (4.10)
gilt. Um nun den Grad der Verschra¨nkung beider Systeme explizit zu quantifizieren, bieten sich die
Schmidt-Zahl [92]
K =
1∑NA
i=1 | gi |4
, (4.11)
oder die von Neumann Entropie [24]
S = −
NA∑
i=1
| gi |2 log2(| gi |2), (4.12)
an. Hierbei gilt es ρˆA aus Gleichung (4.2a) zur Bestimmung der | gi |2 zu diagonalisieren. Die Sub-
systeme sind dann maximal verschra¨nkt, wenn K = NA beziehungsweise S = log2(NA) ergeben.
Andererseits liegt ein Produktzustand der beiden Systeme vor, wenn K = 1 beziehungsweise S = 0
gelten.
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4.2.2 Die Schmidt-Zerlegung im Fall von Wellenleitern mit eingebetteten
Mehrniveausystemen
Im Folgenden betrachte ich ein System aus einem Wellenleiter mit eingebetteter Quantensto¨rstelle, zu
dem ein Anregungszahloperator Cˆ entsprechend Gleichung (2.31) definiert werden kann. Die Hamilton-
operatoren des Wellenleiters HˆEM, des Atoms HˆA und der Licht-Materie-Wechselwirkung HˆLM, die ein
solches System beschreiben, sind durch die Gleichungen (2.33), (2.34) und (2.35) gegeben. Einen Zu-
stand |Ψ〉Q dieses Systems, derQAnregungen entha¨lt, ist in Gleichung (2.36) definiert. Diesen Zustand
gebe ich hier erneut in leicht abgewandelter Form wieder:
|Ψ〉Q =
xN∑
x′=x1,x2′=x,...
...,xQ′=x(Q−1)′
∑
{|p〉}0
Φx
′...xQ′
p Nx′, ..., xQ′ aˆ†x′ ...aˆ
†
xQ′ |0, p〉
+
xN∑
x′=x1,x2′=x,...
...,x(Q−1)′=x(Q−2)′
∑
{|r〉}1
Φx
′...x(Q−1)′
r Nx′, ..., x(Q−1)′ aˆ†x′ ...aˆ
†
x(Q−1)′ |0, r〉
+ ...
+
xN∑
x′=x1
∑
{|s〉}Q−1
Φx
′
s aˆ
†
x′ |0, s〉+
∑
{|u〉}Q
Φu|0, u〉 . (4.13)
In dieser Gleichung normieren die Faktoren Nx′, ..., xX′ die Zusta¨nde aˆ†x′ ...aˆ
†
xX′ |0〉. Der Zustand aus
Gleichung (4.13) hat die Form des Zustands aus Gleichung (4.1a), mit
cij ∈
{
{Φx′...xQ′p }, {Φx
′...x(Q−1)′
r }, ..., {Φx
′
s }, {Φu}
}
, (4.14a)
|aj〉 ∈
{
{|p〉}0, {|r〉}1, ..., {|s〉}Q−1, {|u〉}Q
}
, (4.14b)
|bi〉 ∈
{
{Nx′, ..., xQ′ aˆ†x′ ...aˆ
†
xQ′ |0〉}, {Nx′, ..., x(Q−1)′ aˆ
†
x′ ...aˆ
†
x(Q−1)′ |0〉}, ..., {aˆ
†
x′ |0〉}, |0〉
}
. (4.14c)
Im Folgenden nehme ich an, dass der Hilbertraum des Atoms gleich groß oder kleiner als der Hilbert-
raum des Wellenleiters im Unterraum mit Q Anregungen ist. In WQED Modellen werden die Atome
u¨blicherweise mit wenigen Energieniveaus modelliert [58–68, 78–82, 93, 94], wa¨hrend 1DWellenleiter
durch einige hundert Gitterpunkte [58, 62, 66, 67, 81, 82, 93] oder als kontinuierlich [59–61, 63–65,
68, 78–80, 94] modelliert werden. Daher ist die Annahme bezu¨glich der Dimensionen der Hilbertra¨ume
gerechtfertigt.
Wie in Abschnitt 4.2.1 gezeigt, entsprechen die Eigenwerte des reduzierten Dichteoperators des di-
mensional kleineren Subsystems, hier also des Atoms, den Betragsquadraten der Schmidt-Koeffizienten.
Der aus dem Zustand |Ψ〉Q aus Gleichung (4.13) berechnete, reduzierte Dichteoperator des Atoms ρˆQA
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lautet
ρˆQA =
xN∑
x′=x1,x2′=x,...
...,xQ′=x(Q−1)′
∑
{|p〉}0
∣∣∣Φx′...xQ′p ∣∣∣2|p〉〈p|
+
xN∑
x′=x1,x2′=x,...
...,x(Q−1)′=x(Q−2)′
∑
{|r〉}1
∣∣∣Φx′...x(Q−1)′r ∣∣∣2|r〉〈r|
+ ...
+
xN∑
x′=x1
∑
{|s〉}Q−1
∣∣∣Φx′s ∣∣∣2|s〉〈s|+∑
{|u〉}Q
∣∣∣Φu∣∣∣2|u〉〈u|
=
Q∑
υ=0
∑
{|m〉}υ
〈|m〉〈m|〉 |m〉〈m|. (4.15)
Hierbei ist 〈|m〉〈m|〉 der in Gleichung (3.3) definierte Erwartungswert der Besetzung des atomaren Zu-
standes |m〉 im Zustand |Ψ〉Q. Der reduzierte Dichteoperator ρˆQA ist somit bemerkenswerterweise in der
Produktbasis der Eigenzusta¨nde des freien Atoms und der Fockzusta¨nde bereits diagonal, mit der Beset-
zung der atomaren Zusta¨nde 〈|m〉〈m|〉 als Eigenwerte. Mit anderen Worten: Alle Koha¨renzen1 in Glei-
chung (4.15) verschwinden, der Dichteoperator ρˆQA beschreibt ein rein statistisch gemischtes Ensemble
der atomaren Zusta¨nde. Dies liegt daran, dass der Zustand |Ψ〉Q keine Superposition von Zusta¨nden
verschiedener Anregungszahlen C darstellt, sondern genau einem dieser Unterra¨ume, na¨mlich dem mit
Anregungszahl Q, angeho¨rt.
Mit den Gleichungen (4.11), (4.12) und (4.15) ergeben sich die Schmidt-Zahl KQ und die von Neu-
mann Entropie SQ im Zustand |Ψ〉Q zu
KQ =
Q∑
υ=0
∑
{|m〉}υ
1
〈|m〉〈m|〉2 , (4.16)
und
SQ = −
Q∑
υ=0
∑
{|m〉}υ
〈|m〉〈m|〉 log2(〈|m〉〈m|〉) . (4.17)
4.3 Verschra¨nkung in einem eindimensionalen Wellenleiter mit einem
eingebetteten Λ-System
4.3.1 Das Modell
Im Folgenden untersuche ich die Verschra¨nkung zwischen einem 1D Wellenleiter und einem in den
Wellenleiter eingebetteten Λ-System, die erzeugt wird, wenn ein einzelnes Photon an dem Atom ge-
streut wird. Anfa¨nglich sollen sich Atom und Wellenleiter in einem Produktzustand befinden, wobei
1Mit Koha¨renzen werden die nichtdiagonalen Matrixelemente des Dichteoperators bezeichnet.
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sich das Atom nur in einem seiner unteren Zusta¨nde befinden soll. Dies entspricht gema¨ß Kapitel 3 ei-
nem 1KF2. Ich werde dabei, analog zum Vorgehen in Kapitel 3, den Fokus auf die Unterschiede bei der
Erzeugung der Verschra¨nkung im Fall stationa¨rer Streuung eines einzelnen Photons zu dem eher rea-
listischen Fall der Streuung eines Einzelphotonwellenpakets legen und dabei verschiedene Einhu¨llende
des Wellenpakets betrachten.
Ich modelliere den Wellenleiter mit NNWW. Der Hamiltonoperator HˆEM lautet entsprechend Glei-
chung (1.88)
HˆEM =
xN∑
x=x1
ℏω0aˆ†xaˆx + J
xN−1∑
x=x1
(
aˆ†xaˆx+α + aˆ
†
x+αaˆx
)
. (4.18)
Der Hamiltonoperator HˆA eines freien Λ-Systems ist nach Gleichung (1.69) gegeben
HˆA = E1|1〉〈1|+
(
E1 + E21
) |2〉〈2|+ (E1 − δ) |3〉〈3| . (4.19)
Analog zum Vorgehen in Abschnitt 3.2.1 wa¨hle ich die Anzahl der Gitterpla¨tze N , aus denen der Wel-
lenleiter modelliert wird, ungerade. Der Ort xA, an dem das Atom in den Wellenleiter eingebettet ist,
sei hierbei im Zentrum des Wellenleiters. Der Hamiltonoperator HˆLM der Wechselwirkung der Wellen-
leiterphotonen mit dem Atom ist dann gema¨ß Gleichung (3.21)
HˆLM =
∑
l=1,3
Vl
(
aˆxA |2〉〈l|+ |l〉〈2|aˆ†xA
)
. (4.20)
Der allgemeine Zustand in diesem System, der nur eine Anregung entha¨lt, lautet nach Gleichung (3.1)
|Ψ(t)〉 =
xN∑
x=x1
∑
l=1,3
φxl (t) aˆ
†
x|0, l〉+ φ2(t)|0, 2〉 . (4.21)
Hierbei sind die {φxl (t)} und φ2(t) identisch mit den entsprechenden {Φxs (t)} und {Φu(t)} des allge-
meinen Zustands aus Gleichung (4.13), da die Basisfockzusta¨nde {(aˆ†x)ς |0〉}, mit ς ∈ {0 , 1} bereits
normiert sind3.
Mit den Gleichungen (4.15) und (4.21) ergibt sich der reduzierte Dichteoperator ρˆ1A des Λ-Atoms im
Unterraum einer Anregung zu
ρˆ1A(t) = 〈|1〉〈1|(t)〉 |1〉〈1|+ 〈|2〉〈2|(t)〉 |2〉〈2|+ 〈|3〉〈3|(t)〉 |3〉〈3| , (4.22)
mit
〈|l〉〈l|(t)〉 =
xN∑
x=x1
|φxl (t)|2 , mit l ∈ {1 , 3} , (4.23a)
〈|2〉〈2|(t)〉 = |φ2(t)|2 . (4.23b)
Wellenleiter und Atom sind aufgrund der Gleichungen (4.16) und (4.17) maximal miteinander ver-
schra¨nkt, wenn die Schmidt-Zahl K1 = 3 beziehungsweise die von Neumann Entropie S1 = log2(3)
2Vergleiche Abschnitt 3.2.3.
3Es gilt meistens
√
1 = 1.
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betragen. Um dies zu erreichen mu¨ssten alle drei atomaren Zusta¨nde |1〉, |2〉 und |3〉 zu 1/3 besetzt sein.
Bei den folgenden Untersuchungen betrachte ich Streuprobleme im Unterraum einer Anregung, bei de-
nen das Atom anfangs nicht angeregt ist. Zusta¨nde, bei denen die Besetzung des angeregten Zustands
|2〉 fu¨r Zeiten t→∞ nicht verschwindet, ko¨nnen unter diesen Anfangsbedingungen nicht angeregt wer-
den. Solche Zusta¨nde sind zum Beispiel gebundene Atom-Photon-Zusta¨nde4 [66, 67, 81]. Aus diesem
Grund sind die maximal erreichbaren Werte der beiden Verschra¨nkungsmaße Kmax1 = 2 und S
max
1 = 1
im Grenzfall t→∞. Dies bedeutet fu¨r die atomaren Besetzungszahlen
〈|1〉〈1|(t→∞)〉 = 〈|3〉〈3|(t→∞)〉 = 1
2
. (4.24)
4.3.2 Stationa¨re Lo¨sung
In diesem Abschnitt pra¨sentiere ich die Lo¨sung des stationa¨ren Streuproblems im 1KF, um daraus eine
Bedingung zum Erreichen maximaler Verschra¨nkungswerte fu¨r t → ∞ abzuleiten. Im 1KF trifft das
einfallende Photon, ohne Beschra¨nkung der Allgemeinheit, im Kanal 1 auf das Atom. Analog zum Vor-
gehen in Abschnitt 3.2.3 setze ich den allgemeinen Zustand aus Gleichung (4.21) in die zeitabha¨ngige
Schro¨dingergleichung aus Gleichung (1.31) ein und erhalte die Bewegungsgleichungen (3.24). Fu¨r die-
se Bewegungsgleichungen wa¨hle ich den zeitharmonischen Ansatz analog zu Gleichung (3.30)
φ2(t) = e
−iEktℏ f2 , (4.25a)
φxl (t) = e
−iEktℏ fxl , mit l ∈ {1 , 3} . (4.25b)
Um nun die Lo¨sung fu¨r den 1KF zu finden, nutze ich schließlich den Ansatz
fx1 =
e+ikαx + r1e−ikαx, fu¨r x/α < xA/α ,t1e+ikαx, fu¨r x/α > xA/α , (4.26a)
fx3 =
ξe−ik3αx, fu¨r x/α < xA/α ,ξe+ik3αx, fu¨r x/α > xA/α , (4.26b)
mit der Annahme, dass 0 ≤ k ≤ pi/α. Es ergibt sich fu¨r den Transmissionskoeffizienten t1 und den
Reflexionskoeffizienten r1 im Kanal 1
t1 =
1−
iV1
2/
√
1−
(
ℏωk−ℏω0
2J
)2
2J
(
ℏωk − E21
)− iV32/√1− ( δ+ℏωk−ℏω02J )2

−1
, (4.27a)
r1 = −
1 +
2J
(
ℏωk − E21
)− iV32/√1− ( δ+ℏωk−ℏω02J )2
iV1
2/
√
1−
(
ℏωk−ℏω0
2J
)2

−1
. (4.27b)
4Vergleiche Abschnitt 5.2.2.
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Aufgrund der Wahrscheinlichkeitserhaltung muss |t1|2+ |r1|2+2|t3|2 = 1 gelten. Dabei ist |t3|2 die in
Kanal 3 in beide Richtungen isotrop transmittierte und somit in diesem Kanal propagierende Strahlung.
Da der Ansatz aus Gleichung (4.26) auch nichtpropagierende Lo¨sungen in Kanal 3 mit einschließt, kann
nur |t3|2 ̸= |ξ|2 gelten. Um in Kanal 3 propagierende Lo¨sungen zu erhalten, muss
2|J | > |δ + ℏωk − ℏω0| , (4.28)
gelten5. Dies ist ein Resultat, welches der nach oben und unten beschra¨nkten Bandstruktur des Wellen-
leiters mit Bandbreite 4|J | zuzurechnen ist, vergleiche Gleichung (1.89) und Abbildung 1.5.
Entsprechend der Definitionen der Observablen in Abschnitt 3.2.1, die aus den Transportsimulationen
berechnet werden ko¨nnen, ergibt sich im 1KF
T1 +R1 = 〈|1〉〈1|(tmax)〉 , (4.29a)
2T3 = 〈|3〉〈3|(tmax)〉 . (4.29b)
Die Zeit tmax in den Simulationen entspricht t → ∞ in Gleichung (4.24). Das bedeutet, maximale
Verschra¨nkung ist in den Simulationen erreicht, wenn T1 + R1 = 1/2. Auf die Transmissions- und
Reflexionskoeffizienten der stationa¨ren Rechnung u¨bertragen bedeutet dies
|t1|2 + |r1|2 != 1
2
. (4.30)
Im Folgenden lege ich mich auf die Kopplungskonstante V3 als den Parameter fest, der im Laufe
der Simulationen in Abha¨ngigkeit der weiteren Systemparameter angepasst wird, so dass das System
die Bedingung aus Gleichung (4.30) erfu¨llt. Ich setze daher die Koeffizienten aus Gleichung (4.27) in
Gleichung (4.30) ein, lo¨se diese Gleichung zuna¨chst nach V 23 auf und erhalte
V 23 = |ℏωk − E21|
√−Γ + V 21
√
Γ
4J2 − (ℏωk − ℏω0)2 , (4.31)
mit
Γ = (2J + δ + ℏωk − ℏω0)(2J − δ − ℏωk + ℏω0) . (4.32)
Da V 23 eine reelle Zahl
6 sein muss und da aufgrund von Gleichung (4.28) Γ > 0 gilt, muss der erste
Term der rechten Seite in Gleichung (4.31) verschwinden. Dies ist nur mo¨glich fu¨r |ℏωk − E21| = 0,
also wenn das im Kanal 1 einlaufende Photon die Resonanzbedingung fu¨r den U¨bergang zwischen |1〉
und |2〉 erfu¨llt. Es ergibt sich somit aus Gleichung (4.31)
V3 = V1
(
(2J + δ + ℏωk − ℏω0)(2J − δ − ℏωk + ℏω0)
4J2 − (ℏωk − ℏω0)2
) 1
4
. (4.33)
Wenn also die Energie des einlaufenden Photons resonant zur U¨bergangsenergieE21 gestimmt ist und
die Kopplungskonstante V3 entsprechend Gleichung (4.33) gewa¨hlt und Gleichung (4.28) beachtet wird,
sollte in den Simulationen die maximale Verschra¨nkung zwischen Licht im Wellenleiter und Λ-Atom
erzeugt werden. Aus Gleichung (4.33) folgt, dass hierzu im entarteten System, also bei δ = 0, die
Kopplungskonstanten V1 und V3 identisch sein mu¨ssen.
5Vergleiche Abschnitt 3.3.4.
6Im Falle komplexer Kopplungskonstanten wa¨re in allen Formeln in diesem Abschnitt V 2l durch |Vl|2 mit l ∈ {1, 3} zu
ersetzen. Somit mu¨sste auch in diesem Fall die rechte Seite von Gleichung (4.31) eine reelle Zahl ergeben, was somit auf
die Resonanzbedingung fu¨r das Photon in Kanal 1 fu¨hrt.
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Einhu¨llende ϕηx,xzx Bezeichnung
∝ exp
(
−4 ln(2)(x−xz)2
η2x
)
Gauß
∝
(
cos
(
pi(x−xz)
ηx
)
+ 1
)
Θ
(|ηx| − |x− xz|) Cosinus
∝
(
cos
(
2 arccos(
√
2−1)(x−xz)
ηx
)
+ 1
)2
Θ
(∣∣∣ ηxpi
(2 arccos(
√
2−1))
∣∣∣− |x− xz|) Quadrierter Cosinus
∝ sech
(
2 ln(2+
√
3)(x−xz)
ηx
)
Sekans Hyperbolicus
∝ sech2
(
2 ln(
√
2+1)(x−xz)
ηx
)
Logistische Verteilung
Tabelle 4.1: Die verschiedenen Einhu¨llenden ϕηx,xzx , die ich fu¨r die Simulationen verwendet ha-
be. Die Halbwertsbreite im Ortsraum ist mit ηx bezeichnet. Fu¨r die Heaviside-
Stufenfunktion definiere ich an dieser Stelle Θ(0) = 1.
4.3.3 Erzeugung von Verschra¨nkung durch Streuung von
Einzelphotonwellenpaketen am Λ-System
Im Folgenden untersuche ich die Erzeugung von Verschra¨nkung zwischen Atom undWellenleiter durch
die Streuung eines Einzelphotonwellenpakets amΛ-System in einem 1KFmit demAtom in Zustand |1〉.
Dabei interessiere ich mich insbesondere fu¨r den Einfluss der Form der Einhu¨llenden des Wellenpakets
auf den Verschra¨nkungsgrad, gemessen durch die Schmidt-ZahlK1 beziehungsweise die von Neumann
Entropie S1. Die hierzu notwendigen Transportsimulationen verlaufen wie in Abschnitt 3.2.1 beschrie-
ben. Ein Anfangszustand |Ψ(t0)〉 mit t0 = 0 wird in der Zeit bis zu einem Zeitpunkt tmax entwickelt,
zu dem die Streuung des Wellenpakets am Atom abgeschlossen ist. Aus den Simulationsdaten werden
die Besetzungszahlen des Atoms extrahiert und daraus die Schmidt-ZahlK1(tmax) beziehungsweise die
von Neumann Entropie S1(tmax) nach den Gleichungen (4.16) beziehungsweise (4.17) berechnet. Hin-
sichtlich der Systemparameter wa¨hle ich die Kopplungskonstante V3 entsprechend Gleichung (4.33), so
dass auf Grundlage der stationa¨ren Lo¨sung aus Abschnitt 4.3.2 die Bedingung fu¨r die maximale Ver-
schra¨nkung erfu¨llt ist. Um in Kanal 3 propagierende Lo¨sungen zu erhalten, wa¨hle ich die restlichen
Parameter derartig, dass die Bedingung aus Gleichung (4.28) ebenso erfu¨llt ist.
Der Anfangszustand |Ψ(t0)〉 der Simulationen lautet, analog zu dem aus Gleichung (3.22),
|Ψ(t0)〉 =
xN∑
x=x1
ϕηx,xzx e
ik0xaˆ†x|0, 1〉 . (4.34)
Hierin beschreibt ϕηx,xzx die Form der Einhu¨llenden des Wellenpakets und 0 < k0 ≤ pi ist die mitt-
lere Kreiswellenzahl des Wellenpakets. Im Gegensatz zur ”monochromatischen“, stationa¨ren Lo¨sung
weist der Anfangszustand aus Gleichung (4.34) fu¨r ra¨umlich endliche Einhu¨llende ϕηx,xzx eine endliche
spektrale Breite auf. Daher ist zu erwarten, dass die Erzeugung von Verschra¨nkung durch die Streuung
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Abbildung 4.1: Besetzung des Wellenleiters 〈aˆ†xaˆx(t0)〉 ≡ |ϕηx,xzx |2 im Ortsraum um den Git-
terplatz xz fu¨r die bei den Simulationen verwendeten Einhu¨llenden ϕ
ηx,xz
x mit
ηx = 50α im Anfangszustand |Ψ(t0)〉. Die gestrichelten Linien (magenta) mar-
kieren ηx. Weitere Details siehe Text.
des Pulses nicht maximal effizient ist, also K1(tmax) ≤ 2 und S1(tmax) ≤ 1. Deshalb vergleiche ich
im Folgenden die Effizienz bei der Erzeugung von Verschra¨nkung fu¨r verschiedene Einhu¨llende ϕηx,xzx
gleicher Halbwertsbreite (engl. full width at half maximum (FWHM)) ηx im Ortsraum. Die in der hier
pra¨sentierten Studie verwendeten Einhu¨llenden sind zuna¨chst ohne Beru¨cksichtigung auf deren Rea-
lisierbarkeit im Experiment gewa¨hlt. Es geht hier vielmehr darum grundlegende Abha¨ngigkeiten der
Verschra¨nkungserzeugung durch unterschiedliche Einhu¨llende zu kla¨ren.
In Tabelle 4.1 sind die verschiedenen Einhu¨llenden, die ich fu¨r die Untersuchungen verwendet habe,
mit ihren Bezeichnungen in Abha¨ngigkeit der FWHM ηx im Ortsraum angegeben. Abbildung 4.1 zeigt
die photonische Besetzung 〈aˆ†xaˆx(t0)〉 der Gitterpla¨tze des Wellenleiters im Ortsraum im Anfangszu-
stand aus Gleichung (4.34) fu¨r diese Einhu¨llenden im Falle ηx = 50α.
Der Einfluss der Halbwertsbreite ηx und der Kreiswellenzahl k0 auf die
Verschra¨nkungserzeugung
Abbildung 4.2 zeigt in doppeltlogarithmischer Darstellung die Differenzen ∆K = 2 − K1(tmax) be-
ziehungsweise ∆S = 2 − S1(tmax) zwischen den oben vorgestellten Maßen fu¨r Verschra¨nkung und
ihrem stationa¨ren Maximum u¨ber der FWHM ηx des Wellenpakets im Anfangszustand fu¨r ein entarte-
tes Λ-System fu¨r die fu¨nf unterschiedlichen Einhu¨llenden. Die mittleren Kreiswellenzahlen in diesem
Beispiel sind k0 = pi/(2α) in den Abbildungen 4.2a) und b) und k0 = 3pi/(4α) in den Abbildun-
gen 4.2c) und d).
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Abbildung 4.2: Die Differenzen ∆K und ∆S fu¨r die verschiedenen Einhu¨llenden ϕ
ηx,xz
x als Funk-
tion der FWHM ηx fu¨r verschiedene mittlere Kreiswellenzahlen k0. Die Simulati-
onsparameter wurden entsprechend den Gleichungen (4.28) und (4.33) angepasst.
Die u¨brigen Simulationsparameter sind J < 0, V1 = |J |, E21 = ℏωk0 , δ = 0,
xz = 1499α, der Wellenleiter wurde durch N = 5999 Gitterpla¨tze modelliert und
das Atom am Gitterplatz xA = 3000 in den Wellenleiter eingebettet. Weitere De-
tails siehe Text.
76
4.3 Verschra¨nkung in einem eindimensionalen Wellenleiter mit einem eingebetteten Λ-System
a) b)
15 20 25 30 35 40 45 50
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Gauß
Cosinus
Sekans
Hyperbol.
Logistische
Vert.
Quad.
Cosinus
ηx [α]
η k
[pi α
]
k0 − 140 k0 k0 + 140
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
·10−2
Gauß
Cosinus
Sekans
Hyperbol.
Logistische
Vert.
Quad.
Cosinus
k [piα ]
〈aˆ
† kaˆ
k
(t
0
)〉
Abbildung 4.3: a) Die Breite ηk im k-Raum u¨ber der Breite ηx fu¨r verschiedene Einhu¨llende ϕ
ηx,xz
x .
b) Besetzung des Wellenleiters im k-Raum fu¨r die bei den Simulationen verwende-
ten Einhu¨llenden ϕηx,xzx mit ηx = 50α im Anfangszustand |Ψ(t0)〉. Siehe Text fu¨r
weitere Details.
Abbildung 4.2 la¨sst sich folgendermaßen interpretieren: Je kleiner ∆K beziehungsweise ∆S sind,
desto na¨her liegt das Simulationsergebnis der Verschra¨nkungserzeugung amWert der stationa¨ren Rech-
nung aus Abschnitt 4.3.2. Die Gro¨ßen ∆K und ∆S folgen der Abbildung 4.2 nach fallenden Potenz-
gesetzen in ηx. Die Exponenten dieser Potenzgesetze sind fu¨r alle Einhu¨llenden und Differenzen ∆K
und ∆S u¨ber zwei Gro¨ßenordnungen identisch und liegen bei etwa −3.8 im Fall von k0 = pi/(2α)
und bei etwa −4.0 im Fall von k0 = 3pi/(4α). Die Abha¨ngigkeiten der Gro¨ßen ∆K und ∆S von
den verschiedenen Einhu¨llenden manifestieren sich entsprechend Abbildung 4.2 als Vorfaktoren in den
Potenzgesetzen, die sich in jedem Fall als maximal fu¨r den Cosinus und minimal fu¨r den Sekans Hy-
perbolicus erweisen. Das bedeutet, dass bei der Verwendung des Sekans Hyperbolicus als Einhu¨llende
bei der Streuung mehr Verschra¨nkung erzeugt wird, als bei der Verwendung der anderen untersuchten
Einhu¨llenden. Wird der Sekans Hyperbolicus verwendet, liegt das Ergebnis somit am na¨chsten an dem
der stationa¨ren Rechnung.
Dieses Resultat la¨sst sich mit Hilfe von Abbildung 4.3a) erkla¨ren: Dort ist die FWHM ηk des An-
fangszustandes |Ψ(t0)〉 aus Gleichung (4.34) im k-Raum u¨ber der FWHM ηx im Ortsraum doppeltlo-
garithmisch aufgetragen, wobei die Werte von ηk numerisch mittels einer Gitterfouriertransformation
ermittelt wurden. Dieser Abbildung la¨sst sich entnehmen, dass ηk fu¨r die verschiedenen Einhu¨llenden
ϕηx,xzx in exakt der gleichen Weise Potenzgesetzen in ηx folgt, wie die Gro¨ßen ∆K und ∆S in der Ab-
bildung 4.2. Daher folgere ich, dass∆K und∆S und damit die Gu¨te der Verschra¨nkungserzeugung bei
Streuprozessen fu¨r verschiedene Einhu¨llende gleicher FWHM ηx im Ortsraum durch die FWHM ηk
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der jeweiligen Einhu¨llenden im k-Raum festgelegt wird. Mit anderen Worten: Je schmaler ein Ein-
zelphotonwellenpaket im k-Raum ist, desto na¨her liegt das Ergebnis der Verschra¨nkungserzeugung am
Resultat stationa¨rer, ”monochromatischer“ Rechnungen.
Abbildung 4.3b) zeigt die zu den aus Abbildung 4.1 korrespondierenden Erwartungswerte 〈aˆ†kaˆk(t0)〉
der Besetzungen des Anfangszustandes |Ψ(t0)〉 im k-Raum fu¨r die verschiedenen Einhu¨llenden. Hier
lassen sich die unterschiedlichen Breiten im k-Raum der im Ortsraum in Abbildung 4.1 sehr a¨hnlich
anmutenden Einhu¨llenden ϕηx,xzx deutlich erkennen.
Wie anhand von Abbildung 4.2 ersichtlich ist das Ergebnis fu¨r Anfangszusta¨nde mit k0 = 3pi/(4α)
qualitativ im Vergleich zu denen mit k0 = pi/(2α) dasselbe. Quantitativ sind die Vorfaktoren in den
Potenzgesetzen fu¨r ∆K und ∆S in ηx jedoch im Fall von k0 = 3pi/(4α) um circa eine Gro¨ßenordnung
kleiner, als im Fall von k0 = pi/(2α). Der erreichte Grad der Verschra¨nkung ist fu¨r Anfangszusta¨nde mit
einer mittleren Kreiswellenzahl k0 = 3pi/(4α) also na¨her am Ergebnis der stationa¨ren Rechnung, als
fu¨r Anfangszusta¨nde mit k0 = pi/(2α). Dies la¨sst sich mit Hilfe der Emissionszeiten τ1/3(k0) der beiden
atomaren U¨berga¨nge erkla¨ren [57, 68, 94]. In den Referenzen [57, 94] wird gezeigt, dass die Observa-
blen bei der Streuung eines Einzelphotonwellenpakets an einem Atom in einem 1D Wellenleiter na¨her
an den entsprechenden Observablen einer stationa¨ren Rechnung liegen, je kleiner die Emissionszeiten
τ1/3(k0) =
ℏ2|vg(k0)|
2αV 21/3
, (4.35)
sind. In dieser Gleichung ist vg(k0) ≡ ∂k ωk|k=k0 die Gruppengeschwindigkeit des eines Einzelpho-
tonwellenpakets im Wellenleiter mit mittlerer Kreiswellenzahl k0. Im Fall von k0 = 3pi/(4α) sind die
Emissionszeiten τ1/3(k0) kleiner, als im Fall von k0 = pi/(2α), da sich mit der Dispersionsrelation aus
Gleichung (1.89)
|vg
(
3pi/(4α)
)| = √2|J |α/ℏ < 2|J |α/ℏ = |vg (pi/(2α))| (4.36)
ergibt. Dieser Effekt tritt also nur auf, weil die Dispersionsrelation des Wellenleiters nichtlinear verla¨uft
und Bandkanten aufweist, in deren Umgebung die Gruppengeschwindigkeit vg(k) naturgema¨ß klei-
ner im Betrag ist, als in der Bandmitte. Daher weichen die Ergebnisse der Simulationen im Fall von
Einzelphotonwellenpaketen, deren mittlere Kreiswellenzahlen k0 na¨her an der Bandkante des Wellen-
leiterbandes liegen, geringer von den stationa¨ren Rechnungen ab, als die Ergebnisse im Fall von Ein-
zelphotonwellenpaketen, bei denen die k0 na¨her an der beziehungsweise direkt in der Bandmitte liegen.
Letzteres trifft im vorliegenden System fu¨r k0 = pi/(2α) zu.
Der Einfluss der Verstimmung δ auf die Verschra¨nkungserzeugung
Bis hierhin habe ich die Erzeugung von Verschra¨nkung im Fall eines entarteten Λ-Systems untersucht.
In diesem Abschnitt pra¨sentiere ich die Ergebnisse von Studien fu¨r den Fall nichtentarteter Λ-Atome.
Ich beschra¨nke mich hierbei als Verschra¨nkungsmaß auf die Schmidt-Zahl K1(tmax) beziehungsweise
die Differenz∆K vomWert 2 aus der stationa¨ren Lo¨sung. Die Verwendung der von Neumann Entropie
S1(tmax)wa¨re genauso mo¨glich, wie sich oben jedoch gezeigt hat, erwa¨chst jedoch aus der Verwendung
zweier Verschra¨nkungsmaße kein Mehrwert an Erkenntnisgewinn.
Die Abbildungen 4.4 und 4.5 zeigen die Differenz∆K als Funktion der Verstimmung δ fu¨r Anfangs-
zusta¨nde nach Gleichung (4.34) mit den oben verwendeten fu¨nf Einhu¨llenden ϕηx,xzx . Abbildung 4.4
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Abbildung 4.4: Die Differenz ∆K u¨ber der Verstimmung δ fu¨r eine mittlere Kreiswellenzahl
k0 = pi/(2α) und fu¨r die verschiedenen Einhu¨llenden ϕ
ηx,xz
x . Die Kopplungskon-
stante V3 wurde entsprechend Gleichung (4.33) angepasst. Die u¨brigen Simulati-
onsparameter sind J < 0, V1 = |J |, E21 = ℏωk0 , xz = 1499α, der Wellenlei-
ter wurde durch N = 5999 Gitterpla¨tze modelliert und das Atom am Gitterplatz
xA = 3000 in den Wellenleiter eingebettet. Weitere Details siehe Text.
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Abbildung 4.5: Die Differenz ∆K u¨ber der Verstimmung δ fu¨r eine mittlere Kreiswellenzahl
k0 = 3pi/(4α) und fu¨r die verschiedenen Einhu¨llenden ϕ
ηx,xz
x . Die Kopplungs-
konstante V3 wurde entsprechend Gleichung (4.33) angepasst. Die u¨brigen Simu-
lationsparameter sind J < 0, V1 = |J |, E21 = ℏωk0 , xz = 1499α, der Wellenlei-
ter wurde durch N = 5999 Gitterpla¨tze modelliert und das Atom am Gitterplatz
xA = 3000 in den Wellenleiter eingebettet. Weitere Details siehe Text.
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zeigt dies fu¨r den Fall einer mittleren Kreiswellenzahl k0 = pi/(2α) und Abbildung 4.5 fu¨r den Fall,
dass k0 = 3pi/(4α) gilt. Die Skalen der Abszissenachsen der Abbildungen sind jeweils um ℏωk0 − ℏω0
versetzt, so dass sich der Bereich, in dem die Bedingung fu¨r propagierende Lo¨sungen in Kanal 3 aus
Gleichung (4.28) erfu¨llt ist, direkt ablesen la¨sst.
In den Abbildungen 4.4b) und c), sowie den Abbildungen 4.5b) und c) la¨sst sich erkennen, dass
die Ausbeute an erzeugter Verschra¨nkung im Vergleich zum stationa¨ren Fall kleiner wird, je na¨her
|δ + ℏωk − ℏω0| an die halbe Bandbreite 2|J | des Wellenleiters heran reicht. Dabei ergibt sich fu¨r
die Differenz ∆K ≈ 1 im Falle, dass |δ + ℏωk − ℏω0| ≈ 2|J | gilt. Zur Erinnerung: Ist ∆K = 1, so
sind das Atom und der Zustand des Lichtfeldes im Wellenleiter in einem Produktzustand. Dies la¨sst
sich erneut mit Hilfe der Emissionszeiten τ1/3(k0) erkla¨ren: Aus Gleichung (4.33) folgt V3 → 0 fu¨r
|δ + ℏωk − ℏω0| → 2|J | und somit τ3(k0)→∞ in Gleichung (4.35).
Aus den Abbildungen 4.4d) und Abbildungen 4.5d) la¨sst sich entnehmen, dass die maximale Ver-
schra¨nkung fu¨r δ = 0, also fu¨r das entartete Λ-System, erzielt wird. Auch wenn dies bedeutet, dass
die Energie des ”einfallenden“ Photons
7 in diesem Fall resonant zur U¨bergangsenergie zwischen den
Zusta¨nden |2〉 und |3〉 gestimmt ist, la¨sst sich dieses Resultat nicht als ein Resonanzeffekt deuten. Im
Falle eines Resonanzeffektes fu¨hrte eine erho¨hte Wechselwirkungswahrscheinlichkeit zwischen Atom
und Photon aufgrund gleicher Energien zu dem genannten Ergebnis. Da der Anfangszustand aus Glei-
chung (4.34) nur im Unterraum des Zustands |1〉 ”lebt“, ist die Atom-Photon-Wechselwirkungswahr-
scheinlichkeit unabha¨ngig von der Energiedifferenz zwischen den Zusta¨nden |2〉 und |3〉, was somit
die Deutung eines minimalen ∆K fu¨r δ = 0 als Resonanzeffekt nicht zula¨sst. Vielmehr la¨sst sich dies
erneut auf die Gro¨ße τ3(k0) aus Gleichung (4.35) zuru¨ckfu¨hren, welche minimal wird fu¨r δ = 0, da V3
aus Gleichung (4.33) fu¨r diesen Wert maximal wird.
Grundsa¨tzlich la¨sst sich in den Abbildungen 4.4 und 4.5 erneut der Einfluss der Bandstruktur der
Dispersionsrelation im Hinblick auf die Lage der mittleren Kreiswellenzahl k0 des Anfangszustandes
|Ψ(t0)〉 im Band nachvollziehen. Die Kreiswellenzahl k0 = pi/(2α) liegt, wie oben erwa¨hnt, im Zen-
trum des Bandes. Daher ist Abbildung 4.4 symmetrisch bezu¨glich δ = 0, also wenn das Λ-System ent-
artet ist, wa¨hrend Abbildung 4.5 diesbezu¨glich asymmetrisch ist. Es ergibt sich außerdem erneut Auf-
grund des kleineren τ3(k0), dass das Minimum von∆K kleiner und damit die Verschra¨nkung sta¨rker ist,
wenn k0 na¨her an der Bandkante liegt, wie es auf den Fall k0 = 3pi/(4α) im Vergleich zu k0 = pi/(2α)
zutrifft.
4.4 Zusammenfassung
In diesem Kapitel habe ich die Theorie zur Quantifizierung von Verschra¨nkung zwischen dem Licht-
feld eines Wellenleiters und einem in diesen Wellenleiter eingebetteten Atoms auf Basis der Schmidt-
Zerlegung pra¨sentiert. Hierbei hat sich ergeben, dass die Besetzungszahlen der atomaren Zusta¨nde di-
rekten Zugang zu Maße fu¨r Verschra¨nkung, wie der Schmidt-Zahl oder der von Neumann Entropie
bieten.
Mit Hilfe dieses Formalismus habe ich dann die Erzeugung der Verschra¨nkung zwischen einem Pho-
ton im Wellenleiter und einem einzelnen Λ-System durch Streuung eines Einzelphotonwellenpakets an
dem Atom fu¨r verschiedene Wellenpaketeinhu¨llende gleicher Ortsraumbreite untersucht. Dabei wurde
7Die Energie des ”einfallenden“ Photons ist definiert durch den Erwartungswert 〈Ψ(t0)|HˆEM|Ψ(t0)〉 = ℏωk0 .
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gezeigt, dass der erzielte Verschra¨nkungsgrad maßgeblich durch die Breite desWellenpakets im k-Raum
und den Emissionszeiten der atomaren U¨berga¨nge bestimmt wird.
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KAPITEL 5
DYNAMIK DER PHOTONEMISSION
ZWEIER ZWEINIVEAUSYSTEME IN EINEM
EINDIMENSIONALEN WELLENLEITER
In diesem Kapitel untersuche ich das Emissionsverhalten zweier gleichartiger 2NS, die in
einen Wellenleiter mit NNWW eingebettet sind, in Abha¨ngigkeit der Kopplungssta¨rke, der
atomaren U¨bergangsenergie und des Abstandes der Atome im Wellenleiter. Es zeigt sich,
dass die Emissionsdynamik in diesem System sowohl von der Anregung polaritonischer, als
auch kavita¨tsartiger Eigenzusta¨nde abha¨ngt. Letztere sind Zusta¨nde, die nur in Systemen mit
bestimmten atomaren Absta¨nden und U¨bergangsenergien auftreten und in denen die Atome
und der Wellenleiter eine optische Kavita¨t bilden, so dass die Strahlung zwischen den beiden
Atomen gefangen ist.
Fu¨r den Fall, dass zuna¨chst nur ein Atom im System angeregt ist demonstriere ich, unter
welchen Umsta¨nden der Emissionsprozess dieses Atoms zu einer konstanten Besetzung bei-
der Atome im Grenzfall langer Zeiten fu¨hrt und unter welche Voraussetzungen gar keine
Emission stattfindet. Außerdem zeige ich, unter welchen Umsta¨nden die beiden Atome mit-
einander ”Quanten-Pong“ spielen.
Ich untersuche in diesem Kapitel außerdem kollektive Emissionspha¨nomene der beiden Ato-
me. Dabei zeige ich, unter welchen Voraussetzungen zweiatomige Super- und Subradianz
auftritt und wie diese Effekte mit dem atomaren Abstand in diesem 1D System skalieren.
5.1 Einfu¨hrung
Zwei an unterschiedlichen Orten in einen 1D Wellenleiter eingebettete 2NS bilden die einfachste Rea-
lisierung zweier verbundener Knoten in einem quanteninformationsverarbeitenden Netzwerk [7]. Um
ein solches Netzwerk zu realisieren und fu¨r die Quanteninformationsverarbeitung [84–86] nutzen zu
ko¨nnen, mu¨ssen die grundlegenden physikalischen Pha¨nomene in solchen Systemen bekannt und ver-
standen sein. Dazu za¨hlt insbesondere die Dynamik des Informationsaustausches zwischen den Knoten.
Seit den fu¨nfziger Jahren des 20. Jahrhunderts ist bekannt, dass es in einem physikalischen Sys-
tem aus mehreren gleichartigen Emittern zu kollektiven, koha¨renten Emissionspha¨nomenen, wie der
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Superradianz kommen kann [95]. Solche kollektiven Wechselwirkungen zwischen nur zwei einzelnen,
mikroskopischen Quantensystemen in einer 3D Umgebung wurden 1996 mit Hilfe einer Ionenfalle das
erste Mal experimentell beobachtet [96]. Ju¨ngst wurden kollektive Emissionseffekte zwischen zwei oder
mehr Emittern, die an einen 1DWellenleiter gekoppelt sind, beobachtet [97, 98].
In diesem Kapitel pra¨sentiere ich die Ergebnisse von Studien des Emissionsverhalten zweier in einen
Wellenleiter mit NNWW eingebetteten 2NS. Zu diesem Thema entsteht gleichzeitig eine weitere Dok-
torarbeit innerhalb der AG TO&P, in der das hier betrachtete System mit Hilfe analytischer Methoden
der Quantenfeldtheorie untersucht wird [99]. Daher beschra¨nke ich mich in dieser Arbeit auf die Dis-
kussion von Ergebnissen, die ich mit Hilfe des in Kapitel 2 vorgestellten numerischen Frameworks
gewonnen habe.
In Abschnitt 5.2 stelle ich den Hamiltonoperator, der das in diesem Kapitel untersuchte Modell be-
schreibt, vor. Ich gehe auf des Spektrum des Hamiltonoperators und seine Eigenzusta¨nde ein. Ich klas-
sifiziere die Eigenzusta¨nde, da sich zeigen wird, dass deren parameterabha¨ngige Existenz beziehungs-
weise Nicht-Existenz, großen Einfluss auf die Dynamik des untersuchten Systems hat.
Anschließend untersuche ich in Abschnitt 5.3 die Dynamik des Systems, wenn zuna¨chst eines der
beiden Atome angeregt ist. Dabei unterscheide ich zwischen den Regimes starker und schwacher Kopp-
lung, da sich das System entsprechend unterschiedlich entwickelt. Dieser Teil der Untersuchungen be-
zieht sich somit auf die Frage, wie sich die Emission des angeregten Atoms auf das andere, zuna¨chst im
Grundzustand befindliche Atom am anderen Ort im Wellenleiter auswirkt. Dies ist nichts anderes als
das grundlegende Prinzip fu¨r den Austausch von Informationen im oben erwa¨hnten Quantennetzwerk.
In Abschnitt 5.4 untersuche ich die kollektive Emissionsdynamik fu¨r den Fall, dass beide Atome
gemeinsam eine Anregung tragen. Dabei gehe ich auch auf Super- und Subradianz ein, die so nur in 1D
Systemen auftreten ko¨nnen. Zum Abschluss fasse ich die in diesem Kapitel gewonnenen Erkenntnisse
in Abschnitt 5.5 noch einmal kurz zusammen.
5.2 Der Hamiltonoperator und seine Eigenschaften
5.2.1 Das Modell
In Abbildung 5.1 ist der Aufbau des Modellsystems gezeigt, das ich in diesem Kapitel untersuche:
Zwei gleichartige 2NS mit der U¨bergangsenergie E↑↓ sind im Abstand L jeweils an den Orten xA und
xB = xA + L in einen 1D Wellenleiter mit NNWW symmetrisch um das Zentrum des Wellenleiters
eingebettet. Dort koppeln sie mit Sta¨rke V an das elektromagnetische Feld des Wellenleiters. Der Ha-
miltonoperator dieses Systems lautet im Rahmen der RWA
Hˆ =
xN∑
x=x1
ℏω0aˆ†xaˆx + J
xN−1∑
x=x1
(
aˆ†xaˆx+α + aˆ
†
x+αaˆx
)
+
E↑↓
2
(
σˆAz + σˆ
B
z
)
+ V
∑
l=A,B
(
aˆxl σˆ
+
l + σˆ
−
l aˆ
†
xl
)
. (5.1)
Die Gitterplatzenergie ℏω0 und der Hu¨pfparameter J des Wellenleiters mit NNWW sind bereits aus
Abschnitt 1.5.4 bekannt. Die Operatoren σˆlz , σˆ
+
l und σˆ
−
l mit l ∈ {A,B} sind die Paulimatrizen der
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Abbildung 5.1: Skizze des in diesem Kapitel untersuchten Systems: Zwei gleichartige 2NS mit
U¨bergangsenergieE↑↓ sind mit Kopplungssta¨rke V an zwei verschiedenen Orte xA
und xB in einenWellenleiter mit NNWW symmetrisch um dasWellenleiterzentrum
eingebettet.
beiden 2NS und wurden in Abschnitt 1.4.5 definiert.
Die Eigenzusta¨nde der σˆl seien | ↑l〉, mit Eigenwert +1 und | ↓l〉 mit Eigenwert −1. Diese Zusta¨nde
bilden jeweils die atomare Basis der beiden 2NS, mit {|↓l〉} als die Grundzusta¨nde und {|↑l〉} als die an-
geregten Zusta¨nde. In dieser Basis lautet der Anregungszahloperator Cˆ des durch den Hamiltonoperator
Hˆ aus Gleichung (5.1) beschriebenen Systems1
Cˆ =
xN∑
x=x1
aˆ†xaˆx +
1
2
(
σˆAz + σˆ
B
z + 21
)
. (5.2)
Im Folgenden bezeichne ich die Besetzung des Zustandes | ↑l〉 als die Anregung oder Besetzung des
Atoms l. Befindet sich das Atom vollsta¨ndig in diesem Zustand, so bezeichne ich das Atom als angeregt
beziehungsweise vollsta¨ndig besetzt.
Ein allgemeiner Zustand |Ψ(t)〉 des hier untersuchten Systems im Unterraum einer Anregung, dass
heißt mit C = 1, lautet entsprechend Gleichung (2.37)
|Ψ(t)〉 =
xN∑
x=x1
φx(t) aˆ†x|0, ↓A↓B〉+ φA(t)|0, ↑A↓B〉+ φB(t)|0, ↓A↑B〉 . (5.3)
Dieser Zustand ist fu¨r L = 0 a¨quivalent zu dem Zustand eines ungetriebenen, entarteten V-Systems aus
Gleichung (3.1) im Unterraum einer Anregung. Da im Falle des entarteten V-Systems dunkle Zusta¨nde
aufgetreten sind, kann man diese auch fu¨r zwei entartete 2NS bei verschwindendem Abstand L erwar-
ten.
5.2.2 Eigenspektrum und die Eigenzusta¨nde
Abbildung 5.2 zeigt numerisch berechnete Eigenspektren des Operators Hˆ aus Gleichung (5.1) fu¨r Sys-
teme mit J < 0, V = |J | und fu¨r drei verschiedene Parametersa¨tze {E↑↓, L}. Anhand dieser Abbildung
beschreibe ich im Folgenden die verschiedenen Klassen von Eigenzusta¨nden, die ein durch den Hamil-
tonoperator Hˆ beschriebenes System fu¨r C = 1 aufweisen kann.
1Siehe auch Gleichung (1.67).
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a) b) c)
E−B = h¯ω0−2|J |
h¯ω0
E+B = h¯ω0+2|J |
L = 4α
E1,2PZ
E↑↓
E3PZ
E−B
h¯ω0
E+B
L = 0
E1PZ
E↑↓
E2PZ
E−B
h¯ω0
E+B
L = 7α
E1,2PZ
E3,4PZ
Abbildung 5.2: Drei Beispiele fu¨r Spektren des Hamiltonoperators aus Gleichung (5.1). Weitere
Details sind dem Fließtext zu entnehmen.
Streuzusta¨nde
Alle drei in Abbildung 5.2 gezeigten Konfigurationen weisen ein grau schraffiertes, um die Gitter-
platzenergie ℏω0 zentriertes Band mit Breite 4|J | auf, das durch die Energien E−B = ℏω0 − 2|J | und
E+B = ℏω0 + 2|J | begrenzt wird. In diesem Bereich liegt ein Kontinuum von so genannten Streu-
zusta¨nden (SZ) vor, welche alle durch Gleichung (5.1) beschriebenen Systeme fu¨r endliche Hu¨pfpa-
rameter J aufweisen. Die SZ sorgen fu¨r den Photontransport im System und entsprechen in großer
Entfernung von den beiden 2NS ungeda¨mpft propagierender Wellen photonischer Anregung. Die Ener-
gien ESZ der SZ sind die der Eigenzusta¨nde des freien Wellenleiters, liegen also energetisch auf der
Kurve ℏωk, mit der Dispersionsrelation des Wellenleiters
ωk = ω0 + 2|J |ℏ−1 cos(kα) .
Dies ist unabha¨ngig von der Art und der Lage des Streuers im Wellenleiter.
Nicht unabha¨ngig von den weiteren Systemparametern ist die photonische Besetzung 〈aˆ†xaˆx〉SZ der
Wellenleitergitterpla¨tze x, sowie die Besetzung der beiden 2NS in einem SZ. In Abbildung 5.3 ist fu¨r
vier verschiedene SZ desselben Systems die photonische Besetzung eines Wellenleiters ausN = 10000
Gitterpla¨tzen gezeigt. Die 2NS sind zentriert um den Gitterplatz 5000α im Abstand von L = 103α in
den Wellenleiter eingebettet. Es ist fu¨r alle vier Fa¨llen der Charakter propagierender Wellen der SZ in
den Randbereichen des Wellenleiters ersichtlich.
Kavita¨tszusta¨nde und dunkle Zusta¨nde
Wie schon in Abschnitt 3.1 erwa¨hnt, wirkt ein 2NS auf ein energetisch resonantes Photon wie ein per-
fekter Spiegel [59–62] und reflektiert es vollsta¨ndig. Zwei entartete 2NS im richtigen Abstand ko¨nnen
dementsprechend im Wellenleiter wie eine Kavita¨t wirken und sogenannte Kavita¨tszusta¨nde (CZ) unter
den Eigenzusta¨nden ausbilden. In einem solchen CZ bildet sich zwischen den Atomen im Wellenleiter
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c) d)
1 5,000 10,000
0
1
2
·10−4
x [α]
〈aˆ
† xaˆ
x
〉 SZ
1 5,000 10,000
0
1.0
2.0
·10−4
x [α]
〈aˆ
† xaˆ
x
〉 SZ
7,500 7,550
1
1.02
·10−4
1 5,000 10,000
0
1
2
·10−4
x [α]
〈aˆ
† xaˆ
x
〉 SZ
1 5,000 10,000
0
2.5
5
7.5
·10−4
x [α]
〈aˆ
† xaˆ
x
〉 SZ
Abbildung 5.3: Vier Beispiele fu¨r die photonische Besetzung des Wellenleiters 〈aˆx† aˆx〉SZ in ver-
schiedenen SZ. Die Systemparameter sind so gewa¨hlt, dass E↑↓ mitten im Wellen-
leiterband liegt und der Abstand der Atome L = 103α betra¨gt. Abbildung a) zeigt
die Besetzung der im Wellenleiterband a¨ußeren beiden Streuzusta¨nde, also den mit
der niedrigsten und den mit der gro¨ßten Eigenenergie, wa¨hrend b) den Streuzustand
zeigt, der mitten im Band liegt. Die Zusta¨nde in c) und d) liegen beide im a¨ußeren
Bandbereich. Weitere Details sind dem Fließtext zu entnehmen. Die u¨brigen Sys-
temparameter sind J < 0 und V = |J |.
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eine stehende Welle photonischer Anregung aus, mit Wellenknoten an den Orten der Atome. Gleichzei-
tig ist die atomare Besetzung in diesen Zusta¨nden endlich.
Der Abstand LCZ, bei dem die CZ auftreten, la¨sst sich in zwei Schritten berechnen: Wie oben be-
schrieben muss die photonische Energie in einem CZ gleich der atomaren U¨bergangsenergie sein, wo-
raus sich die Kreiswellenzahl kCZ der stehenden Welle ergibt:
ℏω0 + 2J cos(kCZα)
!
= E↑↓ ⇒ kCZ = α−1 arccos
(
E↑↓ − ℏω0
2J
)
. (5.4)
Weiterhin gilt die Bedingung, dass sich im Abstand LCZ Knoten der stehenden Welle befinden mu¨ssen,
da die Photonische Anregung am Ort der Atome verschwinden soll. Eine stehende Welle kann durch
eine Sinusfunktion beschrieben werden, die somit am Ort der Atome verschwinden muss:
sin(kCZLCZ)
!
= 0
(5.4)⇒ LCZ = npiα
arccos
(
E↑↓−ℏω0
2J
) , mit n ∈ N . (5.5)
Das in Abbildung 5.2a) gezeigte Spektrum ist fu¨r die Parameter J < 0 und E↑↓ − ℏω0 = −
√
2|J |
berechnet worden. Setzt man diese Werte in Gleichung (5.5) ein, so ergibt sich LCZ = 4nα. Da das
Spektrum außerdem fu¨r L = 4α berechnet wurde, existiert im zugeho¨rigen System ein CZ und ist
in Abbildung 5.2a) rot markiert. Anhand dieser Darstellung wird eine besondere Eigenschaft der CZ
deutlich: Sie liegen mitten im Kontinuum der SZ. Dies liegt daran, dass die U¨bergangsenergie der Ato-
me E↑↓ und somit auch die Energie der CZ innerhalb eines Bandes des freien Wellenleiters liegen muss,
damit sich zwischen den Atomen die stehende Welle ausbilden kann. Die Energien der SZ decken sich,
wie oben beschrieben, mit den Energien der Eigenzusta¨nde des freien Wellenleiters. Somit liegen die
CZ zwangsla¨ufig energetisch mitten im Kontinuum der SZ. Ein CZ ist immer ein Eigenzustand des
Systems und sein photonischer Anteil imWellenleiter ist auf den Raum zwischen den Atomen begrenzt.
Aus diesem Grund werden die CZ auch oft als gebundene Zusta¨nde im Kontinuum [100] bezeichnet.
In Abbildung 5.4 sind die photonischen Wellenleiterbesetzungen fu¨r ein System mit J < 0 und
E↑↓ − ℏω0 = −
√
3|J | in Abha¨ngigkeit des Abstands L gezeigt, vorausgesetzt sie existieren bei gege-
benem L. Bei den genannten Werten ist dies entsprechend Gleichung (5.5) fu¨r LCZ = 6nα der Fall.
Die Abbildung 5.2c) zeigt ein Spektrum, bei dem die atomare U¨bergangsenergie E↑↓ mitten im pho-
tonischen Band liegt. Die Abstandsbedingung fu¨r einen CZ ergibt sich in diesem Fall zu LCZ = 2nα.
Da das Spektrum jedoch fu¨r den Abstand L = 7α berechnet wurde, findet man hier keinen CZ.
In Abbildung 5.2b) liegt E↑↓ außerhalb des Wellenleiterbandes. Ein CZ kann hier also bei keinem
Abstand L zwischen den Atomen auftreten. Allerdings wurde das Spektrum fu¨r ein System mit L = 0
aufgenommen. Wie in Abschnitt 5.2.1 erwa¨hnt, ist das Systems der zwei entarteten und in den Wel-
lenleiter eingebetteten 2NS fu¨r L = 0 im Unterraum einer Anregung a¨quivalent zu einem System mit
einem in den Wellenleiter eingebettetem V-Atom. Somit ist der in diesem Spektrum rot markierte Ei-
genzustand ein dunkler Zustand, wie er auch beim V-Atom in diesem Fall auftritt und in dem keine
photonische Besetzung im Wellenleiter vorliegt und die Besetzungsamplituden der Atome einen Pha-
senunterschied von pi aufweisen. Dieser dunkle Zustand tritt im Falle der zwei 2NS fu¨r L = 0 immer
und unabha¨ngig von den weiteren Parametern als Eigenzustand des Gesamtsystems mit der atomaren
U¨bergangsenergie E↑↓ als Eigenenergie auf.
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Abbildung 5.4: Beispiele fu¨r die Wellenleiterbesetzung 〈aˆx† aˆx〉CZ der CZ in einem System fu¨r
die Absta¨nde von L = 0 bis L = 103α. Die atomare U¨bergangsenergie ist
E↑↓ = ℏω0 −
√
3|J |, so dass nur fu¨r Absta¨nde mit L = 6nα und n ∈ {1, 2, 3, ...}
CZ auftreten. In b), c) und d) sind jeweils detailliertere Ausschnitte von a) ent-
sprechend der farblichen Rahmen und Pfeile gezeigt. Die weiteren Parameter sind
J < 0, V = |J | und der Wellenleiter wurde durch N = 10000 Gitterpla¨tze model-
liert.
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Abbildung 5.5: Beispiele fu¨r die Wellenleiterbesetzung 〈aˆx† aˆx〉PZ der PZ in einem System fu¨r
die Absta¨nde von L = 0 bis L = 103α. In b) und c) sind jeweils detaillierte-
re Ausschnitte von a) entsprechend des farblichen Rahmens, des Strichs und der
Pfeile gezeigt. Abbildung d) zeigt c) in semilogarithmischer Darstellung, so dass
die evaneszente Natur der PZ deutlich wird. Die Systemparameter sind J < 0,
E↑↓ = ℏω0−4|J |, V = |J |, der Wellenleiter wurde durchN = 10000 Gitterpla¨tze
modelliert und es ist der jeweils ho¨chstenergetische PZ gezeigt.
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Polaritonische Zusta¨nde
Die letzte Klasse von Eigenzusta¨nden, die im hier betrachteten System auftreten, sind polaritonische
Zusta¨nde (PZ), deren Eigenenergien außerhalb des Wellenleiterbandes liegen. Die PZ weisen eine end-
liche Besetzung der beiden 2NS und eine um die Orte der der Atome exponentiell nach außen abfallende
und somit stark lokalisierte photonische Besetzung des Wellenleiters auf, vergleiche Abbildung 5.5.
Die PZ treten bereits in Systemen auf, in denen nur ein Atom in den Wellenleiter eingebettet ist [66,
67, 101, 102]. Das Atom wechselwirkt mit den photonischen Moden an den Bandkanten des Wellenlei-
ters, deren Gruppengeschwindigkeit verschwindet. Durch diese Wechselwirkung teilt sich ein atomares
Niveau in zwei Zusta¨nde auf, die beide eine anormale Lamb-Verschiebung erfahren. Bei dieser Lamb-
Verschiebung wird ein Zustand ins Wellenleiterband absorbiert, wa¨hrend der andere in der Bandlu¨cke
einen PZ ausbildet [101, 102]. Dabei ist die Existenz einer Bandkante in der Dispersionsrelation des
Wellenleiters eine notwendige Bedingung fu¨r die Ausbildung eines PZ. In einem 1D System mit zwei
Bandkanten und einem 2NS existieren immer zwei PZ.
Oft werden die PZ als gebundene Atom-Photon-Zusta¨nde bezeichnet [66, 67, 81, 101, 102]. Es wurde
mit Hilfe numerischer Simulationen demonstriert, dass es mo¨glich ist durch die gleichzeitige Streuung
von zwei Photonen an einem 2NS die PZ des Systems anzuregen. Somit kann ein endlicher Anteil der
photonischen Anregung durch das Atom eingefangen und in dessen Umgebung gebunden werden [66,
67, 81]. Dies ist bei der Einzelphotonstreuung nicht mo¨glich, da die Energie des propagierenden und zu
streuenden Photons im photonischen Band des Wellenleiters liegen muss. Daher ko¨nnen propagierende
Photonen nur durch einen nichtlinearen Streuprozess einen PZ in einer Bandlu¨cke anregen. Ein 2NS
ist jedoch fu¨r ein einzelnes Photon ein linearer Streuer. Erst im Falle zwei propagierender Photonen
la¨sst sich das Atom durch Absorption sa¨ttigen, wodurch es fu¨r das verbleibende Photon nichtlineare
Streueigenschaften entwickelt, die somit die Anregung eines PZ in diesem Fall ermo¨glicht [66, 67].
Anhand der drei Spektren in Abbildung 5.2 sind die Energieniveaus der u¨ber dem Wellenleiterband
liegenden PZ gru¨n eingezeichnet und die der unter dem Band liegenden PZ blau eingezeichnet. Es ist
ersichtlich, dass sich die Anzahl der vorhandenen PZ in den drei Systemen unterscheidet. So existieren
im Spektrum in Abbildung 5.2b) zwei, in Abbildung 5.2a) drei und in Abbildung 5.2c) vier PZ. Die
Anzahl der PZ, die sich unter beziehungsweise u¨ber dem Band ausbilden, ist vor allem vom Abstand
L der beiden Atome abha¨ngig: Fu¨r große Absta¨nde sind u¨ber und unter dem Wellenleiterband jeweils
immer zwei PZ vorhanden, die fu¨r L→∞ paarweise entartet sind. Mit abnehmenden Abstand L wird
die Entartung durch das Prinzip der vermiedenen Kreuzung (englisch: avoided crossing) aufgehoben,
wobei jeweils einer der Zusta¨nde energetisch von Band weg- und einer zum Band hin verlagert wird. Ab
einem kritischen Abstand L±k , mit ”+/−“ fu¨r das Zustandspaar u¨ber/unter dem Band, wird der PZ mit
zum Band verlagerter Eigenenergie von diesem Kontinuum ”absorbiert“. Der entsprechende PZ wird
dabei ein SZ. Bei L = 0 sind u¨ber und unter dem Band des Wellenleiters in jedem Fall nur noch je ein
PZ zu finden.
In Referenz [99], in der das in diesem Kapitel untersuchte System analytisch mittels quantenfeld-
theoretischer Methoden analysiert wird, ist ein Ausdruck fu¨r die kritischen Absta¨nde L±k angegeben:
L±k =
2α|J |
(
2|J | ∓
(
E↑↓ − ℏω0
))
V 2
. (5.6)
In Abbildung 5.6 sind die numerisch ermittelten Eigenenergien EPZ der PZ fu¨r ein System mit J < 0,
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Abbildung 5.6: Die Eigenenergien der PZ u¨ber dem atomaren Abstand L. Weitere Details sind
dem Fließtext zu entnehmen. Der Wellenleiter wurde in diesem Beispiel durch
N = 10000 Gitterpla¨tze modelliert.
E↑↓ − ℏω0 = −|J | und V = |J | u¨ber dem Abstand L der beiden Atome aufgetragen. Es ist in dieser
Abbildung gut ersichtlich, wie das System entsprechend Gleichung (5.6) erst ab L = L±k + α jeweils
einen weiteren PZ ausbildet.
5.3 Emissionsdynamik bei einem angeregten Atom
In diesem Abschnitt untersuche ich die zeitliche Entwicklung der atomaren Besetzungen 〈|↑A〉〈↑A|(t)〉
und 〈|↑B〉〈↑B|(t)〉 fu¨r den Fall, dass zuna¨chst eines der beiden Atome vollsta¨ndig angeregt ist und
der Wellenleiter und das zweite Atom zuna¨chst keine Anregung aufweisen. Dabei interessiere ich mich
insbesondere dafu¨r, wie sich die verschiedenen Arten von Eigenzusta¨nden des Systems auf die Dynamik
auswirken.
Das zuna¨chst angeregte Atom sei, ohne Beschra¨nkung der Allgemeinheit, das Atom am Ort xA. Der
Anfangszustand |Ψ(t0)〉 lautet somit in diesem Fall
|Ψ(t0)〉 = |0, ↑A↓B〉 . (5.7)
Wie schon in Abschnitt 4.3.3 beschrieben, ist die atomare Emissionszeit
τ(k0) =
ℏ2|vg(k0)|
2αV 2
⇒ τ(k0) ∝ |J |
V 2
, (5.8)
ein wichtiger Parameter bei der Beschreibung von Absorptions- und Emissionsprozessen. Je kleiner
τ(k0), desto schneller verla¨uft ein Emissionsprozess. Das hat zur Folge, dass emittierte Einzelphoton-
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wellenpakete ra¨umlich schmaler sind, als im Falle gro¨ßerer τ(k0). Somit ist das bei großem τ(k0) emit-
tierte Photon spektral schmaler als im Falle kleinerer τ(k0). Es ist daher zu erwarten, dass die vomAtom
emittierte Strahlung bei kleinerem τ(k0) sta¨rker die nichtlineare Struktur der Verteilung der Eigen-
energien im Spektrum beziehungsweise der Dispersionsrelation des Systems erfa¨hrt, als bei gro¨ßerem
τ(k0). Dementsprechend sollten bezu¨glich der Emissionsdynamik im Falle eines kleinen τ(k0) bei im
Wellenleiterband liegender, atomarer U¨bergangsenergie E↑↓ die außerhalb des Bandes liegenden PZ
eine gro¨ßeren Einfluss auf die Dynamik haben und das Photon außerdem gro¨ßerer Dispersion bei der
Propagation unterliegen, als bei gro¨ßerem τ(k0).
Entsprechend Gleichung (5.8) ist τ(k0) proportional zum Verha¨ltnis des Betrages des Hu¨pfparame-
ters J zumQuadrat der Kopplungssta¨rke V . Ich habe daher bei meinen Studien in diesemAbschnitt zwi-
schen zwei Fa¨llen unterschieden: Der Erste ist derjenige schwacher Kopplung, mit |J |/V 2 = 100/|J |,
der andere ist der Fall starker Kopplung mit |J |/V 2 = 1/|J |. Diese beiden Begriffe werden in der
Kavita¨tsquantenelektrodynamik (englisch cavity quantum electrodynamics) verwendet, wobei schwa-
che Kopplung dort dem Fall entspricht, dass die Kopplungssta¨rke eines 2NS an eine optische Kavita¨t
viel kleiner ist, als die irreversible Zerfallsrate der Kavita¨t in experimentell unkontrollierbare Verlustka-
na¨le [103]. In Abschnitt 3.2.2 habe ich gezeigt, dass die Betrachtung des Wellenleiters als Verlustkanal
einer Kavita¨t am Ort eines Atoms qualitativ die im System auftretenden Effekte erha¨lt. Da die Kopplung
der Wellenleitergitterpla¨tze untereinander durch J gegeben ist, ist die Entlehnung der Begriffe starker
und schwacher Kopplung aus der Kavita¨tsquantenelektrodynamik an dieser Stelle gerechtfertigt.
5.3.1 Schwache Kopplung
In Abbildung 5.7 ist die zeitliche Entwicklung der Besetzungen der beiden 2NS fu¨r den Fall schwacher
Kopplung in Abha¨ngigkeit des Abstands L fu¨r drei verschiedene atomare U¨bergangsenergien gezeigt.
In den Abbildungen 5.7a) und b) liegt E↑↓ in der Mitte des Wellenleiterbandes. Es ist zu erkennen, dass
das zuna¨chst angeregte Atom beginnt in den Wellenleiter zu emittieren und das zweite, sich zuna¨chst
in seinem Grundzustand befindende Atom dadurch angeregt wird und dann ebenfalls die absorbierte
Strahlung wieder reemittiert. Allerdings fu¨hrt dies nur im Falle ungeradzahliger Absta¨nde L dazu, dass
die Atome ihre Anregung vollsta¨ndig in den Wellenleiter emittieren. Im Falle geradzahliger Absta¨nde L
verbleibt in beiden Atome auch fu¨r große Zeiten eine endliche, konstante Anregung. Diese ist in beiden
Atomen gleich und im Falle L = 0 am gro¨ßten mit
〈|↑A〉〈↑A|(tmax)〉 = 〈|↑B〉〈↑B|(tmax)〉 = 0.25 .
Fu¨r den Abstand L = 50α betra¨gt die Anregung in den beiden Atomen noch etwa 80% dieses Wertes.
In den Abbildungen 5.7c) und d) liegt E↑↓ im Band und ist um
√
2|J | von der Bandmitte nach un-
ten verschoben. Hier zeigt sich qualitativ das gleiche Verhalten wie im Fall E↑↓ = ℏω0, mit dem
Unterschied, dass hier nur bei Absta¨nden mit L = 4nα mit n ∈ {0, 1, 2, ...} das Langzeitbeset-
zungsverhalten auftritt. Fu¨r diese Langzeitbesetzung sind in beiden Fa¨llen die CZ verantwortlich, die
nach Gleichung (5.5) im Falle von E↑↓ = ℏω0 nur fu¨r geradzahlige Absta¨nde L und im Falle von
E↑↓ − ℏω0 = −
√
2|J | nur fu¨r ganzzahlig viertelbare Absta¨nde L auftreten. Wenn also ein System so
konfiguriert ist, dass unter seinen Eigenzusta¨nden auch ein CZ existiert, so wird dieser bei der Emission
eines Atoms in den unbesetzten Wellenleiter im Falle schwacher Kopplung angeregt, so dass im Grenz-
fall langer Zeiten beide Atome eine endliche Anregung aufweisen. Diese nimmt mit gro¨ßerem Abstand
L ab, da in diesem Fall der Anteil der photonischen Besetzung des Wellenleiters zwischen den Atomen
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Abbildung 5.7: Anregung der Atome 〈| ↑l〉〈↑l |(t)〉 mit l ∈ {A,B} u¨ber der Simulationszeit t und
dem Abstand der Atome L fu¨r den Fall schwacher Kopplung und das zuna¨chst nur
das Atom amOrt xA angeregt ist. Weitere Details sind dem Fließtext zu entnehmen.
Die u¨brigen Simulationsparameter sind J < 0 und der Wellenleiter wurde durch
N = 10000 Gitterpla¨tze modelliert.
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in einem CZ zu Lasten des Anteil der atomaren Anregung gro¨ßer ist. Im Falle L = 0 sind nicht die CZ,
sondern die dunklen Zusta¨nde fu¨r die Langzeitbesetzung der Atome verantwortlich.
Dass in diesen Fa¨llen die Existenz von PZ unter den Eigenzusta¨nden des Systems auf die Emis-
sionsdynamik keinen Einfluss hat, wird durch die Abbildungen 5.8 und 5.9 deutlich. Diese zeigen die
Ergebnisse numerischer Studien, die folgendermaßen durchgefu¨hrt worden sind:
Ich habe numerisch die Eigenzusta¨nde des Hamiltonoperators aus Gleichung (5.1) im Unterraum ei-
ner Anregung bestimmt. Diese Eigenzusta¨nde habe ich auf den Anfangszustand aus Gleichung (5.7)
projiziert, um die Besetzungsamplituden 〈E|Ψ(0)〉 der Eigenzusta¨nde |E〉 im Anfangszustand zu ge-
winnen. Mit diesen habe ich zwei neue Anfangszusta¨nde konstruiert:
|Ψ(0)〉PZ =
∑
|E〉 ∈ {|EPZ〉}
〈E|Ψ(0)〉 |E〉 , (5.9a)
|Ψ(0)〉SZ+CZ = |Ψ(0)〉 − |Ψ(0)〉PZ =
∑
|E〉 ∈ {|EPZ〉}C
〈E|Ψ(0)〉 |E〉 . (5.9b)
Hierin bezeichnet {|EPZ〉} die Menge aller PZ unter den Eigenzusta¨nden eines Systems und {|EPZ〉}C
die entsprechende Komplementa¨rmenge2. Der Zustand |Ψ(0)〉PZ entha¨lt einzig den Anteil der PZ im
Anfangszustand |Ψ(0)〉, wa¨hrend der Zustand |Ψ(0)〉SZ+CZ einzig den Anteil der SZ und CZ im An-
fangszustand |Ψ(0)〉 entha¨lt. Die Zusta¨nde |Ψ(0)〉PZ und |Ψ(0)〉SZ+CZ habe ich analog zum Zustand
|Ψ(0)〉 numerisch in der Zeit entwickelt. Die Ergebnisse dieser Simulationen sind in Abbildung 5.8
fu¨r den Zustand |Ψ(0)〉PZ und in Abbildung 5.9 fu¨r den Zustand |Ψ(0)〉SZ+CZ gezeigt. Dabei war es
technisch bedingt no¨tig, die beiden Anfangszusta¨nde zu Beginn der Simulation zu normieren. Aus die-
sem Grund sind die absoluten Zahlenwerte in den Abbildungen nur zwischen Zahlenwerten aus diesen
beiden Abbildungen, nicht aber mit denen aus Abbildung 5.7 vergleichbar.
Es ist aus den Abbildungen 5.8a) bis d) und 5.9a) bis d) ersichtlich, dass der Beitrag der PZ bei
schwacher Kopplung und fu¨r den Fall, dass E↑↓ im Wellenleiterband liegt, um drei bis vier Gro¨ßen-
ordnungen kleiner ist, als der Beitrag der u¨brigen Eigenzusta¨nde. Die PZ sind daher in diesem Fall
vernachla¨ssigbar.
In den Abbildungen 5.7e) und f) ist der zeitliche Verlauf der atomaren Besetzungen fu¨r den Fall
E↑↓ − ℏω0 = (
√
2 − 4)|J | gezeigt. Die atomare U¨bergangsenergie E↑↓ liegt hier also unterhalb des
Wellenleiterbandes. In diesem Fall ist die zeitliche Entwicklung der atomaren Besetzungen laut den
Abbildungen eine vo¨llig andere, als fu¨r den Fall, dass E↑↓ im Band liegt. Bei L = 0 oszillieren die
atomaren Besetzungen gegenphasig mit einer Frequenz, die etwas kleiner ist als |J |/(500ℏ). Bis zum
Abstand L = 7α setzen ebenso gegenphasige Oszillationen der atomaren Besetzungswerte ein, deren
Frequenz mit wachsendem Abstand jedoch stark abnimmt. Ab einem Abstand von L > 7α lassen sich
keine derartigen Oszillationen mehr beobachten. Der Zustand |↑A〉 bleibt in diesem Fall fu¨r alle Zeiten t
vollsta¨ndig angeregt, wa¨hrend das andere Atom vollsta¨ndig in seinem Grundzustand |↓B〉 verbleibt.
Den Abbildungen 5.8e) und f), sowie den Abbildungen 5.9e) und f) la¨sst sich entnehmen, dass in
diesem Fall die Zeitentwicklung der atomaren Besetzungswerte hauptsa¨chlich durch die PZ beeinflusst
wird, wa¨hrend diesmal der Beitrag der u¨brigen Eigenzusta¨nde zu vernachla¨ssigen und im Vergleich zum
Beitrag der PZ um mindestens zwei Gro¨ßenordnungen kleiner ist. Dieses Ergebnis ist folgendermaßen
nachvollziehbar:
2Es gilt somit fu¨r die Menge aller Eigenzusta¨nde {|E〉} = {|EPZ〉} ∪ {|EPZ〉}C .
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Abbildung 5.8: Anregung der Atome 〈| ↑l〉〈↑l |(t)〉 mit l ∈ {A,B} u¨ber der Simulationszeit t und
dem Abstand der Atome L fu¨r den Fall schwacher Kopplung und fu¨r den Anfangs-
zustand |Ψ(0)〉PZ , in dem nur PZ angeregt sind. Weitere Details sind dem Fließtext
zu entnehmen. Die u¨brigen Simulationsparameter sind J < 0 und der Wellenleiter
wurde durch N = 10000 Gitterpla¨tze modelliert.
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Abbildung 5.9: Anregung der Atome 〈| ↑l〉〈↑l |(t)〉 mit l ∈ {A,B} u¨ber der Simulationszeit t und
dem Abstand der Atome L fu¨r den Fall schwacher Kopplung und fu¨r den Anfangs-
zustand |Ψ(0)〉CZ , in dem nur CZ angeregt sind. Weitere Details sind dem Fließtext
zu entnehmen. Die u¨brigen Simulationsparameter sind J < 0 und der Wellenleiter
wurde durch N = 10000 Gitterpla¨tze modelliert.
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Liegt E↑↓ außerhalb des Bandes, kann das vom angeregten Atom in den Wellenleiter emittierte Licht
dort nicht propagieren und wird exponentiell geda¨mpft. Gleichzeitig reabsorbiert und reemittiert dieses
Atom die somit in seiner Umgebung lokalisierte Strahlung kontinuierlich. Ist der Abstand L zwischen
den Atomen deutlich gro¨ßer, als die Lokalisierungsla¨nge3 ξ der um den Ort des zuna¨chst angeregten
Atoms lokalisierten photonischen Anregungsamplituden, stellt sich letztendlich ein Gleichgewicht zwi-
schen diesen Emissions- und Absorptionsprozessen ein. Das Atom ist in diesem Gleichgewichtszustand
zu einem konstanten Anteil angeregt, der umso gro¨ßer ist, je mehr Zeit das Atom fu¨r Emissions- und
Absorptionsprozesse beno¨tigt. Damit ist die Anregung des Atoms gro¨ßer, je la¨nger die Zeit τ(k0), also
je schwa¨cher die Kopplung ist. Dies beschreibt exakt die Charakteristik eines PZ.
Im vorliegenden Fall gilt fu¨r die numerisch ermittelten Lokalisierungsla¨ngen der angeregten PZ
ξ ≈ 1.3α. Dies erkla¨rt, warum das zweite, zuna¨chst nicht angeregte Atom fu¨r L > 7α ≫ ξ niemals
angeregt wird. Gleichzeitig la¨sst sich durch die kurze Lokalisierungsla¨nge und damit hohe Lokalisie-
rung erkla¨ren, warum das zuna¨chst angeregte Atom fu¨r diese Absta¨nde vollsta¨ndig angeregt bleibt: Bei
dieser hohen Lokalisierung in Verbindung mit der schwachen Kopplung an den Wellenleiter wird der
Großteil der im PZ vorhandenen Anregung durch den atomaren Anteil beigetragen.
Gilt L ⪅ ξ, so besteht fu¨r das in den Wellenleiter durch das zuna¨chst angeregte Atom emittierte,
exponentiell um den Ort xA geda¨mpften Photon die Mo¨glichkeit zum Ort xB des zuna¨chst nicht ange-
regten Atoms zu tunneln und dieses anzuregen. Dieses Atom reemittiert das Photon in eine um den Ort
xB ebenfalls exponentiell abfallende ”Mode“, in der das Photon zuru¨ck zum Atom am Ort xA tunneln
kann, um dort das urspru¨nglich angeregte Atom erneut anzuregen. So entwickelt sich ein Kreislauf,
der zu den Oszillationen fu¨hrt, die in den Abbildungen 5.7e) und f) zu beobachten sind. Mit gro¨ßerem
Abstand L wird die Tunnelwahrscheinlichkeit des Photons zwischen den Orten xA und xB kleiner,
da der U¨berlapp des um den Ort eines Atoms lokalisierten Photons mit dem Ort des anderen Atoms
entsprechen exponentiell mit dem Abstand L abnimmt. Da bei kleinerer Tunnelwahrscheinlichkeit der
Zeitraum, nachdem das Photon mit hoher Wahrscheinlichkeit zum Ort des anderen Atoms getunnelt ist
und absorbiert wurde, zunimmt, nimmt die Oszillationsfrequenz des oben beschriebenen Kreislaufs mit
wachsendem L ab. Fu¨r L > 7α sind die Oszillationen verschwunden und das andere, oben beschriebene
Abstandsregime L≫ ξ ist erreicht.
5.3.2 Starke Kopplung
Abbildung 5.10 zeigt die Besetzungen der beiden Atome fu¨r starke Kopplung, unter sonst gleichen Be-
dingungen, wie im Fall von Abbildung 5.7. Die Abbildungen 5.11 und 5.12 zeigen entsprechend analog
zu den Abbildungen 5.8 und 5.9 die zeitliche Entwicklung der Zusta¨nde |Ψ(0)〉PZ und |Ψ(0)〉SZ+CZ fu¨r
starke Kopplung.
Den Abbildungen la¨sst sich entnehmen, dass der Beitrag der PZ zur Emissionsdynamik im Falle star-
ker Kopplung bereits fu¨r den Fall, dass E↑↓ im Wellenleiterband liegt, im Vergleich zum Fall schwacher
Kopplung signifikant ist. Die Erwartung, dass bei starker Kopplung und somit ku¨rzerem τ(k0) aufgrund
der gro¨ßeren Bandbreite des emittierten Lichts die außerhalb des Bandes liegenden PZ die Emissions-
dynamik sta¨rker dominieren, als im Fall schwacher Kopplung, ist somit erfu¨llt.
Wie man den Abbildungen 5.11a) bis b) und 5.12a) bis b) im Vergleich mit den Abbildungen 5.10a)
bis b) entnehmen kann, dominiert im Falle von E↑↓ = ℏω0 jedoch weiterhin der Beitrag der SZ und der
3Wird ein ra¨umlich exponentieller Zerfall beschrieben durch exp(−κ|x|), so ist die Lokalisierungsla¨nge definiert durch
ξ = κ−1.
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Abbildung 5.10: Anregung der Atome 〈|↑l〉〈↑l |(t)〉 mit l ∈ {A,B} u¨ber der Simulationszeit t und
dem Abstand der Atome L fu¨r den Fall starker Kopplung und das zuna¨chst nur das
Atom am Ort xA angeregt ist. Weitere Details sind dem Fließtext zu entnehmen.
Die u¨brigen Simulationsparameter sind J < 0 und der Wellenleiter wurde durch
N = 10000 Gitterpla¨tze modelliert.
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CZ die Emissionsdynamik. Die PZ modulieren auf die zeitliche Entwicklung der atomaren Besetzung
hochfrequente Oszillationen mit niedriger Amplitude, die zeitlich globale Entwicklung wird durch den
Einfluss der SZ und CZ bestimmt. Diese unterscheidet sich trotzdem stark von der Emissionsdynamik
im Fall schwacher Kopplung. Im Fall starker Kopplung manifestiert sich keine Langzeitbesetzung der
Atome fu¨r die Fa¨lle, in denen CZ unter den Eigenzusta¨nden des Systems zu finden sind. Fu¨r Absta¨nde
L > 19α ist den Abbildungen kein Einfluss der CZ auf die Dynamik zu entnehmen. Bei kleineren
Absta¨nden oszillieren die atomaren Besetzungswerte fu¨r Absta¨nde, bei denen ein CZ existiert, hochfre-
quent und ungeda¨mpft. Fu¨r die Absta¨nde in den Fa¨llen, in denen keine CZ im Eigenspektrum existieren,
verschwinden die atomaren Besetzungswerte im Grenzfall langer Simulationszeiten t.
Der geringe Einfluss der CZ im Falle starker Kopplung la¨sst sich folgendermaßen erkla¨ren: Je sta¨rker
die Kopplung V , desto ku¨rzer ist τ(k0). Stellt man sich den CZ als ein Zustand vor, in dem die Ato-
me kontinuierlich die zwischen ihnen eingefangene Strahlung absorbieren und reemittieren, so dass
sich, wie fu¨r die PZ oben beschrieben, der CZ als Gleichgewichtszustand einstellt, so wird die atomare
Besetzung im CZ kleiner sein, je sta¨rker die Kopplung ist. Dementsprechend haben die CZ bei star-
ker Kopplung weniger U¨berlapp mit dem Anfangszustand aus Gleichung (5.7) und haben somit auch
deutlich weniger Einfluss auf die zeitliche Entwicklung dieses Zustands. Wenn außerdem bei starker
Kopplung die ra¨umliche Ausdehnung jedes der beiden vom angeregten Atom isotrop emittierten Wel-
lenpakete viel kleiner ist, als der Abstand L, ist bildlich gesprochen die ”Reichweite“ des Photons zu
kurz, um auf der Distanz L einen CZ auszubilden. Stattdessen setzen sich diese Wellenpakete nur aus
SZ zusammen. Da jedes dieser beiden Wellenpakete spektral um die U¨bergangsenergie E↑↓ zentriert
ist, wird das Wellenpaket, das in Richtung des zweiten Atoms emittiert wird, von diesem hauptsa¨chlich
reflektiert und propagiert zuru¨ck zum ersten Atom und wird auch von diesem fast vollsta¨ndig reflek-
tiert. So propagiert dieses Wellenpaket immer wieder zwischen den Atomen hin und her und wird dabei
allerdings bei jeder Reflexion an Intensita¨t verlieren, da die Atome das Paket aufgrund seiner spek-
tralen Breite niemals vollsta¨ndig reflektieren. Dieses Verhalten fu¨hrt zu den strahlenartig anmutenden
Besetzungsmaxima in den Abbildungen 5.10a) und b). Diese Strahlen haben einen zeitlichen Abstand
von 2L/[vg(pi/(2α))], was genau der Zeit entspricht, die ein Einzelphotonwellenpaket, dessen Energie
spektral um ℏω0 verteilt ist, beno¨tigt, um zwei mal die Strecke zwischen beiden Atomen zuru¨ckzulegen.
Bildlich gesprochen la¨sst sich sagen, dass die beiden Atome in diesem Fall eine Art ”Quanten-Pong“
miteinander spielen. Wie beim richtigen Pong [104] ist es wahrscheinlicher, dass mit la¨ngerer Spieldau-
er einer der beiden Mitspieler den Ball nicht zuru¨ckschla¨gt4. Dementsprechend ist die Amplitude der
atomaren, strahlenartigen Besetzungsmaxima in den Abbildungen mit wachsender Simulationszeit t
geda¨mpft. Gleichzeitig werden die Besetzungsmaxima mit der Zeit breiter, was daran liegt, dass das
bei sta¨rkerer Kopplung emittierte Photon ra¨umlich schmaler und damit spektral breiter ist und somit
sta¨rkere Dispersion aufgrund der Nichtlinearita¨t der Dispersionsrelation erfa¨hrt. Dies ist bereits zu Be-
ginn des Abschnitts 5.3 beschrieben worden.
Anhand der Abbildungen 5.10, 5.11 und 5.12, jeweils c) und d), ist erkennbar, dass fu¨r den Fall
E↑↓ = ℏω0 −
√
2|J | der Einfluss der PZ auf die Emissionsdynamik signifikant gro¨ßer ist, als im Fall
E↑↓ = ℏω0 und den Einfluss der CZ auf die Dynamik, der fu¨r kurze Absta¨nde L im anderen Fall noch
vorhanden war, vollsta¨ndig verdra¨ngt hat und in diesem Bereich dominant ist. Im Bereich bis L = 9α
4Beim ”richtigen“ Pong ha¨ngt die Ru¨ckschlagwahrscheinlichkeit natu¨rlich sehr von der Geschicklichkeit der Spieler ab.
Beim hier vorgestellten ”Quanten-Pong“ sind die Atome in allen Parametern, außer dem Kopplungsort gleich. Dies wu¨rde
beim ”richtigen“ Pong dem Fall entsprechen, dass beide Spieler das gleiche Talent fu¨r dieses Spiel aufweisen. Welches
Atom beim ”Quanten-Pong“ gewinnt, entscheidet am Ende die Messung.
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Abbildung 5.11: Anregung der Atome 〈|↑l〉〈↑l |(t)〉 mit l ∈ {A,B} u¨ber der Simulationszeit t und
dem Abstand der Atome L fu¨r den Fall starker Kopplung und fu¨r den Anfangszu-
stand |Ψ(0)〉PZ , in dem nur PZ angeregt sind. Weitere Details sind dem Fließtext
zu entnehmen. Die u¨brigen Simulationsparameter sind J < 0 und der Wellenleiter
wurde durch N = 10000 Gitterpla¨tze modelliert.
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Abbildung 5.12: Anregung der Atome 〈|↑l〉〈↑l |(t)〉 mit l ∈ {A,B} u¨ber der Simulationszeit t und
dem Abstand der Atome L fu¨r den Fall starker Kopplung und fu¨r den Anfangszu-
stand |Ψ(0)〉CZ , in dem nur CZ angeregt sind. Weitere Details sind dem Fließtext
zu entnehmen. Die u¨brigen Simulationsparameter sind J < 0 und der Wellenleiter
wurde durch N = 10000 Gitterpla¨tze modelliert.
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zeigen sich Oszillationen mit einem Verhalten analog zu dem, wie es oben fu¨r den Fall schwacher
Kopplung mit E↑↓ außerhalb des Wellenleiterbandes beschrieben wurde. Fu¨r Absta¨nde L > 9α ist der
Einfluss der PZ und der SZ auf die Emissionsdynamik gleichwertig: Es zeigt sich das oben beschriebene
”Quanten-Pong“-Spiel, allerdings in schwa¨cherer Auspra¨gung. Dazu zeigt die Besetzung des zuna¨chst
angeregten Atoms einen konstanten Achsversatz mit darauf modulierten, hochfrequenten Oszillationen
niedriger Amplitude, was beides durch den Einfluss der PZ hervorgerufen wird.
Im Fall starker Kopplung liegen die Lokalisierungsla¨ngen der PZ fu¨r E↑↓ − ℏω0 = (
√
2− 4)|J | bei
1α ≲ ξ ≲ 5α, wobei ξ ≈ 1.1α fu¨r die am sta¨rksten angeregten PZ im Anfangszustand |Ψ(0)〉 aus
Gleichung (5.7) gilt. Aus diesem Grund verla¨uft die zeitliche Entwicklung der atomaren Besetzungen
fu¨r diesen Fall, in dem E↑↓ unterhalb des Wellenleiterbandes liegt, analog zur gleichen Situation mit
schwacher Kopplung. Im Falle starker Kopplung, also mit la¨ngerem ξ, sind die Oszillationsfrequenzen
fu¨r kleine Absta¨nde entsprechend gro¨ßer. Außerdem treten die Oszillationen erst fu¨r Absta¨nde L > 9α
nicht mehr auf. Aufgrund der gro¨ßeren Lokalisierungsla¨nge in Verbindung mit der starken Kopplung
emittiert das zuna¨chst angeregte Atom im Fall L > 9α, obwohl die Strahlung nicht propagieren kann,
40% seiner Anregung in den photonischen, lokalisierten Anteil des PZ und bleibt selbst zu 60% ange-
regt.
5.4 Kollektive Emission, Super- und Subradianz
In diesemAbschnitt untersuche ich das kollektive Emissionsverhalten der beiden Atome imWellenleiter
im Falle schwacher Kopplung |J |/V 2 = 100|J |−1 und wenn die atomare U¨bergangsenergie mitten im
Band des Wellenleiters liegt, das heißt E↑↓ = ℏω0. Die beiden Atome sollen sich zu Beginn in einer
gleichwertigen U¨berlagerung befinden, wa¨hrend der Wellenleiter analog zur Situation in Abschnitt 5.3
keinerlei Anregung aufweisen soll.
Der Anfangszustand |Ψ(0)〉 lautet in diesem Fall
|Ψ(0)〉 ≡ |∆ϕ〉 = 1√
2
(
|0, ↑A↓B〉+ ei∆ϕ|0, ↓A↑B〉
)
. (5.10)
In dieser Gleichung ist∆ϕ eine relative Phasendifferenz zwischen den Subra¨umen, in denen einmal das
Atom am Ort xA und einmal das Atom am Ort xB vollsta¨ndig angeregt ist. Die Atome sind in diesem
Zustand maximal verschra¨nkt.
Wie in Abschnitt 5.2.1 beschrieben, ist das hier untersuchte System im FalleL = 0 und im Unterraum
einer Anregung a¨quivalent zu einemWellenleiter, in den ein entartetes V-System eingebettet ist, so dass
bei diesem Abstand auch im hier untersuchten System dunkle Zusta¨nde auftreten. Aus den Gleichun-
gen (3.11) bis (3.11a) folgt somit, dass sich das hier untersuchte System fu¨r L = 0 in einem dunklen
Zustand befindet, wenn ∆ϕ = pi im Anfangszustand |Ψ(0)〉 aus Gleichung (5.10). Im bei L = 0 und
im Zustand |Ψ(0)〉 = |pi〉 initialisierten System sollte somit die Emission der Atome in den Wellenleiter
vollsta¨ndig unterdru¨ckt sein.
In Abbildung 5.13 ist die zeitliche Entwicklung der atomaren Besetzungen 〈| ↑A/B〉〈↑A/B |(t)〉∆ϕ in
Abha¨ngigkeit des Abstands L der beiden Atome voneinander und der Simulationszeit t fu¨r Phasendif-
ferenzen ∆ϕ ∈ {0, pi/2, pi, 3pi/2} gezeigt. Dabei zeigt sich fu¨r L = 0 und ∆ϕ = pi, also wenn das
System im dunklen Zustand pra¨pariert wird, das erwartete Verhalten: Die Atome bleiben jeweils zur
Ha¨lfte angeregt und emittieren nicht in den Wellenleiter. Ansonsten ist das Emissionsverhalten fu¨r die
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Abbildung 5.13: Anregung der Atome 〈|↑l〉〈↑l |(t)〉 mit l ∈ {A,B} u¨ber der Simulationszeit t und
dem Abstand der Atome L fu¨r den Fall schwacher Kopplung im Fall kollektiver
Anregung der beiden Atome in den Zusta¨nden a) |∆ϕ = 0〉, b) und d) |pi/2〉 und
|3pi/2〉 und c) |pi〉. Weitere Details sind dem Fließtext zu entnehmen. Die u¨brigen
Simulationsparameter sind J < 0, E↑↓ = ℏω0 und der Wellenleiter wurde durch
N = 10000 Gitterpla¨tze modelliert.
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Fa¨lle ∆ϕ = pi/2 und ∆ϕ = 3pi/2 sehr a¨hnlich zur zeitlichen Entwicklung der atomaren Besetzun-
gen im Fall, dass nur ein Atom anfangs angeregt ist: Existiert bei gegebenem Abstand L unter den
Eigenzusta¨nden ein CZ , was hier bei jedem geradzahligen Abstand der Fall ist, so ist dieser CZ bei
der Emission angeregt und die Atome bleiben zu einem gleichen, konstanten Anteil besetzt. Fu¨r diesen
konstanten Anteil gilt
〈|↑A/B〉〈↑A/B |(tmax)〉pi/2 = 〈|↑B/A〉〈↑B/A |(tmax)〉3pi/2 ≤ 0.25 ,
wobei der Wert 0.25 wie fu¨r den Fall, dass zuna¨chst ein Atom angeregt ist, nur fu¨r L = 0 erreicht wird.
Gilt allerdings ∆ϕ ∈ {0, pi} im Anfangszustand, so unterscheidet sich das Emissionsverhalten deut-
lich von der Situation, dass zuna¨chst nur ein Atom angeregt ist. Ist∆ϕ = 0, so fu¨hrt der Emissionspro-
zess nur fu¨r Absta¨nde L = 2(2n + 1)α mit n ∈ {0, 1, 2, ...} zu einer konstanten Langzeitbesetzung,
also nur fu¨r jeden zweiten Abstand L, fu¨r den das System einen CZ aufweist. Ist ∆ϕ = pi, so tritt die
konstante Langzeitbesetzung fu¨r L = 4nα mit n ∈ {0, 1, 2, ...} auf, also genau fu¨r die CZ , fu¨r die die
Langzeitbesetzung im Falle von∆ϕ = 0 gerade nicht auftritt.
Dies la¨sst sich folgendermaßen erkla¨ren: Der dunkle Zustand, sowie alle CZ mit L = 4nα sind
antisymmetrisch bezu¨glich der Vorzeichen der Besetzungsamplituden der atomaren Anregungszusta¨n-
de |↑A/B〉. Somit verschwindet deren U¨berlapp a〈CZ |∆ϕ = 0〉 des antisymmetrischen Kavita¨tszu-
stands |CZ 〉a und dem Zustand |∆ϕ = 0〉. Alle CZ mit 2(2n + 1)α sind wiederum symmetrisch
bezu¨glich dieses Vorzeichens, so dass deren U¨berlapp s〈CZ |pi〉 mit dem Zustand |pi〉 verschwindet.
Aus diesem Grund emittieren die Atome in den Zusta¨nden |∆ϕ = 0〉 und |pi〉 ihre Anregung auch dann
in jedem zweiten Fall vollsta¨ndig in den Wellenleiter, obwohl unter den Eigenzusta¨nden des Systems
ein CZ zu finden ist.
Bezu¨glich des Emissionsverhaltens der Atome stellt sich nun die Frage nach deren kollektiver Emis-
sionsrate5 Γ(∆ϕ)L in Abha¨ngigkeit des Abstands L und der Phasendifferenz ∆ϕ. Fu¨r ein einzelnes, in
einen Wellenleiter eingebettetes 2NS gilt, wenn E↑↓ im Zentrum des Wellenleiterbandes liegt, dass
E↑↓ − ℏω0 = 0 = 2|J | cos(k0α)⇒ k0 = pi
2α
, (5.11)
und somit ergibt sich fu¨r die Emissionsrate
Γ2NSE↑↓=ℏω0 = τ
−1
(
pi
2α
)
(5.8)
= 0.01|J |ℏ−1 . (5.12)
Bei der kollektiven Emission der beiden Atome gibt es einen ausgezeichneten Zeitpunkt
tfrei =
L∣∣∣vg(k0)∣∣∣ . (5.13)
Bis zu tfrei sollten die Atome kollektiv mit der Emissionsrate Γ2NSE↑↓=ℏω0 aus Gleichung (5.12), also wie
ein einzelnes 2NS, emittieren, da die von jedem der Atome emittierte Strahlung genau den Zeitraum
bis tfrei beno¨tigt, um das jeweils andere Atom zu erreichen. Erst nach tfrei sollten sich kollektive Emis-
sionspha¨nomene in dem zweiatomigen System manifestieren.
5Verla¨uft ein Emissionsprozess exponentiell in der Zeit, das heißt ∝ e−t/τ , dann ist die Emissionsrate definiert durch
Γ = τ−1.
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Abbildung 5.14: Zeitentwicklung der Besetzung des Zustands |∆ϕ = 0〉 fu¨r die Absta¨nde a)
L = 100α, b) L = 101α und c) L = 102α u¨ber der Simulationszeit t. Fu¨r
eine bessere U¨bersicht ist nur jeder 25. Datenpunkt der Simulationen gezeigt. In
allen drei Abbildungen sind fu¨r den Zeitraum vor und nach tfrei exponentielle
Ausgleichslinien eingezeichnet und deren funktionale Abha¨ngigkeit angegeben.
Die u¨brigen Simulationsparameter sind die aus Abbildung 5.13.
In Abbildung 5.14 ist zeitliche Entwicklung der Besetzung des Zustandes |∆ϕ = 0〉 fu¨r drei verschie-
dene Absta¨nde L = 100α, L = 101α und L = 102α gezeigt. Im ersten Fall weist das System einen
antisymmetrischen CZ auf, der bei diesem Anfangszustand nicht angeregt ist. Fu¨r L = 101α findet man
unter den Eigenzusta¨nden des Systems kein CZ , im Fall von L = 102α existiert ein symmetrischer
CZ , dessen Anregung aus Abbildung 5.14 ersichtlich ist.
Zuna¨chst zeigt sich jedoch in dieser Abbildung, dass wie erwartet die Emission bis zum Zeitpunkt
tfrei fu¨r alle drei Absta¨nde mit der Rate Γ2NSE↑↓=ℏω0 eines einzelnen 2NS abla¨uft. Ab diesem Zeitpunkt
setzt ein fu¨r alle drei Absta¨nde unterschiedliches, kollektives Emissionsverhalten ein:
Im Falle von L = 100α steigt ab diesem Zeitpunkt die Emissionsrate auf Γ(0)100α ≈ 0.03213|J |ℏ−1
und ist damit dreimal so hoch wie im Falle eines einzelnen 2NS. Dies ist die Manifestation einer zwei-
atomigen Superradianz [105]. Befinden sich gleichartige Atome in einem superradianten Zustand, so
emittieren diese eine kollektiv auf alle Atome gleichverteilte Anregung schneller, als ein einzelnes,
angeregtes Atom von gleicher Art. Dieser Effekt tritt fu¨r zwei 2NS, die in einen 1D Wellenleiter einge-
bettet sind, nach den hier gewonnenen Erkenntnissen also genau dann auf, wenn der Anfangszustand aus
Symmetriegru¨nden keinen U¨berlapp mit einem unter den Eigenzusta¨nden vorhandenen CZ aufweist.
Fu¨r den Abstand L = 101, also im Falle dass das System keinen CZ unter den Eigenzusta¨nden
aufweist, zeigt sich ein anderes Verhalten: Hier sinkt die Emissionsrate ab tfrei um etwa ein Drittel
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im Vergleich zum einzelnen Atom auf den Wert Γ(0)101α ≈ 0.00656|J |ℏ−1. Dies ist der zur Superradi-
anz komplementa¨re Effekt, der als Subradianz [106] bezeichnet wird. In einem subradianten Zustand
”bremsen“ sich gemeinsam angeregte Atome gegenseitig bei der Emission aus, so dass ihre gemeinsame
Emissionsrate kleiner ist, als die von einem einzelnen Atom.
In Abbildung 5.14 zeigt sich fu¨r den Abstand L = 102α ab dem Zeitpunkt tfrei Subradianz in ihrer
maximal mo¨glichen Auspra¨gung: In diesem System, in dem ein symmetrischer CZ unter den Eigen-
zusta¨nden existiert und im Anfangszustand |∆ϕ = 0〉 somit angeregt ist, ho¨ren die Atome ab tfrei auf
zu emittieren. Die Atome absorbieren sogar wieder kurzzeitig bereits emittierte Strahlung, um dann fu¨r
alle folgenden Zeiten konstant besetzt zu bleiben. Die Emissionsrate Γ(0)100α ist in diesem Fall ab tfrei
somit kurzzeitig bis etwa zu einem Zeitpunkt t = tfrei+50ℏ/|J | negativ und ist ab dann identisch null.
Dieser Effekt ist auf den in dieser Situation stark angeregten CZ zuru¨ckzufu¨hren. Da die Existenz
von CZ im Falle punktfo¨rmiger Emitter eine spezielle Eigenschaft von 1D Systemen ist, ist auch diese
maximale Subradianz, die sich hier einstellt, eine exklusive Eigenschaft der Eindimensionalita¨t des hier
untersuchten Systems.
Abschließend la¨sst sich aus Abbildung 5.15 die Abha¨ngigkeit der Emissionsraten Γ(∆ϕ)L ab dem Zeit-
punkt tfrei vom Abstand L fu¨r die vier Anfangszusta¨nde |∆ϕ = 0〉, |pi/2〉, |pi〉 und |3pi/2〉 nach Glei-
chung (5.10) entnehmen. Hier zeigt sich, dass fu¨r die Zusta¨nde |∆ϕ = 0〉 und |pi〉 immer dann die
maximale Subradianz auftritt, wenn bei Abstand L ein CZ existiert, der im jeweiligen Anfangszustand
entsprechend der Symmetrie des CZ auch angeregt ist. In den Fa¨llen von |pi/2〉 und |3pi/2〉 sind sowohl
die symmetrischen, als auch die antisymmetrischen CZ im Anfangszustand angeregt, so dass hier bei
jedem geradzahligen L die maximale Subradianz auftritt.
Ist ein existierender CZ in einem der Anfangszusta¨nde |∆ϕ = 0〉 beziehungsweise |pi〉 nicht angeregt,
tritt im System Superradianz auf mit Γ(0/pi)L > Γ
2NS
E↑↓=ℏω0 . Interessanterweise nimmt die Superradianz
in diesem Fall mit wachsendem Abstand L zu. Dies ist erneut eine Eigenschaft der Eindimensionalita¨t
des betrachteten Systems: In diesem Fall ”trifft“ die Ha¨lfte der von einem der Atome emittierte Strah-
lung das andere Atom in jedem Fall. Bei gro¨ßeren Absta¨nden L ist tfrei gro¨ßer und damit die absolute
Besetzung der Atome kleiner, wa¨hrend die absolute photonische Besetzung, die zu tfrei die Atome vom
jeweils anderen Atom erreicht und die kollektive Emission induziert, fu¨r alle L gleich groß ist6. Sieht
man Superradianz als eine Art stimulierte Emission an, so wird klar, dass die Emissionsrate fu¨r große
L im 1D superradianten Fall zunehmen muss: Das Verha¨ltnis aus atomarer Restanregung zu der zur
Emission stimulierender photonischer Anregung am Ort des Atoms wird mit gro¨ßerem L entsprechend
exponentiell kleiner, wodurch die verbleibende atomare Restanregung von der umgebenden Strahlung
sta¨rker aus dem Atom ”herausgesaugt“ wird. Dies kann natu¨rlich nur soweit funktionieren, wie zu tfrei
noch Restanregung in den Atomen vorhanden ist.
Im Falle ungeradzahliger Absta¨nde L, in dem entsprechend keine CZ unter den Eigenzusta¨nden der
Systeme existieren, tritt fu¨r alle vier Anfangszusta¨nde laut Abbildung 5.15 Subradianz auf, wobei diese
ebenso wie die Superradianz mit gro¨ßerem L abnimmt. Die vom jeweils anderen Atom emittierte Strah-
lung unterdru¨ckt den Emissionsprozess des anderen Atoms, sobald sie dieses erreicht hat. Dieser Effekt
versta¨rkt sich aus den gleichen Gru¨nden fu¨r gro¨ßere Absta¨nde, wie im Falle der Superradianz.
6In einem 3D System ist das Emissionsprofil eines Atoms in erster Na¨herung kugelfo¨rmig. Daher wu¨rde bei gro¨ßerem
Abstand L die von einem Atom emittierte photonische Besetzung, die das andere Atom zum Zeitpunkt tfrei erreicht,
∝ L−2 abnehmen. In einem 2D System verliefe die Emission radial und die Abnahme der photonischen Besetzung wa¨-
re ∝ L−1.
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Abbildung 5.15: Emissionsraten a) Γ(0)L , b) Γ
(pi)
L und c) Γ
(pi/2)
L = Γ
(3pi/2)
L in Abha¨ngigkeit des ato-
maren Abstands L. Die rote gestrichelte Linie markiert den Wert Γ2NSE↑↓=ℏω0 eines
einzelnen 2NS.Weitere Details siehe Text. Die u¨brigen Simulationsparameter sind
die aus Abbildung 5.13.
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In diesem Kapitel habe ich die Emissionsdynamik zweier gleichartiger, in einen Wellenleiter eingebet-
teter 2NS untersucht. Dazu habe ich zuna¨chst herausgearbeitet, dass in dem System neben SZ auch
PZ existieren, die auch als gebundene Atom-Photon-Zusta¨nde bezeichnet werden. Diese zeichnen sich
dadurch aus, dass ihre Eigenenergie außerhalb des photonischen Wellenleiterbandes liegt. In einem
PZ sind die Atome partiell angeregt, wa¨hrend die Strahlung im Wellenleiter um die Orte, an denen die
Atome eingebettet sind, stark exponentiell lokalisiert ist.
Des Weiteren habe ich die CZ diskutiert. Dies sind kavita¨tsartige Eigenzusta¨nde des Systems, in de-
nen zwischen den Atomen eine stehende Welle photonischer Anregung ”gefangen“ ist. Diese Zusta¨nde
werden auch als gebundene Zusta¨nde im Kontinuum bezeichnet, da sie energetisch im Kontinuum der
SZ liegen. Die Existenz der CZ ist abha¨ngig vom Abstand der Atome beziehungsweise von deren
U¨bergangsenergie.
Ich habe die Emissionsdynamik eines Atoms im Falle schwacher und starker Kopplung fu¨r verschie-
dene atomare U¨bergangsenergien diskutiert. Dabei hat sich gezeigt, dass im Falle schwacher Kopplung
und wenn ein CZ im System existiert, die Atome durch den Emissionsprozess im Grenzfall langer
Zeiten konstant besetzt bleiben und somit verschra¨nkt sind. Diese Verschra¨nkung ist umso gro¨ßer, je
geringer der Abstand zwischen den Atomen ist. Im Falle starker Kopplung tritt dieser Effekt nicht
mehr auf. Dafu¨r kann es hierbei dazu kommen, dass die Atome ”Quanten-Pong“ spielen, also ein Wel-
lenpaket photonischer Anregung zwischen beiden Atomen hin und her reflektiert wird, wobei dessen
Intensita¨t mit der Zeit abnimmt, da die Atome das Paket aufgrund dessen endlicher spektraler Breite
nicht vollsta¨ndig reflektieren.
Sowohl bei starker, als auch bei schwacher Kopplung ist die Emissionsdynamik rein durch die PZ do-
miniert, wenn die atomare U¨bergangsenergie außerhalb des photonischen Bandes des Wellenleiters
liegt. Aufgrund der starken Lokalisierung der Strahlung in einem PZ findet ein Anregungsaustausch
zwischen den Atomen nur fu¨r Absta¨nde in der Gro¨ßenordnung der Lokalisierungsla¨nge der Strahlung
in den PZ statt.
Teilen sich die Atome im Falle schwacher Kopplung eine Anregung, so kommt es, wenn die atomare
U¨bergangsenergie mitten im Wellenleiterband liegt, abha¨ngig von der relativen Phase der Atome und
von der Existenz und der Art eines CZ im System zu Super- oder Subradianz. Dabei kann bei der An-
regung eines CZ die maximal mo¨gliche Subradianz erzielt und der Emissionsprozess gestoppt werden.
Die Atome sind auch dann wieder verschra¨nkt. Im Falle von Superradianz nehmen die Emissionsra-
ten mit steigendem atomaren Abstand zu, was auf die Eindimensionalita¨t des Systems zuru¨ckzufu¨hren
ist. Im subradianten, ”CZ -freien“ Fall nimmt die Emissionsrate entsprechend mit steigenden Abstand
ab. Dabei ist zu beachten, dass diese Effekte erst ab dem Zeitpunkt auftreten, zu dem die emittierte
Strahlung das jeweils andere Atom erreicht hat.
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KAPITEL 6
ZUSAMMENFASSUNG & AUSBLICK
Nachdem ich in den vorangegangenen Kapiteln die Ergebnisse meiner Studien auf dem Gebiet der Wel-
lenleiterquantenelektrodynamik (WQED) pra¨sentiert habe, fasse ich in diesem Kapitel diese Ergebnisse
noch einmal zusammen. Anschließend gebe ich einen kurzen Ausblick auf weitere, interessante und
offene Fragen auf dem Gebiet der WQED.
6.1 Zusammenfassung
In dieser Arbeit habe ich physikalische Pha¨nomene auf dem Gebiet der WQED untersucht. Dabei ging
es im Speziellen darum, welche Effekte bei der Licht-Materie-Wechselwirkung zwischen einzelnen
Photonen in einem eindimensionalen (1D) Wellenleiter und einzelnen, in diesen Wellenleiter eingebet-
teten quantenmechanischen Mehrniveausystemen auftreten ko¨nnen. Fu¨r meine Untersuchungen habe
ich hauptsa¨chlich numerische Methoden verwendet.
In Kapitel 1 habe ich Grundlagen der WQED pra¨sentiert. Dies schloss einen kurzen Abriss der
klassischen Feldtheorie der elektromagnetischen Strahlung in einem Dielektrikum und die kanonische
Quantisierung dieser Theorie ein. Ich habe Eigenschaften des quantisierten, elektromagnetischen Feldes
diskutiert und bin auf die Modellierung der Wechselwirkung dieses Feldes mit quantenmechanischen
Mehrniveausystemen im Rahmen der Dipolkopplung und der Drehwellenna¨herung (RWA) eingegan-
gen. Zum Abschluss des Kapitels habe ich beschrieben, wie 1D Wellenleiter als 1D Modenkontinuum
des elektromagnetischen Feldes modelliert werden.
In Kapitel 2 habe ich vorgestellt, wie ich das Computerprogramm implementiert habe, mit dem ich
den numerischen Anteil der in dieser Arbeit pra¨sentierten Untersuchungen durchgefu¨hrt habe. Hierzu
habe ich zuna¨chst die Grundlagen der Zeitentwicklung quantenmechanischer Zusta¨nde im Schro¨din-
gerbild rekapituliert, da das Computerprogramm diese Zeitentwicklung fu¨r Zusta¨nde in einem WQED
System simuliert. Ich bin auf Krylov-Unterraum-Verfahren eingegangen, da ein solches Verfahren die
Basis des Computerprogramms bildet. Zum Schluss habe ich Ergebnisse von Konvergenzstudien mit
dem Programm pra¨sentiert.
Pha¨nomene, die bei der Streuung einzelner Photonen in 1D Wellenleitern mit eingebetteten Dreini-
veausystemen (3NS) auftreten, habe ich in Kapitel 3 untersucht. Es wurden sowohl ungetriebene, als
auch getriebene V- und Λ-Systeme betrachtet. Ich habe demonstriert, dass im Falle eines ungetriebe-
nen, fast entarteten V-Systems die Anregung nahezu dunkler Zusta¨nde (NDZ) zu einer verlangsamten
Reemission des gestreuten Photons fu¨hren kann. Außerdem habe ich beschrieben, wie im Falle eines
entarteten Λ-Systems die Streuung des Photons durch eine relative Phasendifferenz zwischen den unte-
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ren Zusta¨nden des 3NS beeinflusst wird. Betra¨gt diese Phasendifferenz pi, so befindet sich dieses System
in einem nichtstationa¨ren, dunklen Zustand. In diesem wird ein Photon unabha¨ngig von allen weiteren
Systemparametern vollsta¨ndig transmittiert. Wird das Λ-System getrieben, la¨sst sich diese Situation mit
Hilfe des treibenden Feldes ”erzwingen“. Dies ist eine elektromagnetisch induzierte Transparenz (EIT)
mit einem einzelnen Photon und einem einzelnen Atom. Ich habe gezeigt, dass sich dies auch umkehren
la¨sst. In diesem Fall wird das Photon nur aufgrund geeignet gewa¨hlter Parameter des treibenden Feldes
vom 3NS fast vollsta¨ndig reflektiert. Am Ende des Kapitels habe ich gezeigt, dass sich die Impulsver-
teilung eines an einem getriebenen V-System gestreuten Photons mit Hilfe des treibenden Feldes gezielt
beeinflussen la¨sst.
In Kapitel 4 habe ich dargelegt, wie der Formalismus der Schmidt-Zerlegung auf WQED Systeme
angewendet werden kann, um Verschra¨nkung zwischen Licht in Wellenleitern und darin eingebette-
ten Mehrniveausystemen zu quantifizieren. Es hat sich ergeben, dass die Besetzungszahlen atomarer
Zusta¨nde direkten Zugang zu der Schmidt-Zahl beziehungsweise der von Neumann Entropie bieten.
Letztere sind zwei Maße fu¨r Verschra¨nkung. Mit diesem Ru¨stzeug an der Hand habe ich untersucht,
inwieweit die Erzeugung von Verschra¨nkung zwischen dem Licht im Wellenleiter und einem Λ-System
durch Streuung eines Einzelphotonwellenpakets am 3NS von der Form der Einhu¨llenden des Wellen-
pakets abha¨ngt. Dabei hat sich ergeben, dass die Gro¨ße des dabei erzielten Verschra¨nkungsgrades maß-
geblich durch die Breite der Einhu¨llenden im Impulsraum (k-Raum) und durch die atomaren Emissions-
zeiten bestimmt wird.
Zum Abschluss habe ich in Kapitel 5 Ergebnisse zur Emissionsdynamik zweier an unterschiedli-
chen Orten in einen Wellenleiter eingebetteter Zweiniveausysteme (2NS) dargelegt. Hierzu habe ich
zuna¨chst die Eigenzusta¨nde, die in diesem System auftreten ko¨nnen, klassifiziert. Neben Streuzusta¨n-
den (SZ) sind dies Kavita¨tszusta¨nde (CZ) und polaritonische Zusta¨nde (PZ). Ich habe die Dynamik
dieses Systems fu¨r den Fall untersucht, dass zuna¨chst ein 2NS angeregt ist. Im Falle schwacher Kopp-
lung hat sich gezeigt, dass die vollsta¨ndige Emission des Atoms unterdru¨ckt werden kann, selbst wenn
die atomare U¨bergangsenergie mitten im Wellenleiterband liegt. Dies folgt aus der Anregung von CZ in
diesem System. In diesem Fall bleiben beide 2NS im Grenzfall langer Zeiten teilweise angeregt und ver-
schra¨nkt. Bei starker Kopplung kann es dazu kommen, dass nach der Emission ein Anteil der emittierten
Strahlung als Wellenpaket zwischen den 2NS hin und her reflektiert wird. Liegt die U¨bergangsenergie
der 2NS außerhalb des Wellenleiterbandes, so ist die Dynamik unabha¨ngig der Sta¨rke der Kopplung
durch die PZ und deren Lokalisierungsla¨ngen bestimmt. Sind Letztere viel ku¨rzer als der Abstand zwi-
schen den 2NS, so sind Emissionsprozesse vollsta¨ndig unterdru¨ckt. Sind bei schwacher Kopplung beide
2NS anfangs zur Ha¨lfte angeregt, also maximal verschra¨nkt, so tritt im System Super- oder Subradianz
auf. Im subradianten Fall kann es zur vollsta¨ndigen Unterdru¨ckung der Emission durch Anregung der
CZ kommen. Es hat sich gezeigt, dass im Falle der Superradianz die Emissionsraten der beiden 2NS
mit wachsendem Abstand zunehmen und im Falle der Subradianz mit wachsendem Abstand abnehmen.
Diese Effekte sind in der derartigen Auspra¨gung eine Eigenschaft der Eindimensionalita¨t des Systems.
6.2 Ausblick
An dieser Stelle mo¨chte ich einen kurzen Ausblick u¨ber interessante offene Fragen auf dem Gebiet der
WQED geben. Einige dieser Fragen haben sich direkt aus den Ergebnissen dieser Arbeit ergeben.
So wurden in dieser Arbeit WQED Systeme im Unterraum einer Anregung untersucht. Wird ein Pho-
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ton von einem quantenmechanischen Mehrniveausystem absorbiert, so a¨ndert das Mehrniveausystem
seinen Zustand. Im Allgemeinen unterscheiden sich die Eigenschaften dieses ”neuen“ Zustands von
denen des ”alten“. Ein zweites Photon ”sieht“ dann andere Eigenschaften des Mehrniveausystems und
auch das Mehrniveausystem wird im Allgemeinen anders auf dieses zweite Photon ”reagieren“. Ein
zweites Photon kann aber erst im Unterraum zweier Anregungen auftreten. Daher hat sich in ande-
ren Arbeiten [56, 57, 63–67, 69, 79–82, 89, 94] gezeigt, dass im Unterraum zweier Anregungen neue
Effekte in WQED Systemen auftreten ko¨nnen. Das im Rahmen dieser Dissertation entstandene Com-
puterprogramm ist auch fu¨r die Simulation im Unterraum zweier Anregungen ausgelegt1. Daher wa¨ren
erste Fragen, die sich im Anschluss an diese Arbeit stellen: Was ergibt sich bei der Streuung von zwei
Photonen an einem einzelnen 3NS? Inwieweit lassen sich hier, analog zum Fall eines 2NS [66, 67],
PZ im System anregen und la¨sst sich dies mit Hilfe treibender Felder steuern?
Im Falle zweier 2NS gibt es die CZ . Obwohl diese energetisch im Kontinuum der SZ liegen, wa¨ren
die CZ bei der Streuung eines Einzelphotonwellenpakets von ”außen“ nicht angeregt, da ein solcher
Anfangszustand keinen U¨berlapp mit den CZ aufwiese. Hier stellt sich die Frage, wie es sich bei der
Streuung eines Wellenpakets aus zwei Photonen verha¨lt. Wa¨ren die CZ auf diese Art u¨ber nichtlineare
Streuprozesse anregbar? Ließe sich Licht auf diese Art zwischen den Atomen ”einfangen“?
Alle bis hierhin gestellten Fragen ließen sich mit dem Simulationsprogramm ohne Erweiterung des-
selben untersuchen. Im Folgenden mo¨chte ich noch ein paar Fragestellungen aufwerfen, fu¨r die das
Programm erweitert werden mu¨sste, beziehungsweise fu¨r die andere Methoden zur Untersuchung die-
ser Fragestellungen entwickelt und genutzt werden mu¨ssten.
In Experimenten sind Einzelphotondetektoren Standardinstrumente, um Messungen an quantenopti-
schen Systemen durchzufu¨hren [108]. Mit ihrer Hilfe lassen sich Quantenkorrelationsfunktionen [109]
bestimmen, die Ru¨ckschlu¨sse auf die Statistik und den Zustand des Systems zulassen. Um solche Kor-
relationsfunktionen als Observablen aus den Simulationen mit dem in dieser Arbeit vorgestellten Com-
puterprogramm zu erhalten, wa¨re die Kopplung von Simulationen in Unterra¨umen unterschiedlicher
Anregungszahlen vonno¨ten. Dazu mu¨sste das Programm erweitert werden. Damit ließen sich dann
zum Beispiel die Korrelationsfunktionen eines PZ ermitteln, was einen Zugang zur Messung solcher
Zusta¨nde ermo¨glichen kann.
Wenn durch Streuung zweier Photonen in einem System ein PZ angeregt wurde, so ist außerdem die
Frage offen, ob sich durch Streuung eines dritten Photons an diesem Zustand als ”Sonde“ Signaturen
der Anregung des PZ gewinnen lassen. Ein erster Ansatz hierzu wurde im Zuge der von mir betreu-
ten Diplomarbeit [56] verwirklicht, in der ein Simulationsaufbau eingerichtet wurde, mit dem sich die
Streuung eines Photons an einem schon initialisierten PZ untersuchen la¨sst. Realistischer wa¨re aller-
dings eine Simulation, in der ein Wellenpaket, das aus zwei Photonen besteht, einen PZ durch Streuung
an einem 2NS anregt und dann ein drittes Photon an diesem PZ gestreut wird. So eine Simulation liefe
im Unterraum dreier Anregungen ab. Auch hierzu mu¨sste das Simulationsprogramm erweitert werden.
Bei zwei in den Wellenleiter eingebetteten 2NS stellt sich die Frage, ob zwischen den 2NS eine
Casimirkraft [17] existiert. Hierzu mu¨sste die Grundzustandsenergie des Systems in Abha¨ngigkeit des
Abstands zwischen den zwei 2NS bekannt sein. Fu¨r eine realistischere Abscha¨tzung dieser Grundzu-
standsenergie ist es vonno¨ten, das Modell u¨ber die RWA hinaus zu untersuchen. Dies wa¨re mit Hilfe des
im Rahmen dieser Arbeit entwickelten Computerprogramms nicht mo¨glich, da sich in demModell ohne
1Im Rahmen der Arbeiten in den Referenzen [56, 57, 94, 107] wurde das Programm fu¨r Simulationen im Unterraum zweier
Anregungen verwendet.
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RWA der Hilbertraum nicht mehr in dimensional beschra¨nkte Sektoren fester Anregungszahl aufspalten
la¨sst. Hier mu¨ssten andere Methoden fu¨r die Untersuchung verwendet werden.
Außerdem stellt sich die Frage, wie sich Unordnung imWellenleiter, Verluste und Dekoha¨renz auf die
in dieser Arbeit untersuchten Effekte auswirken. Die Emission eines 2NS in einen ungeordneten Wel-
lenleiter wurde bereits mittels hauptsa¨chlich quantenfeldtheoretischer Methoden untersucht [57, 107].
Außerdem wurden mittels eines Quantensprungansatzes (englisch quantum jump approach) pha¨nome-
nologisch die Einflu¨sse von Dekoha¨renz und Dissipation auf die gleichzeitige Streuung zweier Photonen
an einem 2NS in einem 1DWellenleiter analog zu einem Hong-Ou-Mandel Experiment untersucht [82].
Es wa¨re sicherlich vielversprechend, diese beiden Techniken auf die in dieser Arbeit untersuchten Sys-
teme anzuwenden, um damit den Einfluss von Unordnung, Dissipation und Dephasierung in diesen
Systemen zu bestimmen.
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ANHANG A
MATHEMATISCHE HILFSMITTEL
A.1 Die transversale δ-Distribution
In Abschnitt 1.1 wurde zur Darstellung der Poissonklammer zwischen den kanonisch konjugierten Fel-
dern in Gleichung (1.12) unter der verallgemeinerten Coulomb-Eichbedingung (1.5) die transversale
δ-Distribution verwendet. Einige Eigenschaften dieser Distribution liste ich im Folgenden auf. Dieser
Anhang basiert auf den Referenzen [12] und [22].
Sei f(r) ein reelles Vektorfeld im Ortsraum und f˜(k) dessen Fouriertransformierte im k-Raum. Diese
la¨sst sich zerlegen in eine zu k senkrechte Komponente f˜⊥(k) und eine zu k parallele Komponente f˜‖(k)
mit
f˜‖(k) =
k
|k|2
(
k · f˜(k)
)
= Pˆ‖ f˜(k), (A.1)
so dass
k · f˜⊥(k) = 0, (A.2a)
k× f˜‖(k) = 0. (A.2b)
Mit Hilfe des in Gleichung (A.1) definierten Projektors Pˆ‖ auf zu k parallele Komponenten ergibt sich
der Projektor auf zu k orthogonale Komponenten Pˆ⊥ aufgrund der Vollsta¨ndigkeit dieser Projektoren
zu
Pˆ⊥ = 1− Pˆ‖. (A.3)
Die Ru¨cktransformation von f˜(k) in den Ortsraum unter Beibehaltung der Zerlegung in f˜⊥(k) und
f˜‖(k) liefert
f(r) =
(
Pˆ⊥ + Pˆ‖
)
f(r) = f⊥(r) + f‖(r), (A.4)
mit
∇ · f⊥(r) = 0, (A.5a)
∇× f‖(r) = 0. (A.5b)
Die Zerlegung nach Gleichung (A.4) wird als Helmholtz-Zerlegung bezeichnet. Die senkrechte Kom-
ponente f⊥(r) im Ortsraum la¨sst mit Hilfe von den Gleichungen (A.1) und (A.3) und zweier Fourier-
transformationen schreiben als
f⊥(r) =
∫
d3k
(2pi)
3
2
eik·r
1− k|k|2
k · ∫ d3r′
(2pi)
3
2
eik·r
′
f(r′)

 . (A.6)
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In Komponentenschreibweise nimmt Gleichung (A.6) eine etwas gutmu¨tiger anmutende Form an,
f⊥i(r) =
∑
j=1,2,3
∫
d3x′ δ(3)⊥ij
(
r− r′
)
fj(r
′) , (A.7)
mit der transversalen δ-Distribution
δ
(3)
⊥ij
(
r− r′
)
(A.6)
=
∫
d3k
(2pi)3
eik·(r−r
′)
(
δij − kikj|k|2
)
(A.8)
= δijδ
(3)
(
r− r′
)
+
1
4pi
∂i∂j
1∣∣r− r′∣∣ .
Mit Hilfe von Gleichung (A.8) la¨sst sich zeigen, dass∑
i=1,2,3
∂i δ
(3)
⊥ij
(
r− r′
)
= i
∫
d3k
(2pi)3
eik·(r−r
′)
(
kj − kj |k|
2
|k|2
)
= 0. (A.9)
A.2 Der erste Green’sche Satz fu¨r Vektorfelder
Der erste Green’sche Satz fu¨r zwei Vektorfelder F1(r) und F2(r) lautet [16]∫
V
d3r
((∇× F1(r)) · (∇× F2(r))− F1(r) ·∇× (∇× F2(r)))
=
∫
∂V
dA n ·
(
F1(r)×
(∇× F2(r))) . (A.10)
Auf der rechten Seite von Gleichung (A.10) ist n der Normaleneinheitsvektor auf der den Rand des
Volumens V begrenzenden Fla¨che. Im Falle angemessener Randbedingungen1 fu¨r die Felder F1(r) und
F2(r) verschwindet die rechte Seite von Gleichung (A.10) und der erste Green’sche Satz fu¨r Vektoren
vereinfacht sich zu∫
V
d3r
(∇× F1(r)) · (∇× F2(r)) = ∫
V
d3r F1(r) ·∇×
(∇× F2(r)) . (A.11)
Wir wenden nun Gleichung (A.11) auf Gleichung (1.25) an:
c20
ω2νV
∫
V
d3r f˜ν (r) · f˜∗ν′(r) =
c20
ω2νV
∫
V
d3r
(∇× fν (r)) · (∇× f∗ν′(r))
(A.11)
=
c20
ω2νV
∫
V
d3r fν (r) ·∇×
(
∇× f∗ν′(r)
)
(1.17)
=
1
V
∫
V
d3r ε(r)fν (r) · f∗ν′(r)
(1.20)
= δνν′ . (A.12)
Somit ist gezeigt, dass der Skalierungsfaktor in Gleichung (1.25) richtig gewa¨hlt ist.
1Siehe Fußnote 5 in Kapitel 1.2
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ANHANG B
ZUR TRANSFORMATION HERMITESCHER
MATRIZEN
B.1 Problemstellung
Gegeben seien ein hermitescher Operator Oˆ′ und ein Dichteoperator ρˆ′ in einem Hilbertraum Hn der
endlichen Dimension n. Der Erwartungswert 〈Oˆ′〉ρˆ′ von Oˆ′ bezu¨glich ρˆ′ ist [13]
〈Oˆ′〉ρˆ′ = Sp{Oˆ′ρˆ′} . (B.1)
In Abschnitt 1.4.3 habe ich angedeutet, dass ich in diesem Fall immer eine unita¨re Transformation Uˆ
finden kann, welche
a) die Zeitentwicklung der Erwartungswerte aller linearen Operatoren Wˆ′ ∈ Hn bezu¨glich aller
Dichteoperatoren ρˆ′(t) nach deren Transformation invariant la¨sst, also
〈Wˆ(t)〉ρˆ (t) ≡ 〈Uˆ†Wˆ′Uˆ〉Uˆ†ρˆ′(t)Uˆ = 〈Wˆ′〉ρˆ′(t) ,
b) und den hermiteschen Operator Oˆ′ auf einen reellen, symmetrischen Operator Oˆ = Uˆ†Oˆ′Uˆ ∈ Hn
abbildet, mit 〈i|Oˆ |i〉 = 〈i|Oˆ′|i〉 und 〈i|Oˆ |j〉 = |〈i|Oˆ′|j〉| fu¨r alle Basiszusta¨nde {|i〉} in die so-
wohl Oˆ′, als auch Oˆ entwickelt sind.
Die Existenz der unita¨ren Transformation Uˆ zeige ich in diesem Anhang.
B.2 Entwicklung von Operatoren durch Generatoren der SU(n)
Gegeben seien (n2 − 1) Generatoren λˆi einer Darstellung1 der Gruppe unita¨rer (n × n)-Matrizen mit
komplexen Eintra¨gen, kurz SU(n) . Fu¨r die λˆi gilt [110]
Sp{λˆj} = 0 , (B.2a)
Sp{λˆj λˆk} = 2δjk , (B.2b)
λˆ†j = λˆj . (B.2c)
1Die Generatoren einer Darstellung der SU(n) mu¨ssen die Kommutatorrelation [λˆi, λˆj ] = 2i
∑n2−1
k=1 fijkλˆk , die sog.
Lie-Algebra der Gruppe, erfu¨llen. Hierbei formen die fijk einen total antisymmetrischen Tensor [110].
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Es ist mo¨glich jeden n-dimensionalen Operator Aˆ durch die Einheitsmatrix 1, sowie die λˆi auszu-
dru¨cken [110]:
Aˆ =
1
n
Sp{Aˆ}1+ 1
2
n2−1∑
j=1
Aj λˆj , (B.3)
mit
Aj = Sp{Aˆλˆj} . (B.4)
Hierbei bestimmt der Koeffizientenvektor
A =
(
Aj
)T ∈ C(n2−1) (B.5)
zusammen mit der Spur des Operator Aˆ u¨ber Gleichung (B.3) den Operator Aˆ eindeutig. Ist Aˆ hermi-
tesch, so istA ∈ R(n2−1) .
Ich entwickle nun die hermiteschen Operatoren Oˆ′ und Oˆ aus Abschnitt B.1 nach Gleichung (B.3)
jeweils in die gleiche Basis {1, λˆj} und erhalte daraus die reellen KoeffizientenvektorenO′ undO . Gilt
nun
|O | = |O′| , (B.6)
so existiert eine (n2 − 1)-dimensionale Drehmatrix U mit
O = UO′ . (B.7)
Drehmatrizen im R(n2−1) sind unita¨r
[
UUT
]
ij
=
n2∑
k
UikUjk = δij . (B.8)
Im folgenden Abschnitt zeige ich, dass die Matrix U unter der Bedingung aus Gleichung (B.6) auch im
Hn eine unita¨re Transformation beschreibt und dann die Forderung B.1a) aus erfu¨llt. In Abschnitt B.4
pra¨sentiere ich dann eine Darstellung der λˆj , mit deren Hilfe sich die Bedingung aus Gleichung (B.6)
und schließlich auch die Forderung B.1b) erfu¨llen lassen.
B.3 Die Drehmatrix U
Im Folgenden zeige ich, dass die MatrixU ∈ R(n2−1) aus Gleichung (B.7) imHn eine unita¨re Transfor-
mation beschreibt. Um unita¨r zu sein ist es fu¨r eine Transformation notwendig und hinreichend, wenn
sie das Frobenius-Skalarprodukt
(Aˆ′, Bˆ′) ≡ Sp{Aˆ′Bˆ′†} (B.9)
zweier Operatoren Aˆ′ und Bˆ′ invariant la¨sst. Denn es gilt fu¨r einen unita¨ren Operator Uˆ :
(Aˆ, Bˆ) =
(
Uˆ†Aˆ′Uˆ , Uˆ†Bˆ′Uˆ
)
= Sp
{
Uˆ†Aˆ′Uˆ Uˆ†Bˆ′†Uˆ
}
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= Sp
{
Aˆ′Uˆ Uˆ†Bˆ′†Uˆ Uˆ†
}
= Sp{Aˆ′Bˆ′†} = (Aˆ′, Bˆ′) . (B.10)
Dabei habe ich im zweiten Schritt verwendet, dass sich die Spur des Produkts mehrerer quadratischer
Matrizen bei einer zyklischen Vertauschung der Matrizen nicht a¨ndert. Setzt man in Gleichung (B.10)
den Operator Bˆ = 1, so ergibt sich, dass
(Aˆ,1) = Sp{Aˆ} = Sp{Aˆ′} ,
und somit die Spur eines Operators unter einer unita¨ren Transformation invariant bleibt.
Es seien nun zwei Operatoren Aˆ und Bˆ Elemente desHn und u¨ber die DrehmatrixUmit zwei Opera-
toren Aˆ′ und Bˆ′ aus dem gleichen Hilbertraum verknu¨pft, das heißt wenn diese Operatoren entsprechend
den Gleichungen (B.3) bis (B.5) entwickelt werden, gilt fu¨r ihre KoeffizientenvektorenA und B
A = UA′ , (B.11a)
B = UB′ . (B.11b)
Dann ergibt sich fu¨r deren Frobenius-Skalarprodukt
(Aˆ, Bˆ)
(B.3)(B.2c)
= Sp

 1
n
Sp{Aˆ′}1+ 1
2
n2−1∑
i,j=1
UijA
′
j λˆi

 1
n
Sp{Bˆ′}1+ 1
2
n2−1∑
k,l=1
UklB
′∗
l λˆk


(B.2a)(B.2b)
=
1
n
Sp{A′}Sp{B′†}+ 1
2
n2−1∑
i,j,l=1
UijUilA
′
jB
′∗
l
(B.8)
=
1
n
Sp{A′}Sp{B′†}+ 1
2
n2−1∑
j=1
A′jB
′∗
j
(B.2a)
=
1
n
Sp{A′}Sp{B′†}+ 1
4
n2−1∑
i,j=1
A′iλˆiB
′∗
j λˆj
= Sp

 1
n
Sp{Aˆ′}1+ 1
2
n2−1∑
i=1
A′iλˆi

 1
n
Sp{Bˆ′}1+ 1
2
n2−1∑
j=1
B′∗j λˆj


(B.3)(B.2c)
= (Aˆ′, Bˆ′) ≡
(
Uˆ†Aˆ′Uˆ , Uˆ†Bˆ′†Uˆ
)
. (B.12)
Somit ist gezeigt, dass die Matrix U ∈ R(n2−1) mit den Gleichungen (B.11) und (B.3) bis (B.5) auch
im Hn eine unita¨re Transformation beschreibt. Gleichzeitig ist somit auch die Forderung B.1a) erfu¨llt,
da
〈Wˆ(t)〉ρˆ (t) = (Wˆ, ρˆ(t)) (B.12)= (Wˆ′, ρˆ′(t)) = 〈Wˆ′(t)〉ρˆ′(t) . (B.13)
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Zudem ergibt sich, dass
Sp{ρˆ2} = (ρˆ, ρˆ) (B.12)= (ρˆ′, ρˆ′) = Sp{ρˆ′2} . (B.14)
Die Spur des Quadrats von Dichteoperatoren ist also unter der Transformation durch U erhalten. Dies
bedeutet, dass die Transformation somit reine Zusta¨nde auf reine Zusta¨nde und gemischte Zusta¨nde auf
gemischte Zusta¨nde abbildet [13].
B.4 Die verallgemeinerten Gell-Mann-Matrizen als Generatoren einer
Darstellung der SU(n)
Generatoren einer speziellen Darstellung der SU(n) sind die (n2 − 1) verallgemeinerten Gell-Mann-
Matrizen (VGM) [111, 112]. Diese sind gegeben durch
{λˆi} = {Λˆjks , Λˆjka , Λˆld} , wobei (B.15a)
Λˆjks = |j〉〈k|+ |k〉〈j| , 1 ≤ j < k ≤ n (symm. VGM), (B.15b)
Λˆjka = −i|j〉〈k|+ i|k〉〈j| , 1 ≤ j < k ≤ n (antisymm. VGM) , (B.15c)
Λˆld =
√
2
l(l + 1)
l∑
j=1
(|j〉〈j| − l|l + 1〉〈l + 1|) , 1 ≤ l ≤ n− 1 (diag. VGM) . (B.15d)
In der durch die VGM und λˆ0 aufgespannten Operatorbasis sind die Entwicklungskoeffizienten von
Oˆ′, die proportional zu den symmetrischen VGM Λˆjks aus Gleichung (B.15b) sind, die Realteile von
〈i|Oˆ′|j〉. Die Imagina¨rteile von 〈i|Oˆ |j〉 stellen die Entwicklungskoeffizienten dar, die proportional zu
den antisymmetrischen VGM Λˆjka aus Gleichung (B.15c) sind. Um Forderung B.1b) zu erfu¨llen, muss
man in der Basis der VGM die Matrix U so wa¨hlen, dass die Komponenten von O bezu¨glich der Λˆjka
verschwinden. Dies ist durch eine reine Drehung im R(n2−1) mo¨glich, so dass U eine Drehmatrix sein
muss undO′ undO die Bedingung aus Gleichung (B.6) erfu¨llt.
Die Komponenten von O′ und O , welche den Anteil der diagonalen VGM aus Gleichung (B.15d)
an den Operatoren Oˆ′ und Oˆ beschreiben, sind die reellen Diagonalelemente von Oˆ′ und Oˆ . Da die
Matrix U, wie oben beschrieben, nur im R(n(n−1)) wirkt, der durch die symmetrischen und antisym-
metrischen VGM aufgespannt wird, bleiben die Diagonalen der transformierten Operatoren invariant.
Somit existiert eine unita¨ren Transformation Uˆ , die die Forderungen B.1a) und B.1b) erfu¨llt. Q.E.D.!
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ANHANG C
ALGORITHMEN ZU DEN PRODUKTEN
Hˆ |Ψ〉1 UND Hˆ |Ψ〉2
C.1 Wirkung des Hamiltonoperators auf Zusta¨nde mit C = 1 und C = 2
Im Folgenden gebe ich die Zusta¨nde an, die sich ergeben, wenn der Hamiltonoperator Hˆ aus Glei-
chung (2.45) auf die Zusta¨nde |Ψ〉1 und |Ψ〉2 aus den Gleichungen (2.37) und (2.40) angewendet wird.
Diese habe ich beno¨tigt, um das in Abschnitt 2.2.3 beschriebene Krylov-Unterraum-Verfahren zur Zeit-
entwicklung fu¨r WQED Systeme zu implementieren. Die resultierenden Zusta¨nde lauten
Hˆ |Ψ〉1 =
xN∑
x=x1
∑
{|p〉}0
 xN∑
x′
Jxx′φ
x′
p + Epφ
x
p +
∑
{|r〉}1
V xprφr
aˆ†x|0, p〉
+
∑
{|r〉}1
Erφr + xN∑
x=x1
∑
{|p〉}0
V xrpφ
x
p
|0, r〉, (C.1)
Hˆ |Ψ〉2 =
xN∑
x =x1
x′=x
∑
{|p〉}0
Qxx′
(
x′∑
y=x1
Zx′yJxyφyx
′
p
+
x∑
y=x1
ZxyJx′yφyxp
+
xN∑
y=x′
Zx′yJxyφx
′y
p
+
xN∑
y=x
ZxyJx′yφxyp
)
+ Epφ
xx′
p
+
∑
{|r〉}1
Qxx′
(
V x
′
pr φ
x
r+V
x
prφ
x′
r
)aˆ†
x
aˆ†x′ |0, p〉
+
xN∑
x=x1
∑
{|r〉}1
 xN∑
x′
Jxx′φ
x′
r
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+ Erφ
x
r
+
∑
{|p〉}0
(
x∑
x′=x1
Zxx′V x′rp φx
′x
p
+
xN∑
x′=x
Zxx′V x′rp φxx
′
p
)
+
∑
{|s〉}2
V xrsφs
aˆ†x|0, r〉
+
∑
{|s〉}2
Esφs + xN∑
x=x1
∑
{|r〉}1
V xsrφ
x
r
|0, s〉 , (C.2)
mit den Hilfsgro¨ßen
Zxx′ = 1 + δxx′ 1−
√
2√
2
, (C.3a)
Qxx′ = 1 + δxx′ 1− 2
2
. (C.3b)
C.2 Die resultierende Algorithmen zum Matrix-Vektor-Produkt
In diesemAbschnitt gebe ich die Algorithmen an, die sich mit Hilfe der Gleichungen (C.1) und (C.2) zur
Berechnung der Matrix-Vektor-Produkte HΨ1 und HΨ2 mit Ψ1 und Ψ2 aus den Gleichungen (2.39)
und (2.43) ergeben. Die Matrix H ist die den Hamiltonoperator Hˆ aus Gleichung (2.45) im Cn re-
pra¨sentierende Matrix. Die Gro¨ße n die Dimension des betrachteten Hilbertraumes. Wie ich in Ab-
schnitt 2.3.5 beschrieben habe, habe ich diese Algorithmen verwendet, um das in Abschnitt 2.2.3 erla¨u-
terte Krylov-Unterraum-Verfahren zur Zeitentwicklung fu¨r WQED Systeme zu implementieren.
Krylov-Unterraum-Verfahren sind im Falle du¨nnbesetzter Matrizen effizient, siehe Abschnitt 2.2.2.
Ist die Matrix H du¨nnbesetzt, ist dies a¨quivalent zu der Aussage, dass die meisten Koeffizienten Jxx′,
El, V
x
ml und V
x
lm im Hamiltonoperator Hˆ aus Gleichung (2.45) verschwinden. Es hat sich bei dem Im-
plementierung als effizient erwiesen, in den Algorithmen zur Berechnung der Matrix-Vektor-Produkte
in einer a¨ußeren Schleife u¨ber diese Koeffizienten zu iterieren und dann die entsprechenden Eintra¨ge
in den Vektoren HΨj und Ψj mit j ∈ {1, 2} miteinander u¨ber die Gleichungen (C.1) und (C.2) zu
verknu¨pfen. Die vollsta¨ndige Implementierung von HΨ1 ist durch Algorithmus C.1 gegeben.
Bei der Implementierung von HΨ2 ist zu beru¨cksichtigen, dass (aˆ
†
x)2|0〉 =
√
2|2x〉 . Zur besseren
U¨bersicht habe ich den Algorithmus zur Berechnung vonHΨ2 aufgeteilt: Algorithmus C.2 zeigt analog
zu den ersten Zeilen von Algorithmus C.1 die Initialisierung des resultierenden VektorsΨaus als Null-
vektor. Es folgen die Algorithmen C.3 bis C.5, die jeweils die Implementierungen vonHEMΨ2 , HAΨ2
und HLMΨ2 zeigen.
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eingabe :Ψein1
ausgabe :Ψaus1 := HΨein1
Ψaus1 := 0;
fu¨r Jxixj ∈ {Jxx′} tue
fu¨r p = 1 bis P tue
(Ψaus1 )i+N(p−1)+= Jxixj (Ψ
ein
1 )j+N(p−1);
ende
ende
fu¨r Ei ∈ {El} tue
wenn υi == 0 dann
fu¨r j = 1 bis N tue
(Ψaus1 )j+N(i−1)+= Ei (Ψ
ein
1 )j+N(i−1);
ende
sonst
(Ψaus1 )NP+i+= Ei (Ψ
ein
1 )NP+i;
ende
ende
fu¨r V xipjrl ∈ {V x
′
pr } tue
(Ψaus1 )i+N(j−1)+= V xipjrl(Ψ
ein
1 )NP+l;
ende
fu¨r V xirjpl ∈ {V x
′
rp } tue
(Ψaus1 )NP+j += V
xi
rjpl
(Ψein1 )i+N(l−1);
ende
Algorithmus C.1 : Algorithmus zur Berechnung von HΨ1 als Pseudoquelltext
eingabe :Ψein2
ausgabe :Ψaus2 := HΨein2
Ψaus2 := 0;
Algorithmus C.2 : Algorithmus zur Berechnung von HΨ2: Initialisierung als Pseudoquelltext
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fu¨r Jxixj ∈ {Jxx′} tue
fu¨r p = 1 bis P tue
fu¨r l = 1 bis j − 1 tue
wenn l < i dann
(Ψaus2 )N(N+1)(p−1)+2l+i(i−1)
2
+= Jxixj (Ψ
ein
2 )N(N+1)(p−1)+2l+j(j−1)
2
;
sonst wenn l > i dann
(Ψaus2 )N(N+1)(p−1)+2i+l(l−1)
2
+= Jxixj (Ψ
ein
2 )N(N+1)(p−1)+2l+j(j−1)
2
;
sonst wenn l == i dann
(Ψaus2 )N(N+1)(p−1)+2l+l(l−1)
2
+=
√
2Jxixj (Ψ
ein
2 )N(N+1)(p−1)+2l+j(j−1)
2
;
ende
ende
fu¨r l = j bis N tue
wenn l < i dann
wenn l ̸= j dann
(Ψaus2 )N(N+1)(p−1)+2l+i(i−1)
2
+= Jxixj (Ψ
ein
2 )N(N+1)(p−1)+2j+l(l−1)
2
;
sonst
(Ψaus2 )N(N+1)(p−1)+2l+i(i−1)
2
+=
√
2Jxixj (Ψ
ein
2 )N(N+1)(p−1)+2l+l(l−1)
2
;
ende
sonst wenn l > i dann
wenn l ̸= j dann
(Ψaus2 )N(N+1)(p−1)+2i+l(l−1)
2
+= Jxixj (Ψ
ein
2 )N(N+1)(p−1)+2j+l(l−1)
2
;
sonst
(Ψaus2 )N(N+1)(p−1)+2i+l(l−1)
2
+=
√
2Jxixj (Ψ
ein
2 )N(N+1)(p−1)+2l+l(l−1)
2
;
ende
sonst wenn l == i dann
wenn l ̸= j dann
(Ψaus2 )N(N+1)(p−1)+2l+l(l−1)
2
+=
√
2Jxixj (Ψ
ein
2 )N(N+1)(p−1)+2j+l(l−1)
2
;
sonst
(Ψaus2 )N(N+1)(p−1)+2l+l(l−1)
2
+= 2Jxixj (Ψ
ein
2 )N(N+1)(p−1)+2l+l(l−1)
2
;
ende
ende
ende
ende
fu¨r r = 1 bis R tue
(Ψaus2 )N(N+1)P
2
+i+N(r−1)+= Jxixj (Ψ
ein
2 )N(N+1)P
2
+j+N(r−1);
ende
ende
Algorithmus C.3 : Algorithmus zur Berechnung von HΨ2: Berechnung von HEMΨ2 als Pseudoquelltext
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fu¨r Ei ∈ {El} tue
wenn υi == 0 dann
fu¨r j = 1 bis N tue
fu¨r k = j bis N tue
(Ψaus2 )N(N+1)(i−1)+2j+k(k−1)
2
+= Ei (Ψ
ein
2 )N(N+1)(i−1)+2j+k(k−1)
2
;
ende
ende
sonst wenn υi == 1 dann
fu¨r j = 1 bis N tue
(Ψaus2 )N(N+1)P
2
+j+N(i−1)+= Ei (Ψ
ein
2 )N(N+1)P
2
+j+N(i−1);
ende
sonst wenn υi == 2 dann
(Ψaus2 )N(N+1)P
2
+NR+i
+= Ei (Ψ
ein
2 )N(N+1)P
2
+NR+i
;
ende
ende
Algorithmus C.4 : Algorithmus zur Berechnung von HΨ2: Berechnung von HAΨ2 als Pseudoquelltext
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fu¨r V xipjrl ∈ {V x
′
pr } tue
fu¨r k = 1 bis i− 1 tue
(Ψaus2 )N(N+1)(j−1)+2k+i(i−1)
2
+= V xipjrl(Ψ
ein
2 )N(N+1)P
2
+k+N(l−1);
ende
(Ψaus2 )N(N+1)(j−1)+2i+i(i−1)
2
+=
√
2V xipjrl(Ψ
ein
2 )N(N+1)P
2
+i+N(l−1);
fu¨r k = i+ 1 bis N tue
(Ψaus2 )N(N+1)(j−1)+2i+k(k−1)
2
+= V xipjrl(Ψ
ein
2 )N(N+1)P
2
+k+N(l−1);
ende
ende
fu¨r V xirjpl ∈ {V x
′
rp } tue
fu¨r k = 1 bis i− 1 tue
(Ψaus2 )N(N+1)P
2
+k+N(j−1)+= V
xi
rjpl
(Ψein2 )N(N+1)(l−1)+2k+i(i−1)
2
;
ende
(Ψaus2 )N(N+1)P
2
+k+N(j−1)+=
√
2V xirjpl(Ψ
ein
2 )N(N+1)(l−1)+2i+i(i−1)
2
;
fu¨r k = i+ 1 bis N tue
(Ψaus2 )N(N+1)P
2
+k+N(j−1)+= V
xi
rjpl
(Ψein2 )N(N+1)(l−1)+2i+k(k−1)
2
;
ende
ende
fu¨r V xirjsl ∈ {V x
′
rs } tue
(Ψaus2 )N(N+1)P
2
+i+N(j−1)+= V
xi
pjrl
(Ψein2 )N(N+1)P
2
+NR+l
;
ende
fu¨r V xisjrl ∈ {V x
′
sr } tue
(Ψaus2 )N(N+1)P
2
+NR+j
+= V xirjpl(Ψ
ein
2 )N(N+1)P
2
+i+N(l−1);
ende
Algorithmus C.5 : Algorithmus zur Berechnung von HΨ2: Berechnung von HLMΨ2 als Pseudoquelltext
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