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BIPARTITE STOCHASTIC MATCHING: ONLINE, RANDOM
ORDER, AND I.I.D. MODELS
ALLAN BORODIN, CALUM MACRURY, AND AKASH RAKHEJA
Abstract. Within the context of stochastic probing with commitment, we consider
the stochastic rewards problem, that is, the one sided online bipartite matching prob-
lem where edges adjacent to an online node must be probed to determine if they exist,
based on known edge probabilities. If a probed edge exists, it must be used in the
matching (if possible). We consider the competitiveness of online algorithms in four
different models. Namely, we consider the following stochastic reward problems: when
the stochastic graph is not known and the order of online arrivals is determined uni-
formly at random (i.e., the ROM model); when the stochastic graph is known to the
algorithm and the order of arrival of online vertices is determined adversarially; when
the stochastic graph is known and the order of arrival of online vertices is determined
uniformly at random; and finally when the online vertices are generated i.i.d. from a
known distribution on the vertices of a known stochastic (type) graph. In all these
settings, the algorithm does not have any control on the ordering of the online nodes.
We study these models under various assumptions on the patience (number of given
probes) of the online vertices, and whether edges or offline vertices are weighted in
determining the stochastic reward. Our main contribution is to establish new and
improved competitive bounds in these four models. More specifically, we establish the
following competitive bounds:
(1) A 1−1/e competitive ratio in the ROMmodel for particular patience, probability
and vertex weight parameter settings when the stochastic graph is unknown.
(2) A tight 1/e competitive ratio in the ROM model for arbitrary patience and edge
weights when the stochastic graph is unknown.
(3) A 1 − 1/e competitive ratio in the known stochastic graph model for arbitrary
patience, offline vertex weights, and adversarially determined online arrivals.
(4) A 1/2 competitive ratio in the known stochastic graph model for arbitrary pa-
tience, edge weights and ROM inputs.
(5) A 1 − 1/e competitive ratio in the stochastic known i.i.d. input model for arbi-
trary patience and edge weights.
Our results for unknown stochastic graphs in the ROM setting generalizes the cor-
responding results for the classical ROM bipartite matching setting when all adjacent
edges are known upon an online vertex arrival. In particular, as a corollary to our re-
sults, we obtain a deterministic 1−1/e competitive ratio for the offline vertex weighted
bipartite matching problem in the classical ROM setting. We are not aware of this
ROM result having been stated in the classical setting. Similarly, the i.i.d. setting for
known stochastic (type) graphs corresponds to the classical i.i.d. setting for known
distributions where in the classical setting better competitive ratios are known.
In all settings, there is one ideal benchmark (the optimal offline probing algorithm)
relative to which the competitive ratio is defined. For establishing competitive ratios
we introduce a new LP relaxation which upper bounds the performance of the ideal
benchmark.
1
21. Introduction
Stochastic probing problems are part of the larger area of decision making under
uncertainty and more specifically, stochastic optimization. Unlike more standard forms
of stochastic optimization, it is not just that there is some stochastic uncertainty in the
set of inputs, stochastic probing problems involve inputs that cannot be determined
without probing (at some cost and/or within some constraint) so as to reveal the inputs.
Applications of stochastic probing occur naturally in many settings. In particular,
stochastic probing for matching problems where compatibility (for example, in online
dating and kidney exchange applications) cannot be determined without some trial or
investigation.
The stochastic matching problem1 was introduced by Chen et al. [11]. In this prob-
lem, we are given an adversarially generated stochastic graph G = (V,E) with a proba-
bility pe associated with each edge e and a patience (or timeout) ℓv parameter associated
with each vertex v. An algorithm probes edges in E within the constraint that at most
ℓv edges are probed incident to any particular vertex v ∈ V . Also, when an edge e is
probed, it is guaranteed to exist with probability exactly pe. If an edge (u, v) is found to
exist, it is added to the matching and then u and v are no longer available. The goal is
to maximize the expected size of a matching constructed in this way. This problem can
be generalized to vertices or edges having weights. Notably, the algorithm knows the
entire stochastic graph in advance. We shall refer to this graph as the known stochastic
graph.
In addition to improving upon the results of Chen et al., Bansal et al. [5] introduced
an i.i.d. bipartite version of the problem where nodes on one side of the partition
arrive online and edges adjacent to that node are then probed. In their model, the
“type” of each online node (i.e., the adjacent edge probabilities and edge weights)
is determined i.i.d. from a known distribution and each offline node has unlimited
patience, whereas each online node specifies its patience upon arrival. As in other
online bipartite matching problems, the match for an online node must be made before
the next online arrival. In Chen et al., the first edge that is successfully probed must
be included2 in the matching.
Mehta and Panigrahi [27] adapted the stochastic matching model for online bipartite
matching as originally studied in non-stochastic online models. That is, they consider
the setting where the stochastic graph is unknown. More specifically, they studied the
problem in the case of bipartite graphs G = (U, V, E) where U is the set of offline
vertices and the vertices in V (with all of its stochastic edges) arrive online without
knowledge of future online node arrivals. They considered the specific case when ver-
tices in U have unlimited patience and online vertices in V have some known (upon
1Unfortunately, the term “stochastic matching” is also used to refer to more standard optimization
where the input (i.e., edges or vertices) are drawn from some known or unknown distributions but no
probing is involved.
2If the order of edge probes is non-adaptive (i.e., does not depend on previous matches.), then the
edge is included only if the offline node is available and not already in the current match.
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arrival) patience. This problem is referred to as stochastic rewards3 (with patience). In
various settings, we will study the stochastic rewards problem. More specifically, we will
consider online settings where the algorithm knows the adversarially determined sto-
chastic graph, where a stochastic (type) graph and a distribution on the online vertices
is known and online nodes are generated i.i.d. from this distribution, and in the random
order model (ROM) when the stochastic graph is both known and unknown. We will
study these settings, under various assumptions regarding vertex and edge weights and
patience constraints. Amongst other applications, the stochastic rewards problem no-
tably models online advertising where the probability of an edge can correspond to the
probability of a purchase in online stores or to pay per click revenue in online searching.
We note that these stochastic rewards models generalize the corresponding classical
non-stochastic models where edges adjacent to an online node are known upon arrival
and do not need to be probed. It follows that any inapproximation results in the
classical setting apply to the corresponding stochastic setting.
2. Related work and outline of this paper
Our results pertain to the online stochastic rewards problem which (loosely speak-
ing) is online bipartite matching where edges are associated with their probabilities of
existence. There is a substantial body of research pertaining to the “classical” (i.e. non
stochastic) online bipartite model in the fully adversarial online model, the random
order model, and the i.i.d. input model. The ever growing interest in various online
bipartite matching problems is a reflection of the importance of online advertising but
there are many other natural applications. The literature concerning competitive analy-
sis4 of online bipartite matching is too extensive to do justice to many important papers.
We refer the reader to the excellent 2013 survey by Mehta [26] with emphasis on online
variants relating to ad-allocation. Given the continuing interest in ad-allocation, the
survey is not current but does describe the basic results.
The seminal result for unweighted online bipartite matching is due to Karp, Vazirani,
and Vazirani [23]. They gave the randomized Ranking algorithm that achieves compet-
itive ratio 1− 1/e in the adversarial online setting which they show is the best possible
ratio for any randomized algorithm. There have been many proofs of this seminal re-
sult. We will make use of the primal-dual proof due to Devanur et al. [15]. Any greedy
algorithm (i.e., one that always makes a match when possible) has a 0.5 ratio, and this
is the best possible a deterministic algorithm can attain. The Ranking algorithm can
also be viewed as a deterministic algorithm in the ROM input model. In the ROM
model, Madhian and Yan [25] show that the randomized Ranking algorithm achieves
competitive ratio .696. For the case of weighted offline vertices and adversarial input
sequences, Aggarwal et al. [3] were able to achieve a randomized 1 − 1/e competitive
3The stochastic rewards problem is sometimes meant to imply unit patience but we will be careful
to state whether or not we are considering unit or arbitrary patience values.
4Initially, competitive analysis refered to the relative performance (i.e., the competitive ratio) of
an online algorithm as compared to an optimal solution (in the worst case over all input sequences
determined adversarially). We extend the meaning of the competitive ratio to also refer to input
sequences generated in the ROM model as well as sequences generated i.i.d. from a known or unknown
distribution; that is, whenever the algorithm has no control over the order of input arrivals.
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ratio by their Perturbed Ranking algorithm. Huang et al. [20] show that the Perturbed
Ranking algorithm obtains a .6534 competitive ratio in the ROM input model.
Feldman et al. [17] introduced online bipartite matching in the i.i.d. model in
which each online vertex is independently and identically generated from some known
distribution. In this model, they were able to beat the 1 − 1/e inapproximation for
bipartite matching that applies to the fully adversarial online model. The i.i.d. online
bipartite model has been studied for the unweighted and edge weighted models. The
most recent competitive ratios for integral arrival rates are due to Brubach et al. [9] in
which they derive a .7299 ratio for the (offline) vertex weighted case and a .705 ratio for
edge weighted graphs. Karande et al. [22] show that any competitive ratio for the ROM
model applies to the unknown (and therefore known) i.i.d. models. It follows that any
inapproximation for the known i.i.d. model applies to the ROM model. Kesselheim et
al. [24] extend the classical secretary result and established the optimal 1/e ROM ratio
for bipartite matching with edge weights.
An early example of stochastic probing without commitment is the Pandora’s box
problem attributed to Weitzman [28]. In Weitzman’s Pandora’s box problem, a set of
boxes is given, where each box contains a stochastic value from a known distribution
and a cost for opening (i.e., probing) the box. The algorithm has the option at any
time of accepting the value of any opened box and pays the total cost of all opened
boxes. This is an offline probing problem in that boxes can be opened in any order.
An online version of the pandora’s box problem has recently been studied in Esfandiari
et al. [16]. Stochastic probing with commitment has been studied for various packing
problems, most notably for the knapsack problem, as studied in Dean et al. [13, 14]. In
the stochastic knapsack setting, the stochastic inputs are items whose values are known
but whose sizes are stochastic and not known until the algorithm probes the item. As
soon as the knapsack capacity is exceeded by a probed item, the algorithm terminates.
Dean et al. also introduced the issue of the (stochastic) adaptivity gap. This is an
offline issue in that items can be probed in any fixed or adaptive order.
Turning back to matching problems, Chen et al. [11] introduced the stochastic match-
ing problem assuming a known stochastic graph and algorithms that can probe any edge
in any order. They obtained a 4-approximation5 greedy algorithm in the unweighted
case for arbitrary patience values. They conjectured that their greedy algorithm was
a 2-approximation. Subsequently, Adamczyk [1] confirmed that the greedy algorithm
is a 2-approximation for the unweighted problem and that this approximation is tight.
Bansal et al. [4] established a 4-appromimation for the edge weighted case and arbitrary
patience and a 3-approximation for the special case of bipartite graphs. Adamczyk et
al. [2] improved the Bansal et al. bounds providing an approximation algorithm with
a ratio of 2.845 for bipartite graphs and an algorithm with a ratio of 3.709 for general
graphs. Baveja et al. [6] recently improved the analysis of the original algorithm of
Bansal et al., yielding an approximation ratio of 3.224 for general graphs.
5Unfortunately, approximation and competitive bounds for maximization problems are sometimes
represented both as ratios > 1 and as fractions < 1. We shall report these ratios as stated in the
relevant papers. Our results will be stated as fractions.
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Mehta and Panigrahi [27] adapted stochastic matching to the online stochastic re-
wards problem with arbitrary patience where the stochastic graph is not known to the
algorithm. They specifically considered the unweighted case for unit patience (for the
online nodes) and uniform edge probabilities (i.e,, for every edge e, pe = p for some
fixed probability p). They showed that every greedy algorithm has competitive ratio 1
2
.
In the same online setting they provide a greedy algorithm that achieves competitive
ratio 1
2
(1 + (1 − p)2/p) which limits to 1
2
(1 + e−2) ≈ .567 as p → 0. They also show
that against a “standard LP” benchmark, that the best possible ratio is .621 < 1 − 1
e
.
However, this does not preclude a 1 − 1
e
competitive ratio for a stricter LP bound on
an optimal stochastic probing algorithm. Preceding the Mehta and Panigrahi work is
a result in Bansal et al. [4] where they consider a known stochastic (type) graph with
a distribution on the online nodes. This can be called the stochastic rewards problem
with i.i.d. inputs. Bansal et al. achieve a 7.92 competitive ratio (or approximately, .13
as a fraction) in this stochastic i.i.d. model. This was improved to .24 by Adamczyk
[2] and most recently, by Brubach et al. [10] where they obtain a .46 competitive ratio
and a 1− 1
e
inapproximation against a standard LP.
Returning to the unknown stochastic graph setting, there are recent independent
papers by Goyal and Udwani [19] and Brubach et al. [8]. Goyal and Udwani consider
the same vertex weighted unit patience problem and establish a (best possible) 1 − 1
e
competitive ratio against an LP that acts as an upper bound on an online stochas-
tic benchmark (as will be defined in Section 3) under the assumption that the edge
probabilities are decomposable (i.e., pu,v = pu ·pv) and a .596 competitive ratio for van-
ishingly small edge probabilities. Our paper is motivated by and most closely follows
the Brubach et al. [8] paper. Brubach et al. use and motivate the “ideal stochastic
benchmark” (for arbitrary patience) and an LP relaxation for that ideal benchmark.
They establish a best possible deterministic 1
2
competitive ratio against their LP for the
vertex weighted stochastic rewards problem. In a very recent paper, Huang and Zhang
[21] provide a randomized stochastic rewards algorithm for unit patience and offline
vertex weights. In the limit as edge probabilities decrease, their algorithm achieves a
.572 competitive ratio.
3. Preliminaries, Benchmarks and Statement of Results
We recall the “classical” adversarial online bipartite matching problem. An adversary
selects a bipartite graph G = (U, V, E) where nodes in U are the offline nodes and nodes
in V are the online nodes. The online nodes in V are given in an order determined by
an adversary, and upon arrival of a node v ∈ V , the algorithm is given the list of nodes
in U (equivalently, the edges in E) that are adjacent to v. The algorithm must then
make an irrevocable matching decision: namely, if there are any currently unmatched
adjacent nodes in U , it can either not match v or it can choose an adjacent node in U
so as to match v. In the most basic unweighted problem, as initially studied in Karp
et al. [23], we can assume that without loss of generality, the algorithm will always be
greedy and choose to match v if there are currently any unmatched adjacent vertices.
Algorithms can be deterministic or randomized. Informally, the goal is to maximize
the number of matched nodes in comparison to the number of nodes matched by an
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optimal solution OPT. More precisely, the objective of an online algorithm A is to
optimize the (asymptotic) competitive ratio ρ(A) = lim infOPT(G)→∞
A(G,π)
OPT(G)
where π is
the adversarial ordering on the online vertices. The goal of competitive analysis is to
determine algorithms and limitations for maximizing this competitive ratio.
In the (offline) vertex weighted version, each offline vertex u ∈ U has a weight wu
and the objective is to maximize the total weight of all matched nodes in U . In the
edge weighted version, each edge e ∈ E has a weight we and the objective is maximize
the total weight of all matched edges in E. Clearly, vertex weights are a special case
of edge weights. If the inputs are independently and identically distributed (i.i.d.)
from a distribution D, we compare the expected value (w.r.t. D) of the matching
returned by an online algorithm to the expected value of the optimal matching. The
distribution D is chosen by an adversary and may be known or unknown to the online
algorithm. In the random order model (ROM), the adversary still chooses the graph G
but now the permutation π for determining the order v1, v2, . . . , vn of the online vertices
is chosen uniformly at random from all permutations π : V → [n] where n = |V | and
[n] = {1, 2, . . . , n}.
The stochastic rewards problem generalizes the classical online bipartite setting just
described in the following way. For each edge e in the stochastic graph G, there is
a probability 0 ≤ pe ≤ 1 associated with e that gives the probability of existence of
the edge e. When an online node arrives the online algorithm sees all the adjacent
edges and associated probabilities but must probe an edge to see if the edge in fact
exists. The stochastic rewards problem simplifies to the classical setting in one of two
ways: (1) if pe = 1 for all edges e, or (2) if the algorithm is allowed to probe all edges
adjacent to an online node v before determining which, if any, node to match to v. To
make stochastic probing problems meaningful, we either must have a cost for probing
or some kind of commitment upon probing an input item; that is, in the stochastic
rewards problem if an edge e = (u, v) is probed and it exists, the edge becomes part
of the matching (unless u is already in the current matching). Furthermore, in the
stochastic rewards problem, for each online node v, there is a known patience (also
called timeout) parameter ℓv that bounds the number of probes that can be made to
edges adjacent to v. If a patience value is not given, it is assumed that the patience
value ℓv = 1 for all v. We emphasize that the stochastic rewards problem generalizes
the classical online problem even for the case of unit patience.
The classical online bipartite matching problems (unweighted, vertex weighted, or
edge weighted) for adversarial, ROM, and i.i.d. input sequences all generalize to the
stochastic rewards problem. Clearly, in the classical adversarial or ROM settings, if
the algorithm knew the input graph G, the online algorithm could compute an optimal
solution before seeing the online sequence and use that optimal solution to determine
an optimal matching online. But similar to knowing the distribution D in the classical
setting with i.i.d. inputs, an online algorithm still lacks the ability to know the instan-
tiation of the probabilities (pe)e∈E so that the stochastic rewards problem is interesting,
whether the stochastic graph G is known or unknown to the algorithm. We are left then
with a wide selection of problems, depending on whether or not the stochastic graph
is known, how input sequences are determined, unit or arbitrary patience, unweighted
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or weighted variants. In the classical i.i.d. bipartite matching problem, competitive
bounds for an unknown distribution follow from the corresponding ROM problem by
a result of Karande et al. [22]. The same result (using the same argument) holds in
the stochastic rewards setting. We will focus on the following settings: unknown sto-
chastic graphs with ROM inputs, known stochastic graph with adversarial and ROM
inputs, and the i.i.d. setting with a known distribution on the online vertices (with
their stochastic edges).
What is the benchmark against which we measure the competitive performance of
an online algorithm in the stochastic rewards problem? In the classical online setting,
we compare the value of an online algorithm matching to that of an optimal solution
(in the worst case). If the inputs are drawn from a distribution, we then compare the
expected value of the algorithm compared to the expected value that an optimal solution
would obtain for instantiations of the random variables defined by the distribution. For
stochastic probing problems, it is easy to see we cannot hope to obtain a reasonable
competitive bound for this type of comparison; that is, if we are comparing the expected
value of an online stochastic algorithm to the expectation of an optimal value obtained
while knowing the instatiations of the given probabilities. For example, consider a single
online vertex with patience 1, and n offline (unweighted) vertices where each edge e has
probability 1
n
of being present. The expectation of an online probing algorithm will be
1
n
while the expected size of an optimal matching (over all instantiations of the edge
probabilities) will be 1−(1− 1
n
)n → 1− 1
e
. This example clearly shows that no constant
ratio is possible if the patience is sublinear (in n = |U |).
A reasonable approach is to force the benchmark to adhere to the commitment and
patience requirements that the online algorithm satisfies. Following previous work and
the explicit reasoning in Brubach et al. [8], the ideal benchmark for all of our results
will then be as follows: knowing the stochastic graph G (or G and the distribution D
in the stochastic i.i.d. setting) and the patience requirements of the online nodes, the
benchmark can probe edges in any adaptive order but must satisfy the commitment and
patience requirements of the online vertices. By adaptive order, we mean that the next
edge to be probed will depend on all the edges that have been currently revealed and the
current matching. In particular, note that the ideal benchmark is not restricted to any
ordering of the online vertices. There are also two weaker versions of this benchmark;
namely, we can insist that the benchmark is non-adaptive (i.e., follows a non-adaptive
ordering of the edges even probing an edge e = (u, v) when either u or v are already
matched) and an online benchmark which must follow the online ordering of vertices
but can decide on the order of edge probes (for each edge adjacent to the current
online node) based on what has been revealed and matched for previous online nodes.
We emphasize that the stochastic graph G is known for these weaker benchmarks as
well. When distinctions need to be made, we will refer to these benchmarks (in the
order mentioned) as the adaptive benchmark, the non-adaptive benchmark and the
online benchmark. When not otherwise stated, our ideal benchmark is the adaptive
benchmark. In all these benchmarks, it is not clear how to compute their optimal values
and one resorts to an appropriate LP upper bound on their value.
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3.1. An Overview of Results. With these definitions in mind and using appropriate
LP relaxations of the ideal benchmark, we now reiterate and point ahead to our main
results as first stated in our abstract. Our first competitive result is with respect to the
LP introduced by Bansal et al. [4], whereas the remaining competitive ratios are against
the new LP we introduce. With the exception of Theorem 4.6, all of our algorithms are
randomized as they rely on solving this new LP and randomly rounding.
(1) Following the Devanur et al. [15] primal-dual analysis for unweighted and vertex
weighted bipartite matching in the classical (i.e, non-stochastic) setting, the de-
velopment in Section 4 provides a deterministic algorithm for stochastic rewards
with ROM arrivals. Theorem 4.6 shows that when the stochastic graph is not
known, there is a deterministic online algorithm that obtains a 1− 1
e
competitive
ratio for any of the following special cases:
• When the offline vertices are unweighted; i.e., wu = 1 for each u ∈ U
• When the edge probabilities are online vertex uniform; i.e., for each v ∈ V ,
there exists pv such that pu,v = pv for all u ∈ N(v)
• When the patience of each online vertex is 1
We believe that Theorem 4.6 is interesting as it relates to previous results.
The competitive ratio in this setting applies to the classical (i.e., non-stochastic)
problem (by considering pu,v = 1 for all edges (u, v)). As a consequence, the
competitive ratio for vertex weighted bipartite matching can be achieved by a
deterministic ROM algorithm, whereas, this bound was previously only known
for randomized algorithms albeit with adversarial inputs. Unlike the unweighted
case, there is no immediate duality between the two vertex weighted settings.
We note that Brubach et al. [8] observe that .544 is the best possible competi-
tive ratio against the Bansal et al. LP for full patience (ℓv = |U | for all v ∈ V ).
Their example for the inapproximation applies to the special case that all online
nodes are identical and hence the inapproximation applies to the ROM, known
stochastic graph, and the stochastic i.i.d. settings. They speculate that the .544
inapproximation can be overcome for arbitrary patience in the unknown adver-
sarial stochastic matching model, by looking at a new LP relaxation that they
define. In the ROM model, our result lends some support to their conjecture, as
we show that the Brubach et al. algorithm obtains a competitive ratio of 1− 1
e
in
this setting. As a further observation, in the case of unit patience, we contrast
our ROM result with the recent results for stochastic matching in Huang and
Zhang [21]. They discuss the difficulty to date in applying the primal-dual argu-
ment of Devanur et al. to achieve a competitive ratio greater than .5 (obtained
by a greedy algorithm). For unit patience they are able to show a randomized
.572 competitive ratio for adversarial online inputs when edge probabilities are
vanishing. Finally, with respect to our ROM result in the case of unit patience,
we emphasize that the randomized .621 < 1− 1
e
inapproximation in Mehta and
Panigraphi [27] is with regard to the adversarial input model and applies to any
of the LPs discussed in this paper (since it is for the unit patience case). Our
result shows that this inapproximation cannot apply to the ROM input model.
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(2) Theorem 6.2 shows that Algorithm 7 is an online algorithm with (tight) com-
petitive ratio 1
e
in the following setting:
• The stochastic graph is not known to the algorithm
• Online vertices are given in the ROM model
• Online vertices have arbitrary patience
• Edges have weights
This generalizes the classical non-stochastic result of Kesselheim et al. [24].
(3) Theorem 7.1 shows that Algorithm 8 is an online algorithm with competitive
ratio 1− 1
e
in the following stochastic setting:
• There is a known stochastic graph
• Online vertices are given adversarially
• Online vertices have arbitrary patience
• Offline vertices have weights
This result shows that the .544 inapproximation bound against the LP relax-
ation in Bansal et al. [4] does not hold with respect to our new LP relaxation.
(4) Theorem 7.2 shows that Algorithm 8 is an online algorithm with competitive
ratio 1
2
in the following setting:
• There is a known stochastic graph
• Online vertices are presented in an order determined by a uniform at ran-
dom permutation of the online vertices in the stochastic graph (i.e., sto-
chastic ROM model)
• Online vertices have arbitrary patience
• Edges have weights
We note that this result and the previous result are derived from the same
algorithm; the difference between this result and the previous result is that here
we consider edge weights and ROM input sequences and hence this result is
incomparable with the previous result.
(5) Theorem 8.6 shows that Algorithm 9 is an online algorithm with competitive
ratio 1− 1
e
in the following stochasic i.i.d. setting:
• There is a known stochastic (type) graph
• Online vertices are drawn independently and identically from a distribution
on the online vertices (with their adjacent stochastic edges)
• Online vertices have arbitrary patience
• Edges have weights
All of our probing algorithms, other than those considered in Theorem 4.6, can be
implemented non-adaptively, a property which we precisely define in Section 5. We
defer the majority of the details regarding how this can be done - and the implications
regarding the relevant adaptivity gaps - to Appendix B, as our main focus in this paper
is in deriving new competitive ratios.
4. Online Stochastic Matching in the Random Order Model
In this section, we introduce the unknown stochastic matching problem in the ROM
setting. We begin with the unit patience setting and show that a simple deterministic
greedy algorithm achieves a competitive ratio of 1−1/e for arbitrary edge probabilities
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and offline vertex weights. The analysis here employs the same primal-dual techniques
as introduced in the work of Devanur et al. [15], in which they analysed the perturbed
Ranking algorithm. Interestingly, even in the unweighted case, our analysis does not
extend to randomized probing algorithms operating in the adversarial order model,
as a consequence of the hardness result of Mehta and Panigrahi [27]. In the classical
(unweighted) online matching problem, an execution of the Ranking algorithm can be
coupled with an execution of the deterministic greedy algorithm in the ROM setting.
Our results imply that no such interpretation exists in the stochastic setting.
In the subsequent section, we consider the unknown stochastic matching problem
for the case of general patience in the ROM setting. Moving to this framework comes
with the challenge of deciding upon the proper generalization of the greedy algorithm
when allotted numerous probes for each online node. We choose to interpret the proper
generalization as the dynamical programming (DP) based probing algorithm of Brubach
et al. [8]. We show that this algorithm attains a competitive ratio of 1−1/e in a number
of settings involving the relevant edge probabilities, offline vertex weights and patience
values. We focus on these restricted settings, as it allows us to instead analyse a more
natural generalization of the greedy algorithm, known as theGreedyProbe algorithm.
We once again use a primal-dual analysis to derive these results, but provably must work
with the LP relaxation of Brubach et al. [8], opposed to the standard LP of Bansal et
al. [5].
We emphasize that the results of our general patience setting technically subsume
those of the unit patience setting (and thus can be skipped if the reader so chooses, as
both are self-contained and structured similarly). We decided to include each separately,
as the primal-dual charging arguments use different assignments, and the similarities
to the work of Devanur et al. [15] are more apparent in the first proof (specialized to
the unit patience setting).
4.1. The Unit Patience Setting. Let G = (U, V, E) be a stochastic graph with offline
vertex weights (wu)u∈U , arbitrary edge probabilities (pe)e∈E and n := |V | online vertices.
For each e ∈ E, we draw an independent Bernoulli random variable with parameter pe,
which we denote by st(e), corresponding to the state of the edge. If st(e) = 1, then we
say that e is active, and otherwise we say that e is inactive. It will be convenient to
hereby assume that E = U ×V . In this way, if we wish to exclude a pair (u, v) ∈ U×V
from existing as an edge in G, then we may set pu,v = 0, thus ensuring that (u, v) is
always inactive.
In this section, we consider the setting where the online nodes of V are equipped
with unit patience, and are presented to the online algorithm in an order generated
uniformly at random. Specifically, if π : V → [n] is a bijection generated uniformly at
random, then for each t = 1, . . . , n, we denote vt as the node v ∈ V for which π(v) = t.
In this way, the node vt is referred to as arriving at time t. We assume that U , as well
as all the weights (wu)u∈U are known a priori.
In the unknown stochastic graph model, the online nodes of the stochastic graph
are not initially available to the online probing algorithm, denoted A. Instead, we
think of V , and the relevant edges probabilities, as being generated by an adversary.
When an online vertex vt then arrives, the algorithm only has access to the currently
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known information regarding the stochastic graph - that is, the values (wu)u∈U and
(pu,vj)u∈U,j∈[t] - as well as the outcomes of all previously made probes to v1, . . . , vt−1.
The algorithm then either passes on vt (decides to not make a probe and moves to the
next online node), or decides upon some vertex u ∈ U to probe. If the edge (u, vt) turns
out to be active, then A must include the edge (u, vt) in its matching (if possible). If
u was previously matched by v1, . . . , vt−1, or (u, vt) turns out to be inactive, then the
vertex vt remains unmatched and the algorithm moves to the next online node.
If A(G) is the (random) matching constructed by A after v1, . . . , vn arrive, then we
denote its value or weight as val(A(G)). The goal of the probing algorithm is then to
construct a matching for which
E[val(A(G))]
is as large as possible, where the expectation is over the randomness in the states
of the edges of G, the ordering π, and any randomized decisions made by A. We
benchmark against the adaptive benchmark on G, denoted by the value OPT(G). In
particular, we wish to maximize the (strict) competitive ratio, defined as
inf
G
E[val(A(G))]
OPT(G)
,
where the infinum is over all stochastic graphs of unit patience and offline vertex
weights.
4.1.1. Defining the Relevant LPs. Instead of directly comparing an online algorithm’s
performance to the adaptive benchmark, we first consider an LP originally introduced
in [5, 27], specialized for the case in which the stochastic graph G has unit patience
and offline vertex weights.
maximize
∑
u∈U,v∈V
wu pu,v xu,v (LP-standard)
subject to
∑
v∈V
pu,v xu,v ≤ 1 ∀u ∈ U (4.1)∑
u∈U
xu,v ≤ 1 ∀v ∈ V (4.2)
xu,v ≥ 0 ∀u ∈ U, v ∈ V (4.3)
If we denote LPOPT(G) as the value of an optimum solution to this LP, then it was
shown in [5, 27] that OPT(G) ≤ LPOPT(G). In light of this property, we hereby refer
to LP-standard as a relaxation of the adaptive benchmark.
Observe that we can also take the dual of LP-standard, yielding the following LP:
minimize
∑
u∈U
αu +
∑
v∈V
βv (LP-dual-standard)
subject to pu,v αu + βv ≥ wu pu,v ∀u ∈ U, v ∈ V (4.4)
αu ≥ 0 ∀u ∈ U (4.5)
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βv ≥ 0 ∀v ∈ V (4.6)
4.1.2. A Primal-Dual Analysis of the Greedy Algorithm. Let now consider the following
online algorithm, based on the paradigm of matching an arriving online node to the
(available) offline node of highest expected gain.
Algorithm 1 StochasticGreedy
Input U with offline vertex weights (wu)u∈U .
1: M← ∅.
2: R← U .
3: for t = 1, . . . , n do
4: Let u ∈ U be such that wu pu,vt is maximum amongst all vertices of R. ⊲ We
refer to this decision as the greedy property of the algorithm.
5: Probe the edge (u, vt).
6: if (u, vt) is active then
7: Set M(vt) = u and update R← R \ {u}.
8: end if
9: end for
10: Return M.
Theorem 4.1. Algorithm 1 is a deterministic probing algorithm which achieves a com-
petitive ratio of 1−1/e in the ROM setting of unit patience, arbitrary edge probabilities
and offline vertex weights.
In order to prove this theorem, we consider a dual-fitting argument based on the
techniques of Devanur et al. [15], yet adapted for the stochastic matching framework.
Lemma 4.2. There exists a solution ((α∗u)u∈U , (β
∗
v)v∈V ) to LP-dual-standard, such that
E [val(M)] =
(
1−
1
e
)(∑
u∈U
α∗u +
∑
v∈V
β∗v .
)
Moreover, the solution ((α∗u)u∈U , (β
∗
v)v∈V ) satisfies all the constraints of LP-dual-standard,
and thus is feasible.
Proof of Lemma 4.2. For each v ∈ V , draw Yv ∈ [0, 1] independently and uniformly at
random. We assume that the vertices of V are presented to the algorithm in a non-
decreasing order, based on the values of (Yv)v∈V . In this way, we say that vertex v ∈ V
arrives at time Yv. Observe that the vertices of V are presented to the algorithm in a
uniformly at random order, so this interpretation is equivalent to the ROM setting.
Let us now suppose that 0 < F ≤ 1 is a constant and g : [0, 1]→ [0, 1] is a monotone
increasing function such that g(1) = 1, each of which we define explicitly later. We
construct a dual solution ((αu)u∈U , (βv)v∈V ) where all the variables are initially set equal
to 0.
Suppose we fix an offline node u ∈ U as well as an online node v ∈ V . If v matches
u when it arrives at time Yv, then we set αu to wu (1− g(Yv))/F and βv to wug(Yv)/F .
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Observe then that
val(M) =
∑
u∈U,v∈V
wu 1[M(v)=u]
= F
(∑
u∈U
αu +
∑
v∈V
βv
)
.
As a result,
E[val(M)] = F
(∑
u∈U
E[αu] +
∑
v∈V
E[βv]
)
, (4.7)
where the expectation is over the random variables (Yv)v∈V , and the states of the
edges of G.
Let us now set α∗u := E[αu] and β
∗
v := E[βv] for u ∈ U and v ∈ V , and fix g(z) :=
exp(z− 1) together with F := 1− 1/e. In light of equation 4.7, it suffices to show that
((α∗u)u∈U , (β
∗
v)v∈V ) is a feasible solution to LP-dual-standard in order to complete the
proof. Specifically, we must show that for each fixed u0 ∈ U and v0 ∈ V , we have that
E[pu0,v0 αu0 + βv0 ] ≥ wu0pu0,v0.
We now consider the stochastic graph G˜ := (U, V˜ , E˜), where V˜ := V \ {v0} and E˜
is constructed by removing all edges of E which are incident to v0. We assume that G˜
has the same offline vertex weights as G, and that the edges probabilities of E˜ remain
unchanged from those of E.
We wish to compare the execution of the algorithm on the instance G˜ to its execution
on the instance G. It will be convenient to couple the randomness between these two
executions by making the following assumptions:
• For each e ∈ E˜, e is active in G˜ if and only if it is active in G.
• The same random variables, (Yv)v∈V˜ , are used in both executions.
For each v ∈ V , denote Rafv (G) as the unmatched (remaining) vertices of U right
after v is processed (attempts a probe). We emphasize that if the probe of v yields
an active edge, thus matching v, then this match is excluded from Rafv (G). Similarly,
define Rafv (G˜) in the same way for the execution on G˜ (where v is now restricted to V˜ ).
Observe then that because of the coupling between the two executions, together with
the greedy property of the algorithm, we know that
Rafv (G) ⊆ R
af
v (G˜), (4.8)
for each v ∈ V˜ .
If we now focus on the execution of G˜, then define the random variable Y˜c where
Y˜c := Yvc if u0 is matched to some vc ∈ V˜ , and Y˜c := 1 if u0 remains unmatched after
the execution on G˜. We refer to the random variable Y˜c as the critical time of the
vertex u0 with respect to v0.
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Let us now return to the execution on G and first focus on lower bounding the random
variable, αu0. We claim that
αu0 ≥
wu0
F
(1− g(Y˜c)). (4.9)
Observe first that since g(1) = 1 (by assumption), there is nothing to prove if Y˜c = 1.
Thus, we may assume that Y˜c < 1, and as a consequence, that there exists some vertex
vc ∈ V which matches to u0 at time Y˜c in the execution on G˜.
On the other hand, by assumption we know that u0 /∈ R
af
vc(G˜) and thus by equation
4.8, that u0 /∈ R
af
vc(G). As such, there exists some v
′ ∈ V which probes u0 and succeeds
in matching to u0 at time Yv′ ≤ Y˜c. Thus, since g is monotone,
αu0 ≥
wu0
F
(1− g(Yv′)) 1[Y˜c<1] ≥
wu0
F
(1− g(Y˜c)),
and so equation 4.9 holds.
Let us now return to the execution of the algorithm on G, and the random variable
βv0 . We focus on the case when v0 arrives before the critical time; that is, 0 ≤ Yv0 < Y˜c.
Up until the arrival of v0, the executions of the algorithm on G˜ andG proceed identically,
thanks to the coupling between the executions (see list 4.1.2). In particular, as u0 is
available to be matched at time Y˜c in the execution on G˜ (by definition), it is also
available at time Yv0 in the execution of G. As a result, there exists some u
′ ∈ U which
is probed by v0. Moreover, we know that
wu′ pu′,v0 ≥ wu0 pu0,v0 , (4.10)
thanks to the greedy property of the algorithm.
In order to make use of this observation, let us first express βv0 using indicator random
variables. Specifically, for each u ∈ U , set Xu,v0 := 1 if and only if v0 probes the vertex
u. In this case,
βv0 =
∑
u∈U
wu
F
st(u, v0)Xu,v0 g(Y0).
Let us now condition on the random variables, (Yv)v∈V together with (st(e))e∈E˜.
Observe that using this information, we can determine g(Y0), as well as Xu,v0 for each
u ∈ U (after conditioning, the quantities are no longer random). As a result, if we
take the conditional expectation of βv0 with respect to (Yv)v∈V , and (st(e))e∈E˜, we can
handle these random variables as if they were constant. As such,
E
[
βv0 | (Yv)v∈V , (st(e))e∈E˜
]
=
∑
u∈U
E
[wu
F
st(u, v0)Xu,v0 g(Y0) | (Yv)v∈V , (st(e))e∈E˜
]
=
∑
u∈U
wu
F
Xu,v0 g(Y0)E[st(u, v0) | (Yv)v∈V , (st(e))e∈E˜].
Of course, E[st(u, v0) | (Yv)v∈V , (st(e))e∈E˜] = pu,v0 for each u ∈ U , as we condition
only on the states of the edges within E˜ and the values of (Yv)v∈V , both of which are
independent from st(u, v0).
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Thus,
E[βv0 | (Yv)v∈V , (st(e))e∈E˜ ] =
∑
u∈U
wu
F
pu,v0 Xu,v0 g(Y0).
On the other hand, we can interpret the observation preceding equation 4.10 as saying
the following:
wu0 pu0,v0 1[Yv0<Y˜c]
≤
∑
u∈U
wu pu,v0 Xu,v0.
Thus,
E[βv0 | (Yv)v∈V , (st(e))e∈E˜ ] ≥
wu0 pu0,v0
F
g(Y0) 1[Yv0<Y˜c]
.
If we now take expectation over Yv0 , while still conditioning on the random variables
(Yv)v∈V˜ and (st(e))e∈E˜ , then the law of iterated expectations ensures that
E[βv0 | (Yv)v∈V˜ , (st(e))e∈E˜] ≥ E
[wu0 pu0,v0
F
g(Yv0) 1[Yv0<Y˜c]
| (Yv)v∈V˜ , (st(e))e∈E˜
]
=
wu0 pu0,v0
F
E[g(Yv0)1[Yv0<Y˜c]
| (Yv)v∈V˜ , (st(e))e∈E˜]
Observe however that
E[g(Yv0) 1[Yv0<Y˜c]
| (Yv)v∈V˜ , (st(e))e∈E˜ ] =
∫ Y˜c
0
g(z) dz,
as Yv0 is drawn uniformly from [0, 1], independently from (Yv)v∈V˜ and (st(e))e∈E˜.
Thus,
E[βv0 | (Yv)v∈V˜ , (st(e))e∈E˜] ≥
wu0 pu0,v0
F
∫ Y˜c
0
g(z) dz, (4.11)
where the only randomness on the right-hand side is encoded in the critical time, Y˜c.
Now, equation 4.9 ensures that
E[αu0 | (Yv)v∈V˜ , (st(e))e∈E˜] ≥
wu0
F
(1− g(Y˜c)),
as Y˜c is entirely determined from (Yv)v∈V˜ and (st(e))e∈E˜.
Thus, combined with equation 4.9,
E[pu0,v0 αu0 + βv0 | (Yv)v∈V˜ , (st(e))e∈E˜] ≥
wu0 pu0,v0
F
(1− g(Y˜c)) +
wu0 pu0,v0
F
∫ Y˜c
0
g(z) dz.
Now since g(z) := exp(z − 1) for z ∈ [0, 1] and F := 1− 1/e, we get that
E[pu0,v0 αu0 + βv0 | (Yv)v∈V˜ , (st(e))e∈E˜] ≥
wu0 pu0,v0
F
(
1− exp(Y˜c − 1) + exp(Y˜c − 1)−
1
e
)
= wu0 pu0,v0 ,
and so
E[pu0,v0 αu0 + βv0 ] ≥ wu0 pu0,v0 ,
for each u0 ∈ U and v0 ∈ V . The proposed dual solution is thus feasible, and so the
proof is complete.

16 ALLAN BORODIN, CALUM MACRURY, AND AKASH RAKHEJA
With this lemma, Theorem 4.1 now follows.
Proof of Theorem 4.1. Let us suppose that G = (U, V, E) is an arbitrary stochastic
graph of unit patience, with offline vertex weights (wu)u∈U . We hereby denote A(G) as
the matching returned by Algorithm 1 when executing on G.
By applying Lemma 4.2, the existence of the feasible dual solution ((α∗u)u∈U , (β
∗
v)v∈V )
ensures that
E[val(A(G))] =
(
1−
1
e
)(∑
u∈U
α∗u +
∑
v∈V
β∗v
)
≥
(
1−
1
e
)
LPOPT(G),
where the inequality follows from the weak duality between LP-standard and LP-dual-standard.
On the other hand, we know that
E[val(A(G))] ≥
(
1−
1
e
)
OPT(G),
as LPOPT(G) ≥ OPT(G), since LP-standard is a relaxation of the adaptive bench-
mark. As the graph G is arbitrary, the proof is complete. 
We observe now that the analysis of Theorem 4.1 is tight.
Example 4.3. Consider a graph G with a single offline node u and a collection of n
online nodes V . For each edge e = (u, v) with v ∈ V , set pu,v := 1/n. Observe that the
LP solution xu,v := 1 for each v ∈ V satisfies the constraints of LP-standard. Moreover,
it evaluates to an objective value of 1. Thus, LPOPT (G) ≥ 1.
Observe now that if we consider an arbitrary probing algorithm, then its only option
is to probe the edges of u in some arbitrary order (or not at all). Of course, each edge
is active with probability 1/n, so we observe that
P[G has a least one active edge] = 1− (1− 1/n)n = (1 + o(1))
(
1−
1
e
)
,
as we allow n→∞.
As a result,
inf
G
OPT(G)
LPOPT(G)
≤
(
1−
1
e
)
,
and so in particular, Algorithm 1 achieves the best possible bound against LPOPT(G).
4.2. Generalizing to Arbitrary Patience. Suppose we are given a stochastic graph
G = (U, V, E) with offline vertex weights (wu)u∈U and edge probabilities (pe)e∈E. We
again assume that E = U ×V , so that if we wish to exclude a pair (u, v) ∈ U ×V from
existing as an edge in G, then we may set pu,v = 0 - thus ensuring that st(u, v) = 0.
We consider a generalization of the unit patience setting, in which online nodes are
now each equipped with a multitude of available probes. That is, each vertex v ∈ V
has a patience parameter, denoted ℓv ≥ 1, indicating the maximum number of edges
containing v which can be probed.
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We continue to work in the unknown stochastic graph model with ROM arrivals.
That is, the vertices of V are once again presented in a uniformly at random order,
v1, . . . , vn, where n = |V |. If we consider an online algorithm, then it is privy to all the
information that was available in the unit patience setting. However, when a vertex vt
now arrives, the online algorithm is also presented its patience value, ℓvt . The online
algorithm can then make up to ℓvt edge probes which include vt, however it is still
restricted by commitment, in that if a probe of vt yields an active edge, say (u, vt), then
(u, vt) must be included in its matching (if possible). If it is not possible to add the
active edge (u, vt) (as u was already matched to one of v1, . . . , vt−1), then we assume
the online probing algorithm ceases probing vt and moves on to the next online node
(even if vt has not reached its patience)
6. If the vertex vt is still unmatched by the time
it makes ℓvt probes, then it remains unmatched for the remainder of the execution, and
the online algorithm moves to vertex vt+1.
If u was previously matched by v1, . . . , vt−1, or (u, vt) turns out to be inactive, then
the vertex vt remains unmatched and the algorithm moves to the next online node.
Clearly, allowing the online algorithm patience can only improve its ability to con-
struct a matching of high expected value. That being said, the adaptive benchmark
also gains added power, so it is not clear that adding more patience makes the problem
of attaining large competitive ratios easier.
4.2.1. Defining the Correct LP Relaxation. Let us once again denote OPT(G) as the
value of the adaptive benchmark on G. In order to prove results against the adaptive
benchmark, we once again consider LP relaxations to upper bound the value of OPT(G).
However, unlike the unit patience setting, it is not as clear as to what the right relaxation
is.
The most prevalent LP used in the literature was introduced by Bansal et al. [5],
which we review below:
maximize
∑
u∈U,v∈V
wu,v pu,v xu,v (LP-patience-old)
subject to
∑
v∈V
pu,v xu,v ≤ 1 ∀u ∈ U (4.12)∑
u∈U
pu,v xu,v ≤ 1 ∀v ∈ V (4.13)∑
u∈U
xu,v ≤ ℓv ∀v ∈ V (4.14)
0 ≤ xu,v ≤ 1 ∀u ∈ U, v ∈ V. (4.15)
It was observed in [5] that if LPOPTold(G) denotes the value of an optimal solution
to LP-patience-old, then
OPT(G) ≤ LPOPTold(G). (4.16)
6None of the algorithms we consider in this section probe offline vertices which are already matched,
however we specify this behaviour to be consistent with our definitions in Section 5.
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One of the challenges of working with LP-patience-old is that the ratio between
OPT(G) and LPOPTold(G) can become quite small, depending on the values of (ℓv)v∈V
and the instance G. In [8], Brubach et al. define the stochasticity gap as the infinum
of this ratio across all stochastic graphs, namely infGOPT(G)/LPOPTold(G). They
consider the following example, thus upper bounding this quantity.
Example 4.4 ([8]). Fix n ≥ 1, and construct Gn = (U, V, E). Suppose that |U | =
|V | = n and ℓv = n for all v ∈ V . Set E := U × V , and define pu,v := 1/n for each
(u, v) ∈ E. Observe that Gn corresponds to the ErdsRnyi random graph Gn,n,1/n. In
this case,
E[OPT(Gn)] ≤ 0.544 (1 + o(1))LPOPTold(Gn),
where the asymptotics are over n→∞.
We state the Brubach et al. [8] impossibility result as follows:
Proposition 4.5 ( [8]). Any probing algorithm which proves a guarantee against LPOPTold(G)
has a competitive ratio of at most 0.544.
In particular, Proposition 4.5 implies that no matter which generalization of Al-
gorithm 1 we consider, our primal-dual proof from the unit patience setting will not
extend.
In [8], Brubach et al. suggest an LP which assumes a number of extra constraints in
addition to those of LP-patience-old. We review the motivation behind this LP, as well
as how it is derived.
For each subset R ⊆ U and v ∈ V , consider the induced stochastic subgraph, denoted
G[{v} ∪ R], formed by restricting the vertices of G to {v} ∪ R, and the edges of G to
those between v and R. We assume that G[{v} ∪ R] has edge probabilities (pu,v)u∈R,
offline vertex weights (wu)u∈R, and patience parameter ℓv for its single online node v.
Let us now denote OPT(v, R) as the value of the adaptive benchmark on the induced
stochastic graph G[{v} ∪ R].
We can now formulate the LP of [8], whose constraints ensure that for each v ∈ V ,
the expected stochastic reward of v, suggested by an LP solution, is actually attainable
by a probing algorithm.
maximize
∑
u∈U
∑
v∈V
wu pu,v xu,v (LP-DP)
subject to
∑
v∈V
pu,v xu,v ≤ 1 ∀u ∈ U (4.17)∑
u∈U
xu,v ≤ ℓv ∀v ∈ V (4.18)∑
u∈U
pu,v xu,v ≤ 1 ∀v ∈ V (4.19)∑
u∈R
wu pu,v xu,v ≤ OPT(v, R) ∀v ∈ V, R ⊆ U (4.20)
0 ≤ xu,v ≤ 1 ∀u ∈ U, v ∈ V (4.21)
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We hereby denote LPOPTDP (G) as the optimum value of this LP. Observe that in the
case when G has unit patience, if R ⊆ U , then OPT(v, R) can be attained by selecting
the vertex u ∈ R for which wu pu,v is maximized. As such, the additional constraints of
LP-DP are redundant, and so LPOPTDP (G) = LPOPTold(G) = LPOPT(G).
4.2.2. Generalizing the Greedy Algorithm. Suppose G = (U, V, E) is a stochastic graph
with patience values (ℓv)v∈V . Consider the natural generalization of Algorithm 1, based
on the paradigm that when vt arrives at time t, the top ℓvt currently unmatched vertices
of U are probed in non-increasing order, based on the parameter wu pu,vt for u ∈ U . We
refer to this online algorithm as GreedyProbe, and state it below for completeness:
Algorithm 2 GreedyProbe
Input U with offline vertex weights (wu)u∈U .
1: M← ∅.
2: R← U .
3: for t = 1, . . . , n do
4: Let vt be the current online arrival node, with patience ℓvt .
5: Order the top k := min{|R|, ℓvt} vertices of R based on the values (wu pu,vt)u∈R.
⊲ We refer to this ordering as the greedy property of the algorithm
6: Denote these vertices in non-increasing order as s1, . . . , sk.
7: for i = 1, . . . , k do
8: Probe the edge (si, vt).
9: if (si, vt) is active then
10: Set M(vt) = si, and update R← R \ {si}.
11: end if
12: end for
13: end for
14: Return M.
It was shown in [8] that no non-trivial competitive ratio can be proven for Algorithm
2, which holds for all stochastic graph instances. Despite this impossibility result, there
exists a large class of stochastic graph instances in which it is possible to prove that
Algorithm 2 achieves a competitive ratio of 1− 1/e.
Theorem 4.6. Suppose we are presented a stochastic graph G with edge probabilities
(pe)e∈E, offline vertex weights (wu)u∈U and patience values (ℓv)v∈V . Consider the fol-
lowing three assumptions placed on G:
(1) The offline vertices of G are unweighted.
(2) The edge probabilities are online vertex uniform; that is, for each v ∈ V there
exists 0 ≤ pv ≤ 1 such that pu,v ∈ {0, pv} for all u ∈ U .
(3) The vertices of G have unit patience7.
In any of the above settings, Algorithm 2 obtains a competitive ratio of 1 − 1/e,
provided the online vertices of G arrive uniformly at random.
7We restate this result, as the proof of Theorem 4.6 offers an alternative primal-dual charging
argument to the one we used in Lemma 4.2.
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In order to see why the cases of Theorem 4.6 are essential, suppose that G = (U, V, E)
satisfies one of them, and that M is the matching returned by Algorithm 2 when
executing on G. If the vertex v ∈ V is fixed, then define val(M(v)) as the weight of
the vertex matched to v (which is zero, if v is not matched by M). Moreover, define
Rv ⊆ U as the unmatched (remaining) vertices when v arrives (before v makes any
probes). In this case, if we condition on the order the vertices of V arrive, as well as
states of the edges not adjacent to v, then the value of the match made to v is best
possible in expectation. We summarize this observation below:
Lemma 4.7. Suppose that G = (U, V, E) satisfies one of the conditions of Theorem
4.6, and that v ∈ V is fixed. In this case, if E˜ denotes the edges of G not adjacent to
v, then
E[val(M(v)) | (vt)t∈[n], (st(e))e∈E˜ ] = OPT(v, Rv), (4.22)
where OPT(v, Rv) corresponds to the (random) value of the adaptive benchmark on
G[{v} ∪ Rv].
The proof of Theorem 4.6 once again employs a primal-dual charging argument, this
time making use of the dual of LP-DP. Now, the dual of LP-DP has many variables
which do not play a role in our argument (remain zero). In particular, the variables
(βv)v∈V from the unit patience case do not appear. We thus state a more constrained
LP by zeroing out the variables which we don’t use in our analysis. This will not affect
our argument, as any feasible solution to this more constrained LP is also a feasible
solution to the dual of LP-DP.
For each u ∈ U , define the variable αu as in LP-standard. Moreover, for each v ∈ V
and R ⊆ U , define the variable φv,R (these latter variables correspond to the new
constraints of LP-DP).
minimize
∑
u∈U
αu +
∑
v∈V
∑
R⊆U
OPT(v, R)φv,R (LP-dual-DP)
subject to pu,v αu +
∑
R⊆U :
u∈R
wu pu,v φv,R ≥ wu pu,v ∀u ∈ U, v ∈ V (4.23)
αu ≥ 0 ∀u ∈ U (4.24)
φv,R ≥ 0 ∀v ∈ V,R ⊆ U (4.25)
Lemma 4.8. There exists a solution ((α∗u)u∈U , (φ
∗
v,R)v∈V,R⊆U ) to LP-dual-DP, such that
E [val(M)] =
(
1−
1
e
)(∑
u∈U
α∗u +
∑
v∈V
∑
R⊆U
φ∗v,R
)
Moreover, the solution ((α∗u)u∈U , (φ
∗
v,R)v∈V,R⊆U) satisfies all the constraints of LP-dual-DP,
and thus is feasible.
Proof of Lemma 4.8. The initial setup of the argument is identical to the proof of
Lemma 4.2. That is, for each v ∈ V , draw Yv ∈ [0, 1] independently and uniformly
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at random. We assume that the vertices of V are presented to the algorithm in a non-
decreasing order, based on the values of (Yv)v∈V . In this way, we once again say that
vertex v ∈ V arrives at time Yv. Observe that the vertices of V are presented to the
algorithm in a uniformly at random order, so this interpretation is equivalent to the
ROM setting.
Let us now suppose that 0 < F ≤ 1 is a constant and g : [0, 1]→ [0, 1] is a monotone
increasing function such that g(1) = 1, each of which we define explicitly later. We
construct a dual solution ((αu)u∈U , (φv,R)v∈V,R⊆U ) where all the variables are initially
set equal to 0.
Let us now take v ∈ V, u ∈ U , and R ⊆ U , where u ∈ R. If R consists of the
unmatched vertices of v when it arrives at time Yv, then suppose that v matches to u
while making its probes to the various vertices of R. In this case, we charge wu (1 −
g(Yv))/F to αu and wu g(Yv)/(F OPT(v, R)) to φv,R. Observe that each subset R ⊆ U
is charged at most once, as is each u ∈ U .
Thus,
val(M) =
∑
u∈U,v∈V
wu 1[M(v)=u]
= F
(∑
u∈U
αu +
∑
v∈V
∑
R⊆U
OPT(v, R)φv,R
)
.
As a result,
E[val(M)] = F
(∑
u∈U
E[αu] +
∑
v∈V
∑
R⊆U
OPT(v, R)E[φv,R]
)
, (4.26)
where the expectation is over the random variables (Yv)v∈V , and the states of the
edges of G.
Let us now set α∗u := E[αu] and φ
∗
v,R := E[φv,R] for u ∈ U, v ∈ V and R ⊆ U .
Moreover, fix g(z) := exp(z − 1) together with F := 1− 1/e. In light of equation 4.26,
it suffices to show that ((α∗u)u∈U , (φ
∗
v,R)v∈V,R⊆U ) is a feasible solution to LP-dual-DP in
order to complete the proof. Specifically, we must show that for each fixed u0 ∈ U and
v0 ∈ V , we have that
E[pu0,v0 αu0 + wu0 pu0,v0
∑
R⊆U :
u0∈R
φv,R] ≥ wu0pu0,v0 .
We now consider the stochastic graph G˜ := (U, V˜ , E˜), where V˜ := V \ {v0} and E˜
is constructed by removing all edges of E which are incident to v0. We assume that G˜
has the same offline vertex weights as G, and that the edges probabilities of E˜ remain
unchanged from those of E.
We wish to compare the execution of the algorithm on the instance G˜ to its execution
on the instance G. It will be convenient to couple the randomness between these two
executions by making the following assumptions:
• For each e ∈ E˜, e is active in G˜ if and only if it is active in G.
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• The same random variables, (Yv)v∈V˜ , are used in both executions.
For each v ∈ V , denote Rafv (G) as the unmatched (remaining) vertices of U right
after v is processed (attempts its probes) in the execution on G. We emphasize that if
a probe of v yields an active edge, thus matching v, then this match is excluded from
Rafv (G). Similarly, define R
af
v (G˜) in the same way for the execution on G˜ (where v is
now restricted to V˜ ).
Observe then that because of the coupling between the two executions, together with
the greedy property of the algorithm, we know that
Rafv (G) ⊆ R
af
v (G˜), (4.27)
for each v ∈ V˜ .
If we now focus on the execution of G˜, then define the random variable Y˜c where
Y˜c := Yvc if u0 is matched to some vc ∈ V˜ , and Y˜c := 1 if u0 remains unmatched after
the execution on G˜. We refer to the random variable Y˜c as the critical time of the
vertex u0 with respect to v0.
Let us now return to the execution on G and first focus on lowering bound the random
variable, αu0. We claim that
αu0 ≥
wu0
F
(1− g(Y˜c)). (4.28)
Observe first that since g(1) = 1 (by assumption), there is nothing to prove if Y˜c = 1.
Thus, we may assume that Y˜c < 1, and as a consequence, that there exists some vertex
vc ∈ V which matches to u0 at time Y˜c in the execution on G˜.
On the other hand, by assumption we know that u0 /∈ R
af
vc(G˜) and thus by equation
4.27, that u0 /∈ R
af
vc(G). As such, there exists some v
′ ∈ V which probes u0 and succeeds
in matching to u0 at time Yv′ ≤ Y˜c. Thus, since g is monotone,
αu0 ≥
wu0
F
(1− g(Yv′)) 1[Y˜c<1] ≥
wu0
F
(1− g(Y˜c)),
and so equation 4.28 holds.
Let us now return to the execution of the algorithm on G, and consider Rv0 , the
unmatched vertices when v0 arrives (this is a random subset of U).
If we now take a fixed subset R ⊆ U , then the charging assignment to φv0,R ensures
that
φv0,R = val(M(v0))
g(Yv0)
F OPT(v0, R)
1[Rv0=R],
where val(M(v0)) corresponds to the weight of the vertex matched to v0 (which is
zero if v0 remains unmatched).
In order to make use of this relation, let us first condition on the values of (Yv)v∈V , as
well as the states of the edges of E˜; that is, (st(e))e∈E˜. Observe that once we condition
on this information, we can determine g(Yv0), as well as Rv0 . As such,
E[φv0,R | (Yv)v∈V , (st(e))e∈E˜ ] =
g(Yv0)
F OPT(v0, R)
E[val(M(v0)) | (Yv)v∈V , (st(e))e∈E˜ ] 1[Rv0=R].
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On the other hand, the only randomness which remains in the conditional expectation
involving val(M(v0)) is over the states of the edges adjacent to v0. If we reinterpret
Lemma 4.7 in terms of the (Yv)v∈V random variables, then we get that,
E[val(M(v0)) | (Yv)v∈V , (st(e))e∈E˜] 1[Rv0=R] = OPT(v0, R) 1[Rv0=R],
after multiplying each side on equation 4.22 by the indicator random variable 1[Rv=R].
Thus, for each fixed R ⊆ U ,
E[φv0,R | (Yv)v∈V , (st(e))e∈E˜] =
g(Yv0)
F
1[Rv0=R],
after cancellation.
We therefore get that∑
R⊆U :
u0∈R
E[φv0,R | (Yv)v∈V , (st(e))e∈E˜] =
g(Yv0)
F
∑
R⊆U :
u0∈R
1[Rv0=R].
Let us now focus on the case when v0 arrives before the critical time; that is, 0 ≤
Yv0 < Y˜c. Up until the arrival of v0, the executions of the algorithm on G˜ and G proceed
identically, thanks to the coupling between the executions (see list 4.2.2). As such, u0
must be available when v0 arrives.
We interpret this observation in the above notation as saying the following:
1[Yv0<Y˜c]
≤
∑
R⊆U :
u0∈R
1[Rv0=R].
As a result, ∑
R⊆U :
u0∈R
E[φv0,R | (Yv)v∈V , (st(e))e∈E˜] ≥
g(Yv0)
F
1[Yv0<Y˜c]
Now, if we take expectation over Yv0 , while still conditioning on the random variables
(Yv)v∈V˜ , we get that
E[g(Yv0) 1[Yv0<Y˜c]
| (Yv)v∈V˜ , (st(e))e∈E˜ ] =
∫ Y˜c
0
g(z) dz,
as Yv0 is drawn uniformly from [0, 1], independently from (Yv)v∈V˜ and (st(e))e∈E˜.
Thus, after applying the law of iterated expectations,∑
R⊆U :
u0∈R
E[φv0,R | (Yv)v∈V , (st(e))e∈E˜] ≥
1
F
∫ Y˜c
0
g(z) dz, (4.29)
where the only randomness on the right-hand side is encoded in the critical time, Y˜c.
Now, equation 4.9 ensures that
E[αu0 | (Yv)v∈V˜ , (st(e))e∈E˜] ≥
wu0
F
(1− g(Y˜c)),
as Y˜c is entirely determined from (Yv)v∈V˜ and (st(e))e∈E˜.
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Thus, combined with equation 4.9,
E[pu0,v0 αu0 + wu0 pu0,v0
∑
R⊆U :
u0∈R
φv,R | (Yv)v∈V˜ , (st(e))e∈E˜ ],
is lower bounded by
wu0 pu0,v0
F
(1− g(Y˜c)) +
wu0 pu0,v0
F
∫ Y˜c
0
g(z) dz.
Now g(z) := exp(z − 1) for z ∈ [0, 1] by assumption, so
(1− g(Y˜c)) +
∫ Y˜c
0
g(z) dz =
(
1−
1
e
)
,
no matter the value of the critical time Y˜c. As such, since F := 1 − 1/e, we apply
the law of iterated expectations and conclude that
E[pu0,v0 αu0 + wu0 pu0,v0
∑
R⊆U :
u0∈R
φv,R] ≥ wu0 pu0,v0,
for each u0 ∈ U and v0 ∈ V . The proposed dual solution is thus feasible, and so the
proof is complete.

The proof of Theorem 4.6 now follows immediately.
Proof of Theorem 4.6. Let us suppose that G = (U, V, E) is an arbitrary stochastic
graph which satisfies one of the restricted cases of Theorem 4.6. Moreover, denote
A(G) as the matching returned after executing Algorithm 2 on G.
By applying Lemma 4.8, the existence of the feasible dual solution ((α∗u)u∈U , (φ
∗
v,R)v∈V,R⊆U )
ensures that
E[val(A(G))] =
(
1−
1
e
)(∑
u∈U
α∗u +
∑
v∈V
β∗v .
)
≥
(
1−
1
e
)
LPOPTDP (G),
where the inequality follows from weak duality, as ((α∗u)u∈U , (φ
∗
v,R)v∈V,R⊆U ) is a feasi-
ble solution to the dual of LP-DP. On the other hand, we know that
E[val(A(G))] ≥
(
1−
1
e
)
OPT(G),
as LPOPTDP (G) ≥ OPT(G), since LP-DP is a relaxation of the adaptive benchmark.
Thus,
E[val(A(G))] ≥
(
1−
1
e
)
OPT(G),
so the proof is complete. 
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4.2.3. The Brubach et al. DP Algorithm and a Conjecture. Let G = (U, V, E) be a
stochastic graph, and fix v ∈ V and R ⊆ U . It was shown in [8] that a probing
algorithm which matches the value of OPT(v, R) can be found efficiently using dynamic
programming. Specifically, the optimum probing algorithm for G[{v}∪R] corresponds
to computing a (fixed) subset Sv ⊆ R of size min{|R|, ℓv}, which is then probed in
non-increasing order based on the weights (ws)s∈Sv . We hereby refer to this probing
algorithm for computing Sv as the DP algorithm.
This observation leads to the following algorithm, which we restate for completeness:
Algorithm 3 DPGreedy
Input U with offline vertex weights (wu)u∈U .
1: M← ∅.
2: R← U .
3: for t = 1, . . . , n do
4: Let vt be the current online arrival node, with patience ℓvt .
5: Compute the subset Svt ⊆ R of size k = min{|R|, ℓvt}, using the DP algorithm.
6: Order the vertices of Svt in non-increasing order of vertex weights.
7: Denote these vertices as s1, . . . , sk.
8: for i = 1, . . . , k do
9: Probe the edge (si, vt).
10: if (si, vt) is active then
11: Set M(vt) = si, and update R← R \ {si}.
12: end if
13: end for
14: end for
15: Return M.
It was shown in [8] that this algorithm achieves a competitive ratio of 1/2 in the
adversarial order setting. That is, when the vertices v1, . . . , vn are presented to the
online algorithm in an adversarially chosen order. Observe that this is the best possible
ratio, as the algorithm is deterministic. In the ROM model, the 1/2 competitive ratio
holds for arbitrary vertex weights, patience values, and edge probabilities.
Conjecture 4.1. In the ROM setting, Algorithm 3 achieves a competitive ratio of
1− 1/e (without the conditions required by Theorem 4.6).
We believe this is the case, as GreedyProbe (Algorithm 2) in fact executes iden-
tically to Algorithm 3, provided the assumptions of Theorem 4.6 regarding G hold.
Moreover, equation 4.29 of the charging argument of Lemma 4.8 continues to apply.
The bottleneck in the primal-dual method instead comes when attempting to charge
the (αu)u∈U variables (see LP-dual-DP), as Algorithm 3 does not make simple greedy
decisions akin to GreedyProbe (Algorithm 2). We believe a different primal-dual ar-
gument, or new techniques altogether are needed to prove a competitive ratio of 1−1/e
which holds for any stochastic G (with offline vertex weights).
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5. LP Relaxations
In order to prove the remainder of our results, we introduce a new LP which bounds
the optimal adaptive benchmark, and is bounded above by LP-DP from the previous
section. In this way, our new LP is no worse a relaxation than that of Brubach et al.
[8]. While it may be possible to prove all of our results against the LP of Brubach et
al. [8], our new LP allows us to more easily derive probing algorithms. Specifically, we
show how one can randomly round a solution to our LP to yield a probing strategy for
an arriving online node. Unfortunately, our new LP has exponential size, except in the
setting of constant patience or uniform edge probabilities for each vertex, in which case
the LP has polynomial size.
5.1. Formalizing Probing Algorithms. In this section, we formalize the notion of
a probing algorithm. While this is tedious, we believe it is prudent to do so, as in order
to show that an LP forms a relaxation of the adaptive benchmark, one must upper
bound the performance of every probing algorithm. As such, we find it crucial to have
a concrete definition we can refer to when discussing a number of properties our probing
algorithms must satisfy.
Suppose now that we are presented a stochastic graph G = (U, V, E), with edge
probabilities (pe)e∈E, edge weights (we)e∈E and patience values (ℓv)v∈V .
For each e ∈ E, draw an independent Bernoulli random variable with parameter pe,
which we denote by st(e). Recall that we refer to st(e) as the state of the edge, where
if st(e) = 1, then we say that e is active, and otherwise we say that e is inactive. We
refer to the collection of random variables, (st(e))e∈E, as the edge states of G. It will be
convenient to assume for the rest of the paper that E = U × V . In this way, each pair
(u, v) ∈ U × V has an edge state (where pu,v := 0 provided we wish to disallow (u, v)
from being active). We will later restrict our attention to edges of G which strictly have
a non-zero chance of being active, though this is not essential for now.
Given a stochastic graph G, suppose we are presented a sequence of random edges of
E, which we denote by (Yt)t≥1. If we define Ht as history of the first random t edges,
then this includes the identities of Y1, . . . , Yt, as well as their respective states (formally,
Ht is the sigma-algebra generated from (Y1, st(Y1)), . . . , (Yt, st(Yt))). Suppose we are
also presented a stopping time τ , which is determined based on the histories (Ht)t≥1.
We say that this sequence of random edges (Yt)t≥1 together with the stopping time
τ , form a probing algorithm on the instance G, provided the following properties are
satisfied:
(1) For each v ∈ V ,
τ∑
t=1
1[v∈Yt] ≤ ℓv. (5.1)
(2) For each 1 ≤ s < t ≤ τ ,
Ys 6= Yt. (5.2)
(3) There exists a sequence of functions, (ft)t≥0, such that
Yt = ft−1(G, (Y1, st(Y1)), . . . , (Yt−1, st(Yt−1))) (5.3)
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for each 1 ≤ t ≤ τ , where Y1 = f0(G); that is, it depends only on the stochastic
graph G.
We refer to the sequence (Yt)t≥1 as the probes of the algorithm, and interpret the
stopping time τ as indicating when the probing algorithm decides to cease execution.
In this way, equation 5.1 formalizes the patience constraints of a vertex v ∈ V .
Specifically, it limits how many distinct edges which include v can be probed, based on
the parameter ℓv.
Equation 5.2 ensures that as the probing algorithm executes, it never decides to probe
the same edge twice. We shall later see that this is a convenient assumption to make.
Finally, we interpret equation 5.3 as forcing the probing algorithm to determine its
next probe Yt, solely based upon the current history, Ht−1.
The algorithm must also return a matching M of G, consisting of a subset of active
edges, which were probed at some point before time τ . That is, M is a subset of the
active edges of Y1, . . . , Yτ , which forms a matching of G.
The value of matching, denoted val(M), is then defined as
val(M) :=
∑
e∈E
we 1[e∈M],
and the probing algorithm is evaluated based on E[val(M)].
The protocol for determining which matching is returned depends on how much power
we wish our probing algorithms to have. For instance, one possibility is to allow M to
be be constructed after all the states of the probes are revealed, with no restrictions
on which edges must be prioritized (unlike the commitment setting from Section 4).
Clearly, the probing algorithm would then just return the optimum matching one can
construct from the active edges of Y1, . . . , Yτ . This is the approach taken in [7] and [12]
when defining the benchmark for the probing algorithms they consider8.
In this paper, we instead exclusively focus on probing algorithms which construct
M as the probes are made. Specifically, we ensure that the event Yt ∈ M can be
determined based on the history Ht for each t ≥ 1 (formally, it is measurable based on
Ht). We can then define Mt as the matched edges after t probes are made, for each
t ≥ 1, where M0 := ∅ by convention.
We say that a probing algorithm strongly respects commitment provided for each
1 ≤ t ≤ τ , if st(Yt) = 1, then Yt ∈M. Observe that this property implies that once the
algorithm includes an active edge, say (u, v), into its matching, the edges of G which
share an endpoint with (u, v) can no longer be probed. We summarize some additional
properties of probing algorithms which strongly respect commitment:
Proposition 5.1. Suppose A = ((Yt)t≥1, τ) is a probing algorithm which strongly re-
spects commitment on the stochastic graph G = (U, V, E). In this case, the following
properties are satisfied for each u ∈ U and v ∈ V , where (u, v) ∈ E:
(1) If A probes the edge (u, v), then none of the previous probes involving v or u (if
any) could have yielded an active edge.
8Bradac et al. [7] consider adaptivity gaps of much more general stochastic probing problems.
In [12], Costello et al. work in the full patience setting for the case when G is unweighted. Their
benchmark thus probes all the edges of G and returns a matching whose size is optimum.
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(2) If A probes the edge (u, v), then v and u must have been unmatched at this time.
Similarly, we say that a probing algorithm weakly respects commitment, provided it
obeys the following procedure in constructing M:
For each t = 1, . . . , τ , Yt = (ut, vt) is included in Mt, if and only if the following
conditions are satisfied:
(1) st(Yt) = 1.
(2) Neither ut nor vt is matched in Mt−1.
(3) None of the preceding probes involving ut or vt yielded an active edge
9.
Observe that if a probing algorithm strongly respects commitment, it also weakly
respects commitment. For the remainder of the paper, we shall always assume our
probing algorithms weakly respect commitment.
It may seem strange as to why a probing algorithm would wish to take advantage
of weak commitment; in particular, probe an edge e ∈ E which is adjacent to an edge
e′ ∈ E already included in M. After all, the edge e′ prevents e from being included in
the matching. Moreover, discovering the state of e doesn’t provide the algorithm any
useful information, as the states of the edges of G are statistically independent. The
reason we introduce this definition is because it is necessary to formalize non-adaptivity,
a property that many of the algorithms we study satisfy, and a concept prevalent in
the literature of stochastic probing problems.
Given a stochastic graph G, we say that a probing algorithm ((Yt)t≥1, τ) is non-
adaptive, provided the probes (Yt)t≥1 and the stopping time τ are statistically indepen-
dent from the edge states of G; that is, the random variables (st(e))e∈E. We emphasize
that a non-adaptive probing algorithm can base its probes on the structure of G, includ-
ing its edge probabilities, edge weights and patience values, but it is unaware of which
edges of G are ultimately revealed to be active. Observe that in general, if the algo-
rithm is non-adaptive, then the algorithm does not satisfy strong commitment (except
for trivial cases).
We then define the adaptive benchmark for G, denoted OPT(G), as the maximum
expected value of the matching returned by a probing algorithm. A folklore result from
the literature guarantees that this benchmark can always be attained by a probing
algorithm which strongly respects commitment, as is intuitively clear.
Theorem 5.2. For any stochastic graph G, the adaptive benchmark OPT(G) is attained
by a probing algorithm which strongly respects commitment.
Given a probing algorithm A, we often denote A(G) as the matching returned when
A executes on the stochastic graph G. With this notation, we define the adaptivity gap
of a stochastic graph G as the ratio,
supB E[val(B(G))]
OPT(G)
,
where the supremum is over all non-adaptive probing algorithms.
9We include this condition to ensure that if a probe to (u, v) confirms the edge is active, yet not
included in the matching since u was already matched, then v can never be matched at a later point.
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As is standard, we define a randomized probing algorithm as a distribution over
probing algorithms. If A is a randomized probing algorithm, then we evaluate A based
on
E[val(M)],
where expectation is now additionally over the randomness employed by A10. Equiv-
alently, we can view a randomized probing algorithm as specifying a sequence of ran-
domized functions, say (ft)t≥0, which operate in the setting of equation 5.3. These
randomized functions must be statistically independent from the edge states of G11.
5.1.1. A New LP Relaxation. Given a probing algorithm A = ((Yt)t≥1, τ) executing
on G, fix v ∈ V and 1 ≤ i ≤ ℓv. We can define a new stopping time τ
i
v ≥ 1, as
corresponding to the ith smallest 1 ≤ t ≤ τ , such that v ∈ Yt. If no such index exists,
then we set τ iv =∞. We refer to the time τ
i
v as the i
th trial of the online vertex v, and
say that the probing algorithm passes on the trial, provided τ iv =∞.
Using this stopping time, we also define the indicator random variable, denoted X iu,v,
where X iu,v := 1[τ iv<∞,Yτiv=u]
. That is, X iu,v = 1 if and only if there is an i
th edge including
v which gets probed and this edge is equal to (u, v).
We say that the probing algorithm commits v to u at trial i of v, denoted by the
event Ci(u, v), provided v probes u during its i
th trial, the edge (u, v) is active and
the previous trials (involving v) all yielded inactive edges. Similarly, denote C≤i(u, v)
as the event in which v is committed to u during one of its first i trials; that is,
C≤i(u, v) = ∪
i
j=1Cj(u, v). Finally, we say that A commits v to u, denoted by the event
C(u, v), provided C≤ℓv(u, v) occurs.
Lemma 5.3. Suppose we are presented a probing algorithm A = ((Yt)t≥1, τ) which
executes on an arbitrary stochastic graph G = (U, V, E). In this case, if A strongly
respects commitment, then
(1) P[X iu,v = 1 and st(u, v) = 1] = pu,v P[X
i
u,v = 1],
(2) P[C(u, v)] =
∑ℓv
i=1 pu,v P[X
i
u,v = 1].
Moreover, if M is the matching returned by the algorithm, then
E[val(M)] =
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pu,v P[X
i
u,v = 1]. (5.4)
In addition, ∑
v∈V
P[C(u, v)] ≤ 1 (5.5)
for each u ∈ U .
10We can alternatively define the adaptive benchmark on G as the performance of an optimum
randomized probing algorithm which executes on G, though this is equal to OPT(G) (as defined in
terms of deterministic probing algorithms).
11If we don’t impose statistical independence on (ft)t≥0, then the randomized probing algorithm
would inadvertently have access to all the edge states of G.
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Proof. We first observe that if u ∈ U, v ∈ V and 1 ≤ i ≤ ℓv, then
P[X iu,v = 1 and st(u, v) = 1] = pu,v P[X
i
u,v = 1],
as A must probe (u, v) independently of whether or not the edge (u, v) exists.
Now, A strongly respects commitment, so if X iu,v = 1, then the probes involving v
prior to trial i must have yielded inactive edges (see Proposition 5.1). As such, we know
that in trial i of v, v commits to u with probability
P[Ci(u, v)] = pu,v P[X
i
u,v = 1].
Observe now that the events {Ci(u, v)}
ℓv
i=1 are disjoint, as A probes the edge (u, v)
at most once.
Thus,
P[C(u, v)] =
ℓv∑
i=1
pu,v P[X
i
u,v = 1],
for each u ∈ U and v ∈ V .
Let us now consider the matchingM returned byA. Observe that for each (u, v) ∈ E,
since A strongly respects commitment, we know that (u, v) ∈M if and only if C(u, v)
occurs. Thus,
P[(u, v) ∈M] = P[C(u, v)]
As a consequence,
E[val(M)] =
∑
e∈E
weP[e ∈M]
=
∑
u∈U,v∈V
wu,v P[C(u, v)]
=
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pu,v P[X
i
u,v = 1].
Now, we also know that each u ∈ U is matched by at most one v ∈ V in M. Thus,
as A strongly respects commitment,
P[u ∈M] =
∑
v∈V
P[(u, v) ∈M]
=
∑
v∈V
P[C(u, v)]
=
∑
v∈V
ℓv∑
i=1
pu,v P[X
i
u,v = 1],
and so ∑
v∈V
ℓv∑
i=1
pu,v P[X
i
u,v = 1] ≤ 1
for each u ∈ U . This completes the proof of the lemma.

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For each i ≥ 1, denote U (i) as the collection of tuples of length i constructed from
U whose entries are all distinct, and U (0) as the set containing the empty tuple (which
we denote by ∅). Moreover, set U (≤i) := ∪ij=0U
(j). With this notation, we define the
following LP:
maximize
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pu,v x
i
u,v (LP-patience-new)
subject to
∑
v∈V
ℓv∑
i=1
pu,v x
i
u,v ≤ 1 ∀u ∈ U
(5.6)
xiu,v =
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u)
i−1∏
j=1
(1− pu∗j ,v) ∀u ∈ U, v ∈ V, 1 ≤ i ≤ ℓv
(5.7)∑
u∈U :
u/∈u∗
xv(u
∗, u) ≤ xv(u
∗) ∀u∗ ∈ U (i−1), v ∈ V, i = 1, . . . , ℓv
(5.8)
xv(∅) = 1 ∀v ∈ V
(5.9)
xv(u) ≥ 0 ∀v ∈ V,u ∈ U
(≤ℓv)
(5.10)
Let us denote LPOPTnew(G) as the value of an optimum solution to LP-patience-new.
We remark that the variables (xiu,v)u∈U,v∈V,i∈[ℓv] are introduced for clarity, but they are
technically redundant in the LP, so we will always refer to a solution by the values
(xv(u))v∈V,u∈U (≤ℓv) .
Theorem 5.4. LP-patience-new is a relaxation of the adaptive benchmark.
Proof. Let us suppose we are given a probing algorithm A on the instance G which
is optimum and which returns the matching M. We can assume that the probing
algorithm strongly respects commitment by Theorem 5.2.
If we fix v ∈ V , then consider X iu,v for each i = 1, . . . , ℓv and u ∈ U , as defined
previously. For each u∗ ∈ U (i−1) and u ∈ U , u /∈ u∗, define
xv(u
∗, u) = P[X1u∗1,v = 1, . . . , X
i−1
u∗i−1,v
= 1, X iu,v = 1 | ∩
i−1
j=1 {st(u
∗
j , v) = 0}].
Moreover, for each u ∈ U define
xiu,v := P[X
i
u,v = 1].
Observe that since A strongly respects commitment,
xiu,v := P[X
i
u,v = 1]
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=
∑
u
∗∈U (i−1):
u/∈u∗
P[X1u∗1,v = 1, . . . , X
i−1
u∗i−1,v
= 1, X iu,v = 1 | ∩
i−1
j=1 {st(u
∗
j , v) = 0}]
i−1∏
j=1
(1− pu∗j ,v)
:=
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u)
i−1∏
j=1
(1− pu∗j ,v).
We now observe that for v ∈ V ,∑
u∈U
P[X1u,v = 1] = P[∪u∈U{X
1
u,v = 1}] ≤ 1.
In general, for 2 ≤ i ≤ ℓv and u
∗ ∈ U (i−1), if the following event occurs:⊔
u∈U :
u/∈u∗
{X iu,v = 1} ∩
i−1⋂
j=1
{Xju∗j ,v = 1 and st(u
∗
j , v) = 0},
then so does the event
∩i−1j=1{X
j
u∗j ,v
= 1 and st(u∗j , v) = 0}.
Thus, ∑
u∈U :
u/∈u∗
P[{X iu,v = 1} ∩
i−1⋂
j=1
{Xju∗j ,v = 1 and st(u
∗
j , v) = 0}]
is upper bounded by
P[∩i−1j=1{X
j
u∗j ,v
= 1 and st(u∗j , v) = 0}].
Now,∑
u∈U :
u/∈u∗
xv(u
∗, u)
i−1∏
j=1
(1− pu∗j ,v) =
∑
u∈U :
u/∈u∗
P[{X iu,v = 1} ∩
i−1⋂
j=1
{Xju∗j ,v = 1 and st(u
∗
j , v) = 0}],
by definition.
On the other hand, we know that
P[∩i−1j=1{X
1
u∗j ,v
= 1 and st(u∗j , v) = 0}]
is equal to
(1− pu∗i−1,v)P[{Xu∗i−1,v = 1} ∩
i−2⋂
j=1
{X1u∗
j
,v = 1 and st(u
∗
j , v) = 0}].
To see this, observe that st(u∗i−1, v) is independent from the event
{Xu∗i−1,v = 1} ∩
i−2⋂
j=1
{X1u∗j ,v = 1 and st(u
∗
j , v) = 0},
as u∗i−1 6= u
∗
j for j = 1, . . . , i− 2.
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Thus,
P[∩i−1j=1{X
1
u∗j ,v
= 1 and st(u∗j , v) = 0}] = xv(u
∗)
i−1∏
j=1
(1− pu∗j ,v),
after applying the definition of xv(u
∗). As a result, after dividing by
∏i−1
j=1(1−pu∗j ,v),
we get that ∑
u∈U :
u/∈u∗
xv(u
∗, u) ≤ xv(u
∗),
for each v ∈ V , u∗ ∈ U (i−1) and 2 ≤ i ≤ ℓv.
The remaining constraints of LP-patience-new can be seen to hold by applying
Lemma 5.3 to the values (xiu,v)
ℓv
i=1 for each u ∈ U and v ∈ V .
As a result, the solution (xv(u))v∈V,u∈U (≤ℓv) satisfies all the constraints of LP-patience-new.
We know however that
E[val(M)] =
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pu,v x
i
u,v,
by Lemma 5.3. Thus, since A is optimum, we have that
OPT(G) ≤ LPOPTnew(G),
therefore completing the proof.

We now consider some additional inequalities which a feasible solution to LP-patience-new
satisfies.
Lemma 5.5. Suppose (xv(u))v∈V,u∈U (≤ℓv) is a solution to LP-patience-new. In this
case, for each v ∈ V and i = 1, . . . , ℓv,∑
u∈U (i)
xv(u) ≤ 1. (5.11)
Moreover, for each u ∈ U ,
ℓv∑
j=1
∑
u
∗∈U (j−1):
u/∈u∗
xv(u
∗, u) ≤ 1. (5.12)
Proof. Let us fix v ∈ V and consider equation 5.11. We first observe that if i = 1, then∑
u∈U
xv(u) ≤ xv(∅) = 1
by constraints 5.8 and 5.9 of LP-patience-new.
Let us now consider equation 5.11 for 2 ≤ i ≤ ℓv, and assume that it holds for i− 1.
We first observe that
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∑
u∈U (i)
xv(u) =
∑
u
∗∈U (i−1)
∑
u∈U :
u/∈u∗
xv(u
∗, u)
≤
∑
u
∗∈U (i−1)
xv(u
∗),
by constraint 5.8.
Thus, combined with the induction hypothesis, we get that∑
u∈U (i)
xv(u) ≤ 1.
for each 1 ≤ i ≤ ℓv.
It remains to show that equation 5.12 holds. Let us now fix u ∈ U . Instead of
showing directly that this inequality holds, we will show inductively that a stronger
inequality holds. Namely, for each 2 ≤ i ≤ ℓv, we have that
i∑
j=1
∑
u
∗∈U (j−1):
u/∈u∗
xv(u
∗, u) +
∑
u∈U (i):
u/∈u
xv(u) ≤ 1. (5.13)
First observe that if i = 2, then this corresponds to showing that
xv(u) +
∑
u1∈U\{u}
xv(u1, u) +
∑
(u1,u2)∈U (2):
u/∈(u1,u2)
xv(u1, u2) ≤ 1.
Observe however that∑
u1∈U\{u}
xv(u1, u) +
∑
(u1,u2)∈U (2):
u/∈(u1,u2)
xv(u1, u2) =
∑
u1∈U\{u}
∑
u2∈U\{u1}
xv(u1, u2).
Now, for each u1 ∈ U \ {u}, ∑
u2∈U\{u1}
xv(u1, u2) ≤ xv(u1)
as a consequence of constraint 5.8.
As a result, ∑
u1∈U\{u}
∑
u2∈U\{u1}
xv(u1, u2) ≤
∑
u1∈U\{u}
xv(u1).
Thus,
xv(u) +
∑
u1∈U\{u1}
xv(u1, u) +
∑
(u1,u2)∈U (2):
u/∈(u1,u2)
xv(u1, u2) ≤ xv(u) +
∑
u1∈U\{u}
xv(u1)
=
∑
u1∈U
xv(u1)
≤ 1,
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where the last inequality follows from equation 5.11.
In general, if we fix 2 ≤ i ≤ ℓv, then the same above argument ensures that∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u) +
∑
u∈U (i):
u/∈u
xv(u) =
∑
u
∗∈U (i−1):
u/∈u∗
∑
ui∈U :
ui /∈u
∗
xv(u
∗, ui)
≤
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗).
As a result, we can upper bound
i−1∑
j=1
∑
u
∗∈U (j−1):
u/∈u∗
xv(u
∗, u) +
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u) +
∑
u∈U (i)
xv(u)
by
i−1∑
j=1
∑
u
∗∈U (j−1):
u/∈u∗
xv(u
∗, u) +
∑
u∈U (i−1)
xv(u),
the latter of which is no larger than 1 by the induction hypothesis. It follows that
equation 5.13 holds for each 2 ≤ i ≤ ℓv.
In order to finish the argument and prove equation 5.12, observe that
ℓv∑
j=1
∑
u
∗∈U (j−1):
u/∈u∗
xv(u
∗, u) ≤
ℓv∑
j=1
∑
u
∗∈U (j−1):
u/∈u∗
xv(u
∗, u) +
∑
u∈U (ℓv):
u/∈u
xv(u).
Now, the latter expression is equal to equation 5.13 for the case in which i = ℓv. As
the preceding argument ensures that this is upper bounded by 1, we get that
ℓv∑
j=1
∑
u
∗∈U (j−1):
u/∈u∗
xv(u
∗, u) ≤ 1,
thus completing the proof.

Finally, we observe that our LP is no worse a relaxation of the adaptive benchmark
than LP-DP and LP-patience-old. We defer the proof to the Appendix C, as this claim
is not needed for any of the results in the subsequent sections.
Proposition 5.6. For any stochastic graph G, we have that
LPOPTnew(G) ≤ LPOPTDP (G) ≤ LPOPTold(G). (5.14)
Moreover, the LPs are equivalent, provided G has unit patience.
Let us now consider the special case in which the edge probabilities (pu,v)v∈V,u∈U of
G = (U, V, E) are online vertex uniform. That is, for each v ∈ V , there exists 0 < pv ≤ 1
such that pu,v ∈ {0, pv} for each u ∈ U .
In this setting, we have the following LP:
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maximize
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pu,v x
i
u,v (LP-uniform)
subject to
∑
v∈V
ℓv∑
i=1
pu,v x
i
u,v ≤ 1 ∀u ∈ U (5.15)∑
u∈U
xiu,v ≤ (1− pv)
i−1 ∀v ∈ V, i = 1, . . . , ℓv (5.16)
ℓv∑
i=1
xiu,v
(1− pv)i−1
≤ 1 ∀v ∈ V, u ∈ U (5.17)
xiu,v ≥ 0 ∀u ∈ U, v ∈ V, i = 1, . . . , ℓv (5.18)
We denote LPOPTuni(G) as the value of an optimum solution to this LP. Observe
the following relation between LP-patience-new and LP-uniform:
Lemma 5.7. If G is a stochastic graph whose edges probabilities are vertex uniform,
then
LPOPTnew(G) ≤ LPOPTuni(G).
Proof. Suppose that we are presented a solution (xv(u))v∈V,u∈U (≤ℓv) to LP-patience-new
which is optimum. Observe that without loss of generality, we can assume that for each
v ∈ V and u ∈ U (≤ℓv), xv(u) = 0, provided puj ,v = 0 for some coordinate uj of u.
Observe now that for each u ∈ U, v ∈ V and i = 1, . . . , ℓv, we are additionally given
a variable xiu,v, such that
xiu,v =
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u)
i−1∏
j=1
(1− pu∗j , v)).
Observe that since we work in the setting of vertex uniform edge probabilities, this
relation simplifies to
xiu,v =
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u) (1− pv)
i−1, (5.19)
as xv(u
∗, u) = 0, provided puj ,v = 0 for some coordinate uj of u.
Now,
LPOPTnew(G) =
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pv x
i
u,v,
as (xv(u))v∈V,u∈U (≤ℓv) is an optimum solution to LP-patience-new by assumption. As
a result, if we can show that the solution (xiu,v)u∈U,v∈,i∈[ℓv] to LP-uniform is feasible,
then this will imply that
LPOPTnew(G) =
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pv x
i
u,v ≤ LPOPTuni(G),
BIPARTITE STOCHASTIC MATCHING: ONLINE, RANDOM ORDER, AND I.I.D. MODELS 37
thus completing the proof.
Let us now consider constraint 5.16 for v ∈ V and 1 ≤ i ≤ ℓv. We first observe that
the constraints of LP-patience-new ensure that∑
u∈U
xv(u
∗, u) ≤ xv(u
∗),
and so ∑
u
∗∈U (i−1)
∑
u∈U :
u/∈u∗
xv(u
∗, u) ≤
∑
u
∗∈U (i−1)
xv(u
∗).
Thus, ∑
u∈U
xiu,v = (1− pv)
i−1
∑
u∈U
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u)
= (1− pv)
i−1
∑
u
∗∈U (i−1)
∑
u∈U :
u/∈u∗
xv(u
∗, u)
≤ (1− pv)
i−1
∑
u
∗∈U (i−1)
xv(u
∗)
Now, since
∑
u
∗∈U (i−1) xv(u
∗) ≤ 1 by Lemma 5.5, it follows that∑
u∈U
xiu,v ≤ (1− pv)
i−1,
so constraint 5.16 holds.
It remains to show that for each edge (u, v) ∈ E,
ℓv−1∑
i=1
xiu,v
(1− pv)i−1
≤ 1.
We know however that for each i = 1, . . . , ℓv,
xiu,v =
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u) (1− pv)
i−1.
The desired equation thus follows immediately from Lemma 5.5, and so the proof is
complete.

Theorem 5.8. LP-uniform is a relaxation of the adaptive benchmark for stochastic
graphs of vertex uniform edge probabilities.
Proof. Let G be a stochastic graph whose edge probabilities are vertex uniform. Observe
that because of Theorem 5.4, we know that
OPT(G) ≤ LPOPTnew(G).
On the other hand, Lemma 5.7 ensures that
LPOPTnew(G) ≤ LPOPTuni(G),
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so OPT(G) ≤ LPOPTuni(G), and so the proof is complete.

We observe the following relation between the relevant LPs, though we once again
defer the proof to Appendix C
Proposition 5.9. For any stochastic graph G with vertex uniform edge probabilities,
we have that
LPOPTuni(G) ≤ LPOPTDP (G) ≤ LPOPTold(G). (5.20)
Moreover, the LPs are equivalent, provided G has unit patience.
5.2. Algorithmic Preliminaries. In this section, we develop techniques for designing
probing algorithms which we then use throughout all the subsequent sections. Specifi-
cally, we devise a subroutine known as VertexProbe which randomly rounds a subset
of the fractional values associated with a solution to LP-patience-new for the stochastic
graph G. These rounded values are associated to a fixed online vertex s of the stochastic
graph G, and are then used by VertexProbe to determine the ℓs probes of s.
In the setting in which G has uniform vertex probabilities, we design an alternative
subroutine, called UniformVertexProbe, which applies the dependent rounding
algorithm of [18] to a subset of the fractional values of a solution to LP-uniform for G.
Once again, these rounded values allow us to decide upon the ℓs probes of the fixed
vertex s of G.
In both settings, we relate the expected value of the match made by the subroutines
to the corresponding values of their respective LP solutions.
5.2.1. General LP Rounding Algorithm. Let us suppose G = (U, V, E) is an arbitrary
stochastic graph, and we fix a vertex s ∈ V which has patience ℓs. For each i = 0, . . . , ℓs
and u ∈ U (i), let us assume we are presented a value xs(u) ≥ 0, where xs(∅) = 1.
Moreover, let us assume that the collection of these values, (xs(u))u∈U (≤ℓs), satisfy
constraint 5.8 of LP-patience-new. For the most part, we consider probing algorithms
which derive these values from feasible solutions to LP-patience-new, but in Section 8
we must make a small modification to this LP in order to handle the known i.i.d. case.
Observe now that for each i = 1, . . . , ℓv and u
∗ ∈ U (i−1), we have that∑
u∈U :
u/∈u∗
xs(u
∗, u)
xs(u∗)
≤ 1, (5.21)
as a result of equation 5.8 (recall that xv(∅) := 1). We thus define
ys(u
∗) := 1−
∑
u∈U :
u/∈u∗
xs(u
∗, u)
xs(u∗)
, (5.22)
which we observe has the property that 0 ≤ ys(u
∗) ≤ 1 for each i = 1, . . . , ℓv and
u
∗ ∈ U (i−1) by equation 5.21.
With these observations, we now design a randomized rounding algorithm which
inputs the values (xs(u))u∈U (≤ℓs). The algorithm uses these values to return a collection
of {0, 1} random values, (X˜ju,s)u∈U,j∈[ℓs], such that P[X˜
j
u,s] = x
j
u,s (where x
j
u,s is defined
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as in LP-patience-new). In this way, we may interpret the algorithm as rounding
each fractional value, xiu,s, to an integer {0, 1}, which shall later be used to indicate
whether or not to probe the edge (u, s) in the ith trial of s. We emphasize that while the
(xs(u))u∈U (≤ℓs) values of course depend on the stochastic graph G, the random variables
(X˜ju,s)u∈U,j∈[ℓs] are statistically independent from the states of the edges of G.
Algorithm 4 VertexRound
Input G = (U, V, E), a stochastic graph, with edge probabilities (pe)e∈E, weights
(we)e∈E, and patience parameters (ℓv)v∈V .
Input s, a fixed vertex of V .
Input (xs(u))u∈U (≤ℓs), a collection of values satisfying constraint 5.8 of
LP-patience-new for G.
1: u∗ ← ∅ ⊲ Here ∅ denotes the empty tuple
2: Set X˜ iu,s = 0 for each u ∈ U and i = 1, . . . , ℓs
3: for i = 1, . . . , ℓs do
4: Exit the “for loop” with probability ys(u
∗). ⊲ See equation 5.22
5: Draw u ∈ U with probability xs(u
∗, u)/(xs(u
∗) (1− ys(u
∗))). ⊲ See equation
5.21
6: Set X˜ iu,s = 1
7: u∗ ← (u∗, u).
8: end for
9: Return (X˜1u,s, . . . , X˜
ls
u,s)u∈U .
Lemma 5.10. The random variables (X˜ku,s)u∈U,k∈[ℓs] output by Algorithm 4 are {0, 1}
valued and satisfy
P[X˜1u1,s = 1, . . . , X˜
i
ui,s
= 1] = xs(u),
for each 1 ≤ i ≤ ℓs and u ∈ U
(i). Moreover, the following events occur deterministi-
cally:
For each u ∈ U ,
ℓs∑
j=1
X˜ju,s ≤ 1, (5.23)
and for each i = 1, . . . , ℓs ∑
u∈U
X˜ iu,s ≤ 1. (5.24)
Proof. We first observe that the random variables (X˜ku,s)u∈U,k∈[ℓs] are {0, 1} valued and
satisfy the equations 5.23 and 5.24 by definition of the algorithm.
Let us now fix i = 1. Observe then that for each u ∈ U ,
P[X˜1u,s = 1] = (1− yv(∅))
xv(u)
1− yv(∅)
= xv(u),
as the algorithm passes on rounding with probability yv(∅), and then draws u ∈ U
with probability xv(u)/(1− yv(∅)) (provided a pass does not occur).
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In general, let us fix 2 ≤ i ≤ ℓs and assume that for each u
∗ ∈ U (i−1),
P[∩i−1j=1{X˜u∗j ,s = 1}] = xv(u
∗).
If we now fix u∗ ∈ U (i−1) and take u ∈ U \ u∗, then observe that
P[{X iu,s = 1} ∩
i−1⋂
j=1
{X˜u∗j ,s = 1}] = P[X˜
i
u,s = 1 | ∩
i−1
j=1 {X˜u∗j ,s = 1}] · P[∩
i−1
j=1{X˜u∗j ,s = 1}]
= P[X˜ iu,s = 1 | ∩
i−1
j=1 {X˜u∗j ,s = 1}] xs(u
∗),
where the last line follows from applying the inductive hypothesis.
We know however that
P[X˜ iu,s = 1 | ∩
i−1
j=1 {X˜u∗j ,s = 1}] = (1− ys(u
∗))
xs(u
∗, u)
xs(u∗) (1− ys(u∗))
=
xs(u
∗, u)
xs(u∗)
.
This is because once we condition on the event ∩i−1j=1{X˜u∗j ,s = 1}, we know that the
algorithm passes on rounding with probability 1 − ys(u
∗), and then draws u ∈ U \ u∗
with probability xs(u
∗, u)/(xs(u
∗) (1− ys(u
∗))) (provided a pass does not occur).
As such, we have that for each 1 ≤ i ≤ ℓv,
P[{X˜ iu,s = 1} ∩
i−1⋂
j=1
{X˜u∗j ,s = 1}] = P[X˜
i
u,s = 1 | ∩
i−1
j=1 {X˜u∗j ,s = 1}] xv(u
∗) = xs(u
∗, u),
for each u∗ ∈ U (i) and u ∈ U \ u∗. This completes the proof.

Using this rounding procedure, we derive a fixed vertex probing algorithm:
Algorithm 5 VertexProbe
Input G = (U, V, E), an arbitrary stochastic graph.
Input s, a fixed vertex of V .
Input (xs(u))u∈U (≤ℓs), a collection of values satisfying constraint 5.8 of
LP-patience-new for G.
1: Compute the random variables, (X˜ku,s)u∈U,k∈[ℓs], using Algorithm 4. ⊲ See Lemma
5.10
2: for i = 1, . . . , ℓs do
3: if X˜ iu,s = 0 for all u ∈ U then
4: Return ∅.
5: else
6: for each u ∈ U do
7: if X˜ iu,s = 1 and (u, s) is active then Return (u, s).
8: end if
9: end for
10: end if
11: end for
12: Return ∅.
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We now consider some essential properties of Algorithm 5.
Lemma 5.11. Suppose Algorithm 5 is passed a stochastic graph G = (U, V, E) with
arbitrary patience, edge weights and edge probabilities; together with a collection of
non-negative values, (xs(u))u∈U (≤ℓs) satisfying constraint 5.8 of LP-patience-new, and
for which xs(∅) = 1. In this case, if
xiu,s :=
∑
u
∗∈U (i−1):
u/∈u∗
xs(u
∗, u)
i−1∏
j=1
(1− pu∗j ,s),
then the algorithm makes at most ℓs probes to U , and probes each edge at most once.
Additionally,
P[Ci(u, s)] = pu,s x
i
u,s. (5.25)
for each u ∈ U and 1 ≤ i ≤ ℓs.
Proof. We first observe that the first two properties regarding the probes of s follow
immediately from Lemma 5.10.
Let us now fix u ∈ U and i = 1. Observe now that C1(u, s) occurs if and only if
X˜1u,s = 1 and (u, s) is active. Thus,
P[C1(u, v)] = pu,s xs(u),
after an application of Lemma 5.10, combined with the observation that Algorithm
4 executes independently of the states of the edges of G.
In general, if 2 ≤ i ≤ ℓs, then Ci(u, s) occurs if and only if there exists some u
∗ ∈
U (i−1) such that
{X˜ iu,s = 1} ∩ {st(u, s) = 1} ∩
i−1⋂
j=1
{X˜u∗j ,s = 1} ∩ {st(u
∗
j , s) = 0},
where u /∈ u∗.
We know however that for each u∗ ∈ U (i−1) with u /∈ u∗, we have that
P[{X˜ iu,s = 1} ∩ {st(u, s) = 1} ∩
i−1⋂
j=1
{X˜u∗j ,s = 1} ∩ {st(u
∗
j , s) = 0}],
is equal to
P[{X˜ iu,s = 1} ∩
i−1⋂
j=1
{X˜u∗j ,s = 1}]P[{st(u, s) = 1} ∩
i−1⋂
j=1
{st(u∗j , s) = 0}],
as the execution of Algorithm 4 is independent from the states of the edges of G.
Moreover,
P[{st(u, s) = 1} ∩
i−1⋂
j=1
{st(u∗j , s) = 0}] = pu,s
i−1∏
j=1
(1− pu∗j ,s),
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and
P[{X˜ iu,s = 1} ∩
i−1⋂
j=1
{X˜u∗j ,s = 1}] = xs(u
∗, u),
where the latter equality follows from Lemma 5.10. Thus,
P[Ci(u, s)] =
∑
u
∗∈U (i−1):
u/∈u∗
P[{X˜ iu,s = u} ∩ {st(u, s) = 1} ∩
i−1⋂
j=1
{X˜u∗j ,s = 1} ∩ {st(u
∗
j , s) = 0}]
= pu,s
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u)
i−1∏
j=1
(1− pu∗j ,s)
, = pu,s x
i
u,s
for each u ∈ U and i = 1, . . . , ℓs, thereby completing the proof.

Since Algorithm 5 probes each edge of G at most once, we get the following corollary:
Corollary 5.12. If xu,s :=
∑ℓs
j=1 x
j
u,s, then
P[C(u, s)] =
ℓs∑
j=1
pu,s x
j
u,s = pu,s xu,s,
for each u ∈ U .
5.2.2. Uniform LP Rounding Algorithm. While one can always find an optimum so-
lution to LP-patience-new, if maxv∈V ℓv is not a constant independent of |U | in the
stochastic graph G = (U, V, E) then LP-patience-new is super-polynomial in size of
G. As such, it is unclear whether one can find an optimum solution to this LP in
polynomial time.
While this does not affect the validity of the probing algorithms we consider in terms
of their competitive ratio, we still wish to identify settings in which these probing
algorithms can be implemented efficiently. We therefore consider an alternative probing
algorithm which can be used in place of Algorithm 5, provided one is passed a stochastic
graph with uniform vertex probabilities.
Let us now consider a stochastic graph G = (U, V, E) with uniform vertex probabili-
ties. It will be convenient to denote E> as corresponding to the edges (u, v) ∈ U × V ,
such that pu,v 6= 0, and N
>(v) as corresponding to the vertices of U for which pu,v 6= 0.
Fix a vertex s ∈ V , and consider the values (xku,s)u∈U,k∈[ℓs]. We assume that all of
these values are non-negative, and (xku,s)u∈U,k∈[ℓs] satisfy constraints 5.16 and 5.17 of
LP-uniform.
Under these assumptions, we have that∑
u∈U
xiu,s
(1− ps)i−1
≤ 1 (5.26)
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for each i = 1, . . . , ℓs, and
ℓv∑
j=1
xju,s
(1− ps)j−1
≤ 1 (5.27)
for each u ∈ U .
By using the dependent rounding algorithm of Gandhi et al. [18], hereby denoted
GKSP, these constraints allow us to prove the following theorem.
Theorem 5.13. There exists an efficient randomized algorithm which inputs
(xku,s)u∈U,k∈[ℓs]
and returns {0, 1} valued random variables, denoted (X˜ku,s)u∈U,k∈[ℓs], such that
P[X˜ iu,s = 1] =
xiu,s
(1− ps)i−1
(5.28)
for each u ∈ U and i = 1, . . . , ℓv. Moreover, the following events occur deterministi-
cally:
For each u ∈ U
ℓs∑
j=1
X˜ju,s ≤ 1, (5.29)
and for each i = 1, . . . , ℓv, ∑
u∈U
X˜ iu,s ≤ 1. (5.30)
Proof. In order to prove this theorem, we first construct an auxiliary weighted bipartite
graph, which we denote by H . The bipartite graph H has the same left partite set
U as G, together with a newly constructed right partite set of size ℓs, denoted [ℓs] :=
{1, . . . , ℓs}. Vertex i of the right partite set then corresponds to the i
th trial of the fixed
vertex s in the following way:
For each u ∈ U and i = 1, . . . , ℓs, define x˜
i
u,s :=
xiu,s
(1− ps)i−1
.
We can therefore interpret H = (U,R,E) as having non-negative edge weights,
(x˜iu,s)u∈U,1≤i≤ℓs, such that:
(1)
∑
u∈U x˜
i
u,s ≤ 1 for each 1 ≤ i ≤ ℓs,
(2)
∑ℓs
i=1 x˜
i
u,s ≤ 1 for each u ∈ U ,
by equations 5.26 and 5.27. Alternatively, we can interpret (x˜iu,s)u∈U,1≤i≤ℓs as cor-
responding to a feasible fractional matching. We can now apply the GKSP algorithm
to the input H , which randomly rounds the the fractional values (x˜ku,s)u∈U,k∈[ℓs], and
outputs {0, 1} values (X˜ku,s)u∈U,k∈[ℓs] for which the desired properties are satisfied.

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Below we define a probing algorithm similar to Algorithm 5, yet specialized for a fixed
vertex of a stochastic graph whose edge probabilities are vertex uniform. We make the
additional assumption that the values (xku,s)u∈U,k∈[ℓs] are supported on N
>(s). That is,
for each u ∈ U and j = 1, . . . , ℓs, if pu,s = 0, then x
j
u,s = 0.
Algorithm 6 UniformVertexProbe
Input G = (U, V, E), a stochastic graph, with uniform vertex probabilities (pv)v∈V ,
weights
(we)e∈E, and patience parameters (ℓv)v∈V of V .
Input s, a fixed vertex of V .
Input (xku,s)u∈U,k∈[ℓs], a collection of non-negative values which are supported on
N>(s), and which satisfy constraints 5.16 and 5.17 of LP-uniform for G.
1: Compute the random variables, (X˜ku,s)u∈U,k∈[ℓs], using the GKSP algorithm. ⊲ See
Theorem 5.13
2: For each i = 1, . . . , ℓs, draw Zi ∼ Ber(ps) independently.
3: for i = 1, . . . , ℓs do
4: if X˜ iu,s = 0 for all u ∈ U then
5: if Zi = 1 then
6: Return ∅.
7: end if
8: else
9: for each u ∈ U do
10: if X˜ iu,s = 1 and (u, s) is active then
11: Return (u, s).
12: end if
13: end for
14: end if
15: end for
16: Return ∅.
Lemma 5.14. Suppose Algorithm 6 is passed a stochastic graph G = (U, V, E) with
arbitrary patience, edge weights and vertex uniform edge probabilities. Assume it is
also passed a collection of non-negative values, say (xiu,s)u∈U,i∈[ℓs], which are supported
on N>(s).
If we also assume that these values satisfy constraints 5.16 and 5.17 of LP-uniform,
then the algorithm makes at most ℓs probes, all the probes are within N
>(s), and each
edge is probed at most once.
Additionally,
P[Ci(u, s)] = ps x
i
u,s. (5.31)
for each u ∈ N>(s) and 1 ≤ i ≤ ℓs.
Proof. Observe that the first three properties regarding the probes of N>(s) follow as
a consequence of Theorem 5.13. In particular, edges which do not have an endpoint in
N>(s) will never be probed.
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Let us now focus on showing that for each 1 ≤ i ≤ ℓs and u ∈ N
>(s),
P[Ci(u, s)] = ps x
i
u,s.
Firstly, if i = 1, then the statement immediately follows by once again applying
Theorem 5.13. As such, let us fix 2 ≤ i ≤ ℓs.
In order to prove this equation, fix 1 ≤ j < i and define the random variable Qj ,
where
Qj :=
∑
u∗∈U
st(u∗, s) 1[X˜j
u∗,s
=1] + Zj 1[∩u∗∈U{X˜ju∗,s=0}]
.
Observe that by Theorem 5.13, there is at most one u∗ ∈ N>(s) for which X˜ju∗,s = 1,
so we know that Qj is distributed as a Bernoulli. Specifically, Qj ∼ Ber(ps), as both
st(u∗, s) ∼ Ber(ps) for each u
∗ ∈ U , and Zj ∼ Ber(ps) by definition. We observe that
Qj is an indicator random variable for the event in which Algorithm 6 ceases execution
in the ith iteration of its “for loop”.
If we return to the event Ci(u, s), then observe that this occurs if and only if X˜
i
u,s = 1,
(u, v) is active, and Algorithm 6 continues until the ith iteration of its “for loop”.
Observe however that this is equivalent to the following event:
{st(u, v) = 1} ∩ {X˜ iu,s = 1} ∩
i−1⋂
j=1
{X˜ju,s = 0} ∩ {Qj = 0}. (5.32)
In order to explicitly evaluate the probability of equation 5.32, it will be convenient
to first condition on the values of the random variables, (X˜ku∗,s)u∗∈U,k∈[ℓs].
In this case, we first observe that
P[{st(u, s) = 1} ∩ {X˜ iu,s = u} ∩
i−1⋂
j=1
{X˜ju,s = 0} ∩ {Qj = 0} | (X˜
k
u∗,s)u∗∈U,k∈[ℓs]],
is equal to
P[{st(u, s) = 1} ∩
i−1⋂
j=1
{Qj = 0} | (X˜
k
u∗,s)u∗∈U,k∈[ℓs]]1[X˜iu,s=1] 1[∩i−1j=1{X˜
j
u,s=0}]
.
Observe now that once we condition on (X˜ku∗,s)u∗∈U,k∈[ℓs], the following observation
holds: if X˜ju,s = 0 for each j = 1, . . . , i − 1, then the random variables {Qj}
i−1
j=1 are
independent from the state of (u, s).
As a result, we have that
P[{st(u, s) = 1} ∩
i−1⋂
j=1
{Qj = 0} | (X˜
k
u∗,s)u∗∈U,k∈[ℓs]] 1[∩i−1j=1{X˜
j
u,s=0}]
is equal to
P[st(u, s) = 1 | (X˜ku∗,s)u∗∈U,k∈[ℓs]] · P[∩
i−1
j=1{Qj = 0} | (X˜
k
u∗,s)u∗∈U,k∈[ℓs]] 1[∩i−1j=1{X˜
j
u,s=0}]
.
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Moreover,
P[st(u, s) = 1 | (X˜ku∗,s)u∗∈U,k∈[ℓs]] = ps,
as the random variables (X˜ju∗,s)u∗∈U,j∈[ℓs] returned by the GKSP algorithm (Theorem
5.13) are independent from the state of (u, v).
We also observe that once we condition on (X˜ku∗,s)u∗∈U,k∈[ℓs], the random variables
(Qj)
i−1
j=1 depend on the states of distinct edges with endpoints in N
>(s) (and indepen-
dent (Zj)
i−1
j=1 values), and thus are distributed as independent Bernoulli’s of parameter
ps. As such,
P[∩i−1j=1{Qj = 0} | (X˜
k
u∗,s)u∗∈U,k∈[ℓs]] =
i−1∏
j=1
P[Qj = 0] = (1− ps)
i−1.
As a result, we combine the above equations to get that
P[Ci(u, s) | (X˜
k
u∗,s)u∗∈U,k∈[ℓs]] = ps (1− ps)
i−1 1[X˜iu,s=1]
1[∩i−1j=1{X˜
j
u,s=0}]
.
On the other hand, by Theorem 5.13, if X˜ iu,s = 1 then ∩
i−1
j=1{X˜
j
u,s = 0}, so the latter
term is redundant. It follows that
P[Ci(u, s) | (X˜
k
u∗,s)u∗∈U,k∈[ℓs]] = ps (1− ps)
i−1 1[X˜iu,s=1]
.
Observe now that by the law of iterated expectations
P[Ci(u, s)] = E[P[Ci(u, s) | (X˜
k
u∗,s)u∗∈U,k∈[ℓs]] ]
= E[ps (1− ps)
i−1 1[X˜iu,s=1]
]
= ps (1− ps)
i−1
P[X˜ iu,s = 1].
Thus, since P[X˜ iu,s = 1] = x
i
u,s/(1− ps)
i−1 by Theorem 5.13, we get that
P[Ci(u, s)] = ps (1− ps)
i−1
P[X˜ iu,s = 1] = ps x
i
u,s.
As this holds for each u ∈ N>(s) and i = 1, . . . , ℓs, the proof is complete.

As each edge of N>(s) is probed at most once, we can again conclude the following
corollary:
Corollary 5.15. If xu,s :=
∑ℓs
j=1 x
j
u,s, then
P[C(u, s)] =
ℓs∑
j=1
ps x
j
u,s = ps xu,s,
for each u ∈ N>(s).
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5.2.3. Reviewing the Problem of Efficiency. In the subsequent sections, all our online
probing algorithms are implemented using the more general subroutine, VertexProbe
(Algorithm 5), opposed to UniformVertexProbe (Algorithm 6). This is done to
make the sections more concise, as proving the competitiveness of probing algorithms
technically does not depend on their efficiency.
If the graph G does have vertex uniform edge probabilities, then we can adjust the al-
gorithms of Sections 6, 7 and 8 by describing them in terms of theUniformVertexProbe
subroutine (Algorithm 6). The analysis then depends on the linear constraints of
LP-uniform, opposed to the analogous constraints of LP-patience-new12. Moreover,
one must apply Lemma 5.14 and Corollary 5.15 instead of Lemma 5.11 and Corollary
5.12.
Technically, there is a single LP relaxation which we can use for all the probing
algorithms we consider (except those of Section 4 where our results are proven against
LP-DP). We discuss this single unified LP-mixed in Appendix A and how it allows us
to extend the class of stochastic graph inputs we can process efficiently.
6. Online Stochastic Metching in the ROM Model: The Edge
Weighted Case
In this section, we once again consider the unknown stochastic matching problem,
this time in the setting of arbitrary edge weights. Specifically, we employ the LP based
techniques of the previous section to design a randomized probing algorithm which
generalizes the approach of Kesselheim et al. [24]. As in [24], we make the added
assumption that the number of vertex arrivals is known to the online probing algorithm
ahead of time. We are then able to prove a best possible asymptotic competitive ratio
of 1/e, though unlike the work of Kesselheim et al. [24], our online algorithm requires
randomization.
6.1. Defining the Probing Algorithm. Let us suppose that G = (U, V, E) is a
stochastic graph with arbitrary edge weights, probabilities and patience values. We
assume that n := |V |, and that the online nodes of V are denoted v1, . . . , vn, where the
order is generated uniformly at random.
SinceG is unknown to us in the current setting, we cannot directly solve LP-patience-new
to define a probing algorithm. As such, we must adjust which LP we attempt to solve.
Let us suppose that S is a non-empty subset of the nodes of V . We can then define
G[S] as the induced stochastic graph of G on S. This is constructed by taking the
induced graph of G on the partite sets U and S, and restricting the edge weights and
probabilities to (pu,s)u∈U,s∈S and (wu,s)u∈U,s∈S respectively, as well as the patience values
to (ℓs)s∈S.
From now on, denote Vt as the set of first t arrivals of V ; that is, Vt := {v1, . . . , vt}.
Moreover, set Gt := G[Vt], and LPOPTnew(Gt) as the value of an optimum solution
to LP-patience-new (this is a random variable, as Vt is a random subset of V ). The
following relation then holds:
12We must use slightly different LPs when accounting for non-integral arrival rates in the stochastic
known i.i.d. setting
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Lemma 6.1. For each t ≥ 1,
E[LPOPTnew(Gt)] ≥
t
n
LPOPTnew(G).
In light of this observation, we design an online probing algorithm which makes use
of Vt, the currently known nodes, to derive an optimum LP solution with respect to Gt.
As such, each time an online node arrives, we must compute an optimum solution for
the LP associated to Gt, distinct from the solution computed for that of Gt−1.
Algorithm 7 ROM edge weights algorithm
Input U , n := |V |, and 0 ≤ α ≤ 1.
1: Set M← ∅.
2: Set G0 = (U, ∅, ∅)
3: for t = 1, . . . , |V | do
4: Input vt, with (wu,vt)u∈U , (pu,vt)u∈U and ℓvt .
5: Compute Gt, by updating Gt−1 to contain vt and its edges into U , as well its
edge weights, probabilities and patience.
6: if t < |V |α then
7: Pass on vt.
8: else
9: Solve LP-patience-new for Gt and find an optimum solution.
10: Encode this (new) optimum solution as (xv(u))v∈Vt,u∈U (≤ℓv) .
11: Process vt, and set (ut, vt)← VertexProbe(Gt, (xvt(u))u∈U (≤ℓvt ), vt).
12: if (ut, vt) 6= ∅ and ut is unmatched then
13: Set M(vt) = ut.
14: end if
15: end if
16: end for
17: Return M.
Theorem 6.2. Algorithm 7 achieves an asymptotic competitive ratio13 of 1/e when α
is set to 1/e.
Proof. Observe that by definition, Algorithm 7 does not probe any of the neighbours
of vt for 1 ≤ t ≤ αn − 1. As such, these online vertices do not contribute to the
matching returned by the algorithm, and so we hereby fix t and assume that t ≥ αn.
We emphasize that the value of xv(u) corresponds to this fixed value of t, for each
v ∈ Vt and u ∈ U
(≤ℓv).
Let us now define et := (ut, vt), where ut is the vertex u ∈ U which vt commits to
(recall that (ut, vt) = ∅ if vt remains uncommitted after its probes). We now define the
random variable
val(et) := wet1[et 6=∅],
13The asymptotic competitive ratio for an online probing algorithm A in the ROM setting is defined
as lim infOPT(G)→∞
val(A(G))
OPT(G) .
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which indicates the weight of the edge vt commits to (which is zero, provided vt
remains uncommitted).
For each u ∈ U , denote C(u, vt) as the event in which vt commits to u (in one of its
ℓvt trials). Let us now condition on the random subset Vt, as well as the random vertex
vt. In this case,
E[val(et) | Vt, vt] =
∑
u∈U
wu,vt P[C(u, vt) | Vt, vt].
Observe however that once we condition on Vt and vt, Algorithm 7 corresponds to
executing VertexProbe on the instance (Gt, (xvt(u))u∈U (≤ℓvt ), vt). Thus, Corollary
5.12 implies that
P[C(u, vt) | Vt, vt] = pu,vt xu,vt ,
where xu,vt :=
∑ℓvt
i=1 x
i
u,vt , and x
i
u,vt is defined as in LP-patience-new, based on the
relevant values of (xv(u))v∈Vt,u∈U (ℓv). As such,
E[val(et) | Vt, vt] =
∑
u∈U
wu,vt pu,vt xu,vt .
On the other hand, if we condition on solely Vt, then vt remains distributed uniformly
at random amongst the vertices of Vt. Moreover, once we condition on Vt, the graph Gt
is determined, and thus so are the values (xv(u))v∈Vt,u∈U (ℓv) of LP-patience-new. These
observations together imply that
E[wu,vt pu,vt xu,vt | Vt] =
∑
v∈Vt
wu,v pu,v xu,v
t
(6.1)
for each u ∈ U and αn ≤ t ≤ n.
If we now take expectation over vt, then using the law of iterated expectations,
E[val(et) | Vt] = E[E[val(et) | Vt, vt] | Vt]
= E
[∑
u∈U
wu,vt pu,vt xu,vt | Vt
]
=
∑
u∈U
E[wu,vt pu,vt xu,vt | Vt]
=
∑
u∈U
∑
v∈Vt
wu,vpu,v xu,v
t
,
where the final equation follows from equation 6.1.
Observe however that
LPOPTnew(Gt) =
∑
v∈Vt
∑
u∈U
wu,vt pu,vt xu,vt ,
as (xv(u))v∈Vt,u∈U (≤ℓvt ) is an optimum solution to LP-patience-new for Gt. As a result,
E[val(et) | Vt] =
LPOPTnew(Gt)
t
,
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and so
E[val(et)] =
E[LPOPTnew(Gt)]
t
,
after taking taking expectation over Vt.
On the other hand, Lemma 6.1 implies that
E[LPOPTnew(Gt)]
t
≥
LPOPTnew(G)
n
.
Thus,
E[val(et)] ≥
LPOPTnew(G)
n
, (6.2)
provided αn ≤ t ≤ n.
Let us now consider the matching M returned by the algorithm, as well as its value,
which we denote by val(M). For each αn ≤ t ≤ n, define Rt as the remaining vertices
of U when vertex vt arrives (these are the unmatched vertices of U , after v1, . . . , vt−1
are processed). With this notation, we have that
val(M) =
n∑
t=αn
val(ut, vt) 1[ut∈Rt]. (6.3)
Moreover, we have the following lemma, whose proof we defer until afterwards.
Lemma 6.3. If f(t, n) := αn/(t− 1), then
P[ut ∈ Rt | Vt, vt] ≥ f(t, n),
for t ≥ αn.
Now val(ut, vt) and {ut ∈ Rt} are conditionally independent given (Vt, vt), as the
probes of vt are independent from those of v1, . . . , vt−1. Thus,
E[val(ut, vt) 1[ut∈Rt] | Vt, vt] = E[val(ut, vt) | Vt, vt] · P[ut ∈ Rt | Vt, vt].
Moreover, for each t ≥ αn, Lemma 6.3 implies that
E[val(ut, vt) | Vt, vt] · P[ut ∈ Rt | Vt, vt] ≥ E[val(ut, vt) | Vt, vt] f(t, n),
and so
E[val(ut, vt) 1[ut∈Rt] | Vt, vt] ≥ E[val(ut, vt) | Vt, vt] f(t, n).
Thus, by applying the law of iterated expectations,
E[val(ut, vt)1[ut∈Rt]] = E[E[val(ut, vt) 1[ut∈Rt] | Vt, vt] ]
≥ E[E[val(ut, vt) | Vt, vt] f(t, n) ]
= f(t, n)E[val(ut, vt)],
for each t ≥ αn.
As a result, using equation 6.3, we get that
E[val(M)] =
n∑
t=αn
E[val(ut, vt) 1[ut∈Rt]]
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≥
n∑
t=αn
f(t, n)E[val(ut, vt)].
We may thus conclude that
E[val(M)] ≥ LPOPTnew(G)
n∑
t=αn
f(t, n)
n
,
after applying equation 6.2.
As
∑n
t=αn f(t, n)/n = (1 + o(1))1/e when α = 1/e (where the asymptotics are as
n→∞), the result holds. 
In order to complete the proof of Theorem 6.2, we must prove Lemma 6.3. Up until
now, when Algorithm 7 solves LP-patience-new for Gt, we have been able to notate the
relevant LP variables as (xiu,v)u∈U,v∈Vt,i∈[ℓv] without ambiguity, despite the dependence
on αn ≤ t ≤ n. In the proof below, it is necessary to be more explicit in our notation,
so we denote xiu,v as x
i
u,v(t) to indicate that the variable is derived from the relevant
LP solution for Gt.
Proof of Lemma 6.3. In what follows, let us assume that αn ≤ t ≤ n is fixed. We wish
to prove that for each u ∈ U ,
P[u ∈ Rt | Vt, vt] ≥
αn
t− 1
.
As such, we must condition on (Vt, vt) throughout the remainder of the proof. To sim-
plify the argument, we abuse notation slightly and remove (Vt, vt) from the subsequent
probability computations, though it is understood to implicitly appear.
Given arriving node vj for j = 1, . . . , n, once again denote C(u, vj) as the event in
which vj commits to u ∈ U . As Rt denotes the unmatched nodes after the vertices
v1, . . . , vt−1 are processed by Algorithm 7, observe that u ∈ Rt if and only if ¬C(u, vj)
occurs for each j = 1, . . . , t− 1. As a result,
P[u ∈ Rt] = P[∩
t−1
j=1¬C(u, vj)].
We therefore focus on lower bounding P[∩t−1j=1¬C(u, vj)] in order to prove the lemma.
First observe that for j = 1, . . . , αn− 1, the algorithm passes on all the trials of vj
by definition. As such, we may focus on lower bounding
P[∩t−1j=αn¬C(u, vj)],
which depends only on the vertices of Vt−1 \ Vαn−1. We denote t˜ := t − αn as the
number of vertices within this set.
Let us first consider the vertex vt−1, and set xu,v(t− 1) :=
∑ℓv
i=1 x
i
u,v(t− 1) for each
v ∈ Vt−1. Observe that after applying Corollary 5.12,
P[C(u, vt−1)] =
∑
v∈Vt−1
P[C(u, vt−1) | vt−1 = v] · P[vt−1 = v]
=
1
t− 1
∑
v∈Vt−1
xu,v(t− 1) pu,v,
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as once we condition on (Vt, vt), vt−1 is uniformly distributed amongst Vt−1. On
the other hand, the values (xiu,v(t − 1))u∈U,v∈Vt−1,i∈[ℓv] are derived from a solution to
LP-patience-new for Gt−1, and so∑
v∈Vt−1
xu,v(t− 1) pu,v ≤ 1.
We therefore get that
P[C(u, vt−1)] ≤
1
t− 1
.
Similarly, if we fix 1 ≤ k ≤ t˜, then we can generalize the above argument by condi-
tioning on the identities of all the vertices preceding vt−k, as well as the probes they
make; that is, (ut−1, vt−1), . . . , (ut−(k−1), vt−(k−1)) (in addition to Vt and vt as always).
In order to simplify the resulting indices, let us reorder the vertices of Vt−1 \ Vαn−1.
Specifically, define v˜k = vt−k, u˜k = ut−k and e˜k := et−k for k = 1, . . . , t˜. With this
notation, we denote Hk as encoding the information available based on the vertices
v˜1, . . . , v˜k and the edges they (potentially) committed to, namely e˜1, . . . , e˜k (formally,
Hk is the sigma-algebra generated from Vt, vt and e˜1, . . . , e˜k). By convention, we define
H0 as encoding the information regarding Vt and vt.
An analogous computation to the above case then implies that
P[C(u, v˜k) | Hk−1] =
∑
v∈Vt−k
xu,v(t− k) pu,v P[v˜k = v] ≤
1
t− k
,
for each k = 1, . . . , t˜, where xu,v(t− k) :=
∑ℓv
i=1 x
i
u,v(t− k) for each v ∈ Vt−k.
Observe now that in each step, we condition on strictly more information (formally,
the sigma-algebras (Hk−1)
t˜
k=1, are monotone increasing). On the other hand, observe
that if we condition onHk−1 for 1 ≤ k ≤ t˜−1, then the event C(u, v˜j) can be determined
from Hk−1 for each 1 ≤ j ≤ k − 1 (formally, C(u, v˜j) is measurable based on Hk−1).
Using these observations, for 1 ≤ k ≤ t˜, the following recursion holds:
P[∩kj=1¬C(u, v˜j)] = E
[
E
[
k∏
j=1
1[¬C(u,v˜j)] | Hk−1
]]
= E
[
k−1∏
j=1
1[¬C(u,v˜j)] P[¬C(v˜k, u) | Hk−1]
]
≥
(
1−
1
t− k
)
P[∩k−1j=1¬C(u, v˜j)]
It follows that if k = t− αn, then applying the above recursion implies that
P[∩t−1j=αn¬C(u, vj)] ≥
t−αn∏
k=1
(
1−
1
t− k
)
.
Thus, after cancelling the pairwise products,
P[∩t−1j=αn¬C(u, vj)] ≥
αn
t− 1
,
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and so
P[u ∈ Rt] = P[∩
t−1
j=αn¬C(u, vj)] ≥
αn
t− 1
thereby completing the argument.

7. Known Stochastic Graphs: Adversarial and ROM Input Order
In this section, we restrict our attention to the known stochastic matching problem.
Our results provide competitive ratios for the general case of arbitrary edge proba-
bilities. We first prove Theorem 7.1, by showing that Algorithm 8 achieves a 1 − 1
e
competitive ratio for the setting of offline vertex weights and online arrival (i.e., adver-
sarial order) of nodes in V .
Next we consider Algorithm 8 in the case of arbitrary edge weights, under the as-
sumption that the online nodes arrive in the ROM setting.
In each of the above settings, the performance of Algorithm 8 yields a lower bound
on the relevant adaptivity gap. We defer the details of why this is the case to Appendix
B.
7.1. Defining the Probing Algorithm. We now consider the probing algorithm
which is the subject of Theorems 7.1 and 7.2. The techniques are analogous to those
used in Algorithm 7, except more straightforward, as we can solve a single LP associated
with the known stochastic graph.
Algorithm 8 General LP Rounding Algorithm
Input G = (U, V, E), a stochastic graph with edge probabilities (pe)e∈E, edge weights
(we)e∈E and patience parameters (ℓv)v∈V
1: Set M← ∅.
2: Solve LP-patience-new, and find an optimal solution (xv(u))v∈V,u∈U (≤ℓv) .
3: for t = 1, . . . , |V | do
4: Process vt (vertex arriving at time t)
5: Set (ut, vt)← VertexProbe(G, (xvt(u))u∈U (≤ℓvt ), vt).
6: if (ut, vt) 6= ∅ and ut is unmatched then
7: Set M(vt) = ut.
8: end if
9: end for
10: Return M.
7.2. Proving Theorem 7.1. We now consider the known stochastic online matching
problem in the case of arbitrary patience, offline vertex weights and adversarial online
vertex arrivals. Specifically, we provide a proof of Theorem 7.1.
Theorem 7.1. If Algorithm 8 is passed a stochastic graph G = (U, V, E) with offline
vertex weights (wu)u∈U (that is, wu,v = wu for all (u, v) ∈ E) and arbitrary patience,
then
E[val(M)] ≥
(
1−
1
e
)
OPT(G)
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Thus, the competitive ratio of this algorithm (when the stochastic graph and order of
online vertices is chosen by an adversary) is 1− 1/e.
Proof. Let us now denote val(M) as the value of the matching returned by Algorithm
8. Observe that
E[val(M)] =
∑
u∈U
wu P[u is matched by the algorithm].
As such, for each fixed u ∈ U , we may focus on lower bounding the probability that
the algorithm matches it.
Recall that associated with the solution (xv(u))v∈V,u∈U (ℓv) are the values (x
i
u,v)
ℓv
i=1,
defined for each u ∈ U and v ∈ V , as in LP-patience-new.
Observe now that u ∈ U is matched by the algorithm, if and only if there exists some
v ∈ V which commits to u during one of its ℓv trials; that is, the event C(u, v) occurs.
Using Corollary 5.12, we get that
P[C(u, v)] = pu,v xu,v,
where xu,v :=
∑ℓv
i=1 x
i
u,v, for each v ∈ V .
Thus,
P[u is not matched] =
∏
v∈V
(1− pu,v xu,v),
as the events {¬C(u, v)}v∈V are independent.
As a result,
P[u is matched] = 1−
∏
v∈V
(1− pu,v xu,v)
≥ 1−
∏
v∈V
exp (−pu,v xu,v)
= 1− exp
(
−
∑
v∈V
pu,v xu,v
)
,
as 1− z ≤ exp(−z) for all z ∈ R.
Now (xv(u))v∈V,u∈U (≤ℓv) is a feasible solution to LP-patience-new, and so∑
v∈V
pu,v xu,v =
∑
v∈V
ℓv∑
i=1
pu,v x
i
u,v ≤ 1.
We may therefore conclude that
P[u is matched] ≥ (1− exp(−1))
∑
v∈V
pu,v xu,v,
since 1− exp(−z) ≥ (1− exp(−1))z for all 0 ≤ z ≤ 1.
Thus,
E[val(M)] =
∑
u∈U
wu P[u is matched]
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≥ (1− exp(−1))
∑
u∈U
∑
v∈V
wu pu,v xu,v
= (1− exp(−1)) LPOPTnew(G),
as (xv(u))v∈V,u∈U (≤ℓv) is an optimal solution to LP-patience-new. By Theorem 5.4,
OPT(G) ≤ LPOPTnew(G), and so the proof is complete.

We finish the section by observing that Example 4.3 continues to demonstrate that a
competitive ratio of 1 − 1/e is best possible amongst all probing algorithms, assuming
a comparison is made to the value of LPOPTnew(G).
7.3. Proving Theorem 7.2. We now consider the known stochastic matching problem
in the case of arbitrary patience and edges weights. Specifically, we provide a proof of
Theorem 7.2.
Theorem 7.2. In the ROM input model, if Algorithm 8 is passed a stochastic graph
G = (U, V, E) with arbitrary edge weights (we)e∈E and patience (ℓv)v∈V , then
E[val(M)] ≥
1
2
OPT(G),
Thus, the competitive ratio of this algorithm (when the stochastic graph is chosen by an
adversary and order of online vertices is determined uniformly at random) is 1/2.
Proof. In this setting, the order of online vertices π is generated uniformly at random.
As such, we denote the vertices of V as v1, . . . , vn, where vt corresponds to the vertex
in position 1 ≤ t ≤ n of π (and n := |V |).
For each u ∈ U and v ∈ V , we once again make use of the values (xiu,v)
ℓv
i=1 associated
to the solution (xv(u))v∈V,u∈U (ℓv), as defined in LP-patience-new.
Let us now fix a particular vertex v ∈ V , and a vertex u ∈ U . We say that u is free
for v, provided u is unmatched when v is processed by Algorithm 8.
Observe then that if C(u, v) corresponds to the event in which v commits to u during
one of its ℓv trials, then
P[M(v) = u] = P[C(u, v) and u is free for v]
= P[C(u, v)] · P[u is free for v]
= pu,v xu,v P[u is free for v],
where the final line follows from Corollary 5.12 for xu,v :=
∑ℓv
i=1 x
i
u,v.
We know however that,
P[u is free for v] =
n∑
t=1
P[u is free for v | vt = v] · P[vt = v] (7.1)
=
n∑
t=1
P[u is free for v | vt = v]
n
, (7.2)
where the last equality follows since π is generated uniformly at random.
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As such, we may lower bound P[u is free for v | vt = v] for each t = 1, . . . , n in order
to derive a lower bound on the competitive ratio of the algorithm.
Let us now fix 1 ≤ t ≤ n and condition on the event in which vt = v. Observe then
that
P[u is not free for vt | vt = v] = P[∪
t−1
k=1M(vk) = u | vt = v] ≤
t−1∑
k=1
P[M(vk) = u | vt = v],
as u is not free for vt, if and only if one of v1, . . . , vt−1 matches to u.
On the other hand, using Corollary 5.12, we know that for each k = 1, . . . , t− 1
P[M(vk) = u | vt = v] =
∑
s∈V :
s 6=v
P[M(s) = u | {vt = v} ∩ {vk = s}] · P[vk = s | vt = v]
≤
∑
s∈V :
s 6=v
P[C(s, u) | {vt = v} ∩ {vk = s}] · P[vk = s | vt = v]
=
∑
s∈V :
s 6=v
pu,s xu,s
n− 1
,
as once we condition on {vt = v}, vk is uniformly distributed amongst V \ {v}.
As a result,
P[u is not free for vt | vt = v] ≤ (t− 1)
∑
s∈V :
s 6=v
pu,s xu,s
n− 1
≤
t− 1
n− 1
,
by the constraints of LP-patience-new.
Thus, combined with Equation 7.1,
P[u is free for v] ≥
n∑
t=1
1
n
(
1−
t− 1
n− 1
)
= 1−
∑n
t=1(t− 1)
n (n− 1)
= 1/2.
To conclude, for each edge (u, v) ∈ E, we have that
P[M(v) = u] = pu,v xu,v P[u is free for v] ≥
pu,v xu,v
2
.
On the other hand, if we denote val(M) as the value of the matching M, then
val(M) =
∑
u∈U,v∈V wu,v 1[M(v)=u]. Thus,
E[val(M)] =
∑
u∈U,v∈V
wu,v P[M(v) = u] ≥
∑
u∈U,v∈V
wu,v xu,v pu,v
2
.
As (xv(u))v∈V,u∈U (≤ℓv) is an optimum solution to LP-patience-new, this completes the
proof. 
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The analysis of the above algorithm is tight, as evidenced by the following example:
Example 7.3. Let G = (U, V, E) be a bipartite graph with a single offline node u, online
vertices V = {v1, v2} and edges E = {(u, v1), (u, v2)}. We assume that the online nodes
have unit patience.
Fix 0 < ǫ < 1, and define the edge probabilities p(u,v1) := ǫ and pu,v2 := 1 − ǫ.
Moreover, define the weights of the edges as wu,v1 := 1/ǫ and wu,v2 = ǫ/(1− ǫ).
For this instance, if we allow ǫ → 0, then the expected weight of matching returned
by Algorithm 8 in the ROM setting is at most half that of LPOPTnew(G).
Proof. Since we work in the unit patience setting for G, we express the relevant linear
program as in the setting of LP-standard:
maximize wu,v1 pu,v1 xu,v1 + wu,v2 pu,v2 xu,v2 (7.3)
subject to pu,v1 xu,v1 + pu,v2 xu,v2 ≤ 1 (7.4)
0 ≤ xu,v1 ≤ 1 (7.5)
0 ≤ xu,v2 ≤ 1 (7.6)
The optimal solution to this LP corresponds to xu,v1 = xu,v2 = 1, and the optimal
value is 1 + ǫ.
Now, when considering the order in which v1 arrives before v2, if we probe the edge
e ∈ E with probability xe, the expected value of matching returned is
wu,v1 xu,v1 pu,v1 + (1− xu,v1 pu,v1)wu,v2 x(u,v2) p(u,v2) = 1 + (1− ǫ) ǫ.
Similarly, when considering the order in which v2 arrives before v1, if we probe the
edge e ∈ E with probability xe, then the expected value of matching returned is
wu,v2 xu,v2 pu,v2 + (1− xu,v2 pu,v2)wu,v1 xu,v1 pu,v1 = 2 ǫ.
Thus, as the order of arrivals is determined uniformly at random, the expected value
of the matching returned is
1
2
(2ǫ+ 1 + ǫ− ǫ2),
which tends to 1/2 as ǫ tends to 0. Moreover, the optimum value of the LP tends to
1 as ǫ tends to 0, so the ratio of these values tends to 1/2, thus proving the claim. 
We remark that the above example can be generalized such that it also holds when
considering asymptotic competitive ratios.
8. Online Stochastic Matching in the Known I.I.D. Model
In this section, we consider a generalization of the classical known i.i.d. matching
problem (introduced in Feldman et al. [17]) to the stochastic setting (as first studied in
Bansal et al. [4]). Once we review the relevant framework and terminology, we introduce
an online probing algorithm which achieves a competitive ratio of 1− 1/e for arbitrary
patience and edge weights, thereby proving Theorem 8.6. Our algorithm generalizes
the algorithm of Brubach et al. [9] to arbitrary patience, in which a competitive ratio
of 1 − 1/e was obtained for unit patience. We improve upon the previous best known
competitive ratio of 0.46, as presented in [10] for the case of arbitrary patience.
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8.1. The Known I.I.D. Stochastic Setting. Let us suppose that G = (U, V, E) is
a stochastic graph with edges weights (we)e∈E , edge probabilities (pe)e∈E and offline
patience values (ℓv)v∈V associated with it. In the known i.i.d. setting, we refer to G
as a stochastic type graph (or type graph when clear), and the vertices of V as the type
nodes of G.
Now, fix a parameter n ≥ 1 (which need not be equal to |V |), indicating the number
of rounds or arrivals to occur. Moreover, consider r = (rv)v∈V , where rv > 0 for each
v ∈ V , and
∑
v∈V rv = n. We refer to rv as the arrival rate of type node v ∈ V .
An input to the stochastic known i.i.d. matching problem then consists of the tuple
(G, r, n), which we refer to as a known i.i.d. input.
An online probing algorithm, denoted A, is given access to (G, r, n) as part of its
input. For each t = 1, . . . , n, vertex arrival vt ∈ V is drawn independently in round
t using the distribution r/n, at which point vt is said to be of type v ∈ V , provided
vt = v. We emphasize that the edge states of vt are statistically independent from the
edge states of all the previously drawn nodes (even if the vt is not the first vertex of
type v to arrive).
Using all past available information regarding the outcomes of the probes of v1, . . . , vt−1,
together with the edge probabilities (pu,vt)u∈U , weights (wu,vt)u∈U and patience value
ℓvt , A may probe up to ℓvt vertices of U . The algorithm is again restricted by commit-
ment, in that vt may only be matched to the first u ∈ U for which the probe to (u, vt)
confirms that the edge is active. We refer to trial 1 ≤ i ≤ ℓv as the i
th probe made
involving vt, and say that A passes on trial i of vt, provided an i
th probe involving
vt does not occur. As the trials of vt occur in sequence, A may use the outcomes of
the previous trials in determining whom to probe (in addition to all other previously
specified information). We say that A commits vt to u in trial i, provided vt probes
(u, vt) in its i
th trial, the edge (u, vt) is active, and all previous trials yielded inactive
edges. We follow the terminology of Section 5, and define a randomized online probing
algorithm as a distribution on deterministic online probing algorithms.
Observe that while the type graph (G, r, n) is passed as input to A, the stochastic
graph A actually executes on is in fact randomly generated, and unknown to A. Let
us denote this (random) stochastic graph by Gˆ = (U, Vˆ , Eˆ). Here, Vˆ consists of the
random arrival nodes of V presented to the algorithm, and Eˆ includes all the relevant
edges between U and Vˆ (since the same node from V can arrive multiple times, Vˆ and
Eˆ are multisets). We assume that Gˆ also encodes all the edge weights, probabilities
and patience values induced from the arrival nodes of Vˆ .
We refer to Gˆ as the instantiated stochastic graph or simply the instantiated graph
when clear. Observe that since (G, r, n) encodes the distribution of Gˆ, we say that
Gˆ is distributed according to the known i.i.d. input (G, r, n), which we denote by
Gˆ ∼ (G, r, n).
Denote val(A(Gˆ)) as the value of the matching A constructs when passed the instan-
tiated graph Gˆ. Our performance measure for A then involves averaging over all the
possible instantiations of Gˆ. Specifically, we wish to maximize
E[val(A(Gˆ))],
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where the expectation is over the randomness in drawing Gˆ from (G, r, n), together
with the inherent randomness in the states of the edges of Gˆ, as well as any randomized
decisions A may make.
We follow [2, 5, 10] and define the adaptive benchmark for (G, r, n) as the expected
value of the matching returned by an optimum probing algorithm when passed Gˆ ∼
(G, r, n). That is,
OPT(G, r, n) := sup
B
E[B(Gˆ)],
where the supremum is over all general (i.e., not restricted to the online order) probing
algorithms.
Our goal is once again to find a probing algorithm for which the (strict) competitive
ratio
inf
(G,r,n)
E[val(A(Gˆ))]
OPT(G, r, n)
is as close to 1 as possible.
It will be convenient in the next section to work with an optimum probing algorithm
which strongly respects commitment, no matter which instantiated graph Gˆ it executes
on. We thus restate Theorem 5.2 in the context of the stochastic known i.i.d matching
problem.
Theorem 8.1. For each known i.i.d. input (G, r, n) with Gˆ ∼ (G, r, n), there exists a
probing algorithm B which strongly respects commitment, and for which
E[val(B(Gˆ)] = OPT(G, r, n).
In fact, we may additionally assume that
E[val(B(Gˆ)) | Gˆ] = OPT(Gˆ),
where OPT(Gˆ) is the (random) value of the adaptive benchmark on the instantiated
graph Gˆ.
8.2. Defining an LP Relaxation. Given an input (G, r, n) to the known i.i.d. match-
ing problem, it is challenging to directly compare the performance of an online probing
algorithm to that of the adaptive benchmark; that is, the value OPT(G, r, n). Instead,
we once again focus on LP based approaches for upper bounding this quantity.
Let us now review the LP introduced in [4, 10], as defined for (G, r, n), specialized
to the case of one-sided patience.
maximize
∑
u∈V,v∈V
wu,v pu,v fu,v (LP-old-iid)
subject to
∑
v∈V
pu,v fu,v ≤ 1 ∀u ∈ U (8.1)∑
u∈U
pu,v fu,v ≤ rv ∀v ∈ V (8.2)
60 ALLAN BORODIN, CALUM MACRURY, AND AKASH RAKHEJA∑
u∈U
fu,v ≤ rv · ℓv ∀v ∈ V (8.3)
0 ≤ fu,v ≤ rv ∀u ∈ U, v ∈ V (8.4)
If LPOPTold−iid(G, r, n) denotes the value of the optimal solution to LP-old-iid, then
OPT(G, r, n) ≤ LPOPTold−iid(G, r, n).
Unfortunately, LP-old-iid suffers the same issues as LP-patience-old, as Example 4.4
continues to apply, as can be seen by setting rv = 1 for v ∈ V and n = |V |. As
such, we introduce a new LP for (G, r, n), using the same ideas as in the derivation
of LP-patience-new. The essential difference in this LP being that we incorporate the
arrival rates of (G, r, n), as can be seen below in constraints 8.7 and 8.8.
maximize
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pu,v f
i
u,v (LP-new-iid)
subject to
∑
v∈V
ℓv∑
i=1
pu,v f
i
u,v ≤ 1 ∀u ∈ U
(8.5)
f iu,v =
∑
u
∗∈U (i−1):
u/∈u∗
fv(u
∗, u)
i−1∏
j=1
(1− pu∗j ,v) ∀u ∈ U, v ∈ V, 1 ≤ i ≤ ℓv
(8.6)∑
u∈U :
u/∈u∗
fv(u
∗, u) ≤ fv(u
∗) ∀u∗ ∈ U (i−1), v ∈ V, i = 1, . . . , ℓv
(8.7)
fv(∅) = rv ∀v ∈ V
(8.8)
fv(u) ≥ 0 ∀v ∈ V,u ∈ U
(≤ℓv)
(8.9)
Let us denote LPOPTnew−iid(G, r, n) as the value of an optimal solution to LP-new-iid.
We observe the following relation between LP-old-iid and LP-new-iid:
Proposition 8.2. If (G, r, n) is a known i.i.d. input, then
LPOPTnew−iid(G, r, n) ≤ LPOPTold−iid(G, r, n).
Moreover, LP-new-iid and LP-old-iid are identical when G has unit patience.
We now prove that LP-new-iid is in fact a valid relaxation of the adaptive benchmark.
Lemma 8.3. For any input (G, r, n) of the known i.i.d stochastic matching problem,
OPT(G, r, n) ≤ LPOPTnew−iid(G, r, n).
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Proof. Consider the input (G, r, n), where G = (U, V, E) has patience values (ℓv)v∈V .
The instantiated graph Gˆ is drawn from (G, r, n), and has online nodes v1, . . . , vn. Let
A be a probing algorithm which is optimum. We may assume that A strongly respects
commitment by Theorem 8.1.
For each u ∈ U, v ∈ V and i = 1, . . . , ℓv, define the random variable N
i
u,v to count
the number of arrivals t = 1, . . . , n, where A probes the edge (u, vt) in its i
th trial, and
vt = v. We may then define f
i
u,v := E[N
i
u,v], where the expectation is taken over the
generation of Gˆ and the result of the probes.
Similarly, if we fix 1 ≤ i ≤ ℓv and u ∈ U
(i−1), then we can define the random
variable Nv(u, u) to be the number of arrivals of Gˆ which have type v, and for which
the algorithm A probes the offline vertices (u∗1, . . . , u
∗
i−1, u) in the order specified by the
tuple. We can then define
fv(u
∗, u) :=
E[Nv(u
∗, u)]∏i−1
j=1(1− pu∗j ,v)
,
where fv(∅) := rv.
Observe that
N iu,v =
∑
u
∗∈U (i−1):
u/∈u∗
Nv(u
∗, u),
so by linearity of expectation,
f iu,v =
∑
u
∗∈U (i−1):
u/∈u∗
fv(u
∗, u)
i−1∏
j=1
(1− pu∗j ,v),
for each 1 ≤ i ≤ ℓv.
Our goal is to show that (fv(u))v∈V,u∈U (≤ℓv) forms a feasible solution to LP-new-iid.
Clearly, the solution is non-negative, so it remains to verify the other constraints of the
LP.
We first claim that ∑
v∈V
ℓv∑
i=1
pu,v f
i
u,v ≤ 1, (8.10)
for each u ∈ U .
In order to see this, define Nu,v :=
∑ℓv
i=1N
i
u,v, which counts the number of arrivals of
Gˆ which have type v and probe u during one of their trials.
Observe then that pu,v E[Nu,v] corresponds to the expected number of arrival nodes
of type v which commit to u (see Lemma 5.3 for details). Moreover, A strongly respects
commitment so there is most one arrival which commits to u. As such,
E[number of arrivals which commit to u] =
∑
v∈V
pu,v E[Nu,v]
=
∑
v∈V
pu,v
ℓv∑
i=1
E[N iu,v]
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=
∑
v∈V
pu,v
ℓv∑
i=1
f iu,v
≤ 1,
and so equation 8.10 holds for each u ∈ U .
Now, for each v ∈ V , observe that if N1v counts the number of arrivals which have
type v, then ∑
u∈U
N1u,v ≤ N
1
v .
As a result, after taking expectations,∑
u∈U
fv(u) =
∑
u∈U
E[N1u,v] ≤ E[N
1
v ] = n ·
rv
n
.
Thus, since fv(∅) := rv, ∑
u∈U
fv(u) ≤ rv.
Our goal now is to show that for each v ∈ V , 2 ≤ i ≤ ℓv and u
∗ ∈ U (i−1), we have
that ∑
u∈U :
u/∈u∗
fv(u
∗, u) ≤ fv(u
∗). (8.11)
In order to prove this inequality, it is convenient to consider the analogous constraint
of LP-patience-new, after conditioning on the instantiated graph Gˆ.
Let us first fix u ∈ U, t = 1, . . . , n and 2 ≤ i ≤ ℓvt . We can then define Qvt(u
∗, u) to
correspond to the event in which vt has type v and makes probes (u
∗
1, . . . , u
∗
i−1, u) (once
again, in the order specified by the tuple). We then define the random variable,
xvt(u
∗, u) :=
P[Qvt(u
∗, u) | Gˆ]∏i−1
j=1(1− pu∗j ,v)
.
We relate this definition to our above variables, by first observing that
E[N ju,v] = E[E[Nv(u
∗, u) | Gˆ] ] (8.12)
= E
[
E
[
n∑
t=1
1Qvt (u∗,u)1[vt=v] | Gˆ
]]
(8.13)
= E
[
n∑
t=1
1[vt=v] E[1Qvt (u∗,u) | Gˆ]
]
(8.14)
where the last line follows since the event {vt = v} can be determined from Gˆ for
each t = 1, . . . , n.
As a result, after dividing by
∏i−1
j=1(1− pu∗j ,v), we get that
fv(u
∗, u) = E
[
n∑
t=1
1[vt=v] xvt(u
∗, u)
]
.
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On the other hand, the same construction from the proof of Theorem 5.4 ensures
that ∑
u∈U :
u/∈u∗
xvt(u
∗, u) ≤ xvt(u
∗)
for each t = 1, . . . , n, i = 1, . . . , ℓvt , and u
∗ ∈ U (i−1). If we now multiply each side of
the above equation by the indicator random variable 1[vt=v], then∑
u∈U :
u/∈u∗
xvt(u
∗, u) 1[vt=v] ≤ xvt(u
∗) 1[vt=v].
Moreover, after summing across t = 1, . . . , n,
n∑
t=1
∑
u∈U :
u/∈u∗
xvt(u
∗, u) 1[vt=v] ≤
n∑
t=1
xvt(u
∗) 1[vt=v].
Thus, by linearity of expectation,∑
u∈U :
u/∈u∗
P
[
n∑
t=1
xvt(u
∗, u)1[vt=v]
]
≤
n∑
t=1
P[xvt(u
∗) 1[vt=v]]]
As a result, equation 8.12 ensures that∑
u∈U :
u/∈u∗
fv(u
∗, u) ≤ fv(u)
We therefore know that (fv(u))v∈V,u∈U (≤ℓv) is a feasible solution to LP-new-iid. In
particular, ∑
u∈U,v∈V
wu,v pu,v
ℓv∑
i=1
f iu,v ≤ LPOPTnew−iid(G, r, n).
On the other hand, since A strongly respects commitment,
E[val(A(Gˆ))] =
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pu,v f
i
u,v
(once again, see Lemma 5.3 for details).
Thus,
E[val(A(Gˆ))] ≤ LPOPTnew−iid(G, r, n).
As the probing algorithm A is optimum, this completes the proof. 
We can also consider the special case when (G, r, n) has the property that the type
graphG has vertex uniform edge probabilities. By using similar ideas to the formulation
of LP-uniform, we get the following LP:
maximize
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pu,v f
i
u,v (LP-uni-iid)
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subject to
∑
v∈V
ℓv∑
i=1
pu,v f
i
u,v ≤ 1 ∀u ∈ U (8.15)
∑
u∈U
f iu,v +
i−1∑
j=1
∑
u∈U
pu,v f
j
u,v ≤ rv ∀v ∈ V, i = 1, . . . , ℓv (8.16)
ℓv∑
i=1
f iu,v
(1− pv)i−1
≤ rv ∀v ∈ V, u ∈ U (8.17)
f iu,v ≥ 0 ∀u ∈ U, v ∈ V, i = 1, . . . , ℓv (8.18)
Let us refer to LPOPTuni−iid(G, r, n) as the optimum value of LP-uni-iid, when G
has vertex uniform edge probabilities. Using the same techniques as in the proof of
Lemma 8.3, it can be shown that the LP is a relaxation of the adaptive benchmark.
Lemma 8.4. For any input (G, r, n) of the known i.i.d stochastic matching problem,
whose edge probabilities are vertex uniform,
E[OPT(Gˆ)] ≤ LPOPTuni−iid(G, r, n),
where Gˆ ∼ (G, r, n).
8.3. Defining the Online Probing Algorithm. We now consider an online probing
algorithm for the known i.i.d. stochastic matching problem, which generalizes the unit
patience probing algorithm of Brubach et al. [9].
Given (G, r, n), suppose that we consider a feasible solution to LP-new-iid, which we
denote by (fv(u))v∈V,u∈U (≤ℓv). If we fix v ∈ V , then the non-negative collections of vec-
tors, (fv(u)/rv)u∈U (≤ℓv) , satisfy constraint 5.8 of LP-patience-new. As such, the Vert-
exProbe subroutine (Algorithm 5) is well-defined for the input (U, (fv(u)/rv)u∈U (≤ℓv), v).
By adapting Algorithm 8 to the known i.i.d. stochastic setting, this observation leads
to the following algorithm:
Algorithm 9 Known I.I.D. Matching
Input G = (U, V, E), an arbitrary stochastic type graph.
Input n ≥ 1, the number of arriving vertices, and the arrivals rates of V , r =
(rv)v∈V .
1: Set M← ∅.
2: Solve LP-new-iid, and find an optimal solution (fv(u))v∈V,u∈U (≤ℓv).
3: for t = 1, . . . , n do
4: Let vt be the vertex that arrives at time t.
5: Identify the type of vt in V , and the corresponding vectors (fvt(u
∗)/rvt)u∗∈U (≤ℓvt )
6: Set (ut, vt)← VertexProbe(U, (fvt(u
∗)/rvt)u∗∈U (≤ℓvt ), vt).
7: if (ut, vt) 6= ∅ and ut is unmatched then
8: Set M(vt) = ut.
9: end if
10: end for
11: Return M.
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Observe the following lemma, which follows from Corollary 5.12:
Lemma 8.5. Fix u ∈ U and v ∈ V . For each t = 1, . . . , n, denote C(u, vt) as the event
in which Algorithm 9 commits vt to u in one of its trials. In this case,
P[C(u, vt) | vt = v] =
fu,v pu,v
rv
,
where fu,v :=
∑ℓv
j=1 f
j
u,v, and
f iu,v =
∑
u
∗∈U (i−1):
u/∈u∗
fv(u
∗, u)
i−1∏
j=1
(1− pu∗j ,v),
for each 1 ≤ j ≤ ℓv (see LP-new-iid).
Proof. When Algorithm 9 processes vt, it executesVertexProbe(U, (fvt(u
∗)/rvt)u∈U (≤ℓvt ), vt).
If we condition on the event in which vt = v, then this corresponds to executing Vert-
exProbe using the input (U, (fv(u
∗)/rv)u∈U (≤ℓv), v). As a result, Corollary 5.12 ensures
that
P[C(u, vt) | vt = v] =
fu,v pu,v
rv
,
thus completing the proof.

Theorem 8.6. Algorithm 9 achieves a competitive ratio of 1−1/e against the adaptive
benchmark, for arbitrary edge weights and patience values.
Proof. Let us fix u ∈ U and v ∈ V , where G = (U, V, E). While Algorithm 9 executes
on the instantiated graph Gˆ = (U, Vˆ , Eˆ), let us say that the algorithm matches the edge
e = (u, v) ∈ E, provided there exists some 1 ≤ t ≤ n for which vt = v and M(vt) = u
(here v1, . . . , vn are the ordered arrivals of the vertices of Vˆ ). Observe then that
E[val(M)] =
∑
e∈E
we P[e is matched].
As such, we focus on lower bounding P[e is matched] for each e ∈ E.
Observe now that
P[e is matched] =
n∑
t=1
P[M(vt) = u | vt = v] · P[vt = v].
Moreover, if Rt ⊆ U denotes the unmatched vertices of U after vertices v1, . . . , vt−1
arrive, then
P[M(vt) = u | vt = v] = P[C(u, vt) ∩ {u ∈ Rt} | vt = v]
= P[C(u, vt) | vt = v] · P[u ∈ Rt | vt = v],
as the events C(u, vt) and u ∈ Rt are conditionally independent given vt = v, since
the algorithm decides upon the probes of vt independently from those of v1, . . . , vt−1.
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Moreover, the event u ∈ Rt can be determined from the probes of the vertices
v1, . . . , vt−1, and is therefore independent from the event vt = v. Thus,
P[M(vt) = u | vt = v] = P[C(u, vt) | vt = v] · P[u ∈ Rt],
and so
P[M(vt) = u | vt = v] = fu,v pu,v P[u ∈ Rt],
after applying Lemma 8.3.
It suffices to lower bound P[u ∈ Rt]. Observe that for each k = 1, . . . , n− 1,
P[u ∈ Rk+1] = P[∩
k
j=1¬C(u, vj)] = P[¬C(u, vk)] · P[u ∈ Rk]
as the probes of vk are drawn independently from those of v1, . . . , vk−1.
Yet,
P[C(u, vk)] =
∑
v∈V
P[C(u, vk) | vk = v] · P[vk = v]
=
∑
v∈V
fu,v pu,v
rv
rv
n
=
∑
v∈V
fu,v pu,v
n
≤
1
n
,
by Lemma 8.3 and the constraints of LP-new-iid. Thus,
P[u ∈ Rt] ≥
(
1−
1
n
)t−1
(8.19)
after applying the above recursion.
As a result,
P[M(vt) = u | vt = v] ≥ pu,v fu,v
(
1−
1
n
)t−1
,
and so
P[(u, v) is matched] =
n∑
t=1
P[M(vt) = u | vt = v] · P[vt = v]
≥
n∑
t=1
fu,v pu,v
rv
(
1−
1
n
)t−1
rv
n
=
n∑
t=1
(
1−
1
n
)t−1
fu,v pu,v
n
.
Now,
∑n
t=1
1
n
(
1− 1
n
)t−1
≥ 1− 1
e
, so
P[(u, v) is matched] ≥
(
1−
1
e
)
fu,v pu,v
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for each u ∈ U, v ∈ V . As such
E[val(M)] ≥
∑
u∈U,v∈V
wu,v fu,v pu,v
(
1−
1
e
)
.
Since (fv(u))v∈V,u∈U (≤ℓv) is an optimum solution to LP-new-iid, the algorithm is 1−
1/e competitive by Lemma 8.3, thus completing the proof. 
We remark that in the case in which G has vertex uniform edge probabilities, we
can define Algorithm 9 by solving LP-uni-iid, and invoking UniformVertexProbe
(Algorithm 6). In this case, Corollary 5.15 implies an analogous version of Lemma 8.3
for vertex uniform edge probabilities. The analysis of Theorem 8.6 remains unchanged,
and we are then able to additionally claim that our online probing algorithm is efficient,
no matter the patience values of G (see Appendix A for more information).
9. Conclusion and Open Problems
We discussed the online stochastic rewards problem in various settings and gave new
and improved results with respect to a new LP relaxation which upper bounds the
performance of the optimal adaptive benchmark. With the exception of Theorem 4.6,
we use our LP to create fractional solutions which can the be rounded to determine the
sequence of edge probes. Our LP has a better stochasticity gap (as defined in Section
4), as compared to the linear programs discussed in previous papers. We considered
the ROM input model in the unknown stochastic graph setting, and adversarial, ROM
and i.i.d. input models in the known stochastic graph setting. We provided non-
adaptive probing algorithms that achieve good competitive ratios. All of our results
hold for arbitrary patience values and consider both vertex weights and edge weights
in determining the stochastic reward.
Our results leave open many interesting questions. We can view many open problems
in terms of one basic issue: When (if ever) is there a provable difference between the
classical online bipartite matching problem and the corresponding stochastic rewards
problem? For example, what is the best randomized competitive ratio for stochastic re-
wards for adversarial, ROM, and i.i.d. inputs when the stochastic graph is unknown. In
particular, can we improve upon the Brubach et al. .5 ratio for adversarial inputs? We
know that any positive result in the stochastic setting applies immediately to the classi-
cal setting. What negative (i.e., inapproximation) results (if any) can be strengthened
beyond what is known in the corresponding classical settings?
One specific question that we have left unanswered is whether or not Conjecture 4.1
holds. That is, in the ROM setting for an unknown stochastic graph, does Algorithm
3 provide a 1 − 1
e
competitive ROM ratio for offline weighted vertices, general edge
probabilities, and arbitrary patience values?
For known stochastic graphs, a major question is whether we can solve our expo-
nentially sized LP within polynomial time so that our results using Algorithm 5 can
execute in polynomial time, no matter which stochastic graph is passed as input. More
generally, is there a polynomial time deterministic or randomized algorithm obtaining
the 1− 1/e (or better) competitive ratio for the known stochastic graph setting?
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Another direction is to improve the linear program for the case of unit patience since
a stochasticity gap of 1− 1/e holds here, and our linear program is equivalent to those
linear programs discussed in earlier papers, when restricted to unit patience. This seems
to be a bottleneck in proving positive results in any model. It would also be interesting
to look at other methods to prove competitive ratios without using linear programs at
all.
We are also interested in whether results for stochastic rewards can be extended
so that offline, as well as online vertices, have patience constraints. Another extension
would be to generalize the patience constraints so that now online vertices have budgets,
and edges have non-uniform probing costs. The constraint is now that the cost of probes
adjacent to an online vertex is limited to its budget. And finally, we are interested in
whether we can obtain improved competitive ratios, for special cases, such as when the
edge probabilities are decomposable as studied in Goyal and Udwani [19].
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Appendix A. Designing Efficient Probing Algorithms
A.1. Modifying Algorithms 7 and 8. Let us suppose that G = (U, V, E) is an
arbitrary stochastic graph with edge weights (we)e∈E, edge probabilities (pe)e∈E and
patience values (ℓv)v∈V . Define Vuni ⊆ V to be those vertices of V whose edge probabil-
ities are vertex uniform, and V uni as the complement of Vuni. For each v ∈ Vuni, denote
pv as uniform probability associated to the edges which include v.
We can then combine the formulations of LP-patience-new and LP-uniform to get
the following LP:
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maximize
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pu,v x
i
u,v (LP-mixed)
subject to
∑
v∈V
ℓv∑
i=1
pu,v x
i
u,v ≤ 1 ∀u ∈ U
(A.1)∑
u∈U
xiu,v ≤ (1− pv)
i−1 ∀v ∈ Vuni, i = 1, . . . , ℓv
(A.2)
ℓv∑
i=1
xiu,v
(1− pv)i−1
≤ 1 ∀v ∈ Vuni, u ∈ U
(A.3)
xiu,v =
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u)
i−1∏
j=1
(1− pu∗j ,v) ∀u ∈ U, v ∈ V uni, 1 ≤ i ≤ ℓv
(A.4)∑
u∈U :
u/∈u∗
xv(u
∗, u) ≤ xv(u
∗) ∀u∗ ∈ U (i−1), v ∈ V uni, i = 1, . . . , ℓv
(A.5)
xv(u) ≥ 0 ∀v ∈ V uni,u ∈ U
(≤ℓv)
(A.6)
xv(∅) = 1 ∀v ∈ V uni
(A.7)
xiu,v ≥ 0 ∀u ∈ U, v ∈ V, i = 1, . . . , ℓv
(A.8)
If LPOPTmix(G) denotes the value of an optimum solution to LP-mixed for G, then
we observe the following theorem:
Theorem A.1. For any arbitrary stochastic graph G,
OPT(G) ≤ LPOPTmix(G).
Proof. The arguments used in Theorems 5.4 and 5.8 directly imply this claim.

Moreover, suppose that ℓmax := maxv∈V uni ℓv. Observe then the following claim:
Proposition A.2. If ℓ
max
is constant in the size of G, then an optimum solution to
LP-mixed can be computed in time polynomial time in the size of G.
Proof. Observe that the assumptions placed on ℓmax ensure that LP-mixed is of polyno-
mial size, so the claim follows immediately by applying a polynomial time LP solver. 
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If we now recall Algorithms 7 and 8, then we can implement them by finding optimum
solutions to LP-mixed, instead of LP-patience-new, as they are currently stated. When
an online vertex then arrives, we use UniformVertexProbe (Algorithm 6) if the
online vertex has uniform edge probabilities, and otherwise VertexProbe (Algorithm
5). Combined with the above proposition, these modifications imply the following claim
regarding efficiency:
Proposition A.3. If ℓ
max
is constant in the size of G, then the modifications of Algo-
rithms 7 and 8 run in time polynomial in the size of G.
A.2. Modifying Algorithm 9. Consider the stochastic known i.i.d. matching prob-
lem, where G = (U, V, E) is a stochastic (type) graph, equipped with arrival rates
r = (rv)v∈V and a parameter n ≥ 1 indicating the number of arrivals to occur. If we
define Vuni and V uni as before, then we can define the following LP for the known i.i.d.
input (G, r, n):
maximize
∑
u∈U,v∈V
ℓv∑
i=1
wu,v pu,v f
i
u,v (LP-mixed-iid)
subject to
∑
v∈V
ℓv∑
i=1
pu,v f
i
u,v ≤ 1 ∀u ∈ U
(A.9)∑
u∈U
f iu,v ≤ rv (1− pv)
i−1 ∀v ∈ Vuni, i = 1, . . . , ℓv
(A.10)
ℓv∑
i=1
f iu,v
(1− pv)i−1
≤ rv ∀v ∈ Vuni, u ∈ U
(A.11)
f iu,v =
∑
u
∗∈U (i−1):
u/∈u∗
fv(u
∗, u)
i−1∏
j=1
(1− pu∗j ,v) ∀u ∈ U, v ∈ V uni, 1 ≤ i ≤ ℓv
(A.12)∑
u∈U :
u/∈u∗
fv(u
∗, u) ≤ fv(u
∗) ∀u∗ ∈ U (i−1), v ∈ V uni, i = 1, . . . , ℓv
(A.13)
fv(u) ≥ 0 ∀v ∈ V uni,u ∈ U
(≤ℓv)
(A.14)
fv(∅) = rv ∀v ∈ V uni
(A.15)
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f iu,v ≥ 0 ∀u ∈ U, v ∈ V, i = 1, . . . , ℓv
(A.16)
Let LPOPTmix−iid(G, r, n) denote the value of an optimum solution to LP-mixed-iid
for (G, r, n)14. In this case, we observe the following theorem:
Theorem A.4. For any input (G, r, n) to the known i.i.d. stochastic matching problem,
OPT(G, r, n) ≤ LPOPTmix−iid(G, r, n).
Proof. The arguments used in the proofs of Lemmas 8.3 and 8.4 directly imply this
claim

If we consider Algorithm 9, then we can modify it by solving LP-mixed instead of
LP-new-iid, and by applyingUniformVertexProbe instead of VertexProbe when
presented an online node of uniform edge probabilities. By making these modifications,
and defining ℓmax as in the previous section, we observe the following analogous claim
to that of Proposition A.3:
Proposition A.5. If ℓ
max
is constant in the size of G, then the modification of Algo-
rithm 9 runs in time polynomial in the size of G.
Appendix B. Non-adaptive Probing Algorithms and Adaptivity Gaps
B.1. Adaptivity Gaps for the Known Stochastic Matching Problem. Recall
that for a stochastic graph G we say that a probing algorithm A = ((Yt)t≥1, τ) is
non-adaptive, provided the probes (Yt)t≥1 and the stopping time τ are determined
independently from the states of the edges of G. We then defined the adaptivity gap
for G as
supB E[val(B(G))]
OPT(G)
,
where the supremum is over all non-adaptive probing algorithms.
While we typically think of the matching returned by a probing algorithm as being
built as the probes are made, we can always defer this construction until after the
probing algorithm ceases execution. Specifically, the probing algorithm interacts with
the edge states of G using the functions (ft)t≥0 (see equation 5.3) to determine the
probes Y1, . . . , Yτ , and then the below procedure is followed:
14Observe that if rv = 1 for all v ∈ V , and n = |V |, then LP-mixed is a special case of LP-mixed-iid.
Despite this equivalence, we interpret LP-mixed in terms of the adaptive benchmark on G, not the
adaptive benchmark on (G, (rv)v∈V , |V |).
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Algorithm 10 Formal Matching Construction
Input the probes Y1, . . . , Yτ .
1: Set M← ∅.
2: Set C ← ∅. ⊲ C is used to keep track of the vertices of V which observe an active
edge throughout the construction.
3: for t = 1, . . . , τ do
4: Set (ut, vt) := Yt for ut ∈ U, vt ∈ V .
5: if st(ut, vt) = 1 then
6: Set C = C ∪ {vt}.
7: if ut is currently unmatched by M, and vt /∈ C then
8: Set M(vt) = ut.
9: end if
10: end if
11: end for
12: Return M.
This observation is particularly useful when working with a deterministic non-adaptive
probing algorithm A = ((Yt)t≥1, τ). In this case, the functions (ft)t≥0 cannot depend on
the edge states of G, and so the probes (Yt)t≥1, as well as the stopping time τ are in fact
not random, and only depend on the deterministic information regarding the graph G.
We thus get the following two-step procedure for defining a deterministic non-adaptive
probing algorithm, and the matching it returns:
(1) Using the edge probabilities, edge weights, and patience values of G, specify an
integer τ ≥ 1, as well as a sequence of edges of G, say Y1, . . . , Yτ , which satisfy
equations 5.1 and 5.2.
(2) Pass the edges Y1, . . . , Yτ to Algorithm 10 and return the matching M.
In the case of defining a randomized non-adaptive probing algorithm, the integer τ
and the subsequent edges Y1, . . . , Yτ are constructed independently from edge states of
G, while still satisfying equations 5.2 and 5.1 (no matter how they are instantiated).
The second step of list B.1 is then invoked as before.
All of the algorithms we consider throughout the paper (except for those in Section
4) can be implemented non-adaptivity. To see this, observe that instead of invoking
VertexProbe, one can instead invoke the VertexRound subroutine (Algorithm 4).
Specifically, for each t = 1, . . . , |V |, we invoke the VertexRound subroutine to deter-
mine the probes of the online node vt. This latter subroutine executes independently
from the states of the edges of G, so after all the online nodes arrive, we will have
specified all of the probes we intend to make. This yields a description of the online
probing algorithm which is non-adaptive. We can then pass the description of these
probes to Algorithm 10 to get the relevant matching (which will be identical to the
matchings returned in our previous implementations).
Of particular interest to us however is Algorithm 8, in which the stochastic graph G
is presented ahead of time. Theorems 7.1 and 7.2, together with the above discussion
imply the following bounds on the relevant adaptivity gaps:
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Corollary B.1. The known stochastic matching problem with offline vertex weights
and arbitrary patience has an adaptivity gap no smaller than 1− 1/e.
Corollary B.2. The known stochastic matching problem with arbitrary patience and
edge weights has an adaptivity gap which is no smaller than 1/2.
Appendix C. Deferred Proofs
In this section, we prove Propositions 5.6 and 5.9. In fact, we prove some more
general claims which provide insight into when a solution to LP-DP is feasible.
Let us suppose that G = (U, V, E) is an arbitrary stochastic graph with edge proba-
bilities (pe)e∈E , edge weights (we)e∈E and patience values (ℓv)v∈V .
Recall that for each v ∈ V , we can consider the induced stochastic graph, denoted
G[{v} ∪ U ], constructed by restricting the vertices of G to {v} ∪ U , together with the
relevant edge probabilities, edge weights and patience parameter ℓv of v.
If we now consider a probing algorithm on G[{v}∪U ], then recall that we say that the
probing algorithm strongly respects commitment on G[{v} ∪U ] provided the following
property is satisfied:
If (u, v) is probed and (u, v) is active, then v is matched to u. (C.1)
It is easy to see that this property is satisfied, provided that the probing algorithm
matches v to the first active edge it sees (if any), at which point it stops making probes.
In particular, VertexProbe (Algorithm 5) and UniformVertexProbe (Algorithm
6) operate in this manner.
Let us now assume that for each u ∈ U and v ∈ V , we are presented a fractional
value, 0 ≤ xu,v ≤ 1. Moreover, let us assume that the values (xu,v)u∈U,v∈V satisfy the
following properties:
(1) For each u ∈ U , ∑
v∈V
pu,v xu,v ≤ 1. (C.2)
(2) For each v ∈ V , there exists a probing algorithm Av for the instance G[{v}∪U ]
which strongly respects commitment and for which
P[Av probes (u, v)] = xu,v, (C.3)
for each u ∈ U .
In this case, we get the following lemma:
Lemma C.1. If the values (xu,v)u∈U,v∈V satisfy properties C.2 and C.3, then (xu,v)u∈U,v∈V
is a feasible solution to LP-DP.
Proof. Let us fix v ∈ V . We first observe that∑
u∈U
P[Av probes (u, v)]
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corresponds to the expected number of probes that Av makes when executing on
G[{v} ∪ U ]. Thus, since Av makes at most ℓv probes, we know that∑
u∈U
xu,v =
∑
u∈U
P[Av probes (u, v)] ≤ ℓv.
Let us now denoteM as the matching returned once Av finishes executing on G[{v}∪
U ]. This is either a single edge including v, or the empty-set. As such, we denoteM(v)
to indicate which vertex v is matched to (where M(v) := ∅ if v remains unmatched).
Observe then that for each u ∈ U , we have that
P[M(v) = u] = P[Av probes (u, v) and st(u, v) = 1] (C.4)
= pu,v xu,v, (C.5)
as Av strongly respects commitment by assumption (see Lemma 5.3 for details).
As a result, since v is matched to at most one vertex of U ,∑
u∈U
pu,v xu,v ≤ 1.
It remains to verify that the additional LP constraints present in LP-DP hold for v.
Let us define val(M) as the weight of the edge matched to v (which is 0 if v remains
unmatched by Av). Observe that
E[val(M)] =
∑
u∈U
wu,v pu,v xu,v,
after applying equation C.4 and linearity of expectation. Thus, since Av is a valid
probing algorithm which executes on G[{v}∪U ], this value can be no larger than what
is attained by the adaptive benchmark on G[{v} ∪ U ]. As such,∑
u∈U
wu,v pu,v xu,v = E[val(M)] ≤ OPT(v, U),
where OPT(v, U) corresponds to the value of the adaptive benchmark on G[{v}∪U ].
More generally, if we now fix R ⊆ U , then observe that∑
u∈R
wu,v pu,v xu,v = E[val(M) 1[M(v)∈R]],
where M(v) ∈ R corresponds to the event in which the vertex matched to v lies in
R.
Of course, we can also modify the probing algorithm Av in such a way that it returns
∅ instead an edge within R×{v}. This alternative probing alternative will then return
an edge of expected value
E[val(M) 1[M(v)∈R]].
As such, for each R ⊆ U ,∑
u∈R
wu,v pu,v xu,v = E[val(M) 1[M(v)∈R]] ≤ OPT(v, R),
where OPT(v, R) corresponds to the adaptive benchmark on G[{v} ∪R].
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Now, the vertex v was arbitrary, so we know that all the online vertex constraints of
LP-DP hold. By assumption, we also know that for each u ∈ U ,∑
v∈V
pu,v xu,v ≤ 1.
Thus, (xu,v)u∈U,v∈V is a feasible solution to LP-DP, thus completing the proof.

Let us now focus on Proposition 5.6, and suppose we are presented an optimum
solution to LP-patience-new, denoted (xv(u))v∈V,u∈U (≤ℓv). Recall that for each u ∈
U, v ∈ V and i = 1, . . . , ℓv, we are additionally presented a variable x
i
u,v, where
xiu,v =
∑
u
∗∈U (i−1):
u/∈u∗
xv(u
∗, u)
i−1∏
j=1
(1− pu∗j ,v).
Observe that if we define
xu,v :=
ℓv∑
i=1
xiu,v,
then the values (xu,v)u∈U,v∈V satisfy property C.2 by assumption. Moreover, for
each fixed v ∈ V , the VertexProbe subroutine (Algorithm 5) applied to the input
(G, (xv(u))u∈U (≤ℓv), v), satisfies property C.3 (see Lemma 5.11 and Corollary 5.12 for
details).
We may therefore conclude that (xu,v)u∈U,v∈V is a feasible solution to LP-DP. On the
other hand, (xv(u))v∈V,u∈U (≤ℓv) is an optimum solution to LP-patience-new, so
LPOPTnew(G) =
∑
u∈U,v∈V
wu,v pu,v xu,v ≤ LPOPTDP (G),
thus proving Proposition 5.6.
In order to complete the proof of Proposition 5.9, we can instead consider
UniformVertexProbe (Algorithm 6), but otherwise the argument is unchanged.
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