For a polytope P , the Chvátal closure P ′ ⊆ P is obtained by simultaneously strengthening all feasible inequalities cx ≤ β (with integral c) to cx ≤ ⌊β⌋. The number of iterations of this procedure that are needed until the integral hull of P is reached is called the Chvátal rank.
Introduction
Gomory-Chvátal cuts are among the most important classes of cutting planes used to derive the integral hull of polyhedra. The fundamental idea to derive such cuts is that if an inequality c x ≤ β is valid for a polytope P (that is, c x ≤ β holds for every x ∈ P ) and c ∈ Z n , then c x ≤ ⌊β⌋ is valid for the integral hull P I := conv(P ∩ Z n ). Formally, for a polytope P ⊆ R n and a vector c ∈ Z n , GC P (c) := x ∈ R n | c x ≤ ⌊max{c y | y ∈ P }⌋ is the Gomory-Chvátal Cut that is induced by vector c (for polytope P ). Furthermore, − o(1))n. However, as the authors of [PS11a] state, there is still a very large gap between the best known upper and lower bound. In particular, the question whether there is any superlinear lower bound on the rank of a polytope in the 0/1 cube is open since many years (see e.g. Ziegler [Zie00] ).
There is a large amount of results on structural properties of the CG closure. Already Schrijver [Sch80] could prove that that the closure of a rational polyhedron is again described by finitely many inequalities. Dadush, Dey and Vielma [DDV11a] showed that K ′ is a polytope for all compact and strictly convex sets K ⊆ R n . Later, Dunkel and Schulz [DS10] could prove the same if K is an irrational polytope, while in parallel again Dadush, Dey and Vielma [DDV11b] showed that this holds in fact for any compact convex set.
In the last years, automatic procedures that strengthen existing relaxations became more and more popular in theoretical computer science. Singh and Talwar [ST10] showed that few CG rounds reduce the integrality gap for k-uniform hypergraph matchings. However, to obtain approximation algorithms researchers rely more on Lift-and-Project Methods such as the hierarchies of Balas, Ceria, Cornuéjols [BCC93] ; Lovász, Schrijver [LS91] ; Sherali, Adams [SA90] or Lasserre [Las01a, Las01b] . One can optimize over the t th level in time n O(t ) . Moreover, all those hierarchies converge to the integral hull already after n iterations. In contrast, the membership problem for P ′ is coNP-hard [Eis99] . We refer to the surveys of Laurent [Lau03] and Chlamtáč and Tulsiani [CT11] for a detailed comparison.
In this paper, we prove that there is a polytope contained in the 0/1 cube that has Chvátal rank Ω(n 2 ), closing the gap up to a logarithmic factor. Specifically, our main result is:
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Figure 1: (a) Polytope P = P (c, ε) in n = 2 dimensions and with c = (1, 1). (b) Visualization of the Gomory Chvátal cutc x ≤ β for a critical vectorc. Note that max{c x | x ∈ P } = cx * (ε).
Theorem 1. For every n, there exists a vector c ∈ {0, . . . , 2 n/16 } n such that the polytope
Here c 1 :
|c i | and c ∞ := max i =1,...,n |c i |.
Outline
In the following, we provide an informal outline of our approach.
(1) The polytope. Our main result is to show that the polytope
has a Chvátal rank of Ω(n 2 ), where x * := x * (ε) := ( and each c i will be an integral coefficient of order 2 Θ(n) -however, we postpone the precise choice of c for now. Intuitively spoken, P is a Knapsack polytope defined by inequality c x ≤ 1 has been cut off. Consider a single Gomory Chvátal round and that Chvátal cutcx ≤ ⌊β⌋ that cuts off the longest piece from the line segment. In other words,cx ≤ β is valid for P , butcx * > ⌊β⌋. Of course, a necessary condition on such a vectorc is that the objective functionc is maximized at x * . Let us call any such a vector critical (see Figure 1.(b) ). Secondly, the point x
and we can bound the progress of the Gomory Chvátal operator by ε − ε ′ ≤ 1 c 1
. In other words, in order to show a high rank, we need to prove that all critical vectors must be long.
We will later propose a choice of c such that any critical vectorc has c 1 ≥ Ω(
. This means that the number of GC iterations until the current value of ε reduces to ε/2 will be Ω(n); thus it will take Ω(n 2 ) iterations until
(3) Critical vectors must be long. Why should we expect that critical vectors must be long? Intuitively, if ε is getting smaller, then x * is moving closer to the hyperplane defined by c and the cone of objective functions that are optimal at x * becomes very narrow. As a consequence, the length of critical vectors should increase as ε decreases.
Recall that we termedc ∈ Z n critical if and only if max{c x | x ∈ P I } ≤cx * .
One of our key lemmas is to show that under some mild conditions, the left hand side can be lowerbounded by , where λ > 0 is some scalar. As we will see, an immediate consequence is that for a critical vectorc it is a necessary condition that there is a λ > 0 with
In other words, it is necessary thatc, if suitably scaled, well approximates the vector c. In fact, this problem is well studied under the name simultaneous Diophantine approximation. Thus, if we want to show that critical vectors must be long, it suffices to find a vector c that does not admit good approximations using short vectorsc. The simple solution is to pick c at random from a suitable range; then λc − c 1 will be large with high probability for all λ and all shortc.
A general strategy to lower bound the Chvátal rank
We focus now on the polytope P := P (c, ε) defined above and properties of critical vectors. We want to define L c (ε) as the · 1 -length of the shortest vector, that is x (see Appendix A). Later we will see that for some choice of c this bound is essentially tight -for a long range of ε, and this will be crucial to prove our result.
Observe that, in the definition of L c (ε), we only admit non-negative entries forc. But it is not difficult to prove that since P is a monotone polytope (that is, x ∈ P , 0 ≤ y ≤ x =⇒ y ∈ P ), the shortest critical vectors will be non-negative.
Lemma 2. Letc ∈ Z
n be x * -critical. Then also the vectorc + ∈ Z n ≥0 withc
Proof. One hasc
+ is critical. Here we used for the last equality that the optimum solutions for both expressions max{c x | x ∈ P I } and max{c + x | x ∈ P I } would w.l.o.g. have x i = 0 whenever c i < 0 (using the monotonicity of P I ).
How does the length of critical vectors relate to the Chvátal rank? The next lemma answers this question. In fact, one iteration of the Gomory Chvátal closure, reduces ε by essentially
Proof. Abbreviate P := P (δ 0 , c). To measure the progress of the Chvátal operator, consider ε i := max{ε :
Consider a fixed i ∈ {0, . . . , k − 1}. We want to argue that the difference between consecutive ε i 's is very small, i.e.
. So assume that ε i > ε i +1 , otherwise there is nothing to show. Letc i x ≤ ⌊β i ⌋ be the Gomory Chvátal cutting plane that cuts furthest w.r.t. the line segment defined by x * (ε). In other wordsc i x ≤ β i is feasible for
Combining this with the fact that P (c,
. Writing down what we obtained, we see that
which can be rearranged to
).
Constructing a good Knapsack solution
In order to provide a lower bound on L c (ε), we inspect the knapsack problem max{c x | x ∈ P I } for a critical vectorc. The crucial ingredient for our proof is to find a fairly tight lower bound on this quantity. In the following key lemma (Lemma 5), we are going to show that (under some conditions on c) we can derive the lower bound: max {c x | x ∈ P I } ≥ . Since we are dealing with a knapsack problem, we start taking the items with the best ratio into our solution. Suppose for the sake of simplicity that we are lucky and the k items with largest ratio fit perfectly into the knapsack, i.e. 
proving the claimed lower bound on max{c x | x ∈ P I }. In a non-ideal world, the greedily obtained solution would not perfectly fill the knapsack, i.e. is a profit threshold and ideally we would like to construct a solution for our knapsack problem by selecting the items above the threshold. Let q ∈ {1, . . . , n} be the number such that In other words, if we take items {1, . . . , k}\B into our knapsack, we have capacity at most c ∞ left. Next, construct an arbitrary solution J ′ ⊆ B that perfectly fills the remaining 
Moreover,
We call an item i central if (
We cannot be sure appriori whether central items are selected into J or not. However, we can prove that due to the sorting they have a small |w i |-value anyway. Let us abbreviate W + := i ≤q w i and 
Analogously
, and hence
Adding up (3) and (4) yields the claim i ∈I 
Proof of claim. We call an index
. ♦ Finally, we note that the vectorx ∈ {0, 1} n withx i := 1 if i ∈ J and 0 otherwise, satisfies the claim.cx
Here we use that i ∈J c i = i ∉J c i . Now, we can get a very handy necessary condition on critical vectors. Namely, if the conditions on c (see Lemma 5) are satisfied, then any critical vector must have λc −c 1 ≤ O(ε) · c 1 . To prove that critical vectors must be long, it remains to find a vector c such that λc − c 1 is large for all short vectorsc.
Random normal vectors
In this section, we will see now, that a random vector a cannot be well approximated by short vectors; later this vector a will be essentially the first half of the normal vector c. In the following, for any vector a ∈ R m , and any index subset I ⊆ [m], we let (a) I ∈ R |I | be the vector (a i , i ∈ I ). For D := 2 m/8 , pick a 1 , . . . , a m ∈ {D, . . . , 2D} uniformly and independently at random. We first informally describe, why this random vector a is hard to approximate with high probability. Let us fix values of λ and ε and call an index i good, if there is an integerã i ∈ {0, . . . , o( We will now give a formal argument.
Lemma 8. There is a constant α > 0 such that for m large enough,
Proof. We want to bound the above probability in (6) by using the union bound over all λ > 0 and all ε > 0. First of all, λã − a 1 is a piecewise linear function in λ. Therefore, we can restrict our attention to the values λ = 
Here, we use that ε ≥ ). Eventually, we apply Lemma 3 and obtain that rk(P ) ≥ Ω(n · log( 1/32 1/D )) = Ω(n 2 ).
We close the paper with a remark. A vector d is called saturated w.r.t. P if it has an integrality gap of 1, i.e. max{d x | x ∈ P } = max{d x | x ∈ P I }. Of course, if d ∈ Z n is saturated, then the GC cut induced by d does not cut off any point, i.e. GC P (d ) ∩ P = P . With this definition, one could rephrase the statement of Theorem 9 as: The vector c needs Ω(n 2 ) many iterations to be saturated. Note that [ES03] prove that any vector c ∈ Z n is saturated after O(n 2 + n log c ∞ ) many iterations, which gives the tight bound of O(n 2 ) for our choice of c.
