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Abstract
A proper q-coloring of a graph is an assignment of one of q colors to each vertex
of the graph so that adjacent vertices are colored differently. Sample uniformly among
all proper q-colorings of a large discrete cube in the integer lattice Zd. Does the ran-
dom coloring obtained exhibit any large-scale structure? Does it have fast decay of
correlations? We discuss these questions and the way their answers depend on the
dimension d and the number of colors q. The questions are motivated by statisti-
cal physics (anti-ferromagnetic materials, square ice), combinatorics (proper colorings,
independent sets) and the study of random Lipschitz functions on a lattice. The dis-
cussion introduces a diverse set of tools, useful for this purpose and for other problems,
including spatial mixing, entropy and coupling methods, Gibbs measures and their
classification and refined contour analysis.
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Figure 1: A proper 2-coloring and proper 4-coloring of a rectangular region in Z2.
1 Lecture 1 – Introduction and Disordered Regime
A proper q-coloring of a graph G = (V,E) is an assignment of the colors {1, . . . , q} to V so
that adjacent vertices are colored differently.
We wish to study the uniform distribution on all proper q-colorings of a finite G. Our
focus in this course is on the case that G is a subset of the d-dimensional integer lattice Zd.
Among the basic difficulties are the facts that:
• There is no closed-form formula for the number of proper q-colorings. Indeed, on a
general graph, it may even be that no coloring exists. In the main case discussed here,
when G is a subset of Zd, colorings exist (for q ≥ 2) as Zd is bipartite, but the counting
problem remains difficult.
One checks simply that the number of proper q-colorings, q ≥ 3, of a bipartite graph
increases exponentially with its size. An exponentially large family of colorings is
obtained, for instance, by assigning colors in {1, 2} to one of the two bipartition classes
and the color 3 to the other class. However, finding the precise rate of exponential
growth on natural families of graphs (e.g., sub-cubes of Zd, d ≥ 2) again seems difficult.
• Related to the above is the fact that there is no simple way to sample uniformly from
all proper q-colorings. One way which one may try is to sample vertex-by-vertex: Each
time drawing the color of a vertex uniformly from the colors allowed to it given the
previous choices. This method, however, leads in general to a biased sample (though
it is exact on trees). More sophisticated sampling algorithms, based on Markov Chain
Monte Carlo methods, exist, but provide only an approximate sample and may have
long running time.
Stated roughly, our focus is on the following questions:
• How does a typical proper q-coloring look like?
• Does it exhibit any structure?
• How strong are the correlations of the colors within it?
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1.1 Motivation
The study of the uniform distribution on proper q-colorings may be motivated from several
points of view:
1. Statistical physics: In the Potts model of statistical physics, vertices of Zd may be
thought of as the atoms/molecules of a crystal, each of which comes equipped with a
magnetic spin which takes one of q values.
In a ferromagnetic material, the spins at adjacent vertices have a tendency to be equal.
In an anti-ferromagnetic material, they have a tendency to differ. The strength of these
tendencies is governed by the temperature, with the tendencies made absolute in the
zero-temperature limit.
With this terminology, the uniform distribution on proper q-colorings is equivalent to
the zero-temperature anti-ferromagnetic q-state Potts model. Ordering phenomena in
anti-ferromagnetic materials are sometimes termed Ne´el order.
While our focus in these notes is on proper q-colorings, we wish to emphasize that
these also serve as a paradigm for other statistical physics models, with or without
hard constraints. In particular, some of the methods discussed below apply in some
generality.
2. Combinatorics: Understanding whether a uniformly sampled proper q-coloring typi-
cally exhibits any large-scale structures, or long-range correlations, is closely related to
the counting and sampling problems mentioned above: How many proper q-colorings
does a grid graph have? How can one sample from these uniformly?
3. Random Lipschitz functions: Proper 3-colorings of Zd admit an interpretation as dis-
crete Lipschitz functions, themselves objects of active research (see Lecture 2).
1.2 Concrete questions and simple cases
Uniformly sample a proper q-coloring of the cube ΛL := {1, . . . , L}d ⊂ Zd. How strong is
the influence of one region of the coloring on a distant region? Does it decay to zero with
the distance? As a concrete instance of this question, we may ask: as L→∞, understand
P((1, . . . , 1) and (L, . . . , L) are equally colored)− 1
q
. (1)
The answer is sought as a function of the number of colors q and the dimension d. The vertices
(1, . . . , 1) and (L, . . . , L) are chosen as they are as distant from each other as possible on
ΛL. The reason for the subtraction of the factor
1
q
is that the color assigned to each of the
vertices is uniformly picked from {1, . . . , q}. Were the two colors independent, they would be
equal with probability 1
q
. Thus (1) may be regarded as a measure of the correlation between
the two colors.
As an alternative measure of correlations in the coloring, one may uniformly sample the
coloring subject to prescribed values on the boundary of ΛL and study the effect this has on
the coloring in the interior.
Three plausible behaviors for (1) are highlighted:
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• Disorder : The quantity (1) decays to zero exponentially in L.
• Criticalilty : The quantity (1) decays to zero as a power-law in L.
• Long-range order : The quantity (1) does not decay to zero.
There are two cases in which it is easy to decide the behavior:
• Long-range order occurs in all dimensions when using only two colors (q = 2). This
occurs as the coloring necessarily has a chessboard pattern (the coloring has exactly
two possibilities), which is fully determined by the color of a single vertex.
• Disorder occurs in one dimension (d = 1) for any number q ≥ 3 of colors. Indeed, in this
case the coloring is a Markov chain which converges exponentially fast to stationarity
(alternatively, explicit calculations are possible).
In the rest of the course we discuss other values of q and d, attempting to classify their
behavior according to the above types: In the next section we discuss the disordered regime,
the second lecture considers a case with critical behavior while the third lecture is devoted
to long-range order.
1.3 The disordered regime – Dobrushin’s uniqueness condition
When q  d the colors of the neighbors of a vertex do not limit much the color of the vertex
itself. Intuitively, this should imply disorder. Such ideas go back to Dobrushin [25] who
found a general condition for the uniqueness of the Gibbs measure. We proceed to describe
a general result, of wide applicability, which gives a sufficient condition for a model to be
disordered (in the technical sense of satisfying strong spatial mixing, as defined below).
Let G = (V,E) be a finite (simple) connected graph. Let S be a finite ‘spin space’
(the restriction that S be finite is technically convenient but may be relaxed). Let µ be a
probability measure on the configuration space, the space of functions f : V → S. A partial
configuration τ : B → S, defined on a subset B ⊂ V , is called feasible if when f is sampled
from µ then P(f |B = τ) > 0. For a feasible τ , let µτ be the measure µ conditioned on the
configuration equalling τ on B. Given also U ⊂ V , let µτU be the restriction of this measure
to U . When U is a singleton {u}, we write µτu as shorthand for µτU .
The notion of spatial mixing quantifies the idea that if U is far from B, then the distribu-
tion µτU is hardly influenced by the choice of τ : B → S. For a precise definition, recall that
the total variation distance dTV(ν1, ν2) of two probability distributions ν1, ν2 is the maximal
value of |ν1(A) − ν2(A)| over all events A. Alternatively, it equals the minimal probability
P(X 6= Y ) over all random variables (X, Y ) with X distributed ν1 and Y distributed ν2
(i.e., over all couplings of ν1 and ν2. Any coupling which achieves the minimal probability
is termed an optimal coupling). We say that µ satisfies weak spatial mixing with constants
C, c > 0 if for any B,U ⊂ V and feasible τ1, τ2 : B → S it holds that
dTV(µ
τ1
U , µ
τ2
U ) ≤ C|U | exp(−cdG(U,B)), (2)
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where dG is the graph distance in G. This is one way of making the notion of spatial mixing
precise. A more restrictive way requires µτ1U and µ
τ2
U to be close even when U is close to B,
as long as it is far from the disagreement set
Bτ1,τ2 := {v ∈ B : τ1(v) 6= τ2(v)}. (3)
We say that µ satisfies strong spatial mixing with constants C, c > 0 if for any B,U ⊂ V
and feasible τ1, τ2 : B → S it holds that
dTV(µ
τ1
U , µ
τ2
U ) ≤ C|U | exp(−cdG(U,Bτ1,τ2)). (4)
Evidently, strong spatial mixing implies weak spatial mixing. These definitions are most
often used in the context of a sequence of measures µn, defined on a sequence of graphs Gn,
where one usually requires the constants C, c to be uniform in n.
We proceed to describe Dobrushin’s uniqueness condition. We now restrict to the case
that µ is fully supported, i.e., µ(f) > 0 for all configurations f : V → S (so that all τ are
feasible). Define the influence Iu→v of u on v by
Iu→v := max
τ1,τ2:V \{v}→S
τ1=τ2 except on u
dTV(µ
τ1
v , µ
τ2
v ). (5)
We say that µ is nearest-neighbor if Iu→v = 0 whenever u is not a neighbor of v.
Theorem 1.1. (Dobrushin’s uniqueness condition implies strong spatial mixing) Let µ be a
fully supported and nearest-neighbor probability measure. Assume that µ satisfies the follow-
ing condition (known as Dobrushin’s uniqueness condition):
α := max
v∈V
∑
u∈V \{v}
Iu→v < 1. (6)
Then µ satisfies strong spatial mixing with constants C = 1 and c = − logα. That is, for
any B,U ⊂ V and any τ1, τ2 : B → S, we have
dTV(µ
τ1
U , µ
τ2
U ) ≤ |U |αdG(U,Bτ1,τ2 ). (7)
Moreover, for any B ⊂ V and any τ1, τ2 : B → S there exist random f 1, f 2 : V → S whose
distributions are µτ1 , µτ2, respectively (i.e., f 1, f 2 are a coupling of µτ1 , µτ2), such that
P(f 1(u) 6= f 2(u)) ≤ αdG(u,Bτ1,τ2 ), u ∈ V. (8)
We remark that the theorem may be extended further to measures µ which are not
nearest-neighbor. Indeed, the proof below shows that the conclusion of the theorem remains
valid for general interactions under a modified definition/assumption in (6). Namely, for any
fully supported measure µ, if instead of (6) we suppose the existence of some 0 < α¯ < 1
such that
max
v∈V
∑
u∈V \{v}
Iu→v
α¯dG(u,v)
≤ 1, (9)
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then (7) and (8) continue to hold with α replaced by α¯. In particular, if µ is fully supported,
has a finite interaction range R in the sense that Iu→v = 0 whenever dG(u, v) > R, and
satisfies (6), then one easily checks that (9) holds with α¯ = α1/R so that strong spatial
mixing still holds, but now with constants C = 1 and c = − 1
R
logα.
The theorem may also be extended to measures which are not fully supported. A version
of the theorem for such measures may be described with the so-called notion of a specification.
While we do not give the details here, we mention that a specification may be seen as a
consistent way to define the measures µτ for non-feasible τ . Once µτ is defined for all partial
configurations τ , the existing definition (5) of influence remains valid, and Theorem 1.1
holds for µ under the same assumption (6). In fact, it is common to define weak/strong
spatial mixing for specifications, rather than for measures (for fully supported measures,
the definitions coincide). Finally, we mention that the original aim of Dobrushin [25] was
to prove the uniqueness of Gibbs measures for a given specification (with interactions of
possibly unbounded range) under the condition (6); see, e.g., [43, Chapter 6].
We start the proof of the theorem with a preliminary lemma.
Lemma 1.2. Let µ be a fully supported measure. For any v ∈ V and any partial configura-
tions f, g : V \ {v} → S we have
dTV(µ
f
v , µ
g
v) ≤
∑
u∈V \{v}
1f(u)6=g(u)Iu→v. (10)
Proof. Let (um), 1 ≤ m ≤ |V | − 1, be an arbitrary ordering of V \ {v}. Define a sequence of
partial configurations (fj), 0 ≤ j ≤ |V | − 1, with fj : V \ {v} → S, by setting
fj(um) :=
{
f(um) m > j
g(um) m ≤ j
for 1 ≤ m ≤ |V | − 1.
Observe that f0 = f while f|V |−1 = g. In addition, fj−1 and fj may differ only at the
single vertex uj, where they satisfy fj−1(uj) = f(uj) and fj(uj) = g(uj). Thus, as µ is fully
supported, the triangle inequality for the total variation distance and the definition of Iu→v
imply that
dTV(µ
f
v , µ
g
v) ≤
|V |−1∑
j=1
dTV(µ
fj−1
v , µ
fj
v ) ≤
|V |−1∑
j=1
1f(uj)6=g(uj)Iuj→v,
as we wanted to prove.
Proof of Theorem 1.1. It suffices to prove the moreover part, as the f 1 and f 2 obtained
there, when restricted to U , provide a coupling of µτ1U and µ
τ2
U which proves (7).
To construct f 1, f 2, we define a sequence of random pairs of functions {(fn, gn)}n≥0 such
that, for each n ≥ 0,
1. fn ∼ µτ1 and gn ∼ µτ2 .
2. For each v ∈ V ,
P(fn(v) 6= gn(v)) ≤ αmin{n,dG(v,Bτ1,τ2 )}. (11)
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Then we may take (f 1, f 2) to be (fn, gn) for any n larger than the diameter of G.
To start, let f0, g0 be sampled independently from µ
τ1 , µτ2 respectively. The above
properties clearly hold. Now assume that, for some n ≥ 1, the pair (fn−1, gn−1) has already
been defined and satisfies the above properties. We define (fn, gn) as follows: Let (vk),
1 ≤ k ≤ |V \B|, be an arbitrary ordering of V \B. Set fn,0 := fn−1, gn,0 := gn−1. Iteratively,
for 1 ≤ k ≤ |V \B|, define (fn,k, gn,k) by
(fn,k(u), gn,k(u)) := (fn,k−1(u), gn,k−1(u)), u 6= vk,
and sampling (fn,k(vk), gn,k(vk)) by an optimal coupling of µ
fn,k|V \{vk}
vk and µ
gn,k|V \{vk}
vk . Set
fn := fn,|V \B| and gn := gn,|V \B| (in other words, generate (fn, gn) from (fn−1, gn−1) by a
systematic scan, updating the value at each vk by an optimal coupling given the previous
values).
The fact that (fn−1, gn−1) satisfies the first property above implies the same for (fn, gn).
To see the second property, it suffices to show that for 1 ≤ k ≤ |V \B|,
P(fn,k(vk) 6= gn,k(vk)) ≤ αmin{n,dG(vk,Bτ1,τ2 )}. (12)
We proceed to prove (12) inductively on k. The left-hand side of (12), conditioned on
(fn,k−1, gn,k−1), equals dTV(µ
fn,k|V \{vk}
vk , µ
gn,k|V \{vk}
vk ) (as an optimal coupling is used). Thus we
may apply Lemma 1.2 to obtain
P(fn,k(vk) 6= gn,k(vk) | fn,k−1, gn,k−1) ≤
∑
u:u6=vk
1{fn,k−1(u)6=gn,k−1(u)}Iu→vk . (13)
Note that
P(fn,k−1(v`) 6= gn,k−1(v`)) =
{
P(fn,`(v`) 6= gn,`(v`)) if ` < k
P(fn−1(v`) 6= gn−1(v`)) if ` > k
,
so that by the inductive statements (12) on k and (11) on n,
P(fn,k−1(v) 6= gn,k−1(v)) ≤ αmin{n−1,dG(v,Bτ1,τ2 )}, v ∈ V.
Thus, taking expectation in (13), we obtain that
P(fn,k(vk) 6= gn,k(vk)) ≤
∑
u:u6=vk
P(fn,k−1(u) 6= gn,k−1(u))Iu→vk
≤
∑
u:u6=vk
αmin{n−1,dG(u,Bτ1,τ2 )}Iu→vk
≤ αmin{n,dG(vk,Bτ1,τ2 )}
∑
u:u6=vk
Iu→vk
αdG(u,vk)
≤ αmin{n,dG(vk,Bτ1,τ2 )},
(14)
where in the third inequality we used that min{n−1, dG(u,Bτ1,τ2)} ≥ min{n, dG(vk, Bτ1,τ2)}−
dG(u, vk), and in the last inequality we used the assumption that µ is nearest-neighbor and
the definition (6) of α. This finishes the proof of the theorem.
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Theorem 1.1 postulates that µ is fully supported. We note first that this assumption
cannot be removed without a suitable replacement (such as the notion of specification men-
tioned above). Indeed, consider for instance the case that G is a graph with at least three
vertices, S = {1, 2} and the measure µ is uniform on the two constant configurations. It is
clear that µ does not satisfy strong spatial mixing. Moreover, the influences Iu→v are not
well defined as µτ is only defined for feasible τ . However, if one restricts the definition (5)
to use only feasible τ , then it is straightforward that all resulting influences Iu→v are zero,
so that Dobrushin’s condition (6) is trivially satisfied.
Our next goal is to apply the theorem to proper colorings. The theorem does not apply
directly, as the uniform distribution on proper q-colorings is not fully supported. One remedy
is to introduce the anti-ferromagnetic q-state Potts model. At ‘inverse temperature’ β ≥ 0,
this is the measure assigning probability proportional to
exp
(
−β
∑
u∼v
1f(u)=f(v)
)
to every f : V → {1, . . . , q}. It is readily verified that, on the one hand, this measure is
fully supported and, on the other hand, the measure tends to the proper q-coloring measure
as β tends to infinity. One checks that that anti-ferromagnetic q-state Potts model satisfies
Dobrushin’s uniqueness condition whenever either β ≤ Cq
∆
or q > 2∆, with ∆ the maximal
degree in G. This implies that the proper q-coloring model satisfies strong spatial mixing
when q > 2∆.
An alternative remedy that may be used to apply Dobrushin’s uniqueness condition for
proper q-colorings is the following observation. The assumption that µ is fully supported is
only used in the proof of Lemma 1.2 and it thus suffices to find an extension of this lemma
to a class of non-fully-supported measures which includes the proper q-coloring model. The
lemma indeed admits such an extension to measures µ with a representation
µ(f) =
1
Z
∏
(u,v)∈ ~E
h(u,v)(f(u), f(v))
∏
v∈V
λv(f(v)) (15)
where λv : S → (0,∞), h(u,v) : S×S → [0,∞) and ~E is an arbitrary orientation of the edges
of E (it is straightforward to find such a representation for the proper q-coloring model).
Lemma 1.2 extends to such measures provided the influences Iu→v are set to 0 when u 6∼ v
and the nearest-neighbor influences Iu→v, u ∼ v, are calculated in the star graph Gv, i.e., the
graph whose vertex set is v and the G-neighbors of v and whose edge set is the set of edges
between v and each of these neighbors. The measure µ admits a natural restriction to Gv
via the formula (15) restricted to vertices and edges of Gv (with Z suitably modified), and
the influences Iu→v, u ∼ v, should then be calculated with respect to this restricted measure.
The proof starts by noting that the total variation distance for the marginal distribution
at v which appears in the statement of Lemma 1.2 may only increase when restricting the
graph to Gv and using the restricted version of µ. From this one continues along the same
steps of the above proof of the lemma.
We record the obtained conclusion for the proper q-coloring model.
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Corollary 1.3. Uniform proper colorings satisfy strong spatial mixing whenever the number
of colors is greater than twice the maximal degree. More precisely, if G = (V,E) is a finite
connected graph of maximal degree ∆, and µ is the uniform distribution on proper q-colorings
of G, then for any B,U ⊂ V and feasible τ1, τ2 : B → S it holds that
dTV(µ
τ1
U , µ
τ2
U ) ≤ |U |
(
∆
q −∆
)dG(U,Bτ1,τ2 )
. (16)
Proof. Since the proper q-coloring model has the form (15), it suffices to show that (6) holds
and that α ≤ ∆
q−∆ . To this end, it suffices to show that Iu→v ≤ 1q−∆ for any adjacent vertices
u, v ∈ V (when calculating the influences on the star graph Gv). Towards showing this, let
τ1, τ2 : V \ {v} → S agree except on u. Let A1 and A2 be the set of colors appearing on
N(v) in τ1 and τ2, respectively. Note that either A1 = A2 in which case dTV(µ
τ1
v , µ
τ2
v ) = 0,
or (|A1 \ A2|, |A2 \ A1|) ∈ {(0, 1), (1, 0), (1, 1)} in which case
dTV(µ
τ1
v , µ
τ2
v ) =
1
q −min{A1, A2} .
Thus, since |A1| ≤ ∆, we always have that dTV(µτ1v , µτ2v ) ≤ 1q−∆ .
We conclude this section with several remarks.
There are extensions of Dobrushin’s condition by Dobrushin and Shlosman [29, 26, 27]
which involve influences between a vertex and the joint distribution on a collection of other
vertices. These can improve upon Dobrushin’s uniqueness condition but are generally harder
to check. We do not go into their theory here. A different consequence of Dobrushin’s
condition, or the improved Dobrushin–Shlosman conditions, concerns dynamical processes
associated with the given measure – Glauber and block-Glauber dynamics. It is known
that strong spatial mixing is equivalent to rapid mixing (in time O(|V | log |V |)) of such
dynamics. For more on these topics, we refer the reader to Dyer–Sinclair–Vigoda–Weitz [33],
Martinelli [74], Martinelli–Olivieri [75, 76] and Weitz [102].
A different method of general applicability for showing strong spatial mixing and unique-
ness of Gibbs measures is the method of disagreement percolation, introduced by van den
Berg [10] and further developed by van den Berg and Maes [11]. The method has the
potential to improve upon Dobrushin’s uniqueness condition, though such improvements,
when present, are mostly significant in low dimensions. The method applies to the proper
q-coloring model on Zd but allows to deduce strong spatial mixing only when q > Cd2, for
some C > 0, while Dobrushin’s condition applies for q > 4d.
As discussed, Dobrushin’s uniqueness condition implies strong spatial mixing for the
proper q-coloring model when q > 2∆ with ∆ the maximal degree inG = (V,E). Vigoda [101]
proved that a natural ‘flip dynamics’ mixes in time O(|V | log |V |) and Glauber dynamics
mixes in time polynomial in |V | when q ≥ 11
6
∆. This was improved to q ≥ (11
6
− ε)∆ for
a fixed ε > 0 by Chen–Delcourt–Moitra–Perarnau–Postle [22] (strong spatial mixing is not
discussed in these papers but it is proved that uniqueness of the Gibbs measure of proper
q-colorings of Zd holds under the stated conditions on q). When G is triangle-free and has
∆ ≥ 3 (e.g., for domains in Zd), strong spatial mixing is proved under the weaker assumption
q > α∆−γ with α the solution of α logα = 1 (so that α ≈ 1.76) and γ = 4α3−6α2−3α+4
2(α2−1) ≈ 0.47
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Figure 2: A frozen 3-coloring of Z2.
by Goldberg–Martin–Paterson [55]. Using these general bounds and employing computer as-
sistance for checking more refined conditions of the Dobrushin–Shlosman type, the current
state of the art on Z2 is that strong spatial mixing is proved for q ≥ 6 colors, and is believed
to occur also for q = 4, 5 (see [94, 19, 1, 54, 53]. See also [58] for the Kagome lattice). The
case of q = 3 colors is critical, and is the subject of the next lecture.
2 Lecture 2 – Criticality
Recall the three types of behavior highlighted in Section 1.2 for the quantity (1). In this
lecture, we discuss the uniform distribution on proper 3-colorings of Z2, which is predicted
in the physics literature to behave critically. We mention in passing that the uniform distri-
bution on proper 4-colorings of the triangular lattice is also predicted to behave critically (it
is equivalent to the loop O(2) model at x =∞; see [88, Chapter 3]). However, in this latter
case, there are currently no rigorous results.
2.1 Frozen colorings
A frozen coloring of an infinite graph is a proper coloring of the graph such that no finite
region of the coloring can be modified while keeping the coloring proper. In other words,
a proper q-coloring is frozen if any proper q-coloring which differs from it on only finitely
many vertices must coincide with it.
It is possible to find a frozen 3-coloring of Z2 (more generally, frozen q-colorings of Zd exist
if and only if q ≤ d+ 1; see Alon–Bricen˜o–Chandgotia–Magazinov–Spinka [3]). Indeed, it is
straightforward to check that the coloring f defined by f(x, y) := x+ y (mod 3) is a frozen
coloring; see Figure 2. The existence of a frozen coloring already shows that correlations
cannot decay for all boundary conditions (no weak or strong spatial mixing). However,
there is great interest also in placing no boundary conditions (free boundary conditions on a
domain) or using only a restricted set of boundary conditions, especially those for which the
number of extensions to a proper coloring of the domain is close to the total number of proper
colorings of the domain. Specifically, one may require the ratio of the logarithms of these two
quantities tend to 1 along a sequence of growing domains with specified boundary conditions,
and the boundary conditions are then said to achieve maximal entropy (see Section 3.1 for
a related notion).
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2.2 Constant boundary conditions
Define the (graph) ball of radius L in d dimensions by
Λ(L) := {v ∈ Zd : ‖v‖1 ≤ L}, L ≥ 0 integer. (17)
The internal vertex boundary of a set Λ ⊂ Zd is denoted
∂•Λ := {v ∈ Zd : v ∈ Λ,∃w ∼ v, w /∈ Λ}. (18)
We consider proper 3-colorings of Λ(L) for which all of ∂•Λ(L) = Λ(L)\Λ(L−1) is assigned
the same color. Such boundary conditions achieve maximal entropy, as shown by Galvin–
Kahn–Randall–Sorkin [48, Lemma 5.1] using Kempe chains. Our goal is to show that if
d = 2 and fL is a uniformly sampled proper 3-coloring of this type, then
lim
L→∞
P(fL(0, 0) = i) =
1
3
, 1 ≤ i ≤ 3, (19)
which is a form of correlation decay. While (19) does not distinguish between the disordered
and critical cases (in the sense discussed in Section 1.2), recent work of Duminil-Copin–
Harel–Laslier–Raoufi–Ray [31] can be used to obtain a rate of convergence in (19), showing
that
c
Lα1
≤
∣∣∣∣P(fL(0, 0) = i)− 13
∣∣∣∣ ≤ CLα2 , (20)
for some C, c, α1, α2 > 0 (see [92] for additional details). We proceed to describe the proof
technique for (19), which is of interest also in other contexts.
2.3 Height function
We continue the discussion of proper 3-colorings in general dimension d, specializing to the
two-dimensional case later. A homomorphism height function (or Z-homomorphism) on Zd
is a function h : Zd → Z satisfying
|h(u)− h(v)| = 1 when u is adjacent to v, (21)
and taking even values on the even sublattice
Zdeven :=
{
(x1, x2, . . . , xd) ∈ Zd :
d∑
i=1
xi even
}
.
Observe that, trivially, if h is a homomorphism height function, then the (pointwise)
modulo 3 of h is a proper 3-coloring of Zd. In the other direction, we have the following.
Claim 2.1. For each proper 3-coloring f of Zd, there exists a homomorphism height function
h such that f ≡ h (mod 3).
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Proof. Set h at the origin to be an arbitrary even integer congruent to f modulo 3 (e.g., 0,4,2
according to whether f is 0,1,2, respectively). As f uniquely defines h(u)−h(v) for adjacent
u, v, one needs only to check the consistency of this definition along cycles of Zd. As the cycle
space is spanned by basic 4-cycles (plaquettes – sets of the form {v, v+ ei, v+ ei + ej, v+ ej}
for v ∈ Zd, 1 ≤ i, j ≤ d distinct, where ek denotes the kth unit vector), it suffices to check
consistency on these, and this may be done simply by going over all 6 options for the coloring
of such a 4-cycle (with the color of one vertex fixed).
Thus the modulo 3 mapping is a bijection between homomorphism height functions de-
fined up to the addition of a global constant in 6Z and proper 3-colorings of Zd. The same
bijection holds also between homomorphism height functions and proper 3-colorings on Λ(L).
Our analysis of the coloring will go through the height function.
In one dimension, homomorphism height functions on an interval are simply paths of
simple random walk. Thus, uniformly sampled homomorphisms on an interval of length L,
fixed at one endpoint, have fluctuations of order
√
L. In two dimensions, homomorphism
height functions are in bijection also with the uniform six-vertex model (square ice).
Now specializing to two dimensions, we study height functions hL on Λ(L), L even,
which are uniformly sampled from the set of height functions fixed to equal zero on ∂•Λ(L)
(Figure 3 shows such a function sampled on a square domain). What is the analogue of
the limit statement (19)? It is clear that E(hL(0, 0)) = 0 by symmetry. It is then natural
to associate the statement (19) on the modulo 3 of hL(0, 0) with the statement that the
fluctuations of hL(0, 0) grow unboundedly with L (see Section 2.3.1 below).
Theorem 2.2. (Chandgotia–Peled–Sheffield–Tassy [21]) When d = 2, we have
lim
L→∞
Var(hL(0, 0)) =∞. (22)
The work [31] extends this result to prove that the variance is of order log(L). It is
further conjectured that the scaling limit of hL is the continuum Gaussian free field, and
that the level lines of hL (see Figure 3) scale to the Conformal Loop Ensemble (CLE) with
parameter κ = 4. In contrast, it is conjectured that in dimensions d ≥ 3 the fluctuations (at
a given vertex) of uniformly sampled homomorphism height functions on a domain with zero
boundary conditions remain bounded uniformly in the domain. This is presently known only
in high dimensions [62, 44, 80]. The works [7, 6, 8, 70, 9, 35, 83, 82, 85, 103, 15, 14, 16, 12]
explore the properties of homomorphism height functions (and related Lipschitz functions)
on general graphs.
2.3.1 Implication for colorings
When trying to deduce information on the distribution of the modulo 3 of hL(0, 0) from
Theorem 2.2 one is naturally led to consider the regularity of the distribution of hL(0, 0).
The following fact shows that the distribution is log-concave in a natural sense and thus
cannot be too irregular. Log-concavity of the single-site marginal distributions is proved for
homomorphism height functions by Kahn [62, Proposition 2.1] and established more generally
for random surfaces with nearest-neighbor convex potentials by Sheffield [98, Lemma 8.2.4].
We repeat the argument given in [21, Proposition 7.1].
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Figure 3: A uniformly sampled homomorphism height function with zero boundary values
(on every second vertex) on a 40× 40 and 300× 300 squares, sampled using coupling from
the past [89]. The non-trivial outermost level sets separating zeros and ones are highlighted
in black. Prepared with help from Steven M. Heilman. Theorem 2.2 implies that the height
at the center of the squares diverges as the square size increases.
Lemma 2.3. (Log-concavity) Let Λ ⊂ Zd be finite and τ : ∂•Λ→ Z be such that there exist
homomorphisms height functions on Λ which equal τ on ∂•Λ. Let h be sampled uniformly
from the set of such homomorphism height functions. Then
P(h(v) = i)2 ≥ P(h(v) = i+ 2j)P(h(v) = i− 2j) (23)
for any v ∈ Λ, any integer j and any integer i of the same parity as ‖v‖1.
Proof. Fix an integer i with the same parity as ‖v‖1 and a positive integer j. For an integer
k, let Hk be the set of homomorphism height functions on Λ which coincide with τ on ∂•Λ
and equal k at v. To prove (23) it suffices to build an injection from Hi+2j×Hi−2j to Hi×Hi.
Let h+ ∈ Hi+2j and h− ∈ Hi−2j. Let Λ′ ⊂ Zd be the smallest connected set containing v
on which h+ > h− + 2j. As h+ = h− on ∂•Λ we must have that Λ′ ∩ ∂•Λ = ∅. We may thus
define homomorphism height functions h, h′ ∈ Hi by
hΛ′ := (h
+ − 2j)Λ′ , hΛ\Λ′ := h−Λ\Λ′ ,
h′Λ′ := (h
− + 2j)Λ′ , h′Λ\Λ′ := h
+
Λ\Λ′ .
Furthermore, Λ′ can be recovered from the pair (h, h′) as the smallest connected set contain-
ing v on which h > h′ − 2j. Thus the map (h+, h−) 7→ (h, h′) is injective.
It is straightforward to conclude from Lemma 2.3 and Theorem 2.2 that
lim
L→∞
P(hL(0, 0) = i) = 0 for each i. (24)
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We now have all the tools necessary to conclude the asymptotic uniformity of the modulo 3
of hL(0, 0).
Corollary 2.4.
lim
L→∞
P(hL(0, 0) ≡ i (mod 3)) = 1
3
for each i. (25)
Proof. Fix L and denote pi := P(hL(0, 0) = 2i) for i ∈ Z. By symmetry, pi = p−i for all i.
Let q0, q1, q2 denote the probabilities that hL(0, 0) (mod 3) equals 0, 1, 2, respectively. Then
q0 = p0 + 2(p3 + p6 + · · · ) and q1 = q2 = (p1 + p2) + (p4 + p5) + · · · .
By (23), we have p20 ≥ p1p−1 = p21, so that p0 ≥ p1. Now suppose we have already shown
that pi−1 ≥ pi for some i ≥ 1. Then using (23) again, we have p2i ≥ pi−1pi+1 ≥ pipi+1,
so that pi ≥ pi+1. Thus, (pi)i≥0 is a non-increasing sequence. It follows that q0 ≤ p0 + q1
and q0 ≥ q1 − p1. Since (24) implies that p0 → 0 and p1 → 0 as L → ∞, it follows that
q0 − q1 → 0 as L → ∞. Hence, in the limit as L → ∞, the probabilities q1, q2, q3 are equal
and sum up to 1, and must therefore all equal 1/3.
2.4 Delocalization of the height function
2.4.1 Gibbs measures
The proof of Theorem 2.2 relies on methods from ergodic theory, making use of homomor-
phism height functions defined on the whole of Zd. The notion of a uniformly sampled
homomorphism height function in the whole of Zd is not well defined, and the standard
substitute for it is the notion of a Gibbs measure (for the uniform specification). A measure
µ on homomorphism height functions on Zd is called Gibbs if the following holds: Let f
be sampled from µ. For each finite subset V of Zd, almost surely, conditioned on f |V c the
distribution of f |V is uniform on all extensions of f |V c to a homomorphism height function.
The set of Gibbs measures forms a convex set.
Example: Let h be any height function whose modulo 3 is the frozen proper 3-coloring
discussed above. Then the delta measure on h is a Gibbs measure. Our interest, however, is
in Gibbs measures with translation-invariance properties as we now describe.
For a sublattice L ⊂ Zd, a Gibbs measure is called L-translation-invariant if samples
from the measure are invariant in distribution to translations from L. An L-translation-
invariant measure is called L-ergodic if it gives probability zero or one to each event which
is invariant under translations from L.
The set of L-translation-invariant Gibbs measures forms a convex set, whose extreme
points are exactly the L-ergodic Gibbs measures [52, Chapter 14].
A (not necessarily invariant) measure is called extremal (or tail-trivial) if it assigns proba-
bility zero or one to each event which can be determined from the values of the sample outside
every finite set. These are exactly the extreme points of the set of all Gibbs measures [52,
Chapter 7].
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2.4.2 Delocalization
We proceed to discuss the delocalization of hL as stated in Theorem 2.2. One may show, by
an argument that we do not detail here which makes use of the positive association (FKG)
of the absolute value of hL (proved in [6, Proposition 2.3]), that if Theorem 2.2 does not
hold, i.e.,
lim inf
L→∞
Var(hL(0, 0)) <∞, (26)
then the distribution of hL converges locally as L → ∞ to a Z2even-translation-invariant
Gibbs measure (an analogous statement holds in any dimension [21, Theorem 1.1]). Thus,
Theorem 2.2 is a consequence of the following statement.
Theorem 2.5. There are no Z2even-ergodic Gibbs measures for two-dimensional homomor-
phism height functions.
To prove this theorem we require the following strong result of Sheffield [98], which applies
in much greater generality to two-dimensional random surfaces with nearest-neighbor convex
potentials. An alternative proof, for the case of homomorphism height functions, is given
in [21, Theorem 3.1].
Theorem 2.6. (uniqueness of ergodic Gibbs measures) In dimension d = 2: Let µ, µ′ be
Z2even-ergodic Gibbs measures. Then there is an integer k and a coupling of µ, µ′ such that if
(f˜ , g˜) are sampled from the coupling then, almost surely,
f˜ = g˜ + 2k. (27)
Theorem 2.5 is derived from this statement with the following additional argument.
Suppose, in order to obtain a contradiction, that µ is a Z2even-ergodic Gibbs measure. Let f
be sampled from µ. Define a homomorphism height function g on Z2 by
g(v) := f(−v + (1, 0))− 1. (28)
One checks in a straightforward way that the distribution of g is also a Z2even-ergodic Gibbs
measure, which we denote by µ′. Thus, by Theorem 2.6, there exists an integer k and a
coupling of µ, µ′ such that, when sampling (f˜ , g˜) from this coupling, the equality (27) holds
almost surely. Continuing, we observe that (28) implies that
f((0, 0)) + f((1, 0)) = g((1, 0)) + g((0, 0)) + 2.
Thus, the equality in distribution
f˜((0, 0)) + f˜((1, 0))
d
= g˜((0, 0)) + g˜((1, 0)) + 2
also holds. However, by (27),
f˜((0, 0)) + f˜((1, 0)) = g˜((0, 0)) + g˜((1, 0)) + 4k.
This implies that 4k = 2, which contradicts the fact that k is an integer. The contradiction
establishes Theorem 2.5.
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2.5 Uniqueness of ergodic Gibbs measures
In this section we discuss the main ideas in the proof of Theorem 2.6 following [21, Theorem
3.1]. The results in Section 2.5.1 and Section 2.5.2 hold in any dimension d ≥ 1 while the
results of Section 2.5.3 are restricted to dimension d = 2.
2.5.1 Disagreement percolation and cluster swapping
In order to characterize all Z2even-ergodic Gibbs measures we need a method to compare two
Gibbs measures. The main tool is the following lemma which appeared in [98] and applies in
all dimensions. For two Gibbs measures µ1, µ2 on homomorphism height functions, we say
that µ1 stochastically dominates µ2 if there exists a coupling of µ1 and µ2 such that when
(f˜ , g˜) is sampled from the coupling (i.e., f˜ ∼ µ1 and g˜ ∼ µ2) then f˜ ≥ g˜ everywhere, almost
surely.
Lemma 2.7. Let µ1, µ2 be Gibbs measures and f, g be independently sampled from µ1, µ2,
respectively. If
P(there is an infinite connected component of {f < g}) = 0, (29)
then µ1 stochastically dominates µ2.
The following corollary already appeared in van den Berg [10] in the context of Gibbs
measures which are Markov random fields.
Corollary 2.8. Let µ1, µ2 be Gibbs measures and f, g be independently sampled from µ1, µ2,
respectively. If
P(there is an infinite connected component of {f 6= g}) = 0, (30)
then µ1 = µ2 and the measures are extremal.
Proof. Lemma 2.7 implies that both µ1 stochastically dominates µ2 and µ2 stochastically
dominates µ1, whence µ1 = µ2. We are left to prove that µ = µ1 = µ2 is extremal.
Otherwise µ = 1
2
(ν1 + ν2) for distinct Gibbs measures ν1 and ν2. Thereby with positive
probability (f, g) has the distribution of independent samples from ν1 and ν2 respectively.
As (30) holds almost surely for (f, g) it follows, with the same argument as in the beginning
of the proof, that ν1 = ν2, a contradiction.
The proof of Lemma 2.7 is based on the idea of swapping finite connected components
of vertices on which f 6= g (disagreement clusters). A generalization of this method is used
in [98] to study random surfaces with nearest-neighbor convex potentials and is termed there
cluster swapping. The interested reader is referred to [24, Section 2] for a survey of related
ideas.
Lemma 2.9. Let µ1, µ2 be Gibbs measures and f, g be independently sampled from µ1, µ2,
respectively. Define a new pair of homomorphism height functions (f˜ , g˜) as follows:
(f˜ , g˜)(v) =
{
(g, f)(v) there is a finite connected component of {f 6= g} containing v,
(f, g)(v) otherwise.
(31)
Then (f˜ , g˜) has the same distribution as (f, g).
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Proof of Lemma 2.9. Define (f˜n, g˜n) for n ≥ 1 by
(f˜n, g˜n)(v) =
(g, f)(v)
there is a finite connected component
C ⊂ Λ(n) of {f 6= g} containing v ,
(f, g)(v) otherwise,
(32)
with Λ(n) defined in (17). As (f˜n, g˜n) converges to (f˜ , g˜) pointwise as n→∞, it suffices to
show that (f˜n, g˜n) has the same distribution as (f, g) for each n.
Fix n. By definition, (f˜n, g˜n)Λ(n)c = (f, g)Λ(n)c . In addition, conditioned on (f, g)Λ(n)c , the
distribution of (f, g)Λ(n) is uniform over all pairs of homomorphism height functions extending
the boundary conditions, as f and g are sampled independently from Gibbs measures. It thus
suffices to prove that this latter uniformity statement holds also for (f˜n, g˜n). This now follows
from the straightforward fact that conditioned on (f, g)Λ(n)c (which equals (f˜n, g˜n)Λ(n)c), the
definition (32) yields a bijection (in fact, an involution) between the homomorphism pairs
(f, g)Λ(n) and the homomorphism pairs (f˜n, g˜n)Λ(n) which extend the boundary conditions.
Proof of Lemma 2.7. Let (f, g) be as in the lemma and (f˜ , g˜) be defined by (31) so that
(f, g) and (f˜ , g˜) have the same distribution. In particular, g has the same distribution as g˜.
Thus, f and g˜ form a coupling of µ1 and µ2 which, by its definition and the assumption (29)
satisfies that f ≥ g˜ everywhere, almost surely.
2.5.2 Positive association and extremality of ergodic Gibbs measures
We place a partial order on functions f : Zd → R by saying that f1  f2 if f1(v) ≥ f2(v) for
all v. A mapping T from such functions to R is called increasing if T (f1) ≥ T (f2) whenever
f1  f2. A measure µ on functions f : Zd → R is said to be positively associated if when
f is sampled from the measure and T1, T2 are bounded, measurable and increasing then
E(T1(f)T2(f)) ≥ E(T1(f))E(T2(f)).
The well-known FKG inequality [42] immediately implies the following: Let Λ ⊂ Zd be
finite and τ : ∂•Λ→ Z be such that there exist homomorphisms height functions on Λ which
equal τ on ∂•Λ. Then the uniform measure on these homomorphism height functions is
positively associated.
Unfortunately, it does not follow from the above fact that all Gibbs measure are also
positively associated (see [43, Example 6.64] for an example due to Miyamoto in the context
of the Ising model). Still, one may deduce that all extremal Gibbs measures are positively
associated. This makes the following fact valuable.
Lemma 2.10. In every dimension d: Every Zdeven-ergodic Gibbs measure is extremal.
We do not provide a proof of the lemma here (see [21, Section 5]) and content ourselves
with a description of the main steps.
Let f, g be independently sampled from the same Zdeven-ergodic Gibbs measure. Set
σ+ := {v ∈ Zd : f(v) > g(v)}, σ− := {v ∈ Zd : f(v) < g(v)} and let E+ and E− be the
events that σ+ and σ− have an infinite connected component, respectively. By Corollary 2.8,
it suffices to prove that
P(there is an infinite connected component of {f 6= g}) = 0,
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which is itself implied by showing that P(E+) = P(E−) = 0.
As the first step, a standard theorem in percolation theory, applicable to translation-
invariant percolation measures on Zd (more generally, on amenable graphs) satisfying a finite
energy condition (see [20]), is that a percolation configuration can have at most one infinite
connected component, almost surely. The theorem is applicable to σ+ and σ− (strictly
speaking, these percolation configurations do not satisfy the finite energy condition, but a
suitable replacment may be devised, see [21, Section 4.4]).
As a second step, it is shown that P(E+ ∩ E−) = 0. Indeed, on the event E+ ∩ E−, one
may apply a cluster swapping operation, of the same nature as in the previous section, to
swap f and g on the infinite connected component of σ−. Swapping on an infinite connected
component no longer needs to preserve the joint distribution of (f, g), but it may be shown
that it preserves their joint Gibbs property, i.e., the fact that they are sampled from a
Gibbs measure of the product specification. After the swapping operation, the percolation
configuration where f > g has two distinct infinite connected components, a contradiction
to the first step.
Lastly, assume in order to get a contradiction that P(E+) > 0 (the case that P(E−) > 0
is similar), so that, by the previous step, P(E+ \E−) > 0. Let C+ be the infinite connected
component of σ+ and note that C+ has positive density, almost surely on the event E+,
by the translation invariance of σ+. It follows from the proof of Lemma 2.9 that there is a
coupling (f˜ , g˜) of f, g such that, on the event (E−)c, f˜ ≥ g˜ everywhere and f˜ > g˜ on C+.
In particular, there is positive probability that f˜ ≥ g˜ everywhere, with a strict inequality
holding on a positive density set. However, this contradicts the fact that f˜ and g˜ are sampled
from the same Zdeven-ergodic distribution (since for each integer k, the densities of the sets
where f˜ = k and where g˜ = k are almost surely equal).
2.5.3 A monotone sequence of percolation configurations
We describe the remaining ideas in the proof of Theorem 2.6 following [21, Section 6]).
Fix the dimension d = 2 throughout the section. Let f, g be independent samples from
Z2even-ergodic Gibbs measures µ, µ′. Our goal is to show that there is an integer k0 such that
the distribution of f equals the distribution of g + 2k0.
Define the sequence of percolation configurations (σk), k integer, by
σk(v) := 1f(v)≥g(v)+2k.
By our definitions, σk is Z2even-translation-invariant for every k and σk decreases with k.
Moreover, Lemma 2.10 implies that µ and µ′ are extremal and thus positively associated,
which implies that, for every k, σk is also positively associated and extremal (in the sense
that every event which is measurable with respect to σk and invariant under changing finitely
many of the values of σk has probability zero or one).
For integer k and s ∈ {0, 1} set Esk to be the event that there is an infinite connected
component on which σk = s. The above properties imply that for each k,
P(E0k), P(E1k) ∈ {0, 1}, (33)
P(E0k+1) ≥ P(E0k) and P(E1k+1) ≤ P(E1k). (34)
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To this we add a fact, which relies on the planarity of Z2, stating that for each k,
P(E0k ∩ E1k) = 0. (35)
This fact is a consequence of the invariance of σk, its positive association and the uniqueness
of infinite connected components discussed in Section 2.5.2. General results of this kind are
provided in [98, Theorem 9.3.1 and Corollary 9.4.6] or [32, Theorem 1.5] though in our case
a simpler argument of Zhang which utilizes additional symmetries of σk may be used [56,
Theorem 14.3].
Combining the relations (33), (34) and (35), and exchanging the roles of f and g if
necessary, we see that one of the following cases must occur:
1. There exists an integer k0 such that P(E1k0+1) = 0 and P(E
0
k0
) = 0.
2. For all integer k, P(E0k) = 0.
Note, however, that if P(E0k) = 0 for some k then the distribution of f stochastically domi-
nates the distribution of g+ 2k by Lemma 2.7. Thus the second case implies that f stochas-
tically dominates g + 2k for all integer k, which cannot occur. Suppose then that the first
case occurs for some integer k0. Applying Corollary 2.8 shows that the distribution of f
equals the distribution of g + 2k0, completing the proof of Theorem 2.6.
3 Lecture 3 – Long-range order
Recall the three types of behavior highlighted in Section 1.2 for the quantity (1). In the first
lecture we have proved that uniformly sampled proper q-colorings of Zd are disordered when
q is large compared with d. In this lecture we study an opposite regime, in which q is small
compared with d, and discuss phenomena of long-range order.
The technique used to establish the disordered regime (Dobrushin’s uniqueness condition)
applies to many probabilistic models. The techniques used in the second lecture to discuss
criticality are more specific. The techniques of this lecture, though described here for the
specific case of proper q-colorings, again admit extensions to a wide class of models (see [86,
84]).
3.1 Long-range order
Proper 2-colorings exhibit long-range order in all dimensions. Can long-range order occur
for any higher value of q? As Dobrushin’s uniqueness condition, Theorem 1.1, applies when
q > 4d, we see that the relevant parameter range for long-range order is q small compared
with d. In ferromagnetic systems like the Ising model, the system orders by setting most
spins to the same state (see Section 3.3.1). What kind of ordered structure can arise here?
In estimating the number of proper q-colorings of a box Λ ⊂ Zd the following argument
may be used. Partition the q colors into two subsets A,B and consider the family of col-
orings obtained by coloring sites in the even sublattice with colors from A and sites in the
odd sublattice with colors from B. When Λ has an equal number of even and odd sites this
gives (|A| · |B|)|Λ|/2 colorings, and this quantity is maximized when {|A|, |B|} = {b q
2
c, d q
2
e}.
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Certainly most colorings are not obtained this way, but could it be that, when q is small
compared with d, most colorings coincide with such a “pure (A,B)-coloring” at most ver-
tices? This is the idea behind the following results which are proved in [87]. The idea is
formalized in two ways: In finite volume by prescribing suitable boundary conditions, and
in infinite volume by describing maximal-entropy invariant Gibbs measures.
We state our first result following required notation. A pattern is a pair (A,B) of disjoint
subsets of {1, . . . , q} (we stress that (A,B) and (B,A) are distinct patterns). It is called
dominant if {|A|, |B|} = {b q
2
c, d q
2
e}. A domain is a non-empty finite Λ ⊂ Zd such that both
Λ and Zd \Λ are connected. Its internal vertex-boundary, denoted ∂•Λ, is the set of vertices
in Λ adjacent to a vertex outside Λ (see (18)). Given a proper q-coloring f , we say that
a vertex v is in the (A,B)-pattern if
either v is even and f(v) ∈ A, or v is odd and f(v) ∈ B.
We also say that a set of vertices is in the (A,B)-pattern if all its elements are such.
Theorem 3.1. There exists C ≥ 1 such that the following holds for any number of colors
q ≥ 3 and any dimension
d ≥ Cq10 log3 q. (36)
Let Λ ⊂ Zd be a domain and let (A,B) be a dominant pattern. Let PΛ,(A,B) be the uniform
measure on proper q-colorings f of Λ satisfying that ∂•Λ is in the (A,B)-pattern. Then
PΛ,(A,B)
(
v is not in the (A,B)-pattern
) ≤ exp(− d
q3(q + log d)
)
, v ∈ Λ. (37)
It is natural to wonder whether other restrictions on the boundary values besides the
one used in Theorem 3.1 would lead to other behaviors of the coloring in the bulk of the
domain. This idea is captured by the notion of a Gibbs measure: a probability measure
on proper q-colorings of Zd for which the conditional distribution of the coloring on any
finite set, given the coloring outside the set, is uniform on the proper colorings extending
the boundary values. As discussed before, frozen configurations give rise to trivial Gibbs
measures, supported on a single frozen configuration. To avoid such degenerate situations,
one often restricts attention to maximal entropy Gibbs measures – Gibbs measures invariant
under translations by a full-rank sublattice of Zd, termed periodic Gibbs measures, whose
measure-theoretic entropy equals the topological entropy of proper q-colorings. Let us define
the latter terms precisely. The topological entropy of proper q-colorings is defined as
htop := lim
n→∞
log
∣∣Ωfree{1,...,n}d∣∣
nd
with ΩfreeΛ the set of proper q-colorings of Λ, and where the above limit exists by subadditiv-
ity. The measure-theoretic entropy (also known as Kolmogorov–Sinai entropy) of a periodic
measure µ supported on proper q-colorings of Zd is
h(µ) := lim
n→∞
Ent(µ|{1,...,n}d)
nd
,
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with µ|Λ being the marginal distribution of µ on Λ, with Ent standing for Shannon’s entropy
(see Section 3.5.2), and with the limit existing by subadditivity. Since Shannon entropy is
maximized by the uniform distribution, it follows that h(µ) ≤ htop for any such µ. The
variational principle tells us that equality is achieved by some µ. Any such µ is said to be of
maximal entropy. A theorem of Lanford–Ruelle (see, e.g., [78]) tells us that every measure of
maximal entropy is also a Gibbs measure (so that there is some redundancy when speaking
about a maximal-entropy Gibbs measure). We stress that a measure of maximal entropy is,
by definition, always assumed to be periodic.
A concrete question, which has received significant attention in the literature (see Sec-
tion 3.2), is to determine whether multiple Gibbs measures of maximal entropy exist for any
number of colors q, when the dimension d is sufficiently high. In fact, Theorem 3.1 implies
the existence of multiple Gibbs measures, one for each dominant pattern (A,B), and it is not
overly difficult to establish that these have maximal entropy. This fact, along with additional
properties, is formulated in the following result.
Theorem 3.2. Let q ≥ 3 and suppose that the dimension d satisfies (36). For each dominant
pattern (A,B) there exists a Gibbs measure µ(A,B) such that, for any sequence of domains Λn
increasing to Zd, the measures PΛn,(A,B) converge weakly to µ(A,B) as n→∞. In particular,
µ(A,B) is invariant to automorphisms of Zd preserving the two sublattices. Moreover, the
(µ(A,B)) are distinct, extremal and of maximal entropy.
Together with Theorem 3.1 we see that the Gibbs measure µ(A,B) has a tendency towards
the (A,B)-pattern at all vertices. The proof yields additional facts, that large spatial devi-
ations from the (A,B)-pattern are exponentially suppressed and that the measure µ(A,B) is
strongly mixing with an exponential rate (see [87] for exact definitions and proofs).
Theorem 3.2 shows that there are at least
(
q
q/2
)
extremal maximal-entropy Gibbs measures
for even q and 2
(
q
bq/2c
)
such Gibbs measures for odd q. The following result shows that these
exhaust all possibilities.
Theorem 3.3. Let q ≥ 3 and suppose that the dimension d satisfies (36). Then any (peri-
odic) maximal-entropy Gibbs measure is a mixture of the measures {µ(A,B)}.
3.2 Remarks on the main results
In the physics literature, to the authors’ knowledge, the problem was first considered by
Berker–Kadanoff [13] who suggested in 1980 that a phase with algebraically decaying corre-
lations may occur at low temperatures (including zero temperature) with fixed q when d is
large. This prediction was challenged by numerical simulations and an ε-expansion argument
of Banavar–Grest–Jasnow [5] who predicted a Broken-Sublattice-Symmetry (BSS) phase at
low temperatures for the 3 and 4-state models in three dimensions. The BSS phase is exactly
of the type proved to occur here, with a global tendency towards a pure (A,B)-ordering for
a dominant pattern (A,B). Kotecky´ [66] argued for the existence of the BSS phase at low
temperature when q = 3 and d is large by analyzing the model on a decorated lattice. This
prediction became known as Kotecky´’s conjecture.
In the mathematically rigorous literature, Kotecky´’s conjecture remained open for 25
years until it was finally answered by the first author [80] and by Galvin–Kahn–Randall–
Sorkin [48] (following closely-related papers by Galvin–Randall [49] and Galvin–Kahn [47]).
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Its extension to the low-temperature anti-ferromagnetic 3-state Potts model was resolved by
Feldheim and the second author [38]. The results of [80, 48] correspond to the q = 3 case of
Theorem 3.1, and to the existence of 6 extremal maximal-entropy Gibbs states which results
from it (the fact that the measures have maximal entropy is shown in [48, Section 5]), while
the characterization result given in Theorem 3.3 is new also for this case (the convergence
result in Theorem 3.2 is shown in [38] for this case). Periodic boundary conditions were
considered in [49, 36] and in [80] for the corresponding height function (also on tori with
non-equal side lengths).
Engbers and Galvin [34] establish long-range order on hypercube graphs, {1, . . . , n}d
for fixed n and d tending to infinity, for the wide class of weighted graph homomorphism
models, which includes the proper q-coloring model as a special case. The methods used to
prove the theorems of Section 3.1 admit extensions to this class, as well as to more general
discrete spin systems with nearest-neighbor interactions, though under the assumption that
all dominant patterns, suitably defined, are equivalent (a form of symmetry condition);
see [86, 84] for details. This shows, for instance, that the long-range order established for
proper q-colorings persists to the low-temperature anti-ferromagnetic q-state Potts model,
even for temperatures growing as a power of the dimension.
The results of Section 3.1 are not valid in low dimensions due to Dobrushin’s uniqueness
condition. Nonetheless, they are applicable in any dimension d ≥ 2 provided the underlying
graph is suitably modified. Precisely, the results remain true when Zd is replaced by a graph
of the form Zd1 × Td22m, m ≥ 1 integer, provided d1 ≥ 2 and d = d1 + d2 satisfies (36), where
T2m is the cycle graph on 2m vertices. The graph Zd1 × Td22m may be viewed as a subset of
Zd in which the last d2 coordinates are restricted to take value in {0, 1, . . . , 2m− 1} and are
endowed with periodic boundary conditions. In this sense, it is only the local structure of
Zd which matters to the results.
The emergent long-range order is lattice dependent. Irregularities in the lattice (i.e.,
having different sublattice densities) often promote the formation of order. This may be
used, for instance, to find for each q a planar lattice on which the proper q-coloring model is
ordered [57]. However, irregularities also modify the nature of the resulting phase, leading to
long-range order in which a single color appears on most of the lower-density sublattice [68],
or to partially ordered states [90]. As an illustration of this [66, 57], consider replacing each
edge of a domain in Z2 by a large number M of parallel paths of length 2. On this graph,
the restriction of a uniformly sampled proper q-coloring to the vertices of the original lattice
is a ferromagnetic q-state Potts model at low temperature. Thus, when q is small compared
to M , a single color will be assigned to most vertices of the original lattice, resulting in more
available colors for the vertices on the added paths.
3.3 Overview of the proof of long-range order
In this section, we give a high-level view of the proof of Theorem 3.1. The basic methodology
used is based on the classical Peierls argument which was introduced in order to establish
long-range order in the low-temperature Ising model. It is instructive to review the key
steps in this argument before discussing the significantly more complicated case of proper
colorings. We thus begin in Section 3.3.1 with an exposition of the classical Peierls argument
for the Ising model, which consists of three key steps. We then describe in Section 3.3.2 the
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difficulties that arise in applying this type of approach to the proper coloring model. We
then give details on each of these three steps in Sections 3.4, 3.5 and 3.6.
We use the following notation. Let U ⊂ Zd be a set. We let ∂U denote its edge-boundary,
N(U) denote its neighborhood (vertices adjacent to some vertex in U), U+ := U ∪ N(U)
denote its 1-extension, ∂•U := U ∩ N(U c) denote its internal vertex boundary (as in (18)),
∂◦U := N(U) \ U denote its external vertex boundary and ∂•◦U := ∂•U ∪ ∂◦U denote both
boundaries. We say that U is an even (odd) set if ∂•U is contained in the even (odd)
sublattice of Zd. An even (odd) set U is called regular if both it and its complement contain
no isolated vertices.
3.3.1 The Ising model and the classical Peierls argument
We review here the key steps in the classical Peierls argument [79] used to establish long-
range order in the low-temperature Ising model. Other reviews are given in [88, Section 2.5]
and [43, Section 3.7.2].
The Ising model at inverse temperature β ≥ 0 on a domain Λ ⊂ Zd is the probability
measure on the configuration space Ω := {σ : Λ→ {−1, 1}} defined by
PIsingβ,Λ (σ) :=
1
Zβ,Λ
exp
−β ∑
u,v∈Λ
u∼v
σ(u)σ(v)
 . (38)
At zero temperature, i.e., in the limit β → ∞, the model is supported on the two constant
configurations. Constant configurations play an analogous role in the Ising model to the role
played “pure (A,B)-colorings”, with (A,B) a dominant pattern, in the proper q-coloring
model. The Ising model analogue to Theorem 3.1 is that at low temperature, when condi-
tioning the configuration to take the same value on all boundary vertices of Λ, the value at
each of the interior vertices gains a significant bias towards the boundary value, uniformly
in the domain Λ. To state this precisely, let
Ω+ := {σ ∈ Ω: σ|∂•Λ ≡ 1}
and let PIsingβ,Λ,+ denote the measure P
Ising
β,Λ conditioned on σ ∈ Ω+.
Theorem 3.4. (ordering at low-temperature for the Ising model) There exists C > 0 such
that for all dimensions d ≥ 2, inverse temperature β ≥ C log d
d
, domains Λ ⊂ Zd and v ∈ Λ,
PIsingβ,Λ,+(σ(v) = −1) ≤
1
4
. (39)
We remark that the assumption of low temperature is required for the conclusion. Indeed,
a calculation shows that Dobrushin’s uniqueness condition (as given in Theorem 1.1) is
satisfied when e4β < 1 + 2
d−1 so that in this regime the probability in (39) equals
1
2
plus a
factor which decays exponentially in the distance of v to ∂•Λ.
We proceed to describe the main steps in the proof of the theorem.
Ordered regions, contours and domain walls: Given a configuration σ ∈ Ω, one may
consider the regions
Z− := {v ∈ Λ: σ(v) = −1} and Z+ := {v ∈ Λ: σ(v) = 1}.
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These may be considered as ordered regions for σ and our focus is on the the edges separating
vertices in Z− and Z+. Identifying a vertex v in Zd with the cube v + [−12 , 12 ]d allows to
identify the edge between adjacent v, w with the (d − 1)-dimensional face common to the
cubes of v and w. Such faces are termed plaquettes and with this identification we can think
of the edges between Z− and Z+ as forming a collection of (d−1)-dimensional closed surfaces
separating ordered regions in the configuration σ.
A contour is the edge boundary ∂U of a domain U ⊂ Zd. With the above identification,
it may be thought of as a (d − 1)-dimensional surface. The contour is said to be a −+
domain wall in σ if σ|∂•U ≡ −1 and σ|∂◦U ≡ 1 (assuming also that U+ ⊂ Λ for these to
be well defined). If σ ∈ Ω+ then in order to have σ(v) = −1 there must exist at least one
contour ∂U with v ∈ U which is a −+ domain wall in σ. Thus we have
PIsingβ,Λ,+(σ(v) = −1) ≤
∑
U domain,
v∈U and U+⊂Λ
P(∂U is a −+ domain wall in σ). (40)
The probability that a contour is a domain wall: Let U be a domain with U+ ⊂ Λ.
For a configuration σ ∈ Ω define a new configuration σU by
σU(v) :=
{
−σ(v) v ∈ U
σ(v) v /∈ U . (41)
Thus the transformation σ 7→ σU flips the sign of σ on U . This is a bijection (even an
involution) on Ω, as we assume that U is fixed.
Now if ∂U a −+ domain wall for σ, one checks directly from the definition (38) that
PIsingβ,Λ,+(σ)
PIsingβ,Λ,+(σU)
= exp(−2β|∂U |). (42)
Writing EU for the set of σ ∈ Ω+ with ∂U a −+ domain wall for σ, we conclude that
PIsingβ,Λ,+(EU) =
∑
σ∈EU P
Ising
β,Λ,+(σ)
Zβ,Λ
=
∑
σ∈EU P
Ising
β,Λ,+(σ)∑
σ∈Ω+ P
Ising
β,Λ,+(σ)
≤
∑
σ∈EU P
Ising
β,Λ,+(σ)∑
σ∈EU P
Ising
β,Λ,+(σ
U)
= exp(−2β|∂U |).
(43)
This can be interpreted as saying that domain walls are energetically penalized by a factor
of exp(−2β) per edge. Substituting this estimate in (40) shows that
PIsingβ,Λ,+(σ(v) = −1) ≤
∞∑
`=1
N` exp(−2β`), (44)
where N` is the number of domains U with v ∈ U and |∂U | = ` (the condition U+ ⊂ Λ may
also be added but is not necessary for the sequel), i.e., the number of contours of length `
which surround v.
The number of contours of a given length: To finish the proof of Theorem 3.4 we
require an estimate on N`. Using our assumption that d ≥ 2, the boundary ∂U of a domain
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U may be shown to be connected in a suitable sense (i.e., its plaquettes form a connected
(d − 1)-dimensional surface. See Tima´r [100] for combinatorial proofs). In addition, it is
straightforward that if v ∈ U and |∂U | = ` then there exists some 0 ≤ k ≤ ` for which
v + ke1 ∈ ∂•U (with e1 = (1, 0, . . . , 0)). It follows, using general results on the number of
connected sets containing a given vertex in a graph with given maximal degree [17, Chapter
45], that N` ≤ `C`d for some constant Cd > 0 depending only on d. In fact, due to the
importance of estimating N` in this and other problems, good bounds for the constant
Cd have also been determined, with the state of the art due to Lebowitz–Mazel [69] and
Balister–Bolloba´s [4] whose works imply that
exp
(
c log d
d
`
)
≤ N` ≤ exp
(
C log d
d
`
)
(45)
for positive absolute constants C, c > 0, with the lower bound holding for even values of `
which are sufficiently large as a function of d. Lastly, it is simple to see that N` = 0 if either
` is odd or ` < 2d. Theorem 3.4 now follows with β0(d) =
C log d
d
, for an absolute constant
C > 0, by plugging the estimate (45) into (44).
The meticulous reader may notice the gap between the disordered regime e4β < 1 + 2
d−1
(which is approximately β < 1
2(d−1) in high dimensions) in which Dobrushin’s uniqueness
condition is satisfied and the ordered regime β ≥ C log d
d
in which Theorem 3.4 applies. In
fact, the critical β for long-range order is asymptotic to 1
2d
as d tends to infinity. Aizenman,
Bricmont and Lebowitz [2] point out that a gap between the critical β and the bound on
it obtained from the Peierls argument is unavoidable in high dimensions. They point out
that the Peierls argument, when it applies, excludes the possibility of minority percolation.
That is, the possibility that there is an infinite connected component of the value −1 in the
infinite-volume limit obtained with +1 boundary conditions. However, as they show, such
minority percolation does occur in high dimensions when β ≤ c log d
d
, yielding a lower bound
on the minimal inverse temperature at which the Peierls argument applies.
3.3.2 The difficulties to be addressed
Recall that (A,B) is a dominant pattern if A,B ⊂ {1, . . . , q} are disjoint and satisfy that
{|A|, |B|} = {b q
2
c, d q
2
e}. Throughout we fix a domain Λ ⊂ Zd and a dominant pattern
P0 = (A0, B0) such that |A0| = b q2c, |B0| = d q2e. (46)
We consider proper q-colorings f chosen from PΛ,P0 so that P0 is the “boundary pattern”.
We wish to implement a Peierls-type argument to show long-range order in f . To this end,
following the steps described in Section 3.3.1, we need to:
1. Identify ordered regions in f .
2. Show that the probability of any given set of contours being the domain walls between
different ordered regions is exponentially small in their total length.
3. Sum over contours to conclude that it is unlikely to have a domain wall surrounding a
given vertex.
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Figure 4: An interface between two regions associated to different dominant patterns for
proper q-colorings (left: q = 4, right: q = 5).
Unfortunately, the method encounters difficulties at each of these steps. We briefly summa-
rize here the issues that need to be addressed and expand on these in the following sections.
Ordered regions: Theorem 3.1 suggests that a region is ordered according to a dominant
pattern (A,B) if f coincides with a “pure (A,B) coloring” in that region. Thus dominant
patterns replace the two possibilities for ordering present in the Ising model – the +1 and
−1 orderings. In the Ising model, a vertex was classified to the ordered regions Z+ and Z−
according to its value. For proper q-colorings, this is insufficient. Indeed, if f(v) = i for some
even vertex v, then v may be in the ordered region of any dominant pattern (A,B) with
i ∈ A. This difficulty is addressed by classifying vertices into ordered regions according to
the colors assigned to their neighbors. This leads to another difficulty, which was not present
in the Ising model. The colors assigned to the neighbors of a vertex may be inconsistent with
all dominant patterns, or may still be consistent with more than one dominant pattern. Thus
we will also need to allow the possibility of disordered regions and the possibility of overlap
between the ordered regions corresponding to different dominant patterns. In addition to
these, and for reasons that will be explained below, the ordered region of each dominant
pattern (A,B) is defined in such a way that it is an even set if |A| ≤ |B| and an odd set
if |A| > |B| (recall the definitions from the beginning of Section 3.3). These issues are
expanded upon in Section 3.4.
The cost of domain walls: In the Ising model, we saw that the probability that a given
contour of length ` is a domain wall is at most exp(−2β`). Thus domain walls are ‘penalized’
by a factor of exp(−2β) per edge, and this penalty can be strengthened as needed by taking β
large. For the proper q-coloring model we will need to develop a similar bound for the domain
walls between ordered regions, for the disordered regions not corresponding to any dominant
pattern and for the regions of overlap between different ordered regions. However, the proper
q-coloring model has no temperature parameter (it is already the zero-temperature limit of
the anti-ferromagnetic q-state Potts model). Indeed, as the proper q-coloring model is a
uniform measure on the allowed configurations, the ‘penalties’ on such ‘bad’ regions must
be entropically driven as opposed to the energetically driven penalty in the Ising model. In
other words, one needs to show that there are significantly less configurations which are
consistent with the presence of a given bad region than the overall number of configurations.
Such bounds are proved using entropy inequalities as expanded upon in Section 3.5.
To gain intuition for the ‘penalty’ associated to domain walls, let us analyze the entropic
loss in the toy scenario in which the P0-pattern is disturbed by a single ‘droplet’ of a different
dominant pattern P = (A,B); see Figure 4. More precisely, let U ⊂ Zd be such that U+ ⊂ Λ
and let n(U) be the number of proper colorings of Λ, for which U+ is in the P -pattern and
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(Λ \ U)+ is in the P0-pattern. A straightforward computation yields that, when q is even,
n(U)
n(∅) ≤
(
q − 2
q
)|∂•◦U |
, (47)
with equality if and only if |A0∆A| = 2. When q is odd, a straightforward (though somewhat
more involved) computation yields that
n(U)
n(∅) ≤
(
q − 1
q + 1
) 1
2d
|∂U |
, (48)
with equality if and only if either U is an odd set and A0 ⊂ A or U is an even set and B0 ⊂ B.
This example shows a difference in behavior between the even and odd q cases, with the odd
case more difficult due to the lower entropic cost of creating interfaces between P0- and
P -ordered regions. It is the odd q case that motivates many of the definitions, including the
above-mentioned fact that the ordered region corresponding to a dominant pattern should
be either an even set or an odd set. Additionally, the example shows that the domain walls
do not carry a high penalty per edge when q is large. Indeed, the right-hand-side of (48) has
the form (1− εq) |∂U|2d with εq tending to zero as q tends to infinity.
Let us return to the method by which we shall show that domain walls are ‘penalized’.
Recall that in the Ising model, we used a sign-flip transformation, given in (41), in order
to deduce the bound in (43) on the probability that a given contour ∂U is a −+ domain
wall. Essentially, the flipping of the signs in U eradicated the domain wall by transforming
the order in U (near the boundary) from − to +. To obtain an analogous bound in the
proper coloring model, we will use a more involved transformation, which, roughly speaking,
permutes the colors in each ordered region, perhaps also shifting them by one lattice site,
so as to make the pattern there agree with the boundary pattern, and erases the colors
in the ‘bad’ regions, replacing them with fresh samples of the boundary pattern. Much of
the technical work is then focused on showing that this transformation indeed ‘repairs’ the
coloring, i.e., establishing suitable analogues of (42) and (43). This is further explained in
Section 3.5.
The number of contours: The third step in the Peierls argument involves a sum over
contours analogous to the sum performed in (44) for the Ising model. For proper colorings,
however, the bound obtained for the presence of a single droplet in (48) is insufficient for the
sum to converge as, at least in high dimensions, the number of contours as estimated in (45)
grows much more rapidly than the reciprocal of the bound. The intuition for the remedy
comes from the fact, mentioned above, that in order for the bound (48) to be saturated, the
set U needs to be even or odd. We thus proceed by considering the properties of such sets.
An odd cutset (or odd contour) is the edge boundary ∂U of a domain U ⊂ Zd which is
either an even or an odd set; see Figure 5. Let N¯` be the number of odd cutsets of length
|∂U | = ` with the origin in U . Roman Kotecky´ [67] asked whether N¯` is significantly smaller
than N` in high dimensions (recall (45)); see also [80, Open question 10]. This was addressed
by Feldheim and the second author [37] who showed that
2(1+2
−2d) `2d ≤ N¯` ≤ 2
(
1+
C log3/2 d√
d
)
`
2d (49)
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Figure 5: A large odd cutset in Z2.
for all dimensions d ≥ 2 and all sufficiently large ` which are multiples of 2d. The divisibility
constraint is imposed as N¯` = 0 when ` is not a multiple of 2d (see,e.g., [37, Lemma 1.3]).
Thus, in high dimensions, the number of odd cutsets N¯` grows roughly as 2
`
2d while the
number of contours N` grows roughly at the much faster rate exp(C
`
d
log d). However,
comparing the bound (48) to the number of odd cutsets (49), we see that even if the sum over
contours in the Peierls argument is restricted to odd cutsets, the bound is again insufficient
for the sum to converge, for any q ≥ 3.
The fact that the number of odd cutsets of given length grows significantly more slowly
than the number of contours of the same length is indicative of a deeper structural differ-
ence. Typical odd cutsets have been shown to have a macroscopic shape or approximation
(e.g., the boundary of an axis-parallel box; see Figure 6) from which they deviate on the
microscopic scale, while general contours should scale to integrated super-Brownian excur-
sion [72, 99]. The distinction between these very different behaviors is akin to the breathing
transition undergone by random surfaces [39, Section 7.3]. This phenomenon was first used
by Sapozhenko in studying enumeration problems on bipartite graphs and posets [96, 95, 97]
and has been exploited in several works [44, 51, 47, 45, 49, 46, 80, 48, 81, 38, 87, 84] to provide
a natural coarse-graining scheme for odd cutsets, grouping them according to their approx-
imation, and noting that the number of such approximations is significantly smaller in high
dimensions (of order at most exp
((
log d
d
)3/2
`
)
) than the number of odd cutsets themselves.
The version of the Peierls argument used in the proof of Theorem 3.1 also makes use of
the above-mentioned coarse graining scheme. To allow this, ordered regions of the coloring
are defined in such a way that they are always even or odd sets. Then, the third step of the
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Figure 6: Odd cutsets approximating the boundary of a cube. On the left, every second
boundary vertex can be “pushed out” independently of other vertices, yielding, in d dimen-
sions, 2(
1
2d
−od(1))` odd cutsets with ` edges, as ` → ∞. On the right, for every odd cutset
obtained in such way, we have the additional option of independently “pushing out” vertices
all of whose 2d − 2 neighbors were “pushed out” in the first stage. Combining these two
stages leads to the lower bound in (49). Figure taken from [81].
Peierls argument is performed by summing over approximations to the odd cutsets instead
of on the cutsets themselves. This twist complicates also the second step of the Peierls
argument, as it necessitates that the bound obtained on the probability that a given contour
is a domain wall (or a disordered region, or a region of overlap), will be extended to the case
when only an approximation to the contour is prescribed. Approximations to odd cutsets
are further discussed in Section 3.6.
3.4 Ordered and disordered regions
Given a proper q-coloring f of Zd, we wish first to identify regions where f follows, in a
suitable sense, a dominant pattern. A first idea is that the decision regarding a vertex v
will be made based on the values that f takes on the neighbors of v. Indeed, the color
that v takes cannot itself be sufficient as it has only q options whereas there are many more
dominant patterns, but the colors of the neighbors turn out to suit the job. A second idea,
motivated by the toy scenario described earlier and also by questions of approximation of
contours which will be soon described, is that each region will be a (regular) even or odd
set. More precisely, the region associated with a dominant pattern (A,B) is an even set
if |A| ≤ |B| and an odd set if |A| > |B| (thus odd sets appear only if q is odd). Let us
now describe the regions precisely. Let P be the set of all dominant patterns. For each
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Figure 7: A proper 5-coloring and the associated identification of ordered and disordered
regions. The different ZP are shown in different colors. A white background denotes regions
of Zbad, while a dotted white background denotes regions of Zoverlap.
P = (A,B) ∈ P , define the terms
P -even =
{
even |A| ≤ |B|
odd |A| > |B| and similarly P -odd =
{
odd |A| ≤ |B|
even |A| > |B| . (50)
Thus, for instance, if |A| ≤ |B| then even vertices (having even sum of coordinates) are P -
even and odd vertices are P -odd. The region associated to P is denoted ZP (f) and defined
by
ZP = ZP (f) :=
{
v ∈ Zd : v is P -odd, N(v) is in the P -pattern}+. (51)
For technical reasons, only P -odd vertices whose neighbors are in the P -pattern are included
in ZP , and then ZP is taken to be the smallest P -even set containing them. Note that a
P -odd vertex in ZP is not itself required to be in the P -pattern, whereas a P -even vertex
in ZP is necessarily in the P -pattern, but need not have its neighbors in the P -pattern. In
addition, there may be P -even vertices which are not in ZP although their neighbors are in
the P -pattern. These somewhat undesirable consequences of our definition are allowed in
order to ensure that ZP is a regular P -even set, which will be important in the proof.
Having defined the regions (ZP ), let us examine more closely their inter-relations. It is
possible for a vertex v to belong to two (or more) of the ZP and also possible that it lies
outside all of the ZP . These possibilities are captured by the following definitions:
Zoverlap :=
⋃
P 6=Q
(ZP ∩ ZQ) and Zbad :=
⋂
P
(ZP )
c
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(see Figure 7). Regions of this type, along with the boundaries of ZP , are regions where
the coloring f does not achieve its maximal entropy per vertex, in a way which is quantified
later. It will be our task to prove that such regions are not numerous and this will lead to a
proof of Theorem 3.1. To this end, we define
Z∗ :=
⋃
P
∂•◦ZP ∪ Zoverlap ∪ Zbad. (52)
The region Z∗ plays a similar role in our analysis as the contours used in arguments of
the Peierls or Pirogov-Sinai type. Recall that in the Ising model, a configuration may have
many domain walls and that long-range order (Theorem 3.4) was shown there by focusing on
a single contour surrounding a given vertex (see (40)). Here too, we would like to isolate a
single “contour” from within Z∗ which “surrounds” a given vertex v. We call this a breakup
seen from v, which we explain further in the following section.
3.5 The unlikeliness of breakups
With Theorem 3.1 in mind, let f be sampled from PΛ,P0 and fix a vertex v ∈ Λ. It is
convenient to extend f to a coloring of Zd by coloring vertices of Λc independently and
uniformly from A0 or B0 according to their parity (so that they are in the P0-pattern). The
collection (ZP )P then identifies ordered and disordered regions in f . Our goal is to show
that v is typically in the P0-pattern. One checks that ZP \ Zoverlap is in the P -pattern,
and therefore it suffices to show that, with high probability, ZP0 is the unique set among
(ZP )P to which v belongs. This, in turn, follows by showing that there is a path from v
to infinity avoiding Z∗. If no such path exists, there needs to be a connected component
of Z+∗ which disconnects v from infinity. Our focus is then on these connected components
and this motivates the following notion of a breakup seen from v, which encodes the partial
information from (ZP )P relevant to these components.
A breakup is a collection (XP )P∈P of subsets of Zd, from which one definesXoverlap, Xbad, X∗
in the same manner as Zoverlap, Zbad, Z∗ is defined from (ZP )P , with the property that the
(XP )P coincide with the (ZP )P in the neighborhood of X∗ in the sense that XP ∩ X+5∗ =
ZP ∩X+5∗ for each P . The definition implies that each XP is a regular P -even set, a property
important for the approximations described in the section below. A breakup is seen from v
if X+5∗ is composed of a connected component of Z
+5
∗ which disconnects v from infinity. The
choice to consider connected components of Z+5∗ rather than just connected components of
Z+∗ is related to the fact that this implies that near X∗ (in its 5-neighborhood) there are no
additional violations of the pure dominant pattern coloring. This will be convenient in the
proof (though the specific number 5 is not important and could just as well be taken larger).
A “breakup seen from v” is the analogue of a “domain wall surrounding v” in the Ising
model. As explained above, to obtain Theorem 3.1, it suffices to bound the probability that
there exists a breakup seen from v (namely, to bound it by the right-hand-side of (37)). The
first goal toward this is to show that any given collection (XP )P is unlikely to be a breakup.
We proceed to explain, for a given collection X = (XP )P , how to bound the probability
that X is a breakup. To state a precise bound, we must first explain how to measure the
“size” of a breakup. While in the Ising model, the size of a contour was given by a single
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number, namely its length, here the size of a breakup is described by three numbers, one for
each ingredient comprising X∗ (recall (52)). Specifically, denote
L :=
∣∣∣⋃
P
∂XP
∣∣∣, M := |Xoverlap|, N := |Xbad|. (53)
We emphasize the L is defined in terms of the size of the edge-boundaries of XP , not their
vertex boundaries. The goal is then to prove the following quantitative bound (which is the
analogue of (43) in the Ising model):
PΛ,P0(X is a breakup) ≤ exp
(
− c
q
(
L
d
+ M
q
+ N
q2
))
, (54)
where c > 0 is a universal constant. The reader may wish to compare this bound to the
bound (48) obtained in the toy scenario. In the full proof, the arguments need to be adapted
to the case that only an approximation of X is given rather than X itself, but this adaptation
is not the essence of the argument so our focus in the overview is on the case that X is given.
3.5.1 The repair transformation
Let ΩX be the set of proper colorings for which X is a breakup. To establish the desired
bound on PΛ,P0(ΩX), we apply the following one-to-many operation to every coloring f ∈ ΩX :
(i) Delete the colors at all vertices of X∗.
(ii) For each connected component D of XP \X∗, apply a permutation ϕ taking P to P0
to the colors of f on D, and also, if P = (A,B) is such that |A| > |B|, then shift the
configuration in D by a single lattice site in the (1, 0, . . . , 0) direction (such a shift was
first used by Dobrushin for the hard-core model [28]).
(iii) Fill colors following P0 in all remaining vertices.
Noting that the resulting configuration is always a proper coloring, and that no entropy is
lost in step (ii), it remains to show that the entropy gain in step (iii) is much larger than the
entropy loss in step (i). The gain in step (iii) is either logb q
2
c or logd q
2
e per vertex according
to its parity, making the entropy gain an easily computable quantity. The main challenge is
thus to bound the loss in step (i), and the method used for its resolution is described in the
next three sections.
3.5.2 Entropy methods
Galvin–Tetali [50], following Kahn–Lawrentz [63] and Kahn [61], found a simple and powerful
bound on the number of proper q-colorings, and more generally graph homomorphisms, on
regular bipartite graphs. The bound uses entropy methods, or more specifically, Shearer’s
inequality [23]. We briefly recall the definition of Shannon entropy and some of its basic
properties (see, e.g., [77] for a more thorough discussion).
Let Z be a discrete random variable. The Shannon entropy of Z is
Ent(Z) := −
∑
z
P(Z = z) logP(Z = z),
33
where we use the convention that such sums are always over the support of the random
variable in question. Given an event A, the conditional entropy Ent(Z | A) is simply the
entropy of the random variable Z obtained by conditioning on A. Given another discrete
random variable Y , the conditional entropy of Z given Y is then defined as Ent(Z | Y ) :=
E[Ent(Z | Y = y)]. This gives rise to the following chain rule:
Ent(Y, Z) = Ent(Y ) + Ent(Z | Y ), (55)
where Ent(Y, Z) is shorthand for the entropy of (Y, Z). A simple application of Jensen’s
inequality shows that Ent(Z) ≤ log | suppZ|, where suppZ is the support of Z, with equality
if and only if Z is a uniform random variable. Another application of Jensen’s inequality
gives the useful property that Ent(Z | Y ) ≤ Ent(Z | φ(Y )) for any function φ. This, together
with the chain rule, implies that entropy is subadditive. That is, if Z1, . . . , Zn are discrete
random variables, then
Ent(Z1, . . . , Zn) ≤ Ent(Z1) + · · ·+ Ent(Zn). (56)
We now state Shearer’s inequality, which is a powerful extension of this subadditivity.
Lemma 3.5 (Shearer’s inequality [23]). Let Z1, . . . , Zn be discrete random variables. Let I
be a collection of subsets of {1, . . . , n} such that |{I ∈ I : i ∈ I}| ≥ k for some k ≥ 1 and
every 1 ≤ i ≤ n. Then
Ent(Z1, . . . , Zn) ≤ 1
k
∑
I∈I
Ent((Zi)i∈I).
We now explain the bound of Galvin–Tetali for proper colorings. Let G = ((V1, V2), E)
be a finite bipartite regular graph of degree ∆ at every vertex. Let f be a uniformly sampled
proper q-coloring of G, regarded as a collection of random variables indexed by the vertices
of G. Then
Ent(f) = Ent(f |V1) + Ent(f |V2 | f |V1) = Ent(f |V1) +
∑
v∈V2
Ent(f(v) | f |N(v)). (57)
Now cover V1 by the sets {N(v)}v∈V2 , so that each vertex in V1 is covered exactly ∆ times.
Applying Shearer’s inequality, we get that
Ent(f |V1) ≤
1
∆
∑
v∈V2
Ent(f |N(v)). (58)
Altogether,
Ent(f) ≤ 1
∆
∑
v∈V2
[
Ent(f |N(v)) + ∆Ent(f(v) | f |N(v))
]
. (59)
The expression inside the sum is easily identified with Ent(g), where g is a uniformly sampled
proper q-coloring of the ∆-regular complete bipartite graph. In conclusion,
Ent(f) ≤ |V2|
∆
Ent(g) =
|V1 ∪ V2|
2∆
Ent(g). (60)
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Since exp(Ent(f)) is the number of proper colorings of G (and, similarly, exp(Ent(g)) is the
number of proper colorings of the ∆-regular complete bipartite graph), this shows that the
maximal number of proper q-colorings is attained when the graph G is a disjoint union of
∆-regular complete bipartite graphs. It also yields explicit, and relatively simple, upper
bounds on the number of proper colorings of G.
3.5.3 Upper bounds on entropy loss
Recall from Section 3.5.1 that X = (XP )P is fixed, that ΩX is the set of proper colorings
for which X is a breakup, and that in order to the bound the probability of ΩX , we must
bound the entropy loss resulting from step (i) of the repair transformation. As this entropy
loss is to be compared with the entropy gain from step (iii), which is either logb q
2
c or logd q
2
e
per vertex, according to the parity of the vertex, we need to show (roughly speaking) that
the entropy per vertex in X∗ is less than 12 log(b q2cd q2e)− ε for some constant ε > 0.
Let f be sampled from PΛ,P0 conditioned on f ∈ ΩX . Our goal is to bound the entropy
of f |X∗ . The basic idea for this is to use the method described in Section 3.5.2, with two
main differences that need to be addressed: first, as X∗ is not a regular graph in itself
(it is a subset of a regular graph), we will need to handle its boundary with special care;
second, we cannot simply compare to the complete bipartite graph, which would yield the
insufficient bound of 1
2
log(b q
2
cd q
2
e) + ε, but rather we must take into account the constraints
imposed by the breakup on the coloring on X∗ (recall that this is a ‘bad’ region, consisting
of overlapping ordered regions, disordered regions and boundaries of ordered regions). We
proceed to describe how this is done.
For convenience, let us define F to be the configuration coinciding with f on X∗ and
equaling a fixed symbol ? on Xc∗. Thus, F has the same entropy as f |X∗ , so that it suffices
to bound the entropy of F . In a similar manner as in Section 3.5.2, applying Shearer’s
inequality to the collection of random variables (Fv)v∈Even with the collection of covering
sets I = {N(v)}v∈Odd, yields
Ent(F ) = Ent(F |Even) + Ent(F |Odd | F |Even) ≤
∑
v∈Odd
[
Ent(F |N(v))
2d
+ Ent
(
F (v) | F |N(v)
)]
.
Averaging this with the inequality obtained by reversing the roles of odd and even, writing
Ent(F |N(v)) as Ent(F (N(v))) + Ent(F |N(v) | F (N(v))) and bounding Ent(F (v) | F |N(v)) by
Ent(F (v) | F (N(v))), yields that
Ent(F ) ≤ 1
2
∑
v
[
Ent
(
F (N(v))
)
2d︸ ︷︷ ︸
I
+
Ent
(
F |N(v) | F (N(v))
)
2d
+ Ent
(
F (v) | F (N(v)))︸ ︷︷ ︸
II
]
. (61)
Of course, the terms corresponding to vertices v at distance two or more from X∗ equal zero
as F is deterministic in their neighborhood. The boundary terms corresponding to vertices
v in ∂•◦X∗ need to be handled with careful bookkeeping, which we do not elaborate on here.
The advantage of this bound is that it is local, with each term involving only the values of
F on a vertex and its neighbors. Each term admits the simple bounds
I ≤ q log 2
2d
and II ≤ log(b q
2
cd q
2
e), (62)
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which only take into account the fact that f is a proper coloring, i.e., that F (v) /∈ F (N(v)).
Note that the bound on I can be made arbitrarily small by taking the dimension high enough,
so that we are mostly concerned with improving the bound on II (though near the boundary
of X∗, we also need to improve the former bound). Specifically, it suffices to prove a bound
of the form II ≤ log(b q
2
cd q
2
e) − ε, where ε > 0 is a constant which may depend on q (as a
power-law if we wish to obtain a power-law dependence between d and q in the final result),
but otherwise does not depend on d. The main contribution to the stated bounds (62) comes
from the possibility that (F (v), F |N(v)) is approximately uniformly distributed in A×B2d for
some dominant pattern (A,B). To obtain stronger bounds, we use additional information
implied by the knowledge that f ∈ ΩX .
Let us illustrate this idea through examples. Consider a vertex v ∈ Xoverlap, which for
concreteness, we assume to be even. By definition, there exist distinct dominant patterns
P = (A,B) and Q = (A′, B′) such that v ∈ XP ∩XQ. Suppose first that v is both P -even
and Q-even (so that |A| = |A′| = b q
2
c). Recalling (51), one may check that v is both in the
P -phase and in the Q-phase, so that f(v) ∈ A ∩ A′. In particular, (f(v), f |N(v)) belongs to
(A ∩ A′, ({1, . . . , q} \ (A ∩ A′))2d). Hence,
II ≤ log(|A ∩ A′| · (q − |A ∩ A′|)) ≤ log((b q
2
c − 1)(d q
2
e+ 1)) ≤ log(b q
2
cd q
2
e − 1).
Next, suppose instead that v is P -even and Q-odd (so that q is necessarily odd, |A| = b q
2
c
and |A′| = d q
2
e). Using (51), one may again check that v is in the P -phase and that N(v) in
the Q-phase, so that f(v) ∈ A and f(N(v)) ⊂ B′. Hence,
II ≤ log(|A| · |B′|) = 2 logb q
2
c = log(b q
2
cd q
2
e − b q
2
c) ≤ log(b q
2
cd q
2
e − 1).
The case when v is both P -odd and Q-odd is similar.
To handle vertices in Xbad or ∂•◦XP requires more work. For vertices v ∈ Xbad, the
deterministic information implied by f ∈ ΩX does not suffice to obtain a good bound.
Indeed, the conditional entropies in II are averages over entropies on events of the form
{f(N(v)) = A} with A ⊂ {1, . . . , q}, and only in certain cases do we have good control on
these entropies (for instance, when |A| /∈ {b q
2
c, d q
2
e}). This is overcome by controlling the
probabilities of such events. For vertices v ∈ ∂•◦XP , the problem is of a different nature.
Intuitively, the loss of entropy is not tied to the vertex-boundary ∂•◦XP , but rather to the
edge-boundary ∂XP . Indeed, given an edge (w, v) ∈ ~∂XP (i.e., {w, v} ∈ ∂XP with w ∈ XP
and v /∈ XP ), (51) implies that f(w) ∈ A and f(N(v)) 6⊂ A, where A is a side of P having
|A| = b q
2
c. After II is rewritten as a sum over neighbors u of v, the summand corresponding
to u = w can be effectively bounded in this case. These ideas are explained in more detail
below.
3.5.4 Upper bounds on entropy loss – a closer look
We elaborate here on the type of additional information we shall use in order to improve the
simple bounds (62) on I and II of (61). Note first that, using the definition of conditional
entropy, II can be written more explicitly as an average:
II =
∑
A⊂{1,...,q}
[
Ent
(
F |N(v) | F (N(v))=A
)
2d
+ Ent
(
F (v) | F (N(v)) = A)︸ ︷︷ ︸
II’
]
P(F (N(v)) = A). (63)
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Observe that each term admits the bound II’ ≤ log(b q
2
cd q
2
e). Using this bound for all terms
leads to the same bound on II, as in (62). The above expression shows that in order to
improve the bound on II, it suffices to improve the bound on II’ for many (in a probabilistic
sense) values of A. Furthermore, by identifying F |N(v) with the collection of random variables
{F (u)}u∼v and using the subadditivity of entropy, we get the bound
II’ ≤ 1
2d
∑
u∼v
[
Ent
(
F (u) | F (N(v)) = A)+ Ent(F (v) | F (N(v)) = A)]. (64)
Again, each summand is at most log(b q
2
cd q
2
e), and in order to obtain the desired improvement
on the bound on II’, it suffices to improve this bound for many neighbors u of v.
The improved bounds are based on four notions — non-dominant vertices, restricted
edges, vertices having unbalanced neighborhoods and vertices having a unique pattern — all
of which we now define. These notions are somewhat abstract (and not directly related to
the breakup) in order to allow sufficient flexibility for the proof of both (54) and a similar
version when only an approximation of X is specified.
Let f : Zd → {1, . . . , q} be a proper coloring and let Ω be a collection of proper colorings
of Zd. The four notions implicitly depend on f and Ω. Let v ∈ Zd be a vertex. With (63)
and (64) in mind, let us denote A := f(N(v)). We say that
• v is non-dominant (in f) if |A| /∈ {b q
2
c, d q
2
e}. Thus, a vertex is non-dominant if the
set of colors which appear on its neighbors does not determine a dominant pattern. In
this case, we have II’ ≤ log(|A|(q − |A|)) ≤ log(b q
2
cd q
2
e − 1).
• Given a neighbor u of v, the directed edge (v, u) is restricted (in (f,Ω)) if either {g(u) :
g ∈ Ω, g(N(v)) = A} 6= A or {g(v) : g ∈ Ω, g(N(v)) = A} 6= Ac. Thus, roughly
speaking, (v, u) is restricted if upon inspection of the set of values which appears on
the neighbors of v, one is guaranteed that either u or v cannot take all possible values
which they should typically take, i.e., either u cannot take some value in A, or v cannot
take some value in Ac. In the former case, the corresponding summand in (64) is at
most log((|A| − 1)(q − |A|)), and in the latter case, it is at most log(|A|(q − |A| − 1)),
both of which are bounded by log(b q
2
cd q
2
e − b q
2
c).
• v has an unbalanced neighborhood (in f) if |{u ∼ v : f(u) = i}| ≤ d
q
for some i ∈ A. As
A increases, the set of values which v may take, namely Ac, is reduced, resulting in a
trade-off in the entropy contribution at v quantified by II. In order to have high entropy,
if some neighbor of v takes a value i, many other neighbors of v should take advantage
of this as well. The neighborhood of v is therefore deemed unbalanced if some value
is taken by few (but at least one) neighbors of v. Indeed, a standard Chernoff bound
shows that, in this case, the number of possibilities for f |N(v) is at most e−cd/q|A|2d, so
that II’ ≤ log(b q
2
cd q
2
e)− c
2q
.
• v has a unique pattern (in Ω) if there exists A′ ⊂ {1, . . . , q} such that, for every g ∈ Ω,
either g(N(v)) = A′ or v is non-dominant in g or all out-directed edges in ∂v are
restricted in (g,Ω). We may more appropriately term this notion as a unique high-
entropy pattern or unique unrestricted pattern, the reason being that there is at most
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one choice for g(N(v)) which does not lead to a reduction of entropy at v by making
v non-dominant or causing all out-directed edges in ∂v to be restricted. This notion is
of a slightly different nature than the previous ones (e.g., it does not depend on f). In
particular, it is not used to improve the bound on II, but rather on I. Indeed, in this
case, one may argue that either the above cases (non-dominant pattern or restricted
edges) occur with substantial probability (so that II is effectively bounded), or else it
must be the case that I ≤ e−cd/q2 .
Let us now return to the situation at hand, where X = (XP )P is fixed, ΩX is the set
of proper colorings for which X is a breakup, and f is sampled from PΛ,P0 conditioned on
f ∈ ΩX . Let Xfunbal be the set of vertices in X∗ which have unbalanced neighborhoods in f ,
let Xfnondom be the set of vertices in X∗ which are non-dominant in f , let X
Ω,f
rest be the set of
directed edges (v, u) with v ∈ X∗ which are restricted in (f,Ω) and let XΩuniq be the set of
vertices in X∗ which have a unique pattern in Ω.
The repair transformation explained in Section 3.5.1, together with the above bounds
on the entropy loss in step (i) of the repair transformation, eventually yield (with careful
bookkeeping near the boundary of X∗) the following bound on the probability of ΩX and,
more generally, of subevents of ΩX . For an event Ω ⊂ ΩX , define
k(Ω) := min
f∈Ω
∣∣Sfunbal∣∣+ 1q ∣∣Sfnondom∣∣+ 1d ∣∣SΩ,frest ∣∣.
Then, for any event Ω ⊂ ΩX ,
PΛ,P0(Ω) ≤ exp
[
− c
q
k(Ω) + q
d
∣∣X∗ \XΩuniq∣∣+ e−cd/q2|X∗|] , (65)
where c > 0 is a universal constant. Thus, roughly speaking, if Ω is a subevent of ΩX on
which there are almost surely many vertices with unbalanced neighborhoods or non-dominant
patterns or many restricted edges, then it must be an unlikely event.
We conclude with a short outline as to how (65) is used to prove to the desired bound (54)
on the probability of ΩX itself. Unfortunately, concluding (54) from (65) is not straightfor-
ward, as the latter (when applied directly to the event Ω = ΩX) gives an insufficient bound
on the probability of ΩX . The difficulty here is that, while k(ΩX) is always large in compar-
ison to L and M , it is not necessarily large in comparison to N (recall L,M,N from (53)).
Indeed, it can be shown that every in-directed edge in ∂XP (i.e., a directed edge (v, u) such
that {v, u} ∈ ∂XP with u ∈ XP and v /∈ XP ) is necessarily restricted in f and every edge
incident to Xoverlap is either restricted in f or incident to a non-dominant vertex in f , so that
1
q
∣∣Sfnondom∣∣+ 1d ∣∣SΩX ,frest ∣∣ ≥ L2d + M4q .
Unfortunately, Xbad need not contain enough restricted edges (or non-dominant vertices or
vertices having unbalanced neighborhood) – the main reason being that, when q is even, Xbad
may contain even vertices v for which |f(N(v))| = q
2
, and when q is odd, Xbad may contain
vertices v for which |f(N(v))| = d q
2
e (recall that this is one of the undesirable consequences
of the definition of ordered regions in (51)). Instead, to obtain a good bound, we shall
apply (65) to subevents Ω ⊂ ΩX on which we have additional information about the coloring
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on the set Xbad. For suitably chosen subevents (obtained, roughly speaking, by revealing the
colors on a sparse subset of Xbad), the number of restricted edges in Xbad (and non-dominant
vertices and vertices having unbalanced neighborhood) increases enough to ensure that
k(Ω) ≥ L
3d
+ M
6q
+ N
18q2
.
As the entropy of this additional information is negligible with our assumptions, this will
allow us to obtain (54) by taking a union bound over the subevents Ω.
3.6 Odd cutsets and their coarse-grained approximations
So far we have seen that a given breakup is unlikely. Recall that the number of odd cutsets
(and hence the number of breakups) is too large to allow us to rule out the existence of
a breakup seen from v by using a simple union bound (compare the lower bound in (49)
to (54) or (48)). To that end, as explained, we use a coarse-graining scheme for breakups
(which we refer to as approximations of breakups). This coarse-graining scheme builds on a
known coarse-graining scheme for odd cutsets (which may be thought of as a “single-droplet”
breakup; recall the toy scenario from Section 3.3.2).
It is natural to approximate breakups by approximating each XP separately. This can
indeed be done, but due to the amount of dominant phases, it leads to a version of Theo-
rem 3.1 which requires the dimension d to be larger than an exponential function of q, rather
than the stated power-law dependence (36). Instead, we use a more sophisticated scheme
which takes into account the interplay between the different XP .
An approximation of a breakup X = (XP )P is a collection A = ((AP )P∈P , A∗, A∗∗) of
subsets of Zd, with the following properties: AP ⊂ XP ⊂ AP ∪ A∗∗ for all P , so that AP
represents the region known to be in the corresponding set of the breakup and A∗∗ indicates
the (joint) region which is unknown to belong to some XP . On a subset A
∗ ⊂ A∗∗ of the
unknown region, one has more information, namely, every vertex in A∗ has many neighbors
in
⋃
P AP . Additional properties ensure that the unknown region is not large and that it is
only present near X∗. Thus, an approximation provides enough information to recover the
breakup everywhere but near X∗. We do not give a precise definition here.
The advantage of approximations is that one may find a relatively small family A of
them (much smaller than the number of breakups) with the property that every breakup
seen from v is approximated by some element in A. Thus, by extending the bound (54) from
the situation where the breakup is given to the situation where only an approximation of
the breakup is given (the derivation of this bound follows similar lines to that of (54)), one
may then obtain Theorem 3.1 by taking a union bound over A.
We do not elaborate further on the approximations of breakups in this overview, but
rather content ourselves with some explanation on the approximations of odd cutsets (on
which the more elaborate coarse-graining scheme is based).
Recall that a subset of Zd is called odd (even) if its internal vertex-boundary consists
solely of odd (even) vertices, and that such a set is regular if both it and its complement
contain no isolated vertices. Recall also that an odd cutset is the edge-boundary of a domain.
We shall henceforth identify odd cutsets with their associated domain, so that an odd cutset
is a non-empty finite odd set which is connected and has a connected complement. Note
that an odd cutset which is not a singleton is necessarily regular odd.
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(b) Two possible regular odd sets approximated by A.
Figure 8: An approximation and two regular odd sets approximated by it are
illustrated. Vertices belonging to A• (A◦) are known to be in S (Sc); these are
depicted in (a) by a red (yellow) background. The remaining vertices belong to
A∗ = (A• ∪A◦)c and are unknown to be in S or Sc; these are depicted by ∗ and
a white background.
An approximation (for odd sets) is a pair A = (A•, A◦) of disjoint subsets of Zd such that
A• is odd and A◦ is even. We say that A approximates an odd set S if A• ⊂ S and A◦ ⊂ Sc.
Thus, we think of A• as the set of vertices known to be in S, A◦ as the vertices known to be
outside S, and A∗ := (A• ∪A◦)c as the vertices whose association is unknown. See Figure 8
for an illustration of these notions.
Note that an approximation of a regular odd set, as defined above, need not be a “good
approximation” in any sense as we have not required much of it. We now describe a particular
sense in which an approximation may be good. Let 1 ≤ t < 2d. A t-approximation is an
approximation A such that the subgraph of Zd induced by A∗ has maximum degree at
most t and has no isolated vertices. It is instructive to notice that if a t-approximation A
approximates a regular odd set S, then any unknown vertex is near the boundary in the
sense that A∗ ⊂ (∂•◦S)+. Of course, the smaller t is, the better the approximation is as it
places a stronger constraint on the unknown set A∗.
The main result about approximations is that it is possible to construct a small family
of
√
d-approximations which contains an approximation of every odd cutset containing the
origin and having a given length.
Proposition 3.6. There exists a constant C > 0 such that for any integer ` ≥ 1, there exists
a family A of √d-approximations of size
|A| ≤ exp
(
C`
(
log d
d
)3/2)
such that every odd cutset S containing the origin and having length |∂S| = ` is approximated
by some element in A.
We do not prove Proposition 3.6 here; see [37] for a full proof. Instead, to give a flavor of
how one obtains such a coarse-graining scheme, we prove a result which serves as the basis
for its construction.
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We say that a set W separates S if every edge in ∂S has an endpoint in W . The following
proposition shows that for every regular odd set S, we can find a small set U such that N(U)
separates S.
Proposition 3.7. Let S ⊂ Zd be a regular odd set with ` := |∂S| boundary edges. Then
there exists a set U ⊂ (∂•◦S)+ of size at most 40`d−3/2
√
log d such that N(U) separates S.
Such a set U provides a coarse description of the boundary of S, and therefore already
serves as some weak approximation of S. Since the set U is small and also nearly connected
(it is connected in a slightly spread-out lattice), its enumeration is not too costly and thereby
yields a small family which approximates the required odd cutsets in a weak sense. With
some additional work, this weak sense can then be upgraded to the stronger sense of a√
d-approximation. We do not go into details of this latter part here.
For the proof of the above proposition, we shall require two elementary combinatorial
facts about graphs, both of which hold for a general graph G = (V,E) of maximum degree ∆.
For U ⊂ V and t > 0, denote
Nt(U) := {v ∈ V : |N(v) ∩ U | ≥ t}.
Lemma 3.8. Let G = (V,E) be a graph of maximum degree ∆. Then, for any finite U ⊂ V
and t > 0,
|Nt(U)| ≤ 2d
t
· |U |.
Proof. This follows from a simple double counting argument.
t|Nt(U)| ≤
∑
v∈Nt(U)
|N(v) ∩ U | =
∑
u∈U
∑
v∈Nt(U)
1N(u)(v) =
∑
u∈U
|N(u) ∩Nt(U)| ≤ ∆|U |.
The next lemma follows from a classical result of Lova´sz [71, Corollary 2] about fractional
vertex covers, applied to a weight function assigning a weight of 1
t
to each vertex of S. We
give a short probabilistic proof of this.
Lemma 3.9. Let G = (V,E) be a graph of maximum degree ∆, let A ⊂ V be finite and let
t ≥ 1. Then there exists a set B ⊂ A of size |B| ≤ 1+log ∆
t
|A| such that Nt(A) ⊂ N(B).
Proof. We may assume that log ∆ ≤ t, since otherwise we may take B := A. Let Z be
a random subset of A, where each vertex v ∈ A is chosen independently with probability
p := log ∆
t
. We will show that
E
[|Z|+ |Nt(A) \N(Z)|] ≤ 1 + log ∆
t
|A|.
The lemma will then follow by considering such an instance of Z, and taking B to be Z,
together with a neighbor in A of each vertex in Nt(A) \N(Z).
For v ∈ Nt(A), we have
P(v /∈ N(Z)) ≤ P(Bin(dte, p) = 0) = (1− p)dte ≤ e−tp = 1
∆
.
Hence,
E|Nt(A) \N(Z)| ≤ 1∆ |Nt(A)| ≤ 1t |A|.
Thus, since E|Z| = p|A| = 1
t
|A| log ∆, the proof is complete.
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(a) u,w, z ∈ S, v ∈ Sc
vu
z w
(b) v ∈ A, (v, w) ∈ G
vu
z w
(c) w ∈ A′, (v, w) ∈ G′
Figure 9: Constructing the separating set. In (a), a revealed vertex u ∈ S is depicted along
with a neighbor z ∈ S. Every four-cycle (u, v, w, z) such that v ∈ Sc (and hence w ∈ S) falls
into one of two types. Either v has at least s boundary edges as shown in (b), or w has at
least 2d−s boundary edges as in (c). At least half of all such four-cycles belong to the same
type. If it is the first type, then u is adjacent to many vertices which have many boundary
edges and one such neighbor of u is included in B; if it the second type, then z is adjacent
to many vertices which have almost all their edges in the boundary and z is included in B′.
The set US is obtained by taking the union of B and B
′.
We also require the following basic property of odd sets.
Lemma 3.10. Let S be an odd set and let {u, v} ∈ ∂S. Then, for any unit vector e ∈ Zd,
either {u, u+ e} or {v, v + e} belongs to ∂S. In particular,
|∂u ∩ ∂S|+ |∂v ∩ ∂S| ≥ 2d.
Proof. Assume without loss of generality that u is odd. Since S is odd, we have u ∈ S
and v /∈ S. Similarly, if u + e ∈ S then v + e ∈ S. Thus, either {u, u + e} ∈ ∂S or
{v, v + e} ∈ ∂S.
For a set S, denote the revealed vertices in S by
Srev := {v ∈ Zd : |∂v ∩ ∂S| ≥ d} ⊂ ∂•◦S.
That is, a vertex is revealed if it sees the boundary in at least half of the 2d directions. The
following is an immediate corollary of Lemma 3.10.
Corollary 3.11. Let S be an odd set. Then Srev separates S.
We are now ready to prove Proposition 3.7.
Proof of Proposition 3.7. Let S ⊂ Zd be a regular odd set and denote ` := |∂S|. Note that
∂S = ∂Sc implies that Srev = (Sc)rev. Thus, in light of Corollary 3.11, it suffices to show
that, for each R ∈ {S, Sc}, there exists a set UR ⊂ N(∂•R) such that R ∩ Rrev ⊂ N(UR)
and |UR| ≤ 20`d−3/2
√
log d. Indeed, the lemma then follows by taking U := US ∪ USc . Since
S and Sc are symmetric (up to parity), we may consider the case R = S. The proof is
accompanied by Figure 9.
Denote s :=
√
d log d and t := d/4, and define
A := ∂◦S ∩Ns(∂•S) and A′ := ∂•S ∩N2d−s(∂◦S).
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Observe that, by Lemma 3.8,
|A| ≤ `
s
and |A′| ≤ `
2d− s.
We now use Lemma 3.9 with A to obtain a set B ⊂ A ⊂ ∂◦S such that
|B| ≤ 4 log d
t
|A| and Nt(A) ⊂ N(B).
We also define B′ := S ∩Nt(A′). By Lemma 3.8, we have
|B′| ≤ s
t
|A′|.
Finally, we define US := B ∪B′. Clearly, US ⊂ N(∂•S) and
|US| ≤ 4` log d
ts
+
s`
t(2d− s) ≤
16` log d
d
√
d log d
+
4`
√
d log d
d2
=
20`
√
log d
d3/2
.
It remains to show that S ∩ Srev ⊂ N(US). Towards showing this, let u ∈ S ∩ Srev =
∂•S ∩Nd(∂◦S). Since S is regular, there exists a vertex z ∈ N(u) ∩ S. Let F denote the set
of pairs (v, w) such that (u, v, w, z) is a four-cycle and v ∈ ∂◦S, and note that |F | ≥ d − 1.
Denote
G := {(v, w) ∈ F : v ∈ A} and G′ := {(v, w) ∈ F : w ∈ A′}.
Note that, by Lemma 3.10, F = G ∪ G′ and, for any (v, w) ∈ F , we have w ∈ S. Since
F = G ∪ G′, either |G| or |G′| is at least |F |/2 ≥ t. Now observe that if |G| ≥ t then
u ∈ Nt(A) ⊂ N(B), while if |G′| ≥ t then z ∈ Nt(A′) so that u ∈ N(B′). Therefore, we have
shown that u ∈ N(US).
4 Discussion and open questions
In the three lectures, we considered the behavior of uniformly sampled proper q-colorings
of (domains in) the Zd lattice, placing particular emphasis on the decay of correlations
between the colors assigned to different sites. Three different decay rates were distinguished
– exponential decay (disordered regime), power-law decay (criticality), and no decay (long-
range order) – and results were presented pertaining to each possibility. Among the remaining
questions of interest, we wish to point out the following.
General values of q and d: Proper q-colorings of Zd are disordered when q > 4d, in
the sense of satisfying strong spatial mixing, by Dobrushin’s uniqueness condition (see Sec-
tion 1.3). This is improved to q > α · 2d − γ with α the solution of α logα = 1 (so that
α ≈ 1.76) and γ = 4α3−6α2−3α+4
2(α2−1) ≈ 0.47 by Goldberg–Martin–Paterson [55]. In contrast, the
model exhibits long-range order when d ≥ Cq10 log3 q, for an absolute constant C > 0, by
the results of [87] (see Section 3.1). What is the largest value qc(d) for which long-range
order still holds? Does qc(d) grow linearly with d? If so, what is the limiting value of qc(d)/d
as d tends to infinity?
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The anti-ferromagnetic Potts model: Recall from Section 1.3 that the anti-ferromagnetic
(AF) q-state Potts model on a graph G = (V,E) at inverse temperature β ≥ 0 is the measure
assigning probability proportional to
exp
−β ∑
{u,v}∈E
1f(u)=f(v)

to every f : V → {1, . . . , q}. This measure tends to the uniform distribution on proper
q-colorings when β tends to infinity. What is the behavior of the AF q-state Potts model
on Zd? For comparison, in certain classical models it is known that there exists βc(d) so
that the model is disordered when β > βc(d) and is ordered for β < βc(d). At the critical
point β = βc(d) there are models, such as the two-dimensional ferromagnetic Ising model,
for which correlations decay as a power-law (second-order phase transition), and there are
models, such as the two-dimensional q-state ferromagnetic Potts model with q > 4 [30, 93],
for which correlations need not decay with distance (first-order phase transition). For the
AF q-state Potts model on Zd, Dobrushin’s uniqueness condition (Section 1.3) implies strong
spatial mixing when either β ≤ Cq
d
or q > 4d. Long-range order is proved when q and 1/β
are at most Cdα for some α > 0 using an extension of the techniques of Section 3.1 [84].
What is the behavior for intermediate values of the temperature? For instance, is it the case
that at all temperatures the correlations decay either at an exponential rate, at a power-law
rate, or exhibit no decay at all? Is there a unique transition (critical) point between these
regimes? What is the behavior of the model at criticality?
We are not aware of mathematically rigorous results on such intermediate-temperature
regimes but the interested reader is directed to the paper of Rahman–Rush–Swendsen [91],
where the 3-state model in three dimensions is considered, conflicting predictions regarding
Permutationally-Symmetric-Sublattice (PSS) and Rotationally-Symmetric (RS) phases are
surveyed and the controversy between them is addressed.
Other lattices: The presented results on the disordered regime (Section 1.3) apply on gen-
eral graphs. In contrast, the long-range order result discussed in Section 3.1 strongly relies on
the bipartite structure of Zd. It is natural to ask for the behavior of proper colorings, or more
generally AF Potts models, on other lattices. Irregularities in a lattice (i.e., having different
sublattice densities) often promote the formation of order. This may be used, for instance,
to find for each q a planar lattice on which the proper q-coloring model is ordered [57].
However, irregularities also modify the nature of the resulting phase, leading to long-range
order in which a single spin value appears on most of the lower-density sublattice [68], and
may lead to partially ordered states [90].
On the triangular lattice, even the anti-ferromagnetic Ising model (the case q = 2) is not
well understood. As the triangular lattice is not properly 2-colorable, the zero-temperature
limit of the AF Ising model becomes the uniform distribution on 2-colorings with the minimal
number of non-proper edges. Such colorings turn out to be in bijection with perfect matchings
(the dimer model) of the domain and thus have a special integrable structure which may
be exploited. This allows to prove power-law decay of correlations at the zero-temperature
limit. It is predicted, but not proved, that correlations decay exponentially fast at any
positive temperature.
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There is another perspective from which the AF Ising model on the triangular lattice is
conjectured to behave critically at all temperatures, including infinite temperature (β = 0),
where it coincides with critical site percolation. The domain walls between the two color
classes form a collection of self-avoiding, non-intersecting loops which are naturally viewed
as subsets of edges of the dual hexagonal lattice (this is the loop O(1) model with x ≥ 1;
see [88, Chapter 3]). These loops are predicted to have fractal structure, with loops appearing
at every scale, and to tend to a conformally invariant scaling limit, the CLE process with
parameter κ = 6.
Lastly, as mentioned before, proper 4-colorings of the triangular lattice are predicted to
behave critically in the sense of exhibiting power-law decay of correlations, but there are
currently no mathematically rigorous results on this case. This model is equivalent to the
loop O(2) model with x =∞ (see [88, Chapter 3]).
Positive association: In the study of ferromagnetic models, such as the ferromagnetic
Ising or Potts models, a major role is played by positive association inequalities. These state
that events which are increasing in a suitable partial order on configurations are positively
correlated. Typically, the inequalities are proved by verifying the lattice condition of Fortuin–
Kasteleyn–Ginibre [42]. For anti-ferromagnetic models, there is no obvious partial order on
configurations that one may use. However, on bipartite graphs the following idea has been
suggested: As the colors assigned to adjacent vertices must be different, it may be that the
colors assigned to vertices of a single bipartition class have a tendency to be similar. This
is the motivation for the following question of the first author and Jeff Kahn [64, page 76,
question (5)]: Let G be a finite bipartite graph with bipartition classes (A,B). Let q ≥ 3
and let f be a uniformly sampled proper q-coloring of G. Does the set f−1(1) ∩ A have
positive association? Precisely, if X, Y : {0, 1}A → R are increasing in the pointwise partial
order, does
E(X(f−1(1) ∩ A)Y (f−1(1) ∩ A)) ≥ E(X(f−1(1) ∩ A)) · E(Y (f−1(1) ∩ A)) (66)
hold? Even in the case of 4 vertices u, v, x, y ∈ A, it is unknown whether
P[f(u) = f(v) = f(x) = f(y) = 1] ≥ P[f(u) = f(v) = 1] · P[f(x) = f(y) = 1].
It is not difficult, however, to show for an arbitrary subset S ⊂ A that
P(f(u) = 1 and f(S) = {1}) ≥ P(f(u) = 1) · P(f(S) = {1}) = 1
q
P(f(S) = {1})
by considering Kempe chains containing u; see [40, Appendix A] for related results valid
also at positive temperature. One may further ask whether the FKG lattice condition holds
for the collection of indicator random variables (1{f(v) = 1}), v ∈ A, which would then
imply (66). However, through computer search, we found a counterexample to the lattice
condition for 3-colorings of a 9-vertex graph; see Figure 10. We note that there are models for
which positive association has been established in the absence of the FKG lattice condition;
The two examples in [41, 65] were brought to our attention by Jeff Kahn.
Disordered regime on general graphs: Dobrushin’s uniqueness condition (Section 1.3)
shows that proper q-colorings of a general graph G = (V,E) with maximal degree ∆ satisfy
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wv
u
Figure 10: The “dreidel” graph – a counterexample to the FKG lattice condition. The
three depicted vertices u, v, w belong to the same bipartition class A. Counting 3-colorings
directly, one sees that P(f(u) = 1 | f(v) = 1) = 23
56
< 9
22
= P(f(u) = 1 | f(v) = f(w) = 1),
which violates the FKG lattice condition for the collection (1{f(x) = 1})x∈A. In addition,
one may check that the events {f(u) = f(v)} and {f(v) = f(w)} are negatively correlated,
showing that the collection (1{f(x) = f(y)})x,y∈A does not have positive association in this
example.
strong spatial mixing when q > 2∆. What is the sharp dependence in terms of ∆ for this
to hold? In this regard we recall again that Chen–Delcourt–Moitra–Perarnau–Postle [22]
(improving Vigoda [101]) proved that a natural “flip dynamics” mixes in time O(|V | log |V |),
and Glauber dynamics mixes in time polynomial in |V |, when q ≥ (11
6
−ε)∆ for a fixed ε > 0.
It seems quite plausible that strong spatial mixing can also be deduced under this assumption.
However, it is in fact conjectured that Glauber dynamics mixes rapidly for proper q-colorings
already when q ≥ ∆ + 2 (see [59, 22]). This is not the case for q = ∆ + 1 as there may exist
proper (∆+1)-colorings which cannot be modified on any vertex while remaining proper [73]
(such colorings trivially cannot exist with q ≥ ∆ + 2 colors). For instance, on the graph
{0, 1, 2, 3, 4}2 endowed with periodic boundary conditions, the proper 5-coloring f defined
by f(x, y) = x + 2y (mod 5) gives such an example (it is, however, possible to modify this
coloring on pairs of adjacent vertices and leave it proper. Frozen colorings of Zd, which
cannot be modified on any finite set of vertices, exist only when q ≤ d+ 1 [3]).
The chromatic number of a general graph is at most ∆+1 (as a greedy coloring shows) and
the examples of the clique and odd cycle show that this bound is tight (for other graphs, the
chromatic number is at most ∆). Kahn [64, page 76, question (5)] asks whether correlations
always decay for proper (∆ + 1)-colorings sampled without boundary conditions. Precisely,
does there exist a sequence (εn) tending to zero so that the following holds: Let G be a graph
with maximal degree ∆. Let x, y be vertices in G at graph distance r. Let f be a uniformly
sampled proper (∆ + 1)-coloring of G. Then |P(f(x) = f(y))− 1
∆+1
| ≤ εr. In this regard we
mention that the ∆-regular tree has a unique Gibbs measure for proper q-colorings if and
only if q ≥ ∆ + 1 [18, 60].
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