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We consider the space of polydifferential operators on n func-
tions on symplectic manifolds invariant under symplectic automor-
phisms, whose study was initiated by Mathieu in 1995. Permuta-
tions of inputs yield an action of Sn , which extends to an action
of Sn+1. We study this structure viewing n as a parameter, in the
sense of Deligne’s category. For manifolds of dimension 2d, we
show that the isotypic part of this space of  2d+1-th tensor pow-
ers of the reﬂection representation h = Cn of Sn+1 is spanned by
Poisson polynomials. We also prove a partial converse, and com-
pute explicitly the isotypic part of  4-th tensor powers of the
reﬂection representation.
We give generating functions for the isotypic parts correspond-
ing to Young diagrams which only differ in the length of the top
row, and prove that they are rational fractions whose denominators
are related to hook lengths of the diagrams obtained by removing
the top row. This also gives such a formula for the same isotypic
parts of induced representations from Z/(n + 1) to Sn+1 where n
is viewed as a parameter.
We show that the space of invariant operators of order 2m has
polynomial dimension in n of degree equal to 2m, while the part
not coming from Poisson polynomials has polynomial dimension
of degree  2m − 3. We use this to compute asymptotics of the
dimension of invariant operators. We also give new bounds on the
order of invariant operators for a ﬁxed n.
We apply this to the Poisson and Hochschild homology associated
to the singularity C2dn/Sn+1. Namely, the canonical surjection from
HP0(OC2dn/Sn+1 ,OC2dn ) to gr HH0(Weyl(C2dn)Sn+1 ,Weyl(C2dn)) (the
Brylinski spectral sequence in degree zero) restricts to an isomor-
phism in the aforementioned isotypic part h⊗2d+1, and also in
h⊗4. We prove a partial converse. Finally, the kernel of the entire
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1. Introduction
We will study a certain space of polydifferential operators on symplectic manifolds considered
by Mathieu [Mat95]. Equivalently, as we will explain, these are certain Poisson homology groups
associated to quotient singularities corresponding to Weyl groups of type An .
We ﬁrst recall the relevant deﬁnitions and results of [Mat95]. Given a symplectic manifold Y ,
one may consider polydifferential operators which are linear in n complex-valued functions f1, . . . ,
fn ∈ OY . That is, we are interested in linear maps O⊗nY → OY which are linear combinations of
operators of the form
f1 ⊗ · · · ⊗ fn → (D1 f1) · · · (Dn fn), (1.0.1)
for differential operators D1, . . . , Dn .
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under symplectic automorphisms, which he called Invn(Y ). He proved that the resulting space is
ﬁnite-dimensional, and only depends on the dimension of Y , and not on Y itself. Thus, we may take
Y = V to be a symplectic vector space of dimension 2d.
Note that Invn(V ) has a natural action of Sn by permuting the functions f1, . . . , fn . Mathieu
observed that this extends to an action of Sn+1 if one considers the polydifferential operator to
be a distribution on n + 1 functions. Moreover, one has additional algebraic structure: the compo-
sitions Invn(V ) ⊗ Invn′ (V ) → Invn+n′−1(V ). Formally, as Mathieu observed, this endows the direct
sum Inv(V ) =⊕n Invn(V ) with the structure of a cyclic operad (here, “cyclic” incorporates the Sn+1-
structure; using only the Sn-structure, one has an ordinary operad). However, we will not essentially
need operads, and the reader can ignore remarks we make about the operadic structure.
We prove that this naturally identiﬁes with a certain space of Poisson traces, namely functionals
OV n → C which annihilate all Poisson brackets with Sn+1-invariant functions on V n . This is dual
to the zeroth Poisson homology group HP0(OSn+1V n ,OV n ) =OV n/{OSn+1V n ,OV n }. In the case dim V = 2,
this is a homology group associated to the singularity (h ⊕ h∗)/Sn+1, where Sn+1 is viewed as the
Weyl group of type An and h is its reﬂection representation. Hence, the study of Mathieu’s symplectic
operad Invn(V ) yields information about the Poisson geometry of quotient singularities associated to
type An Weyl groups. This observation was the original motivation for this work.
When dim V  n, Mathieu showed that Invn(V ) ∼= C[Sn] as a representation of Sn . Moreover,
Invn(V ) ∼= IndSn+1Z/(n+1) C as a representation of Sn+1. Hence, the most interesting phenomena take place
when dim V is small, and in fact we are especially interested in the case when dim V = 2.
Our goal is to study, for ﬁxed V , the asymptotic Rep Sn+1-structure of Invn(V ), using the construc-
tion of Deligne [Del07]. As we will see, this becomes quite complicated and interesting.
As deﬁned by Mathieu, let SCn(V ) ⊂ Invn(V ) denote the subspace of operators expressible in terms
of Poisson polynomials (having total degree n). Let Pn be the space of abstract Poisson polynomials of
degree n; one has a canonical surjection Pn  SCn(V ). As Mathieu explained [Mat95, Theorem 7.5],
this surjection is an isomorphism if and only if n dim V + 1. He also proved that, when n dim V ,
one has SCn(V ) = Invn(V ).
Our ﬁrst main result, Theorem 1.4.2, is a generalization of this that replaces degree by Sn+1-
structure. Speciﬁcally, we prove that the h⊗dim V+1-isotypic parts of Invn(V ), SCn(V ), and Pn all
coincide. This implies, in particular, that Invn(V ) = SCn(V ) = Pn if and only if n  dim V + 1, which
already strengthens Mathieu’s aforementioned result.
As a consequence, the invariant part Invn(V )Sn is one-dimensional, spanned by the total multipli-
cation (this was ﬁrst observed in [ES] and motivated this work); in other words, the h⊗1-isotypic
part is one-dimensional (in particular, there is no h-isotypic part). More generally, we explicitly com-
pute the Sn+1 structure for the case h⊗3 (which is actually subsumed into the study of abstract
Poisson polynomials; see Remark 1.4.49).
Mathieu explained that invariance under symplectic automorphisms is equivalent to invariance
under Hamiltonian ﬂows. Such operators must have constant coeﬃcients, i.e., we can assume that the
Di above are polynomials in the partial derivatives with complex coeﬃcients. As a result, Invn(V ) is
graded by the total order of polydifferential operators. Since these operators are in particular invariant
under − Id ∈ Sp(V ), they have even order. Denote the subspace of order-2m operators by Invn(V )2m .1
Our identiﬁcation between invariant polydifferential operators and (abstract) Poisson polynomials
on the h⊗dim V+1-isotypic part is one of graded Sn+1-representations, where the order of a Poisson
monomial is its number of brackets. Using this, we explicitly compute the Hilbert series of the h⊗3-
isotypic parts of Inv(V ) (which is independent of V ).
We package this information conveniently into generating functions in two formal parameters:
one for order, and one for degree. Speciﬁcally, for each partition λ, the generating function I+λ,V (s, t)
records, as the coeﬃcient of smtn , the multiplicity in Invn(V )2m of the irreducible representation of
1 Our notation differs from that of [Mat95], since we will use 2m to refer to the order of polydifferential operators, and 2d
to refer to the dimension of V , whereas Mathieu used 2m to refer to the dimension of V , and 2k to refer to the order of
polydifferential operators, which was also called there the Liouville degree.
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length n + 1− |λ|. We similarly deﬁne the generating function Iλ,V (s, t) using only the Sn structure:
the coeﬃcient of smtn now records the multiplicity of λ[n] in Invn(V )2m , as a representation of Sn .
Our second main result, Theorem 1.4.14, then proves that I+λ,V (s, t) and Iλ,V (s, t) are rational func-
tions in s and t with a speciﬁc denominator, which is (1− t) times the product over hook lengths h
of λ of (1 − shth) (in the case of I+λ,V (s, t), we can omit one of the factors of 1 − st , corresponding
to a hook length of one). Moreover, we explain that the numerator essentially has degree less than
that of the denominator when dim V  |λ| − 1, and compute in this case the value of the numerator
at s = t = 1 (it is (|λ| − 1)! and |λ|! in the cases of I+λ,V (s, t) and Iλ,V (s, t), respectively). We compute
these functions for partitions λ of size  4 (using Theorem 1.4.53 in the case of |λ| = 4), and note that
so far it turns out that the evaluation at t = 1 of the numerator has nonnegative coeﬃcients (Ques-
tion 1.4.36). Finally, as an application of this, we obtain an apparently new formula for the isotypic
decomposition of induced representations from Z/(n + 1) to Sn+1 where n is viewed as a parameter
(Claim A.0.2).
In the process, we prove a more general result (Theorem 1.4.45) which describes, for each k  0,
a structure of module over the polynomial ring generated by k variables on the subspace Inv(V )(k) ⊆
Inv(V ) spanned by the isotypic part in Invn(V ) of irreducible representations of Sn+1 whose Young
diagram has at most k cells below the top row.
Next, we consider, for each ﬁxed m and V , the asymptotic Rep Sn+1 structure of Invn(V )2m
as n → ∞. We prove that dim Invn(V )2m and dimSCn(V )2m are polynomials of degree 2m. Our
next main result, Theorem 1.4.69 (and its sharpened form, Theorem 1.4.70), states that the quo-
tient Invn(V )2m/SCn(V )2m is a polynomial of degree only  2m − 3, and it is exactly 2m − 3 when
n dim V + 6. For n dim V + 4, we prove that Invn(V )2m = SCn(V )2m , and for n dim V , we prove
moreover that these are isomorphic to (Pn)2m , the subspace of Pn spanned by Poisson monomials
with precisely m pairs of brackets.
We reﬁne these results in terms of the Sn+1-representation type, and this is a necessary tool
in their proof. For example, to prove that Invn(V )2m has polynomial dimension in n, we actually
prove it is isomorphic to the direct sum of ﬁnitely many induced representations IndSnSki×Sn−ki (ρi C),
where the ki and ρi ∈ Rep Ski are independent of n (although, as Sn+1-representations, the situation
is somewhat more complicated).
We also consider the subspace Quantn(V ) (“quantum”) deﬁned by Mathieu, which lies between
SCn(V ) (“semiclassical”) and Invn(V ): roughly, Quantn(V ) consists of those operators obtained by star-
product quantization of V (see Section 1.6 below for details), or obtainable as the associated graded
operator of one which sends n elements of the Weyl algebra Weyl(V ) to a certain linear combination
of products of them in various orderings (recall here that gr Weyl(V ) = OV , if we take OV to be
the algebra of polynomial functions on V ). We prove that dimQuantn(V )2m is also a polynomial of
degree 2m, valid for all n, and hence our theorem implies that its leading three coeﬃcients coincide
with those of Invn(V )2m and SCn(V )2m .
We identify Quantn(V ) with the associated graded vector space of the Hochschild trace space
HH0
(DSn+1Un ,DU )∗ := (DU /[DSn+1U ,DU ])∗, V = U ⊕ U∗, (1.0.2)
where DUn is the algebra of differential operators on Un . Alternatively, DUn = Weyl(V )⊗n , the n-th
tensor power of the Weyl algebra associated to V . As we explain, the direct sum of these Hochschild
trace groups over all n naturally identiﬁes with the associative operad as a cyclic operad, equipped
with a certain ﬁltration which depends on V . In particular, Quantn(V ) is the regular representation
of Sn (as observed by Mathieu), and Ind
Sn+1
Z/(n+1)C as a representation of Sn+1.
The study of the inclusion Quantn(V ) ⊆ Invn(V ) is equivalent to the study of the canonical sur-
jection HP0(OSn+1V n ,OV n ) gr HH0(D
Sn+1
Un ,DU ), which is the degree-zero part of the Brylinski spectral
sequence relating HP∗ to gr HH∗ . This was one of our motivations for revisiting Mathieu’s operads. In
particular, this surjection is an isomorphism if and only if Quantn(V ) = Invn(V ). Our aforementioned
results then imply that the h⊗dim V+1-isotypic part of this sequence degenerates, as well as the part
of order  dim V +4. More generally, in order 2m dim V +6, our results show that the kernel of the
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dimension of degree  2m − 3. We also show that this spectral sequence does not degenerate in the
isotypic parts of representations of Sn occurring in h⊗dim V+3 but not in h⊗dim V+2, for suﬃciently
large n (in the sense of [Del07] as we will explain).
In the limit dim V → ∞, Mathieu observed that SCn(V ) = Quantn(V ) = Invn(V ) are all the regular
representation of Sn . By the above, they limit to the associated graded of the associative operad with
respect to the PBW ﬁltration.2 However, for ﬁxed V , Mathieu observed that Inv(V ) is not ﬁnitely gen-
erated as an operad, and the same is true for Quant(V ). In fact, the top order of Quant(V ) (and hence
also of Inv(V )) is at least C ·n1+ 1dim V for some constant C > 1 (which can be explicitly computed): see
Remark 1.7.5 below. To be ﬁnitely generated, the growth would have to be linear in n. That Quant(V )
is inﬁnitely-generated is especially interesting since it is obtainable from the associative operad by
taking an associated graded (with respect to a ﬁltration depending on V ). It would be interesting to
study its algebraic structure in more detail.
We would like to emphasize that the main ingredients of this work that set it apart from Mathieu’s
excellent paper, are to study the asymptotic Rep Sn+1-structure in the sense of Deligne [Del07] (whose
work didn’t yet exist when Mathieu wrote his paper), and also to study the space of invariant polyd-
ifferential operators of a ﬁxed order, which Mathieu didn’t consider too heavily.
Note that one has a choice whether to take V to be a real vector space and let OV denote the
algebra of smooth functions on V , or to take V to be a complex vector space and let OV denote
the algebra of holomorphic functions on V , or the algebra of formal power series at 0; it is easy to
see that the result does not depend on this choice (and neither do any of the arguments we use).
For deﬁniteness, we will let V be a complex symplectic vector space and let OV denote the space of
formal power series. The term “symplectic automorphism” will then mean formal complex symplectic
automorphism.
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1.2. A guide to the reader
This paper is organized by stating and explaining all of the important results in Section 1 (the
most important ones appear in Section 1.4), and then proving the results from each subsection in
a subsequent sections. As a result, the reader who wishes to read the proofs will need to refer to
the later section; however the statements of the results already take enough space that we felt we
wanted to make it possible to understand the statements of the results for the reader without time
to study their proofs.
In Section 1.3, we introduce the idea (dating to [Del07]) of studying a sequence of Sn+1-
representations as n varies by ﬁnding corresponding isotypic parts which make sense for all n. For
2 This ﬁltration places linear combinations of abstract multiplications ( f1 ⊗· · ·⊗ fn) →∑σ∈Sn λσ fσ (1) · · · fσ (n) in order  2m
written as a linear combination of products of commutators, each of which has at most m commutator brackets. The name
“PBW” comes from the fact that this induces the PBW ﬁltration on the free associative algebra on V , viewed as the universal
enveloping algebra of the free Lie algebra on V .
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all n; the next simplest is that of the (n-dimensional) reﬂection representation (viewing Sn+1 as a
type An Weyl group). In this section we compute the simplest isotypic parts of the main object of
study, Inv(V ), the polydifferential operators on a symplectic vector space invariant under symplectic
automorphisms: namely we compute this for heights  2: the height, as we explain, is the number
of boxes in the Young diagram below the top row, which is also the degree of the polynomial in n
which gives the dimensions of the corresponding irreducible Sn+1-representations for each ﬁxed ar-
rangement of boxes below the top row. The proofs of results from this section are given in Section 2.
In Section 1.4, we state the main results on the structure of Inv(V ), which gives many cases in
which these invariant differential operators are all obtained from Poisson brackets or polynomials.
We also give generating functions, which are rational fractions, for the isotypic parts of Inv(V ) in the
aforementioned sense, and prove that their denominators are given by hook lengths. Here we also
compute the isotypic parts of Inv(V ) for heights  4, extending the results of the previous subsection
(for heights  2). These results are proved in Section 3.
In Section 1.5, we give computational results for n  6, using programs in Magma [BCP97]. These
require no proof, since we refer only to the computer programs used.
In Section 1.6, we identify Invn(V ) with the space of Poisson traces for the type An+1 Weyl group
singularity (i.e., the quotient T ∗Cn/Sn+1 where Cn is the reﬂection representation of Sn+1 and T ∗Cn
is the total space of its cotangent bundle, which is a symplectic vector space). We similarly identify
the subspace Quantn(V ) ⊆ Invn(V ) of polydifferential operators obtainable from star products with
the Hochschild trace space of the algebra of differential operators on Cn invariant under the action of
Sn+1. The proofs of these results are given in Section 4.
In Section 1.7, we give explicit examples of elements of Inv(V ) which yield partial converses to
some of our main results from Section 1.4. In particular, we show that for parameters outside those
where we prove in Section 1.4 that Inv(V ) is generated by Poisson brackets or by star-product quan-
tizations, or when the latter two subspaces coincide, these coincidences no longer hold. We also give
an example which gives a lower bound on the top order of Invn(C) in terms of n. The proofs of results
in this section are given in Section 5.
Finally, in Section 1.8, we prove general results which explain precisely how Inv(V ) asymptotically
stabilizes as the degree of polydifferential operators goes to inﬁnity for ﬁxed order of differential
operators, or as both the degree and the order go to inﬁnity. We illustrate these results by giving the
ﬁrst few terms of these asymptotic expansions, together with diagrams. The proofs of results in this
section are given in Section 6.
1.3. The Sn+1-structure viewing n is a parameter
The starting observation for this paper is that, for ﬁxed order 2m, following the idea of [Del07],
one may consider the Sn+1-structure of Invn(V )2m where n is viewed as a parameter. To begin, let
h=Cn denote the reﬂection representation of Sn+1, viewed as a Weyl group. Our ﬁrst result concerns
the isotypic part of h⊗2:
Theorem 1.3.1.3
(i) (See [ES].) The invariant part Invn(V )Sn+1 has dimension one, occurring in order 0 (i.e., constant multiples
of the multiplication operator).
(ii) The isotypic part HomSn+1 (h, Invn(V )) is zero.
(iii) The isotypic part HomSn+1 (
∧2 h, Invn(V )) has dimension  n2 , and occurs in orders 2,6,10, . . . ,
2(2 n2  − 1), each with multiplicity one.
(iv) For n  2, HomSn+1 (Sym2 h  (h ⊕ C), Invn(V )) has dimension n−12 , and occurs in orders 4,8, . . . ,
4n−12 , each with multiplicity one.
3 We are grateful to Pavel Etingof for ﬁrst observing and proving parts (i)–(iii).
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albeit less explicitly) in the next subsection, using some general results. We chose to state (and prove)
the above theorem independently, since it is simple and illustrative.
The polydifferential operators occurring in the above theorem are special cases of the following
important construction, which is also the essence of the proof. For a Young diagram λ = (λ1, . . . , λk),
let its truncated Young diagram be deﬁned as (λ2, . . . , λk).
Example 1.3.2. (Cf. Proposition 1.4.46.) Suppose we are given an invariant polydifferential operator
φ which generates an irreducible representation of Sn+1 corresponding to a certain Young diagram
λ = (λ1, . . . , λk). Up to permutations, we can assume that the ﬁrst λ1 inputs to φ correspond to
the top row, so that the operator is determined by its restriction to elements of the form f ⊗λ1 ⊗
gλ1+1 ⊗ · · · ⊗ gn . Such an operator is determined by its action on elements f with nonvanishing ﬁrst
derivative, and by Darboux’s theorem, up to symplectic change of basis, we can assume f = x is a
linear function. This yields a new polydifferential operator ψ :On−λ1V →OV , which is invariant under
all symplectic automorphisms ﬁxing x, and which has the property that any automorphism sending x
to cx must send ψ to c−λ1ψ , for any nonzero c ∈C. (This last condition, in the case x, y is a basis of
the symplectic plane V = C2, says that the degree in ∂
∂ y minus the degree in
∂
∂x is λ1.) Conversely,
any such ψ yields an invariant polydifferential operator φ.
In particular, in the case V =C2, we can take ψ to be any linear combination of operators of the
form x j ∂
iλ1+1
∂ y
iλ1+1
⊗ · · · ⊗ ∂ in
∂ yin
with iλ1+1 + · · · + in + j = λ1, that is then Young-symmetrized according
to the truncated diagram (λ2, . . . , λk). (Note that this symmetrization can sometimes produce zero,
since one of the cells of the truncated diagram corresponds to the output, i.e., we are symmetrizing
φ considered as a distribution on O⊗(n+1)V .) This operator easily extends to a Poisson polynomial of n
inputs. For arbitrary V , ψ still makes sense if we extend x to Darboux coordinates including y, with
{x, y} = 1.
As an example, for n  2 one has the operator φ(x⊗(n−1) ⊗ f ) = x j ∂n−1− j
∂ yn−1− j ( f ), which in the case
n − 1 − j is odd generates the Sn+1-representation of ∧2 h in the space of order 2(m − j)-operators
mentioned in Theorem 1.3.1(iii), and in the case n − 1− j is even, generates a copy of the represen-
tation Sym2 h  (h ⊕C). These operators can be expressed as Poisson polynomials of two functions:
f ⊗ g → (ad f )n−1− j(g) f j , of degree n− 1 in the ﬁrst input, f , and of degree 1 in the second input.
Now, recall from [Mat95], as also mentioned in the previous section, that SCn(V ) ⊆ Invn(V ) de-
notes the subspace of operators spanned by Poisson polynomials. We then deduce from the theorem
and the above example (which generates all of the representations mentioned in the theorem, cf. Sec-
tion 2) that HomSn+1 (h
⊗2, Invn(V )/SCn(V )) = 0. We will generalize this in the next section.
1.4. Main results on the structure of Inv
In this section, we state our main results. First we consider the isotypic decomposition of Inv. For
us, the main measure of size (or complexity) of an Sn+1-representation is its height, which is deﬁned
so that the height  k representations are those that occur in h⊗k . Precisely:
Deﬁnition 1.4.1. The height of an irreducible representation of Sn is the number of cells below the top
row of the associated Young diagram, i.e., the size of its truncation.
We show that in height  dim V + 2, Inv(V ) = SC(V ), and compute Inv for general V in heights
 4. We construct an action on the height  k part of Inv by the polynomial ring in k variables
which makes the former into a ﬁnitely-generated module. This allows us to prove that the generating
function for the structure of Inv is a rational function whose denominator has a hook length formula.
Finally, we end by stating some results on the part of Invn in the top three heights 2m − 2, 2m − 1,
and 2m (Section 1.4.4), which will be explained in more detail in Section 1.8. We use this to compute
the structure of Inv in orders  6 (we will give the dimension of the order 8 part in Section 1.8).
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and the associated Brylinski spectral sequence from Poisson to the associated graded of Hochschild
homology degenerates in degree zero; see the next section).
1.4.1. The equality Inv(V ) = SC(V ) in heights dim V + 1
Recall that Pn denotes the space of abstract Poisson polynomials of degree n. This is graded by
order, deﬁned as twice the number of pairs of brackets that appear; let (Pn)2m be the part of or-
der 2m. One has a graded surjection Pn SCn(V ), which as Mathieu explained is an isomorphism if
and only if n  dim V + 1. Mathieu also proved that SCn(V ) = Invn(V ) for n  dim V . Our ﬁrst main
result generalizes and strengthens this:
Theorem 1.4.2. The height dim V + 1 isotypic parts of Invn(V ),SCn(V ), and Pn all coincide.
We will prove a converse in Section 1.6 below, which roughly says that these are all different in
greater heights.
The multiplicities of the irreducible representations of height  dim V + 1 can be determined
because they coincide with their multiplicities in Quantn(V ) = IndSn+1Z/(n+1) (see Section 1.6). However,
it is much more diﬃcult to determine which orders they lie in, even though the question concerns
abstract Poisson polynomials. Theorem 1.3.1 implies the answer for height  2. We can extend this to
height 3:
Deﬁnition 1.4.3. Given a Young diagram λ = (λ1, . . . , λk) and any n  |λ| + λ1, where |λ| :=∑i λi ,
let λ[n] denote the partition of n with truncated Young diagram λ, and let ρλ[n] := ρλ[n] denote the
corresponding irreducible representation of Sn .
We will sometimes drop the bracket and use ρλ to refer to either ρλ[n] or ρλ[n + 1], depending
on the context.
Deﬁnition 1.4.4. Given an Sn+1 representation R (e.g., R = Invn(V )2m or (Pn)2m), let Mλ(R) :=
HomSn (ρλ[n], R) and M+λ (R) := HomSn+1(ρλ[n+ 1], R).
Corollary 1.4.5. For |λ| = 3, M+λ (Invn(V )2m) = 0 for m 1 or n 3. For m 2 and n 4:
M+(3)(Invn(V )2m) M
+
(1,1,1)(Invn(V )2m) M
+
(2,1)(Invn(V )2m)
m n− 2 m3  m3   2m−13 
m = n− 1 m−36  + δ6|m−1 m−36  + δ6|m−1 + δ2|m m−23 
m n 0 0 0
Here, δa|b is one if a | b and zero otherwise. The above information, along with that of Theo-
rem 1.3.1, can be nicely encoded in the following generating functions. If λ is a Young diagram, deﬁne
Iλ,V (s, t) =
∑
m0,n|λ|+λ1
dimHomSn
(
ρλ[n], Invn(V )2m
)
smtn, (1.4.6)
I+λ,V (s, t) =
∑
m0,n+1|λ|+λ1,n0
dimHomSn+1
(
ρλ[n + 1], Invn(V )2m
)
smtn. (1.4.7)
Since the degree in t will always be at least the degree in s, let us also make the substitution u := st
instead of s. Then, we deduce, for all V , that
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ut
(1− t)(1− u) , (1.4.8)
I(2),V = 2u
2t2 + u4t − u4t2
(1− t)(1− u)(1− u2) , I(1,1),V =
ut2 + u3t
(1− t)(1− u)(1− u2) , (1.4.9)
I+(),V =
1
1− t , I
+
(1),V = 0, (1.4.10)
I+(2),V =
u2t
(1− t)(1− u2) , I
+
(1,1),V =
ut
(1− t)(1− u2) , (1.4.11)
I+(3),V =
u3t2 + u4t2 + u7t − u7t2
(1− t)(1− u2)(1− u3) , I
+
(1,1,1),V =
u3t2 + u4t
(1− t)(1− u2)(1− u3) , (1.4.12)
I+(2,1),V =
u2t2 + u4t2 + u5t − u5t2
(1− t)(1− u)(1− u3) . (1.4.13)
1.4.2. Hook length formulas and module structures of Inv(V ) over polynomial algebras
More generally, we can prove the following, based on a suggestion of R. Stanley. Given a Young
diagram λ, let hi(λ), i = 1,2, . . . , |λ|, be the hook lengths of λ, in some ordering. We recall their
deﬁnition: let λ′ be the dual partition to λ, obtained by swapping rows with columns; that is, the
length of the i-th row of λ′ equals the length of the i-th column of λ, and vice versa. To the cell in
the i-th row and j-th column of λ, we attach the hook length (λi − i)+ (λ′j − j)+ 1, which visually is
the sum of the distances to the boundary in the rightward and downward directions from the center
of the cell.
Theorem 1.4.14.
(i) Let λ and V be arbitrary. Then,
Iλ,V = Jλ,V
(1− t)∏|λ|i=1(1− uhi(λ)) , I+λ,V =
J+λ,V · (1− u)
(1− t)∏|λ|i=1(1− uhi(λ)) , (1.4.15)
where Jλ,V and J
+
λ,V are polynomials in t and u := st. Moreover, the same formulas hold (with different
numerators) if we replace Inv by Quant or SC.
(ii) In the case |λ| dim V + 1 (i.e., when Invn(V ) ∼= Pn ∼= SCn(V ) ∼= Quantn(V ), independently of V ), then
the numerator can be taken to have degree in t and s less than the degrees in t and s of the denominator,
up to adding to the LHS a polynomial in t and s of degree less than |λ| + λ1 − 1.4 Moreover, in this case,
Jλ,V |s=t=1 = |λ|!, and when |λ| 2, J+λ,V |s=t=1 = (|λ| − 1)!.
In part (ii), to compute degrees in s and t , one must replace u by st throughout.
Unfortunately, we were not able to prove a reasonable bound on the degree of Jλ,V and J
+
λ,V , or
on its evaluation at s = t = 1 (in the case when |λ| > dim V + 1).
The ﬁrst observation about positivity is:
Question 1.4.16. Are the coeﬃcients of J (1k),V (s, t) nonnegative, where (1
k) denotes the diagram
which is a single column of length k? By the preceding results and that of the next subsection, this is
true for k 4.
4 Note that Iλ,V does not contain any monomials whose degree in t (assigning s degree zero, and hence u degree one) is
less than |λ| + λ1 − 1, since λ[n + 1] does not make sense. Hence, the claim is that one can choose Jλ,V of degree less than
the denominator in s and t and obtain an equality after discarding such monomials that appear in the expansion of the RHS
(cf. the proof of the theorem in Section 3.3 below).
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Corollary 1.4.17.
∑
n|λ|+λ1
dimHomSn
(
ρλ[n], Invn(V )
)
tn = Jλ,V |s=1
(1− t)∏|λ|i=1(1− thi(λ)) , (1.4.18)∑
m0,n+1|λ|+λ1
dimHomSn+1
(
ρλ[n + 1], Invn(V )2m
)
tn = J
+
λ,V |s=1∏|λ|
i=1(1− thi(λ))
. (1.4.19)
Moreover, the same formulas hold (with different numerators) if we replace Inv by Quant or SC.
In the case of Quant, since Quantn(V ) ∼= IndSn+1Z/(n+1) independently of V (cf. Section 1.6 below), we
deduce the following interesting combinatorial identity:
Corollary 1.4.20. For |λ| 2,
∑
n|λ|+λ1
dimHomSn+1
(
ρλ[n + 1], IndSn+1Z/(n+1)C
)
tn = t
|λ|+λ1−1Kλ(t)∏|λ|
i=1(1− thi(λ))
, (1.4.21)
where Kλ(t) is a polynomial of degree less than the degree of the denominator. Moreover, Kλ(1) = (|λ| − 1)!.
With the help of R. Stanley, we found a purely combinatorial proof of the above identity, which
also applies to induced representations of nontrivial characters of Z/(n+ 1): see Appendix A.
We can also deduce information about the spaces of Lie polynomials, rather than Poisson polyno-
mials. A Lie polynomial is a linear combination of iterated brackets, e.g. [a1, [[a2,a3], [a4,a5]]], and
not a product of them as in Poisson polynomials. For each symplectic vector space V , let SCLien(V )
denote the space of polydifferential operators of degree n on V spanned by Lie polynomials. Let Lien
denote the space of abstract Lie polynomials of degree n. One easily observes that SCLien(V ) ⊆ SCn(V )
consists of the elements of top order, 2(n − 1). Thus, in the generating functions for SCn(V ), this cor-
responds to the part where the degree in s is one less than the degree in t (note that the degree in t
always exceeds the degree in s, in the generating functions for SC). Thus, Theorem 1.4.14 implies
Corollary 1.4.22.
(i) If we replace Invn(V ) by SCLien(V ), then the resulting generating functions are still a rational fraction, of
the form
t JSCLie,λ,V (u)∏
i(1− uhi(λ))
,
t(1− u) J+SCLie,λ,V (u)∏
i(1− uhi(λ))
, (1.4.23)
i.e., essentially rational functions of u.
(ii) When dim V + 1  |λ|, i.e., SCLien(V ) ∼= Lien, then JSCLie,λ,V and J+SCLie,λ,V are independent of V and
has degree less than the degree (in st) of the denominator. Their evaluation at s = t = 1 are (|λ| − 1)! and
(|λ| − 2)!, respectively.
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of Z/n, i.e., χ(1) = exp( 2π in ).5 Thus, we obtain the combinatorial identities
∑
n|λ|+λ1
dimHomSn
(
ρλ[n], IndSnZ/n χ1
)
tn = t
|λ|+λ1κλ(t)∏|λ|
i=1(1− thi(λ))
, (1.4.24)
∑
n|λ|+λ1
dimHomSn+1
(
ρλ[n + 1], Lien
)
tn = t
|λ|+λ1−1(1− t)κ+λ (t)∏|λ|
i=1(1− thi(λ))
, (1.4.25)
where κ+λ = J+SCLie,λ,V |s=1 for any V of dimension  |λ| − 1, and similarly for κλ(t). These are poly-
nomials of degree less than the degrees of the denominators (
∑
i hi(λ)). Moreover, κ
+
λ (1) = (|λ| − 2)!
and κλ(1) = (|λ| − 1)!.
We remark that (1.4.24) also follows from the generalization of Corollary 1.4.20 found in Ap-
pendix A (Claim A.0.2) to the case of induction of nontrivial characters from Z/(n+ 1) to Sn+1.
Example 1.4.26. From (1.4.8)–(1.4.13), taking the part with degree in t one more than the degree in s,
we deduce:
κ()(t) = 0, κ(1)(t) = 1, κ(2)(t) = t = κ(1,1)(t), (1.4.27)
κ+() (t) = 0= κ+(1)(t), κ+(2)(t) = 1= κ+(1,1)(t) = 1, (1.4.28)
κ+(3)(t) = t3, κ+(1,1,1) = t2 = κ+(2,1). (1.4.29)
We can also take the limit as n → ∞ and obtain generating functions for the multiplicities of
irreducible representations in each order:
Corollary 1.4.30.
∑
m0
lim
n→∞dimHomSn
(
ρλ[n], Invn(V )2m
)
sm = Jλ,V |t=1∏|λ|
i=1(1− shi(λ))
, (1.4.31)
∑
m0
lim
n→∞dimHomSn+1
(
ρλ[n + 1], Invn(V )2m
)
sm = J
+
λ,V |t=1 · (1− s)∏|λ|
i=1(1− shi(λ))
. (1.4.32)
Moreover, the same formulas hold (with different numerators) if we replace Inv by Quant or SC.
The resulting polynomials in the above cases turn out to have nonnegative coeﬃcients:
J (),V |t=1 = 1, J (1),V |t=1 = s, J (2),V |t=1 = 2s2, J (1,1),V |t=1 = s + s3, (1.4.33)
J+(),V |t=1 = 1, J+(1),V |t=1 = 0, J+(2),V |t=1 = s2, J+(1,1),V |t=1 = s, (1.4.34)
J+(3),V |t=1 = s3 + s4, J+(1,1,1),V |t=1 = s3 + s4, J+(2,1)|t=1 = s2 + s4. (1.4.35)
5 We remark that, while Lien is isomorphic to Ind
Sn
Z/n χ1 as a representation of Sn , it is not a priori obvious that the induced
representation should admit an Sn+1 structure. Indeed, the S5-representation P4 ∼= IndS5Z/5C cannot admit an S6 structure, as
can be seen from explicitly looking at its decomposition (ρ(5) ⊕ ρ(1,1,1,1,1) ⊕ 2ρ(3,1,1) ⊕ ρ(3,2) ⊕ ρ(2,2,1)).
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true if we replace Invn(V ) with Quantn(V ), SCn(V ), or Pn? (Or perhaps, it is better to use the related
series obtained by replacing ρλ[n] and ρλ[n+ 1] by IndSn+1S|λ|×Sn+1−|λ|(ρλ C) and Ind
Sn
S|λ|×Sn−|λ| (ρλ C),
cf. Question 1.4.40 below.)
Finally, if we apply this last corollary in the case |λ|  dim V + 1 (or equivalently in the limit
dim V → ∞), we obtain the following interesting combinatorial identity:
Corollary 1.4.37. There are polynomials K ′λ , K
′+
λ such that
∑
m0
lim
n→∞dimHomSn
(
ρλ[n], (Pn)2m
)
sm = K
′
λ(s)∏|λ|
i=1(1− shi(λ))
, (1.4.38)
∑
m0
lim
n→∞dimHomSn+1
(
ρλ[n + 1], (Pn)2m
)
sm = K
′+
λ,V (s)(1− s)∏|λ|
i=1(1− shi(λ))
, (1.4.39)
where the degree of the numerators is less than that of the denominators.
Question 1.4.40. Do K ′λ , K
′+
λ always have nonnegative coeﬃcients? It seems possible to prove at least
that the numerators of the related series (with the same denominators),∑
m0
lim
n→∞dimHomSn+1
(
IndSn+1S |λ|×Sn+1−|λ|(ρλ C), (Pn)2m
)
sm, (1.4.41)
∑
m0
lim
n→∞dimHomSn
(
IndSnS |λ|×Sn−|λ|(ρλ C), (Pn)2m
)
sm, (1.4.42)
have this property, using Theorem 1.4.45(ii) and the Chevalley–Shephard–Todd theorem. In more de-
tail, the latter theorem implies that, if h is the reﬂection representation of S |λ| , then Symh is a free
module over (Symh)S|λ| , and that this latter algebra is a polynomial algebra. From this one can deduce
that
∑
m0 dimHomS|λ| (ρλ,Symh)sm = s
∑
i (i−1)λi∏
j(1−sh j (λ))
. Hence, for any free module M over Symh,
∑
m0
dimHomS |λ|(ρλ,M)s
m = PM(s)∏
j(1− sh j(λ))
, (1.4.43)
where PM(s) is a polynomial with nonnegative coeﬃcients. Finally, by Theorem 1.4.45(ii) and Proposi-
tion 1.4.46, the direct sum
⊕
n|λ|−1(Pn)Sn+1−|λ| is a free module over Symh. By Frobenius reciprocity,
(1.4.41) is the same as the RHS of (1.4.43) for M =⊕n|λ|−1(Pn)Sn+1−|λ| , graded by order. This implies
that the numerator of (1.4.41) indeed is a polynomial with nonnegative coeﬃcients. Similarly, for
(1.4.42), we use that Sym(h⊕C) is a free module over Sym(h⊕C)S|λ| , and set M =⊕n|λ|(Pn)Sn−|λ| ,
now viewing Pn as an Sn-representation. The same argument then implies that its numerator (after
canceling the factor of (1− s)) also has nonnegative coeﬃcients.
The proof of the theorem uses the following result, which is interesting in itself, and related to
Example 1.3.2:
Deﬁnition 1.4.44. For v ∈ V , let Invk(V )v be the space of polydifferential operators of degree k in-
variant under symplectic automorphisms which ﬁx v ∈ V . Let Invk,(V )v be common eigenspace of
symplectic automorphisms of the form φ(v) = cv with eigenvalue c , and call it weight .
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ule over the polynomial algebra Dv,k := C[∂(1)v , . . . , ∂(k)v ]. This is a graded module with respect to
weight.
Further, note that Invk(V )v and Invk,(V )v are additionally graded by order of polydifferen-
tial operators. Call the order r parts Invk(V )vr and Invk,(V )
v
r . The difference r −  is preserved
by the action of Dv,k , so Invk(V )v naturally decomposes, as a Dv,k-module, into a direct sum
Invk(V )v =⊕ j0(⊕r−= j Invk,(V )vr ). The next theorem shows that this (outer) sum is ﬁnite, and
gives information on the module structure.
Theorem 1.4.45.
(i) The space Invk(V )v is a ﬁnitely-generated Sk+1-equivariant graded module over Dv,k, and the order ex-
ceeds the weight by at most k(k − 1). For V =C2 , this is sharp.
(ii) For dim V  k, Invk(V )v is a free module over the polynomial algebra Dv,k. It is naturally generated, as a
graded representation of Sk+1 , by the space of abstract Poisson polynomials of degree k+ 1.
To relate Invk(V )v back to Invn(V ), we use the following result, which is essentially an elaboration
of Example 1.3.2. Let v∗ ∈ V ∗ ⊆OV be the element v∗ = ad(v) corresponding to v via the symplectic
structure.
Proposition 1.4.46. For all n  k + , there is a natural Sk+1-linear injection ιk,,n : Invk,(V )v ↪→ Invn(V )
(using the inclusion Sk+1 ⊆ Sn−k × Sk+1 ⊆ Sn+1), with left inverse given by restriction to (v∗)⊗() ⊗
1⊗n−(k+) ⊗O⊗kV . The Sn+1-linear span of the image of Invk,(V )vr is the height k + 1 part of Invn(V )r+ .
The proposition, together with Theorem 1.4.45, immediately reduces the computation of the height
k dim V + 1-part (as Sn+1-representations) to the structure of the abstract Poisson polynomials, Pk ,
of degree k. In particular, this immediately gives the result for height  3 for all V , and implies Theo-
rem 1.3.1 and Corollary 1.4.5 (which we also prove independently: for Corollary 1.4.5, see Appendix B).
We also obtain the following consequence on the top order of Invn(V ):
Corollary 1.4.47. For any ﬁxed k  1 and suﬃciently large n  0, the order of the height  k + 1 part of
Invn(V ), as representations of Sn+1 , is at most k(k − 1) + 2(n − k). When V = C2 , this is sharp. More pre-
cisely, for every irreducible representation ρ of Sk+1 , there exists n  k such that ρ[n + 1] is an irreducible
representation appearing in Invn(C2)k(k−1)+2(n−k) .
This contrasts with the growth of the top order with respect to total degree n, which we only
know (by Remark 1.7.4) is at least polynomial of degree 1+ 1dim V in n, i.e., 32 in n in the case V =C2.
Similarly, one can deduce information about the growth of the dimension of Invn(V ):
Corollary 1.4.48. The dimension of the height k part of Invn(V ) grows polynomially in n of degree k.
Remark 1.4.49. By Theorem 1.4.2, Corollary 1.4.5, together with Theorem 1.3.1, is equivalent to com-
puting the height  3 part of the space of abstract Poisson polynomials, as a graded representation
of Sn+1. This seems like it is a classical problem. If we restrict our attention to the Sn-structure,
V. Dotsenko pointed out to us how to compute the character of the Poisson operad as a graded Sn-
representation, and using this, we can obtain the following generating function for the characters
of (Pn)2m . Let (Pn)
(k)
2m be the part of (Pn)2m which lies in a sum of irreducible Sn-representations
of height k. We view (Pn)
(k)
2m as an Sk-representation, and its isotypic decomposition gives the part
of the irreducible Sn-decomposition of (Pn)2m corresponding to height k representations. Then, let
GP (s, t)(p1, p2, . . .) be the polynomial in s, t, p1, p2, . . . whose coeﬃcient of
smtn p
r1
1 ···p
r j
j
1r1 r !2r2 r !··· jr j r ! , for1 2 j
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ing on (Pn)
(k)
2m (cf. Remark 3.3.15). Then, one may prove the formula
GP ≡ e−
∑
i
pi
i
1
1− t
∏
i1
(
1− qisi
)− gi (s)
isi , qi := pit
i
1− siti , gi(s) :=
∑
d|i
μ(d)sd−1, (1.4.50)
where μ is the classical Möbius function (giving (−1) for square-free integers with  prime factors,
and zero otherwise). The ≡ above means that the graded multiplicity of ρλ[n] as computed from
both sides (using the part of degree n in t) is the same for all λ with |λ| = n: e.g., the equality is
unaffected by terms on the RHS whose total degree in p1, p2, . . . exceeds the total degree in t (which
cannot occur in GP by deﬁnition). We derived (1.4.50) from the formula
∏
i1(1− pisi)−
gi (s)
isi for the
graded character of the Pn themselves (taking traces using the Sn structure on all of Pn), which
Dotsenko provided us, using the arguments in the proof of Theorem 1.4.14 (Section 3.3).
To obtain the formula for the graded Sn+1-structure, if F+P (s, p1, p2, . . .) is the formula for the
graded Sn+1-character of the Pn themselves, the formula for the graded Sk-characters of the height k
parts (Pn)
(k),+
2m of (Pn)2m as Sn+1-representations would be
G+P (s, t)(p1, p2, . . .) ≡ e−
∑
i
pi
i
1− st
1− t F
+
P (s,q1,q2, . . .). (1.4.51)
We were not able to ﬁnd the formula for F+P (s, p1, p2, . . .), although perhaps it is known.
1.4.3. The case of height 4
Using the preceding subsection and its proof, we are able to deduce the structure of Inv(V ) also in
height four. Our main result here is, in the language of Section 1.6 below, that the height four parts of
Inv(V ) and Quant(V ) coincide, even for V = C2 (for dim V  4, Inv(V ) = SC(V ), but this is not true
for V =C2), cf. Corollary 1.6.6. In this section, we describe the explicit structure without mentioning
Quant.
By the preceding section, it suﬃces to understand the Dv,3-module Inv3(V )v . This module is bi-
graded by order and weight, with the difference of the two gradings invariant under Dv,3. For any
representation ρ of S3, let ρ(a,b) denote the bigraded representation considered to have order a and
weight b. (Recall that the resulting height  4 subspace of Inv(V ) will lie in Inv3+b(V )a+b .)
In the case dim V  4, the structure of Inv3(V )v follows from Theorem 1.4.45: it is the free module
generated by
C(0,0) ⊕ h(2,0) ⊕ ρ(2,2)(4,0), (1.4.52)
where, for any Sn+1-representation M , we let M(2m) denote the same representation viewed as a
graded representation in order 2m.
For the case V =C2, we prove the following theorem:
Theorem 1.4.53. The Dv,3-module Inv3(C2)v is isomorphic to the quotient of the free module generated by
C(0,0) ⊕ h(2,0) ⊕ ρ(2,2)(4,0) ⊕ sgn(7,1) (1.4.54)
by the free submodule generated by sgn(3,1) ⊆ Dv,3h(2,0).
This immediately yields the generating functions Iλ,V , I
+
λ,V for all partitions λ of size four (with
denominators as in Theorem 1.4.14). We just give the evaluations of the numerators at t = 1 (so as to
verify Question 1.4.36 in this case):
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J (2,1),C2 |t=1 = 2s2 + 3s4 + s5, (1.4.56)
J+
(4),C2
|t=1 = 2s4 + s5 + 2s6 + s10, J+(1,1,1,1),C2 |t=1 = 2s4 + 2s6 + s7 + s8, (1.4.57)
J+
(2,2),C2
|t=1 = s2 + s4 + s5 + 3s6, (1.4.58)
J+
(2,1,1),C2
|t=1 = s3 + s4 + 3s5 + s7, J+(3,1),C2 |t=1 = 2s3 + 2s5 + s6 + s7. (1.4.59)
For dim V > 2, we obtain
J (3),V |t=1 = 3s3 + 2s4 + s7, J (1,1,1),V |t=1 = s2 + 2s3 + 2s4 + s6, (1.4.60)
J (2,1),V |t=1 = 2s2 + s3 + 3s4, (1.4.61)
J+(4),V |t=1 = 2s4 + s5 + 2s6 + s8, J+(1,1,1,1),V |t=1 = s2 + s4 + 2s6 + s7 + s8, (1.4.62)
J+(2,2),V |t=1 = s2 + 2s4 + s5 + 2s6, (1.4.63)
J+(2,1,1),V |t=1 = 2s3 + 3s5 + s7, J+(3,1),V |t=1 = 2s3 + 3s5 + s6. (1.4.64)
The formulas including t are not very enlightening. We only give them for λ = (1,1,1,1), thereby
verifying Question 1.4.16 (let dim V > 2 below):
J+
(1,1,1,1),C2
= u4 + u4t2 + u6t + u6t3 + u7t2 + u8t, (1.4.65)
J+
(1,1,1,1),V = u2t2 + u4t2 + u6t + u6t3 + u7t2 + u8t. (1.4.66)
If we evaluate at s = 1, we obtain
∑
n4
dimHomSn+1
( 4∧
h, IndSn+1
Z/(n+1)C
)
tn = t
4(1+ t2 + t3 + 3t5)
(1− t)(1− t2)(1− t3)(1− t4) . (1.4.67)
1.4.4. Inv(V )2m = SC(V )2m in the leading three heights
Next, we switch gears and consider, instead of low heights, the leading heights for a ﬁxed order m,
which turns out also to be tractable. Let us ﬁrst mention the following result, which we will reﬁne
and explain in Section 1.8 below:
Proposition 1.4.68. Fix a symplectic vector space V and an order 2m. Then, the dimensions of Invn(V )2m and
SCn(V )2m are polynomials in n of degree 2m.6
Theorem 1.4.69. For ﬁxed order 2m, the dimension of Invn(V )2m/SCn(V )2m is polynomial of degree
 2m − 3. That is, no height > 2m− 3 irreducible representations occur in Invn(V )2m/SCn(V )2m.
More precisely, we can divide the aforementioned theorem into the following cases (as we will see,
this will follow quickly from the previous theorems, using Example 1.7.7 for the equality of degree in
part (iii)):
6 We prove this also for Quantn(V )2m , but are avoiding its discussion until Section 1.8.
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(i) For 2m dim V , Invn(V )2m = SCn(V )2m ∼= (Pn)2m.
(ii) For 2m ∈ {dim V + 2,dim V + 4}, Invn(V )2m = SCn(V )2m, and there is a canonical (noninjective) sur-
jection (Pn)2m Invn(V )2m.
(iii) For 2m  dim V + 6, Invn(V )2m/SCn(V )2m is nonzero and has polynomial dimension in n of degree
2m− 3.
We can therefore compute the order 2m dim V part by computing the space of Poisson polyno-
mials which are a sum of terms with exactly m brackets, and the order 2m = dim V + 2 or dim V + 4
part by ﬁnding also which of these polynomials vanish. For instance,
dim Invn
(
C2m
)
2m = dim(Pn)2m
= n!
∑
i1+2i2+···+kik=m
((
n −m −
∑
j
i j
)
!
(∏
j
( j + 1)i j i j!
))−1
, (1.4.71)
which really comes from the identiﬁcation, as Sn-representations,
(Pn)2m
Sn∼=
⊕
i1+2i2+···+kik=m
IndSn
(S
i1
2 Si1 )×···×(S
ik
k+1Sik )×Sn−m−∑ j i j
(⊗
j
(Lie j+1)⊗i j ⊗C
)
, (1.4.72)
where Lie j+1 ∼= IndS j+1Z/( j+1) χ j+1, and χ j+1 is the cyclotomic character 1 → e
2π i
j+1 .7 Computing the Sn+1-
structure is harder, but for any ﬁxed m, this is a direct computation using the fact that only height
 2m representations of Sn+1 can occur. (One can also apply this algorithm to compute the height
 2d + 1 part of (Pn)2m and hence of Invn(C2d)2m , for each ﬁxed m, n, and d.)
Finally, we can compute the irreducible representations which make up the part of Invn(V )2m of
height  2m − 2, which coincides with that of (Pn)2m for dim V  2m. In fact, this decomposition
does not essentially depend on V , except that, roughly, the columns can increase in length by two
when dim V increases by two (at least for the case dim V  4). We only do this for dim V = 2 (cf.
Figs. 2–13 and Corollary 1.8.14 and the ensuing discussion):
Corollary 1.4.73. The Sn+1-subrepresentations of Invn(C2)2m of height  2m − 2 are, for n 3m − 1, those
whose truncated Young diagrams appear below with subscript at most m:
(m,m)0, (m,m− 1)2, (m,m− 2,1)3, (m,m− 2)2, (m,m− 2)3, (m− 1,m− 2,1)3,
(m,m− 2)4, (m,m− 1,1)4, (m− 2,m− 2,2)4, (m− 1,m− 3,1,1)4, (m,m− 3,1)5, (m,m− 4,2)6.
(1.4.74)
1.4.5. The case of order  6
By Theorem 1.4.70, Inv and SC coincide in orders  6. Here we compute this part explicitly.
Corollary 1.4.75. Invn(V )2 ∼=∧2 h, for all n and V . Moreover,
dim Invn(V )4 =
{
2
(n+1
4
)
, if dim V = 2,
1
4
(n
3
)
(3n− 1), if dim V  4, (1.4.76)
7 Here, Lien is the n-th part of the Lie operad, whose Sn-structure was computed by Shklyafarov.
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1 1
2 1+ t2
3 1+ 3t2 + 2t4
4 1+ 6t2 + 10t4 + 6t6 + t8
5 1+ 10t2 + 30t4 + 41t6 + 30t8 + 9t10
6 1+ 15t2 + 70t4 + 161t6 + 224t8 + · · ·
Fig. 1. Hilbert series of Invn(C2) for n 5 and for n = 6, m 8.
dim Invn(V )6 =
⎧⎪⎨⎪⎩
1
6
(n+1
5
)
(5n + 16), if dim V = 2,
1
3
(n+1
5
)
(7n − 10), if dim V = 4,(n
4
)(n
2
)
, if dim V  6.
(1.4.77)
Corollary 1.4.78. For dim V > 2, Invn(V )4 is the direct sum of the four irreducible representations whose
truncated Young diagrams are (2,2), (2,1), (2), and (1,1,1,1) (where we omit those that would require
more than n+ 1 cells, or alternatively restrict to n 5). In the case dim V = 2, only the ﬁrst three appear. For
m = 3 and n 6, Invn(V )6 is the direct sum of the representations whose truncated Young diagrams are
(3,3), (2,2,1,1), (1,1,1,1,1,1), (3,2), (3,1,1), (2,2,1), (2,1,1,1),
(3,1), (3,1), (2,1,1), (2,1,1), (3), (2,1), (1,1,1) and (1,1), (1.4.79)
except that (1,1,1,1,1,1) occurs only for dim V  6, and (2,2,1,1), (2,2,1), (2,1,1,1), and one of the
(2,1,1) representations occur only for dim V  4. Also, we omit here the full diagrams requiring more than
n+ 1 cells, or alternatively restrict to n 8.
The proof of the corollary is a direct computation: it is not diﬃcult to compute (Pn)6 in full
generality (the Sn structure is given in (1.4.72), and as explained there, this yields the Sn+1-structure
by a direct computation). Then, it remains only to see which of these representations vanish when
dim V = 4 and dim V = 2, which is not diﬃcult to do directly. We omit the details.
We remark that a similar computation should yield (Pn)8 without too much diﬃculty, and it is
perhaps not hard to extend the corollary to the case of order 8 (although the answer will be more
complicated), using the computational results of Section 1.5 for the case dim V = 2 (cf. (1.8.6)–(1.8.8)).
1.5. Computational results for Invn(C2), n 6
Thanks to Theorem 1.6.1 below, we are able to present some computational data on Invn(C2).
Namely, using programs written in Magma [BCP97] together with techniques from [EGP+] to prove
(sharp) bounds on the top order of Invn(C2),n  5, we were able to compute the Hilbert series of
Invn(C2) for n 5 and for n 6 in order  8. This is given in Fig. 1.
Note that, for n  4, the entries of the table are also a consequence of Theorem 1.3.1, Corol-
lary 1.4.5, and Theorem 1.4.53, or alternatively a consequence of the generating functions (1.4.10)–
(1.4.13) and the corresponding ones for the height four case derivable from Theorem 1.4.53 (e.g.,
(1.4.65)). More generally, these formulas account for the height  4 part, which is almost all of the
table. For n = 5, this is everything except for the part corresponding to the sign representation of S6.
Here, we see that the sign representation only occurs once, in degree 8 (and the operator is the one
from [Mat95, (8.11)], recalled in Example 1.7.1 below). Let φ be an operator spanning this representa-
tion (e.g., (1.7.2) for k = 2). For n = 6, the height  4 part is everything except for the six-dimensional
copy of
∧5
(h⊕C) in Inv6(C2)8 generated by the operator μ◦ (Id⊗φ) resulting from φ ∈ Inv5(C2)8 as
above, and one fourteen-dimensional height 5 representation, ρ(2,1,1,1) , also contained in Inv6(C2)8.
In summary, all but a one-dimensional part of Inv5(C2) and a twenty-dimensional part of Inv6(C2)8
in the above table is derivable from the aforementioned theorems (and we checked to make sure the
theorems yield the same answer as Fig. 1).
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Now, we explain an interpretation of Invn(V ) using Poisson homology. Recall that, for any Poisson
algebra A0 (e.g., A0 =OV ), one may consider the space of Poisson traces, deﬁned as linear functionals
A0 → C which annihilate all brackets { f , g}, for f , g ∈ A0. This is dual to the zeroth Poisson, or Lie,
homology, HP0(A0) := A0/{A0, A0}. More generally, if A0 ⊆ B0 is an inclusion of Poisson algebras, we
may deﬁne HP0(A0, B0) := B0/{A0, B0} and its dual HP0(A0, B0)∗ .
Theorem 1.6.1.8 The space Invn(V ) is canonically isomorphic to HP0(OSn+1V n ,OV n )∗ , as Sn+1-representations.
Next, we recall that Mathieu deﬁned a certain subrepresentation Quantn(V ) lying between SCn(V )
and Invn(V ), consisting of operations obtainable via deformation quantization of V . In more detail,
one may consider a noncommutative C[[h¯]]-linear multiplication  on OV [[h¯]] such that
f  g ≡ f g (mod h¯), f  g − g  f ≡ h¯{ f , g} (mod h¯2). (1.6.2)
Explicitly, such a multiplication is given by the Moyal formula,
f  g = μ ◦ e 12 h¯π ( f ⊗ g) = μ
∑
k0
1
2kk! h¯
kπk( f ⊗ g), (1.6.3)
where μ( f ⊗ g) = f g is the undeformed multiplication, and π is the Poisson bivector, given in stan-
dard coordinates x1, . . . , xd, y1, . . . , yd by
π =
∑
i
∂
∂xi
⊗ ∂
∂ yi
− ∂
∂ yi
⊗ ∂
∂xi
. (1.6.4)
For any element f ∈ OV [[h¯]], let gr f ∈ OV denote the ﬁrst nonzero coeﬃcient of the power series
in h¯, i.e., the lowest-order nonvanishing derivative 1k!
∂k
∂h¯k
( f )|h¯=0 in the variable h¯ at zero.
Then, one may consider polydifferential operators of the form
f1 ⊗ · · · ⊗ fn → gr
∑
σ∈Sn
cσ fσ (1)  · · ·  fσ (n), (1.6.5)
for some constants cσ ∈C. In [Mat95], Mathieu deﬁned Quantn(V ) ⊆ Invn(V ) as the subspace of such
polydifferential operators. As he noticed, this space does not depend on the choice of star product ,
and deﬁnes a sub-Sn+1-representation, and in fact a graded cyclic suboperad. Moreover, the dimen-
sion of Quantn(V ) is n!, since the expressions fσ(1)  · · ·  fσ(n) for σ ∈ Sn are linearly independent
over C (as observed by Mathieu, which is easy to verify using either the Moyal product or the identi-
ﬁcation with differential operators). As a result, as stated in the introduction, Quantn(V ) is the regular
representation of Sn and the representation Ind
Sn+1
Z/(n+1) of Sn+1, and Quant(V ) is the associated graded
of the associative operad.
One may alternatively deﬁne Quantn(V ) by writing V = U ⊕ U∗ for some Lagrangian U ⊆ V (i.e.,
the (x1, . . . , xd)-hyperspace), lifting f1, . . . , fn to differential operators F1, . . . , Fn ∈DU whose princi-
pal symbols satisfy gr(Fi) = f i , and then interpreting gr( f1  · · ·  fn) above as gr(F1 · · · Fn).
Then, Theorem 1.4.53 translates (using Proposition 1.4.46) to
Corollary 1.6.6. The height 4 part of Inv(V ) coincides with that of Quant(V ).
8 We are grateful to Pavel Etingof for observing this result, which motivated this work.
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suﬃces to show that Inv3(V )v is generated by SC3(V ) = Inv3(V ) and Quant4(V )|v∗×O⊗3V . The ﬁrst
three summands of (1.4.54) are spanned by Poisson polynomials, which already lie in SC3(V ), whereas
the last summand corresponds to the sign representation of Quant4(V ). This proves the result. 
Next, recall that for any associative algebras A ⊆ B , one may consider the zeroth Hochschild ho-
mology group HH0(A, B) := A/[A, B], and the Hochschild trace group HH0(A, B)∗ , where here [A, B]
is the linear span of elements [a,b] for a ∈ A, b ∈ B . In the case that A = A0[[h¯]], B = B0[[h¯]] are
deformation quantizations of Poisson algebras A0 ⊆ B0, one has a natural surjection
HP0(A0, B0)((h¯)) HH0(A, B)
[
h¯−1
]
, (1.6.7)
or in the case that A and B are ﬁltered algebras (e.g., A = DU and A0 = OV ) whose associated
graded are the Poisson algebras A0, B0, this becomes HP0(A0, B0) gr HH0(A, B). Dually, in the latter
case, one has the inclusion HH0(A, B)∗ ⊆ HP0(A0, B0), and one may make a similar statement for
deformations.
We then have the following interpretation of Quantn(V ), analogous to Theorem 1.6.1:
Theorem 1.6.8. 9 The isomorphism of Theorem 1.6.1 restricts to Quantn(V ) ∼= HH0(DSn+1Un ,DUn )∗ , or equiv-
alently, Quantn(V )((h¯)) ∼= HH0((OSn+1V n ((h¯)), ), (OSn+1V n ((h¯)), )). Moreover, the direct sum
⊕
n HH0(DSn+1Un ,DUn )∗ is canonically identiﬁed with the associative operad, equipped with a certain ﬁltration.
Using Theorems 1.4.2 and 1.4.53, we deduce
Corollary 1.6.9. The natural surjection HP0(OSn+1V n ,OV n ) gr HH0(D
Sn+1
Un ,DUn ) is an isomorphism when
restricted to the isotypic part of height  dim V + 1 representations. Moreover, in heights  4, HP0(OSn+1
C2n
,
OC2n ) gr HH0(Weyl(C2n)Sn+1 ,Weyl(C2n)) is an isomorphism.
As we will see in the next section, this surjection is not an isomorphism when restricted to heights
 dim V + 3 (provided n  dim V + 2), and in particular, for V = C2, the above result is sharp. This
will be made more precise.
Similarly, Theorem 1.4.69 implies
Corollary 1.6.10. The dimension of the kernel of HP0(OSn+1V n ,OV n )2m gr2m HH0(D
Sn+1
Un ,DUn ) is at most Cn3
times the dimension of the domain, where C > 0 is a constant independent of n.
1.7. Examples and biconditional results on subquotients of SC⊆ Quant⊆ Inv
In this section, we will explain a partial converse to Theorem 1.4.2, that roughly says that
any irreducible height  dim V + 2 representation occurs in the quotient Quantn(V )/SCn(V ) for
suﬃciently large n, and similarly every irreducible height  dim V + 3 representation occurs in
Invn(V )/Quantn(V ) for suﬃciently large n. But ﬁrst, we explain some examples of invariant oper-
ators that we will use to construct these representations.
Example 1.7.1. (See [Mat95, 8.6].) Given k 1, we may consider the following invariant polydifferential
operator O⊗n
C2
→OC2 , of order 2
(k+2
3
)
for n+ 1= (k+22 ):
∂
∂x
∧ ∂
∂ y
∧ ∂
2
∂x2
∧ ∂
2
∂xy
∧ ∂
2
∂ y2
∧ ∂
3
∂x3
∧ · · · ∧ ∂
k
∂ yk
. (1.7.2)
9 We thank Pavel Etingof for pointing out this result.
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(n = 2), this is the sign representation, and otherwise it is the representation ∧n−1 h⊕∧n h, including
the sign representation. These two representations cannot both occur in Quantn(C2) ∼= IndSn+1Z/(n+1) C,
so for k  2, the above element does not lie in Quantn(C2), and hence Quantn(C2) = Invn(C2). The
ﬁrst such case is n = 5, where Quant5(C2)8 = Inv5(C2)8 (as observed by Mathieu).
Moreover, it is clear that this is the largest value of n for which a sign representation can occur in
the given order 2
(k+2
3
)
or lower, and that the sign representation cannot occur in lower order for this
value of n. For k 2, one obtains a copy of the sign representation as well for n = (k+22 )− 2, if (1.7.2)
is instead interpreted as a distributional function of n functions, i.e., an invariant polydifferential op-
erator of degree n − 1 instead of n. This representation cannot lie in Quantn(C2) in the case that n is
odd.
In particular, for n = 4 (k = 2), the above shows that the sign representation occurs in order 8. In
this case, it is the top order of invariant polydifferential operator, and lies in Quant4(C2). However,
it is not in SC4(C2), since any Poisson polynomial in four variables can have order at most 6 as a
polydifferential operator: hence, as Mathieu observed, SC4(C2)8 = Quant4(C2)8.
Example 1.7.3. As noted in [Mat95], the above operator generalizes to the setting of a symplectic vec-
tor space V of dimension  2, by wedging together all partial derivatives of order  k. One obtains an
operator invariant not merely under symplectic automorphisms of the formal neighborhood of zero,
but in fact under all automorphisms preserving the volume form. This operator has order 2
(k+dim V
dim V+1
)
and degree
(k+dim V
dim V
)− 1. Moreover, it is shown there that this copy of the sign representation does
not come from Quantn(V ) for large enough n.
Remark 1.7.4. The above examples show that the top order of Invn(V ) grows at least as fast as C ·
n1+
1
dim V asymptotically, where C = 2 ((dim V )!)
1
dim V
dim V+1 .
Remark 1.7.5. In fact, the top order of Quantn(V ) also grows at least as fast as C · n1+ 1dim V , since the
sign representation of Sn must occur, and as explained above, it must occur in order at least as large
as in the above example. By Corollary 1.4.47, its top order is at most n(n − 1). Hence the growth of
the top order of Quantn(V ), as well as that of Invn(V ), is polynomial of some degree in the interval
[1+ 1dim V ,2] in n (which already follows from [Mat95]). It would be interesting to compute the actual
value.
Remark 1.7.6. As observed by Mathieu in the case of Invn(V ), the fact that the order does not grow
linearly in n implies that Invn(V ) and Quantn(V ) are not ﬁnitely generated as operads. This is espe-
cially interesting because, as a representation of Sn+1, Quantn(V ) is independent of V and coincides
with Assn , where Ass is the associative operad. In the limit dim V → ∞, the operad structure of
Quantn(V ) stabilizes to that of Assn (as does SCn(V ) and Invn(V )), or more precisely to its associated
graded with respect to the PBW ﬁltration. However, for ﬁxed V , Quantn(V ) retains a complicated
algebraic structure, even though the Sn+1-structure is simple.
We can give a modiﬁed example of an element of Invn(V ) in smaller degree, dim V + 3:
Example 1.7.7. Consider the element of Invdim V+3(V )dim V+6 sending f1 ⊗ · · · ⊗ fdim V+4 to the com-
plete skew-symmetrization of
π1,2π1,3π2,3( f1 ⊗ f2 ⊗ f3){ f4, f5}{ f6, f7} · · · { fdim V+2, fdim V+3}, (1.7.8)
where π is the Poisson bivector. This generates a copy of
∧dim V+3 h ⊕∧dim V+4 h, and the sign
representation cannot lie in Quantdim V+3(V )dim V+6. Hence, Quantdim V+3(V ) = Invdim V+3(V ), and
moreover, Quant(V )dim V+6 = Inv(V )dim V+6. Below, we will show that the second inequality is sharp.
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We claim that this is always the sign representation of Quantdim V+2(V ). Indeed, the latter is spanned
by the ﬁrst nonvanishing derivative in h¯ of
Alt
([ f1, f2]  [ f3, f4]  · · ·  [ fdim V+1, fdim V+2]) (1.7.10)
(cf. [Mat95, Corollary 8.10]), where [ f , g] := f  g − g  f , and Alt denotes the total skew-
symmetrization. The resulting element will act with positive order in all components. If we restrict
to the case where f1, . . . , fdim V are linear, it is not diﬃcult to see that the ﬁrst nonvanishing deriva-
tive of (1.7.10) and the operator obtained from viewing (1.7.8) as a distribution coincide, up to a
nonzero scalar. Then, it is also not diﬃcult to check that there can be no nonzero elements of
Invdim V+2(V )dim V+6 which act by zero when f1, . . . , fdim V are linear (using an explicit analysis along
the lines of Section 3.5).
This operator is not a Poisson polynomial, since the total skew-symmetrization of
{ f1, f2} · · · { fdim V+1, fdim V+2} (1.7.11)
vanishes, so lies in the kernel of the surjection Pdim V+2  SCdim V+2(V ), but it is the only copy of
the sign representation of Sdim V+2 in Pdim V+2 ∼=C[Sdim V+2].
Next, we explain how the above can be modiﬁed to provide instances of all height  dim V + 3
irreducible representations of the quotient Invn(V )/Quantn(V ) for suﬃciently large n, and also height
 dim V + 2 irreducible subrepresentations of Quantn(V )/SCn(V ).
Example 1.7.12. Recall from Proposition 1.4.46 that the height k + 1 part of Invn(V ), as an Sn+1
representation, is spanned by operators in Invk(V )v , for any ﬁxed v ∈ V . Let ρ ⊆ Invk(V )v be an
irreducible Sk+1-subrepresentation, so that ρ[n + 1] is an irreducible subrepresentation of Invn(V )
for suﬃciently large n. Then, the span under the polynomial algebra Dv,k =C[∂(1)v , . . . , ∂(k)v ], which is
isomorphic to Symh as an Sk+1-representation, is ρ ⊗ Symh ⊆ Invk(V )v . This contains all irreducible
Sk+1-representations, and so for suﬃciently large n, their image in Invk(V ) yields all irreducible Sk+1-
representations.
This construction works equally well for Quant and SC, as well as for the quotients Inv /Quant
and Quant/SC. Thus, given a single height k subrepresentation of such a quotient, one can obtain all
height k subrepresentations, for suﬃciently large degree n.
These examples allow us to reﬁne the converse direction to Theorem 1.4.2:
Corollary 1.7.13. Let ρ be an irreducible representation of Sk.
(a) For suﬃciently large n, ρ[n + 1] occurs in the quotient Quantn(V )/SCn(V ) if and only if ρ has height
 dim V + 2.
(b) For suﬃciently large n, ρ[n+ 1] occurs in the quotient Invn(V )/Quantn(V ) if ρ has height dim V + 3,
and does not occur ( for any n) if ρ has height dim V + 1.
This leaves open
Question 1.7.14. Do any Sn+1-subrepresentations of height dim V + 2 occur in Invn(V )/Quantn(V )?
For V =C2, the answer is negative, as a consequence of Theorem 1.4.53.
Next, we add more details to Theorem 1.4.70. Recall that, for 2m  dim V + 4, SC(V )2m =
Quant(V )2m = Inv(V )2m .
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SCn(V )2m  Quantn(V )2m, ∀n 12 dim V +m − 1, (1.7.16)
Quantn(V )2m  Invn(V )2m, ∀n 12 dim V +m, (1.7.17)
and for large m the inequalities can be strengthened to only require n to grow polynomially of degree 1 −
1
dim V+1 in m, rather than linearly.
This answers the question, “For which orders does one have equalities of SC, Quant, and Inv?”
On the question of degree, [Mat95, Theorem 7.5] answers the question for SC: one has SCn(V ) =
Quantn(V ) = Invn(V ) if n  dim V , and SCn(V ) = Quantn(V ) if and only if n  dim V + 1. This only
leaves the question of which values of n one has Quantn(V ) = Invn(V ). From Example 1.7.7 and The-
orem 1.4.2, we immediately deduce
Corollary 1.7.18. Quantn(V ) = Invn(V ) for n  dim V + 1 and Quantn(V ) = Invn(V ) for n  dim V + 3
(with inequality holding in all orders  dim V + 6). Finally, Invdim V+2(V )/Quantdim V+2(V ) is isomorphic
to a direct sum of sign representations of Sdim V+3 (possibly none).
One is therefore led to ask
Question 1.7.19. Does one have Quantdim V+2(V ) = Invdim V+2(V )? Equivalently, does the sign repre-
sentation of Sn+1 (for n = dim V + 2) occur only once in Invdim V+2(V )? If not, what is the Hilbert
series of the quotient?
For dim V = 2, by the results of Section 1.5 (or alternatively by Theorem 1.4.53), the answer is
positive. A negative answer to Question 1.7.14 in particular would imply a positive answer to Ques-
tion 1.7.19.
1.8. Stability results on Inv,Quant, and SC for ﬁxed order and for leading heights
Here we explain how the parts of Inv, Quant, and SC stabilize in two senses: for ﬁxed order m, as
the degree n → ∞, or for ﬁxed  0, in heights 2m − ,2m −  + 1, . . . ,2m, as the order 2m as well
as the degree n goes to inﬁnity.
Theorem 1.8.1. Fix a ﬁnite-dimensional symplectic vector space V of dimension 2d.
(i) Fix an order 2m 0. Then, for all n 2m, Invn(V )2m is spanned over C[Sn] by polydifferential operators
of the form
f1 ⊗ · · · ⊗ fn → φ( f1 ⊗ · · · ⊗ f2m) f2m+1 · · · fn, (1.8.2)
for φ ∈ Inv2m(V )2m.
(i′) As an Sn-representation,
Invn(V )2m ∼=
⊕
i
IndSnSki×Sn−ki (ρki C), (1.8.3)
for ﬁxed ki  2m and ρki ∈ Rep Ski , independent of n. In particular, dim Invn(V )2m is a polynomial in n
of degree 2m.
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f1 ⊗ · · · ⊗ fn → ψ( f1 ⊗ · · · ⊗ fn−2){ fn−1, fn}, (1.8.4)
up to an Sn-subrepresentation of dimension < C · n2m−−1 , for some C > 0 independent of n. Moreover,
if m > (3d + 1), then we may take ψ ∈ Invn−2(V )2m−2 to be invariant.
(iii) In the situation of (ii), when d = 1, to take ψ ∈ Invn−2(V )2m−2 , it suﬃces to have m > 3. For such m,
the coeﬃcients of the polynomial dim Invn(V )2m are of the form
P (m)
(m+a)!(m+b)! for a, b integers and P (m)
a polynomial with rational coeﬃcients.
Moreover, all of the above results are also valid replacing Inv with Quant or SC.
Part (i) of the theorem shows that the Sn+1-structure of Invn(V )2m essentially depends only on m,
and not on n (for large enough n), and part (ii) shows that, for each ﬁxed   0, this doesn’t even
depend on m when m is suﬃciently large, up to a subrepresentation of dimension < Cn2m−−1. That
is, roughly, the decomposition of Invn(V )2m in terms of irreducible Sn+1-subrepresentations stabilizes
as n → ∞, and this decomposition itself stabilizes as m → ∞. Together with Fig. 1 and (1.8.13) below,
we immediately deduce
Corollary 1.8.5.
dimSCn
(
C2
)
8 =
1
4
(
n+ 1
6
)(
n2 + 9n+ 26), (1.8.6)
dimQuantn
(
C2
)
8 =
1
24
(
n
5
)
(n+ 5)(n2 + 5n+ 10), (1.8.7)
dim Invn
(
C2
)
8 =
1
24
(
n + 1
5
)(
n3 + 5n2 − 10n− 80). (1.8.8)
We remark that the Hilbert series evaluated at n = 0 is 1. Moreover, it appears that the Hilbert
series at n = −1 is meaningful, at least for SC and Inv: at least through degree 8, one obtains 1− t2,
since the polynomials for Invn(C2)2m at m = 2,3,4 have a root at n = −1; it might be interesting to
see if they have this root for all m 2 (only for V =C2, though). This says that the number of copies
of
∧i h for even i is the same as the number of copies for odd i, when n is large.
Question 1.8.9. Is it possible to improve the inequality m  3 for the leading  + 1 terms of the
polynomial dim Invn(C2) of n 3m − 3 to have ﬁxed coeﬃcients of the form P (m)(m+a)!(m+b)! ? As we see
above, when  = 1, we can take all m, and for  = 2, we need only m  2, not m  6 = 3. Note
though, as in the case where m is ﬁxed and n < 3m, the structure as a representation of Sn+1 does
vary when m < 3; cf. Corollary 1.8.14 and Remark 1.8.15.
The above theorem allows us to state and prove asymptotic results about this decomposition. In
the leading three heights, by Section 1.4.4, Inv, Quant, and SC all coincide. We elaborate on those
results:
Corollary 1.8.10. Let V be a symplectic vector space of dimension 2d, and let m 2.
(i) As virtual Sn+1-representations,
Invn(V )2m = Sym2m
(
V n
)sp(V ) Homsp(V )(Sym3 V ,Sym2m−1(V n))
⊕ Sym2m−2(V n)sp(V ) ⊕ Rm,d, (1.8.11)
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independent of m and V .
(ii) When d = 1, in fact we can take dim Rm,d < C ′ · n2m−3 for some C ′ > 0, and we may rewrite the RHS by
substituting V = h⊕ h∗:
Homsp(V )
(
Symb V ,Syma
(
V n
))
∼= (Sym a−b2 h⊗ Sym a+b2 h) (Sym a−b2 −1 h⊗ Sym a+b2 +1 h). (1.8.12)
In particular, for all m 2,
dim Invn
(
C2
)
2m =
1
m!(m + 1)!n
2m + m(m− 4)
(m− 1)!(m + 2)!n
2m−1
+ 3m
4 − 32m3 + 92m2 − 145m+ 118
6(m + 2)!(m − 1)! n
2m−2 + O (n2m−3), (1.8.13)
where O (n2m−3) denotes a ﬁxed polynomial in n of degree  2m− 3.
Moreover, all of the above results are also true if we replace Inv with Quant or SC.
We can use these results to describe the decomposition into irreducible Sn+1-subrepresentations,
following the idea behind Deligne’s category Rep Sn of representations of Sn , as discussed in the
previous subsection:
Corollary 1.8.14.
(i) For n > 3m − 1, the Young diagrams corresponding to the decomposition of Invn(V )2m into irreducible
representations of Sn+1 are obtained from those for n = 3m − 1 by adding n − (3m − 1) cells to the top
row of each diagram.
That is, the families of irreducible representations of Sn+1 composing Invn(V )2m all begin at or before
n = 3m− 1.
(ii) If m  (3d + 1) and n  3m − 1, the truncated Young diagrams corresponding to irreducible Sn+1-
subrepresentations of Invn(V )2m of height  2m −  are obtained, with some repetition, from those in
order 2(3d+ 1) by adding 2(m− (3d+ 1)) cells total to the ﬁrst 2d rows, with at most m− (3d+ 1)
added to each row.
(iii) If n  3m − 1, V = C2 , and m  3, then the truncated Young diagrams corresponding to irreducible
Sn+1-subrepresentations of Invn(V )2m of height  2m −  are obtained, with multiplicity, from those in
order 6 by adding m − 3 cells to the top two rows.
In these terms, Corollary 1.8.10 yields the families of irreducible representations of dimension poly-
nomial of degree  2m − 2. In the case V = C2, this explains Corollary 1.4.73: one may verify (using
the above theorems, or following the proof of Section 3.5; we also double-checked with the help of
the computational data underlying Section 1.5) that the truncated Young diagrams for d = 1 with 2m,
2m− 1, or 2m− 2 cells are those obtained by adding an equal number of cells to the top two rows of
Figs. 2–13. In particular, for m 6, there are exactly 12 irreducible subrepresentations of Invn(C2)2m
for n 3m− 1 occurring in families of dimension a polynomial in n of degree  2m − 2.
Remark 1.8.15. The inequalities for n and m in the results above are sharp. We give examples here
to show this. For the Young diagram results of Corollary 1.8.14, in part (i), notice that for n = 3m − 1,
one has the Young diagram occurring in Invn(V )2m with three rows all having m cells; whenever
n 3m, one then has the diagram obtained from this one by adding additional cells to the ﬁrst row.
For part (iii), notice that the truncated Young diagrams in Figs. 2, 4, and 13 correspond to families of
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Fig. 2. 2m cells.
Fig. 3. 2m− 1 cells. Fig. 4. 2m− 1 cells.
Fig. 5. 2m− 2 cells.
Fig. 6. 2m− 2 cells. Fig. 7. 2m− 2 cells.
Fig. 8. 2m− 2 cells. Fig. 9. 2m− 2 cells.
Fig. 10. 2m− 2 cells. Fig. 11. 2m− 2 cells.
Fig. 12. 2m− 2 cells. Fig. 13. 2m− 2 cells.
subrepresentations of Invn(C2)6 , where m = 3 (i.e., the degree in n of the dimension is 2m−  = 5)
and the corresponding subspaces of Invn(C2)6 are not obtainable from Invn(C2)6−2 by multiplying
by f ⊗ g → { f , g}, i.e., by adding a cell to the ﬁrst two rows of the truncated Young diagram. For
arbitrary , the truncated Young diagram with  columns of length 3, and 2 columns of length 1
occurs. Similarly, for part (ii), for d  2, one has the truncated Young diagram with  columns of
length 2d + 1, and 2 columns of length 2d.
For Theorem 1.8.1(i) note that f1 ⊗· · ·⊗ f2m → { f1, f2} · · · { f2m−1, f2m} is in Invn(V )2m for n = 2m,
and is not obtainable from Inv2m−1(V )2m by multiplying by the 2m-th function. Parts (ii)–(iii) of the
theorem have the same sharpness examples as in the corollary.
2. Proof of Theorem 1.3.1
We follow the reasoning of Example 1.3.2.
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Next, for any representation R of Sn+1, the fact that h ⊕ C ∼= IndSn+1Sn C implies that HomSn+1 (h ⊕
C, R) ∼= RSn . (Explicitly, for example, RSn identiﬁes with the image of the vector (1,1, . . . ,1,0) ∈Cn+1
under Sn+1-homomorphisms Cn+1 → R .)
Thus, it suﬃces to show that the only polydifferential operators O⊗nV → OV which are invari-
ant under formal symplectic automorphisms and symmetric in the inputs are the constant multi-
ples of the multiplication operator. In other words, we need to show that polydifferential opera-
tors SymnOV → OV which are invariant under formal symplectic automorphisms are multiples of
f ⊗n → f n . This statement is actually [ES, Lemma 2.1.8], but we recall the argument for purposes
of self-containment, and since we will generalize it. As in Example 1.3.2, such an operator is deter-
mined by its restriction to elements f ⊗n where f is a function with nonvanishing ﬁrst derivative,
since dim V  2. Moreover, up to symplectic automorphism, we can assume that f is a ﬁxed linear
function, i.e., the operator is uniquely determined by its value on only a single element f ⊗n with f
linear. In order for the operator to be invariant, the image of f ⊗n must be a constant multiple of f n .
Thus, the space of such operators is one-dimensional, and this formula therefore holds for all (not
necessarily linear) functions f .
Next, we prove (iii). We will use the isomorphism HomSn+1(
∧2 h⊕h, R) ∼= HomSn−1S2 (Csgn, R),
where sgn is the sign representation of S2. This follows from the isomorphism
∧2 h ⊕ h ∼=∧2(h ⊕
C) ∼= IndSn+1Sn−1×S2 (C  sgn). In view of part (ii), the
∧2 h-isotypic component of HP0(OSn+1V n ,OV n )∗
is identiﬁed with the space of polydifferential operators Symn−1OV ⊗ OV → OV which are skew-
symmetric in transposing the components of OV (as distributions on the formal neighborhood of
zero in V n+1) and invariant under formal symplectic automorphisms. Thus, it suﬃces to consider the
image of elements of the form f ⊗(n−1) ⊗ g . Furthermore, we may again assume that f ′(0) = 0, and
by taking Darboux coordinates, assume that f = x1. The resulting polydifferential operator must be of
the form
x⊗(n−1)1 ⊗ g → D(g), (2.0.1)
where D is a polydifferential operator which is invariant under formal symplectic automorphisms
ﬁxing x1. Using linearity and invariance under formal symplectic automorphisms ﬁxing x1 and under
rescalings x1 → αx1, y1 → α−1 y1, we may assume that
D =
∑
i
λi x
i
1
∂n−1−i
∂ yn−1−i1
, (2.0.2)
for a choice of Darboux coordinates x1, . . . , xd, y1, . . . , yd (i.e.,
∂
∂ y1
(−) = {x1,−}), and for some λi ∈C.
In other words,
x⊗(n−1)1 ⊗ g →
∑
i
λi x
i
1
(
∂
∂x1
(x1)
)n−1−i
∂n−1−i
∂ yn−1−i1
(g). (2.0.3)
If we take the transpose of the last component of the input with the output as distributions, applying
integration by parts in the variable y1 n − 1 − i times yields a result which is (−1)n−1−i times the
above operation. Hence, to be skew-symmetric under transposition, we require that λi = 0 whenever
n− 1− i is even.
It is easy to check, conversely, that any operator as above has the desired form. Hence, since the
summand as above corresponding to λi has degree 2(n− 1− i), we deduce that
h
(
HomSn+1
( 2∧
h,HP0
(OSn+1V n ,OV n)∗); t)= t2 + t6 + · · · + t2(2 n2 −1). (2.0.4)
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except that we require λi = 0 whenever n− 1− i is odd, rather than even.
3. Proof of theorems from Section 1.4
3.1. Proof of Theorem 1.4.2
Note that polydifferential operators in Invn(V ) are in particular sp(V )-invariant. By classical invari-
ant theory, it follows that Invn(V ) is spanned by compositions of elements of the form π i, j followed
by multiplying the resulting n functions, where π ∈ V⊗2 is the Poisson bivector, which acts on O⊗2V by
applying the componentwise partial differentiation, and π i, j denotes applying π to degrees i and j.
Let μ :O⊗nV →OV be the multiplication. By the second fundamental theorem of invariant theory, the
linear dependence between such operations are exactly multiples of permutations of the relation
μ ◦ Alt(π1,2π3,4 · · ·πdim V+1,dim V+2)= 0, (3.1.1)
where Alt denotes taking the complete skew-symmetrization.
These compositions are automatically invariant under Hamiltonian vector ﬁelds of linear functions
on V , since π is a constant-coeﬃcient bivector; also, they are invariant under Hamiltonian vector
ﬁelds of quadratic functions on V , since the Lie algebra of such vector ﬁelds is nothing but Sym2 V ∼=
sp(V ). Hence, for such a linear combination to yield an element of Invn(V ), it suﬃces for it to be
invariant under Hamiltonian vector ﬁelds of cubic functions on V , in view of the following lemma (cf.
[Mat95, Lemma 7.1]):
Lemma 3.1.2. The Poisson algebra C ⊕ (OV )2 is Poisson generated in degree two and three, that is, by
sp(V ) = Sym2 V ∗ and Sym3 V ∗ .
Proof. Inductively, it suﬃces to show that {(OV )3, (OV )m} = (OV )m+1 for m  3. As an sp(V )-
representation, (OV )m ∼= Symm V ∗ is an irreducible representation. Hence it suﬃces to show that
{(OV )3, (OV )m} = 0, which is obvious. 
Moreover, it suﬃces to be invariant under a single such nontrivial Hamiltonian vector ﬁeld, since
Sym3 V ∗ is an irreducible representation of sp(V ).
Now, as in Example 1.3.2, take any Young diagram λ = (λ1, . . . , λk) with n + 1 cells. We are in-
terested in elements φ ∈ Invn(V ) generating an irreducible Sn+1-representation corresponding to λ.
As argued in Example 1.3.2, it suﬃces to assume that the ﬁrst λ1 inputs correspond to the top row,
and to restrict φ to elements of the form x⊗λ1 ⊗ gλ1+1 ⊗ · · · ⊗ gn , where x is a ﬁxed linear function
on V . Restricting a composition of elements π i, j in this way is nonzero only when the ﬁrst λ1 indices
appear at most once each. Linear dependences among these compositions are all multiples of permu-
tations of (3.1.1). Since (3.1.1) is skew-symmetric in the indices 1 through dim V +2 and has order one
in each of these, any multiple which is still of ﬁrst order in two indices i, j  dim V +2 must be skew-
symmetric in those indices. Since we are interested in applying operators to x⊗λ1 ⊗ gλ1+1 ⊗ · · · ⊗ gn ,
any operator which is skew-symmetric in two of the ﬁrst λ1 indices acts trivially. Hence, the only
linear dependences we need to consider are multiples of those permutations of (3.1.1) in which at
most one of the ﬁrst λ1 indices appears. In the case that n < λ1 + (dim V + 1), there are no such
permutations, and thus the compositions we are considering are linearly independent.
We claim that, for dim V > n−λ1 −1, the multiplicity of the λ-isotypic part of Invn(V ) is indepen-
dent of V . In view of the above, we need to compute the space of linear combinations of compositions
of elements π i, j restricted to x⊗λ1 ⊗−, where, in the composition, the ﬁrst λ1 indices appear at most
once each, which are killed by the inﬁnitesimal action of the Hamiltonian vector ﬁeld of the function
x3 ∈OV . In Darboux coordinates (x = x1, x2, . . . , xd, y1, y2, . . . , yd) such that {xi, yi} = 1, we can write
this Hamiltonian vector ﬁeld as 3x21
∂
∂ y , and π =
∑d
i=1 ∂∂x ∧ ∂∂ y . It is then easy to see that the result1 i i
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and the condition for it to vanish is independent of V .
Therefore, by letting the dimension of V go to inﬁnity, it follows that the multiplicity of the λ-
isotypic part of Invn(V ) is the same as its multiplicity in Quantn(V ), i.e., in Ind
Sn+1
Z/(n+1) C. This must
then be true whenever dim V > n − λ1 − 1. Moreover, as dim V → ∞, we obtain that Invn(V ) =
SCn(V ), and as a result the desired linear combinations of compositions of π i, j which are invariant
must in fact be given by Poisson polynomials. That is, the λ-isotypic part of Invn(V ) is the same
as that of SCn(V ). This holds for all dim V > n − λ1 − 1, and the result is independent of such V .
Rewriting this, we require that (n + 1) − λ1  dim V + 1, i.e., that there are at most dim V + 1 cells
below the ﬁrst row. Equivalently, the irreducible representation is a summand of
⊕
idim V+1 h⊗i , as
desired. Moreover, since the result was independent of dim V , there can be no relations between any
of the nonidentical Poisson monomials, and hence the space identiﬁes with the same isotypic part of
the space of abstract Poisson polynomials, with grading given by the number of brackets.
3.2. Proof of Theorem 1.4.45, Proposition 1.4.46, and Corollary 1.4.47
The core of these results is Theorem 1.4.45. To prove it, we will use a modiﬁcation of an argument
from [Mat95, §4–5]. We ﬁrst need to recall some material from [Mat95] relating Invn(C2) to harmonic
polynomials.
3.2.1. Harmonic polynomials
Deﬁnition 3.2.1. For values a = (a1, . . . ,an) ∈ Cn , deﬁne the space of harmonic polynomials, Harn,a ⊆
C[x1, . . . , xn], as the space of solutions of the differential equations
∑
i
ai
∂r
∂xri
(φ) = 0, ∀r  1. (3.2.2)
Deﬁnition 3.2.3. Deﬁne the generic harmonic polynomials, Harn ⊆C[x1, . . . , xn,a1, . . . ,an], as the vector
space of solutions φ of the differential equations (3.2.2), viewing the ai as variables.
Deﬁnition 3.2.4. Let Harkn,a ⊆ Harn,a denote the homogeneous harmonic polynomials of degree k in
x1, . . . , xn . Let Har
k,
n ⊆ Harn denote the subspace of generic harmonic polynomials of degree k in
x1, . . . , xn and degree  in a1, . . . ,an .
The connection with Invn is provided by the following, whose proof we brieﬂy recall:
Theorem 3.2.5. (See [Mat95, Theorem 5.3].) There is a canonical isomorphism Invn(C2)2m ∼= Harm,mn .
Proof. Set V =C2 = Span(x,a), with symplectic form ω(x,a) = 1. The polynomial algebra Sym(V n) =
C[x1, . . . , xn,a1, . . . ,an] identiﬁes with constant-coeﬃcient polydifferential operators of degree n
on V . Under this identiﬁcation, Invn(V ) ⊆ Sym(V n) is the subspace annihilated by the adjoint ac-
tion of Hamiltonian vector ﬁelds on V . As before, the invariance under the action of Hamiltonian
vector ﬁelds of linear functions is automatic (it restricted us to constant-coeﬃcient operators). Next,
if x∗,a∗ is a dual basis to x,a, then (3.2.2) states that the adjoint action of the Hamiltonian vector
ﬁeld of (x∗)r annihilates φ for all r  2. Note that the Lie algebra Sym2 V ∗ of Hamiltonian vector ﬁelds
of quadratic functions is canonically identiﬁed with sp(V ), and this preserves the canonical adjoint
actions. Furthermore, Symk V ∗ is an irreducible representation of sp(V ). Hence, sp(V )-invariant solu-
tions to (3.2.2) correspond to elements of Invn(V ). Finally, in order to be sp(V )-invariant, it suﬃces
to be invariant under the Hamiltonian vector ﬁelds of (x∗)2 and x∗a∗ , i.e., to be a solution of (3.2.2)
for r = 1 and also to have equal degree in the x1, . . . , xn as in the a1, . . . ,an . 
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Proposition 3.2.6. (See [Mat95, Proposition 4.1].) Assume that
∑
i∈I ai = 0 for all subsets I ⊆ {1, . . . ,n}. Then,
the Hilbert series of Harn,a is
h(Harn,a; t) =
∏n
i=2(1− ti)
(1− t)n−1 . (3.2.7)
The proof uses the Koszul complex for the ideal in C[y1, . . . , yn] generated by ∑ni=1 ai yri , for r  1
(which is a complete intersection ideal under the premises for ai); see [Mat95] for details.
Corollary 3.2.8. (See [Mat95, §4–5].) The top degree of Harn,a is
(n
2
)
, and its dimension is n!. In particular,
Invn(C2)2m = 0 for m >
(n
2
)
.
We will only need the fact that the top degree of Harn,a is
(n
2
)
.
3.2.2. Proof of Theorem 1.4.45, Proposition 1.4.46, and Corollary 1.4.47
We prove Proposition 1.4.46 ﬁrst, since we will need it in the proof of the theorem.
Proof of Proposition 1.4.46. This is essentially a formalization of the observation of Example 1.3.2.
Given ψ ∈ Invk,(V )v , we can produce the element φ ∈ Invn(V ) uniquely determined by the condition
w⊗(n−k) ⊗ g1 ⊗ · · · ⊗ gk → wn−k−ψ(g1 ⊗ · · · ⊗ gk), (3.2.9)
for all g1, . . . , gk ∈ OV . Since the result is symmetric in the ﬁrst n − k components, it spans height
 k representations of Sn , and height  k + 1 representations of Sn+1. Moreover, the above map is
evidently an Sk+1-linear map.
Conversely, take an arbitrary element φ ∈ Invn(V ) which generates a height k′  k irreducible
representation of Sn , which is Young symmetrized with top row corresponding to components
1,2, . . . ,n − k′ . Let w ∈ V ∗ ∼= V be the element corresponding to v ∈ V , i.e., v( f ) = {w, f } for all
f ∈OV . Then, as explained in Example 1.3.2, φ restricts uniquely to an element of Invk(V )v by plug-
ging w into the ﬁrst n−k components. This would have weight n−k; to obtain an operator of weight
 instead, we can plug in w⊗ ⊗ 1⊗n−k− . The resulting operator ψ ∈ Invk,(V )v yields φ under the
construction (3.2.9). Similarly, if φ generates a height k′ +1 k+1 irreducible representation of Sn+1,
the same procedure yields an element ψ ∈ Invk(V )v which recovers φ under (3.2.9). 
Proof of Theorem 1.4.45. (i) Because the space of constant-coeﬃcient polydifferential operators of
degree k having order  N is ﬁnite-dimensional for all N , it suﬃces to prove the second statement
(the bound on the difference between order and weight). Then, the desired module Invk(V )v will be a
submodule of the ﬁnitely-generated module over Dv,k generated by all differential operators of order
 k(k−1), which form a ﬁnite-dimensional vector space. Since Dv,k is noetherian, this will imply that
Invk(V )v is ﬁnitely-generated.
Moreover, we claim that it is enough to prove the bound k(k−1) of order minus weight in the case
that V =C2. Indeed, if for arbitrary V , there is an element φ ∈ Invk,(V )vr whose order minus weight,
N := r−, exceeds k(k−1), then there must exist an element w ∈ V such that, for some i1, . . . , ik  0
with i1 + · · · + ik = N , the element ( ∂ i1∂(∂w )i1 ⊗ · · · ⊗
∂ ik
∂(∂w )
ik
)(φ) = 0. Moreover, we can assume that
〈w, v〉 = 0. Then, we can consider U := Span(w, v) ∼= C2 ⊆ V . In this case, since φ is invariant under
symplectic automorphisms of U ﬁxing v , one has φ ∈ Invk(U )v ⊗ Invk(U⊥), but by construction it
has a nontrivial projection to some subspace Invk,′ (U )vr′ ⊗ Invk(U )⊥ for which r′ − ′ = N > k(k − 1),
a contradiction.
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and that Invk,(V )vr = 0 for some , r satisfying r −  = k(k − 1). Let v = a ∈ Span(a, x) = V . Then,
Invk(V )v is the invariant subspace under operators of the form (3.2.2), i.e., Invk(V )v is isomorphic to
the space Hark of generic harmonic polynomials. By Proposition 3.2.6, the degree in x is at most
(k
2
)
.
Now, if we consider the operator a → λa, x → λ−1x, then this acts by f → λdega f−degx f . Hence, the
difference between order and weight is twice the degree in x. This proves that this difference is at
most k(k− 1), as desired. Moreover, since Harn,a is nonzero in degree
(k
2
)
, the difference of k(k− 1) is
actually obtained. This proves the claim.
(ii) In the case that k  dim V , it follows that the height  k + 1 part of Inv(V ) is identical with
the height  k+1 part of the space of abstract Poisson polynomials. It follows from Proposition 1.4.46
that Invk(V )v itself is generated as a module by the abstract Poisson polynomials of degree k. Since
the resulting module is again the height  k + 1 subspace of the space of all Poisson polynomials,
there can be no relations, i.e., the module is free.
In more detail, the height  k + 1 subspace (as an Sn+1-representation) of Poisson polynomi-
als of degree n can be viewed as the space of Poisson polynomials in f , g1, . . . , gk which are
linear in each of the gi and of degree n − k in f . This space decomposes into a direct sum
over r1, . . . , rk  0 with r1 + · · · + rk = n − k, of the span of Poisson polynomials of the form
P ((ad f )r1 (g1), (ad f )r2 g2, . . . , (ad f )rk gk). This naturally identiﬁes the height  k + 1 subspace of
Inv(V ) with the free module over Dv,k generated by abstract Poisson polynomials of degree k. 
Proof of Corollary 1.4.47. As before, let φ ∈ Invn(V ) be an operator which spans a height k+ 1 repre-
sentation of Sn+1. Label the Young diagram corresponding to φ in the standard way, so that the ﬁrst
n − k inputs correspond to the top row, and the output (or input as a distribution) corresponds to
the last cell of the bottom row. We assume that φ is Young symmetrized according to the resulting
tableau.
From φ we obtain ψ ∈ Invk(V )v as in the above procedure. By construction (3.2.9), the weight can
be no more than the number of cells in the top row of the associated Young diagram, which is n− k.
By part (i), the order of ψ can therefore be at most (n − k) + (k2)dim V , and the order of φ at most
2(n − k) + (k2)dim V .
It remains to see that, for V =C2, this order is attained for suﬃciently large n, and moreover that
one can obtain ρ[n+ 1] in this way for all irreducible representations ρ ∈ Rep Sk+1.
Fix k  1 and take a nonzero element ψ ∈ Invk(C2)v . Let n =  + k, and apply (3.2.9). The Sn+1-
span of the result, φ, lies in heights  k+1. Next, we would like to ensure this span contains a height
k + 1 representation. To ensure this, ﬁrst replace ψ with the operator
ψ˜(g1 ⊗ · · · ⊗ gk) = ψ
(
∂2a g1 ⊗ ∂2a g2 ⊗ · · · ⊗ ∂2a gk
)
. (3.2.10)
Now, the resulting operator acts with order  2 in all k components. Applying (3.2.9) yields an
operator φ acting with order 1 (by ∂x) in the ﬁrst n − k components and order  2 in the last k
components. Hence, its Sn span contains a height k representation. Suppose that ψ ′ = 0 is obtained
by Young-symmetrizing ψ˜ according to a Young tableau of height k and size n, labeled in the standard
way (with the ﬁrst n − k components corresponding to the top row). If we additionally assume that
n − k > k, then if we skew-symmetrize the (k + 1)-st component with the (n + 1)-st component, the
result is nonzero, which shows that the Sn+1-span of ψ ′ contains a height k + 1 representation. In
fact, the resulting height k+ 1 representations are the same as the representations of Sk+1 appearing
in the Sk+1-linear span of ψ ′ .
Thus, there exists n large enough such that the operator φ obtained by (3.2.9) from ψ˜ generates
a height k + 1 representation of Sn+1. Now, since all Sk+1 representations are realized in the algebra
Dv,k , the action of Dv,k takes φ to all possible Sk+1-representations. That is, for all ρ ∈ Rep Sk+1,
there is an element in Dv,kφ which generates ρ[n′], for some possibly larger n′  n.
Finally, the order of the resulting operator in Invn′ (V ) is equal to 2(n′ −k)+ (r − ), where r and 
are such that ψ ∈ Invk,(V )r . If we took the maximum possible value of r − , namely k(k − 1) (guar-
anteed by Theorem 1.4.45(i)), then the resulting operator φ has order 2(n′ − k) + k(k − 1). Thus, for
Q. Ren, T. Schedler / Journal of Algebra 356 (2012) 39–89 69all ρ ∈ Rep Sk+1, there exists n′ such that ρ[n′] is an Sn′+1-subrepresentation of Inv′n(V )2(n−k)+k(k−1) ,
as desired. 
3.3. Proof of Theorem 1.4.14, Corollary 1.4.22, and Corollary 1.4.5
First we prove Theorem 1.4.14 followed by Corollary 1.4.22. We prove Corollary 1.4.5 in the next
subsection.
(i) Fix k  0. The only fact about Invk(V )v we will use is that it is a ﬁnitely-generated module
over Dv,k (except for the ﬁnal statement about the case |λ|  dim V + 1), so that the result will
hold for any other ﬁnitely-generated module. In particular, we can consider the ﬁnitely-generated
submodules
∑
,n ι
−1
k,,n(SCn(V )Sn+1−k ) and
∑
,n ι
−1
k,,n(Quantn(V )Sn+1−k ), using Proposition 1.4.46. This
yields the claimed result in the cases of SC(V ) and Quant(V ).
For the rest of the proof of (i), we deal only with the main case of Invn(V ).
The theorem will follow from Theorem 1.4.45 using the following three ingredients. First, we will
need the well-known character formula for the polynomial algebra Dv,k = C[∂(1)v , . . . , ∂(k)v ] ∼= SymCk
as a graded representation of Sk+1, where Ck is the reﬂection representation:∑
r0
tr(σ )|(Dv,k)r sr = det(1− sσ)−1|Ck . (3.3.1)
Next, we will need the following vanishing result for traces of elements of Sk+1 on irreducible
representations:
Proposition 3.3.2. (See [Sta84, Corollary 7.5]; see also [Sta99, Exercise 7.60(b)].) Let λ be a Young diagram of
size |λ| = k+1 and σ ∈ Sk+1 an element. Let 1, 2, . . . ,  j be the cycle lengths of σ , with 1+· · ·+ j = k+1.
Let h1,h2, . . . ,hk+1 be the hook lengths of λ. Then, trσ |ρλ = 0 unless
j∏
i=1
(
1− si ) | k+1∏
i=1
(
1− shi ). (3.3.3)
Finally, we will need to use Hilbert’s syzygy theorem: any ﬁnitely-generated graded module M over
the polynomial algebra Dv,k has a unique (up to unique isomorphism) minimal graded resolution
of length at most k by free modules. In the case that the module was an Sk-equivariant module,
uniqueness implies that the resolution is also Sk-equivariant. Hence, the graded character of M must
be of the form
∑
r0
tr(σ )|Mr sr = det(1− sσ)−1|Ck Q M(s), (3.3.4)
where QM(s) is a polynomial in s.
Now, specialize to M = Invk(V )v . For every element φ ∈ Invk,(V )v and every n k + , let φ(n) ∈
Invn(V ) be the element obtained as in (3.2.9). Let Nn ⊆ Invn(V ) be the Sn+1-span of the image of M
under the map φ → φ(n) . Further, let Nn,2m ⊆ Invn(V )2m be the part of order 2m (note that the image
of Invk,(V )vr lies in order 2m =  + r).
Our goal is to describe the height k+ 1 part of the decomposition of Invn(V ) into irreducible Sn+1
representations. In view of Proposition 1.4.46, Nn ⊆ Invn(V ) is the height  k + 1 part of Invn(V ). In
order to write formulas for the resulting decomposition, we use the identity
dimHomSn+1
(
IndSn+1S ×S (C ρ),Nn
)= dimHomSk+1(ρ, (Nn)Sn−k), (3.3.5)n−k k+1
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describe the structure of (Nn)Sn−k , and show that the multiplicities of representations form rational
fractions of the desired form. Then, it will remain only to replace IndSn+1Sn−k×Sk+1 (C ρ) above with its
irreducible summand ρ[n+ 1] of height k + 1.
Given m and i, write M2i,2m := Invk,m−i(V )vm+i , so that M2i :=
⊕
m M2i,2m is the submodule of
Invk(V )v of elements for which the difference, 2i, between the order and weight is ﬁxed. By Theo-
rem 1.4.45, M = Invk(V )v decomposes ﬁnitely as M =⊕(k2)i=0 M2i .
We can resolve each Mi as above, considered with the grading by |M2i,2m| = 2m (the sum of order
and weight, or the order of the image in Invn(V ) under φ → φ(n)). Then, for all σ ∈ Sk+1,
∑
m,n
tr(σ )|(Nn,2m)Sn−k smtn =
∑
mi
tr(σ )|Invk,m−i(V )vm+i smtk+m−i
1− t =
∑
mi
tk−i tr(σ )|M2i,2m (st)m
1− t . (3.3.6)
Since M2i is a ﬁnitely-generated graded module with a ﬁnite resolution as above, and there are ﬁnitely
many of these, (3.3.4) implies that the RHS has the form
Qσ (s, t)
(1− t)det(1− stσ)|
Ck
, (3.3.7)
for some polynomials Qσ (s, t).
Next, ﬁx a partition λ of size k + 1. Then,
∑
m,n
dimHomSn+1
(
IndSn+1Sn−k×Sk+1(C ρλ),Nn,2m
)
smtn
≡λ
∑
σ∈Sk+1
tr(σ )|ρλ Qσ (s, t)
(k + 1)!(1− t)det(1− stσ)|
Ck
, (3.3.8)
where ≡λ means that the difference of the two sides is a polynomial in s and t , whose degree in t is
less than the minimum n such that ρλ[n+ 1] exists. That is, the degree in t is less than |λ| + λ1 − 1.
If the cycle decomposition of σ has ri cycles of length i for i = 1,2, . . . ,  (so r1 + 2r2 + · · ·+ r =
k + 1), then
det(1− xσ)|
Ck =
1
1− x
∏
i=1
(
1− xri ). (3.3.9)
Then, (3.3.8), (3.3.9), and Proposition 3.3.2 imply that
∑
m,n
HomSn+1
(
IndSn+1Sk+1×Sn−k (ρλ C),Nn,2m
)
smtn
is a rational fraction with denominator (1− t)(1− st)−1∏i(1− (st)hi ), as desired.
This almost proves the theorem: it remains to replace IndSn+1Sk+1×Sn−k (ρλ  C) with its irreducible
summand ρλ[n + 1] of height k + 1. Equivalently, we can replace Nn,2m by the subspace spanned by
height k + 1 representations.
Let Invn(V )
( j+1)
2m be the part of Invn(V )2m spanned by irreducible representations of height j + 1.
It follows that Nn,2m =⊕ jk Invn(V )( j+1)2m .
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order 2m part of the image of Inv j(V )v in Invn(V ). Then,
kN
( j+1)
n,2m = IndSk+1Sk− j×S j+1
(
C jN( j+1)n,2m
)
. (3.3.10)
To conclude, we use a well-known combinatorial identity, which is an Sn reﬁnement of the identity∑n
i=0(−1)i
(n
i
)= 0. Let S0 denote the trivial group, viewed as permutations of the empty set.
Lemma 3.3.11. For n 1, as virtual Sn representations,⊕
i+ j=n
(−1) j IndSi×S j (C sgn) = 0. (3.3.12)
See Remark 3.3.15 for an interpretation and proof using symmetric functions.
We deduce that, as virtual representations of Sk+1,(
Invn(V )
(k+1)
2m
)
Sn−k
∼=
⊕
jk
(−1)k− j IndSk+1Sk− j×S j+1
(
sgn ( jNn,2m)Sn− j
)
. (3.3.13)
As before, each of the ( j Nn,2m)Sn− j are ﬁnitely-generated graded S j+1-equivariant modules over the
polynomial algebra Dv, j . Hence,∑
m,n
dimHomSn+1
(
ρλ[n + 1], Invn(V )2m
)
smtn
≡λ
∑
−1 jk
∑
σ∈S j+1
∑
τ∈Sk− j
(−1)τ tr(σ × τ )|ρλ Qσ (s, t)
( j + 1)!(k − j)!(1− t)det(1− stσ)|C j
, (3.3.14)
where we formally set det(1− stσ)|C−1 = 1. Using Proposition 3.3.2 again, we deduce the main state-
ment of the theorem.
(ii) We ﬁrst prove that, for dim V  k, we can take the numerator to have degree in each of s and
t less than the respective degrees of the denominator, up to replacing the equality = by ≡λ . This
is because, when dim V  k, by Theorem 1.4.45(ii), the module Invk(V )v is free over Dv,k , and it is
generated by elements of order  2(k − 1). Hence, the polynomials Qσ (s, t) will all have degree less
than k− 1 in s, for σ ∈ Sk+1. Moreover, all the monomials in Qσ (s, t) will have degree exactly k in t ,
since Invk(V )v is generated by elements of weight zero, i.e., the generators all lie in M2i,2m for i =m
(in (3.3.6) above).
The claim that Jλ(1,1) = |λ|! is equivalent to the statement that the multiplicity of ρλ[n] in Pn ∼=
C[Sn] is a polynomial of degree |λ| in n, with leading coeﬃcient dimρλ|λ|! . This is immediate from the
fact that ρλ[n] occurs with multiplicity dimρλ[n] in C[Sn].
Next, the claim that J+λ (1,1) = (|λ| − 1)! is equivalent to the statement that the multiplicity of
ρλ[n + 1] in Pn is a polynomial in n of degree |λ| − 1 with leading coeﬃcient dimρλ|λ|! . In terms of the
above formulas, we have to show that Q Id(1,1) = |λ|!, where Id ∈ S |λ| is the identity permutation and
|λ| 2. This is equivalent to the statement that dim P |λ| = |λ|!.
Remark 3.3.15. The above lemma can be interpreted (and proved) using characters, in a standard way:
send a representation of Sn to the symmetric function of variables p1, p2, . . . whose coeﬃcient of
p
r1
1 ···p
rk
k
1r1 r1!2r2 r2!···krk rk ! is the trace of the element of Sn , with r1 + 2r2 + · · · + krk = n, whose cycle decompo-
sition contains ri cycles of length i. Then, symmetric functions of inﬁnitely many variables correspond
to collections (Vn)n0 where Vn is a virtual representation of Sn . Multiplying the symmetric functions
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terms, the above identity becomes e
∑
i1
pi
i e
∑
i1
−pi
i = 1.
Proof of Corollary 1.4.22. This follows immediately from Theorem 1.4.14 and the observations before
the corollary, except for the statement that the evaluation of the numerator at s = t = 1 is (|λ| − 1)!
and (|λ| − 2)!, respectively. This follows from the proof of (ii) above and the fact that dimLie|λ| =
(|λ| − 1)!. 
3.3.1. Proof of Corollary 1.4.5
In Appendix B, we give a direct proof of this result that does not use Theorem 1.4.14. Here, we
give a proof using the theorem, partly for the purpose of giving an example which clariﬁes the com-
putation of the proof. It suﬃces to verify formulas (1.4.12)–(1.4.13).
We apply (3.3.14). The main part of the formula concerns the polynomials Qσ , deﬁned for σ ∈
Sk+1 by
Qσ (s, t)
det(1− st · σ) =
(k2)∑
i=0
∑
mi
tk−i(st)m tr(σ )|Invk,m−i(V )vm+i . (3.3.16)
Let us assume that dim V  k (we will only be concerned with the case k  2, so this will always
hold). Then, by Theorem 1.4.45(ii), Invk(V )v is a free module over the polynomial algebra Dv,k gen-
erated by Pk (the vector space of abstract Poisson polynomials of degree k). As a result, we deduce
that
Qσ (s, t) = tk
∑
i
tr(σ )|(Pk)2i si . (3.3.17)
For k  2, the spaces Pk are given by P−1 ∼= C ∼= P0 ∼= P1, and P2 ∼= C⊕ sgn(2), where sgn(2) is the
sign representation placed in order two. Hence, the polynomials Qσ are
Q () = t−1, Q (1) = 1, Q (1)(2) = t = Q (12), (3.3.18)
Q (1)(2)(3) = t2(1+ s), Q (12)(3) = t2(1− s), Q (123) = t2(1+ s). (3.3.19)
For each partition λ, denote the RHS of (3.3.14) as RHSλ . We compute it for partitions with |λ|  3.
Since the LHS of (3.3.14) is obtained from the RHS by discarding terms whose degree in t is less than
|λ| + λ1 − 1, this proves the corollary (and also veriﬁes (1.4.10)–(1.4.11)). We use here u = st .
RHS() = t
−1
1− t =
1
1− t + t
−1, RHS(1) = 1− t
−1
1− t = −t
−1, (3.3.20)
RHS(2) = 11− t
(
−1+ t
2(1− u) +
t
2(1+ u)
)
= u
2t
(1− t)(1− u2) − 1, (3.3.21)
RHS(1,1) = 11− t
(
t−1 − 1+ t
2(1− u) −
t
2(1+ u)
)
= ut
(1− t)(1− u2) + t
−1, (3.3.22)
RHS(3) = 11− t
(
− t
2(1− u) −
t
2(1+ u) +
t(t + u)
6(1− u)2 +
3t(t − u)
6(1− u)(1+ u) +
2t(t + u)
6(1+ u + u2)
)
= u
3t2 + u4t2 − u7t − u7t2
2 3
+ u3t + t2 − t, (3.3.23)
(1− t)(1− u )(1− u )
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(
−t−1 + 1− t
2(1− u) +
t
2(1+ u)
+ t(t + u)
6(1− u)2 −
3t(t − u)
6(1− u)(1+ u) +
2t(t + u)
6(1+ u + u2)
)
= u
3t2 + u4t
(1− t)(1− u2)(1− u3) − t
−1, (3.3.24)
RHS(2,1) = 11− t
(
1− t
1− u +
2t(t + u)
6(1− u)2 −
2t(t + u)
6(1+ u + u2)
)
= u
2t2 + u4t2 + u5t − u5t2
(1− t)(1− u)(1− u3) + 1− ut. (3.3.25)
3.4. Proof of Theorem 1.4.53
First, we identify the subspace of Inv3(C2)v corresponding to (1.4.54). By Theorem 1.3.1,
Inv3(C2) ∼=C(0,0) ⊕ h(2,0) ⊕ ρ(2,2)(4,0) (or by Theorem 1.4.2, or by Section 1.5). This space consists
of the Poisson polynomials of degree three. Next, the sign representation occurs in Quant4(C
2)8 ⊆
Inv4(C2) ⊂ Inv3(C2)v , and occurs in order 7 and weight 1 (this can be seen explicitly; it is also
forced since the weight cannot be zero as the element does not come from Inv3(C2), but cannot
exceed one since that is the length of the top row of the Young diagram). Thus, we consider this to
be the summand sgn(7,1).
Next, we prove that the given subspace generates Inv3(C2)v as a module over Dv,k . Recall that
Inv3(C2)v identiﬁes with the space of generic harmonic polynomials in A := C[a1,a2,a3, x1, x2, x3],
and that for generic ai , the Hilbert series of this space is
(1+ t)(1+ t + t2)= 1+ 2t + 2t2 + t3. (3.4.1)
The grading here, in xi , coincides with half of order minus weight. The grading by the ai coincides
with half of order plus weight.
If we identify the subspace (1.4.54) with generic harmonic polynomials as above, we obtain the
same Hilbert series (in half of order minus weight). Hence, it follows that the given subspace gener-
ically (in the ai) generates Inv3(C2)v . Call the submodule generated by (1.4.54) M . We have proved
that Inv3(C2)v/M is torsion. If this is nonzero, then A/M has nonzero torsion. We will prove this is
impossible.
First, note that none of the summands in (1.4.54) correspond to generic harmonic polynomials
which themselves vanish on a hyperplane: otherwise, the generic harmonic polynomial would be
a multiple of a linear polynomial in the ai and another generic harmonic polynomial. This latter
polynomial would have order and weight one less, which is only possible in the case the original
element spanned sgn(7,1); one would then obtain a generic harmonic polynomial of order three and
weight zero, i.e., an element of Inv3(C2)6, which as we know is zero. So this is impossible.
Since M is graded, by degree in the xi , in degrees  3, and the part of degrees 0 and 3 are
generated by single polynomials, this implies that in degrees 0 and 3, A/M is torsion-free. Hence,
torsion can only occur in degrees one or two in the xi .
In degree one in the xi , M is generated by the elements aix j − a jxi . Call this module M1, and call
A1 the submodule of A of all polynomials of degree one in the ai . Then, M1 is the kernel of the map
A1 → A0, xi → ai . Hence, A1/M1 ↪→ A0 is torsion-free, and therefore so is A/M1, as desired.
Call M2 ⊂ M the subspace in degree two. This is generated by the cyclic permutations of
(
a1(x2 + x3) − x1(a2 + a3)
)
(a2x3 − a3x2),
74 Q. Ren, T. Schedler / Journal of Algebra 356 (2012) 39–89which corresponds to the Poisson polynomial { f1, { f2, f3}}. Let ξi := a jxk − akx j for (i, j,k) a
cyclic permutation of (1,2,3). Then M2 ⊆ Sym2 M1 = 〈ξiξ j〉i, j∈{1,2,3} is the submodule generated by
(ξi − ξ j)ξk for {i, j,k} = {1,2,3}. Now, Sym2 M1 is the kernel of A2 → A1, f → a1 ∂ f∂x1 + a2
∂ f
∂x2
+ a3 ∂ f∂x3 .
So it suﬃces to show that M2 is the kernel of a map Sym2 M1 → A0. Note that M1 ∼= A30/A0, pre-
sented by the single relation a1ξ1+a2ξ2+a3ξ3 = 0. We can thus consider the map ϕ : Sym2 M1 → A0,
ϕ(ξiξ j) = a1a2a3 for all i = j, and ϕ(ξ2i ) = −a jak(a j + ak) for {i, j,k} = {1,2,3}. This is well deﬁned
and its kernel is evidently M2. Hence Sym2 M1/M2 is torsion-free, and hence also A2/M2 and there-
fore A/M2, as desired.
We have thus proved that Inv3(C2)v is generated by the given subspace. It remains to verify the
claimed relation, that the image of sgn(3,1) under Dv,k ⊗ h(2) Dv,kh(2) is zero, and to prove that
there are no other relations. The relation says that
∧2 π = 0, i.e., that ∧4C2 = 0, so it holds. To see
that there are no other relations, we will use the fact that, as an Sn+1-representation, Quantn(V ) is
independent of V (only the grading depends on V ). By Proposition 1.4.46, the height  k + 1 part of
Quantn(V ) is uniquely determined combinatorially from the weight-graded Sk+1-subrepresentation of
Inv3(V )v which maps to Quantn(V ), but by the above, this is all of Inv3(V )v . Thus Inv3(V )v cannot
depend on V as a weight-graded S4-representation.
However, the weight-graded S4-structure of the free module generated by C⊕ h⊕ρ(2,2) coincides
with that of the module generated by (1.4.54) modulo sgn(3,1), since we have merely added in an
extra generator of sgn(7,1) and modded by sgn(3,1). Hence, there can be no other relations, and the
proof is complete.
3.5. Proof of Theorems 1.4.69 and 1.4.70
We ﬁrst prove Theorem 1.4.69. We will use the description of Invn(V ) from Section 3.1, as the
span of compositions of π i, j which are invariant under a single Hamiltonian vector ﬁeld, associated
to a nonzero cubic Hamiltonian in OV . We ﬁx an order 2m, so we are interested in the span of the
composition of exactly m such π i, j . Viewing n as a parameter, the part of Invn(V ) that concerns us is
the span of compositions in which at least 2m− 2 distinct indices occur.
It is obvious that a composition of m copies of π applied to 2m distinct indices is the same as
a Poisson polynomial, which is a permutation of { f1, f2}{ f3, f4} · · · { f2m−1, f2m}. Hence we are really
only interested in the span of compositions in which 2m − 1 or 2m− 2 distinct indices occur.
If 2m − 1 distinct indices occur, we are looking at linear combinations of permutations of the
element
π1,2π1,3π4,5π6,7 · · ·π2m−2,2m−1. (3.5.1)
The S3-representation spanned by π1,2π1,3 is three-dimensional, since the element is symmetric in
two of its indices, and is neither completely symmetric, nor is its complete symmetrization zero. On
the other hand, the S3-representation spanned by { f1, { f2, f3}} is two-dimensional, so its complement
in C[S3] · π1,2π1,3 is spanned by the complete S3-symmetrization of π1,2π1,3. Therefore, it suﬃces
to consider linear combinations of permutations of the element(
π1,2π1,3 + π2,1π2,3 + π3,1π3,2)π4,5π6,7 · · ·π2m−2,2m−1. (3.5.2)
Let us apply the Hamiltonian vector ﬁeld 3x21
∂
∂ y1
for some x1 ∈ V ∗ , discussed in Section 3.1. It is easy
to compute that one obtains
18
(
∂
∂ y1
)⊗3
π4,5π6,7 · · ·π2m−2,2m−1. (3.5.3)
We need to ﬁnd the Sn-subrepresentations of the span of permutations of (3.5.2) which vanish when
we apply this Hamiltonian vector ﬁeld. The irreducible subrepresentations spanned by permutations
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(λ = (3)) with m−2 copies of the vertical line of two cells (λ = (1,1), which we will call the “vertical
domino”), where combining two diagrams means adding the cells of the second diagram to the ﬁrst
in such a way that two cells are added to the same row only if they originated in the same row,
and to the same column only if they originated in the same column. The only such representation in
which (3.5.3) can vanish is one in which there is a column with more than dim V cells, i.e., when the
element ∂
∂ y1
∧ (π)∧ 12 dim V = 0 appears. In the case that 2m = dim V + 4, this can happen exactly in
the case where our Young diagram, with dim V + 3 cells, is L-shaped, of the form (3,1,1,1, . . . ,1),
coming from the span of the skew-symmetrization of (3.5.2) in components 1,4,5,6, . . . ,2m − 1
(leaving components 2 and 3 ﬁxed). This element, however, coincides with the skew-symmetrization
in components 1,4,5, . . . ,2m− 1 of the Poisson polynomial
({
f1, { f2, f4}
}{ f3, f5} + { f1, { f3, f4}}{ f2, f5}){ f6, f7}{ f8, f9} · · · { f2m−2, f2m−1}, (3.5.4)
and hence it is a Poisson polynomial. To see this, note that the Young diagram of this latter element is
obtained from the 3-celled L-shaped diagram (2,1) corresponding to { f1, { f2, f3}}, by adding one ver-
tical domino (2) to obtain the diagram (3,1,1), and then adding the remaining vertical dominoes to
the ﬁrst column, obtaining (3,1,1, . . . ,1) as before. The resulting elements must be scalar multiples
of each other, since the long column shows that these elements are in the C[Sn]-span of multiples of
the sign element Alt(π4,5π6,7 · · ·π2m−2,2m−1), and by order and degree considerations, such sp(V )-
invariant elements are the same as the ones we considered above (the skew-symmetrization of (3.5.2)
in components 1,4,5,6, . . . ,2m− 1).
For 2m < dim V +4, there is no subrepresentation of the span of (3.5.2) which is killed by applying
this Hamiltonian vector ﬁeld, and for 2m > dim V + 4, all such subrepresentations are spanned by
multiplying this one by pairwise Poisson bracketing in the remaining dim V +4−2m-components. We
conclude that all linear combinations of permutations of (3.5.1) which are invariant under symplectic
automorphisms are Poisson brackets, as desired.
It remains to consider linear combinations of compositions of m copies of π applied to precisely
2m − 2 distinct indices. These must be represented as a sum of permutations of the elements
(
π1,2π1,3
)(
π4,5π4,6
)(
π7,8π9,10 · · ·π2m−3,2m−2), (3.5.5)(
π1,2π1,3π1,4
)(
π5,6π7,8 · · ·π2m−3,2m−2), (3.5.6)(
π1,2π2,3π3,4
)(
π5,6π7,8 · · ·π2m−3,2m−2), (3.5.7)(
π1,2π1,2
)
π3,4π5,6 · · ·π2m−3,2m−2. (3.5.8)
We will see later that all invariant elements decompose as an invariant element spanned by per-
mutations of (3.5.5) only (corresponding to Poisson polynomials involving a product of two iterated
brackets {−,{−,−}}), an invariant element spanned by permutations of (3.5.6) and (3.5.7) only (cor-
responding to Poisson polynomials involving an iterated bracket {−,{−,{−,−}}}), and an invariant
element spanned by (3.5.8) only (which must be zero).
First, let us compute the invariant elements spanned by permutations of (3.5.5) only. We can de-
compose components 1–3 and 4–6 each along their irreducible representations of S3. The case where
both are the two-dimensional irreducible representation, as we have seen, is already a Poisson poly-
nomial. So we can assume that at least one of these components is a completely symmetrized term.
Thus, we can restrict our attention to sums of permutations of the symmetrization in components
1–3 of the element (3.5.5). As before, we will only obtain an element invariant under the Hamilto-
nian vector ﬁeld 3x21
∂
∂ y1
if one of the components 1, 2, or 3, say component 1, is skew-symmetrized
with a copy of π∧ 12 dim V , i.e., a nonzero volume element of
∧dim V Span( ∂
∂x1
, . . . , ∂
∂xd
, ∂
∂ y1
, . . . , ∂
∂ yd
),
writing dim V = 2d with (standard) coordinates x1, . . . , xd, y1, . . . , yd . Such an element, though, is al-
ready a Poisson polynomial, of degree dim V +3, as we saw. If we were dealing with components 4–6
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can assume the whole element is a Poisson polynomial.
So, we can restrict our attention to the span of permutations of (3.5.5) in which components 1–3
and also 4–6 are symmetrized. Then, the resulting element is also symmetric under the permutation
(14)(25)(36), i.e., it has (S3 × S3)  S2-symmetry, and so the Young diagrams for the irreducible
representations occurring in the S6 span, with S6 acting on the ﬁrst six components, must be either
the horizontal line with six cells, (6), or the diagram (4,2) with two rows. In the former case, the
same argument as above shows that we must add two columns of length dim V below this horizontal
line to get an invariant operator, and this will again be a Poisson polynomial (in the span of the
square of the aforementioned polynomial of degree dim V + 3).
So, we are reduced to the case of the span of permutations of the element obtained from (3.5.5) by
symmetrizing indices 1–3 and 4–6 and furthermore restricting to the representation (4,2) in indices
1–6. By the same argument as before, we need to add dim V cells to the ﬁrst column. The result
is an invariant operator, whose Sn-span is an irreducible representation whose Young diagram has
dim V + 4 cells, of the form (4,2,1,1, . . . ,1). In the case that dim V  4, we can also obtain this
representation as a Poisson polynomial in the span of (3.5.5), with components 1–3 and 4–6 both in
the two-dimensional representation: we can combine the two resulting L-shapes (2,1) and (2,1) into
the Young diagram (2,2,1,1), then add two vertical dominoes to obtain (4,2,1,1,1,1), and then add
the remaining 12 (dim V −4) vertical dominoes needed to the ﬁrst column. In the case that dim V = 2,
this isn’t possible, but let us consider more carefully the resulting invariant operator. Labeling the
Young diagram (4,2,1,1) in the standard away (left-to-right, top-to-bottom, i.e., components 1, 2, 3,
4 in the ﬁrst row, followed by 5, 6 in the second row, and then 7 and 8 in the last two rows), we
obtain the resulting Young symmetrization of the single composition
π1,2π1,3π5,4π5,6π7,8. (3.5.9)
As we see, the second column, in components 2 and 6, has an element of
∧2 Span( ∂
∂x1
, ∂
∂ y1
), which
means we actually have a multiple of π2,6. We can conclude that the above element is the same, up
to scaling, as the Young symmetrization of the element
(
π3,1π1,5π5,4
)
π2,6π7,8. (3.5.10)
This element is of type (3.5.7), so we can reduce the problem to the remaining cases.
So far, we have showed that any invariant element in the span of permutations of (3.5.5) is
spanned by Poisson polynomials and permutations of (3.5.7). It suﬃces to show that all invariant
elements in the span of all four types, (3.5.5)–(3.5.7), have the property that the terms of the form
(3.5.6) and (3.5.7) sum to an invariant element, that the terms of the form (3.5.8) sum to an invariant
element, and ﬁnally that these invariant elements must be Poisson polynomials.
To do this, we will consider carefully the action of the Hamiltonian vector ﬁeld ξ := 3x21 ∂∂ y1 on the
terms (3.5.6), (3.5.7), and (3.5.8).
Let us ﬁrst apply ξ to (3.5.6). This amounts to applying it to
π1,2π1,3π1,4, (3.5.11)
and we get, up to a nonzero constant factor, the symmetrization in components 2, 3, 4 of the element
π1,2
(
∂
∂ y1
)(1)(
∂
∂ y1
)(3)(
∂
∂ y1
)(4)
, (3.5.12)
where here the superscript of (i) means applying the element in the i-th component.
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π1,2π2,3π3,4, (3.5.13)
and we get, again up to a nonzero constant factor,
π1,2
(
∂
∂ y1
)(2)(
∂
∂ y1
)(3)(
∂
∂ y1
)(4)
+ π3,4
(
∂
∂ y1
)(1)(
∂
∂ y1
)(2)(
∂
∂ y1
)(3)
. (3.5.14)
Finally, we apply ξ to (3.5.8). This amounts to applying it to
π1,2π1,2 (3.5.15)
and we get, up to a nonzero constant factor,
(
∂2
∂ y21
)(1)(
∂
∂ y1
)(2)
+
(
∂2
∂ y21
)(2)(
∂
∂ y1
)(1)
. (3.5.16)
Note that (3.5.16), unlike everything else, has terms which act in one component as ∂
2
∂ y21
and
in another component by ∂
∂ y1
. So, in any invariant element obtained from adding permutations of
(3.5.5), (3.5.6), (3.5.7), and (3.5.8), the terms of the form (3.5.8) must themselves sum to an invariant
element. On the other hand, the map from the C[S2]-span of (3.5.15) to the C[S2]-span of (3.5.16) is
an isomorphism, so terms of the form (3.5.8) cannot span to an invariant element.
Note that (3.5.12) and (3.5.14), unlike the nonzero terms that result from applying ξ to any per-
mutations of terms of the form (3.5.5), have a single component i such that the element is a multiple
of ( ∂
∂ y1
)(i)π i, j for some other index j. In all other components, the polydifferential operators act with
order  1. These terms cannot cancel with any of the terms which involve a product of an sp(V )-
invariant and ( ∂
∂ y1
)⊗3 acting in three separate components. We conclude that any invariant element
which is a linear combination of permutations of (3.5.5), (3.5.6), and (3.5.7) has the property that the
terms of the latter two forms themselves span an invariant element, as we desired.
It remains to show that any invariant operator in the span of permutations of (3.5.6) and (3.5.7)
multiplied by π5,6π7,8 · · ·π2m−3,2m−2 is a Poisson polynomial. First, we consider the issue with-
out multiplying by π5,6 · · ·π2m−3,2m−2. Note that the C[S4]-span of the element (3.5.12) is four-
dimensional, consisting of the trivial representation and the three-dimensional reﬂection representa-
tion, h. This is the same as the dimension of the C[S4]-span of the original element (3.5.11). The
C[S4]-span of (3.5.13) is a twelve-dimensional space (picking which two components have order two,
and each six choices have a two-dimensional span of choices). It consists of two copies each of h
and
∧2 h (since the given element is skew-symmetric under the permutation (14)(23), and hence
the representation is isomorphic to IndS4〈(14)(23)〉C). On the other hand, the C[S4]-span of (3.5.14) is
only nine-dimensional: if we skew-symmetrize the element in components 1, 2 and simultaneously in
components 3, 4, the result vanishes, and this is the entire kernel of the previous twelve-dimensional
space. This kernel is a copy of
∧2 h. Moreover, the intersection of the C[S4]-spans of (3.5.12) and
(3.5.14) is a copy of h.
Put together, the kernel of applying ξ to the span of permutations of (3.5.6) and (3.5.7) can be at
most six-dimensional, consisting of one copy each of h and
∧2 h. The kernel must be exactly this and
equals the C[S4]-span of the Poisson monomial { f1, { f2, { f3, f4}}}, since the latter is isomorphic also
to h ⊕∧2 h and permutations of (3.5.11) and (3.5.13) are all of the sp(V )-invariants of degree four
and order three.
Finally, if we multiply by { f5, f6} · · · { f2m−3, f2m−2}, to consider applying ξ to permutations of
(3.5.6) and (3.5.7), the only new invariant elements will come by skew-symmetrizing a component
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∧ 1
2 dim V π . In the case of (3.5.12), to
obtain this we already had to kill (3.5.11) itself. In the case of (3.5.14), the same is true except in
the case of the copy of h in which components 2 and 3 are skew-symmetric, which we can further
skew-symmetrize with
∧ 1
2 dim V π . This ﬁnal element, though, must be identiﬁed with the complete
skew-symmetrization of { f1, { f2, { f3, f4}}}{ f5, f6} · · · { f2m−3, f2m−4}, and is hence a Poisson polyno-
mial. This completes the proof.
3.5.1. Proof of Theorem 1.4.70
We begin with part (i). Note ﬁrst that the representations that occur in Invn(V )2m all lie in h⊗2m ,
since they consist of elements that involve applying operators to at most 2m components. Then, if
2m dim V , by Theorem 1.4.2, we deduce that Invn(V )2m ∼= SCn(V )2m ∼= (Pn)2m .
(ii) When 2m dim V +4, then Invn(V )2m/SCn(V )2m must consist only of height 2m−2, 2m−1, or
2m irreducible representations. If this is nonzero for some, or equivalently suﬃciently large n (these
are equivalent by composing an operator φ with multiplication on arbitrarily many functions, i.e.,
replacing one input with the product of several new inputs), then dim Invn(V )2m/SCn(V )2m would be
polynomial of degree  2m − 2, contradicting Theorem 1.4.69. Hence, this quotient is zero. Next, if
2m > dim V , then the map (Pn)2m SCn(V )2m is not an isomorphism, since it kills for example the
skew-symmetrization of { f1, f2} · · · { f2m−1, f2m}. Put together, for 2m ∈ {dim V + 2,dim V + 4}, one
obtains a canonical noninjective surjection (Pn)2m Invn(V )2m .
(iii) Example 1.7.7 supplies a copy of the sign representation in
Invdim V+3(V )dim V+6/Quantdim V+3(V )dim V+6.
(Alternatively, one can use the sign representation in Quantdim V+2(V )dim V+6/SCdim V+2(V )dim V+6.)
If we take an operator φ generating this representation and consider the operator
φ( f1 ⊗ · · · ⊗ fdim V+3){ fdim V+4, fdim V+5} · · · { f2m−4, f2m−3} f2m−2 · · · fn ∈ Invn(V )2m, (3.5.17)
we get an element of order 2m which generates a subrepresentation of dimension a polynomial
of degree 2m − 3 in n, not coming from SC(V ) (in fact, not coming from Quant; or in the al-
ternative example, we can get an element of Quant not coming from SC). We conclude that
dim Invn(V )2m/SCn(V )2m is a polynomial of degree precisely 2m − 3 in n (moreover, the same is
true for dim Invn(V )2m/Quantn(V )2m and dimQuantn(V )2m/SCn(V )2m).
4. Proof of Theorems 1.6.1 and 1.6.8
Proof of Theorem 1.6.1. Let φ : V n+1 V n be the quotient by the diagonal. We are concerned with,
on the one hand, polydifferential operators on V n with constant coeﬃcients, viewed as distributions
on V n+1, invariant under symplectic automorphisms of V , and on the other hand, with functionals
on OV n invariant under bracketing with Sn+1-invariant Hamiltonians.
First, note that we have a map from constant-coeﬃcient polydifferential operators to linear func-
tionals, obtained by composing with the evaluation at the origin. This is evidently an injection,
identifying such operators as elements of O∗V n . Next, consider the pullback φ∗ :OV n ↪→OV n+1 . Viewed
as distributions on V n+1, by the integration by parts rule, constant-coeﬃcient polydifferential opera-
tors on OV n become the quotient of constant-coeﬃcient polydifferential operators on OV n+1 by the
relation, for all v ∈ V , that ∑n+1i=1 ∂∂v(i) = 0, where v(i) ∈ V n+1 denotes v acting in the i-th component.
Identifying polydifferential operators with functionals by composing with the evaluation at zero, this
relation is merely the kernel of (φ∗)∗ :O∗
V n+1 O∗V n . With this identiﬁcation, the Sn+1-action on such
polydifferential operators becomes transparent.
Next, as observed in [Mat95, Lemma and Deﬁnition 1.2], the condition of being invariant under
symplectic automorphisms of V is equivalent to being invariant under Hamiltonian vector ﬁelds on V .
Invariance in O∗V n , viewed as a quotient of O∗ n+1 , under Hamiltonian vector ﬁelds on V is the same asV
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on O∗
V n+1 by the vector ﬁeld
∑n+1
i=1 ξ (i) ∈ Vect(V n+1)Sn+1 . This, in turn, is equivalent to annihilating
{OSn+1V n ,OV n }. This identiﬁes Invn(V ) with HP0(OSn+1V n ,OV n ), as desired. 
Proof of Theorem 1.6.8. Over C((h¯)), a similar argument identiﬁes
HH0
((OSn+1V n ((h¯)), ), (OV n ((h¯)), ))∗
with the space of polydifferential operators invariant under continuous C((h¯))-algebra automorphisms
of (OV ((h¯)), ). Such operators obviously include the operations
f1 ⊗ · · · ⊗ fn → fσ (1)  fσ (2)  · · ·  fσ (n), (4.0.1)
for all σ ∈ Sn .
To conclude, we have to show that these operations span the Hochschild trace group. Since the
star-product operations are all linearly independent, it suﬃces to show that the dimension of the
Hochschild trace group is n!. This follows from a generalization of the main result of [AFLS00].
In more detail, let U be any complex vector space, G < Sp(U ⊕ U∗) be ﬁnite, and let DU de-
note polydifferential operators on U . Then, the main result of [AFLS00] identiﬁes the G-invariants
HH0(DGU ) = HH0(DGU ,DU )G with the linear span of conjugacy classes of elements g ∈ G such that
g − Id is invertible. The same proof shows that HH0(DGU ,DU ) is isomorphic, as a G-representation, to
the subspace of C[G] spanned by elements g ∈ G such that g − Id is invertible, with the adjoint ac-
tion. Since DU is a ﬁltered quantization of the symplectic vector space U ⊕ U ∗ , one obtains the same
result for any star-product quantization (OU⊕U∗ [[h¯]], ). Specializing to U ⊕ U∗ = V n and G = Sn+1,
one obtains that HH0((OSn+1V n ((h¯)), ), (OV n ((h¯)), ))∗ ∼= IndSn+1Z/(n+1)C((h¯)); viewed as a representation of
Sn ⊂ Sn+1, one recovers the group algebra.
For the ﬁnal statement, note that there is an obvious map from the associative operad to the
span of star-product operations (4.0.1) over all n, sending an abstract multiplication operation to the
corresponding star-product operation (in fancier language, using the tautological morphism of oper-
ads Ass((h¯)) → End(OV ((h¯)), ) =⊕HomC((h¯))(O⊗nV ((h¯)),OV ((h¯)))). This is evidently surjective, and is
injective since the elements of (4.0.1) are linearly independent for distinct permutations σ . 
5. Proof of Corollaries 1.7.13 and 1.7.15
Proof of Corollary 1.7.13. First of all, we have the simple
Claim 5.0.1. If an irreducible representation of Sn+1 with Young diagram λ = (λ1, . . . , λ) occurs in Invn(V ),
then (λ1+1, λ2, . . . , λ) occurs in Invn+1(V ), and similarly replacing Invwith Quant or SC, or with a quotient
Inv/Quant, Inv/SC, or Quant/SC.
Proof. We can restrict the representation to the irreducible Sn-subrepresentation with Young diagram
(λ1 − 1, λ2, . . . , λ) if λ1 > λ2, and otherwise the diagram is obtained from this one by permuting the
rows appropriately. Call the new diagram λ′ = (λ′1, . . . , λ′). Then, the resulting Sn-subrepresentation
of Invn(V ) is generated by an operator φ that we can view as one that acts on only  functions,
f1, . . . , f , but of degrees λ′1, . . . , λ′ rather than being linear. Now, if we consider the operator φ ·
f1, of degrees λ′1 + 1, λ′2 . . . , λ′ , the resulting element of Invn+1(V ) generates an irreducible Sn+1-
representation of the form (λ′1 + 1, λ′2, . . . , λ′), and if we consider the Sn+2 action, it generates an
irreducible Sn+2-representation of the form (λ+1, λ2, . . . , λ) (in both cases, φ · f1 may also generate
other irreducible representations). The same argument applies to Quant and SC. As for a quotient
Inv/Quant, Inv/SC, or Quant /SC, we note that if an operator is not in SC or Quant, then the above
construction will produce an operator not in SC or Quant in higher degree. 
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had an irreducible representation ρ[n] of the type λ = (λ1, . . . , λ) with λ2 + · · · + λ = k and λ2 = j,
then the claim shows that also ρ[n + r], of type (λ1 + r, λ2, . . . , λ), occurs in Invn+r(V )/SCn+r(V ),
and similarly for Quantn(V )/SCn(V ).
By Theorem 1.4.2, it remains only to show that, for any irreducible representation ρ[n] ∈ Rep Sn+1
of h⊗k with k > dim V +1, i.e., obtained from some irreducible representation ρ ∈ Rep Sk , then ρ[n+r]
must occur in Quantn+r(V )/SCn+r(V ) for some r. To do this, we make use of the sign representation
in Quantdim V+2(V ), which does not occur in SCdim V+2(V ) (see the comment after Example 1.7.7),
together with the construction of Example 1.7.12, which produces from an element of Quantn(V ) not
in SCn(V ), a copy of h⊗n in the quotient QuantN (V )/SCN (V ) for suﬃciently large N (in fact, for
N 
(n+1
2
)
). In particular, h⊗dim V+2 occurs in the quotient for N = (dim V+32 ). Now, to extend this to
h⊗k for k > dim V + 2, we use composition with a bracket: given an operator φ ∈ Quantn(V ), we
consider
Φ( f1 ⊗ · · · ⊗ fn ⊗ fn+1) = φ
(
f1 ⊗ · · · ⊗ { fn, fn+1}
) ∈ Quantn+1(V ). (5.0.2)
If φ does not lie in SCn(V ), neither does Φ . Now, apply this to the sign representation r times
to obtain an element of Quantdim V+2+r(V ) not in SCdim V+2+r(V ); by the above construction, we
then obtain a copy of h⊗dim V+2+r in Quant
(dim V+3+r2 )
(V ), not coming from SC(V ). This completes the
proof. 
Proof of Corollary 1.7.15. For 2m = dim V + 6, (1.7.16) and (1.7.17) follow from the copy of the sign
representation in Quantdim V+2(V )dim V+6 not in SCdim V+2(V )dim V+6 (see the comment after Exam-
ple 1.7.7) and Example 1.7.7, respectively. In general, one applies the construction (5.0.2) as in the
preceding proof. For the ﬁnal statement, note that the sign representation in Quantn(V ) and the copy
of the sign representation of Example 1.7.1 in Inv(V )/Quant(V ) have order which grows on the order
of n
dim V+1
dim V , so taking the reciprocal of this exponent, we recover the statement. 
Corollary 1.7.18 follows immediately, as indicated.
6. Proof of Theorem 1.8.1 and Corollaries 1.8.10 and 1.8.14
Proof of Theorem 1.8.1. (i) We may assume that m > 0; otherwise the statement is trivial. If we only
require φ to be a polydifferential operator, and not necessarily an invariant one, then the statement
is obvious. To proceed, we reﬁne this description: we can write an element of Invn(V )2m uniquely as
a sum of the form
ψ2m + ψ2m−1 + · · · + ψ1, (6.0.1)
where each ψk is a linear combination of permutations of operators of the form
f1 ⊗ · · · ⊗ fn → φk( f1 ⊗ · · · ⊗ fk) fk+1 · · · fn, (6.0.2)
where we additionally require that φk( f1 ⊗ · · · ⊗ fk) = 0 whenever at least one of the f i = 1 for
1 i  k. That is, φk is a sum of tensor products of partial derivatives of strictly positive order in each
of its k components.
Now, if we apply any symplectic automorphism of V , the decomposition (6.0.1) does not change,
so in particular each ψk ∈ Invn(V )2m . Moreover, there is a unique expression of each ψk as a sum of
the form
ψk( f1 ⊗ · · · ⊗ fn) =
∑
σ∈S /(S ×S )
φk,σ ( fσ (1) ⊗ · · · ⊗ fσ (k)) fσ (k+1) · · · fσ (n), (6.0.3)n k n−k
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combination of permutations of elements of the desired form (1.8.2). We remark that the above ar-
gument applies equally well to Quant and SC, since to be in these subspaces, it is clear that the φk,σ
must also be in these subspaces.
(i′) This follows from the proof of (i), discarding the assumption that n  2m. Namely, let
Invk(V )′2m denote the span of elements of the form φk as above, i.e., such that φk( f1 ⊗ · · · ⊗
fk) = 0 whenever at least one of the f i = 1 for 1  i  k. Then, we deduce (for m > 0) that
Invn(V )2m ∼=⊕min(2m,n)k=1 IndSnSk×Sn−k Invk(V )′2m as a representation of Sn . This evidently has dimension∑min(2m,n)
k=1
(n
k
)
dim Invk(V )′2m . Since
(n
k
) = 0 for 0 < n < k, the result is a polynomial of degree  2m
which is valid for all n. Moreover, it has degree exactly 2m if and only if Inv2m(V )′2m = 0. This is true,
though, since this space includes the operator
f1 ⊗ · · · ⊗ f2m → { f1, f2}{ f3, f4} · · · { f2m−1, f2m}, (6.0.4)
which also lies in SC and Quant, proving that the latter two are also of dimension a polynomial in n
of degree 2m.
(ii) As we pointed out in the proof of Theorem 1.4.2, all elements of Invn(V )2m are linear combina-
tions of permutations of compositions of elements π i, j . To such a composition, we can consider the
graph whose vertices are those indices that appear in the composition, and where we put an edge
from i to j for every element of the form π i, j that appears in the composition. The C[Sn]-span of
such a composition has dimension which is polynomial in n of degree equal to the number of vertices
of this graph. Next, note that any graph corresponds to a term of the form (1.8.4) exactly in the case
that there is an edge between two vertices of valence one.
Suppose that the graph has k connected components consisting of two vertices of valence one.
Suppose that there are x other vertices of valence one (aside from these), and that there are yi
vertices of valence i for all i  2. Since there are m edges, this implies that
2m = 2k + x+
∑
i2
iyi .
Then,
 =
∑
i2
(i − 1)yi .
Substituting, we obtain
2m = 2k + x+  +
∑
i2
yi .
Next, by assumption, x 2
∑
i2 yi . Thus,
2m 2k +  + 3
∑
i2
yi  2k + 4. (6.0.5)
Thus, 2m  2k + 4. Therefore if 2m > 4, i.e., m > 2, it follows that k > 0, i.e., there is at least one
connected component consisting of a single edge. This proves the ﬁrst statement.
To prove the last statement, our goal is to show that, when m > (3d+ 1) and dim V = 2d, and for
suﬃciently large n, Invn(V )2m is not merely spanned by elements of the form (1.8.4), but that, in fact,
each irreducible Sn-subrepresentation is spanned by the Young symmetrization of such an element of
a particular form: the rightmost column of the truncated Young tableau (removing the top row) has
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linear combination of compositions of πk, corresponding to graphs in which vertices n−2 j+1, . . . ,n
all have valence one and n− 2i + 1 is adjacent to n− 2i + 2 for all 1 i  j. Here we are considering
graphs with n vertices, and allowing some vertices to have valence zero (meaning that that index
does not appear in the corresponding composition of elements πk, over edges of the graph). It then
follows that, if we divide by πn−2 j+1,n−2 j+2 · · ·πn−1,n , the resulting element must also be invariant,
as desired.
To show this, let us consider more carefully the preceding argument analyzing the structure of the
graph. Let k, x, and yi be as deﬁned above. The columns containing a cell labeled by one of the x
vertices of valence one that are not in connected components of size two can accommodate at most
dim V − 1 cells labeled by vertices among the 2k in connected components with at most one edge.
The columns containing a cell labeled by one of the yi vertices of valence i can contain at most dim V
cells labeled by vertices among the aforementioned 2k. Hence, the number of vertices among these
2k which do not appear in a column on their own is at most
(dim V − 1)x+ dim V
∑
i2
yi .
Our goal is thus to prove that, when m (3d + 1), then
2k > (dim V − 1)x+ dim V
∑
i2
yi . (6.0.6)
Recall now that x= 2m− 2k−∑i iyi = 2m− 2k− −∑i yi . Also let us substitute dim V = 2d. So the
above becomes
2k > (2d − 1)(2m− 2k − ) +
∑
i
yi,
which we can rewrite as
4dk > (2d − 1)(2m − ) +
∑
i
yi .
By (6.0.5), 2m 2k +  + 3∑i2 yi , so the above would be guaranteed if
2d
(
2m−  − 3
∑
i2
yi
)
> (2d − 1)(2m − ) +
∑
i
yi .
Simplifying this, we obtain
2m >  + (6d + 1)
∑
i
yi .
Finally, recall that 
∑
i yi . So the above would be guaranteed if 2m > (6d+2), i.e., if m > (3d+1),
as desired.
Visually, the inequality m > (3d + 1) can be viewed by constructing a Young tableau which max-
imizes the size of the part whose columns contain cells corresponding to vertices of the graph not
in connected components containing only a single edge (i.e., the x +∑i2 yi vertices). Namely, this
is maximized when one has exactly  connected components of size 3 (one cannot have more if the
total number of vertices exceeds 2m− ), each having a single vertex of valence two and two vertices
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connected components of size three, and at most 2d+ (2d−1)(2) additional vertices of valence one,
in connected components containing only a single edge; this adds to a total of 2(3d+ 1) vertices, so
when m > (3d+ 1), there are additionally columns labeled by pairs of vertices of valence one which
form connected components containing only a single edge.
Now, if we are interested in SC or Quant rather than Inv, the above arguments still apply, and
show that a linear combination of star-products or Poisson polynomials of the desired order must
decompose into Young tableaux with the rightmost columns of the truncated Young tableaux corre-
sponding to { fn−(2 j−1), fn−2 j} · · · { fn−1, fn}, so the remaining parts of these Young tableaux yield the
irreducible representations spanned by ψ in SC or Quant.
(iii) In (6.0.6), in the case dim V = 2, we can eliminate the ﬁrst term on the RHS ((dim V − 1)x),
for the following reason. If there is a column with a cell labeled by one of the x vertices and also
one of the 2k vertices mentioned above, then the vertex adjacent to the latter one must appear in a
column with at least two vertices among the x+∑i yi , i.e., the vertices not in connected components
containing at most a single edge. This allows us to subtract dim V from the RHS of (6.0.6). Also, we
can replace the coeﬃcient x of dim V − 1 by the number of those x vertices which label a column
which also has a cell labeled by one of the aforementioned 2k vertices. Put together, the RHS of (6.0.6)
is dominated by dim V
∑
i2 yi (always assuming dim V = 2).
Therefore, in this case, in order to guarantee that the last column will be labeled only by dominoes
of the 2k vertices, it suﬃces to have
2k > 2
∑
i2
yi .
Substituting again the expression from (6.0.5), 2k 2m−  − 3∑i2 yi , it suﬃces to have
2m >  + 5
∑
i2
yi .
Since 
∑
i2 yi , it suﬃces to have m > 3, as desired.
For the ﬁnal statement, we note that, in the case dim V = 2, no two vertical dominoes can appear
in the same column, and so the truncated Young diagrams we obtain for m > 3 are obtained from
a ﬁnite list of truncated Young diagrams by combining with a rectangle with exactly two rows. For
m > 3, the result is a ﬁnite collection of truncated Young diagrams, which as a function of m only
vary by adding an equal number of cells to the top two rows. If we compute the dimension of the
irreducible representations of Sn corresponding to such a family, the result has the given form, since
the top two rows of the truncated Young diagram have lengths m − a′ , m − b′ , for some constant
integers a′,b′  0, and the remaining rows have constant length. Applying the hook length formula for
dimensions of irreducible representations of Sn yields the desired result. As before, these arguments
also apply to SC and Quant. 
Proof of Corollary 1.8.10. (i) As a ﬁrst approximation, note that Invn(V )2m ⊆ Sym2m(V n)sp(V ) , sim-
ply because all invariant operators are sp(V )-invariant. Next, as pointed out in the proof of The-
orem 1.4.2, the subset of operators which are invariant are those that are invariant under a sin-
gle Hamiltonian vector ﬁeld on V , corresponding to a nonzero cubic Hamiltonian. Applying this
Hamiltonian vector ﬁeld to Sym2m(V n)sp(V ) lands in the Sym3 V -isotypic part of Sym2m−1(V n) as
an sp(V )-representation. Moreover, it is straightforward to show that this map is surjective up
to subrepresentations of dimension a polynomial of degree < 2m − 1: this amounts to showing
that ad(x21
∂
∂ y1
)(Sym2m(V n)sp(V )) includes the entire subspace of the Sym3 V -isotypic component of
Sym2m−1(V n) spanned by polydifferential operators of order  1 in each of the components. In more
detail, this is a consequence of the computation (3.5.3).
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Sym3 V -isotypic part of X as an sp(V )-representation. We deduce that Invn(V )2m ∼= Sym2m(V n)sp(V )
Sym2m−1(V n)Sym3 V ⊕ K , where K is the cokernel of the map prSym3 V ◦ad(x21 ∂∂ y1 ) : Sym2m(V n)sp(V ) →
Sym2m−1(V n)Sym3 V , where prSym3 V denotes the projection to the Sym3 V -isotypic component. We
know that dim K < c · n2m−2 for some c > 0. It remains only to identify the third term in (1.8.11)
with a part of this cokernel K (since we required that Rm,d be an honest, rather than a virtual,
representation of Sn+1).
We claim that (
ad
(
y21
∂
∂x1
)
ad
(
x21
∂
∂ y1
)
Sym2m
(
V n
)sp(V ))sp(V ) = 0. (6.0.7)
This follows because (Sym3 V ⊗ Sym3 V )sp(V ) ⊆∧2(Sym3 V ), and so it suﬃces to consider
(
ad
([
y21
∂
∂x1
, x21
∂
∂ y1
])
Sym2m
(
V n
)sp(V ))sp(V )
, (6.0.8)
but [y21 ∂∂x1 , x21 ∂∂ y1 ] is the Hamiltonian vector ﬁeld of a quartic Hamiltonian, and hence its appli-
cation to sp(V )-invariants is isotypic of type Sym4 V as an sp(V )-representation. Hence, the im-
age ad(x21
∂
∂ y1
)Sym2m(V n)sp(V ) lies in the kernel of pr◦ad(y21 ∂∂x1 ) on the Sym3 V -isotypic part of
Sym2m−1(V n), where pr is the projection to sp(V )-invariants.
We claim that this latter map is surjective onto Sym2m−2(V n)sp(V ) . To see this, one can extend
the map to all of Sym2m−1(V n) and consider the image, since the map sends an irreducible represen-
tation Y of sp(V ) to one isomorphic to a subrepresentation of Y ⊗ Sym3 V , which can only contain
invariants when Y ∼= Sym3 V . Now, it is enough to show that the dual map (Sym2m−2(V n)sp(V ))∗ →
Sym2m−1(V n)∗ is injective. It suﬃces to show that the map {y31,−} is injective acting on (OV n )sp(V )1 .
Since y31 and sp(V )
∼= Sym2(V ∗) generate the Poisson algebra C⊕ (OV )2, it is enough to show that
no element of (OV n )sp(V )1 is killed by the adjoint action of all of (OV )2. Indeed, no element of
(OV n )1 is killed by the adjoint action of all of (OV )2: it is enough to consider the adjoint action
of elements wN for w ∈ V ∗ , and N  0.
Hence, the cokernel K of prSym3 V ◦ad(x21 ∂∂ y1 ) acting on Sym2m(V n)sp(V ) surjects to
Sym2m−2(V n)sp(V ) via the map pr◦ad(y21 ∂∂x1 ). This proves the desired statement.
(ii) The statement that Rm,d has dimension bounded by a polynomial of degree only 2m − 3 in n
is equivalent to the statement that the kernel of the surjection K  Sym2m−2(V )sp(V ) in the proof of
the previous part has dimension bounded by a polynomial of degree 2m − 3 in n. This isn’t true for
general V , but it is true for V =C2. This can be veriﬁed by an explicit computation along the lines of
the proof of Theorem 1.4.69. In more detail, letting (x, y) be a symplectic basis of V =C2, one needs
to show dually that pr◦ad(x3) is injective on the part of
(
(OC2n)2m−1
)
Sym3C2/
{
y3,Osp(V )
C2n
}
(6.0.9)
spanned by monomials in which exactly 2m− 2 distinct components of C2n = (C2)⊕n (out of n total)
appear. This decomposes into a few different Sn-representations, as follows. Since we are consider-
ing monomials in which, in one component of (C2)⊕n , one has a quadratic function of OC2 , and
in 2m − 3 other components one has a linear function, we obtain the sp(C2) = sl2-representation
Sym2C2 ⊗ (C2)⊗(2m−3) (here and for the rest of the proof, we identify C2 ∼= (C2)∗ using the symplec-
tic form, in order to have cleaner notation). We are interested in the Sym3C2-isotypic part, and this
means that we can restrict to the C2,Sym3C2, and Sym5C2-isotypic parts of (C2)⊗(2m−3) . Hence, we
can restrict our attention to elements of (C2)⊗2m−3 lying in an S2m−3-representation whose Young
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Young diagram with a single cell for the quadratic part Sym2(C2), and with a horizontal line of length
n− (2m− 2) for all the components where no differentiation happens. One then veriﬁes that the ker-
nel of pr◦ad(x3) lies only in the part where the Young diagram for Sym2(C2) ⊗ (C2)⊗(2m−3) with
2m− 2 cells, is a rectangle with two rows. This, on the other hand, is exactly the image of ad(y3) on
((C2)⊗(2m−2))sp(V ) . This proves the needed assertion. The rest of the statement of (ii) is an explicit
calculation. 
Proof of Corollary 1.8.14. (i) It suﬃces to consider those irreducible Sn+1-subrepresentations ρ of
Invn(V )2m such that, if the Young diagram of ρ is λ = (λ1, . . . , λr), then ρ is not obtainable from
a subrepresentation ρ ′ ⊆ Invn−1(V )2m with Young diagram (λ1 − 1, λ2, . . . , λr) by taking the unique
summand of IndSn+1Sn×S1 ρ
′ isomorphic to ρ . Namely, we need to show that, for such ρ , n 3m − 1.
For the argument, let us ﬁx an Sn-subrepresentation ρ0 ⊆ ρ , with Young diagram μ, which is ob-
tained from λ by reducing a single row in length by one cell, i.e., μ j = λ j for all j except one index i,
where μi = λi − 1. We will use the general fact that ρ0 is spanned over Sn by a polydifferential op-
erator on r functions, of degrees μ1, . . . ,μr , and hence ρ is so spanned over Sn+1. Moreover, such
differential operators must be the Young symmetrization of a linear combination of tensor products
D1 ⊗ · · · ⊗ Dn , where the Di are monomials in the partial derivatives, and the Young symmetrization
is according to a labeling of μ.
Note that ρ is spanned by the Young symmetrizations according to μ of tensor products of mono-
mials in the partial derivatives, and each such tensor product can have at most μ1  λ1 components
where one places order-zero operators (i.e., a scalar, say 1). Moreover, the cell that one adds to μ
to obtain λ cannot lie in the same column as one of these at most μ1 cells. Hence, we deduce that
ρ is spanned by operators which act with positive order in at least n + 1 − λ1 components. By the
argument of Theorem 1.8.1(i), such operators can be taken to be invariant, and to lie in a subrepre-
sentation ρi ∈ Rep Ski appearing in Theorem 1.8.1(i′). We deduce that n+1 λ1 +ki . Hence, it suﬃces
to show
ki + λ1  3m. (6.0.10)
Now, we return to the speciﬁc form of ρ that we seek. For ρ ′ not to exist, there are two cases. The
ﬁrst case is λ1 = λ2, i.e., ρ is the ﬁrst possible element in a sequence of representations of Sn+1 in
the sense of Deligne, in which case ρ ′ cannot exist by deﬁnition. In this case, (6.0.10) becomes
ki + λi1  3m, (6.0.11)
where λi = (λi1, . . . , λiri ) is the Young diagram associated to ρi .
To prove (6.0.11), we use the argument of the proof of Theorem 1.8.1, using that Invn(V )2m is
spanned by compositions of elements π j,k , and each such composition can be represented as a graph
whose vertices are labeled 1,2, . . . ,n, with an edge between j and k for every term π j,k in the com-
position. This implies that the Young diagram λi must be obtainable from combining Young diagrams
corresponding to each connected component of the graph, each of which have the property that the
given Young symmetrization of the corresponding composition of π j,k terms is nonzero.
For a connected component with exactly two vertices, the only Young symmetrization over S2 of
π j,k which is nonzero is the skew-symmetrization, so the size-two Young diagrams in the aforemen-
tioned combination must be vertical dominoes. These have the property that
# vertices+ length of top row 3(# edges), (6.0.12)
which is a translation of (6.0.11) to this component Young diagram. (Note here that the number of
vertices is the same as the total number of cells of this component Young diagram.)
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diagrams corresponding to connected components of size  3. The general inequality # vertices 
# edges + 1 for a connected graph implies that 2(# vertices)  2(# edges) + 2, and in the case that
# vertices  3, we obtain also that 2  # edges, and substituting in, we see that 2(# vertices) 
3(# edges), which implies (6.0.12).
Finally, we return to the second case of a ρ not obtainable from ρ ′ , namely, λ1 > λ2. First, by
Theorem 1.3.1(i), it suﬃces to assume that λ has at least two rows (r  2), and in this case we can
also assume that μ1 = λ1. Next, we can assume that ρ is spanned by Young symmetrizations of
differential operators which act with positive degree in the cells of the ﬁrst row: according to the
decomposition of the proof of Theorem 1.8.1(i), we can always decompose into such a part and a part
that is obtained by inducing from a representation of the form ρ ′ . Recall that ρ was spanned by a
polydifferential operator of r functions with degrees μ1  · · ·μr . By the Darboux theorem, such an
operator is determined by its restriction to setting the ﬁrst of the r functions to be x1 ∈ V ∗ ⊆ OV .
Let φ be the polydifferential operator of the remaining r − 1 functions. The order of φ must be at
least μ1, for the result to be invariant under the operation x1 → cx1, y1 → c−1 y1. Furthermore, φ can
act with order zero in at most μ2 m − 1 components, in order for its Young symmetrization not to
vanish. Thus, we conclude that λ can have at most μ1 + (m − 1) + (2m − μ1) = 3m − 1 cells. That is,
n+ 1 3m − 1, and hence n 3m− 2, which yields the desired result.10
(ii) In the proof of Theorem 1.8.1(ii), we saw that, under the given assumptions, the Young dia-
grams corresponding to irreducible Sn-subrepresentations (or, Sn+1-subrepresentations) of Invn(V )2m
with at least 2m −  cells below the top row, and for suﬃciently large n, are obtainable from a ﬁnite
list of diagrams by combining with vertical dominoes of size two in the described manner. To con-
clude, it remains only to say that it is enough to have n 3m. But, this is an immediate consequence
of (i).
(iii) This similarly follows from part (i) together with Theorem 1.8.1(iii). 
Appendix A. Combinatorial proof and generalization of Corollary 1.4.20
For every Young diagram λ = (λ1, . . . , λr), and all n  |λ| + λ1, let λ[n] := (n − |λ|, λ1, . . . , λr) be
the given partition of n. Also, let ρλ denote the irreducible representation of S |λ| associated to λ.
Fix an integer c. Let χc be the character of Z/(n + 1) given by 1 → exp( 2cπ in+1 ). We are interested
in the series
L+λ,c(t) :=
∑
n+1|λ|+λ1
dimHomSn+1
(
ρλ[n + 1], IndSn+1Z/(n+1) χc
)
tn. (A.0.1)
For any Young diagram λ, let h(λ) = (h1(λ), . . . ,h|λ|(λ)) be the |λ|-tuple of hook lengths of λ (for any
ﬁxed Young tableau with shape λ).
Claim A.0.2. Let |λ| 1. The series L+λ,c(t) is a rational function of t of the form
t|λ|+λ1−1K+λ,c(t)∏|λ|
i=1(1− thi(λ))
, (A.0.3)
where K+λ,c(t) is a polynomial in t of degree less than
∑|λ|
i=1 hi(λ). Moreover, K
+
λ,c(1) = (|λ| − 1)!.
10 Note that, if we were a bit more careful, we would notice that in the case dim V = 2, φ can also act in at most m − 1
components by an order one operation (since it can be assumed to be ∂
∂ y1
), and hence must act with order  2 in at least one
component. Hence, when dim V = 2, we would in fact conclude that n 3m − 3. The upshot of this is that, for n 3m − 2, or
n 3m− 3 and V =C2, the irreducible Sn+1-representations in Invn(V )2m are exactly those obtainable, with multiplicity, from
the same ﬁnite list of truncated Young diagrams; and all of these truncated Young diagrams produce a full Young diagram at
or before n = 3m− 1.
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Proof of Claim A.0.2.11 It is a theorem of Kraskiewicz–Weyman that the multiplicity
dimHomSn+1
(
ρλ[n + 1], IndSn+1Z/(n+1) χc
)
is given by the number of standard Young tableaux of shape λ[n+ 1] whose major index is congruent
to c mod n+ 1. Such tableaux can be counted using another well-known combinatorial result (where
SYT(λ) is the set of standard Young tableaux of shape λ and maj(T ) is the major index of such a
tableau T ),
∑
T∈SYT(λ[n+1])
qmaj(T ) = q
∑r
i=1 iλi (1− qn+1)(1− qn) · · · (1− q)∏n+1
i=1 (1− qhi(λ[n+1]))
. (A.0.4)
To simplify this, let λ′ be the dual partition to λ (whose k-th row is the k-th column of λ and vice
versa), and set Xλ := [0 .. (λ1 + |λ| − 1)] \ {|λ| + i − 1 − λ′i: i ∈ [1 .. λ1]}. Then, the fraction appearing
above simpliﬁes as
Fn(q) := q
∑r
i=1 iλi
∑
n+1|λ|+λ1
∏
p∈Xλ (1− qn+1−p)∏|λ|
i=1(1− qhi(λ))
. (A.0.5)
We deduce that
L+λ,c(t) =
∑
n+1|λ|+λ1
1
n + 1
n∑
j=0
ζ
−cj
n Fn
(
ζ
j
n
)
tn, (A.0.6)
where ζn is a primitive (n+ 1)-st root of unity.
We claim that
∑
n+1|λ|+λ1,k|(n+1)
tn
∑
j∈[1 ..k]: gcd( j,k)=1
ζ
−cj
k Fn
(
ζ
j
k
)= t|λ|+λ1−1φk(t)
(1− tk)1+|{i∈[1 .. |λ|]: k|hi(λ)}| , (A.0.7)
where φk(t) is a polynomial in t of degree less than k, independent of n |λ| + λ1 − 1. Moreover, we
claim that φk(t) = 0 when |{i ∈ [1 .. |λ|]: k | hi(λ)}| = 0 (and in particular when k > |λ|). To obtain from
this the desired result, (A.0.3), we can add together (A.0.7) over all k  |λ|, and then apply 1t
∫
dt . In
view of (A.0.6), this implies the formula (A.0.3), and that the degree of K+λ,c(t) is less than the degree
of the denominator.
To prove these claims, we note two facts about the LHS of (A.0.7). First, the coeﬃcients of tak+b ,
for ﬁxed b  0 and as a function of a 0 (such that ak + b  |λ| + λ1), are polynomial in a of degree
at most |{i ∈ [1 .. |λ|]: k | hi(λ)}|. To see this, plug in q = ζk and n = ak + b in the RHS of (A.0.5),
and observe that the result is a polynomial in a, with coeﬃcients in Z[ζk], of degree equal to the
number of exponents of q appearing in the denominator which are multiples of k. This proves (A.0.7).
To see that φk(t) = 0 when |{i ∈ [1 .. |λ|]: k | hi(λ)}| = 0, note that the fraction on the RHS of (A.0.5)
evaluates to zero at z = ζk if the numerator of has more exponents which are multiples of k than
the denominator. This will in particular be the case if k does not divide any of the exponents of
the denominator, but divides n + 1. This is the case for all contributions to the RHS of (A.0.7) when
|{i ∈ [1 .. |λ|]: k | hi(λ)}| = 0, which proves that φk(t) = 0 in this case.
11 Thanks to R. Stanley for pointing out (A.0.4)–(A.0.6), as well as the Kraskiewicz–Weyman theorem.
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whose coeﬃcients grow polynomially of degree |λ| − 1 (for k > 1, the coeﬃcients grow polynomially
of degree less than this). Hence, it suﬃces to observe that, if we plug q = 1 into the RHS of (A.0.5)
(or indeed into the LHS of (A.0.4)), we obtain the dimension of ρλ[n+ 1]. 
Appendix B. Direct proof of Corollary 1.4.5
Here, we explain how to give a direct proof of Corollary 1.4.5 in the spirit of the proof of Theo-
rem 1.3.1 in Section 2, using only Theorem 1.4.2.
First, by Theorem 1.4.2, the h⊗3-isotypic component of Invn(V ) coincides with that of Quantn(V ) ∼=
IndSn+1
Z/(n+1) C. In more detail, one has HomSn+1 (ρ, Ind
Sn+1
Z/(n+1) C) ∼= HomZ/(n+1)(ResSn+1Z/(n+1) ρ,C) by
Frobenius reciprocity, and the latter is equal to the multiplicity of the eigenspace of one of the cyclic
permutation (12 · · ·n) acting on ρ . Next, we can decompose the representation h into a direct sum of
its eigenspaces under this cyclic permutation: the eigenvalues are all the n-th roots of unity except
for 1 itself, occurring with multiplicity one.
Using this, it is not diﬃcult to verify the formulas
dimHomSn+1
(
h⊗3, IndSn+1
Z/(n+1)C
)= n(n − 1), (B.0.1)
dimHomSn+1
( 3∧
h, IndSn+1
Z/(n+1)C
)
= 1
3
((
n
2
)
−
⌊
n
2
⌋
− n+ 2δ3|n+1 + δ2|n+1
)
, (B.0.2)
dimHomSn+1
(
Sym3 h, IndSn+1
Z/(n+1)C
)= dimHomSn+1( 3∧h, IndSn+1Z/(n+1)C)+ n − δ2|n+1. (B.0.3)
Next, we use the decompositions (where ρλ denotes the irreducible representation with truncated
Young diagram λ):
h⊗3 = ρ(3) ⊕ ρ(1,1,1) ⊕ 2ρ(2,1) ⊕ 3ρ(1,1) ⊕ 3ρ(2) ⊕ 4ρ(1) ⊕C, Sym3 h= ρ(3) ⊕ h⊗2, (B.0.4)
and also ρ(1,1,1) =∧3 h, ρ(1,1) =∧2 h, ρ(1) = h, and Sym2 h= ρ(2) ⊕ 2ρ(1) ⊕C.
As in the proof of Theorem 1.3.1(iii), operators of Invn(V )2m spanning a subrepresentation of h⊗3
can be viewed as polydifferential operators of three functions, f , g , and h, which are linear in g and h,
and we can restrict to the case where f = x1. The resulting differential operators g ⊗ h → D(g,h)
must be of the form
D(g,h) =
m∑
i=0
λi
∂ i g
∂xi1
∂m−ih
∂xi1
+
m−1∑
i=0
μi
{
∂ i g
∂xi1
,
∂m−i−1h
∂xm−1−i1
}
. (B.0.5)
Conversely, any isotypic component of height  3 must be spanned by such an operator. Let Xm be
the subspace spanned by such D (which are obtainable from Invn(V )), which is an S2 representation
by permuting g and h, and moreover extends to an S3-representation if we view D as a distribution
on three functions. Moreover, as vector spaces (or S2-representations), Xm = Ym ⊕ Zm , where Ym is
the span of terms with μi = 0 for all i, and Zm is the span of terms with λi = 0 for all i.
Each element of Ym extends to Poisson polynomials of degree n  m + 2, and each element of
Zm extends to Poisson polynomials of degree n m + 1. As a result, Ym = 0 whenever n m + 2,
and in this case has dimension m + 1, whereas Zm = 0 whenever n m + 1, and in this case has
dimension m. The total dimension of Xm is 2m+ 1 when nm+ 2, and m when nm+ 1.
Since homomorphisms h⊗3 → Invn(V )2m are uniquely determined by the operator D determined
by restricting the ﬁrst input to be x1, we deduce that, for n 2,
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(
h⊗3, Invn(V )2m
)= {2m+ 1, ifm n − 2,m, ifm = n− 1,
0, ifm n.
(B.0.6)
Using Theorem 1.3.1(i)–(iv) and the decomposition (B.0.4), we deduce that, for n 4,
M(3) + 2M(2,1) + M(1,1,1) =
{2m− 2, ifm n− 2,
m− 3, ifm = n− 1,
0, ifm n.
(B.0.7)
To do better, we can analyze the skew-symmetric and symmetric parts under S2 (i.e., in g and h) of
Ym and Zm . By doing so, we can deduce
M(1,1,1) − M(3) =
{
0, if nm+ 2 orm is odd,
1, if n =m+ 1 andm is even. (B.0.8)
This follows from the facts (for m n− 2):
• The skew part of Ym has dimension m+12  while the symmetric part has dimension m+22 ;
• The skew part of Zm has dimension m+12 , while the symmetric part has dimension m2 .
Thus, it only remains to see how the copies of ρ(2,1) distribute among orders 4, . . . ,2(n−1). Moreover,
in orders 4 and 6, the answer follows from Corollary 1.4.78: here, in both cases, M(2,1) = 1 (in order 4,
this holds for n 4, and in order 6, this holds for n 5).
We need one more piece of information. Consider the natural map Φ : Xm → Ym−1, sending a
differential operator D(g,h) given by coeﬃcients λi , μ j to the operator D ′(g,h) of order m − 1 with
coeﬃcients λ′i := μi and μ′j := 0. This map does not preserve the S3-structure, but it does if we twist
by a sign, yielding a surjective map Xm ⊗ sgn Ym−1 of S3-representations. Moreover, ker(Φm) = Ym .
We deduce that, as S3-representations, Xm = Ym ⊕ (Ym−1 ⊗ sgn). Now, Ym = 0 for m  n, and other-
wise Ym does not depend on n. Hence, HomSn+1 (h
⊗3, Invm+1(V )  Invm(V )) ∼= Ym−1 ⊕ (Ym−1 ⊗ sgn).
However, the LHS follows from part (ii). Hence, using this, the preceding observations, and Theo-
rem 1.3.1(i)–(iv), it is straightforward to verify the desired formulas.
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