Abstract. In the present paper we show how to speed up lattice parameter searches for Monte Carlo and quasi-Monte Carlo node sets. The classical measure for such parameter searches is the spectral test which is based on a calculation of the shortest nonzero vector in a lattice. Instead of the shortest vector we apply an approximation given by the LLL algorithm for lattice basis reduction. We empirically demonstrate the speed-up and the quality loss obtained by the LLL reduction, and we present important applications for parameter selections.
Introduction
Quality assessments of integer lattices play an important role in the development of efficient node sets for the approximate calculation of high dimensional integrals using Monte Carlo (MC) and quasi-Monte Carlo (QMC) methods.
Consider the standard domain Integer lattices with (in a certain sense) optimal resolution or distribution property are classical node sets for QMC integration. Such lattice rules (or lattice methods) yield the approximation error bound |E(f )−S N (f, P )| = O((log N ) s−1 /N ). To obtain this excellent error behavior it is necessary to provide lattices that are optimally chosen with respect to certain measures of uniform distribution [18, 30, 38] . An important candidate for such a measure is the spectral test [12, 19, 24] , which allows a very efficient and effective quality analysis for lattices up to high dimensions.
Lattice assessments are also used to get reliable linear random number generators to produce node sets for MC integration, the counterpart of QMC. This is due to the fact that different vectors from linear random numbers are contained in lattice
structures. An analysis of the underlying lattices provides generators with optimal distribution and correlation quality. In comparison to QMC, for the application of random numbers in MC integration, we theoretically may expect an approximation error O(1/ √ N ), see [3, 30] for details. The QMC error above is asymptotically better than the MC error, but the latter has the advantage of dimension-independence. However, for explicit applications, the real integration error obviously depends on several additional factors, such as the regularity of the integrand, the constants in the O term, and the dimension s or the maximally computable sample size N . For detailed discussions and references on MC and QMC see the monographs [17, 30, 38] and the review articles [3, 34] . For recent results and applications see the series of conference proceedings [32, 31, 33] , and also the web-sites http://www.mcqmc.org/ and http://random.mat.sbg.ac.at/links/.
Usually little is known about the regularity of the integrand. Therefore it is important to provide well chosen node sets for MC and QMC. The selection of "good" lattice parameters for the application of lattice rules in QMC, and also for the development of reliable linear random number generators for MC, demands a huge computational effort. It is highly desirable that such lattices should, besides distribution quality, fulfill several additional requirements, such as projection or sub-lattice stability [11, 21, 25, 26] . Even using the fast spectral test it is very hard and sometimes practically impossible to reach all the desired quality requirements [26] .
In the present paper we show how to speed up lattice parameter searches for QMC and MC node sets with negligible loss of quality. The spectral test is based on a calculation of the shortest nonzero vector in a lattice [19] , which is in general not feasible in polynomial time for increasing dimension. The effort to determine such a shortest vector depends heavily on the given "input" basis of the lattice. In many areas in scientific computing it suffices to apply an approximation of the shortest nonzero vector, which can be obtained by the well known LLL algorithm [6, 27, 35] , for example. We apply the latter algorithm to obtain a modified spectral test which is defined by the shortest vector of the LLL reduced lattice basis. The speed-up and the quality loss obtained by the LLL reduction in our application is empirically demonstrated in Section 3. In Section 4 we present important applications for parameter selections. The following section gives introductory notations and concepts.
2. Application and analysis of lattices for MC and QMC 2.1. Monte Carlo. Classical node sets for MC methods are obtained by linear congruential random number generators (LCGs). LCGs have been applied extensively for a long time, and they are the most common random number generators. But we have to mention that recent versions use implementations based on a combination of LCGs or multiple recursive generators (MRGs) to get improved quality and huge periods. For many classical and recent examples, see [10, 22] . The definitions and basic properties of linear random number generators are contained in [15, 19, 20, 30] A central property of linear congruential generators in general (this holds also for combined LCGs and for MRGs), is that arbitrary s-dimensional vectors
with fixed lags j 1 , . . . , j s−1 , are contained in certain grid structures [24] .
For j 1 = 1, . . . , j s−1 = s − 1, the case which has been studied in detail, these vectors are called overlapping s-tuples. In our case, for multiplicative LCGs, the latter s-tuples produce intersections of a lattice L s (a, m) with the s-dimensional unit cube I s , where
denotes a s-dimensional lattice with lattice basis
see [15, 19, 20, 29, 30, 36] .
In practice, usually nonoverlapping s-tuples 
Lattice assessment.
The coarseness of the lattice L s (a, m) may change dramatically if either the dimension s or the multiplier a is varied. To get reliable linear random number generators for a large class of applications, it is necessary to assess the quality of the several lattices produced by various tuple constructions described above. Furthermore, the selection of "good" lattices L s (a, m) provides excellent QMC node sets as well.
The spectral test (geometric version) is a classical measure for the quality of s-dimensional lattices L s . Specifically, this test determines the maximum distance d s between adjacent hyperplanes, taken over all families of parallel hyperplanes which contain all points of the lattice. The smaller d s , the more regular is the point structure.
Widely used is a normalized spectral test The algorithm to calculate the spectral test is based on the dual lattice 3 of L s , since the maximal distance between adjacent hyperplanes d s is equal to the reciprocal of the length of the shortest nonzero vector of the dual lattice [8, 19] . Historically this test is due to Coveyou and MacPherson [7] , who used multivariate Fourier analysis to study the quality of LCGs. An efficient implementation of the spectral test for arbitrary multiple recursive generators is given in [24] . A Mathematica package for various spectral test calculations and the C-code of our LLL-spectral test are available from the server http://www.fh-sbg.ac.at/~entacher/.
Spectral test approximation with the LLL algorithm
In this section we want to demonstrate the effects which appear if the shortest nonzero vector in the spectral test calculation is replaced by an approximation obtained by the Lenstra Lenstra Lovász (LLL) basis reduction algorithm [6, 27, 35] . The calculation of the shortest nonzero vectors in a lattice is performed by variants of the Fincke-Pohst algorithm which are in general not polynomial in dimension [14] . Applying the LLL algorithm, an approximation of the shortest vector can be calculated in polynomial time [6, 35, 39] . For recent discussions on the complexity of lattice problems see [2, 4] , and also other papers from [9] .
For a given basis
where b 1 denotes the shortest nonzero vector in B, ||.|| the euclidean norm, and v an arbitrary nonzero vector in the lattice L s . Therefore the latter inequality also holds for a shortest vector v 1 in L s . Cohen [6] In the following we demonstrate that the above statements on the good behavior in practice apply also for the spectral test for parameter selection of MC and QMC node sets. Therefore, in most cases, it is sufficient to apply the LLL reduction instead of the calculation of the shortest vector.
Consider
To exhibit different behavior of the spectral test and its LLL version for our lattices we considered the nearest prime numbers p j to 2 j , 9 ≤ j ≤ 28, which are for example {2 9 − 3, 2 10 − 3, 2 11 + 5, . . . } and, for each of these primes, the set of primitive roots a modulo p j . Note that assessments of lattices L s (a, p) for MC node set selection are in general restricted to the set A of all primitive roots a modulo p since for such primitve roots the corresponding LCG guarantees maximal period. There are φ(p − 1) primitive roots where φ denotes the Euler totient function. Further, there are certain lattices L s (a, p) for a ∈ A which are equivalent with respect to the spectral test, and therefore it suffices to assess L s (a, p) for a number φ(p − 1)/2 of primitive roots a [15, 23] . Figure 1 shows Figure 2 we exhibit the magnitude of the differences of the measures. The left graphic shows the maximal values max a (d s (a, p)/d s (a, p) ) 2 for each prime number p j , 12 ≤ j ≤ 28, and dimension 2 ≤ s ≤ 8. Note that almost all values are between one and two. 6 There are some outliers (the largest one equals 7), which for dimension s = 7 is still clearly lower than the theoretical bound 2 (s−1) given in (3.1). The right graphic shows the mean values of the absolute differences between S s (a, p) and S s (a, p).
From these empirical tests we can confirm the statements of Cohen and Pohst above, i.e., for our applications the vector b 1 of the LLL reduced dual basis of L s (a, b) is very often the shortest nonzero vector, and if not the results are much better than the theoretical bounds. Our comparisons have been calculated using a Mathematica implementation of the Fincke-Pohst algorithm by Wilberd van der 5 We have chosen M 8 since the normalization constants d * s used for the normalized spectral test are best possible for dimensions 2 ≤ s ≤ 8, which is not the case for larger dimensions [23] . 6 For dimension s = 2 all values are equal to one, which means that in all cases in dimension two the LLL reduction already provides the shortest vector, i.e., ds = d s . The latter property can also be seen from the right graphics in Figures 1 and 2 than the calculation of the shortest vector, but the speed-up in our Mathematica implementation decreases for increasing dimension and prime size. We further used Victor Shoup's C++ implementation of the LLL algorithm [37] and performed the same parameter searches for optimal multipliers with respect to M 8 which were carried out in [23, Table 2 ]. For the exhaustive searches in the latter paper which were computed for prime numbers p ∈ {2 8 [26] proposed the following worst case figure of merit for lattice assessments: Even for the latter measure it is hard to perform searches for optimal multipliers for reasonable p, j and k. We applied the measure M j,k in its faster LLL version M j,k , which means that the shortest vectors are replaced by their approximations given by the LLL reduction. Table 2 shows examples of exhaustive search results for the best multipliers a that are primitive roots modulo p, for a given prime p, with j = 8 and k ≤ 4 and j = 16 and k ≤ 8. The timings (∼ 14 days of CPU-time) in the table were achieved using a SGI Power Challenge, equipped with 20 MIPS R10000 processors at 194 MHz running IRIX 6.5., and our LLL implementation [37] . Note that the magnitude of our prime numbers p is much larger in comparison to the results in [25, 26] (the latter authors used primes lower than 2 17 ). We also carried out the same search as in [26, Table 1 ] and verified the results given there with our measure M 8,k .
4.2.
Selection of LCG parameters with subsequence stability. Another computationally expensive application of lattice assessments appears for parameter selections of linear random number generators with splitting stability. For several applications of random numbers it is common practice to split the output of an RNG into subsequences. Such subsequences may occur in special simulation setups, in transformation methods for nonuniform random numbers [28] or as Table 2 . Exhaustive search results for optimal multiplier a with [11, 21] . If one, for example, wants to provide LCG parameters which are also well chosen with respect to subsequence behavior for several step sizes k, then a large set of lattices has to be assessed, which obviously requires a considerable computational effort.
As an example, we carried out a random search for multipliers a where the parameters a itself were assessed using the lattice L s (a, p) and measure M 24 (a, p) and additionally the subsequence-lattices L s (a k (mod p), p) were analyzed using M (k) := M 8 (a k (mod p), p) for 2 ≤ k ≤ 32, and also for k ∈ {2 j : 6 ≤ j ≤ 37}. Therefore we searched for parameters of LCGs with reliable subsequence behavior for several step-sizes k. The random search was carried out using the minimum M := min k M (k) as quality criterion, for prime numbers p 1 = 2 61 − 1 and p 2 = 2 64 − 59. Table 3 reports the best three multipliers a found for each prime. The CPU-hours given in the table were spent for the entire searches using the SGI Power Challenge mentioned before (18 processors used for p 1 and 19 for p 2 ).
Conclusion
The spectral test is a classical measure for the assessment of lattices as node sets for Monte Carlo and also for quasi-Monte Carlo methods. The latter test is based on the calculation of the shortest nonzero vector in a lattice, which is carried out by the Fincke-Pohst algorithm. Selection of reliable parameters of such lattices using the spectral test requires considerable computational effort. Therefore, we suggest speeding up such parameter searches by replacing the calculation of the shortest vector by an approximation provided by the well known LLL algorithm for lattice basis reduction, a strategy which is successfully applied in many other areas in scientific computing. We empirically demonstrate that for our applications the LLL algorithm in most of the cases already yields the shortest nonzero vector and, if not, the approximation quality is much better than the theoretical bounds. Perhaps it may be possible to give a theoretical verification of our empirical findings for the special form of our lattices, but this will be a subject for further investigation. We applied the LLL spectral test for important parameter selection strategies and therefore demonstrated the power of our approach.
