Experiments on turbulent flows in rough pipes: spectral scaling laws and the spectral link by Zuniga Zamalloa, Carlo
c© 2012 by Carlo Cesar Zuniga Zamalloa. All rights reserved.
EXPERIMENTS ON TURBULENT FLOWS IN ROUGH PIPES:
SPECTRAL SCALING LAWS AND THE SPECTRAL LINK
BY
CARLO CESAR ZUNIGA ZAMALLOA
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Theoretical and Applied Mechanics
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2012
Urbana, Illinois
Doctoral Committee:
Associate Professor Gustavo Gioia, Chair
Associate Professor Kenneth Christensen
Professor Jonathan Freund
Research Assistant Professor Pinaki Chakraborty
Abstract
Motivated by a recently proposed theory that entails the existence of a “spectral link” between
the turbulent energy spectra and the attendant turbulent mean velocity proﬁle in a pipe ﬂow, we
establish new scaling laws for the turbulent energy spectra of pipe ﬂows. These new scaling laws—
an inner scaling law and an outer scaling law—diﬀer from the scaling laws that were predicated on
Townsend’s attached–eddy hypothesis in that they are proper analogues (or spectral counterparts)
of the classical scaling properties of the turbulent mean velocity proﬁle. To test the new scaling
laws, we have recourse to (1) published computational data from direct numerical simulations and
(2) new experimental data from unprecedented measurements, carried out in our laboratory, of
the streamwise component of the turbulent energy spectrum on numerous locations along the radii
of three rough-walled pipes, for ﬂows spanning a decade in Reynolds number. We show that the
new scaling laws are consistent with the turbulent energy spectra of both smooth– and rough–
walled ﬂows. In addition, we use the new experimental data to probe the spatial distribution
of the streamwise turbulent kinetic energy u2, the longitudinal integral length scale L11, and the
Kolmogorov length scale η in turbulent rough–walled pipe ﬂows. We document in our rough–
pipe ﬂows a striking phenomenon recently discovered in smooth–pipe ﬂows: the occurrence of an
outer peak in u+2(y+), whose magnitude is an increasing function of the Reynolds number, but
the Reynolds number where the outer peak emerges is an order of magnitude smaller than the
corresponding Reynolds number in smooth pipes. Last, we carry out a comparative study of the
three canonical wall–bounded turbulent ﬂows: pipe ﬂow, channel ﬂow, and boundary layer ﬂow. We
are able to trace the similarities and disparities among the turbulent mean velocity proﬁles of the
three canonical ﬂows to corresponding similarities and disparities among the attendant turbulent
energy spectra—new evidence of the existence of a spectral link between the turbulent mean-velocity
proﬁle and the turbulent energy spectra.
ii
To my parents, Federico and Hortensia.
iii
Acknowledgements
I would like to thank Professor Gustavo Gioia and Pinaki Chakraborty for their guidance and
advice during my stay in graduate school. While their unique research ideas have been my main
source of motivation, my admiration for them is because of their great qualities as human beings.
They have helped me when the times were good and also in the more adverse ones. I am also very
thankful to Professor Kenneth Christensen for his invaluable suggestions about my work and for
generously allowing me to make vast use the resources from the Laboratory for Turbulence and
Complex Flow (LTCF). I am also thankful to all the LTCF members, particularly to Julio Barros,
Ricardo Mejía Álvarez, Gianluca Blois and Hannah Min; without their help things would have been
twice as much work and half the fun. I am thankful for Tapan Sabuwala’s help with several aspects
of my research and for being an outstanding friend. I am also thankful to Mark Inlow and Diane
Evans from Rose-Hulman Institute of Technology for guiding me with the error analysis of my work.
Pablo Reyes Firpo and Paulo Zandonade kindly spent numerous hours in helping me automate my
experiments and processing binary data, realms in which progress just by myself would have been
overwhelmingly hard. I celebrate my friendship with Jorge Abad, Reza Abedi, Alfonso Cerna Díaz,
Amir Isfahani, Alonso Medina Rodríguez, Oscar Quintana Ponce and Adam Willis; all of whom
made my stay in graduate school an even more joyful experience. I am also thankful to Amador
Ballombrosio and Juan Wong Paredes whose art made my workplace feel like home. I thank my
parents, Federico and Hortensia, my siblings Danytza, Carol, and Marco; all of whom have supported
me throughout my life and the gifts of Sedrik, Naira, Mia and Enzo. Finally, I thank God for my
wonderful wife, Kathleen S. Toohey, and for our son, Hakan César Zúñiga Toohey, who now makes
me feel complete.
iv
Contents
Page
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapter 2 Spectral scaling in smooth wall-bounded flows: inner scaling . . . . . 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 The attached-eddy hypothesis and the scaling of energy spectra . . . . . . . . . . . . 9
2.3 Spectral theory of the turbulent shear stress and the scaling of energy spectra . . . . 13
2.3.1 Turbulent shear stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Scaling of energy spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Chapter 3 Experiments on rough pipe flows . . . . . . . . . . . . . . . . . . . . . . 29
3.1 Manufacturing of rough pipes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Experimental equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.1 Pressure sensing equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.2 Hotwire equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 Random uncertainty on regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 Measurements and post-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4.1 Hotwire calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4.2 Mean-velocity proﬁle, modiﬁed Clauser method, and average velocity . . . . . 42
3.4.3 Pressure gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.4 Frictional drag and Reynolds Number . . . . . . . . . . . . . . . . . . . . . . 47
3.4.5 Energy Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Benchmarking of experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5.1 Frictional drag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5.2 Mean-velocity proﬁles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5.3 Energy spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5.4 Inﬂuence of roughness: the roughness sublayer . . . . . . . . . . . . . . . . . 51
Chapter 4 Turbulence in rough pipe flows . . . . . . . . . . . . . . . . . . . . . . . 56
4.1 Turbulent kinetic energy: Outer peak . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2 Longitudinal integral length scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Kolmogorov length scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Chapter 5 Spectral scaling in rough wall-bounded flows: inner scaling . . . . . . 68
5.1 The attached-eddy hypothesis and the spectral scaling in rough-wall ﬂows . . . . . . 68
5.2 Spectral scaling for rough pipes from the spectral theory of the MVP . . . . . . . . . 71
5.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
v
Chapter 6 Spectral scaling in smooth and rough wall-bounded flows: outer scaling 76
6.1 The attached-eddy hypothesis and the outer scaling of energy spectra . . . . . . . . 76
6.1.1 Flows over smooth walls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.1.2 Flows over rough walls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 The spectral theory of the MVP and the outer scaling of energy spectra . . . . . . . 81
6.2.1 Flows over smooth walls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2.2 Flows over rough walls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Chapter 7 The mean-velocity profiles of the canonical wall-bounded flows . . . 94
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.2 Spectral theory of mean-velocity proﬁle . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2.1 Turbulent shear stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2.2 Total shear stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.2.3 The mean-velocity proﬁles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.2.4 The mean-velocity proﬁles revisited . . . . . . . . . . . . . . . . . . . . . . . 102
7.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Chapter 8 Discussion and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 109
Appendix A Power spectral density from a time series . . . . . . . . . . . . . . . 113
Appendix B Autocorrelation function from a time series . . . . . . . . . . . . . . 116
Appendix C Steps for computing the MVP and frictional drag from the theory
of spectral link . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
vi
List of Tables
Table Page
3.1 Bridge settings in CTA measurements for a hotwire measurements. . . . . . . . . . . 33
3.2 Analog-to-digital operating parameters for the data acquisition board. . . . . . . . . 33
vii
List of Figures
Figure Page
2.1 Mean-velocity proﬁle for channel ﬂow (in wall variables). The data is taken from
direct numerical simulation by Jiménez and co-workers [20–22, 37, 38, 41]. Note that
since y+ = y˜Reτ , the inner layer (0 ≤ y˜ ≤ 0.1) spans a broader range of y+ with
increase in Reτ . The dashed vertical lines indicate the y+ positions where we test the
spectral scaling of Eq. (2.8). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Energy spectra for streamwise wavenumbers in the log layer for channel ﬂow at Reτ =
180, 550, 950, 2000. In a channel ﬂow, the log layer spans the region [79] y+ = 30 to y˜ =
0.3 (see Fig. 2.1 for the curve types associated with the diﬀerent Reτ ). The diﬀerent
curves correspond to the spectra at the locations 30 ≥ y+, y˜ ≤ 0.15 for the four values
of Reτ . In the left column we show: (a) Euu(kx), (c) Euu(kx), (e) Eww(kx). Note
that to compute the dimensional spectra from the non-dimensional spectra reported
in [20–22, 37, 38, 41], we have used uτ and ν as reported in [20–22, 37, 38, 41] and
δ = 1. These values of uτ , ν and δ are in computational units as indicated in [20–
22, 37, 38, 41]. In the right column we show the same spectra scaled using Eq. (2.2):
(b) Euu(kxy)/(u
2
τy), (d) Euu(kxy)/(u
2
τy), (f) Eww(kxy)/(u
2
τy). . . . . . . . . . . . . 11
2.3 Energy spectra for spanwise wavenumbers in the log layer for channel ﬂow at Reτ =
180, 550, 950, 2000. The spectra locations and components are analogous to that de-
picted in Fig. 2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
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2.5 Euu(kx) in the inner layer for channel ﬂow at a ﬁxed y+ and at Reτ = 180, 550, 950,
and 2000. The ﬁxed y+ locations are: y+ = 10 (a)(b), y+ = 15 (c)(d). In the left
column we show Euu(kx), with the diﬀerent curves corresponding to diﬀerent Reτ (see
Fig. 2.1 for the curve types associated with the diﬀerent Reτ ). In the right column
we show the same spectra scaled using Eq. (2.8), Euu(kxy)/(u2τy); the shaded area
represents the region where we expect the scaling to hold, kxy ≥ 1. . . . . . . . . . 16
2.5 (continued) Euu(kx) in the inner layer for channel ﬂow at a ﬁxed y+ and at Reτ =
180, 550, 950, and 2000. The ﬁxed y+ locations are: y+ = 60 (e)(f), y+ = 200
(g)(h). In the left column we show Euu(kx), with the diﬀerent curves corresponding
to diﬀerent Reτ (see Fig. 2.1 for the curve types associated with the diﬀerent Reτ ). In
the right column we show the same spectra scaled using Eq. (2.8), Euu(kxy)/(u2τy);
the shaded area represents the region where we expect the scaling to hold, kxy ≥ 1. 17
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3.1 Manufacturing rough pipes. Left: a roughness tile as it is being cast out from the
negative roughness mold. Right: a long strip of of silicone roughness has been glued
to the inner surface of a half pipe. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Diagram of the experimental setup. The ﬂow direction is from left to right. Inlet
is on left and consists of a ﬂow conditioner and a honeycomb straightener. A series
of 14 static Pitot tubes (p1, p2, . . . p14) are placed with the tips at the centerline
and separated 0.65 m in the streamwise direction. Additionally, a velocity Pitot
tube (pv) is placed 10-pipe diameters upstream from the hotwire. The velocity and
static Pitot tubes are connected to a valve circuit which is connected to a set of
pressure transducers. The hotwire probe is located at over 60-pipe diameters away
from the inlet. The hotwire probe and the velocity Pitot tube are held on a positioning
stage which allows radial displacement to ﬁnd the centerline of the ﬂow. A second
honeycomb is place at the outlet of the pipe before getting to the centrifugal fan. . 32
3.3 Schematic of pendulum calibration system. The hotwire probe is attached to the arm
of the pendulum in such a way that a radius from the center of the encoder to the
tip of the probe is always perpendicular to the probe itself. In this way we ensure
that the only velocity component resulting from the relative movement between the
pendulum and the air is always going to be parallel to the probe support. We used
four diﬀerent drop heights (22.5◦, 45◦, 90◦, 180◦ with respect to the vertical direction)
and four diﬀerent arm lengths (1.5 m, 0.75 m, 0.35 m, 0.10 m) resulting in sixteen
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3.4 (a) Angular position of the pendulum θ in radians as a function of time (solid thick
line) and the absolute value of the angular velocity |dθ/dt| in radians/s as a function
of time (crosses). Note that |dθ/dt| reaches a maximum value close to t = 1s. (b):
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the return fall it shows turbulences as it is expected from the wake generated by the
probe support. On the ﬁrst fall the maximum value of Ea is close to t = 1s, which
corresponds the maximum value of |dθ/dt|. (c): Zoomed view of the radial position
vs. time that corresponds to the region of maximum |dθ/dt|. The solid line shows
the linear ﬁt. (d): Correlation of error (as compared with the linear ﬁt of panel (c)
and the individual data points (marked with index i). . . . . . . . . . . . . . . . . . 38
3.5 (a) A fourth order polynomial (solid line) ﬁtted through the calibration points from
a pendulum (grey circles) and from in situ measurements (black circles). Note that
the overlap region shows excellent agreement. (b) Same data as in panel (a) plotted
in in King’s law form. (c) The error from the polynomial ﬁt which shows no clear
correlation. This lack of correlation implies that the covariance matrix of the ﬁtting
parameters from the calibration curve can actually be used to calculate the error of
velocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.6 Instrumentation errors in the velocities used in the calibration curve. The points in
grey come from the pendulum calibration error and the points in black come from
the in-situ calibration error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.7 (a) MVPs for all Re available for all three roughness without applying the MCM. (b)
Same as (a) but in velocity defect coordinates. (c) Same MVPs as in (a) but with
the correction from the MCM. (d) Same MVPs as in (b) but with the correction from
the MCM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.8 (a) A sample static pressure proﬁle plot in a rough pipe ﬂow. (b) Plot of errors in the
linear ﬁr. Although there are a few points to make an unambiguous determination
on the lack of correlation on the error, our data is consistent with the errors being
uncorrelated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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3.9 (a) Spectrum from a long time series (228 samples or 23 minutes) is in black and the
spectrum from the short time series (228 samples or 20 seconds) is in red. Note that
the spectrum indicates clear convergence. (b) spectrum from the short time series
(228 samples or 20 seconds) is shown in red and the smooth spectra, via median ﬁlter
and spline smoothing algorithm, is shown in black. Note that the smooth spectra
follows very accurately the original spectra but with much less noise. . . . . . . . . 49
3.10 Log-log plot of the frictional drag, f , as a function of the Reynolds number, Re, for
the three roughness ratios, δ/r = 10 (red), 20 (green), 40 (blue). The error bars for f
are computed using Eq. (3.34). Data from Nikuradse’s experiments is shown in grey
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126, and 252. The grey continuous lines correspond to the f vs Re curves obtained
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Chapter 1
Introduction
In this thesis we concern ourselves with the spectral link in wall–bounded turbulent ﬂows. On
the one hand, we seek new evidence of the existence of a spectral link (of which there are several
instances) in wall–bounded turbulent ﬂows. On the other hand, we show that the spectral link can
be used to help shed light on a number of poorly understood aspects of wall-bounded turbulent
ﬂows, including the scaling of turbulent energy spectra in pipe ﬂows and the subtle disparities that
have been documented among the three canonical wall–bounded turbulent ﬂows. As the spectral
link continues to be a relatively new and little–known concept, we devote the bulk of the present
introductory chapter to a brief review of recent research on the spectral link, with highlights chosen
to convey a sense of the potential implications of this recent research in engineering and to provide
a suitable context for the work to be pursued as part of this thesis. We close the chapter with an
outline of the thesis.
By “spectral link” we mean a link between the mean properties of a turbulent ﬂow and the
velocity ﬂuctuations in the ﬂow. For the sake of concreteness, let us consider ﬁrst what is perhaps
the most important mean property of a wall–bounded turbulent ﬂow: the frictional drag, denoted
here by the symbol f . The frictional drag sets the cost of pumping oil through a pipeline, the
draining capacity of a river in ﬂood, and other quantities of engineering interest [40, 68, 79, 84, 93].
It is deﬁned as the dimensionless ratio f ≡ τw/ρU¯2, where τw is the shear stress or force per unit
area that develops between the ﬂow and the wall, ρ is the density of the ﬂuid, and U¯ is the mean
velocity of the ﬂow. Already in the XVIII Century, large-scale experiments were carried out to
measure f and inform the rational design of a waterworks for the city of Paris [15, 23].
Dating back to the ﬁrst half of the 1930s, the classical theory of the frictional drag remains a
mainstay of hydraulics, used customarily to engineer pipelines and canals. The classical theory was
predicated on dimensional analysis and similarity assumptions [79, 84], without any reference to the
velocity ﬂuctuations in the ﬂow. This might seem surprising, given that the velocity ﬂuctuations
are the cardinal attribute of turbulence. But the classical theory was formulated in the early 1930s,
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as stated, and little would be known about the velocity ﬂuctuations until 1941, when Kolmogorov
published his celebrated theoretical work on the fabric of turbulence [46, 60]. It is hardly surprising,
therefore, that the spectral link should play no role in the classical theory of the frictional drag.
Kolmogorov conceived turbulence as an ensemble of swirling velocity ﬂuctuations (or ‘eddies’) in
a broad spectrum of sizes, a type of conceptual model that harks back to the notebooks of da Vinci.
The eddies carry turbulent kinetic energy, and Kolmogorov was able to predict that the allotment
of this energy among the eddies of diﬀerent sizes (or wavenumbers k) is described by the function
E(k) ∝ k−α, where the ‘spectral exponent’ α should take the value 5/3. The function E(k), known
as the energy spectrum of the velocity ﬂuctuations, turned out to be readily measurable in the
laboratory [60], and by 1962 Kolmogorov’s prediction had been veriﬁed experimentally [33]. Since
then, more has been learned about the velocity ﬂuctuations (we now know, for example, that in
many turbulent ﬂows [13, 24, 50, 70, 80, 92] the spectral exponent can take values other than 5/3),
and several variants of the classical theory of the frictional drag have been proposed [6, 56]. But like
the classical theory on which they have been patterned, all variants of the classical theory ignore the
velocity ﬂuctuations, and the spectral exponent plays no role in any of them. If there be a “spectral
link” between the frictional drag and the velocity ﬂuctuations, the classical theory and its variants
are blind to it (and must be deemed incomplete).
In a resolute departure from the purview of the classical theory, the velocity ﬂuctuations have
been explicitly taken into account in a recent theory of the frictional drag [28, 30]. This new theory
can be used to predict, for example, that for a turbulent ﬂow in a smooth–walled pipe the functional
relation between f and Re is mediated by the spectral exponent [31, 35, 57, 96]:
f ∝ Re(1−α)/(1+α). (1.1)
This expression entails the existence of a spectral link—that is, a link between the frictional drag
and the energy spectrum of the velocity ﬂuctuations in the ﬂow. The expression may be readily
checked for pipe ﬂows, where for ordinary ﬂuids the energy spectrum is of a type known as “the
energy ascade,” and α = 5/3 (the Kolmogorov exponent). In this case, (1.1) becomes f ∝ Re−1/4,
the Blasius empirical scaling [9], which is known to be in excellent accord with the experimental
data for ordinary pipe ﬂows of moderate turbulent strength (starting from Re ≈ 2, 500 and up to
Re ≈ 200, 000) [54, 56].
To verify expression (1.1) with diﬀerent values of the spectral exponent, experimental measure-
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ments of the frictional drag were carried out in turbulent, wall–bounded soap–ﬁlm ﬂows, where the
spectral exponent can take either of two values, 5/3 (which corresponds to a type of energy spectrum
known as the “inverse energy cascade” [47]) or 3 (which corresponds to a type of energy spectrum
known as the “enstrophy cascade” [7, 47]). These experimental measurements were found to be in
excellent accord with the scalings f ∝ Re−1/4 (for α = 5/3) and f ∝ Re−1/2 (for α = 3), just as
predicted by the new theory of the frictional drag [44, 96].
The existence of a spectral link between the frictional drag and the energy spectrum of the
velocity ﬂuctuations furnishes unprecedented insights into the nature of turbulence and suggests
new ways of engineering turbulent ﬂows. Consider, for example, the contrast between soap–ﬁlm
ﬂows with pipe ﬂows:
Ordinary pipe ﬂows are governed by the Navier-Stokes equations [19, 79], whereas soap–ﬁlm ﬂows
are acted upon by surface forces that do not appear in the Navier-Stokes equations, including elastic
forces and the forces whereby the ﬁlm interacts with the surrounding air [14, 16, 95, 97]. Unlike
pipe ﬂows, soap–ﬁlm ﬂows are essentially two-dimensional (2D), and turbulence in two dimensions
diﬀers crucially from turbulence in three dimensions in that in two dimensions there can be no
vortex stretching [19, 27]. Further, even where a 2D ﬂow has the same spectral exponent, 5/3, as an
ordinary pipe ﬂow, the velocity ﬂuctuations transfer turbulent kinetic energy from smaller to larger
length scales in the 2D ﬂow, and in the opposite direction in the pipe ﬂow [47]. In other words, the
physics of the inverse energy cascade (which prevails in soap–ﬁlm ﬂows of spectral exponent 5/3)
diﬀers fundamentally from the physics of the energy cascade (which prevails in ordinary pipe ﬂows),
in spite of the fact that the value of the spectral exponent is the same in both cascades [19, 27].
And yet, for all the profound disparities between soap-ﬁlm ﬂows and pipe ﬂows, we have seen that
in both types of ﬂow the relation between the frictional drag and the Reynolds number is set by the
exponent of the energy spectrum of the velocity ﬂuctuations [44]. Thus it would appear that the
attributes of a ﬂow, including the governing equations (if known), are relevant to the frictional drag
only to the extent that they can aﬀect the energy spectrum. This implication of the spectral link
has inspired a novel approach to drag control via the direct manipulation of the energy spectrum,
and in particular the spectral exponent [13].
Other instances of recent research results rooted on, and made possible by, the spectral link
include the prediction of several long–unexplained features in the classical experimental data set
of Nikuradse [2, 30] (for example, the peak in frictional drag that occurs in pipes of relatively low
roughness at a Reynolds number of about 5000); a proof that the empirical exponents of Blasius,
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Strickler, and Manning are but recast forms of the spectral exponent of Kolmogorov [28, 30]; the
development of a novel method to ascertain the existence of fully developed turbulence in pipe ﬂows
from experimental data on the frictional drag [31]; the ﬁrst successful search for evidence of the eﬀect
of intermittency on the frictional drag [31, 57] (note that the key phenomenological manifestation
of intermittency is an altered spectral exponent); and the formulation of a model of the scouring
of granular beds by turbulent cauldrons [10, 29], the ﬁrst such model to incorporate fundamental
results of the theory of turbulence.
In the new or “spectral” theory of the frictional drag in turbulent pipe ﬂows (the theory described
above, which takes the velocity ﬂuctuations into account and leads, for example, to Eq. 1.1, the
mathematical expression of a spectral link), the shear stress on the wall is calculated directly and
exclusively, without any consideration of space beyond a vicinity of the wall, by ascertaining the
rate at which the turbulent eddies transfer momentum between the wall and the ﬂow close to the
wall. To establish a spectral link, the rate of momentum transfer associated with any given eddy
is computed from the energy spectrum of the velocity ﬂuctuations, as a function of the size of the
eddy. A single energy spectrum is considered, even though in a pipe ﬂow the energy spectrum
changes with the distance to the wall of the pipe (because the turbulent power per unit mass of
ﬂuid, ε, depends on that distance). Thus the distance to the wall does not enter the theory; this is a
convenient simpliﬁcation, but there arises the problem of ascribing a suitable value of ε to the single
energy spectrum considered in the theory. We shall only mention here that the correct assumption
is to set ε ∝ U¯3/R, where U¯ is the mean velocity of the ﬂow and R is the radius of the pipe.
From the previous paragraph it is apparent that the spectral theory of the frictional drag diﬀers
from its classical counterpart in that it does not proceed by ﬁrst calculating the mean-velocity proﬁle
(MVP). Nevertheless, the MVP is a mean property of a turbulent ﬂow, just like the frictional drag,
and it should be feasible to formulate a spectral theory of the MVP. In fact, a spectral theory of
the MVP in turbulent, smooth–walled pipe ﬂows was formulated and published in 2010 [32]. In
a procedure analogous to that employed in the formulation of the spectral theory of the frictional
drag (where, as we have seen, the shear stress on the wall is calculated by ascertaining the rate at
which the turbulent eddies transfer momentum between the wall and the ﬂow close to the wall),
in the spectral theory of the MVP the shear stress at any distance y from the wall is calculated
by ascertaining the rate at which the turbulent eddies transfer momentum between the wall and
the flow at a distance y from the wall. Thus space, which was excluded from all consideration in
the spectral theory of the frictional drag, plays an inescapable central role in the spectral theory of
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the MVP. The energy spectrum that prevails at a distance y from the wall is used to compute the
rate of momentum transfer associated with any given eddy operating at that same distance from
the wall. The energy spectra at diﬀerent values of y are assumed to diﬀer only in the value of the
the turbulent power per unit mass of ﬂuid, which is now a function of y, evaluated locally at each
distance from the wall. (These ideas are discussed further in Sec. 2.3.)
The chief implication of the spectral theory of the MVP is that the MVP of a turbulent pipe flow
can be expressed as a functional of the energy spectrum. Given the usual model of the spectrum
(a power–law inertial range with dissipative–range and energetic–range corrections), the theory can
be used with no additional assumptions to compute the MVP complete with viscous layer, buﬀer
layer, log layer, and wake. Most important for our purposes here, each spectral range relates to a
speciﬁc feature of the MVP: the dissipative range manifests itself in the buﬀer layer, the inertial
range in the log layer, and the energetic range in the wake. This close, item–by–item connection
between spectra and MVP suggests that the well–known scaling properties of the MVP might have
a spectral counterpart (or analogue).
From the previous paragraph we reach two conclusions, namely (1) that the spectra of turbulent
pipe and channel ﬂows are likely to satisfy some unknown scaling laws somewhat analogous to the
well–known scaling properties of the MVP and (2) that these unknown scaling laws might be found
with the help of the spectral theory of the MVP. With these two conclusions in mind, we are ready
to give a brief account, in the form of an outline of the thesis, of the research to be pursued here.
In the next chapter (Ch. 2), we use elements of the spectral theory of the MVP to establish
“inner” scaling laws for the energy spectra of turbulent channel and pipe ﬂows. These inner scaling
laws are the spectral counterpart of the well–known scaling properties whereby the mean velocity
proﬁles of smooth–walled pipe ﬂows for diﬀerent values of the Reynolds number collapse onto a single
curve close to the wall when plotted in the inner (or “wall”) variables. We carry out an extensive
veriﬁcation of the inner scaling laws by having recourse to suitable direct–numerical–simulation
(DNS) data [20–22, 37, 38, 41], which are readily available for smooth–walled channel ﬂows.
The inner scaling laws of Ch. 2 should apply to rough–walled ﬂows (with the exception of a
narrow vicinity of the wall). Nevertheless, it would be impossible to verify thoroughly the inner
scaling laws on the basis of existing experimental or computational data: no available data set
includes the spectra at numerous distances from the wall. Consequently, we carry out unprecedented
experiments with rough–walled pipes. In Ch. 3, we discuss the details of the experimental setup
and benchmark our measurements by comparing frictional drag, mean velocity proﬁles and energy
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spectra to well established pipe–ﬂow data. Further analyses of our measurements follow in Ch. 4,
where we undertake a detailed study of the spatial distribution of the turbulent kinetic energy, the
longitudinal integral length scale, and Kolmogorov length scale in rough–walled pipe ﬂows. In Ch. 5
we use our experimental data to carry out an extensive veriﬁcation of the inner scaling laws for the
energy spectra of rough–walled pipe ﬂows.
Next, we turn our attention to those scaling properties whereby the mean-velocity proﬁles of
smooth–walled, turbulent pipe and channel ﬂows for diﬀerent values of the Reynolds number collapse
onto a single curve away from the wall when plotted in the outer variables. We argue that there
must be a spectral counterpart of these “outer” scaling properties of the MVP, and in Ch. 6 we
invoke once again some elements of the spectral theory of the MVP to establish outer scaling laws
for the energy spectra of turbulent pipe and channel ﬂows. We verify these outer scaling laws in
both smooth–walled and rough–walled ﬂows.
In Ch. 7 we turn our attention away from the scaling of turbulent energy spectra. We seek
new evidence of the existence of a spectral link by comparing the turbulent mean-velocity proﬁles
(MVPs) of the three canonical wall-bounded ﬂows: pipe ﬂow, channel ﬂow, and boundary layer
ﬂow. It is well-known that these turbulent MVPs diﬀer in the wake region, less well-known that
the attendant energy spectra diﬀer in the energetic range. We extend the spectral theory of the
MVP so as to encompass channel ﬂow and boundary–layer ﬂow, and use the theory to show that
the MVPs of the three canonical wall–bounded turbulent ﬂows can be expressed as functionals of
the energy spectrum. We are able to trace the disparities among the MVPs of the three canonical
ﬂows to the disparities of the attendant energy spectra, in particular in the energetic ranges of the
energy spectra. Our ﬁndings constitute new evidence of the existence of a spectral link bwteen the
MVP and the energy spectra.
We close the thesis with a discussion, in Ch. 8.
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Chapter 2
Spectral scaling in smooth
wall-bounded flows: inner scaling
2.1 Introduction
In the 1920s Ludwig Prandtl’s pioneering work provided the basis for studying the scaling of the
mean velocity in smooth wall-bounded turbulent ﬂows. This well–known work constitutes standard
discussion in ﬂuid mechanics textbooks (see e.g., [71]). By comparison, the scaling of the turbulent
ﬂuctuations, and in particular the scaling of the energy spectra, has remained less tractable, and is
typically discussed in research papers.
As a speciﬁc example of a smooth wall-bounded ﬂow, we consider channel ﬂow, i.e., unidirectional
and fully-developed turbulent ﬂow between two parallel, smooth, inﬁnite walls, which are separated
by a distance 2h (δ = h, where δ is the outer length scale of the ﬂow). We denote x as the streamwise
coordinate, y as the wall-normal coordinate, and z as the spanwise coordinate. Prandtl postulated
that the fully-developed ﬂow near a wall is governed by the wall shear stress (τw) and the ﬂuid
viscosity (ν).
In a channel ﬂow the mean velocity (U, 0, and 0, respectively, in the x, y and z directions) and
the turbulent ﬂuctuations (u, v, and w, respectively, in the x, y and z directions) depend on the
wall-normal location y and the friction Reynolds number, Reτ ≡ uτδ/ν (uτ is the friction velocity
and it is deﬁned as uτ ≡
√
τw/ρ, where ρ is the ﬂuid density). Using dimensional analysis with the
wall variables, Prandtl argued that near the wall the mean velocity U at a distance y from the wall
obeys:
U+ = F1(y
+), (2.1)
where U+ ≡ U/uτ and y+ ≡ yuτ/ν have been rendered dimensionless by the wall variables, and F1
is a dimensionless function. This expression, known as Prandtl’s law of the wall, dictates the scaling
of the mean-velocity proﬁle (MVP): at a ﬁxed Reτ , U depends only on y and the MVP is the curve
U(y); when Reτ is varied the diﬀerent near-wall U(y) curves collapse onto one curve according to
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this law. The near-wall region where the law is valid is referred to as the ‘inner layer’ and it spans the
following segments of the MVP: the viscous layer, the buﬀer layer, and the log layer [79]. In Fig. 2.1
we show the MVP for direct numerical simulation (DNS) of channel ﬂow. Note that as mandated
by the law, in the inner layer, which spans the region [79] 0 ≤ y˜ ≤ 0.1 (where y˜ = y/δ), the curves
corresponding to the MVP for the diﬀerent Reτ collapse onto one curve. Extensive experimental
and numerical data for a range of canonical wall-bounded turbulent ﬂows (pipe ﬂows, channel ﬂows,
boundary-layer ﬂows) have conﬁrmed the validity of the law.
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Figure 2.1: Mean-velocity proﬁle for channel ﬂow (in wall variables). The data is taken from direct
numerical simulation by Jiménez and co-workers [20–22, 37, 38, 41]. Note that since y+ = y˜Reτ ,
the inner layer (0 ≤ y˜ ≤ 0.1) spans a broader range of y+ with increase in Reτ . The dashed vertical
lines indicate the y+ positions where we test the spectral scaling of Eq. (2.8).
The relationship between the MVP and the energy spectra in wall-bounded turbulent ﬂows has
long been sought. Lumley [53] ﬁrst speculated a “close analogy between the spatial structure of
turbulent boundary layer and the spectral structure of turbulence.” Based on Townsend’s attached-
eddy hypothesis [94], Perry and Abell [74] undertook the ﬁrst quantitative attempt to relate the
MVP and the turbulent ﬂuctuations. Analogous to the law of the wall, they employed dimensional
analysis based on the wall variables to evince the proﬁle of the streamwise turbulent intensity, u2(y)
(streamwise turbulence intensity) and proposed that in the inner layer u+2 ≡ u2/u2τ depends only
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on y+. Note that unlike the law of the wall, the scaling of turbulent intensity has not garnered
extensive experimental and numerical support, and continues to be an active area of research, e.g.,
see the recent review article by Smits et al. [89].
Using the framework of Townsend’s attached-eddy hypothesis [94], Perry and co-workers [73, 75,
77] extended the analysis of the scaling of turbulent intensity to investigate the scaling of the energy
spectra, which we discuss in Sec. 2.2. (Note that turbulent intensity embodies the total kinetic energy
of the turbulent eddies and thus is equal to the integral of the energy spectrum, which embodies how
the kinetic energy is apportioned amongst turbulent ﬂuctuations of various lengthscales.) Thereafter,
in Sec. 2.3 we discuss the main concern of this chapter: obtaining a scaling relation for the energy
spectra from the law of the wall. To that end, we employ the framework of the recently proposed
spectral theory of the MVP [32]. Last, in Sec. 2.4, we make concluding remarks.
2.2 The attached-eddy hypothesis and the scaling of energy
spectra
Perry and co-workers [73, 75, 77] investigated the scaling of the energy spectra based on Townsend’s
attached-eddy hypothesis [94]. They argued that the dynamics of the ﬂow in the inner layer is dom-
inated by eddies that are ‘attached’ to the wall. For these eddies the lengthscale is the distance
from the wall (i.e., y) and the velocity scale is uτ . Performing dimensional analysis with the above
variables yields the scaling:
E (k)
u2τy
= g (ky) , (2.2)
where E(k) is a generic one-dimensional energy spectrum at Reτ and at a distance y from the
wall, k is the wavenumber, and g is a dimensionless function. (The speciﬁc realizations of E(k)
are: Euu(kx), Euu(kz), Evv(kx), Evv(kz), Eww(kx), and Eww(kz), where the subscripts indicate the
coordinate components of the energy spectrum E and the wavenumber k.) The attached eddies
are smaller than the largest lengthscales (which scale with δ), but are not small enough to dictate
the scaling of the spectra at large wavenumbers (i.e., the dissipative range of the spectra) [77].
Therefore, Eq. (2.2) is expected to hold for the intermediate lengthscales, i.e. the inertial range, of
the spectra (Additional constraints may be imposed for the vv component of the spectrum such that
this component of the spectrum may not scale under Eq. (2.2) as indicated by Perry et al. [78]).
Further, Eq. (2.2) is expected to hold only for the log layer [66, 77].
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To test Eq. (2.2) we consider the energy spectra in the log layer of channel ﬂow. This data
is to-date the highest Reynolds number DNS of channel ﬂow [20–22, 37, 38, 41] (at Reτ = 2000).
The results for the scaling of E(k) for the streamwise and the spanwise wavenumbers are shown in
Fig. 2.2 and Fig. 2.3, respectively. We ﬁnd that the curves that correspond to Euu(kx) (Fig. 2.2 (b))
and Euu(kz) (Fig. 2.3 (b)) at diﬀerent positions in the log layer only partially collapse onto one curve
for the intermediate values of the wavenumber (the inertial range). The curves for all the other com-
ponents of E(k) manifest no such collapse. Thus, we ﬁnd that the the scaling of Eq. (2.2) is rendered
only approximately valid for the streamwise components and invalid for the other components of
the energy spectra.
Since Smits et al. [89] argued that the Reynolds number of the DNS of channel ﬂow [20–22, 37,
38, 41] is not high enough to have an unambiguous log layer, it is possible that this DNS data is not
at a Reynolds number appropriate for testing the scaling of Eq. (2.2). We note, however, that the
experimental data for streamwise energy spectra in pipe ﬂows [54, 65, 66], whose statistics is very
similar to that of channel ﬂows [64], also does not manifest a clear collapse in the log layer, even
though the experiments are at a much higher Reynolds number (Reτ = 105) with an unambiguous
log layer. Thus, we conclude that the validity of the scaling in Eq. (2.2) remains an open question.
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Figure 2.2: Energy spectra for streamwise wavenumbers in the log layer for channel ﬂow at Reτ =
180, 550, 950, 2000. In a channel ﬂow, the log layer spans the region [79] y+ = 30 to y˜ = 0.3 (see
Fig. 2.1 for the curve types associated with the diﬀerent Reτ ). The diﬀerent curves correspond to
the spectra at the locations 30 ≥ y+, y˜ ≤ 0.15 for the four values of Reτ . In the left column we
show: (a) Euu(kx), (c) Euu(kx), (e) Eww(kx). Note that to compute the dimensional spectra from
the non-dimensional spectra reported in [20–22, 37, 38, 41], we have used uτ and ν as reported
in [20–22, 37, 38, 41] and δ = 1. These values of uτ , ν and δ are in computational units as
indicated in [20–22, 37, 38, 41]. In the right column we show the same spectra scaled using Eq. (2.2):
(b) Euu(kxy)/(u
2
τy), (d) Euu(kxy)/(u
2
τy), (f) Eww(kxy)/(u
2
τy).
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Figure 2.3: Energy spectra for spanwise wavenumbers in the log layer for channel ﬂow at Reτ =
180, 550, 950, 2000. The spectra locations and components are analogous to that depicted in Fig. 2.2.
12
2.3 Spectral theory of the turbulent shear stress and the
scaling of energy spectra
We now turn to the main objective of this chapter: to seek a scaling relation for the energy spectra
based on the law of the wall. To that end we employ the framework of the recently proposed spectral
theory of the mean-velocity proﬁle (MVP) [32]. This theory provides an explicit link between the
MVP and the energy spectra via the spectral model of the turbulent shear stress, τRe, which we
review next.
2.3.1 Turbulent shear stress
We use the turbulent energy spectrum E(k) to ascribe a characteristic velocity vs to a turbulent
eddy of size s, in the form
v2s =
∫ ∞
1/s
dkE(k). (2.3)
As E(k) > 0 for all values of k, Eq. 2.3 indicates that vs is an increasing function of s.
We now seek to derive an expression for the turbulent shear stress τRe in a wall-bounded ﬂow.
Let us call Wy the wetted surface at a distance y from the wall (Fig. 2.4). Consider an eddy of
size s that straddles Wy. This eddy carries ﬂuid of high horizontal momentum per unit volume
(about ρU(y + s)) downwards across Wy and ﬂuid of low horizontal momentum per unit volume
(about ρU(y− s)) upwards across Wy. Thus, the momentum contrast spanned by this eddy can be
written as ρ(U(y+ s)−U(y− s)) ≈ 2ρs dUdy
∣∣∣
y
. The rate of momentum transfer across Wy is set the
velocity of the eddy, vs. Since the turbulent shear stress produced by an eddy of size s scales as the
momentum contrast times the rate of momentum transfer, we conclude that this turbulent shear
stress scales as ρsdUdy vs.
Figure 2.4: Schematic of turbulent shear stress eﬀected by an eddy of size s. From [32].
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Eddies of a range of sizes transfer momentum across Wy and eﬀect τRe. Since both s and vs are
increasing functions of s, and the turbulent shear stress corresponding to an eddy of size s scales
as ρsdUdy vs, we may be tempted to conclude that the τRe is dominated by the largest eddy in the
ﬂow. Note, however, that the wall imposes a geometric constraint: eddies much larger that y do
not straddle Wy and can provide only a negligible velocity normal to Wy, and therefore produce a
negligible shear stress. Thus, the dominant eddies are the largest eddies that straddle Wy, i.e., the
eddies of size s ≈ y. We conclude that the turbulent shear stress at a distance y from the wall is
given by the expression:
τRe = κτρyvy
dU
dy
, (2.4)
where κτ is a dimensionless proportionality constant. The spectral link in the above expression—
that is the link between τRe and E(k)—is aﬀorded by the term vy, which is related with E(k)
measured at y via Eq. 2.3.
2.3.2 Scaling of energy spectra
Next we use Eq. (2.4) derive an expression for the scaling the energy spectra.
Consider the equation of total shear stress at the location y:
τν + τRe = ρu
2
τ (1− y˜) , (2.5)
where τν ≡ ρνdU/dy is the viscous shear stress. Using Eq. (2.4) the above equation can be
rewritten as:
dU+
dy+
+ κτy
+dU
+
dy+
vy
uτ
= 1− y
+
Reτ
(2.6)
For high Reynolds numbers, we can approximate 1− y+/Reτ ≈ 1, and the above expression can
be written as: ∫ ∞
1
dkˆEˆ(kˆ) ≈
(
1− dU+/dy+
κτy+dU+/dy+
)2
, (2.7)
where, in substituting vy with the integral expression in E(k), we have performed the change of
variables from k to kˆ ≡ ky and Eˆ(kˆ) ≡ E(k)/(u2τy).
From the law of the wall we note that the r.h.s. of Eq. (2.7) is only a function of y+. That is,
at a ﬁxed location y+ the r.h.s. of Eq. (2.7) is a constant independent of the Reynolds number. A
sufficient condition for this constancy is that the integrand in the l.h.s. of Eq. (2.7) is also only a
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function of y+. This suﬃcient condition can be expressed as the following scaling relation for the
energy spectra:
E (k)
u2τy
= g1 (ky) at a fixed y+ for ky ≥ 1, (2.8)
where g1 is a dimensionless function. Note that the above scaling relation is the same as that
obtained using the attached-eddy hypothesis (Eq. (2.2)), albeit with the additional condition of
ﬁxing the location y+. Further, the above scaling relation holds for ky ≥ 1, whereas Eq. (2.2) holds
for the inertial range of E(k).
As an aside consider an alternative, but equivalent, expression for the scaling in Eq. (2.8). Non-
dimensionalizing the wavenumber in wall variables, k+ ≡ kν/uτ , we get ky = k+y+. Further,
non-dimensionalizing the energy spectra in wall variables, E+(k+) ≡ E(k)/νuτ , Eq. (2.8) can be
written as:
E+ (k+)
y+
= g1
(
k+y+
)
at a fixed y+ for k+y+ ≥ 1, (2.9)
which implies that E+ is only a function of k+ at a ﬁxed y+ for ky = k+y+ ≥ 1. In other words, the
scaling of the energy spectra in the inner layer is governed by the wall variables when the location
y+ is ﬁxed.
To test our spectral scaling relation (Eq. (2.8)) we consider the energy spectra from DNS of
channel ﬂow [20–22, 37, 38, 41] for a wide range of Reynolds numbers, Reτ = 180, 550, 950, and
2000. The results for the diﬀerent components of E(k) are shown in Fig. 2.5–2.10. From Eq. (2.8)
we expect the spectra for diﬀerent Reynolds numbers, but at a ﬁxed y+, to collapse for the region
ky ≥ 1. The diﬀerent panels in each ﬁgure correspond to a ﬁxed value of y+, and the shaded area
in each panel corresponds to the region ky ≥ 1. Whereas we found lack of evidence for the validity
of the spectral scaling from the attached-eddy hypothesis (equation (2.2)), from Fig. 2.5–2.10 we
conclude that the scaling of Eq. (2.8) works well for all the components of E(k). Thus, the additional
conditions of Fig. (2.8), which conditions are based on the collapse of the MVP, are crucial for the
scaling to work.
Although the scaling of Eq. (2.8) works well for all the components of E(k), there are some
diﬀerences amongst the collapse manifested by the diﬀerent components of the spectra. For example,
consider the scaled spectra at y+ = 10 (panel ‘b’ in Fig. 2.5–2.10), which is located in the buﬀer layer
and is the closest to the wall amongst the diﬀerent locations we consider. Whereas the spectra with
respect to the streamwise wavenumber, E(kx), only collapse at high Reynolds numbers (Reτ ≥ 950),
the spectra with respect to the spanwise wavenumber, E(kz), collapse at all the Reynolds numbers
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Figure 2.5: Euu(kx) in the inner layer for channel ﬂow at a ﬁxed y+ and at Reτ = 180, 550, 950,
and 2000. The ﬁxed y+ locations are: y+ = 10 (a)(b), y+ = 15 (c)(d). In the left column we
show Euu(kx), with the diﬀerent curves corresponding to diﬀerent Reτ (see Fig. 2.1 for the curve
types associated with the diﬀerent Reτ ). In the right column we show the same spectra scaled using
Eq. (2.8), Euu(kxy)/(u2τy); the shaded area represents the region where we expect the scaling to
hold, kxy ≥ 1.
(compare panel ‘b’ in Fig. 2.5–2.7 with that in Fig. 2.8–2.10).
Now consider the scaling of Eq. (2.8) for a case where we expect that the scaling should not
work—at Reτ = 180 and at y+ = 200. In this case we note that the law of the wall does not hold
(see Fig. 2.1). Since Eq. (2.8) is predicated on the law of the wall, we expect that the E(k) curve
for this case should not collapse onto the curves for higher values of Reτ . This is indeed the case
as can be seen clearly in panel ‘h’ of Fig. 2.5–2.10, where the curve for Reτ = 180 is not collapsed
onto the curves for higher values of Reτ . Thus, we ﬁnd that the scaling of the MVP and the scaling
of the energy spectra are closely linked, a link we casted into a mathematical expression (Eq. (2.8))
using the spectral theory of the MVP and the law of the wall.
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Figure 2.5: (continued) Euu(kx) in the inner layer for channel ﬂow at a ﬁxed y+ and at Reτ = 180,
550, 950, and 2000. The ﬁxed y+ locations are: y+ = 60 (e)(f), y+ = 200 (g)(h). In the left column
we show Euu(kx), with the diﬀerent curves corresponding to diﬀerent Reτ (see Fig. 2.1 for the curve
types associated with the diﬀerent Reτ ). In the right column we show the same spectra scaled using
Eq. (2.8), Euu(kxy)/(u2τy); the shaded area represents the region where we expect the scaling to
hold, kxy ≥ 1.
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Figure 2.6: Testing Eq. (2.8) for Evv(kx). See the caption of Fig. 2.5 for details.
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Figure 2.6: (continued) Testing Eq. (2.8) for Evv(kx). See the caption of Fig. 2.5 for details.
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Figure 2.7: Testing Eq. (2.8) for Eww(kx). See the caption of Fig. 2.5 for details.
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Figure 2.7: (continued) Testing Eq. (2.8) for Eww(kx). See the caption of Fig. 2.5 for details.
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Figure 2.8: Testing Eq. (2.8) for Euu(kz). See the caption of Fig. 2.5 for details.
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Figure 2.8: (continued) Testing Eq. (2.8) for Euu(kz). See the caption of Fig. 2.5 for details.
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Figure 2.9: Testing Eq. (2.8) for Evv(kz). See the caption of Fig. 2.5 for details.
24
10
0
10
2
10
4
kz
10
−10
10
−8
10
−6
10
−4
E
v
v
(k
z
)
(e)
10
−2 10
0
10
2
kzy
10
−6
10
−4
10
−2
10
0
E
v
v
(k
z
)/
(y
u
2 τ
)
(f)
10
0
10
2
10
4
kz
10
−10
10
−8
10
−6
10
−4
E
v
v
(k
z
)
(g)
10
−2 10
0
10
2
kzy
10
−6
10
−4
10
−2
10
0
E
v
v
(k
z
)/
(y
u
2 τ
)
(h)
Figure 2.9: (continued) Testing Eq. (2.8) for Evv(kz). See the caption of Fig. 2.5 for details.
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Figure 2.10: Testing Eq. (2.8) for Eww(kz). See the caption of Fig. 2.5 for details.
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Figure 2.10: (continued) Testing Eq. (2.8) for Eww(kz). See the caption of Fig. 2.5 for details.
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2.4 Concluding Remarks
Unlike the law of the wall, which has been validated via numerous experimental and numerical
works, the search for a scaling relation for the energy spectra has remained elusive. The spectral
scaling relation based on the attached-eddy hypothesis (Eq. (2.2)) may be appropriate for scaling
of the streamwise spectrum at high Reynolds numbers, but for the other components of the spectra
this scaling does not seem to hold. Further work aimed at higher Reynolds number data may resolve
the question of the applicability of this scaling.
In this work, based on the spectral theory of MVP, we use the law of the wall to obtain a scaling
relation for the energy spectra (Eq. (2.8)). Although the functional form of this spectral scaling
is the same as Eq. (2.2), this spectral scaling has an additional condition of ﬁxing the location
y+. Using DNS data of channel ﬂow at Reτ = 180, 550, 950, and 2000, we ﬁnd that this spectral
scaling holds for all the components of the energy spectra. In contrast with equation (2.2), which is
restricted to the log layer, Eq. (2.8) is valid for the entire inner layer. Further, Eq. (2.8) holds for
k y ≥ 1, whereas Eq. (2.2) holds for the inertial range of the energy spectra. Last, Eq. (2.8) is also
consistent with performing dimensional analysis based on the wall variables at a ﬁxed y+.
We submit that Eq. (2.8) is the spectral analogue of the law of the wall.
We have restricted ourselves to smooth wall-bounded ﬂows in this chapter. As we discuss later,
Eq. (2.8) can be extended to ﬂows over rough walls. There are, however, no systematic numerical
simulations or experimental measurements of energy spectra for ﬂows over rough walls. Next, we
turn attention to ﬂows over rough walls.
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Chapter 3
Experiments on rough pipe flows
As we noted earlier, to the best of our knowledge there exists no systematic numerical simulations
or experimental measurements of energy spectra for ﬂows over rough walls. In this chapter we
describe our experiments in ﬂows over rough walls. We restrict attention to the simplest case
of a rough wall: to roughnesses that are characterized by a single length scale. We performed
the experiments in the Fluid Mechanics Experimental Facility of Professor Gioia’s Group at the
University of Illinois at Urbana-Champaign. Below we describe the manufacturing of the rough
pipes, automation and control of the experiments, and data acquisition and post-processing.
3.1 Manufacturing of rough pipes
Our experiments are aimed at moderate to high values of Re. For this range of Re, air at room
temperature (23◦C) is commonly used as the working ﬂuid [63, 73, 104]. We also use air as the
working ﬂuid for our experiments. The main advantage for using air in our experiments is that
we can use hotwire instead of hotﬁlm to obtain the energy spectrum. Since the thermal inertia of
the hotwire is smaller than that of the hotﬁlm, the velocity ﬂuctuations are obtained with higher
accuracy thereby resulting in a better approximation of the turbulent energy spectrum. Another
advantage of using air is the ease for setup (no recirculation systems required for air at ambient
temperature) which also results in a lower cost of equipment. Once air was set as the working ﬂuid
we proceeded to design and manufacture the rough pipes.
The ﬁrst requirement was to obtain pipes with a rough inner surface with roughness of a single
length scale. Since a single-length-scale roughness cannot be obtained from commercial pipes, we de-
cided to manufacture our own rough pipes. The geometry we choose consists of roughness elements
that are semispherical bumps and are hexagonally packed. We manufactured the roughness by cre-
ating a negative mold (semishperical hexagonally packed coves) with a Rapid Prototyping Machine
from the Ford Lab in the Department of Mechanical Science and Engineering at the University of
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Illinois at Urbana-Champaign. We manufactured four molds of size 250 × 250 mm, each of which
had a ﬁxed sphere diameter (4 mm, 8 mm, 16 mm and 32 mm). A teﬂon lubricant was sprayed all
over the surface of the mold that would be in direct contact with the polymer to prevent the polymer
from sticking to the surface of the mold. Once the mold surface was coated with teﬂon, we poured
a mixture of a two component vulcanizing silicone rubber (RTV 325) consisting of a curing agent
and the polymer on the mold. A metallic bar was used to scrape the excess polymer from the top of
the mold so that the uncured silicone tile was ﬂush with the mold (see Fig. 3.1 left). The latter was
done to maintain consistency between the thickness of tiles of the same roughness diameter. For
each mold, we would cast silicone tiles and then adhere all the silicone tiles together (creating a long
silicone roughness strip) by using the same silicone as the adhesive. Gluing the tiles together was a
delicate task since using too little silicone would result in poor adhesion between tiles and using too
much silicone would result in seams big enough to feel like periodic bumps. The minimum diameter
was limited to 4 mm by the thickness of the seam produced during the gluing process. We choose
PVC pipes of 152 mm (6 in) in diameter since this choice would allow us to have a smaller roughness
ratio considering that the smallest roughness diameter is ﬁxed (4 mm), which is a constraint given
by the diﬃculty involved in making a smaller roughness. The procedure involved cutting the pipe
longitudinally in half, gluing a roughness strip inside the pipe using a General Electric silicone (see
Fig. 3.1 right).
Finally we put the two halves of each pipe back together by means of circular clamps and sealed
the joints with General Electric silicone. The shrinkage ratio was tested by measuring the relative
diﬀerence in diameter of a roughness tile and its mold. The shrinkage ratio was below 1%. The
geometry of the cross section of the PVC pipes changes and when the two halves of each pipe
are placed together, the ﬁnal cross section shows a slight bias and the cross section looks slightly
ellipsoidal with an error in diameter of less than 2%.
Figure 3.1: Manufacturing rough pipes. Left: a roughness tile as it is being cast out from the
negative roughness mold. Right: a long strip of of silicone roughness has been glued to the inner
surface of a half pipe.
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3.2 Experimental equipment
We measure the pressure drop across the length of the pipe and the velocity time-series across
the cross-section of the pipe. Here we desribe the equipments used to make these measurements.
3.2.1 Pressure sensing equipment
In Fig. 3.2 we show a schematic of the rough pipe ﬂow setup. The setup consists of three-and-
a-half 3 m (10 ft) sections of 150 mm (6 in) diameter rough pipes in tandem. A ﬂow conditioner is
placed at the inlet with a contraction ratio of 2:1, followed by a 200 mm honeycomb straightener
to uniformize the ﬂow. The 10.5 m pipe assembly is placed after the ﬂow conditioner on a track
especially designed to ease the alignment of the diﬀerent sections of the pipe.
A 5 hp Dayton centrifugal fan is connected to the end of the assembly so that the ﬂow through
the pipe is driven by suction, therefore decreasing the amount of externally induced disturbances
in the pipe ﬂow. Eight static Pitot tubes (1/16 in diameter) are placed throughout the assembly
spaced every 650 m. The static Pitots were connected via a circuit of valves to a set of Setra
pressure transducers with ﬁve diﬀerent pressure ranges (0–25 Pa, 0–50 Pa, 0–100 Pa, 0–250 Pa,
0–500 Pa, 0–1000 Pa). The percent error for each transducer is less that 0.25% of their full range.
The static pressure probes were used to measure the frictional drag of the pipes (see Sec. 3.4.3).
Additionally, one velocity Pitot tube (3/16 in diameter with ellipsoidal tip) was placed 6 m away
from the inlet to the rough pipe. This velocity Pitot tube was used for in situ calibration of the
hotwire (see Sec. 3.4.1) and was ﬁxed to an Aerotech linear positioning stage, which was identical to
the linear stage holding the hotwire probe support (see Sec. 3.2.2). The positioning stage was driven
by a stepper motor. Each revolution of the stepper motor results in a displacement of 0.1 in and
it takes 200 steps for the motor to complete one revolution. Additionally, the driver for the motor
allows for 50 microsteps to complete 1 step of the motor. The 200 steps per revolution next to the
50 microsteps per step result in a nominal linear displacement of 0.254 µm (10−5 in) per microstep.
The positioning staged was controlled with an Arduino board. The microcontroller on the board
was programmed using the Arduino Programming Language which allowed for direct control from
the Desktop and synchronization with the rest of the electronics. To prevent air leakage from the
pipe a plastic ﬁlm is used to seal the small gap between the velocity Pitot tube and the pipe. The
plastic ﬁlm is ﬂexible and allows for translation of the velocity Pitot tube during the experiments.
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Figure 3.2: Diagram of the experimental setup. The ﬂow direction is from left to right. Inlet is on
left and consists of a ﬂow conditioner and a honeycomb straightener. A series of 14 static Pitot tubes
(p1, p2, . . . p14) are placed with the tips at the centerline and separated 0.65 m in the streamwise
direction. Additionally, a velocity Pitot tube (pv) is placed 10-pipe diameters upstream from the
hotwire. The velocity and static Pitot tubes are connected to a valve circuit which is connected to
a set of pressure transducers. The hotwire probe is located at over 60-pipe diameters away from the
inlet. The hotwire probe and the velocity Pitot tube are held on a positioning stage which allows
radial displacement to ﬁnd the centerline of the ﬂow. A second honeycomb is place at the outlet of
the pipe before getting to the centrifugal fan.
3.2.2 Hotwire equipment
We used a hotwire probe to obtain the velocity time-series across the cross-section of the pipe.
We used this time series to compute the MVP and turbulence statistics (turbulent energy spectra).
The anemometry used is a Dantec Streamline Frame 90N10 with a Dantec CTA module 90C10.
A single-wire gold plated probe (Dantec 55P01) attached to a right-angle probe support (Dantec
55H22) is connected to the anemometer. A shorting probe (Dantec 55H30) is used to measure
the resistance of the system (coaxial cable and connectors). The hotwire probe is placed 9 m (60-
pipe diameters) away from the inlet of the rough pipe. The probe is ﬁxed to a positioning stage
(with the same displacement accuracy as for the velocity Pitot tube) that has a displacement range
that covered a cord that passed through the centerline of the pipe, thus allowing us to measure the
whole MVP. Similar to the velocity Pitot tube, a ﬂexible plastic ﬁlm is used to seal the small gap
between the hotwire probe support and the pipe.
Once the hotwire system was in place, we measured the resistance of the the system (minus the
one of the probe) using a shorting probe. We also measured the reference calibration temperature
with the Dantec thermocouple. We used the standard square wave test to compensate for the
extra impedance input to the system (coaxial cable) and found that the frequency response for the
system was around 25 kHz. We used a National Instruments data acquisition board to communicate
between the Desktop and the Dantec anemometer. We set the sampling frequency to be 200 kHz
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Parameter Channel 1
Overheat ratio 0.770
Decade resistance (Ω) 217.703
Probe resistance (Ω) 6.492
Sensor resistance (Ω) 5.940
Reference resistance (◦C ) 23.5
Low-pass ﬁlter (kHz) 100
Signal oﬀset 0
Signal gain 1
Bridge ratio 1:20
Filter 1
Gain 1
Cable compensation 0
Table 3.1: Bridge settings in CTA measurements for a hotwire measurements.
Parameter Value
Sampling frequency (kHz) 20
Number of samples per record 4× 106
Number of records at each point 2
Delay between records (s) 0
Range (V) 0–5
Clock External
Trigger External
Table 3.2: Analog-to-digital operating parameters for the data acquisition board.
and used a low-pass ﬁlter with a cutoﬀ of 100 kHz. The details for settings for the bridge and
operating parameters for the AD board are described in Table 3.1 and Table 3.2 respectively.
We measured the temperature of the ﬂow inside the pipe with a Dantec thermocouple. The
sensing portion of the thermocouple is placed 100 mm upstream from the location of the hotwire
probe. Due to the large size of the data set, we processed all the ﬁles acquired from the anemometry
in HDF4 binary format.
To test the eﬀect of the wake of the Pitot tubes on the hotwire signal, we placed a static Pitot
tube at 5-pipe diameters upstream from the hotwire probe and measured the ﬂow statistics (MVP, u
and energy spectra) using the hotwire throughout the cross section. Then, we placed a Pitot tube at
10 diameters upstream from the hotwire probe and measured the ﬂow statistics. The measurements
from these two cases were in excellent accord with each other, i.e, the diﬀerence between the two
cases resulted in random and not in systematic errors. After this process we concluded that 10-
pipe diameters was a safe minimum distance between the last Pitot tube and the hotwire probe.
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3.3 Random uncertainty on regression
In this thesis the use of polynomial ﬁts is very important. An understanding the uncertainty
involved in obtaining ﬁtting parameters is crucial for the error analysis (see Sec. 3.4). For this reason
here we review the basic ideas of polynomial regression and how the errors in the ﬁtting parameters
are obtained via a covariance matrix.
Suppose that we have two data sets that describe realizations of the same experiment. The ﬁrst
set — (xi, yi)— hasN data points and the second set —(wi, zi)— hasM data points, whereM 6= N .
The range of values spanned by both data sets is the same. Let us ﬁt a polynomial of order p − 1
to both data sets with M,N > p. The polynomial ﬁt yields the coeﬃcients aT = [a0, a1, . . . , ap−1]
for the ﬁrst set and bT = [b0,b1, . . . ,bp−1] for the second. Evidently, the ﬁt parameters a will be
similar but not exactly the same as the ﬁt parameters b. Therefore there is some uncertainty in the
determination of the ﬁt parameters. Let us see then how to obtain this uncertainty.
We take, as an example, the N pairs of data points where the independent variable x and the
dependent variable y are given by:
x =


x0
x1
...
xN−1


y =


y0
y1
...
yN−1


. (3.1)
We seek to ﬁnd a polynomial ﬁt of order p− 1. Therefore, if we take the ﬁrst pair (x0, y0), we
would have y0 = a0 + a1x0 + a2x20 + . . . + ap−1x
p−1
0 + ǫ0, where ǫ0 is the error of the ﬁt for the
present pair. To generalize for all the pairs we need to deﬁne the matrix X and the column vectors
a and ǫ:
X =


1 x0 x
2
0 . . . x
p−1
0
1 x1 x
2
1 . . . x
p−1
1
...
...
1 xN−1 x
2
N−1 . . . x
p−1
N−1


, a =


a0
a1
...
ap−1


, ǫ =


ǫ0
ǫ1
...
ǫN−1


. (3.2)
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Finally, the polynomial ﬁt relationship in matrix form is given by y = Xa+ ǫ:


y0
y1
...
yn−1


=


1 x0 x
2
0 . . . x
p−1
0
1 x1 x
2
1 . . . x
p−1
1
...
...
1 xN−1 x
2
N−1 . . . x
p−1
N−1


·


a0
a1
...
ap−1


+


ǫ0
ǫ1
...
ǫN−1


. (3.3)
By minimizing ǫT · ǫ, we can ﬁnd that the best polynomial ﬁt is given for:
a =
(
XTX
)−1
XTy. (3.4)
The standard deviation σ is approximately equal to:
σ2 =
ǫT · ǫ
n− p , (3.5)
and the covariance matrix of the ﬁt parameters is given by the p× p symmetric matrix:
C = σ2
(
XTX
)−1
. (3.6)
In the covariance matrix, the diagonal terms represent the variance of each one of the ﬁtting
parameters. For example, let us have a linear ﬁt (p = 2) where the ﬁtting parameters are aT =
[a0, a1], with a0, a1 being the oﬀset and the slope respectively. Then the covariance matrix would
be given by:
C =

 var(a0) cov(a0, a1)
cov(a1, a0) var(a1)

 . (3.7)
So assuming that there is no correlation in the errors ǫ [49], then the variance of the slope in
this linear ﬁt would be found in the covariance matrix: var(a1).
3.4 Measurements and post-processing
Here we discuss the measurements of velocity and pressure, and the calculations of the MVPs,
frictional drag, and the energy spectra. Using the analysis outlined in the preceeding section, we
also discuss the error in each of the measurements.
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Figure 3.3: Schematic of pendulum calibration system. The hotwire probe is attached to the arm
of the pendulum in such a way that a radius from the center of the encoder to the tip of the probe
is always perpendicular to the probe itself. In this way we ensure that the only velocity component
resulting from the relative movement between the pendulum and the air is always going to be parallel
to the probe support. We used four diﬀerent drop heights (22.5◦, 45◦, 90◦, 180◦ with respect to the
vertical direction) and four diﬀerent arm lengths (1.5 m, 0.75 m, 0.35 m, 0.10 m) resulting in sixteen
combinations in total which ensured that the calibration curve is consistent.
3.4.1 Hotwire calibration
Calibration of hotwires is arguably the single most important step in hotwire measurements.
Thus we exercised great care for this part. We calibrated the hotwires before and after every test.
The velocity in this experiments ranged from 2–30 m/s. The in-situ calibration worked well for
velocities between 5–30 m/s, however for the range 2–5 m/s the in-situ dynamic pressure signal
from the velocity Pitot was too noisy and did not converge. For this reason, we had to design a way
to calibrate the hotwire for that range of lower velocities to complement the in-situ calibration for
the larger velocities.
For the calibration of low-velocity range we opted to use a pendulum system based on the ideas
of [11, 34], which consisted on placing the hotwire probe on the arm of a pendulum that would
swing through quiescent air (see Fig. 3.3). Although our setup is similar to the ones of [11, 34], our
method is considerably simpler and gives very accurate and repeatable results.
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In our pendulum calibration system, the arm of the pendulum is hinged in a rotary encoder that
sends the signal of angle as a function of time, θ(t). The hotwire, attached to the pendulum arm, is
positioned at a given drop height and released. An example of the output signal for angular position
from the rotary encoder is shown in Fig. 3.4(a). To avoid the errors incurred in synchronising the
signals from the rotary encoder and the hotwire, we restrict attention to the position of maximum
angular velocity. We calibrate the hotwire using the maximum angular velocity, Up:
Up = a
∣∣∣∣dθdt
∣∣∣∣
max
, (3.8)
where a is the arm length of the pendulum. This velocity corresponds to the highest voltage value
obtained from the hotwire (see Fig. 3.4(b)). Note that we calculate the angular velocity dθ/dt by
ﬁxing an angular position θ and doing a least squares linear ﬁt to the eight neighboring points
on each side (sixteen in total). The slope of this linear ﬁt is set as dθ/dt for that value of θ (see
Fig. 3.4(c)). Evidently, if too many points are picked on each side of that value of θ , then we
end up with a big bias and the slope of the linear ﬁt is not a good approximation of the angular
velocity. To ensure that the number of points we picked does not result in such biases, we compute
the correlation between the errors that result from the best linear ﬁt of the θ vs time as indicated
in Sec. 3.3. (The error for any point i is the diﬀerence between the measured values of velocity and
the velocity computed using the linear ﬁt.) Following the procedure suggested in [49], we plot the
errors at the diﬀerent points in Fig. 3.4(d). Note that we see no correlation between the errors.
Thus, we can follow the procedure described in Sec. 3.3 by using the covariance matrix of the ﬁtting
parameters to ﬁnd the variance in dθ/dt. Now that we know that the procedure to calculate the
gradient of the angular position is correct, we repeat the process for diﬀerent arm lengths and drop
heights.
For the in-situ calibration, the ﬁrst step is to ﬁnd the location of the centerline of the pipe with
the velocity Pitot tube and the hotwire. The procedure, which is similar for both the velocity Pitot
tube and the hotwire, consists on taking proﬁle readings in raw voltage that represented the dynamic
pressure (for the velocity Pitot tube) and velocity (for hotwire). We ﬁtted a polynomial curve to
these voltage profiles to ﬁnd the maximum voltage position which corresponds the location of the
centerline. As an check, we ensured that the results from the in-situ calibration compared very
well to the calibration from a pressure driven calibration unit from the Department of Aerospace
Engineering at the University of Illinois at Urbana-Champaign. For the in-situ calibration, we
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Figure 3.4: (a) Angular position of the pendulum θ in radians as a function of time (solid thick line)
and the absolute value of the angular velocity |dθ/dt| in radians/s as a function of time (crosses).
Note that |dθ/dt| reaches a maximum value close to t = 1s. (b): The voltage (Ea) from the
anemometer registered during the pendulum fall as a function of time. Note that the signal is very
smooth of the ﬁrst fall, whereas on the return fall it shows turbulences as it is expected from the wake
generated by the probe support. On the ﬁrst fall the maximum value of Ea is close to t = 1s, which
corresponds the maximum value of |dθ/dt|. (c): Zoomed view of the radial position vs. time that
corresponds to the region of maximum |dθ/dt|. The solid line shows the linear ﬁt. (d): Correlation
of error (as compared with the linear ﬁt of panel (c) and the individual data points (marked with
index i).
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compute the velocity (Uis) using from the relation of dynamic pressure:
Uis =
√
2pdyn
ρ
, (3.9)
where pdyn is the dynamic pressure.
Finally, we put together the in-situ calibration points and the pendulum calibration points and
ﬁt a fourth order polynomial as shown in Fig. 3.5 (a). We used this fourth order polynomial to ﬁt
the velocity-voltage calibration and applied a temperature correction when converting the voltage
signal to velocity. Note that the overlap region between the pendulum calibration and the in-
situ calibration shows excellent agreement. We also plot the same data using King’s law [4] (see
Fig. 3.5 (b)). Note that our data is in excellent accord with King’s law.
Analogous to the data from the pendulum calibration, to check that there is no bias in the
fourth order polynomial ﬁt, we check for any sign of correlation between the errors that result from
using the polynomial ﬁt. (The error for any point i is the diﬀerence between the measured values
of velocity and the velocity computed using the polynomial ﬁt.) We plot the results in Fig. 3.5(c).
Note that there is no correlation in the errors.
This lack of correlation in the error is crucial since it is a necessary condition for us to use the
covariance matrix of the ﬁtting parameters (see Sec. 3.3) in the method described by [81] to perform
the error analysis due to the use of a calibration curve. In the work of Santos and Mezzalira [81], for
a fourth order polynomial ﬁt, the error from using a calibration curve is given by the Pythagorean
addition of the instrumentation error (∆Uinst) and the random error (∆Urand) that comes from
ﬁtting:
(∆U)2 = (∆Uinst)
2 + (∆Urand)
2. (3.10)
First consider the instrumentation error. We get the instrumentation error in two parts. The
ﬁrst part is for the instrumentation error that corresponds to the pendulum calibration and the
second part corresponds to the in-situ calibration. For the pendulum calibration the error in the
velocity is the Pythagorean sum of the relative errors in the arm length and the angular velocity:
∆Uinst =
dθ
dt
a
√(
∆dθ/dt
dθ/dt
)2
+
(
∆a
a
)2
. (3.11)
The variance of dθ/dt was described earlier in this section and the error in the arm ∆a = 2 mm.
For the in-situ calibration, the error just comes from the standard error analysis formula. In
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Figure 3.5: (a) A fourth order polynomial (solid line) ﬁtted through the calibration points from a
pendulum (grey circles) and from in situ measurements (black circles). Note that the overlap region
shows excellent agreement. (b) Same data as in panel (a) plotted in in King’s law form. (c) The
error from the polynomial ﬁt which shows no clear correlation. This lack of correlation implies that
the covariance matrix of the ﬁtting parameters from the calibration curve can actually be used to
calculate the error of velocity.
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Figure 3.6: Instrumentation errors in the velocities used in the calibration curve. The points in grey
come from the pendulum calibration error and the points in black come from the in-situ calibration
error.
our case, the velocity in the in-situ calibration and its error are given in Eq. (3.9) and the following
expression:
∆Uinst =
√
2pdyn
ρ
√(
∆pdyn
2pdyn
)2
+
(
∆ρ
2ρ
)2
. (3.12)
The error in the density, ∆ρ, comes from the error in sensing the temperature. For that, the
thermocouple has an error of ∆T = ±1◦C. If the temperature at which the experiment is run is
T , then we approximate the error in the density as ∆ρ ≈ (ρ(T + 1) + ρ(T − 1))/2. The function
used for representing ρ as a function of temperature is discussed in detail in [104]. The error in the
dynamic pressure is given by the manufacturer of the Setra pressure transducers and it is set as
0.25% of the full scale. Thus the transducers with diﬀerent ranges will lead to diﬀerent errors, which
we take into consideration. From the above discussion, we can obtain the instrumentation error in
the measurements of the velocities used in the calibration curves, which we show in Fig. 3.6.
Now we proceed to obtain the random error following [81]. Here we ﬁrst have to calculate the
covariance matrix of the ﬁtting parameters of the fourth order polynomial in the calibration curve
by using the method outlined in Sec 3.3. Let us label the elements of the covariance matrix as covij
for i, j = 0, . . . , 4, where the diagonal represents the variance of the ﬁtting parameters. Then, the
random error is given by:
(∆Urand)
2 =
4∑
i=0
4∑
j=0
EiaE
j
acovij . (3.13)
Now we have all the items needed to compute the errors in our velocity measurements.
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3.4.2 Mean-velocity profile, modified Clauser method, and average
velocity
We measure the velocity proﬁle using the hotwire. We have 40 logarithmically-spaced radial
positions, ym, measured from 2 mm above the surface of the roughness to the centerline of the pipe,
plus 5 other points past the centerline. In our original measurements the position ym = 0 corresponds
to the tangent line above the roughness. The MVP is U(ym), which we show in Fig. 3.7(a,b) plotted
in inner and velocity defect coordinates, where we have used the friction velocity, uτ , from our
measurements of the pressure gradient (see Sec. 3.4.3).
By applying the modiﬁed Clauser method (MCM) of [78], we correct the position of the origin
ym = 0. To minimize the errors associated with applying this method, we ﬁx the value of the
Kármán constant κ = 0.421 (as suggested in [55]). Further, instead of calculating uτ using MCM,
we use our measurements of the pressure gradient (see Sec. 3.4.3). To apply the MCM we start by
assuming that the MVP in the log layer of a rough wall follows:
U+ =
1
κ
ln(y+) +B +∆U+(r+), (3.14)
where B is the oﬀset of the log law for smooth pipes (B ≈ 5.6 [55]) and related ∆U+ is the Hama
roughness function. The corrected wall normal position y is given by the sum of the measured wall
normal position ym and the error in origin e, i.e., (y = ym + e). Thus, Eq. (3.14) reads:
U+ =
1
κ
ln(y+m + e
+) +B +∆U+(r+). (3.15)
We transform our experimental data U(ym) by using y = ym+ e, and ﬁnd the value of e (and ∆U+)
by maximizing the spatial extent of overlap of the transformed data with Eq. (3.15). Once e is
determined, we correct the MVP by correcting the position y = ym + e. The results of the MVPs
with and without applying the MCM in inner and velocity defect coordinates are shown in Fig. 3.7.
Once we have the adjusted the y origin in the MVPs, we proceed to calculate the average velocity,
U (i.e. the ﬂux divided by the cross-sectional area of the pipe), by integrating using a midpoint rule
as indicated in:
U =
2
δ2
N−2∑
i=0
ψi+1/2ti+1/2Ui+1/2, (3.16)
where N is the number of radial positions up to the centerline at which velocity are measured (i = 0
corresponds to the centerline and i = N − 1 corresponds to the position closest to the wall). In
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Figure 3.7: (a) MVPs for all Re available for all three roughness without applying the MCM. (b)
Same as (a) but in velocity defect coordinates. (c) Same MVPs as in (a) but with the correction
from the MCM. (d) Same MVPs as in (b) but with the correction from the MCM.
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Eq. (3.16), ψ = δ − yi is the radial position, yi, i = 1, 2, . . . , 40 being the discrete wall normal
positions where velocity was measured with the hotwire. The quantity ψi+1/2 = (ψi + ψi+1)/2 is
the average radius of the ring deﬁned by the radial positions ψi and ψi+1. The thickness of the ring
is deﬁned by ti+1/2 = ψi+1 − ψi and the velocity for that ring is set to be Ui+1/2 = (Ui + Ui+1)/2.
The error for the average velocity comes from two sources. The ﬁrst one is from diﬀerentiating
the reduction Eq. (3.16) with respect to its variables ψi+1/2, ti+1/2, Ui+1/2 and δ. We will call this
error ∆U r. The second error comes from the grid spacing for the numerical integration. We will
call this error ∆Ug. The total error for the average velocity ∆U equals the Pythagorean sum of this
two errors:
(∆U )2 = (∆U r)
2 + (∆Ug)
2. (3.17)
For ∆U r error we have:
(∆U r)
2 =
(
∂U
∂δ
∆δ
)2
+
N−2∑
i=0
(
∂U
∂ψi+1/2
∆ψi+1/2
)2
+
N−2∑
i=0
(
∂U
∂ti+1/2
∆ti+1/2
)2
+
N−2∑
i=0
(
∂U
∂Ui+1/2
∆Ui+1/2
)2
, (3.18)
which can be expressed as:
(∆U r)
2 =
(
2
δ2
(
N−2∑
i=0
ψi+1/2ti+1/2Ui+1/2
)
∆δ
δ
)2
+
(
2
δ2
(
N−2∑
i=0
ψi+1/2ti+1/2Ui+1/2
∆ψi+1/2
ri+1/2
))2
+
(
2
δ2
(
N−2∑
i=0
ψi+1/2ti+1/2Ui+1/2
∆ti+1/2
ti+1/2
))2
+
(
2
δ2
(
N−2∑
i=0
ψi+1/2ti+1/2Ui+1/2
∆Ui+1/2
Ui+1/2
))2
. (3.19)
Now we proceed to ﬁnd ∆Ug, which is the error from numerically integrating a discretely sampled
function. Let us deﬁne Ai = 2πψi+1/2ti+1/2Ui+1/2, which is an approximation of the volume rate
ﬂowing through a ring deﬁned by ψi and ψi+1. The sum of the ﬂow rates for all the rings divided
by the cross sectional area yields the following approximation for U :
U =
∑N−1
i=0 Ai
πδ2
=
A0
πδ2
+ . . .+
Ai
πδ2
+ . . .+
AN−2
πδ2
(3.20)
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If we take a given ring Aiπδ2 , then the exact contribution to the ﬂow rate from that ring (assuming
that we knew the exact analytical form of the MVP, U(ψ)) is given by:
G(ψi + ti) =
2π
∫ ψi+ti
ψi
dssU(s)
πδ2
=
2
∫ ψi+ti
ψi
dssU(s)
δ2
. (3.21)
Considering sˆ = s/δ, Uˆ(sˆ) = U(s), ψˆi = ψi/δ, tˆi = ti/δ << 1, we get a new function Gˆ:
Gˆ(ψˆi + tˆi) = 2
∫ ψˆi+tˆi
ψˆi
dsˆsˆUˆ(sˆ), (3.22)
where Gˆ(ψˆi + tˆi) = G(ψi + ti).
By using Taylor series expansion around ψˆi, we can express Eq. (3.22) as:
Gˆ(ψˆi + tˆi) = 2
{
Gˆ(ψˆi) + Gˆ
′(ψˆi)tˆi + Gˆ
′′(ψˆi)
tˆ2i
2
+ Gˆ′′′(ψˆi)
tˆ3i
6
+ Gˆ′′′′(ψˆi)
tˆ4i
24
+O(tˆ5i )
}
. (3.23)
From the Newton-Leibniz formula applied to Eq. (3.22) we get:
Gˆ′(ψˆi) = 2
{
ψˆiUˆ(ψˆi)
}
Gˆ′′(ψˆi) = 2
{
ψˆiUˆ
′(ψˆi) + Uˆ(ψˆi)
}
Gˆ′′′(ψˆi) = 2
{
ψˆiUˆ
′′(ψˆi) + 2Uˆ
′(ψˆi)
}
Gˆ′′′′(ψˆi) = 2
{
ψˆiUˆ
′′′(ψˆi) + 3Uˆ
′′(ψˆi)
}
(3.24)
From Eq. (3.23) and Eq. (3.24) we get the exact expansion for Eq. (3.23):
Gˆ(ψˆi + tˆi) = 2
{
tˆi
(
ψˆiUˆ(ψˆi)
)
+ tˆ2i
(
ψˆiUˆ
′(ψˆi)
2
+
Uˆ(ψˆi)
2
)
+
tˆ3i
(
ψˆiUˆ
′′(ψˆi)
6
+
Uˆ ′(ψˆi)
3
)
+ tˆ4i
(
ψˆiUˆ
′′′(rˆi)
24
+
Uˆ ′′(ψˆi)
8
)
+O(tˆ5i )
}
. (3.25)
Now we use Taylor series to expand the approximation for the contribution Aiπδ2 and compare it
with the exact contribution given by Eq. (3.25). For this, we rewrite Aiπδ2 as:
Ai
πδ2
= 2
{(
ψˆi +
ψˆi
2
)
ψˆiUˆ
(
ψˆi +
tˆi
2
)}
, (3.26)
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where Uˆ(ψˆi + tˆi2 ) = U(ψi +
ti
2 ). We expand Uˆ(ψˆi +
tˆi
2 ) in Eq. (3.26) around ψˆi:
Ai
πδ2
= 2
{(
ψˆi +
tˆi
2
)
tˆi
(
Uˆ(ψˆi) +
(
tˆi
2
)
Uˆ ′(ψˆi)+
(
tˆi
2
)2
Uˆ ′′(ψˆi)
2
+
(
tˆi
2
)3
Uˆ ′′′(ψˆi)
6
+O(tˆ4i )
)}
(3.27)
Rearranging 3.27 we obtain:
Ai
πδ2
= 2
{
tˆi
(
ψˆiUˆ(ψˆi)
)
+ tˆ2i
(
ψˆiUˆ
′(ψˆi)
2
+
Uˆ(ψˆi)
2
)
+
tˆ3i
(
ψˆiUˆ
′′(ψˆi)
8
+
Uˆ ′(ψˆi)
4
)
+ tˆ4i
(
ψˆiUˆ
′′′(ψˆi)
48
+
Uˆ ′′(ψˆi)
16
)
+O(tˆ5i )
}
. (3.28)
Now we are ready to compare Eq. (3.25) with Eq. (3.28) to evaluate the error from our approx-
imation that we have labeled as ∆Ug:
∆Ug =
∣∣∣∣ Aiπδ2 − Gˆ(ψˆi + tˆi)
∣∣∣∣
= 2
{
tˆ3i
(
Uˆ ′(ψˆi)
12
+ ψˆi
Uˆ ′′(ψˆi)
24
)
+O(tˆ4i )
}
≈ 2
{
tˆ3i
24
(
2Uˆ ′(ψˆi) + ψˆiUˆ
′′(ψˆi)
)}
(3.29)
Considering that tˆi = tˆi+1/2/δ, ψˆi = rˆi+1/2/δ = (ψˆi+ ψˆi+1)/(2δ) and that the second derivative can
be approximated using central diﬀerence, we obtain the following expression for ∆Ug:
∆Ug = 2

 112

( tˆi+1/2
δ
)2
(Ui+1 − Ui) + 2
(
tˆi+1/2
δ
)(
ψˆi+1/2
δ
)(
Ui+122Ui+1/2 + Ui
)


(3.30)
Finally, with Eq. (3.19) and Eq. (3.30) we can obtain the error in U by using Eq. (3.17). Note
that for Eq. (3.19) we consider that ∆ψi+1/2 = ∆ti+1/2 = 2∆δ, where ∆δ = 1 mm, which reﬂects
the uncertainty in determining the error in origin.
3.4.3 Pressure gradient
We measured the pressure gradient using static Pitot tubes. To get a proﬁle of the static pressure
as a function of streamwise ﬂow distance, we placed the Pitot tubes starting from four diameters
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Figure 3.8: (a) A sample static pressure proﬁle plot in a rough pipe ﬂow. (b) Plot of errors in the
linear ﬁr. Although there are a few points to make an unambiguous determination on the lack of
correlation on the error, our data is consistent with the errors being uncorrelated.
away from the inlet, all the way to the end of the pipe. (We placed the Pitot tubes at the center
of each cross section.) The pressure proﬁle was already linear at ten pipe diameters away from the
inlet, indicating that the ﬂow was fully developed.
We used a linear ﬁt on static pressure proﬁle to obtain the pressure gradient dp/dx The static
pressure proﬁle for all pipes at all ﬂow rates was always a linear function. We show an example of
this linear proﬁle in Fig. 3.8(a).
Ideally we would need more than the eight points to determine if the linear ﬁt shows correlation
in the error. Nevertheless, owing to physical limitations of our experiments, we had to just use the
data points from eight static Pitot tubes. With these points we are able to verify that the error
shown in Fig. 3.8(b) presents no evidence of correlation. Thus, in order to ﬁnd the error in the
measurement of the pressure gradient ∆dp/dx we can once again use the covariance matrix.
3.4.4 Frictional drag and Reynolds Number
The Reynolds number is deﬁned as Re ≡ δU/ν, where δ is the radius of the pipe and U is the
average velocity of the ﬂow. The frictional drag f is deﬁned as:
f =
τw
ρU
2 . (3.31)
We obtain the wall shear stress τw using the pressure gradient, dp/dx:
τw =
dp
dx
δ
2
. (3.32)
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The above equations give us the following expression for the frictional drag:
f =
dp
dx
δ
2ρU
2 . (3.33)
Finally, the error in the frictional drag comes from the reduction formula 3.33, and can be
expressed as:
∆f = f
√(
∆dp/dx
dp/dx
)2
+
(
∆δ
δ
)2
+
(
∆ρ
ρ
)2
+
(
2
∆U
U
)2
(3.34)
3.4.5 Energy Spectrum
To calculate the energy spectrum we use the velocity time series um(ti) obtained from the
hotwire. In our experiments every velocity time series consisted of 221 points for 20s sampled at
200 kHz. Each time series was divided into 26 portions. For each portion, we compute the local
mean velocity U as the time average U ≡ 〈um(ti)〉, which we use to compute the ﬂuctuation velocity
time series, u(ti) = um(ti)−U . Then we invoke Taylor’s frozen-turbulence hypothesis and carry out
a space-for-time substitution t→ x/U on the time series u(ti) and get the space series, u(xi), where
xi = Uti. (The usage of Taylor’s frozen-turbulence hypothesis is justiﬁed for ﬂows with turbulent
intensity less than 15%.) The energy spectrum for each portion is the square of the magnitude
of the discrete Fourier transform of u(xi). Following [8], we average the energy spectrum over all
the portions and ﬁnally get the streamwise energy spectrum Euu(kx), where kx wavenumber in the
streamwise direction. We denote Euu(kx) as E(k) for brevity.
For the y positions close to the wall, where the the turbulent intensity was higher than 15%, we
follow the same process as described above, but used a localized variation of the Taylor’s frozen-
turbulence hypothesis to carry out a space-for-time substitution (see [43] for details). This process
aﬀects mostly the dissipative region of the turbulent energy spectrum when the intensity is higher
than 15%.
To compute the turbulent power per unit mass, ε, and the Kolmogorov length scale, η, from
E(k), we assume local isotropy to yield:
ε = 15 ν
∫ ∞
0
dk k2E (k) & η =
(
ν3
ε
)1/4
. (3.35)
In order to make sure that the length of the time series resulted in a convergent spectrum, we
repeated some experiments where we measured the velocity time series for a long time (128 times
48
10
−2
10
−1
10
0
10
1
10
2
10
3
10
4
10
5
k
10
−8
10
−7
10
−6
10
−5
10
−4
10
−3
10
−2
10
−1
10
0
E
(a)
10
−2
10
−1
10
0
10
1
10
2
10
3
10
4
10
5
k
10
−8
10
−7
10
−6
10
−5
10
−4
10
−3
10
−2
10
−1
10
0
E
(b)
Figure 3.9: (a) Spectrum from a long time series (228 samples or 23 minutes) is in black and the
spectrum from the short time series (228 samples or 20 seconds) is in red. Note that the spectrum
indicates clear convergence. (b) spectrum from the short time series (228 samples or 20 seconds) is
shown in red and the smooth spectra, via median ﬁlter and spline smoothing algorithm, is shown
in black. Note that the smooth spectra follows very accurately the original spectra but with much
less noise.
longer) and compared the results with the original, shorter measurements. A sample of the results
is plotted in Fig. 3.9(a), which shows clearly that the original mesurements result in a convergent
spectrum.
In order to diminish the noise in the spectra, we applied a median ﬁlter to each spectrum and
then applied a spline smoothing algorithm. This smooth spectra follows the original spectra very
closely as it can be seen in Fig. 3.9(b).
3.5 Benchmarking of experimental results
3.5.1 Frictional drag
The classic measurements (and the most comprehensive measurements to date) on frictional drag
in ﬂows in rough pipes dates back to Nikuradse’s experiments from the 1930s [68]. In Fig. 3.10 we
plot our measurements of frictional drag f as a function of the Reynolds number, Re. (The procedure
for computing f and Re is discussed in Sec. 3.4.4.) In the same ﬁgure we also plot the data from
Nikuradse’s experiments. Note that our roughness ratios are slightly higher than the corresponding
ones from Nikuradse’s experiments. We ﬁnd that our measurements are in good accord with that
of Nikuradse’s experiments.
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Figure 3.10: Log-log plot of the frictional drag, f , as a function of the Reynolds number, Re, for
the three roughness ratios, δ/r = 10 (red), 20 (green), 40 (blue). The error bars for f are computed
using Eq. (3.34). Data from Nikuradse’s experiments is shown in grey circles [68]. The roughness
ratios in Nikuradse’s data shown here are: 15, 30.6, 60, 126, and 252. The grey continuous lines
correspond to the f vs Re curves obtained by applying the virtual Nikuradse ﬁtting function from
Yang and Joseph [103]. We compute the equivalent Nikuradse sandgrain roughness, ks, for our
experiments using this ﬁtting function with the constraint that for all the three roughness the ratio
r/ks is a constant. We ﬁnd that r = 1.24ks. Thus, the equivalent Nikuradse roughness ratios for
our experiments are: 49.7, 24.8, and 12.6.
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3.5.2 Mean-velocity profiles
We compare the MVPs from our experiments in pipes of three roughnesses with the MVPs from
the smooth pipe data of Princeton superpipe facility [55] and from the rough pipe data of Nikuradse’s
experiments [68]. In Fig. 3.11(a) we plot the MVPs from our experiments along with an MVP at
comparable Reτ from ﬂow in a smooth pipe [55]. We note that all the MVPs trace similar proﬁles.
We further verify that these MVPs are comparable by substracting the Hama roughness function
from our measurements of the MVPs (see Eq. (3.14)). This vertically shifts the rough pipe MVPs
to share the log region of the smooth pipe MVP (see Fig. 3.11(b)). In Fig. 3.11(c) we plot the
MVPs from our experiments, along with an MVP from smooth pipe and an MVP from Nikuradse’s
experiments in a rough pipe, in velocity defect coordinates. We ﬁnd that our measurements are in
good accord with the aforementioned measurements in smooth and rough pipes.
3.5.3 Energy spectra
We plot our experimental measurements of E(k) in pipes of three roughness ratios in Fig. 3.12(a,
c, e). As a ﬁrst test, we check if our measurements of E(k) are consistent with Kolmogorov’s scaling.
That is, we check if the energy spectra in the inertial and dissipative ranges can be collapsed using
ν and the Kolmogorov length scale, η (Eq. (3.35)). In Fig. 3.12(b, d, f) we plot our measurements
of E(k) non-dimensionalized using Kolmorogov’s scaling and ﬁnd that the energy spectra collapse
in the inertial and dissipative ranges.
This spectral collapse also allows us to test our measurements of E(k) with other measurements
at diﬀerent Reynolds numbers. We expect that although the dimensional E(k) will be diﬀerent, we
will be able to compare the E(k) non-dimensionalized with Kolmogorov’s scaling. In Fig. 3.13(a)
we superpose the dimensional E(k) from the three roughness. In the same ﬁgure we add the E(k)
data from experiments in smooth pipes [3] and numerical simulations in smooth channels [20–
22, 37, 38, 41]. In Fig. 3.13(b) we non-dimensionalize the E(k) using Kolmogorov’s scaling. We ﬁnd
that our measurements of E(k) in rough pipes are in good accord with the data from experiments
and numerical simulations in smooth pipes and smooth channels.
3.5.4 Influence of roughness: the roughness sublayer
Before concluding this chapter, here we discuss the inﬂuence of roughness on the various ﬂow
quantities measured in our experiments. Clearly, the roughness exerts a dominant inﬂuence on the
frictional drag f , as can be seen from Fig. 3.10.
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Figure 3.11: MVPs for the three roughness ratios, δ/r = 10 (red), 20 (green), 40 (blue) at
Reτ = 7 × 103. The error bars for the velocity are computed using Eq. (3.10). (a) MVPs in
inner coordinates. We have added an MVP from smooth pipe at a similar value of Reτ [55] (grey
line). (b) To compare our measurements with the MVP from smooth pipe, we have subtracted the
Hama roughness function from our measured MVP, Note that the MVP from the smooth pipe lies
within the error bars of the MVPs from our measurements. (d) MVPs in velocity defect scaling. We
also show the smooth pipe MVP [55] (grey line) and rough pipe MVP from Nikuradse’s experiments
[68](black crosses). Note that there is good agreement between our measurements and the other
data.
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Figure 3.12: (a), (c), (e) Dimensional E(k) in m3/s2 for all Re at all positions up to the centerline
for δ/r=40, 20, 10 respectively. (b), (d), (f) The E(k) from (a, c, e) non-dimensionalized using
Kolmogorov’s scaling.
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Figure 3.13: (a) Dimensional E(k) (m3/s2) from Fig. 3.12 (a, c, e), along with dimensional E(k)
from experiments in smooth pipes [3] (grey lines) and from numerical simulations in smooth channels
[20–22, 37, 38, 41, 42] (black lines). (b) The E(k) from (a) non-dimensionalized using Kolmogorov’s
scaling.
Now consider the MVPs. From Fig. 3.11(a) it is clear that roughness results in a downward
shift of the MVP (plotted in inner coordinates) as compared with the MVP from smooth pipe.
This shift is encapsulated in the Hama roughness function (see Eq. (3.14)) . In velocity defect
coordinates this results in MVPs from smooth and rough walled ﬂows collapsing on the same curve
(see Fig. 3.11(c)). Similar observations were made in rough pipe ﬂows [51, 68, 88], rough wall
boundary layers [1, 12, 18, 25, 26, 58, 59, 85–87, 98, 102] in and in rough channel ﬂows [48].
Next consider the eﬀect of roughness on the turbulent ﬂuctuations, in particular the streamwise
turbulent kinetic energy, u2. Townsend’s Reynolds number similarity hypothesis [94] states that
outside of the “roughness sublayer” (which occupies a small region close to the rough wall) the
turbulent ﬂuctuations, such as u2, are unaﬀected by the roughness when scaled with the friction
velocity, uτ . In other words, uτ is aﬀected by the roughness, but u+2 is unaﬀected outside the
roughness sublayer. Townsend’s Reynolds number similarity hypothesis is thought to be applicable
at high Reynolds numbers for ﬂows with large roughness ratio (typically δ/r > 50 [40, 58, 59, 102]).
This hypothesis has been widely tested and veriﬁed for ﬂows in boundary layers with uniform
roughness [1, 26, 78] and with non-uniform roughness [12, 26, 58, 59, 102]. The size of the roughness
sublayer in boundary layer ﬂows is about 3r [26, 40].
We are not aware of systematic measurements of the size of the roughness sublayer in rough pipe
ﬂows. Although performing such systematic measurements is outside the scope of this work, here we
brieﬂy discuss our estimate of the size of the roughness sublayer. Note that in our experiments the
roughness ratio is below the typical threshold roughness ratio (δ/r > 50) for applying Townsend’s
Reynolds number similarity hypothesis. Our results, therefore, must be interpreted with caution.
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Figure 3.14: u+2 vs. y˜ proﬁle for rough pipes (δ/r= 10 in red, 20 in green, and 40 in blue) and
smooth pipe [39] (in black). Reτ = 8500 for rough pipe and Reτ = 10500 for smooth pipe.
In Fig. 3.14(a) we plot the u+2 proﬁle for the highest Reτ data for our experiments and compare
the results with that from smooth pipe. We note that the data for the diﬀerent roughness collapse
onto the same curve for the whole proﬁle, but when compared with the data from smooth pipe, the
collapse begins at y˜ ≈ 0.2. Thus, the roughness sublayer is conﬁned to y˜ . 0.2, which in terms of
roughness yields the following estimates for the size of the roughness sublayer: 2r for δ/r = 10, 4r
for δ/r = 20 and 8r for δ/r = 40. It is curious that the size of the roughness sublayer actually scales
with the outer scale (δ) and is independent of the roughness size (r). The lack of scaling with the
roughness size may be related to the fact that in all our pipes the the roughness ratio is below 50.
We do not investigate this issue further here.
Last consider the energy spectra. From Fig. 3.13(b), where we plot our E(k) measurements in
rough pipes and E(k) from smooth pipes and smooth channels, we note that E(k) (when normalized
by Kolmogorov scaling) in the inertial range and dissipative range shows no inﬂuence of roughness,
even for the y positions closest to the wall. These closest y positions for our experiments are: 1.2r
for δ/r = 40, 0.8r for δ/r = 20, and 0.6r for δ/r = 10, all of which are well within the roughness
sublayer discussed above. Based on this observation we propose the following hypothesis: in rough
pipes, the inertial range and dissipative range of normalized E(k) remains unaﬀected by roughness,
except perhaps in the near-wall region y . r/2. We shall return to this hypothesis later in testing
the scaling of E(k) in rough pipes.
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Chapter 4
Turbulence in rough pipe flows
In this chapter we concern ourselves characterizing the large eddies and the smallest eddies of
turbulent ﬂow in rough pipes. Corresponding to the large eddies, we study the turbulent kinetic
energy and the longitudinal integral length scale; and corresponding to the smallest eddies, we
study the Kolmogorov length scale. For comparison, we also study ﬂow in smooth pipe and smooth
channel.
4.1 Turbulent kinetic energy: Outer peak
The turbulent kinetic energy large eddies in a turbulent ﬂow dominate the turbulent kinetic
energy. In Sec. 2.1 we discussed that unlike the case of scaling of the mean-velocity proﬁle, which
has been tested and veriﬁed by numerous investigations, the scaling of the turbulent kinetic energy
remains an active area of research [89]. Here we study the proﬁle of the streamwise turbulent kinetic
energy, u2, in pipe ﬂows.
In the region close to the wall, the turbulent production peaks in the buﬀer layer [79], thereby
making the near wall region to be dynamically signiﬁcant. The smallest length scale in the ﬂow, the
Kolmogorov length scale, η, monotonically increases from the wall to the centerline (see Sec. 4.3), and
therefore near the wall η takes very small values (of the order of microns for high Reynolds number
ﬂow [39]). Experimentally resolving turbulent ﬂuctuations close to the wall is a daunting challenge.
This region is outside the purview of our experiments in rough pipes, but much progress has been
recently made for the case of ﬂows in smooth pipes. Using specially designed miniature hotwire
probe (the nanoscale thermal anemometry probe), recent experiments in the Princeton superpipe
have veriﬁed the inner scaling of u2: u+2 = f(y+) [39]. Their results reveal that at y+ ≈ 15 there
is an inner peak in the u+2 proﬁle and that this peak remains invariant with Reτ (see Fig. 4.1).
These recent experiments reveal another aspect of u+2 proﬁle that is quite novel and remarkable—
at very high Reτ there exists a second peak, an outer peak. Speciﬁcally, for Reτ ≥ 3.7 × 104, an
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Figure 4.1: The u+2 vs. y+proﬁle from [39] for Reτ between 2× 103 and 105.
outer peak appears between 100 < y+ < 800 and becomes more pronounced as Reτ increases (see
Fig. 4.1) [39]. The outer peak was also noted earlier by Morrison et al. [65], however, owing to the
high values of Reτ these results were questioned as an artifact of insuﬃcient resolution. The recent
results of [39] corroborate the presence of an outer peak.
As noted by Hultmark et al. [39], the outer peak has several important implications. For instance,
since the outer peak grows with Reτ , at very high Reτ the magnitude of the outer peak becomes
greater than that of the inner peak. Further, with increase in Reτ , the inner region occupies an
increasingly small fraction of the whole ﬂow.
Now we turn to our experiments. We plot the u+2 proﬁles for pipes of three roughness in Fig. 4.2.
We show the proﬁles both with and without spatial ﬁltering [90]. (Note that the data from Hultmark
et al. [39] was presented with spatial ﬁltering.) Applying spatial ﬁltering to the data from rough pipes
raises some questions since the underlying assumptions of the ﬁltering process, which assumptions
are based on ﬂow in the inner region, may be aﬀected by the roughness. Notwithstanding this issue,
we note that although the spatial ﬁltering introduces slight changes, the qualitative shape of the
u+2 proﬁles remains largely unaﬀected (compare the left and right panels of Fig. 4.2).
As noted before, our experiments do not probe the region of inner scaling of the turbulent kinetic
energy, thus, we cannot comment on the inner perk of u+2. We, however, notice a striking feature:
for Reτ ≥ 3.0 × 103, the u+2 proﬁles show an outer peak whose magnitude increases with increase
in Reτ . This minimum value of Reτ is an order of magnitude lower than the corresponding Reτ for
smooth pipe [39] (3.0 × 103 vs. 3.7× 104). In contrast to the case of smooth pipe, this lower value
of Reτ for rough pipes may pose no major resolution issues with the experiments.
To the best of our knowledge, our experiments are the ﬁrst attempt for ﬂows in rough pipes to
systematically investigate the emergence of an outer peak in the u+2 proﬁles when the Reynolds
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number is increased. Previous experiments with ﬂows in honed rough pipes (roughness ratio ≈
2.5 × 104 [2]) and commercial rough pipes (roughness ratio ≈ 1.3 × 104 [72]) reported an outer
peak at high Reynolds numbers (Reτ ≈ 104) where an outer peak for ﬂows in smooth pipes is also
observed. Our experiments, on the other hand, reveal that in rough pipes the outer peak emerges
at a much smaller Reynolds number compared with smooth pipes. Our results are consistent with
the experiments of Ligrani and Moﬀat [52], who, in turbulent boundary layer ﬂows over rough walls,
reported the emergence of an outer peak at Reτ ≈ 4× 103. More recently, Monty et al. [61] veriﬁed
that in rough boundary layers the outer peak begins to occur at Reτ ≈ 4× 103. For rough channels,
the experiments of Krogstad et al. [48] indicate the presence of a outer peak at an even lower value
of Reτ ≈ 8× 102.
In Fig. 4.3(a, b) we superpose the plots of u+2 proﬁles for the three rough pipes for three values
of Reτ . We ﬁnd that the proﬁles for the diﬀerent roughnesses are comparable. In Fig. 4.3(c, d)
we further superpose the smooth pipe data [39]. We ﬁnd that our data are in good accord in the
outer layer (also see the discussion in Sec. 3.5.4). We further conﬁrm this by plotting u+2 vs. y˜, see
Fig. 4.3(e, f). From Fig. 4.3(e, f) we also conclude that away from the wall the u+2 proﬁle scales
with y˜. At the centerline, u+2 ≈ 1 for ﬂows in both smooth pipes and rough pipes.
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Figure 4.2: The u+2 vs. y+proﬁle from rough pipe experiments: (a, b) δ/r = 40 (blue); (c, d) δ/r =
20 (green); (e, f) δ/r = 10 (red). The Reτ values are: 1.5×103, 2.0×103, 3.0×103, 4.5×103, 8.0×103.
In the panels on the left (a, c, e), the raw data is shown, and in the panels on the right (b, d, f),
the data is shown with spatial ﬁltering [90].
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Figure 4.3: Comparison of the u+2 proﬁles. (a, b) u+2 vs. y+ for three roughness and Reτ =
1.5× 103, 3.0× 103, 8.0× 103. (c, d) Data in panels (a, b) with smooth pipe data [39] (black circles).
(e, f) Data in panels (c, d) plotted as u+2 vs. y˜. In the panels on the left (a, c, e), the raw data is
shown, and in the panels on the right (b, d, f), the data is shown with spatial ﬁltering [90]. Note
that all the smooth pipe data shown has been spatially ﬁltered.
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4.2 Longitudinal integral length scale
The longitudinal integral length scale L11 characterizes the size of the large eddies in a turbulent
ﬂow. Whereas the scaling and proﬁle of turbulent kinetic energy has been extensively investigated,
the scaling and proﬁle of L11 remains largely unchartered, even though the quantity L11 constitutes
standard discussion in textbooks on turbulent ﬂows [19, 79]. Here we study the scaling and proﬁle
of L11.
The longitudinal integral length scale L11 may be deﬁned as:
L11 =
∫ ∞
0
dx f(x), (4.1)
where f(x) is the nondimensional longitudinal autocorrelation function (f(x) ≡ 〈u(x)u(x+xs)〉xs/u2)
[79]. Another way to deﬁne L11 is:
L11 =
πEuu(kx = 0)
2u2
(4.2)
where Euu(kx) is the streamwise energy spectrum [79].
We are only aware of one experimental study on the y proﬁle of L11 [36]. In Fig. 4.4 we show
the L11 proﬁle from this study, where L˜11 = L11/δ. Although the data is sparse, we note that L11
close to the wall increases with the distance from the wall, then peaks at y˜ ≈ 0.3, and thereafter
reduces with further increase in distance from the wall.
To further study the proﬁle of L11 we turn to DNS data on smooth-walled channel ﬂow for
Reτ ≈ 300, 980, 2003 [20, 37]. Using the energy spectra we calculate L11 from Eq. (4.2). In Fig. 4.5(a,
b) we show the L11 proﬁle scaled with inner and outer variables. Note that similar to Fig. 4.4, L11
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Figure 4.4: Proﬁle of L˜11 in a pipe ﬂow [36]. Note the peak at y˜ ≈ 0.3.
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increases with distance from the wall close to the wall, manifests a clear peak around y˜ ≈ 0.4, and
reduces further away. The proﬁle of L11, however, does not exhibit any collapse in inner coordinates
and some collapse in outer coordinates; see Fig. 4.5(a, b). To investigate the scaling of L11, we plot
its proﬁle using diﬀerent coordinates in Fig. 4.5(c–f). We ﬁnd that the scaling of L11 can be expressed
as L11/y = fL(y˜), where fL(y˜) is a monotonically decaying function of y˜; see Fig. 4.5(f). We can
now understand the origin of the peak in L11. From the aforementioned scaling, L˜11 = y˜ fL(y˜). At
small distances from the wall, y˜ is small but fL(y˜) is large and the product y˜ fL(y˜) inceases with
y˜. Further away from the wall y˜ is large but fL(y˜) is small and the product y˜ fL(y˜) decreses with
y˜. At an intermediate distance, there is a peak in L˜11. From L˜11 = y˜ fL(y˜) we can calculate that
the position of this peak, y˜p, satisﬁes the relation fL(y˜p) = y˜p dfL/dy˜|y˜p .
Note that although the scaling L11/y = fL(y˜) is dimensionally identical to the scaling L˜11 = f(y˜),
which informs the coordinates of Fig. 4.5(b), the collapse in Fig. 4.5(f) appears to be much more
convincing than that in Fig. 4.5(b). The reason for this disparity is the large range of the ordinate
scale in Fig. 4.5(f).
Next we turn to our rough pipe experiments. We calculate the L11 from the longitudinal au-
tocorrelation function using Eq. (4.1). The details of this calculation is discussed in App. B. (We
have also computed L11 from the energy spectra using Eq. (4.2), but we ﬁnd that the data is more
noisy than the computation using Eq. (4.1).) In Fig. 4.6 we plot the proﬁle of L11 for three diﬀerent
values of Reτ and for all the roughness ratios. As in Fig. 4.5, we scale the L11 proﬁle using diﬀerent
coordinates. Here again we note that L11 increases with distance from the wall close to the wall,
manifests a clear peak around y˜ ≈ 0.3, and reduces further away (see Fig. 4.6(a–d)). Analogous to
the results shown in Fig. 4.5(f), we ﬁnd that the scaling of L11 can be expressed as L11/y = fL(y˜),
where fL(y˜) is a monotonically decaying function of y˜; see Fig. 4.6(f). Further, we do not see any
discerable inﬂuence of roughness in the collapsed plots of Fig. 4.6(f). In Fig. 4.7 we superpose the
scaled L11 data from DNS of channel ﬂow (Fig. 4.5(f)) and from our experiments of rough pipe ﬂow
(Fig. 4.6(f)). We ﬁnd that the scaled L11 proﬁle for the two ﬂows are in good accord with each
other.
Although Hassan [36] appears to be the only study of the L11 proﬁle, there have been other
studies concerning the proﬁles of the length scale of the large eddies. The characteristic length
scales in these studies are deﬁned variously, as we discuss next.
Balasubramanian [5] computed the proﬁles of length scale of the large eddies in two ways. First,
by computing the proﬁle of the length scale that corresponds to the low-wavenumber peak of the
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Figure 4.5: Proﬁle of L11 scaled in diﬀerent coordinates. We calculate L11 using DNS data from
[20–22, 37, 38, 41]. The diﬀerent curves correspond to Reτ = 550, 950, 2000 (see Fig. 2.1 for the
curve types associated with the diﬀerent Reτ ). (a) L
+
11 vs. y
+. (b) L˜11 vs. y˜. (c) L˜11 vs. y+. (d)
L+11 vs. y˜. (e) L11/y vs. y
+. (f) L11/y vs. y˜.
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Figure 4.6: Proﬁle of L11 scaled in diﬀerent coordinates. We calculate L11 using the present rough
pipe experiments. The data corresponds to δ/r = 10 (red), 20 (green) and 40 (blue); the Reτ values
are: 1.5 × 103, 3 × 103, 8 × 103. (a) L+11 vs. y+. (b) L˜11 vs. y˜. (c) L˜11 vs. y+. (d) L+11 vs. y˜. (e)
L11/y vs. y+. (f) L11/y vs. y˜.
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Figure 4.7: Comparison of L11/y vs. y˜ for DNS of channel ﬂow [20–22, 37, 38, 41] (see Fig. 2.1 for
the curve types associated with the diﬀerent Reτ ) and our experiments of rough pipe ﬂow.
pre-multiplied energy spectra kxEuu(kx). Second, by computing the length scale that carries at
least 40% of the cumulative turbulent kinetic energy. Both the proﬁles show the same trend that
we observed in the L11 proﬁles: that the length scale close to the wall increases with the distance
from the wall, then peaks at y˜ ≈ 0.3, and thereafter reduces with further increase in distance from
the wall.
As a measure of the length scale of the large eddies, Christensen and Wu [17] deﬁned the “extent
of the correlation function” as twice the distance from the correlation peak to the most downstream
location on the contour of Ruu = 0.5. For ﬂows in smooth and rough turbulent boundary layers,
Volino et al. [99] calculated the proﬁles of the extent of the correlation function. These proﬁles show
that the length scale of the large eddies increases with y˜ near the wall, attains a broad peak for
intermediate y˜, and then slowly decreases with y˜. These observations are in general agreement with
the L11 proﬁles we studied.
4.3 Kolmogorov length scale
In the preceding sections we discussed the kinetic energy and the length scale of the large eddies
in a turbulent ﬂow. Now we discuss the proﬁle and scaling of the length scale of the smallest eddies
in a turbulent ﬂow—the Kolmogorov length scale, η.
Consider our experiments on ﬂows in rough pipes. Using our measurements of the energy spectra,
we compute the proﬁle of η using Eq. (3.35). The result, scaled using inner coordinates, is plotted in
Fig. 4.8. Unlike the cases of the proﬁles of u2 and L11 discussed earlier, we ﬁnd that the proﬁle of η
is a monotonically increasing function with y. We do not see any discerable inﬂuence of roughness in
the η proﬁles of Fig. 4.8. Further, by plotting high Reynolds number data from Princeton superpipe
65
10
0
101 10
2
10
3
104
y
+
2
3
4
5
6
7
8
9
10
11
η
+
increasing Re
(a)
Figure 4.8: Proﬁle of the Kolmogorov length scale: η+ vs y+. We show data from our experiments,
where δ/r = 10 (red), 20 (green), and 40 (blue), and from the Princeton superpipe [90] (black
circles).
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Figure 4.9: η˜ vs. Re for our experiments; δ/r = = 10 (red), 20 (green), and 40 (blue). (a) For η
measured at three diﬀerent ﬁxed values of y+ = 250, 500, 1000. (b) For η measured at three diﬀerent
ﬁxed values of y˜ = 0.1, 0.5, 1.0. The black solid line represents a -3/4 power law, the prediction from
Kolmogorov’s theory.
[90], we note that the η+ vs. y+ proﬁle asymptotically tends to a Reynolds number independent
curve.
Last, we study the scaling of η with Re. Kolmogorov’s theory of locally isotropic turbulence
predicts that η˜ ∼ Re−3/4 [46]. In Fig. 4.9 we plot η˜ vs Re for ﬁxed values of y+ and for ﬁxed values
of y˜. For both cases and for pipes all roughnesses, we ﬁnd that the scaling of ˜eta is in good accord
with the prediction from Kolmogorov’s theory. Bailey et al. [3] also reached the same conclusion by
analyzing the data from Princeton Superpipe.
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4.4 Concluding Remarks
We have studied the proﬁles of the streamwise turbulent kinetic energy (u2), the longitudinal
integral length scale (L11), and the Kolmogorov length scale η. We ﬁnd that the proﬁles corre-
sponding to the large eddies (u2 proﬁle and L11 proﬁle) manifest distinctly non-monotonic shapes,
with one or two peaks. By contrast, proﬁles corresponding to the smallest eddies (η proﬁle) has a
monotonic shape.
In studying u2 proﬁle, we have focussed on the outer peak, which was recently discovered for
ﬂows in smooth pipes. To the best of our knowledge, our study is the ﬁrst report of an outer peak for
ﬂows in rough pipes. We ﬁnd that the outer peak in rough pipes emerges at a Reynolds number that
is an order of magnitude smaller than the corresponding Reynolds number in smooth pipes. Our
results are consistent with previous studies in rough boundary layers [52, 61] and rough channels
[48].
For the case of the L11 proﬁle, we demonstrate that the proﬁle manifests a distinct peak around
y˜ ≈ 0.3 – 0.4 and that this proﬁle scales according to the expression L11/y = fL(y˜). To the best of
our knowledge, our study constitutes the ﬁrst study to clearly show a peak in the L11 proﬁle.
The outer peak of u2 proﬁle and the peak of L11 proﬁle are outside the purview of models of
wall-bounded turbulent ﬂows. We submit that these non-monotonic proﬁles should be considered
for future work in developing models.
In studying η proﬁle, we ﬁnd that η increases monotonically with distance from the wall. It
appears that with increase in the Reynolds number the η+ vs. y+ proﬁle asymptotically approaches
a Reynolds number independent and roughness independent universal curve. At a ﬁxed location
(y+ or y˜), the scaling of η˜ with Re is in good accord with the prediction from Kolmogorov’s theory:
η˜ ∼ Re−3/4. This scaling of η is assumed to hold in the spectral theory of the MVP [32]. Our results
corroborate this assumption of the spectral theory.
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Chapter 5
Spectral scaling in rough
wall-bounded flows: inner scaling
In Ch. 2 we studied the inner scaling of energy spectra in smooth wall-bounded ﬂows. Here,
using the results from our experiments in rough-pipe ﬂows (see Ch. 3), we consider the inner scaling
of energy spectra in rough wall-bounded ﬂows.
5.1 The attached-eddy hypothesis and the spectral scaling in
rough-wall flows
In Sec. 2.2, we discussed the scaling of the energy spectra in the log layer of ﬂows over smooth
walls using the framework of the attached-eddy hypothesis [77]. This scaling expression (Eq. (2.2))
reads:
E (κ)
u2τy
= g (κy) .
Perry and Li [76], Perry et al. [78] extended this scaling for ﬂows over rough walls. Using Townsend’s
Reynolds number similarity hypothesis [94], they argued that outside the roughness sublayer the
turbulent ﬂuctuations, when scaled by uτ , are unaﬀected by the roughness (see the discussion in
Sec. 3.5.4). Thus, outside the roughness sublayer, the analysis developed for ﬂows over smooth walls
(see Sec. 2.2) also applies for ﬂows over rough walls. Eq. (2.2), therefore, describes the inner scaling
of the inertial range of E(k) in the region of the log layer outside of the roughness sublayer.
Next consider our experiments in rough-pipe ﬂows with roughness ratios, δ/r = 10, 20, and
40, and the Reynolds number spanning the range Reτ = 103 to 104. For ﬂows over rough walls,
the inner scaling of Eq. (2.2) is predicated on Townsend’s Reynolds number similarity hypothesis.
The conditions required for applying Townsend’s hypothesis are high Reynolds numbers and large
roughness ratio (δ/r > 50; see Sec. 3.5.4). Note that in our experiments the condition δ/r > 50 is
not satisﬁed. Further, to test the inner scaling of Eq. (2.2), E(k) is restricted to locations in the log
layer outside of the roughness sublayer. (For brevity, we use E(k) to refer to Euu(kx).) For ﬂows
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in rough pipes, the log layer extends till y˜ ≈ 0.15 [2], which falls within our estimate of the extent
of the roughness sublayer, y˜ . 0.2 (see Sec. 3.5.4). Thus, we conclude that our experimental data
from rough-pipe ﬂows are unsuitable for testing the scaling of Eq. (2.2).
Although our experiments are unsuitable for a proper test of Eq. (2.2), for the sake of comparison,
using the scaling of Eq. (2.2) we plot our experimental measurements of E(k) from the log layer
(see in Fig. 5.1). We note that the collapse in the inertial range is better than what we noted in the
smooth wall case of DNS of channel ﬂow data [20–22, 37, 38, 41] (see Sec. 2.2). Nevertheless, the
results do not unambiguously support the scaling of Eq. (2.2). Thus, we conclude that the validity
of the scaling in Eq. (2.2) remains an open question for both smooth-wall ﬂows and rough-wall ﬂows.
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Figure 5.1: Energy spectra from the log region in rough pipes for for all Re: (a, c, e) dimensional
spectra (with units of m−1 for the wavenumber k and m3/s2 for all plots from the rough pipe
experiments in this thesis) and (b, d, f) spectra rescaled in inner coordinates as proposed by 2.2.
The spectra correspond to roughness δ/r = 40 (a, b) in blue, δ/r = 20 (c, d) in green, and δ/r = 10
(e, f) in red.
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5.2 Spectral scaling for rough pipes from the spectral theory
of the MVP
In Sec. 2.3 we employed the framework of the spectral theory of the MVP [32] and the law of
the wall to derive a relation for the inner scaling of the energy spectra for ﬂows over smooth walls.
Here we seek to extend this analysis to ﬂows over rough walls. Analogous to the rationale employed
in extending attached-eddy hypothesis to rough pipes (see Sec. 5.1), we can argue that outside the
roughness sublayer, the analysis developed for ﬂows over smooth walls (Sec. 2.3) also applies for
ﬂows over rough walls. Thus, outside the roughness sublayer Eq. (2.8) describes the inner scaling of
E(k) in rough pipe ﬂows.
Recall that Eq. (2.8) describes the collapse of E(k) for the region ky ≥ 1. Close to the wall, y is
small, and thus ky ≥ 1 implies that k is large. In other words, close to the wall ky ≥ 1 corresponds
to the dissipative range of E(k). In Sec. 3.5.4 we set forward the hypothesis that the dissipative
range and inertial range of normalized E(k) are unaﬀected by the roughness, except perhaps in the
region y . r/2, which is outside the range of our measurements. To further test this hypothesis, we
propose that Eq. (2.8) describes the inner scaling of E(k) in rough pipe ﬂows for y & r/2, i.e., all
the y locations where we measured E(k). In other words, we posit that Eq. (2.8) holds even inside
the roughness sublayer, except perhaps y . r/2.
Before proceeding to test the validity of Eq. (2.8) in rough pipe ﬂows, let us examine the key
assumptions underlying this scaling relation. This relation is predicated on two items: the spectral
model of the turbulent shear stress (Eq. (2.4)) and the law of the wall. To apply the spectral model
of the turbulent shear stress to the case of ﬂows over rough walls we are assuming that the size of
the dominant eddy is the distance from the wall, y. Note that in computing this distance y we have
employed the modiﬁed Clauser method (see Sec. 3.4.2), wherein we have already accounted for the
roughness.
Next consider the law of the wall. We have noted before that after substracting the Hama
roughness function, the MVP for the rough pipe collapses onto one curve (see Fig. 3.11), thereby
validating the law of the wall. To further validate this point we note that in applying Eq. (2.8) to
rough pipe ﬂows, we need to satisfy the condition that the r.h.s. of Eq. (2.7) is a constant at a ﬁxed
y+. This constancy, in turn, is predicated on the law of the wall, in particular on the implication
that dU+/dy+ is a constant at a ﬁxed y+ for all values of the Reynolds number. From Fig. 5.2 we
note that for our experimental measurements of the MVP in rough pipe ﬂows, dU+/dy+ is indeed
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Figure 5.2: The law of the wall for the MVPs from our experiments in rough pipes. (a) MVPs in
inner coordinates. (b) dU+/dy+ vs. y+. The data for all three roughness (δ/r = 10 in red, δ/r = 20
in green, and δ/r = 40 in blue) and the whole range of the Reynolds number is shown. The vertical
gridlines indicate the y+ locations where we test the inner scaling of Eq. (2.8).
a constant at a ﬁxed y+.
We are now ready to test the scaling of Eq. (2.8). Using our experimental measurements of E(k)
for all values of y, we plot the results in Fig. 5.3. From equation (2.8) we expect the spectra for
diﬀerent Reynolds numbers, but at a ﬁxed y+, to collapse for the region κy ≥ 1. The diﬀerent panels
in each ﬁgure correspond to a ﬁxed value of y+, and the shaded area in each panel corresponds
to the region κy ≥ 1. Analogous to the results we discussed in Sec. 2.3, where note that while
our experimental data did not lend clear support to the spectral scaling from the attached-eddy
hypothesis (Eq. (2.2))), the spectral collapse manifested in Fig. 5.3 is in excellent accord with the
scaling relation of Eq. (2.8). Further, the spectral collapse also holds close to the wall, thereby
validating our hypothesis that Eq. (2.8) describes the inner scaling of E(k) in rough pipe ﬂows for
y & r/2.
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Figure 5.3: Energy spectra in rough pipes (δ/r = 10 in red, δ/r = 10 in green and δ/r = 40 in
blue): (a, c, e) dimensional spectra and (b, d, f) spectra scaled as per equation 2.8. The ﬁxed y+
locations are y+ = 60 (a, b), y+ = 100 (c, d), and y+ = 180 (e, f). (These y+ locations are marked
in Fig. 5.2.) The shaded area represents the region where we expect the scaling to hold, ky ≥ 1.
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Figure 5.3: (continued) (g, i, k) dimensional spectra and (h, j, l) spectra scaled as per Eq. (2.8).
The ﬁxed y+ locations are y+ = 300 (g, h), y+ = 600 (c, d), and y+ = 1000 (e, f).
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5.3 Concluding Remarks
In this chapter we have extended the analysis of Ch. 2, which was restricted to ﬂows over smooth
walls, to address ﬂows over rough walls. Perry and Li [76], Perry et al. [78] argued that outside the
roughness sublayer, the inner scaling of energy spectra from the attached-eddy hypothesis (Eq. (2.2))
also applies to the case of rough ﬂows. By examining the restrictions that underlie the extension
of the scaling of Eq. (2.2) to the case of ﬂows in rough pipes, we argued that our experiments in
rough-pipe ﬂows are unsuitable for testing this scaling.
Building on the hypothesis we postulated in Sec. 3.5.4—that the inertial range and dissipative
range of E(k) are unaﬀected by the roughness, even inside of the roughness sublayer (except perhaps
in the region y . r/2)—we proposed that the inner scaling of energy spectra from the spectral
theory of the MVP (Eq. (2.8)) applies in a rough pipe ﬂow for the region y & r/2. We ﬁnd that our
experimental measurements of E(k) in rough pipe ﬂows, for the whole range of y, are in excellent
accord with the scaling of Eq. (2.8).
We conclude that Eq. (2.8) is the spectral analogue of the law of the wall for both for ﬂows over
smooth walls and rough walls.
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Chapter 6
Spectral scaling in smooth and rough
wall-bounded flows: outer scaling
In Ch. 2 and Ch. 5 we discussed the inner scaling of the energy spectra (i.e., the scaling of the
energy spectra in the inner layer) in smooth and rough wall-bounded ﬂows, respectively. In this
chapter we concern ourselves with the scaling of the energy spectra in the outer layer, i.e. outer
scaling of the energy spectra, in smooth and rough wall-bounded ﬂows.
6.1 The attached-eddy hypothesis and the outer scaling of
energy spectra
6.1.1 Flows over smooth walls
In Sec. 2.2 we discussed the inner scaling of the energy spectra in ﬂows over smooth walls in the
framework of Townsend’s attached-eddy hypothesis [77]. The key assumption here is that in the
inner layer the ‘attached eddies’ set the length scale and the velocity scale, which are, respectively,
the distance from the wall y and the friction velocity uτ .
For the spectral scaling in the outer layer of ﬂows over smooth walls Perry et al. [77] used
dimensional analysis and postulated that the velocity scale is still uτ but the length scale is the
outer length scale δ. (For a channel ﬂow δ = h; for a pipe ﬂow δ = R and for boundary layer
δ = δ99). This analysis yields:
E(k)
δu2τ
= g(kδ), (6.1)
where the above scaling is also restricted to the log layer and k is restricted to the inertial range of
E(k). (Note that the log layer is the region of overlap between the inner layer and the outer layer.)
We test Eq. (6.1) we using the energy spectra in the log layer of DNS of channel ﬂow at Reτ =
2000 [20–22, 37, 38, 41]. The results for the scaling of E(k) for the streamwise and the spanwise
wavenumbers are shown in Fig. 6.1 and Fig. 6.2, respectively. We ﬁnd that the curves that correspond
to Euu(kx) (Fig. 6.1b) and Euu(kz) (Fig. 6.2(b) at diﬀerent positions in the log layer only partially
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collapse onto one curve for the intermediate values of the wavenumber (the inertial range). The
curves for all the other components of E(k) manifest no such collapse. Thus, analogous to our
observations in Sec. 2.2, we ﬁnd that the the scaling of Eq. (6.1) is rendered only approximately
valid for the streamwise components and invalid for the other components of the energy spectra.
We conclude that the validity of the scaling in Eq. (6.1) remains an open question.
6.1.2 Flows over rough walls
Using Townsend’s Reynolds number similarity hypothesis, Perry and Li [76], Perry et al. [78]
extended the outer scaling expression of energy spectra in ﬂows over smooth walls (Eq. (6.1)) to
ﬂows over rough walls. To that end, they adopted the same approach approach outlined in Sec. 5.1:
outside of the roughness sublayer, the only eﬀect of the roughness is in setting uτ . Thus, outside the
roughness sublayer, Eq. (6.1) describes the outer scaling of the inertial range of E(k) in rough pipe
ﬂows. Note, however, that as discussed in Sec. 5.1, our experimental data from rough-pipe ﬂows are
unsuitable for testing the scaling of Eq. (6.1).
Although our experiments are unsuitable for a proper test of Eq. (6.1), for the sake of comparison,
using the scaling of Eq. (2.2) we plot our experimental measurements of E(k) from the log layer (see
in Fig. 6.3). (For brevity, we use E(k) to refer to Euu(kx).) We note that although the collapse in
the inertial range is better than what we noted in the smooth wall case of DNS of channel ﬂow data
[20–22, 37, 38, 41] (see the discussion above), the results do not unambiguously support the scaling
of Eq. (6.1). Thus, we conclude that similar to the case of inner scaling, the validity of the outer
scaling of Eq. (6.1) remains an open question for both smooth-wall ﬂows and rough-wall ﬂows.
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Figure 6.1: Energy spectra for streamwise wavenumbers in the log layer for channel ﬂow at Reτ =
180, 550, 950, 2000. In a channel ﬂow, the log layer spans the region [79] y+ = 30 to y˜ = 0.3 (see
Fig. 2.1 for the curve types associated with the diﬀerent Reτ ). The diﬀerent curves correspond to
the spectra at the locations 30 ≥ y+, y˜ ≤ 0.15 for the four values of Reτ . In the left column we
show: (a) Euu(kx), (c) Euu(kx), (e) Eww(kx). Note that to compute the dimensional spectra from
the non-dimensional spectra reported in [20–22, 37, 38, 41], we have used uτ and ν as reported
in [20–22, 37, 38, 41] and δ = 1. These values of uτ , ν and δ are in computational units as
indicated in [20–22, 37, 38, 41]. in the right column we show the same spectra scaled using Eq. (6.1):
(b)Euu(kxδ)/(u
2
τδ), (d)Euu(kxδ)/(u
2
τδ), (f)Eww(kxδ)/(u
2
τδ).
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Figure 6.2: Energy spectra for spanwise wavenumbers in the log layer for channel ﬂow at Reτ = 2000.
The spectra locations and components are analogous to that depicted in Fig. 6.1.
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Figure 6.3: Energy spectra from the log region in rough pipes for for all Re: (a, c, e) dimensional
spectra (with E(k) in units of m3/s2 and k in units of m−1) and (b, d, f) spectra rescaled in outer
coordinates as proposed by 6.1. The spectra correspond to roughness δ/r = 40 (a, b) in blue,
δ/r = 20 (c, d) in green, and δ/r = 10 (e, f) in red.
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6.2 The spectral theory of the MVP and the outer scaling of
energy spectra
6.2.1 Flows over smooth walls
In Sec. 2.3 we discussed the inner scaling of the energy spectra in ﬂows over smooth walls in the
framework of the spectral theory of the MVP [32]. Using the spectral theory and the law of the
wall, we derived the relation for inner scaling, Eq. (2.8). We concluded that this scaling is in good
accord with the DNS [20–22, 37, 38, 41] data for smooth-walled channel ﬂow.
Here we seek the outer scaling analogue of Eq. (2.8). Our starting point for this analysis is the
same as in Sec. 2.3: the spectral model of the the turbulent shear stress τRe (Eq. (2.4)):
τRe = κtρyvy
dU
dy
.
Because our focus is on the outer layer, where the law of the wall (U+ = F1(y+)) does not hold, but
instead the MVP scales as per the velocity defect law (U+(y = δ) − U+ = F2(y˜)), we now depart
from the analysis of Sec. 2.3. Using Eq. (2.4) the relation for total shear stress, Eq. (2.5)
τv + τRe = ρu
2
τ (1− y˜) ,
can be written as:
1
Reτ
dU+
dy˜
+ κτ y˜
dU+
dy˜
vy
uτ
= 1− y˜, (6.2)
where y˜ ≡ y/δ. Note that at y˜ = 1, dU+/dy˜ = 0: the two terms on the l.h.s. are zero and the
term on the r.h.s. is zero, so the equation is trivially satisﬁed. We now consider for high Reynolds
numbers, we can approximate 1− 1/ReτdU+/dy˜ ≈ 1 , and the above expression can be written as:
∫ ∞
1
dkˆ Eˆ(kˆ) ≈
(
1
κτ y˜
(
1− y˜
dU+/dy˜
))2
, (6.3)
where, in substituting vy with the integral expression in E(k), we have performed the change of
variables from k to k ≡ ky and Eˆ(kˆ) ≡ E(k)/(u2τy).
From the velocity defect law we note that since dU+/dy˜ is only a function of y˜, the r.h.s. of
Eq. (6.3) is only a function of y˜. That is, at a ﬁxed location y˜ the r.h.s. of Eq. (6.3) is a constant
independent of the Reynolds number. Following the same argument as we used to derive Eq. (2.8),
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we note that a sufficient condition for this constancy is that the integrand in the l.h.s. of Eq. (6.3) is
also only a function of y˜. This suﬃcient condition can be expressed as the following scaling relation
for the energy spectra:
E (k)
u2τy
= g2 (ky) at a ﬁxed y˜ for ky ≥ 1, (6.4)
where g2 is a dimensionless function.
Note that the above outer scaling relation is quite similar to the inner scaling relation of Eq. (2.8),
albeit with a diﬀerent constraint: ﬁxing the location y˜ instead of y+. The diﬀerence is the constraint
comes from using the velocity defect law instead of the law of the wall. We may be tempted to
conclude that the scaling form of Eq. (6.4) is diﬀerent from its counterpart from the attached-eddy
hypothesis, Eq. (6.1)—the outer length scale δ does not explicitly appear in Eq. (6.4). Note, however,
that Eq. (6.4) holds at a ﬁxed y˜. Here y˜ is a constant, and thus the scaling form of Eq. (6.1) and
Eq. (6.4) can be shown to be the same.
To test the outer scaling relation of Eq. (6.4) we consider the energy spectra from DNS of channel
ﬂow [20–22, 37, 38, 41] for a wide range of Reynolds numbers, Reτ = 180, 550, 950, and 2000. This
DNS data is available only for two ﬁxed values of y˜, 0.5 and 1. Although in deriving scaling relation
(Eq. (6.4)) we noted that y˜ 6= 1, here we include the results for y˜ = 1 to contrast with the results
from y˜ = 0.5. Since Eq. (6.4) is predicated on the velocity defect law, we plot the MVP in the
coordinates of velocity defect law in Fig. 6.4. We see that except for the lowest Reynolds number
Reτ = 180, the velocity defect law is satisﬁed.
The results for the diﬀerent components of E(k) scaled as per Eq. (6.4) are shown in Fig. 6.5–
6.10. From Eq. (6.4) we expect the spectra for diﬀerent Reynolds numbers, but at a ﬁxed y˜, to
collapse for the region ky ≥ 1. The diﬀerent panels in each ﬁgure correspond to a ﬁxed value of y˜,
and the shaded area in corresponds to the region ky ≥ 1. We ﬁnd that the scaling of Eq. (6.4) does
not collapse the spectra in the region ky ≥ 1 for any of the components of E(k). Instead, the data
appears to collapse in the energetic range, where a collapse is not expected. We ﬁnd no discernable
trends between the spectra at diﬀerent Reynolds numbers and at diﬀerent locations.
These results are in contrast to what be observed with for the inner scaling of Eq. (2.8) in Sec. 2.3.
There we noted that while the spectral scaling based on the attached-eddy hypothesis (Eq. (2.2))
did not lead to collapse the energy spectra, the spectral scaling based on the spectral theory of MVP
(Eq. (2.8)) worked well for all the components of E(k).
Our observations do not lend support to the validity of Eq. (6.4). Nevertheless, as we shall discuss
next, our experimental data of energy spectra from ﬂows in rough pipes is in excellent accord with
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Figure 6.4: MVP for channel ﬂow in coordinates of the velocity defect law. The data is taken from
DNS of channel ﬂow by Jimenez and coworkers [20, 37]. (see Fig. 2.1 for the curve types associated
with the diﬀerent Reτ ). The dashed vertical lines indicate the y/δ positions where we test the
spectral scaling of equation (6.4).
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Figure 6.5: Euu(kx) in the outer layer for channel ﬂow at a ﬁxed y˜ and at Reτ = 180, 550, 950,
and 2000. The ﬁxed y˜ locations are: y˜ = 0.5 (a)(b), y˜ = 1.0 (c)(d). In the left column we show
Euu(kx), with the diﬀerent curves corresponding to diﬀerent Reτ (see Fig. 2.1 for the curve types
associated with the diﬀerent Reτ ). In the right column we show the same spectra scaled using
Eq. (6.4), Euu(kxy)/(u2τy); the shaded area represents the region where we expect the scaling to
hold, kxy ≥ 1.
the scaling of Eq. (6.4).
6.2.2 Flows over rough walls
To extend the outer scaling of Eq. (6.4) to ﬂows over rough walls, we adopt the same approach
as in Sec. 5.2. In the case of rough pipe ﬂows, we propose that Eq. (6.4) describes the outer scaling
of E(k) throughout the ﬂow, even inside the roughness sublayer (except perhaps for y . r/2).
Before proceeding to test the validity of Eq. (6.4), we pause to test an assumption that underlies
Eq. (6.4). Eq. (6.4) is predicated on the velocity defect law, and in particular on the implication of
the velocity defect law that dU+/dy˜ is only a function of y˜. In Fig. 6.11 we plot our experimental
measurements of MVPs in these coordinates and ﬁnd that above expectations are indeed satisﬁed
by our experimental measurements in rough pipe ﬂows.
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Figure 6.6: Testing Eq. (6.4) for Evv(kx). See the caption of Fig. 6.5 for details.
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Figure 6.7: Testing Eq. (6.4) for Eww(kx). See the caption of Fig. 6.5 for details.
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Figure 6.8: Testing Eq. (6.4) for Euu(kz). See the caption of Fig. 6.5 for details.
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Figure 6.9: Testing Eq. (6.4) for Evv(kz). See the caption of Fig. 6.5 for details.
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Figure 6.10: Testing Eq. (6.4) for Eww(kz). See the caption of Fig. 6.5 for details.
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Figure 6.11: The velocity defect law for the MVPs from our experiments in rough pipes. (a) MVPs
in coordinates of the velocity defect law. (b) dU+/dy˜ vs. y˜. The data for all three roughness
(δ/r = 10 in red, δ/r = 20 in green, and δ/r = 40 in blue) and the whole range of the Reynolds
number is shown. The vertical gridlines indicate the y˜ locations where we test the outer scaling of
Eq. (6.4).
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To test the validity of Eq. (6.4), we turn to our experimental measurements of E(k) in rough
pipe ﬂows. (For brevity, we use E(k) to refer to Euu(kx).) We plot the results in Fig. 6.12. From
Eq. (6.4) we expect the spectra for diﬀerent Reynolds numbers, but at a ﬁxed y˜+, to collapse for
the region ky ≥ 1. The diﬀerent panels in each ﬁgure correspond to a ﬁxed value of y˜, and the
shaded area in each panel corresponds to the region ky ≥ 1. We note that in contrast to the results
discussed for ﬂows over smooth walls, the spectral collapse manifested in Fig. 6.12 is in excellent
accord with the scaling relation of Eq. (6.4). Further, the spectral collapse also holds close to the
wall, thereby validating our hypothesis that Eq. (6.4) describes the outer scaling of E(k) in rough
pipe ﬂows for y & r/2. Even for the position y˜ = 1, which is neglected for deriving Eq. (6.4), we
note that the spectra collapses as per Eq. (6.4).
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Figure 6.12: Energy spectra in rough pipes (δ/r = 10 in red, δ/r = 10 in green and δ/r = 40 in
blue): (a, c, e) dimensional spectra and (b, d, f) spectra scaled as per equation 6.4. The ﬁxed y˜
locations are y˜ = 0.06 (a, b), y˜ = 0.1 (c, d), and y˜ = 0.25 (e, f). (These y+ locations are marked in
Fig. 5.2.) The shaded area represents the region where we expect the scaling to hold, ky ≥ 1.
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Figure 6.12: (continued) (g, i, k) dimensional spectra and (h, j, l) spectra scaled as per Eq. (6.4).
The ﬁxed y˜ locations are y˜ = 0.5 (g, h), y˜ = 0.75 (i, j), and y˜ = 1 (k, l).
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6.3 Concluding Remarks
In this chapter we have discussed the outer scaling of energy spectra in ﬂows over smooth walls
and rough walls. First we considered the outer scaling based on the attached-eddy hypothesis,
Eq. (6.1). We tested this relation using energy spectra from DNS of smooth-walled channel ﬂow
and our experiments on rough-walled pipe ﬂows. The energy spectra from both the DNS [20–
22, 37, 38, 41] and the experiments did not lend support to the outer scaling of Eq. (6.1).
Based on the spectral theory of the MVP and the velocity defect law, we derived an outer scaling
relation for energy spectra in ﬂows over smooth walls, Eq. (6.4), and extended the analysis to ﬂows
over rough walls. The energy spectra from DNS of smooth-walled channel ﬂow did not lend support
to the outer scaling of Eq. (6.4). In contrast, the energy spectra from our experiments on rough-
walled pipe ﬂows are in excellent accord with the outer scaling of Eq. (6.4). While the data from
both the DNS of smooth-walled channel ﬂow and the experiments on rough-walled pipe ﬂows lends
support to the inner scaling (Eq. (2.8)), they lead to diﬀering conclusions regarding the outer scaling
of Eq. (6.4). We do not understand the reasons for this disparity.
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Chapter 7
The mean-velocity profiles of the
canonical wall-bounded flows
7.1 Introduction
In this chapter we study the three canonical wall-bounded turbulent ﬂows, namely channel
ﬂow, pipe ﬂow, and boundary layer ﬂow [79, 84]. Channel ﬂow is the unidirectional, wall-parallel,
constant-pressure-gradient driven, fully-developed turbulent ﬂow between two parallel, smooth, in-
ﬁnite walls, which are separated by a distance 2h. Pipe ﬂow is the unidirectional, wall-parallel,
constant-pressure-gradient driven, fully-developed turbulent ﬂow inside an inﬁnitely long smooth
pipe of radius R. Boundary layer ﬂow is the unidirectional, wall-parallel, zero-pressure gradient tur-
bulent ﬂow over a smooth and inﬁnite wall; this ﬂow is usually referred to as zero-pressure gradient
boundary layer ﬂow, but we call it boundary layer ﬂow for brevity.
We choose the coordinate axes such that the x axis runs along the streamwise direction, the y
axis runs along the wall-normal direction (with y = 0 being the wall of pipe and boundary layer ﬂows
or one of the walls of channel ﬂow), and the z axis runs along the spanwise direction (azimuthal
direction for pipe). In a channel ﬂow and a pipe ﬂow, the largest length scale, δ, is set by the
geometry of the ﬂow: for a channel ﬂow δ = h, and for a pipe ﬂow δ = R. The Reynolds number
of the ﬂow is Re ≡ δU¯/ν, where U¯ is the mean streamwise velocity (that is, the volumetric ﬂux
divided by the cross-sectional area of the channel or pipe) and ν is the kinematic viscosity of the
ﬂuid. The friction Reynolds number of the ﬂow is Reτ ≡ δuτ/ν, where uτ ≡
√
τw/ρ is the friction
velocity (τw is the wall-shear stress and ρ is the density of the ﬂuid). In a boundary layer ﬂow, the
largest length scale, δ, increases with x and can be deﬁned variously, e.g., δ = δ99 [79], where δ99
is the distance from the wall where the streamwise velocity equals 99% of the free-stream velocity,
U∞. The Reynolds number of the ﬂow is Re ≡ δU∞/ν and the friction Reynolds number of the ﬂow
is Reτ ≡ δuτ/ν.
Consider the mean-velocity proﬁle (MVP) of a wall-bounded ﬂow. The MVP represents the
variation of the time-averaged streamwise velocity (U) with the distance from the wall (y) at a ﬁxed
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value of Reτ . That is, for a ﬁxed Reτ , the MVP is the curve U(y).
The MVPs for the three ﬂows are shown in Fig. 7.1 (a-c-e). Here the MVPs are plotted using
the dimensionless “inner variables” U+ ≡ U/uτ and y+ ≡ yuτ/ν. If we follow a single MVP starting
from y+ = 0, we ﬁnd the “viscous layer” (where the MVP has a positive curvature), the “buﬀer layer”
(where the MVP has a negative curvature), the “log layer” (where the MVP is a straight line), and
the “wake” (where the MVP overshoots the straight line from the log layer). Regardless of the type
of ﬂow, the MVPs for diﬀerent values of Re collapse on a single MVP in the “inner region”—that is,
anywhere except for the wake. This collapse is known as Prandtl’s “law of the wall” [79].
In Fig. 7.2 (a) we superpose the MVPs for all the ﬂows, where the Reτ values for the diﬀerent
ﬂows are approximately the same. Although some studies (e.g., [67]) indicate that there may be
slight disparities from ﬂow to ﬂow in the inner region—for example, the Kármán constant, which is
the slope of the MVP in the log layer, may vary slightly from one ﬂow to another—it is clear that
the distinct disparities appear in the wake (see Fig. 7.2 (c)), where the overshoot is the largest for
boundary layer ﬂow, followed by pipe ﬂow, and least for channel ﬂow.
The same MVPs can be plotted using the dimensionless variables of the “velocity defect law”:
(Uδ − U)/uτ and y˜ (Fig. 7.1(b-d-f)), where y˜ = y/δ, Uδ is the centerline velocity for channel and
pipe ﬂows and Uδ = U∞ for boundary layer ﬂow. From the insets of Fig. 7.1(b-d-f)), we see that
the MVPs for diﬀerent values of Reτ collapse on a single MVP away from the wall (for the most
part in the wake). In Fig. 7.2 (b) we superpose the MVPs for all the ﬂows (see also Fig. 7.2(d)).
From ﬂow to ﬂow, the disparities follow the same order as before, with the boundary layer ﬂow on
top, pipe ﬂow in the middle, and channel ﬂow at the bottom.
This diﬀerence in the wakes was noted by Wei and Willmarth [100] and commented by Monty
[62]:
“While it is expected that the boundary layer flow will have the strongest wake due to the absence
of restrictive walls, this same reasoning would lead to the expectation that the channel flow wake
would be similar to, if not larger than, that in the pipe. This is because, of the three flows, a circular
pipe provides the greatest boundary imposed restriction on the flow.”.
Monty [62] oﬀers an explanation based on the attached eddy model of Perry and Chong [75].
This explanation relies on the validity of the hypothesis itself, which has not been fully proved. We
therefore consider that the explaining the diﬀerence in the wakes remains an open question that we
address in the present chapter.
Our work is aimed at addressing the following questions: What is the physical origin of the
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Figure 7.1: MVPs for channel ﬂow (a,b), pipe ﬂow (c,d), and boundary layer ﬂow (e,f), where each
panel has MVPs for three values of Reτ ≈ 800, 2000, 4000. We use the following color convention
for the MVPs: green curves for channel ﬂow, red curves for pipe ﬂow, and blue curves for boundary
layer ﬂow. The non-dimensionalization in panels (a,c,e) is done using inner variables and the plots
are in log-linear coordinates. The non-dimensionalization in panels (b,d,f) is done using velocity
defect scaling and the insets show the MVPs in log-linear coordinates. The data sources, which
include experiments and simulations, are: channel ([20–22, 37, 38, 41, 62]), pipe ([55, 101]), and
boundary layer ([69, 82, 83]).
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Figure 7.2: Superposed MVPs for channel ﬂow (green), pipe ﬂow (red), and boundary layer ﬂow
(blue) with same data as for Fig. 7.1 (a–f). The non-dimensionalization in panel (a) is done using
inner variables and in panel (b) is done using velocity defect scaling. In panel (c) we zoom in the
wake region of panel (a) and in panel (d) we zoom in the middle region of panel (b).
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diﬀerent regions (viscous, buﬀer, log, and wake) of the MVPs of the 3 canonical wall-bounded ﬂows?
What is the reason for the similarities and disparities in these MVPs? To address these questions,
we build on a recently proposed spectral theory of the mean-velocity proﬁle in turbulent pipe ﬂows
[32].
7.2 Spectral theory of mean-velocity profile
We begin by extending the spectral theory of MVP in pipe ﬂows [32] to include channel ﬂow and
boundary layer ﬂow.
7.2.1 Turbulent shear stress
Recall that we use the turbulent energy spectrum E(k), where k is a wavenumber, to ascribe a
characteristic velocity vs to a turbulent eddy of size s, in the form (Eq. (2.3)):
v2s =
∫ ∞
1/s
dkE(k).
E(k) can be written as E(k) = 23 (κεε)
2/3k−5/3cd(ηk)ce(δk), where κε is a dimensionless parameter,
ε is the turbulent power per unit mass, η = (ν3/ε)1/4 is the viscous (or Kolmogorov) length scale, δ is
the largest length scale in the ﬂow, 23 (κεε)
2/3k−5/3 is the Kolmogorov inertial spectrum, and cd and
ce are dimensionless correction functions, the dissipative-range correction and the energetic-range
correction, respectively. For the dissipative-range correction we adopt the usual form, ce(ηk) =
exp(−βdηk) and for the energetic-range correction the form proposed by Kármán, ce(δk) = (1 +
(βe/δk)
2)−17/6, where βd and βe are dimensionless spectral parameters. As E(k) > 0 for all values
of k, Eq. (2.3) indicates that vs is an increasing function of s. This equation can be rewritten in
terms of the dimensionless variable ξ = sk as
vs = (κǫǫs)
1/3
√
I, (7.1)
where I(η/s, s/δ) is given by:
I(η/s, s/δ) =
2
3
∫ ∞
1
dξξ−5/3 exp(−ξβdη/s)(1 + (βes/δ)2/ξ2)−17/6. (7.2)
In Sec. 2.3 we derived an expression for the turbulent shear stress τRe at a distance y from the
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wall (Eq. (2.4)):
τRe = κtρyvy
dU
dy
,
where κτ is a dimensionless proportionality constant. The spectral link in the above expression—
that is the link between τRe and E(k)—is aﬀorded by the term vs, which is related with E(k) via
Eq. (2.3). Note that E(k) is also a function of y, since E(k) depends on ǫ and ε changes with y.
To model the y–dependence of ε, we balance energy production and energy dissipation, and write
ρε ≈ τRe dUdy [79]. The energy balance relation along with Eq. 7.1 and Eq. 2.4, yields the following
expression for τRe:
τRe = κ
2ρI3/4y2
(
dU
dy
)2
, (7.3)
where κ ≡ (κǫκ3τ )1/4. It can be shown that κ is the Kármán constant [32].
7.2.2 Total shear stress
The total shear stress τ is the sum of the turbulent shear stress τRe and the viscous shear stress,
τν ≡ ρνdU/dy. For channel and pipe ﬂows, momentum conservation yields an explicit equation for
the proﬁle of the total shear stress: τ(y) = τw(1− y˜). For boundary layer ﬂows, however, an explicit
equation for the proﬁle of the total shear stress cannot be obtained analytically.
Consider the exact expression of τ(y) for channel and pipe ﬂows, τ(y) = τw(1 − y˜). Note that
this expression is valid for both laminar and turbulent ﬂows. In the former case the total shear
stress is the viscous shear stress and in the later case the total shear stress is the sum of the viscous
and turbulent shear stresses. In an analogous manner, we seek an expression for viscous shear
stress in laminar boundary layer ﬂow, and propose to adopt this expression for total shear stress
in turbulent boundary layer ﬂow. To that end, we consider the Kármán-Polhausen approximate
polynomial solution for laminar boundary layer ﬂow [84]. The solution for third-order polynomial
approximation reads τ(y) = τw(1 − 3y˜2 + 2y˜3). In Fig. 7.3 we compare this approximation with
turbulent boundary layer data from experiments and simulations. The approximation is in excellent
agreement with the data (as was also noted by Spalart [91]). We will use it for the functional form
of τ(y) in boundary layer ﬂows.
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Figure 7.3: Plot of τ+ ≡ τ/τw vs. y˜: third-order polynomial approximation (green line), experiments
[45] (dots), and direct numerical simulation [82, 83] (grey line). Also shown for comparison are the
Blasius boundary layer solution (red line) and τ+ for channel and pipe ﬂows (dashed line).
7.2.3 The mean-velocity profiles
We express the proﬁle of the total shear stress in terms of a generic function G:
τ = τRe + τν = τw G (y˜) , (7.4)
where G(y˜) = 1− y˜ for channel and pipe ﬂows and G(y˜) = τw(1− 3(y˜)2+2(y˜)3) for boundary layer
ﬂows. In all the ﬂows G (y˜) is a monotonically decaying function with limits limy˜→0G(y˜) = 1, and
limy˜→1G(y˜) = 0. By substituting the spectral model of τRe (Eq. (7.3)) in the general equation for
total stress balance (Eq. (7.4)), and using U+ = U/uτ and y+ = yuτ/ν, we obtain:
κ2I3/4y+2
(
dU+
dy+
)2
+
dU+
dy+
− g
(
y+
δ+
)
= 0, (7.5)
where I = I(η/y, y+/δ+) and
η/y =
(
y+4
dU+
dy+
g
(
y+
δ+
))−1/4
. (7.6)
Given an expression for G, and choosing the values of the parameters κ, βd, and βe, we can solve
Eq. (7.5) and Eq. (7.6) to obtain the MVP.
In attempting to simultaneously solve the Eq. (7.5) and Eq. (7.6) with the no-slip boundary
condition, U+(y+ = 0) = 0, we ﬁnd that there are no solutions for τRe > 0. An analysis of the
equations reveals the reasons. Close to a wall we have y+ << δ+, and thus g ≈ 1. In this limit and
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for I = I(η/y, 0) > 0 (and thus τRe > 0), we can eliminate dU
+
dy+ to obtain:
y+ =
(η/y)4/3 + κ4/3I1/2(η/y, 0)
κ2/3(η/y)8/3I1/4(η/y, 0)
. (7.7)
We solve the above equation and plot y+ vs η/y (Fig. 7.4). Note that there is a minimum value of
y+ below which there is no solution for τRe > 0. We identify this y+ as y+vis, the thickness of the
viscous layer. For y+ < y+vis, the viscous shear stress overwhelms the turbulent shear stress, and so
U+ = y+. Once y+vis is known, we can use the boundary condition at the end of the viscous layer,
U+(y+ = y+vis) = y
+
vis, and solve Eq. (7.5) and Eq. (7.6) to obtain the MVP (App. C provides a clear
description of all the steps needed to calculate the MVP from the spectral link).
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Figure 7.4: The minimum value of y+ at which the MVP proﬁle can integrated from the model of
spectral theory. The parameters are βd = 7 and κ = 0.421. From [32].
We are now ready to compute the MVPs for the three canonical ﬂows. There are three parameters
in the spectral theory: κ (the Kármán constant), βd (the spectral parameter of the dissipative-range
correction), and βe (the spectral parameter of the energetic-range correction). For the present we
assume that the values of these parameters are the same for the three ﬂows: κ = 0.421, βd = 8, and
βe = 7 [32]. In this case, any diﬀerences in the MVPs (at a ﬁxed value of Reτ ) will be solely due
to diﬀerences in G(y˜). Since this function is the same for channel and pipe ﬂows, we will obtain the
same MVP for these two ﬂows. Further, since the diﬀerences in G(y˜) between channel/pipe ﬂows
and boundary layer ﬂow are most prominent far from the wall, we expect the MVPs of these ﬂows
to diﬀer in the wake.
In Fig. 7.5(a-f) we show the computed MVPs for the three ﬂows, both in inner and velocity
defect scaling. These theoretical MVPs exhibit the same qualitative features as the experimental
MVPs of Fig. 7.1(a-f). The MVPs for each ﬂow collapse near the wall in the inner scaling and
away from the wall in the velocity defect scaling. Following any one of the MVP we note that the
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theory reproduces all the regions of the MVP: viscous layer, buﬀer layer, log layer, and wake. The
viscous layer signiﬁes that the turbulent shear stress is negligible compared to the viscous shear
stress. The buﬀer layer, log layer, and wake, relate to speciﬁc parts of the energy spectrum, namely,
the dissipative range, inertial range, and energetic range, respectively [32].
To compare the theoretical MVPs for the three ﬂows, in Fig. 7.6 (a,b) we superpose the MVPs
from Fig. 7.5. In inner scaling (Fig. 7.6 (a)), the the theoretical MVPs of all ﬂows collapse on a
single MVP in the inner region, in accord with the data of Fig. 7.2 (a). As for the disparities in the
wake, the theoretical MVPs show a larger overshoot in the wake for boundary layer ﬂow than for the
channel ﬂow and pipe ﬂow, a trend that is also in accord with the data of Fig. 7.2 (a). Nevertheless,
the trend is much less pronounced in the theoretical MVPs than in the data. We can reach a similar
conclusions from the plots in velocity defect scaling, Fig. 7.6 (b), which must be compared with the
data of Fig. 7.2 (b). Thus we conclude that the disparities observed in the wake region of the ﬂows
cannot be solely attributed to diﬀerences in the proﬁle of the total shear stress. Another discrepancy
between the theoretical MVPs and the data of Fig. 7.1 (a–d) is that the spectral theory yields the
same MVPs for channel and pipe ﬂows, whereas the data shows clear diﬀerences in the wake region
of these two ﬂows.
7.2.4 The mean-velocity profiles revisited
We revisit our assumption that the parameters of the spectral theory, namely κ, βd, and βe,
are the same for the three ﬂows. First, consider κ. The log layer of the MVPs in Fig. 7.2 (b)
collapse on a single curve for the three ﬂows. Since 1/κ is the slope of the log layer, our assumption
that κ is the same for the three ﬂows is justiﬁed. Now consider the parameters from the energy
spectrum—βd and βe. In Fig. 7.7(a) we show experimental measurements of the energy spectra at
a ﬁxed y+ position for the three ﬂows at the same Reτ [64]. Note that the energy spectra collapses
for the inertial and dissipation ranges. The collapse in the dissipation range signiﬁes that βd can be
assumed to be the same for the three ﬂows. In the energetic range, however, the three ﬂows show
systematic diﬀerences that indicate that the value of βe is lowest for channel ﬂows, intermediate for
pipe ﬂows, and highest for boundary layer ﬂows (see Fig. 7.7(b)). Thus, our assumption of βe being
the same in the three ﬂows is rendered incorrect by the experimental data.
We now recompute the MVPs from the spectral theory, this time accounting for the diﬀerences
in the values of βe. Setting βe = 6, 7, 9 for channel, pipe and boundary layer ﬂows, respectively,
for a ﬁxed βd = 7 and a ﬁxed κ = 0.421, we plot the MVPs in inner scaling (see Fig. 7.8(a-c-e))
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Figure 7.5: Theoretical MVPs for channel ﬂow (a,b), pipe ﬂow (c,d), and boundary layer ﬂow (e,f),
where each panel has MVPs for Reτ = 2500, 9000, 25000. The parameters are the same for all three
ﬂows: κ = 0.421, βd = 8, and βe = 7 [32]. (a, c, e) MVPs non-dimensionalized using inner variables.
(b, d, f) MVPs non-dimensionalized using velocity defect scaling (the insets show the same data in
log-linear coordinates).
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Figure 7.6: Superposed theoretical MVPs for channel ﬂow (green), pipe ﬂow (red), and boundary
layer ﬂow(blue) with the same data as for Fig. 7.5 (a–f). (a) MVPs scaled with inner variables
(zoom of wake region in (c)). (b) MVPs scaled in velocity defect scaling (zoom of middle region in
(d)). As expected, the MVPs for channel and pipe ﬂows are indistinguishable (the green curves are
exactly on top of the red curves).
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Figure 7.7: (a) Energy spectra at a ﬁxed y+ position and ﬁxed Reτ for channel ﬂow (green), pipe
ﬂow (red) and boundary layer ﬂow (blue) [64]. (b) Model of energy spectra used in the theory for
βd = 6 and βe = 6, 7, 9 (green, red, and blue, respectively).
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and velocity defect scaling (Fig. 7.8(b-d-f)). (Later in this section we justify the chosen values of
βd and βes.) The theoretical MVPs exhibit the same qualitative features as those of Fig. 7.1(a-f).
The MVPs for each ﬂow collapses near the wall in the inner scaling and away from the wall in the
velocity defect scaling. To compare the MVPs for the three ﬂows, in Fig. 7.9 (a,b) we superpose
the MVPs from Fig. 7.8. In inner scaling (Fig. 7.9(a-c)), the MVPs collapse in the inner region,
and in the wake the overshoot is largest for boundary layer ﬂow, followed by pipe ﬂow, and least for
channel ﬂow, in good accord with the data (Fig. 7.2(a-c)). In the coordinates of the velocity defect
scaling (Fig. 7.9(b-d)), the MVPs follow the order: boundary layer ﬂow at the top, pipe ﬂow in the
middle, and channel ﬂow at the bottom, in good accord with the data (Fig. 7.2(b-d)).
Last we justify our choice of values of βd and βes. (Note that κ = 0.421 is the standard value for
the the Kármán constant.) For a ﬁxed value of Reτ the MVP depends on κ, βd, and βe. From the
MVP we compute the frictional drag. For pipe and channel, f ≡ τw/ρU¯2 (where recall that U¯ is
the mean streamwise velocity) is obtained as a function of Re (Re = δU¯/ν, where δ is pipe radius or
half height of the channel). For boundary layer, f ≡ τw/ρU2δ is obtained as a function of Reθ (Reθ
is the Reynolds number based on the momentum thickness) . With the constraint that βd be the
same for the three ﬂows, we choose the values of βd and βes by ﬁtting the f vs. Re curves against
experimental data (see Fig. 7.10). This process yields our chosen values: βd = 7 for all three ﬂows
and βe = 6, 7, 9 for channel, pipe and boundary layer ﬂows, respectively. Note that for boundary
layer, the frictional drag is deﬁned as f = (uτ/U∞)2.
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Figure 7.8: Theoretical MVPs for channel ﬂow (a,b), pipe ﬂow (c,d), and boundary layer ﬂow (e,f),
where each panel has MVPs for Reτ = 2500, 9000, 25000. The parameters κ = 0.421, and βd = 7
are the same for all three ﬂows, but the parameter βe is diﬀerent (βe = 6, 7, 9 for channel, pipe
and boundary layer ﬂows, respectively). (a, c, e) MVPs non-dimensionalized using inner variables.
(b, d, f) MVPs non-dimensionalized using velocity defect scaling (the insets show the same data in
log-linear coordinates).
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Figure 7.9: Superposed theoretical MVPs for channel ﬂow (green), pipe ﬂow (red), and boundary
layer ﬂow(blue) with the same data as for Fig. 7.8 (a–f). (a) MVPs scaled with inner variables
(zoom of wake region in (c)). (b) MVPs scaled in velocity defect scaling (zoom of middle region in
(d)).
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Figure 7.10: f vs. Re for the three canonical ﬂows: (a) channel ﬂow, (b) pipe ﬂow, and (c) boundary
layer ﬂow. The solid curves correspond to the theoretical curves and the data points are from
experiments ([62] for channel, [104] for pipe and [69] for boundary layer).
7.3 Concluding Remarks
In this chapter we have extended the spectral theory of MVP that was originally proposed
for pipe ﬂows [32] to encompass the other two canonical wall-bounded ﬂows: channel ﬂows and
boundary layer ﬂows. The buﬀer layer, log layer and wake of the MVP are respectively related
to the dissipative range, inertial range, and energetic range of the energy spectra. A survey of
experimental and simulation data for the three ﬂows reveals the similarities and diﬀerences between
their MVPs. At a ﬁxed Reτ , the MVPs for the diﬀerent ﬂows collapse on a single MVP in the inner
region, that is the viscous layer, the buﬀer layer, and the log layer. In the wake region, however,
the MVPs show a distinctive staggering. In inner coordinates, the overshoot of the wake is the
largest for boundary layer ﬂow, followed by pipe ﬂow, and least for channel ﬂow. In velocity defect
coordinates, the same order is followed: MVP of boundary layer ﬂow is on top of MVP of pipe ﬂow
and MVP of channel ﬂow is at the bottom. Using the spectral theory we show for the ﬁrst time
that the similarities and diﬀerences in the MVPs of these ﬂows can be traced to the similarities and
diﬀerences in their energy spectra: at a ﬁxed Reτ the energy spectra for the diﬀerent ﬂows collapse
for the dissipative range and inertial range, but show a distinctive staggering in the energetic range.
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Chapter 8
Discussion and conclusions
Our research on the scaling laws of turbulent energy spectra in pipe and channel ﬂows has been
motivated by a recently proposed theory of the mean-velocity proﬁle. This new theory of the mean
velocity proﬁle entails the existence of a “spectral link” between, on the one hand, the turbulent
energy spectrum at a distance y from the wall, E(k, y), and on the other hand the mean velocity
of the ﬂow at that same distance from the wall, U(y). By exploiting the spectral link between
E(k, y) and U(y), we have been able to establish new scaling laws for E(k, y)—an inner scaling law
and an outer scaling law—that are analogues (or spectral counterparts) of the well-known scaling
properties of the mean-velocity proﬁle U(y). Thus, for example, we have established the inner scaling
law, E(k)/(u2τy) = g1(ky) (Eq. (2.8)), valid at ﬁxed y
+ and for ky ≥ 1, which we have shown to be
the analogue (or spectral counterpart) of the well-known law of the wall, U+ = F (y+), valid except
in the wake.
We have noted that the scaling E(k)/(u2τy) = g1(ky) (to continue with the same example) had
already been proposed by others before us, on the basis of Townsend’s attached-eddy hypothesis,
but without the crucial clause “valid at ﬁxed y+ and for ky ≥ 1.” The clause is crucial because, as
we have shown using computational data from direct numerical simulations, without it the scaling
law does not hold unambiguously. The clause consists of two parts, and it is instructive to review
the origin and import of each:
The ﬁrst part of the clause, namely “valid at ﬁxed y+,” relates to the fact that the new scaling
laws for E(k, y) are proper analogues of the scaling properties of U(y). Thus, for example, the scaling
property U+ = F (y+) signiﬁes that U+ must take the same value regardless of the Reynolds number
of the ﬂow as long as y+ is kept constant. In other words, the scaling property does not embody
any information on the function U+(y+); instead, the scaling property embodies information on the
form in which U(y) scales with the Reynolds number. In an analogous way, the scaling laws for
E(k, y) can only embody information on the form in which E(k, y) scales with the Reynolds number,
and cannot be used to predict, for example, the spatial distribution of the turbulent power per unit
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mass of ﬂuid (that is, the functional form of ε(y)). Thus the scaling E(k)/(u2τy) = g1(ky) is in itself
incomplete, and the ﬁrst part of the clause that accompanies it in our inner scaling law makes it
complete and properly analogous to the law of the wall for the mean-velocity proﬁle, U+ = F (y+).
(Note that at a ﬁxed y+, the inner scaling law E(k)/(u2τy) = g1(ky) is equivalent to E
+ = f(y+),
which clearly shows the analogy with the law of the wall; see Eq. (2.9) and the associated discussion.)
The second part of the clause, namely “valid for ky ≥ 1,” stems from the spectral theory of the
mean-velocity proﬁle, a theory in which the characteristic velocity of the eddies that dominate the
production of turbulent shear stress at a distance y from the wall depends exclusively on the values
of the energy spectrum E(k, y) over the interval 1/y ≤ k <∞. Thus the spectral link between U(y)
and E(k, y) is strictly a link between U(y) and a speciﬁc part of E(k, y) (the part of E(k, y) that is
deﬁned over the subdomain 1/y ≤ k < ∞), and the scaling properties of U(y) can only constrain,
via the spectral link, a specific part of E(k, y). Thus the second part of the clause that accompanies
the scaling law for E(k, y) is a direct manifestation of the spectral link. The clause turns out to be
crucial for the scaling law to hold unambiguously, a fact that lends independent empirical credence
to the existence of a spectral link between E(k, y) and U(y).
Three remarks may shed some light on the nature of the relation between the new scaling laws
of the energy spectra and the spectral theory of the mean-velocity proﬁle in turbulent pipe ﬂows.
• The new scaling laws were motivated by the spectral theory yet only a limited set of the
assumptions of the theory have a bearing on the new scaling laws. Thus, for example, even
though the theory must be furnished with a speciﬁc model of the energy spectrum in order
to predict U+(y+), we have formulated the scaling laws while remaining agnostic about the
structure of the spectrum. Consistent with this observation, we have shown that the scaling
laws apply to computational and experimental data even where the spectra do not display a
distinct inertial range, for example.
• The spectral theory involves a generic one-dimensional spectrum E(k), and the scaling laws
inherit from the spectral theory a fundamental inability to discriminate among diﬀerent pos-
sible realizations of E(k) (such as Euu(kx), Euu(ky), and Evv(kx), for example). And yet, we
have shown through extensive comparisons with computational data, the scaling laws apply
regardless of the particular realization of E(k, y).
• Even though the spectral theory was formulated for smooth-walled pipe ﬂows, we have argued
that the attendant scaling laws should apply to ﬂows over rough walls. This has been conﬁrmed
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through comparisons with our own, unprecedented experimental data on rough-walled pipe
ﬂows.
We have carried out extensive experiments on rough-walled pipe ﬂows. These experiments were
motivated by the lack of either experimental data or computational data suitable to study the scaling
of energy spectra in turbulent ﬂows over rough walls. In all experiments the ﬂuid was air at room
temperature. The pipes had uniform roughness composed of custom-made patches of hemispheres
in hexagonal arrangement. The dimensionless roughness ratios were relatively large: 10, 20, and 40.
(For reference, the highest roughness ratio tested by Nikuradse in his classical experiments was 15.)
We measured both the mean-velocity proﬁle and (to our knowledge for the ﬁrst time in a rough-
pipe-ﬂow experiment) the streamwise component of the energy spectrum on numerous locations
along the radii of the pipes, for ﬂows spanning a decade in Reynolds number. We benchmarked the
experimental measurements by comparing frictional drags and mean-velocity proﬁles with existing
experimental data on rough-walled pipes.
We have shown the energy spectra from the rough-walled pipe experiments to be in excellent
accord with the new scaling laws for the energy spectra. In addition, and to take advantage of
the new experimental data, we have carried out systematic studies of the streamwise turbulent
kinetic energy u2, the longitudinal integral length scale L11, and the Kolmogorov length scale η as
functions of the distance to the wall, y. Regarding the streamwise turbulent kinetic energy u2, we
have documented in our rough pipes a striking phenomenon recently discovered, in a smooth pipe,
at the Princeton Superpipe facility. For values of Reτ in excess of a certain critical value, there
appears an outer peak in u+2(y+), located at a value of y+ (on the order of 100). The magnitude
of the outer peak is an increasing function of Reτ ; at very high Reτ , the outer peak overwhelms the
inner peak. Remarkably, we have found that the critical value of Reτ is an order of magnitude lower
in rough-pipe ﬂows than in smooth-pipe ﬂows.
Regarding the longitudinal integral length scale L11, our experiments revealed a new phe-
nomenon: the occurrence of a distinct peak around y/δ ≈ 0.3 − 0.4, where δ is the customary
outer length scale. We have been able to verify that L11/y = fL(y/δ).
Regarding the the Kolmogorov length scale η, we have found that the function η+(y+) increases
monotonically and is invariant to changes in the the roughness of the pipe. We have also found that,
regardless of the roughness of the pipe, our measurements of η at a ﬁxed y+ or y/δ are consistent
with the Kolmogorov scaling η ∼ δRe−3/4.
In the last part of the thesis, we have carried out a comparative study of the three canonical
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wall-bounded turbulent ﬂows (pipe ﬂow, channel ﬂow, and boundary layer ﬂow). By solving the
equations of suitably modiﬁed versions of the spectral theory of the mean-velocity proﬁle, we have
found new evidence of the existence of a spectral link between the mean velocity proﬁle and the
energy spectra. We have shown that the theory is capable of accounting for the minute disparities
observed in experiments and computational simulations among the wakes of the mean velocity
proﬁles of the three canonical ﬂows if and only if the model spectrum of each of the canonical ﬂows
reﬂects the minute disparities observed in the energy ranges of the turbulent energy spectra of the
canonical wall-bounded turbulent ﬂows.
The leitmotiv of this thesis has been the spectral link. We have seen that the spectral link,
as a theoretical concept, can help us formulate testable scaling laws and help us elucidate some
poorly understood phenomena in wall-bounded turbulent ﬂows. We have adduced evidence that the
spectral link can be discerned empirically from the analysis of experimental and computational data
on wall-bounded turbulent ﬂows, where it eﬀects a detailed, feature-by-feature connection between
mean velocity proﬁles and energy spectra.
The spectral link has already yielded a set of novel, testable predictions (some of which have
been veriﬁed experimentally) that cannot be reconciled with long-standing, widely used results
of the classical theory of wall-bounded turbulence, a theory that is constitutionally incapable of
accounting for a direct nexus between mean velocity proﬁles and energy spectra. Several of these
novel predictions of the spectral link have been veriﬁed experimentally (we can count among them
the scaling laws formulated in this thesis). In some cases (notably the prediction in which the
frictional drag is seen to depend on the exponent of the energy spectra) the conclusion has seemed
inescapable that the classical theory must be considered incomplete.
We trust that the spectral link will allow us to create a synthesis of two separate aspects of
turbulence research, so that the spectrum will no longer be strangely dissociated from the frictional
drag, the mean velocity proﬁle, and other macroscopic properties of turbulent ﬂows.
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Appendix A
Power spectral density from a time
series
We review how to obtain the power spectral density of a time series. First, we see the relation
between the correlation function and the power spectral density. Finally we proceed to see the actual
implementation of the power spectral density in Python.
Power spectral density
Given a time signal u (t) of length T , its power spectral density E (f) is deﬁned as the Fourier
Transform of the autocorrelation function C(τ), given by:
C(τ) = lim
T→0
∫ T
0
dt u(t)u(t+ τ)
T
(A.1)
The power spectral density is then the Finite Fourier Transform (FFT) of C(τ)
E(f) = lim
T→0
∫ T
0
dτ exp(−2πifτ)
(∫ T
0 dt u(t)u(t+ τ)
T
)
= lim
T→0
∫ T
0 dt u(t)
∫ T
0 dτ exp(−2πifτ)u(t+ τ)
T
= change of variables χ = t+ τ
= lim
T→0
∫ T
0 dt u(t)
∫ T
0 dχ exp (−2πif (χ− t))u(χ)
T
= lim
T→0
∫ T
0 dt exp (2πift)u(t)
∫ T
0 dχ exp (−2πifχ)u(χ)
T
= lim
T→0
U(f)U(f)
T
(A.2)
This deﬁnition must hold Parseval’s identity which states that the energy density of the signal
in time domain must be equal to the energy obtained from the psd. Which means:
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lim
T→0
∫ T
0 dt u(t)u(t+ τ)
T
=
∫ ∞
0
df exp (2πifτ)E(f)
= taking τ = 0
lim
T→0
∫ T
0 dt u
2(t)
T
=
∫ ∞
0
df E(f) (A.3)
This relationship states that the total kinetic enery of the time signal has to be equal to the sum
of the energy that each frequency possesses.
Discrete Fourier Transform
Let us have a discrete time signal uj for each equally spaced time steps tj , where j = 0, 1, 2, ..., N−
1. We can equivalently say that tj = ∆t j, where T = ∆t(N − 1) is the total record length. The
discrete Fourier Transform is deﬁned as:
U(fk, T ) = ∆t
N−1∑
j=0
exp(−2πifktj)uj (A.4)
We know that fk = kN∆t , k = 0, 1, 2, ..., N − 1.
U(fk, T ) = ∆t
N−1∑
j=0
exp
(
−2πi
(
k
N∆t
)
(∆t j)
)
uj
= ∆t
N−1∑
j=0
exp
(
−2πi
N
k j
)
uj (A.5)
The Finite Fourier Transform in Python (Numpy library) is deﬁned as:
Upython(fk, T ) =
N−1∑
j=0
exp
(
−2πi
N
k j
)
uj, (A.6)
which means that to obtain the correct estimate of the Fourier transform of ui we need to use
the time lapse between samples (inverse of sampling frequency) as follows:
U(fk, T ) = ∆t Upython(fk, T ). (A.7)
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Averaged PSD
In order to decrease the noise in the PSD, an averaging method is needed. For that, the total
record length of the signal is divided in nd smaller portions each of which is of length Td = T/nd.
We then take the PSD of each of this smaller signals En(fk) and then take the arithmetic average
E(fk) =
∑nd
n=1En(fk)
nd
=
∑nd
n=1
(
|U(fk,Td)|
2
Td
)
nd
=
∑nd
n=1 |U(fk, Td)|2
nd Td
=
∑nd
n=1 |U(fk, Td)|2
T
including the discrete FT
=
∑nd
n=1
∣∣∣∆t ∑N/nd−1j=0 exp(− 2πiN/nd k j
)
uj
∣∣∣2
N ∆t
. (A.8)
Note that we also need to apply a Hanning window to each of the smaller portions of time signals
to avoid spectral leakage.
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Appendix B
Autocorrelation function from a time
series
Autocorrelation function
The autocorrelation function is the inverse Fourier transform of the energy spectrum. The process
consists on calculating the frequency spectrum of a time series and the taking the inverse Fourier
transform and apply a correction factor to obtain an estimate of the autocorrelation function.
Let us start with a discrete time signal of a discrete time signal xj for each equally spaced time
steps tj , where j = 0, 1, 2, ..., N − 1. The frequency spectrum is given by:
E(fk) =
∆t
N
(
N−1∑
n=0
N−1∑
n′=0
xnxn′exp
(
2πi
n
k(n′ − n)
))
. (B.1)
The raw inverse Fourier transform of E(fk) (which is not a correct estimate of the autocorrelation
function) is given by:
Cr(k′) = 1
∆t N
N−1∑
k=0
E(fk)exp
(
2πi
N
kk′
)
=
1
∆t N
N−1∑
k=0
(
∆t
N
(
N−1∑
n=0
N−1∑
n′=0
xnxn′exp
(
2πi
n
k(n′ − n)
)))
exp
(
2πi
N
kk′
)
=
1
N
N−1∑
n=0
xn
N−1∑
n′=0
xn′δk′(n−n′)
=
1
N
N−1∑
n=k′
xnxn−k′
= change dummy variable n− k′ to m
=
1
N
N−k′−1∑
n=0
xmxm+k′ . (B.2)
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The expression in Eq. (B.2) is similar to the autocorrelation function which is given by:
C(k′) =
N−k′−1∑
m=0
xmxm+k′
N − k′ . (B.3)
Comparing Eq. (B.2)–(B.3), we see that that Eq. (B.2) needs a correction which is a multiplicative
factor that varies with each entry of Cr(k′).
Calculation of longitudinal integral length scale
The nondimensional autocorrelation function f is given by f = C/u2. We have transformed
the abcissa from units of time (seconds) to units of length (meters) by using Taylor’s hypothesis of
frozen turbulence. The longitudinal integral length scale is deﬁned as the integral of f . Unless the
time series is very long, f will not be smooth. In that case, the integral of f does not converge as
seen in Fig. B.1–B.4.
To obtain the longitudinal integral length scale, we decide to set the range of integration of f as
the region that goes from x = 0 all the way up to position where f = 0 for the ﬁrst time starting
from x = 0. Eventhough we are inducing a bias by doing this, it appears to be very reasonable as
seen in Fig. B.5.
117
0 5 10 15 20 25 30
x
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
f
(x
)
(a)
0.0 0.5 1.0 1.5 2.0
x
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
f
(x
)
(b)
0 5 10 15 20 25 30
x
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
∫
x 0
d
x
1
f
(x
1
)
×
1
0
2
(c)
0 20 40 60 80 100
N
0.0
0.5
1.0
1.5
2.0
2.5
3.0
pi
E
m N
/
(2
u
2
)
×
1
0
2
(d)
Figure B.1: High Re close to the wall. (a) Nondimensional correlation length f as a function of the
streamwise direction x. (b) Zoom of the same f plotted to see the decay in more detail. Note the
noise. (c) L11 calculated from integrating up to diﬀerent upper bounds. (d) L11 calculated from the
approximation L11 = πE(0)/(2u2), where E(0) is set to be the median of the ﬁrst N terms of Ei.
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Figure B.2: Similar description as for Fig. B.1 but for centerline position measurements.
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Figure B.3: Similar description as for Fig. B.1 but for low Re and measurements taken from the
region close to the wall.
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Figure B.4: Similar description as for Fig. B.1 but for low Re and measurements taken from the
centerline.
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Figure B.5: In orange are the curves for a very long time series at a given Re and ﬁxed position and
in black are the curves the same position and Re but a smaller time series. Note that the value of
the longitudinal integral length scale is very similar for the region close where f is approximately
zero for both of them (x ≈ 0.5).
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Appendix C
Steps for computing the MVP and
frictional drag from the theory of
spectral link
For channel and pipe the frictional drag is f = 1/U¯+2 which means that we just have to integrate
the MVP in plus coordinates and the square of the inverse of the results. For boundary layer however,
the frictional drag is f = 1/U+2max.
To calculate the values of Re (or similarly for Reθ) we use the relationship Re=δ+/
√
f . Note that
for channel and pipe the only diﬀerence comes in the deﬁnition of U¯ . For channel, δU¯ =
∫ δ
0
dyU ,
whereas for pipe 2δU¯ =
∫ h
0
dy(1 − y/δ)U . For boundary layer U¯ is deﬁned similarly as channel
but the main diﬀerence comes in the total shear stress, though we end up recasting Re to get Reθ.
Therefore the codes for solving the spectral theory for channel, pipe and boundary layer only diﬀer
in the deﬁnition of the total shear stress and of the average velocity. The results are shown below
and the main features for the inner and outer scaling are preserved.
The steps followed to obtain the MVP are shown below in the ﬂow chart.
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START
κ, βb, βe, δ
+, N
y+vis = y
+
vis(κ, βd)
see Eq. 7.7
y+i = y
+
vis
(
δ+/y+vis
)i/N
i = 1, 2 . . .N
i = 0
y+i = y
+
vis,
dU+
dy+ |i = 1
i = 1
dU+
dy+ |guess = dU
+
dy+ |i−1 i = i + 1
η/y = η/y
(
y+i , y
+
i /δ
+, dU
+
dy+ |guess
)
see Eq. 7.6
dU+
dy+ |guess = dU
+
dy+ |new
I = I
(
η/y, y+i /δ
+, βd, βe
)
see Eq. 7.2
dU+
dy+ |new = dU
+
dy+ |new
(
y+i , y
+
i /δ
+, I, κ
)
see Eq. 7.5
e =
dU+
dy+
|new−
dU+
dy+
|guess
dU+
dy+
|new
× 100
e < 0.05?
dU+
dy+ |i = dU
+
dy+ |new
i = N?
END
no
yes
no
yes
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