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Kurzfassung
In der letzten Zeit haben Konzepte zur Informationsspeicherung mittels resis-
tiv schaltender Speicherzellen (”resistive random access memory” (RRAM)) ver-
mehrt Aufmerksamkeit in der wissenschaftlichen Gemeinschaft auf sich gezogen,
da diese Speicherzellen Anwa¨rter fu¨r den Einsatz als nichtflu¨chtige Direktzugriff-
sspeicher oder im Bereich von ”Crossbar”-Architekturen fu¨r logische Schaltkreise
sein ko¨nnten. Der Markteinfu¨hrung derartiger RRAM-Zellen stehen trotzdem
noch einige Hindernisse entgegen. Beispielsweise wird immer noch diskutiert, was
die mikroskopischen Ursachen fu¨r die resistiven Schaltprozesse in solchen RRAM-
Zellen sind. Man hat verschiedene Modelle vorgeschlagen, um die beobachteten
Pha¨nomene zu erkla¨ren. Solange ein tieferes Versta¨ndnis fu¨r resistive Schalt-
prozesse auf atomistischer Skala fehlt, scheint jedoch eine zuverla¨ssige Herstellung
von Gbit-Speichermatrizen mit langen Standzeiten fraglich zu sein.
Die vorliegende Arbeit befasst sich mit der Entwicklung und dem physikalis-
chen Versta¨ndnis von nichtflu¨chtigen, resistiv schaltenden Speicherzellen auf der
Basis von Cu-dotierten Ge0.3Se0.7 Festko¨rperelektrolyten. Makroskopisch gese-
hen ist der resistive Schaltmechanismus in diesem Materialsystem halbwegs gut
verstanden und scheint auf dem elektrochemischen Wachstum und der elektro-
chemischen Auflo¨sung metallischer, fadenfo¨rmiger Pfade zu beruhen, die sich
in dem Festko¨rperelektrolyten zwischen einer oxidierbaren Elektrode (Cu) und
einer inerten Elektrode (Pt) ausbilden. Um die Leistungsmerkmale von Spe-
icherbauelementen aus Cu-dotiertem Ge0.3Se0.7 zu verbessern, wird eine Dop-
pelschichtstruktur zum Aufbau der Speicherzellen vorgeschlagen. Einige Charak-
teristika der resistiv schaltenden Speicherzellen, welche wesentlich fu¨r zuku¨nftige
nichtflu¨chtige Speicherbauelemente sind, wie der Betrieb bei niedrigen Spannun-
gen und Stro¨men, ein groes Verha¨ltnis Roff/Ron zwischen den Widersta¨nden im
”abgeschalteten” (Roff ) und ”eingeschalteten” (Ron) Zustand, schnelle Schaltzeiten,
lange Standzeiten und Multilevel-Schalten fu¨r Multi-Bit-Anwendungen werden in
der Arbeit vorgestellt.
Daru¨ber hinaus wird das Ausfallverhalten von Zellen sowohl im hochohmi-
gen Roff - Zustand (HRS) als auch im niederohmigen Ron-Zustand (LRS) mittels
beschleunigter Belastungstests untersucht und im Rahmen der Weibull-Statistik
analysiert. Die Statistik des Ausfallverhaltens von Speicherzellen, die im ho-
chohmigen Zustand HRS einer konstanten Spannungsbelastung ausgesetzt wer-
den, steht anscheinend im Zusammenhang mit der stochastischen Natur der Bil-
dung kritischer Keime, wie eine Analyse gema¨β klassischer Keimbildungstheorien
zeigt. Die statistische Untersuchung der Stabilita¨t des niederohmigen Zustands
LRS von Speicherzellen, die einer konstanten Strombelastung unterworfen wer-
den, legt die Vermutung nahe, dass Elektromigrationsprozesse die Hauptursache
fu¨r die Degradation dieses Speicherzustands sind.
Um zu verstehen, welche Natur die fadenfo¨rmigen Strukturen aufweisen und
welche Rolle Widerstandsschwankungen in den verschiedenen Speicherzusta¨nden
solcher resistiv schaltenden, nichtflu¨chtigen Speicherbauelemente spielen, wurde
das statistische Telegraphenrauschen des elektrischen Widerstands von resistiv
schaltenden Speicherzellen aus Cu-dotierten Ge0.3Se0.7 Festko¨rperelektrolyten un-
tersucht. Die Analyse deutet darauf hin, dass die beobachteten Widerstandsfluk-
tuationen auf thermisch aktivierte Spru¨nge von Cu Ionen zuru¨ckgefhrt werden
ko¨nnen, die zwischen zwei Pltzen innerhalb ionischer oder so genannter Redox-
Haftstellen stattfinden. Diese Platzwechselvorga¨nge rufen Schwankungen im Strom-
Transport durch die elektrisch leitenden, fadenfo¨rmigen Strukturen hervor.
Abstract
Recently, the resistance switching based memory device (RRAM) concept has
drawn attention within the scientific community as a potential candidate for non-
volatile random access memories and crossbar logic concepts. Nonetheless, the
launching of RRAMs in the market is hindered by several severe obstacles. For
example, the microscopic switching mechanism of RRAM devices is still under de-
bate and various models have been proposed to explain the observed phenomena.
By missing a deep understanding of the resistive switching effect on an atomistic
scale, a reliable fabrication of Gbit memory circuits with high retention seems to
be questionable.
This thesis work is an attempt to develop and physically understand the Cu
doped Ge0.3Se0.7 solid electrolyte based resistive switching non-volatile memory
devices. The macroscopic switching mechanism of this material system is rea-
sonably well understood with an electrochemical formation and rupture of the
metallic filament between an oxidizable electrode (Cu) and an electrochemically
inert electrode (Pt). A dual-layered electrolytic memory cell structure is proposed
to improve the performance of the Cu doped Ge0.3Se0.7 based memory devices.
The resistive switching characteristics, essentials for future non-volatile memories,
such as low voltage and current operation with high Roff/Ron ratio, fast switch-
ing speed, high retention and multilevel switch behavior for multi-bit storage are
presented.
Additionally, the breakdown behavior of the high (HRS) and the low (LRS) re-
sistance states is studied under accelerated stress conditions within the framework
of the Weibull statistics. Under constant voltage stress conditions, the statisti-
cal distribution of the observed breakdown in the HRS is found to be consistent
with the stochastic nature of critical nucleation formation according to classical
nucleation theory (CNT). The statistical investigations on the LRS stability of
the memory devices, under constant current stress conditions, suggest that elec-
tromigration could be the main reason for the degradation of the memory state.
To understand the nature of filamentary structure and the role of fluctuations
in different memory states of the resistive switching based non-volatile memory
devices, we have investigated the random telegraph noise (RTN) resistance fluc-
tuations in Cu doped Ge0.3Se0.7 based RRAM cells. Our analysis indicates that
the observed fluctuations could arise from thermally activated transpositions of
Cu ions inside ionic or redox ”double-site traps” triggering fluctuations in the
current-transport through a filamentary conducting path.
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Introduction
”In terms of size [of transistors] you can see that we’re approaching
the size of atoms which is a fundamental barrier, but it’ll be two
or three generations before we get that far-but that’s as far out as
we’ve ever been able to see. We have another 10 to 20 years before
we reach a fundamental limit.”
Gordon Moore, 2005
The development of modern computers, mobile devices and other popular mul-
timedia applications are intimately linked to the fast advancement of data stor-
age technology [1]. Present-day digital information storage devices are commonly
grouped into random access memory (RAM) devices and can be broadly classified
into two categories: volatile and non-volatile RAM. The volatile RAM category
comprise static RAM (SRAM) and dynamic RAM (DRAM). Flash on the other
hand is the dominant non-volatile memory technology. Both have their pros and
cons, in short, volatile memories are fast but comparably large and expensive,
whereas Flash suffers from low endurance, low speed and high power consump-
tion. At the same time, presently, both are dominating in their respective markets,
e.g. DRAM in computer applications and Flash in portable device applications
[1].
The success of Flash in the non-volatile market is based on its scaling poten-
tial not on its performance. As further scaling of Flash is expected to run into
physical limits in the near future. Recently, there has been a lot of research ac-
tivities in search of alternative non-volatile memories [2, 3]. In order to compete
with mature Flash technology, the future non-volatile memory should not only
display promising scaling and performance prospects, but it must also be com-
patible with today’s CMOS based technology. Some of the emerging non-volatile
memory technologies and concepts include Ferroelectric RAM (FeRAM) [4], Phase
Change RAM (PCRAM) [5] and Magnetic RAM (MRAM) [1, 2]. From the per-
formance perspective these technologies have several advantages over Flash but
also some roadblocks exist which will be challenging to overcome to realize their
use in industrial applications. For example, one reason among several others with
FeRAM and MRAM is that they exhibit technological and inherent problems in
the scalability. PCRAM based non-volatile memory technology has shown promis-
ing scaling capabilities. A drawback for this memory technology lies in the high
vii
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power consumption due to the high required currents for the phase transitions [5].
Recently, the resistance switching based non-volatile memory device concept,
commonly known as Resistance Random Access Memory (RRAM) [6], has again
evoked great interest within the scientific community as a potential candidate
for non-volatile random access memories and crossbar logic concepts. Resistive
switching phenomena induced by electrical stimulus have been studied since the
1960s , and an enormous range of materials in metal-insulator-metal (MIM) con-
figurations has been reported to show hysteretic resistance switching behavior
[7, 8, 9, 10, 11, 12]. Attractive properties of RRAM are low fabrication costs,
scalability into the nanometer regime, fast write and read access, low power con-
sumption and low threshold voltages. Nonetheless, the launching of RRAM in
the market is hindered by several severe obstacles. For example, the microscopic
switching mechanism of RRAM devices is still under debate and various mod-
els have been proposed to explain the observed phenomena. By missing a deep
understanding of the resistive switching effect on an atomistic scale, a reliable
fabrication of Gbit memory circuits with high retention seems to be questionable.
On the other hand, in recent years continuous scientific and technological efforts
shed more light on the basic ingredients of the resistive switching effect and led
to more reliable devices.
In case of ion conducting chalcogenide-based solid electrolytes, integrated be-
tween an oxidizable and inert electrodes, the switching mechanism is reasonably
well understood and proposed as an electrochemical formation and rupture of the
metallic filament between two electrodes [6]. Under an applied positive bias to
an oxidizable electrode, metal ions migrate by a coordinated process towards the
cathode where metal electrodeposition starts. In course of this process, metal
clusters bridge the high-resistivity glassy regions so that finally a conduction path
(or a filament) for the electronic transport is established between the anode and
the cathode. The memory cell instantaneously switches to a low resistance, ”ON”
state. With the reversal of the bias voltage polarity, the ”short-cutting” filaments
break at the weakest point due to electrochemical dissolution of the metal atoms
and the memory cell switches back to the high resistance, ”OFF” state.
While the essential operation of this kind of memory cells is well understood,
some questions remain open: for example, limited microscopic understanding of
the electrodeposition process and associated chemistry, details of the electrode
reactions in particular for dissolution of the filament, the nature of the conduct-
ing path (or filamentary structure) on the nanoscale, ion dynamics in an electric
field, the impact of thermal effects and the effect limiting the reliability are some
of them [6].
The purpose of this work is to investigate the resistive switching behavior of the
memory devices integrated with Cu doped Ge0.3Se0.7 solid electrolyte between an
electrochemically active electrode metal, Cu, and electrochemically inert counter
electrode, Pt. Besides the resistive switching characterizations, the main focus of
this thesis work is on the breakdown and noise studies on these memory devices
from the reliability prospectives and microscopic understanding of the filament
nature and its origin.
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This thesis is structure in the following way. In chapter 1 the overview on the
resistive switching behavior with an emphasis on chalcogenide material system
is given. Chapter 2 deals with the memory device fabrication process and the
various physical techniques used to characterize the thin films.
The measurement results of resistive switching characterizations on Cu doped
Ge0.3Se0.7 based solid state electrolyte memory devices are presented and dis-
cussed in Chapter 3. A dual-layered electrolytic memory cell is proposed to im-
prove the performance of the memory devices.
Chapter 4 deals with the detailed characterization and analysis of the electrical
breakdown in our dual-layered electrolytic memory cells under elevated temper-
ature and constant stress conditions within the framework of Weibull statistics.
The statistical distribution of the observed breakdown in the high resistance state
(HRS) is found to be consistent with the stochastic nature of critical nucleation
formation mechanism. In case of low resistance state (LRS), the degradation of
the memory state is attributed to the electromigration phenomena.
Chapter 5 is dedicated to our study on random telegraph noise (RTN) resis-
tance fluctuations in dual-layered electrolytic based memory cells. Based upon
an analysis of the electric field and temperature dependence, we have proposed a
simple model which relates the observed RTN resistance fluctuations to the ther-
mally activated hopping of Cu ions inside ionic or redox ”double-site traps”.
Chapter 1
Fundamentals and
Characterization Approach of
RRAM
”There is much more ”freedom” in disorder than in order and this
freedom allows ”a richness of possibilities of structures allowed in
amorphous materials” against which crystallinity is ”Pale”.”
S. R. Ovshinsky
In this Chapter, we give a short review on the resistance switching behavior,
different material systems and classification of the switching mechanisms. How-
ever, this study covers the resistance switching in chalcogenide based material.
An extensive overview on these material systems is presented. Further, a brief in-
troduction to the different electrical characterization techniques used for probing
the memory devices in this study is discussed.
1.1 Resistance Switching Overview
The resistance switching phenomenon (mean at least two states of different
conductivity, low (the OFF state) and high (the ON state)) induced by electrical
stimulus is being studied from 1960s [7, 8, 9, 10, 11, 12], an enormous range of ma-
terials in a metal insulator metal (MIM) configuration have been reported to show
hysteric resistance switching behavior and has been comprehensively reviewed in
mid - 1980s [13, 14, 15]. Recently, the resistance switching based non-volatile
memory devices concept (RRAM) has attracted considerable attention in the sci-
entific community as a potential candidate for the replacement of conventional
charge based random access memory. RRAM has several advantages such as low
cost, scalable, fast writing and reading, low power consumption and low threshold
voltages [6]. With the advancement of the new probing techniques in recent years,
scientists are trying to understand the switching mechanisms of these memory de-
vices. One can find a detailed overview of the recent activates on these memory
1
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devices in the review papers of Waser [6, 16] and Sawa [17]. Here we’ll discuss
some of the basic concepts proposed in their review articles.
1.1.1 Resistance switching behavior
In the literature, two different kind of switching behavior has frequently been
mentioned: mono-(volatile) and bi-stable (non-volatile). The first one, called
”threshold switching”, requires a holding current in order to remain in its ON
state, while ”memory switching” is denoted to two states, stable without applied
voltage [15]. Recently, the memory switching is being extensively studied because
of its application interests as a non-volatile memory and logic devices. So, we
restrict our attention mainly on this. Now a day, memory switching is further
classified into two categories: unipolar and bipolar, depending upon the electrical
polarity required to perform the switching behavior in MIM systems [6].
In unipolar, the resistance switching behavior does not depend on the polarity
of the voltage and current signals i.e. if a system in high resistance state (OFF
state) is switched (’set’) into low resistance state (ON state) at some threshold
voltage under one polarity. The following ’reset’ into OFF state can takes place
under both voltage polarities. Usually, the ’reset’ into OFF state takes place
at higher current and a voltage below the set voltage. In case of bipolar, the
resistance switching behavior depends on the polarity of the voltage i.e. the ’set’
and ’reset’ switching voltages are opposite to each other. Compliance current is
cautiously used for both modes of operation to prevent the memory devices from
permanent breakdown.
Figure 1.1: Schematic Current-Voltage characteristic of (a) unipolar and (b) bipo-
lar switching behavior [6]
Recently, it has been shown that depending upon the write current both
unipolar and bipolar switching behaviors coexist in the same material system [18].
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1.1.2 Classification of switching mechanisms
Since the first discovery of switching effects in the amorphous materials, re-
sistive switching behavior has been observed in a number of different material
systems [19]. The possible origin of the switching behavior in different mate-
rial systems could be different such as mechanical, thermal, electronic, chemical,
change in molecular configuration or a combination of these physical processes
[16]. In his recent review articles, Waser et. al gave a deep insight on the switch-
ing mechanisms of a special class of material systems in which redox processes,
either triggered by temperature or electrical voltage or both, effects the switching
behavior [6, 16]. The chalcogenide based material such as Ge0.3Se0.7 used in the
present study also falls into the same category. The most important concepts of
this class of material systems will be shortly introduced in the following para-
graphs. For the other possible switching mechanisms and material systems, one
can get a detailed information from the review papers of Waser et. al [16] and
Sawa [17] and the references theirin.
Redox processes based switching mechanism is commonly used for three dif-
ferent classes of material systems, which are classified as: valence change mem-
ory effect (VCM), Thermo-chemical memory effect (TCM) and Elecetro-chemical
memory effect (ECM). According to the resistive switching behavior grouping, the
VCM and ECM systems show bipolar switching behavior and the TCM systems
show unipolar switching behavior. These three RRAM classes are described below
[16].
1. Valence change systems: In literature, several physical mechanism has
been proposed to explain the resistive switching mechanism in many bi-
nary transition metal oxides as well as multinary oxides ranging from pure
electronic effects to ionic effects. In case of pure electronic effects, there
are several mechanisms which may cause the change in resistance of the
material systems. For example, the charge-trap model [20], in which charge
trapping at defects site modifies the barrier characteristics of MIM structure
and, hence, the resistance of the structure. In case of strongly correlated
electron systems, such as perovskite-type oxides, electronic charge injection
can induce a insulator-metal-transition and leads to change in resistance of
the system [21].
In recent years, a large experimental and theoretical data has built up in
which the participation of a transport of anions with other electronic effects
is considered as essential for the switching mechanism of these oxides mate-
rial systems. For example, in many transition metal oxides, the mobility of
oxygen vacancies is much larger than the mobility of transition metal ions.
An enrichment or a depletion of oxygen vacancies induced a redox process
expressed by a valence change of the cation sublattice and, hence, a change
in the electronic conductivity [16].
2. Thermo-chemical systems: Many transition metal oxide systems with
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unipolar switching behavior fall into this category. The unipolar switching
behavior in transition metal oxides, such as T iO2 [18] and NiO [22], has been
often reported. The switching mechanism of this type of unipolar switching
behavior is explained with the formation of conductive path triggered by
a soft thermal breakdown of the oxides during SET process. During the
RESET, this conductive path will be disrupted thermally by joule heating.
Still, there are open questions about the localization of the switching.
3. Electro-chemical systems: In electrochemical metalization cells, also
known as Conductive Bridging (CB) or Programmable Metalization Cell
(PMC), the memory cell consists of an electrochemically active electrode
metal (AE), such as Cu, Ag or Ni, and electrochemically inert counter elec-
trode (CE), such as Pt, Ir, or Au, and a thin film of ion conducting solid
electrolyte (I), sandwiched between two electrodes [23]. Under applied pos-
itive bias to the electrochemically active electrode (AE), the Mz+ cations
drift through the solid electrolyte towards the counter electrode (CE) and re-
duce there. The reduced metal atoms grow in the form of metallic dendrite
towards the anode and establish a metallic contact with the anode. The
memory cell instantaneously switches to the low resistance state (LRS), ON
state. With the reversal of the bias voltage polarity, the metallic dendrite
contact breaks due to electrochemical dissolution of the metal atoms and
the memory cell switches back to the high resistance state (HRS), OFF
state. A lot of material systems ranging from binary (ternary) sulfides and
selenides [24] to various oxides such as WO3 [25], SiO2 [26], Al2O3, and
ion-conducting polymers fall into this category [6].
In the following, the basic science of metal diffused (Cu and Ag) GexSe1−x
based chalcogenide glasses and their application to the resistive switching
memory devices will be discussed in more detail.
1.2 Basics of Metal Dissolved Chalcogenides
The photographic sensitivity of thin amorphous chalcogenide film, such as
As2S3, deposited on metallic silver, has been discovered by Kostyshin, Mikha-
ilovskaya, and Romanenko in 1966 [27]. Since then, a great contribution has been
made to the field [28, 29, 30] and the dissolution of metals in chalcogenide glass
by means of photo and thermal diffusion has been applied in the fabrication of
optical elements using relief images [31], in micro-photo-lithographic systems [32]
and ion selective membranes for chemical sensors [33]. One other aspect of the
metal’s (Ag or Cu) influence in chalcogenide glasses, that is of interest, is the
effect on the electrical conductivity of the glasses, which can be changed by sev-
eral orders of magnitude when the metal is introduced. In last decade, Kozicki et
al. [24] used Ag(Cu) saturated Ge-Ch solid electrolyte as an active medium in a
programmable metalization cell (PMC) cell and successfully demonstrated these
material as a potential candidate for future non-volatile RRAM devices. Because
of its wide spread applications, the understanding of the microscopic mechanisms
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of metal’s dissolution (photo or thermal-diffusion) in chalcogenide glasses is a very
important for the developments solid-state devices. A detailed discussion on the
dissolution of metal’s in chalcogenide glasses is difficult in the context of this the-
sis, so different types of metal diffusion processes are described briefly. As this
thesis work is related to the use of Cu doped Ge0.3Se0.7 solid electrolyte as an
active material for RRAM devices, mainly focused on their electrical characteri-
zations, so from the performance point of view of the memory devices, the effect
of metal concentration in the chalcogenides and the external electric field effects
on the electrical conductivity is necessary to address. In the following paragraphs
these effects are discussed for the GexSe1−x based chalcogenide glasses.
1.2.1 Metal diffusion processes
In the last half century, considerable efforts has been put to understand the dis-
solution and diffusion of Ag(Cu) in chalcogenide glasses. Two main alternatives
of controlled metal diffusion have been proposed: photo-induced and thermal-
induced dissolution [34]. The microscopic behavior and the dynamics of metal
in chalcogenide glasses with photo-doping process is still not clear and is a fas-
cinating topic of solid state physics. The present level of understanding of the
photoinduced dissolution of metal in chalcogenide may be summarized as follows
[29]: The phenomenon is assumed to be caused by photoelectro-chemical reac-
tions, in which photogenerated electronic carriers exert some motive forces on
the migration of metallic ions. The light that is critical for metal dissolution is
absorbed at or near the interface between the doped and undoped chalcogenide
layers. In this process, holes are trapped by Ag(Cu), while electrons move fur-
ther into the chalcogenide film and trapped there. It has been shown that silver
species move in the doped chalcogenides as positively charged ions. The electric
field formed by the negatively charged chalcogen atoms and positively charged
silver ions can be sufficient for the silver ions to overcome the energy barrier at
the interface. Therefore the penetration of the metal into chalcogenide glasses
during photodoping is due to the difference in electrochemical potentials.
Thermal diffusion is a common process in semiconductor technology and is re-
sponsible for the impurity concentration profiles in integrated circuits. Recently,
Fick et. al [35] has successfully applied the thermal diffusion of Ag in chalcogenide
glasses for the formation of optical wave-guide as well. In such diffusion processes,
the matter flux along the concentration gradient is most often attained by over-
coming the energy barrier via heating of the host material. A combination of both
processes have been used by Kozicki and colleagues to prepare the metal doped
chalcogenide glasses used in programmable metalization cell memory devices as
an active material [36]. In their study they found that the kinetics of the thermal
diffusion processes involve an induction period, when the dissolution rate is almost
zero, followed by the acceleration of metal diffusion. In case of photo-induced dif-
fusion, there was no induction period and the processes governed mainly by the
creation of a electro-chemical potential.
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1.2.2 Effect of metal concentration
The electrical conductivity of doped Ag(Cu) in chalcogenide glasses has been
extensively investigated. The room temperature conductivity increase by 9.0-10.0
orders of magnitude with increasing the Ag(Cu) content from the value which are
typical of insulating glasses ( 10−14Scm−1) to the values which are characteristics
of moderate ion-conducting vitreous alloys ( 10−5Scm−1). The enormous increase
in the conductivity is accompanied by a drastic decrease in the activation energy
by a factor of 2.5 (from ca. 1.0 to 0.4 eV). This effect is explained by the fact
that at least three transport regimes can be observed in Ag doped chalcogenide
glasses depending upon the Ag content in chalcogenide glasses [37]: (a) below the
percolation threshold (Ag content < 30ppm) - the glasses are ionic insulator; (b)
above percolation threshold (30ppm < Ag content < 1-3 at. percent) - the glass
can be described by a modified percolation model. In this region, the conductivity
depends on host matrix; (c) far above the percolation threshold (Ag content > 10-
15 at. percent), the ion transport depends on the Ag content but not on the host
matrix. Recently, Mitkova et. al [38] have discussed the role of hosting backbone
of ternary (GexSe1−x)1−yAgy on the conductivity. In the Se-rich region (x < 1/3)
the chalcogenide glasses are superionic conductors with conductivity increasing
with Ag content and then saturating. In their model, such behavior was traced to
the Ag2Se glass phase that should percolate as Ag content increases. On the other
hand, Ge-rich chalcogenide glasses (x = 2/5,y) were found to be semiconductor
in nature with the activation energy decreasing progressively with increasing Ag
content. Such contrasting electrical behavior is consistent with the networking
character of Ag as an additive in the Ge-rich glasses and network modifier in the
Se-rich glasses.
1.2.3 Effect of external electric field
In the late 1970s, Buroff et al. [39] and Lebedev et al. [40] and Bedelbaeva et al.
[28] in the beginning of 1990s have observed the influence of the applied electric
field on silver diffusion in bulk chalcogenide glasses. These studies led them to
conclude that the silver spices diffuse through the doped chalcogenide as positively
charged ions. They suggested that the pronounced effect of the electric field on a
chemically modified chalcogenide may be due to lower resistivity of this material
compared with that of undoped semiconductor. In this case, the electric field
at the interface between the doped and undoped semiconductor is much higher
because of the lower resistivity of the undoped (but modified) chalcogenide.
The discussion on the effect of electric field becomes important from the mem-
ory devices point of view, as in late 1990s, Kozicki et al. [24] showed the resistive
switching behavior under external applied field by including Ag doped chalco-
genide glass between an electroactive metal electrode (M), such as Ag, and inert
counter electrode (CE), such as Pt. The proposed resistive switching mechanism
in such material systems involves the following step [16]:
1. anodic dissolution of M according to the reaction
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M → MZ+ + ze−1 (1.1)
where MZ+ represents the metal cations in chalcogenide thin film;
2. migration of the MZ+ cations across the chalcogenide thin film under the
action of high electric field;
3. reduction and electro-crystallization of M on the surface of the inert elec-
trode CE according to the cathode deposition reaction
MZ+ + ze−1 → M (1.2)
The electro-crystallization process (1.2) is electric field enhanced and leads
to the formation of metal filament growing preferentially in the direction of the
active electrode. When the filaments reaches the active electrode, the initially
highly resistive cell switches to a low resistance state (SET process) due to low
conductive path between top and bottom electrode. Under the reverse bias this
conductive path is electrochemically dissolved and the cell is switched back to the
high resistance state (RESET process). It is important to mention that in the
initial phase of RESET there is an electronic current through the filament and,
in parallel, an electrochemical current which dissolve the metal filament.
After brief introduction of the metal dissolved chalcogenide material and its
application to the non-volatile memory devices, in the next part of this chapter,
I’ll pave the way to the characterization approach used in this study to analyze
the Cu-doped Ge0.3Se0.7 based memory devices.
1.3 Charge Transport in Disordered Solids
The idea of this section is to understand some basics of the charge transport
in disorder materials, which could further help us in understanding the transport
behavior of the memory devices and to define the characterization approach used
in this study.
Roughly speaking, there are two broad classes of disordered systems: (i) sys-
tems with substitutional, cellular or compositional disordered, and (ii) systems
with positional, topological or structural disorder. Compositionally disordered al-
loys and mixed crystal, but also crystals with substitutional impurities are among
the systems of first class. Glassy and amorphous materials, as well as superionic
conductor are among the systems of the second class. In some of these disordered
materials, electrical conduction is due to electrons and, in other materials, the
conduction is due to ions. Nevertheless, in spite of the different chemistry and
even the different nature of the charge carriers, all these materials have rather
similar charge transport behavior commonly known as ’hopping mode’ of electri-
cal conduction. This transport regime is inherent to all disordered materials with
localized charge carriers. In hopping transport, electrons move by tunneling and
ions move by overcoming the potential barriers between spatially localized states.
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Local transition probabilities between such states have a broad distribution of
magnitudes, being exponentially dependent on the site energies, as well as on the
intersite distances (for electrons) or on the intersite potential barriers (for ions).
In the following paragraphs, some basics of electrons and atomic hopping without
mathematical treatment is presented. One can find the comprehensive theoretical
treatment of charge transport in disordered systems in the monographs by N.F.
Mott [41], B.I. Shklovskii [42], S. Baranovski [43] and H. Bo¨ttger [44].
1.3.1 DC hopping conductivity
The investigation of this problem began with the discovery of impurity hopping
conduction in doped and compensated semiconductor such as germanium and
silicon (Fritzsche and Cuevas [45], Mott and Twose [46]) and was very much
simulated by the theoretical analysis of Miller and Abrahams [47], who pointed out
that the dc (direct current)- hopping conductivity can be reduced to the problem
of calculating the current in random-resistor network governed by Kirchhoff’s
law. In this network the conductance between any two sites is proportional to
the corresponding hopping probability. Miller and Abrahams suggested that the
dc current is governed by certain one-dimensional path connecting the electrodes.
This idea proved to be very useful for averaging the resistor network. However,
the concrete procedure of determining these paths proposed by the latter authors
overestimates the resistance of the network, see Figure 1.2.
conducting
island
conducting
island
Miller-Abrahams
path
Actual path
Dead end
Figure 1.2: Schematic representation of the actual current paths in a hooping
system and of the current path according to Miller and Abrahams, which do not
pass by ”dead ends”. The conducting islands do not contribute to dc conductivity,
but they play an important role for the ac conductivity. [44]
Acoording to Miller and Abrahams, the hopping probability Wmm′ between
impurity sites (states) m and m’ is described by a product of tunneling term and
a phonon term
Wmm′ ≈ exp(−2α |Rmm′ | − |mm′ | /KT ). (1.3)
Here Rmm′ = Rm − Rm′ and mm′ = m − m′ , where Rm and m, respectively,
denote the position and the energy of the mth site, α is the reciprocal Bohr radius
of an impurity state and T the temperature. At sufficient high temperatures,
1.3. CHARGE TRANSPORT IN DISORDERED SOLIDS 9
the second exponential in (1.3) is small compared with the first one, so that the
spread of hopping probabilities and, accordingly, the current governed by the ran-
dom spatial distribution of the impurities. This is the situation of the so called
”R-hopping”, where the dc conductivity is determined by the nearest-neighbor
hops and exhibits an activated form.
At low temperatures the hopping transport will eventually move to within few
KT of the Fermi level. Under these conditions one will observe the so called
variable-range hopping, a mechanism first suggested by Mott [48] to cover the sit-
uation where the energy between non-nearest neighbour hopping sites is a function
of their spatial separation. According to Mott, in this so called ”R--hopping”
situation, the dc conductivity is governed by hops for which the exponent in (1.3)
becomes minimal. By optimization of the hopping probability one obtains the
famous Mott ”T−1/4 law”
σ ≈ exp−(To/T )1/4 (1.4)
1.3.2 AC hopping conductivity
In disordered systems, the hopping current is additively composed of an ohmic
and diffusive contribution. The occurrence of the diffusive contribution may be
understood as follows. In applying a field, the charges are spatially redistributed
and the new distribution differ from the equilibrium distribution. Therefore, dif-
fusive currents occur and try to restore the initial distribution. The diffusive
contribution to the current is direct against the ohmic one and diminishes there
fore the total current [44].
At not too high frequencies, the ohmic contribution does not depend on the
frequency, while the diffusive one decreases with increasing parameter, ωτ , where
τ is a characteristic time between consecutive hop. Owing to this, in a high
frequency limit ωτ ≥ 1, the diffusive contribution completely vanishes. At fre-
quencies ωτ ≤ 1, the diffusive contribution partly compensates the ohmic one
(the lower ω the the stronger the compensation). This produce a strong decrease
of the conductivity with decreasing ω. Note that the strong increase of the real
part of the conductivity, σ’, with increasing ω is one of the major features of the
hopping conduction in disordered systems.
For ωτ ≤ 1, the investigation of the dependence σ(ω) by means of analytical
methods is a very intricate problem, because it requires the solution of the prob-
lem of a resistor network with capacitor. Above all, the evaluation of σ′(ω) in the
low frequency limit (close to dc limit) turns out to be difficult task.
The complexity and the topicality of these problems have stimulated the elabo-
ration of new methods for studying charge transport in disordered systems (cluster
approaches, effective medium approximations, use of exact solutions of the Bethe
lattice, a diagram approach etc.) These methods allow the hopping conductivity
to be calculated in a large frequency range, from the dc limit up to the high-
frequency region [44].
Historically, the first step towards a theoretical understanding of σ(ω) was
taken by Pollak and Geballe [49], who introduce a two-site model for studying the
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ac hopping conductivity. This model is valid only at sufficiently high frequencies,
where during half a period of the oscillation of the external field, electrons can
hop solely between nearest-neighbour sites. At lower frequency, however, during
half a period of the oscillation of the external field, electron may perform many
hops (multiple hopping). The current then arises from transitions within highly
conducting cluster of sites, the size of which increases with deceasing frequency, so
that it becomes macroscopically large for ω →0. Later effective medium approach
and diagram approach were developed to obtained the conductivity within a large
frequency range. A stochastic description of the hopping motion on the basis of
the continuous-time random walk model has been proposed [44].
1.3.3 Ionic conduction in glasses
Classical activated ion hopping over random potential barrier is often assumed
to describe the properties of ionically conducting solid, since ion tunneling prob-
abilities, at least at not too low temperatures, are extremely small. A standard
model known as random energy model, shown in figure 2(a), assumes the existence
of a random potential relief in glass matrix with ions randomly distributed over lo-
cal minima (’sites’) of the potential energy, and under the influence of the electric
field, ions have to overcome potential barriers [43]. At low enough temperatures,
Fermi level μ is determined by the concentration of mobile ions which occupy the
energetically lowest potential wells in the given potential relief. For dc conduc-
tion, the largest energy barrier leading to formation of the infinite transport path
has to be overcome, while lower barrier are involved in the ac conduction, since
only a limited distance has to be traveled in later case.
A simplified version called random barrier model of random energy model

 j

I
a)
b)
Figure 1.3: Potential relief for mobile ions along an arbitrary direction in the
random energy model (a) and in the random barrier model (b) [50]
based on the assumption that only the barrier heights are distributed, while all
the wells have same energy was proposed for a quantitative theory of ion trans-
port. The corresponding potential relief for mobile ions is illustrated in figure
2(b). Svare et al. [51] have used the random barrier model to calculate the dc
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conductivity of ionic glass. With respect to the ac conductivity, a comprehensive
treatment using random barrier model has been done by Dyre [52, 53].
1.3.4 Field-dependent conductivity
For many applications, thin-film electrolytes with thicknesses in the range of
100nm and below are desirable. When a thin film is subjected to voltages of
several volts, the resulting electrical field strengths in the film are very high. For
instance, the application of 5V to a sample with a thickness of 100nm leads to
E=500MV/cm. Many solid electrolytes show a significant increase of their con-
ductivity at field strength exceeding 50KV/cm [43]. Thus when the thickness of
a sample is reduced, its electrical resistance is not only proportional to thickness,
but the field induced conductivity enhancement leads a further reduction of the
resistance. Thus, for the application of thin solid electrolyte samples, it is impor-
tant to characterize the field dependence of the conductivity. On the other hand,
the field dependence is also of interest from basic science point of view, since it
contains important information about basic mechanisms of ion transport.
The simplest model for an ionic conductor is a random walk model with in-
dependent ions moving in a periodic potential relief. In the framework of this
model, the field dependence of the current density j is given by:
j ∝ sinh(qaE/2KBT ) (1.5)
Here, q and a denote the charge and the jump distance of ions, respectively.
The jump distance a corresponds to the distance between neighboring potential
minima. Thus, for a given temperature T, the filed dependence contains direct
information about the jump distance a. Although this model is too simple for
providing a realistic description of a disordered ion-conducting material, the j(E)
curves of many real material can, in a good approximation, can be fitted by means
of this equation.
In case of field dependent measurements by dc electric field, one may face prob-
lem because of potential influence of joule heating on the conductivity. Heating
of the sample due to dissipation of electrical energy may lead to an increase of
the sample temperature, which in turn results in an increase of the conductivity.
Thus, joule heating may pretend a field-dependent conductivity. In order to avoid
this problem, a nonlinear ac conductivity spectroscopy can be used to study field
dependence of the ion transport as proposed by Roling and Murugavel [54].
In order to developed a transport theory both for dc and ac behavior of the dis-
ordered systems, different methods of the percolation theory has been proposed.
Since percolation is essentially a simple purely geometrical model and not even
confined to physics. Its aspects have been found to useful to describe a broad
range of topics in material science, biology, chemistry as well as geography. From
the resistive switching point of view also, where the switching mechanisms are pro-
posed as a conduction path due to electroforming (controlled soft breakdown) or
filament growth in electrochemical metalization cell etc, the sub-microgeometrical
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nature of these conduction paths and their transport behavior could also be un-
derstood with percolation based model. This makes it necessary to give a concise
introduction into the percolation theory here.
1.3.5 Percolation-an introduction
The classical percolation problem consists in investigating the flow of a fluid
through ”bonds” connecting ”sites” in a regular lattice [55, 44]. The most common
statistical assumption are known as the ”site percolation” and ”bond percolation”
problems. In the site problem some fraction p of lattice sites is randomly occupied
and a bond is assumed to exist between any pair of occupied neighbour sites (Fig.
4a). In the bond problem some fraction p of bonds is randomly distributed on
a lattice between neighbour sites (Fig. 4b). It is interesting to note that every
bond percolation problem can be converted to a site one on another lattice ( the
covering lattice) so that there is no principle difference between both problems.
In a percolation model any two sites are said to be connected, if between them
Figure 1.4: (a) Typical configuration of a site percolation problems. Occupied
(empty) sites are denoted by solid (open) circles. Nearest neighbour occupied
sites are connected by bonds. (b) Typical configuration of a bond percolation
problem. Free (occupied) and blocked (unoccupied) bonds are denoted by solid
and dotted lines, respectively
there exists at east one sequence of sites which are pairwise linked by bonds. The
sites in a distribution may partitioned into cluster such that in a given cluster all
sites connected, but between different cluster there is not any pair of connected
sites.
The most important features of a percolation model is the occurrence of an
infinite cluster of sites (assuming an infinite number of lattice sites in an unbound
volume) for p ≥ pc, where pc denotes a certain threshold value (critical proba-
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bility). In the fluid context such a cluster renders possibly a macroscopic flow
through the system. Its occurrence is characterized by the percolation probability
P(p), which is the probability that a given site belongs to an infinite cluster. For
the site percolation problem, P(p) is the fraction of occupied sites belonging to an
infinite cluster (analogous definition of P(p) for bond percolation). The quantity
P(p) vanishes below pc and is nonzero above pc. For P=pc only a marginal fraction
of occupied sites contributes to the percolating cluster and the dominant fraction
forms isolated cluster. With increasing p the number of isolated clusters deceases
rapidly leading (near pc) to the power law
P (p) ≈ (p− pc)β, p ≥ pc, (1.6)
which reminds of a phase transition, although the transition to the percolating
state is purely geometric phenomenon in which the clusters are static objects.
It is difficult to determine precisely the critical exponent β. For different lattice
structures, one finds β between 0.13 and 0.15 for dimension d=2, and between
0.4 and 0.5 for d=3, depending on the method used for estimating it. These
results suggest that β is a dimensional invariant. From general consideration, β
is estimated to be in interval 0 ≤ β ≤ (d− 1)/d.
A second important percolation function is the mean size S(p) of the finite
cluster to which a given occupied site belongs. S(p) is finite at p< pc, since below
pc there is zero probability of an infinite cluster. Close to pc, the behavior of S(p)
can be described by a power law
S(p) ≈ |p− pc|γ , (1.7)
where, as usual, the critical exponent γ has been assumed to be the same above
and below pc. By series expansion and numerical methods γ is found to be between
2.4 and 2.5 for d=2, and between 1.6 and 1.7 for d=3, i.e. γ is a dimensional
invariant.
A third important percolation function is correlation length L (also termed the
connectivity length or coherence length), which is given by the root mean square
distance between the cluster sites and a given site of the cluster. L is finite below
and above pc and close to pc, can be described by a power law
L(p) ≈ |p− pc|ν . (1.8)
Here again the critical exponent ν is assumed to be the same above and below pc.
ν is a dimensional invariant, too. Current estimate of ν range from 1.3 to 1.4 for
d=2 and from 0.8 to 0.9 for d=3.
A detailed representation of the percolation theory, different model for different
application and transport in percolating cluster or fractal media can be found in
the monograph by Stauffer [55].
1.4 Characterization Approach
This part of the chapter is devoted to the electrical characterization approach
used in this study to analyze Cu doped Ge0.3Se0.7 based solid electrolyte for the re-
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sistive switching applications. Before going further, It is necessary to mention few
points from our understanding of metal dissolved GexSe1−x system, its switching
behavior and transport properties (in general disordered systems), which stimu-
lated us to choose this particular characterization approach.
• As it is mentioned above, ternary (GexSe1−x)1−yAgy bulk glasses in the Se
rich region (x<1/3) are shown to be intrinsically phase separated into an
Ag2Se-rich glass and a residual GetSe1−t backbone (t>x, y = 0, with Ag
acting as a network modifier. Although in one of its crystalline forms, bcc
Ag2Se is a superionic conductor, the concentration of Ag2Se is below the
percolation limit and, hence, a memory cell with this electrolyte could be
treated as a metal-insulator composites.
• While the essential operation of this kind of memory cells is well understood,
there is a limited microscopic understanding of the electro-deposition process
and associated chemistry, the reversed biased case (or dissolution of the
filament), the nature of the conducting path (or filamentary structure), or
ion dynamics in an electric field.
• Much of our understanding of disordered systems comes from percolation
theory. In addition to percolation, fractals and simple random walks, other
model has been applied to study the anomalous diffusion and transport prop-
erties of the disordered media. Examples of disordered systems for which
anomalous diffusion and transport properties has been observed are the in-
cipient infinite percolation cluster, diffusion-limited aggregation (DLA) clus-
ter, and fractal lattices. As it is proposed that the growth of filamentary
structure in a metal doped Geo.3Se0.7 based memory cell could be DLA type.
For the better understanding of microscopic nature of filamentary structure,
growth behavior, and dynamical properties, it is important to have proper
knowledge of the diffusion in disordered systems. This topic is excellently
reviewed by S. Halvin and D.B. Avraham [56].
• In strongly disordered systems, transition rates are exponential functions
of a random variable, w = w0exp(−x). x can be either an energy, e.g. a
barrier energy, a distance, as in impurity conduction, or a combination of
both, as in a hopping conduction [44]. These transition rates are proposed
to be common cause of the three prevalent properties of the disordered
systems namely, an ac conductivity proportional to the frequency, resistance
noise spectrum inversely proportional to frequency and a logarithmic glassy
relaxation.
1.4.1 Measurement techniques
As the main focus of this study is to investigate Cu doped Ge0.3Se0.7 based solid
electrolyte as an integrating material in crossbar arrays for non-volatile memory
and logic devices applications. So the measurement techniques are used, in such
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a way, which are not only important for analyzing the industrial qualification of
these memory devices but also give a deep insight on the under lying physics.
1. Quasi-static I-V measurements were used to understand the basics of
the resistive switching behavior. The memory device characteristics such
as endurance, retention, multilevel switching, etc. were tested with this
technique.
2. Breakdown studies of the memory devices in high and low resistance
states were performed under constant voltage and current stress conditions,
respectively. These studies are not only important for the reliability predic-
tions of the memory devices but also the breakdown models could be used
to understand the growth of the filaments and its failure mechanisms.
3. Noise techniques were used as an unique tool to understand the kinetics
of the defects. Additionally, as the scalability of the memory devices is one
of the driving force for RRAM technology and with sub-nano size of the
memory devices, the noises could play an important role in the reliability of
these devices.
4. Low temperature study of the memory devices in different resistance
states was performed to get useful information about transport behavior.
The temperature dependences of resistive switching parameters such as
threshold voltages could provide additional information on the dynamic of
resistive switching process.
5. Impedance spectroscopy was used to characterize the frequency depen-
dence electrical properties of the materials. This information in combination
with low temperature study could help to elucidate the transport properties
of our material system in different resistance states.
In this thesis, I’ll concentrate more on the first three topics of the characteri-
zation techniques mentioned above.
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Chapter 2
Sample Preparation and
Structural Analysis
”An experiment is a question which science poses to Nature, and a
measurement is the recording of Nature’s answer.”
Max Planck
This chapter deals with the fabrication procedure of the resistive switching
memory devices and the physical characterization of the active thin film inte-
grated in these memory devices. For different purposes three different resistive
switching structures i.e. planar, single cross-point structure, and crossbar arrays
were fabricated using using standard optical lithography technique. RF and dc
sputtering techniques were used to deposit Ge0.3Se0.7 thin film and electrode ma-
terials, respectively. Various physical characterization techniques, such as Ruther-
ford backscattering spectroscopy (RBS), atomic force microscopy (AFM) and time
of flight secondary ion mass spectroscopy (ToF-SIMS) were used in this study to
get a better understanding of pristine memory devices.
2.1 Sputtering of Ge0.3Se0.7 Thin Film
Direct-current sputtering of insulating materials such as Ge0.3Se0.7 is not pos-
sible because of the buildup of positive surface charges which would repel the
energetic ions. A high-frequency alternating potential may be used to neutral-
ize to the insulator surface periodically with plasma electrons, which must be
switched in a period that is short compared with the time positive ions (Ar+)
require to travel from the edge of the ion sheath to the surface of the insulator.
The fast electrons can still respond to the alternating field. An applied magnetic
field assists in supporting and stabilizing the high-frequency discharge and makes
operation possible at low pressures of a few μbar. Ge0.3Se0.7 thin films used in
this study were deposited using a Leybold Univex 450C rf magnetron sputtering
system whose schematic is shown in Figure 2.1a. The robot arm in the transfer
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chamber moves wafer loaded in the load lock chamber to a Ge0.3Se0.7 rf-sputtering
chamber. A schematic of the rf sputter process is shown in Figure 2.1b. A more
detailed description of the sputter parameters can be found in the thesis work of
C. Schindler [57].
Figure 2.1: (a) Schematic layout a Leybold Univex 450C; (b) Schematic of a rf
sputtering process
2.2 Memory Cell Fabrication Process
The memory cells used in this study were fabricated as cross-point as well
as simple planar structures with Ge0.3Se0.7 active layer sandwiched between an
inert electrode, Pt, and an oxidizable, Cu, electrode. Si (100) wafer with 400
nm thermal oxide and a 5 nm T iO2 film as adhesion layer was used as substrate.
A sputtered thin film of 30 nm Pt on it was used as a bottom electrode of our
memory cells. The bottom Pt electrode was patterned by using standard optical
lithography and reactive ion beam etching techniques. Next, the orthogonal top
structure of the cross-points was defined by lift-off process. Afterward, aGe0.3Se0.7
thin film (30-120 nm) was deposited by rf-sputtering at 16 W rf power, 20 %
Ar flow and a chamber pressure of 3.2 μbar followed by a deposition of Cu top
electrode (100-150 nm) using thermal evaporation technique. The growth rates
for the Ge0.3Se0.7 and Cu thin films were of 0.2 nm/s and 0.5 nm/s, respectively.
Finally, a lift-off in acetone was used to finalize the device. Schematics of the
cross-point and planar structure used in this study are shown in Figure 2.2. The
active area of memory cells was ranging from 2 μm2 to 150 μm2 for cross-point
structure and 50x50 μm2 to 500x500 μm2 for the planar structures.
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Figure 2.2: Schematic of (a) a cross-point structure and (b) planar structures
2.3 Physical Characterizations
As mentioned in the previous chapter, not only the amount of dissolved metal
in chalcogenide glasses, or the process (thermal or photo-diffuse) with which it
dissolved, is important but also the composition of the host glass system plays a
crucial role in defining the electrical transport properties. In order to understand
and improve the memory device switching performance, various thin film char-
acterization techniques, such as Rutherford backscattering spectroscopy (RBS),
atomic force microscopy (AFM) and time of flight secondary ion mass spectroscopy
(ToF-SIMS) were used in this study.
2.3.1 Rutherford backscattering spectroscopy
Rutherford backscattering spectroscopy is a unique non destructive method
commonly used for compositional/thickness thin film analysis. The sample was
bombarded with a high-energy (typically 1.4 MeV) ion beam of He+ ions with
beam dose of 50 μC/cm2 during the RBS measurement and the energy distribution
and the yield of the backscattered He ions at a angle of 1700 was recorded with
a detector of 10 KeV resolution. The energies of the backscattered ions depend
both upon the mass of the atoms from which they scattered as well as the depth
at which a collision occurs. The number of the backscattered ions is directly
proportional to the concentration of a given element. To avoid the channeling
effects, the ion beam reached the sample under 70 tilted from the normal direction.
Furthermore, the sample was rotated by 300 in 10 steps during the measurements.
A detailed description of the measurement tool can be found in [58]. Figure 2.3
shows the RBS spectrum and data fitting results of a 40 nm GexSe1−x thin film.
The RBS data fitting confirmed initial composition of the hosting material to
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Figure 2.3: RBS spectrum and the data fitting result
contain about 2 at.% Se less than the source material, i.e., the films composition
was found Ge32Se68. Surprisingly, a small amount of Ag was ovserved in a thin
film during deposition process.
2.3.2 Atomic force microscopy
In memory device technology, the smoothness of the deposited thin films is very
important for the proper functionality of the devices, because the inhomogeneities
from an underlying films could disturbed the film growth on the top of it. Atomic
force microscopy (AFM) was used to investigate the surface roughness of the Pt
substrate and Ge0.3Se0.7 thin film deposited on it. AFM measurements revealed
an rms value of around 0.4 nm for the Pt substrate. A 40nm Ge0.3Se0.7 thin film
deposited directly on it had the almost same surface roughness. Figure 2.4a shows
the AFM scan of a Ge0.3Se0.7 thin film deposited on the Pt substrate.
2.3.3 Time of flight secondary ion mass spectroscopy
It is well known that Cu diffuses very fast in Ge0.3Se0.7 solid electrolyte. In
order to get more insight on the depth profile of Cu in Ge0.3Se0.7, we performed
the ToF SIMS analysis of our memory cells during the device fabrication process.
Figure 2.4b shows the results of the ToF SIMS analysis of a 40 nm Ge0.3Se0.7
thin film deposited on a Pt substrate with 20 nm of Cu evaporated on the top of
Ge0.3Se0.7 thin film. The measurement revealed that Cu diffuses into the whole
Ge0.3Se0.7 thin film, even without any further thermal treatment. This strongly
suggests that diffusion is initiated during the Cu deposition by thermal evap-
oration. In this technique, the Cu atoms reaching the Ge0.3Se0.7 thin film have
enough thermal energy which should facilitate their penetration into the film. The
disadvantage of the ToF SIMS techniques is that the ions can be ”pushed” by the
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Figure 2.4: (a) A 4x4 μm2 AFM scan of a 40 nm Ge0.3Se0.7 thin film surface.
(b)ToF SIMS analysis of a Cu doped Ge0.3Se0.7 thin layer.
high sputtering process deeper into the material and leads to a method-related
increased signal. One may use the RBS technique, which is non-destructive, to
confirm these results [57].
2.4 Conclusions
In conclusion, we observed the fast diffusion of Cu in Ge0.3Se0.7 thin film during
the top electrode deposition step itself without any external thermal treatment.
This could be an important issue from the memory device performance point
of view. Further investigation of a Cu doped Ge0.3Se0.7 thin film characteriza-
tion, using other physical techniques such as high temperature X-ray diffraction
(HT-XRD) and X-ray Photoelectrons Spectroscopy (XPS), are needed for better
understanding of the microstructural and the chemical properties.
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Chapter 3
Characterization of Resistive
Switching Memory Devices
”The science of today is the technology of tomorrow.”
Edward Teller
For the industrial applications, RRAM based memory devices should display
characteristics such as fast write and read access, low energy operations, high
retention, and high performance with respect to endurance etc. In search of
the ultimate nonvolatile memory, in this chapter, we present our initial results
of resistive switching characterizations on Cu doped Ge0.3Se0.7 solid electrolyte
based memory devices. The chapter starts with a detailed introduction of the
basic requirements for the emerging RRAM based memory devices followed by
the electrical characterizations of Cu doped Ge0.3Se0.7 based memory cells and
their reliability issues. A dual-layered electrolytic memory cell is proposed to
improve the performance of the memory devices.
3.1 Emerging RRAM Technology Requirements
The assessment of the long-range potential and advantages of the resistive
switching based non-volatile memory devices compared to the projected perfor-
mance of fully scaled CMOS or of related memory technologies is quite difficult,
yet such a objective benchmarking is important. As stated in the ”Emerging Re-
search Memory technology”’ section of the ”International Technology Roadmap
For Semiconductor” (ITRS 2007) [59], the emerging non-volatile memory devices
will likely be first integrated with CMOS to supplement the maturing CMOS plat-
form technology extending to it to new applications, one can collect a number of
requirements for the RRAM memory cells [16]:
• Performance: In order to be compatible with CMOS technology, the write
voltages, Vwr, of the future RRAM memory devices should be in range of
a few hundred mV as well as the read voltage, Vrd, need to be significantly
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smaller than Vwr, in order to prevent the a change of the resistance dur-
ing memory read operation. Additionally, the operating speed < 100 ns is
desirable for such memory devices.
• OFF/ON Ratio: The cost effectiveness is another driving force for the
emerging RRAM based non-volatile memory devices. To be cost effective,
ROFF/RON ratio > 10 is required to allow for small and highly efficient
sense amplifier.
• Endurance: Resistive switching memory and logic devices are desired to
provide at least the same, preferably better, endurance as contemporary
Flash memory i.e between 103 and 107 cycles.
• Retention: It is the ability of the memory devices to retain its stored
data between the time for writing and subsequent reading of the stored
information. For RRAM memory device a data retention > 10 years is
projected.
The motivation of this thesis work is to investigate these requirements for the
memory cells integrated with a thin film of Cu doped Ge0.3Se0.7 solid electrolyte.
Before discussing the resistive switching properties of these memory cells, the
measurement technique used in this study is described briefly in the following
section.
3.2 Quasi-static I(V)-Characteristics
An Agilent B1500 semiconductor parameter analyzer was used for two point
quasi-static current-voltage (I-V ) measurements in the double sweep mode. Fig-
ure 3.1 shows a schematic of a quasi-static voltage sweep used in this study to
characterize memory cells. The following parameters, which could influence the
switching properties of the memory cells, of this sweep mode are worth mention-
ing.
• Step: For linear sweep,Step is a step increment of sweep.
• Hold: Time required for DUT to settle after forcing start value.
• Delay: Time required for DUT to settle after stepping the output.
In order to prevent the memory devices from permanent breakdown, the current
compliance was cautiously used in these quasi-static sweep measurements.
3.3 Switching Behavior of Cu|Cu−Ge0.3Se0.7|Pt
Memory Cells
A 40 nm Ge0.3Se0.7 thin film was integrated into the cross-point structures with
an active area of the memory cells ranging from 2 μm2 to 150 μm2. The detailed
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Figure 3.1: Schematic of a quasi-static sweep measurement
layer sequence of the memory cells, used in this study, is the following: Si / SiOx
substrate / 5 nm T iO2 / 30 nm Pt (bottom electrode) / 40 nm Ge0.3Se0.7 / 100
nm Cu (top electrode). More details on the fabrication processes are discussed
in the previous chapter. Initially, the memory cells were found to be in the high
resistance state (HRS).
A voltage double sweep was carried out at zero bias, with sweep rate of 5mV/100ms,
sweeping to an appropriate forward voltage (i.e. positive bias to Cu electrode and
ground to Pt electrode), sweeping back again to the reverse voltage (i.e. positive
bias to Pt electrode and ground to Cu electrode) and back to the zero bias. A
Figure 3.2: (a) I-V and (b) R-V characteristics of a memory cell programmed
with 100μA.
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typical current-voltage I-V characteristic of a Cu|Cu−Ge0.3Se0.7|Pt memory cell
and the corresponding resistance-voltage R-V characteristic are shown in Figure
3.2(a) and (b), respectively. A resistance ratio, Roff/Ron, between the off and
on state of 2-3 orders of magnitude was found in these memory cells. A current
compliance of 100 μA was set to protect the device from complete breakdown
during the switching.
As shown in Figure 3.2a, the switching threshold voltage to the on state (Von) is
only few hundred mV. Kozicki et al. proposed a model to explain the low threshold
voltage of a Ag doped chalcogenide glass, such as Se rich Ge-Se solid electrolyte,
which is close to our material system, with the coordinated motion of the metal
ions in the phase separated glassy material [36]. As mentioned in the first chapter,
ternary (GexSe1−x)1−yAgy bulk glasses in the Se rich region (x<1/3) are shown to
be intrinsically phase separated into an Ag2Se-rich glass and a residual GetSe1−t
backbone (t>x, y = 0, with Ag acting as a network modifier. Although in one
of its crystalline forms, bcc Ag2Se is a superionic conductor, the concentration
of Ag2Se is below the percolation limit and, hence, could explain the initial high
resistance state of the memory cells. We assume that the present system - Cu
doped Ge0.3Se0.7 - behaves in a similar manner because both doped glasses seem
to possess comparable properties [60]. A schematic of an Cu|Cu−Ge0.3Se0.7|Pt
memory cell with nanodispresed Cu2Se particle in a Ge-Se matrix is shown in
Figure 3.3a.
As previously mentioned, in the case of ion conducting solid electrolytes, the
Figure 3.3: Sketch of a memory cell into three different states: (a) as prepared,
(b) switching on and (c) switching off.
resistive switching mechanism is reasonably well understood assuming electro-
chemical growth and rupture of metallic filaments. Although no direct evidence
exists for the precise evolution of the electrodeposition process at the nanoscale,
but it is proposed that the Cu ions entering from an oxidizable anode need not
to travel the entire film to replace those that are reduced. The closest Cu-rich
regions, Cu2Se, to the electrodeposit may also supply ions for the further reduc-
tion process. In order to preserve the charge neutrality in the system, the ion
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entering from anode, with some kind of coordinated motion of ions, could fill the
position vacated by the ion in the Cu-rich region. As the ions have to move only
the nearest neighbor place because of this coordinated motion and to bridge only
a small gap between conducting Cu2Se nanoparticle, it makes these memory cells
possible to switch into the low resistance state with small threshold voltages. Fig-
ure 3.3b shows a schematic of the memory cell in the low resistance state.
It is proposed that, on changing the polarity of the bias voltage, the metal
atoms dissolved at the edge of the metal filament, eventually annihilating the fil-
aments so that the memory cell switched back to the high resistance state (HRS),
as shown in Figure 3.3c. While the essential operation of the memory cell is
understood, there is limited understanding of the microscopic nature of the fila-
mentary structure and the detail of the electrode reactions responsible for the off
switching. A constant current stress approach was used to understand the under
lying physics of the off switching and a detailed discussion on it is presented in
the next chapter.
3.3.1 Endurance of the memory cells
As mentioned above, for the industrial applications of RRAM based memory
and logic devices, it is desired to have endurance between 103 and 107 cycles.
Endurance is defined as the maximum number of write/erase cycles an memory
devices can be subjected to before it fails to exhibits two distinct memory states.
We investigated the endurance of these memory cells. It was found that most
of the memory cells degraded after few hundred of switching cycles and some
time stayed in the low resistance state. The I-V characteristics of the degraded
memory cells after 250 switching cycles are shown in Figure 3.4(a)-(b).
We believe that this kind of degradation behavior of the memory cells is most
Figure 3.4: (a)-(b) I-V characteristics of a degraded memory cell after 250 switch-
ing cycles.
likely the result of the over-writing due to large amount of time spent in the
forward bias following the switching because of the slowness of the sweep (several
28
CHAPTER 3. CHARACTERIZATION OF RESISTIVE SWITCHING
MEMORY DEVICES
seconds for each sweep direction). Over-writing could result a Cu electrodeposited
in excess and this could make the devices more difficult to erase, as shown in Figure
3.4b. From the resistive switching behavior shown in Figure 3.4a, it seems that a
large amount of a Cu electrodeposited at the inert electrode is acting as a virtual
electrode and the memory cells could have some kind of symmetrical structure i.e.
Cu electrode at both side of the electrolyte, which could be the reason for second
switching event observed in the negative polarity.
In order to improve the performance of the memory devices, we proposed a
dual layer electrolytic memory cell. A detailed discussion of a dual layer memory
cell is given in the following section.
3.4 A Dual-Layered Electrolytic Memory Cell
As it is shown in the last section, the over growth of the filamentary structure
(or electrodeposit) during the subsequent switching cycles could severely affect
the performance of the memory devices. In order to avoid this over growth of the
filamentary structure and to improve the performance of the memory devices, a
high resistance SiOx buffer layer of a 2-3 nm thickness was deposited between
Ge0.3Se0.7 and Pt electrode. We believe that the switching mechanism of this
dual layer memory cell is also based on the electrochemical growth and rupture
of metallic filament. Essential characteristics for the future non-volatile memories
including high Roff/Ron ratio, high retention ability at elevated temperature,
sufficient endurance behavior, multi-level switching behavior for multi bit data
storage, temperature dependence of switching behavior, switching speed and the
possibility to write these dual layered memory cells with few nA write current for
low power consumption applications are presented in the following sections.
3.4.1 Resistive switching behavior
A typical current-voltage (I-V ) characteristic of a dual layered memory cell
and the corresponding resistance-voltage characteristic (I-V ) are shown in Figure
3.5(a) and (b), respectively. A voltage sweep was applied to the memory cell,
starting from 0 V to 0.5 V, then from 0.5 V to -0.2 V and back to 0 V again with
the sweep rate of 5mV/100ms. A current compliance of 100 μA was set during
switching characteristics.
In case of dual layered memory cells, the switching threshold voltage to the
on state (Von) was found to be of the same order as in Ge0.3Se0.7 based memory
cells. The typical Roff/Ron ratio for the dual layered memory cells written with
a programming current of 100 μA was found around 104−5. The role of the buffer
layer is still an open question but from the above measurements, it is clear that this
buffer layer reduces the leakage current of the memory cells and, hence, increases
the Roff/Ron ratio. Additionally, this reduction in the leakage current makes
these dual layered memory cells to switch from high to low resistance state within
few nA range as shown in Figure 3.6a. In the case of memory cells written with
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Figure 3.5: (a) I-V and (b) R-V characteristics of a dual layered memory cell
programmed with 100μA.
few nA, usually the Roff/Ron ratio of 10
1−2 order was observed, which is sufficient
for the read operations. The possibility to write these dual layered memory cells
with few nA is not only promising for low power consumption applications but
also improves the prospect of multi-bit data storage by varying the write currents
over several order of magnitude. In order to investigate the performance of dual
layered memory cells, integrated with a thin film of 40 nm Cu doped Ge0.3Se0.7
based solid electrolyte and a buffer layer of 2-3 nm SiOx sandwiched between an
inert Pt bottom electrode and an oxidizable Cu top electrode, a series of electrical
characterizations including sweep endurance, write-read-erase-read pulse test and
retention tests were carried out and are discussed below.
3.4.2 Endurance
The sweep endurance test was performed on a dual layered memory cell with
an active area of 10 μm2 and the results are shown in Figure 3.7(a) and (b). More
than 5000 sweeps were performed with the same sweep conditions i.e. voltage
range from -200 mV to 500 mV at a sweep rate of 5mV/100ms. The resistive
switching behavior was not degraded for more than 5000 sweep cycles except the
small fluctuations in the memory device parameters, such as switching voltage to
the on state (Von), switching voltage to the off state (Voff ), erase current (Ierase),
on resistance (Ron), and off resistance (Roff ). The both memory states were
well separated with high Roff/Ron ratio of 10
3−4, as shown in Figure 3.7b. In
addition, the repeating cycle test consisting of the write, read, erase and read
pulses were performed on a dual layered memory cell with Keithely 2611 system
source meter. Every cycle consisted of the following pulse pattern: a 300 ms
write pulse at 2 V, followed by five 300 ms read pulses with 100 mV voltage,
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Figure 3.6: (a) I-V and (b) R-V characteristics of a dual layered memory cell
programmed with 50 nA.
Figure 3.7: (a) Endurance behavior of a dual layered memory cell. (b) Small
fluctuations in the memory device parameter: Ron and Roff .
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a 300 ms erase pulse at -2 V and then again five 300ms pulses as read voltage.
A schematic of the performed pulse test is shown in Figure 3.8a. A very high
voltage for write and erase of the memory cell in case of pulse measurement,
comparable to the voltage sweep mode, was used to make sure the switching of
the memory cell. According to the applied voltage sequence for the write, erase
Figure 3.8: (a) Schematic of the write, read, erase and read pulse pattern. (b)
Current responses of the read pulses after writing and erasing a memory cell.
and read pulses, the memory device showed the corresponding current responses.
For clarity, Figure 3.8b shows only the current responses of the read voltages after
writing and erasing a memory cell.
As can be seen in Figure 3.8b, the memory device exhibits two distinct memory
states with a typical Roff/Ron ratio of 10
1−2 during continuous 10 K pulse cycles,
such as shown in Figure 3.8a. A low value of Roff/Ron ratio and large fluctuations
are possibly due to the use of large applied voltage pulses for the writing and
erasing of a memory cell. Indeed, further investigations are needed to understand
the switching and endurance behavior of the dual layered memory cells depending
upon write/erase pulse shape and symmetry, write/erase pulse amplitude and
duration, reading between pulses and their temperature dependences.
3.4.3 Retention
One of the major reliability issues for RRAM and logic devices is data retention
which is defined as the ability of a memory cell to retain stored data between the
time for writing and subsequent reading of the stored information. For the reten-
tion measurements, first the memory devices were programmed quasi-statically
into the low resistance state with 200 μA current compliance and then read quasi-
statically at 50 mV. The retention behavior of the both resistance states was
studied at room temperature as well as at 120 0C. For the retention measurement
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at the high temperature, the memory device was left at 120 0C for all time while
measuring the retention characteristics. The retention characteristics of a mem-
ory device at 120 0C is shown in Figure 3.9a. There are no obvious changes in the
both resistance states for up to 4x104s of waiting time. Figure 3.9b shows the
Figure 3.9: (a) Retention of the both resistance states measured at 120 0C. (b)
Retention of the low resistance state at room temperature.
retention behavior of the low resistance state of a memory device at room tem-
perature. The state stayed very stable for an almost one year. At first, it seems
quite promising result but the future non-volatile memory must have 10 years of
retention, without affecting the performance, as projected by the International
Technology Roadmap for Semiconductors (ITRS) [59]. We checked the resistive
switching behavior of this particular memory cell after almost one year of the
retention test and found that it was not able to switch this memory cell with 200
μA current compliance as earlier used for switching, before starting the retention
test. It was only possible to switch this memory cell with high current compliance,
such as 2 mA and also the degradation of Roff/Ron ratio was observed. Figure
3.10 shows the comparison of the resistive switching behavior, before and after
the retention test. Indeed, these long term retention measurements are need to
be repeated multiple times to understand the degradation process but we believe,
in this case, the atmospheric effect such as, temperature and humidity due to im-
proper storage of the samples could also be one of the reasons for the degradation
of the memory cell.
3.4.4 Temperature dependence
Temperature stability is a crucial condition for the application of future non-
volatile memory technology. The future non-volatile memory devices are desirable
to operate close to room temperature environment for most practical applications
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Figure 3.10: Comparison of the resistive switching characteristics (a) before and
(b) after the retention test.
with sufficient tolerance (e.g., 100 0C) operation. As shown in the previous section,
both, on and off state, were stable at 120 0C but from the reliability point of view,
it is necessary to check the temperature effect on the resistive switching behavior
of the memory devices. It is well known that the diffusion of metal in chalco-
genide materials increases with increasing the temperature, which could further
influence the switching parameter such as, Voff , Von, Ierase, Ron and Roff . Figure
3.11a shows the current-voltage I-V characteristics of a memory cell performed
at different temperature programmed with a current compliance of 200 μA. There
was no observable influence of the increasing temperature, for the range used in
this study, upon the switching on parameters, such as Von and Ron but a clear
tendency can be seen for the switching off parameters: Voff and Ierase. With
increasing the temperature, the Voff and Ierase decrease continuously as shown
in Figure 3.11b. These results suggest that a high Cu ion mobility at elevated
temperatures easily led to filament dissolution, which could be an important is-
sue from the stability point of view of the on state of a memory cell. Further
investigations are needed to understand the temperature dependence of the resis-
tive switching behavior, different resistance states and the on, off resistance state
stability.
3.4.5 Multi-level switching
As mentioned earlier, the resistive switching mechanism of these memory cells
are based on the electrochemical growth of the filament. The lateral growth of
the filament can be controlled by the amount of charge flow through the memory
device during the switching process, which further determined the resistance of the
on state of the memory device. The charge flow through the memory device can be
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Figure 3.11: (a) I-V characteristics of a dual layered memory cell at different
temperatures. (b) Dependence of the switching off parameters, Voff and Ierase,
on temperature.
controlled by the write time or current compliance during the switching operation.
The resistance of the on state controllable through external current compliance has
already been demonstrated, which is interesting for multilevel applications, where
multiple resistance states allow for multi-bit storage on a single memory devices.
Multi-level capabilities in the dual layered memory devices are demonstrated in
Figure 3.12. As shown in Figure 3.12b, the resistance of the on state is a function
of write current and can be programmed from several KΩ to close to few hundred
ohm.
3.4.6 Switching speed
The switching speed in Cu doped Ge0.3Se0.7 based memory cells is expected to
be high, as in this system the Cuz+ ions only need to bridge the small gaps between
the mixed-conducting nanoparticles in a coordinate process. Simple quasi-static
measurements were performed to investigate the influence of sweep rate on the
resistive switching parameters, such as Von, Ron, Ierase and Voff . In these mea-
surements, the voltage was constantly increased in 5mV steps and the sweep rate
was set by the delay time. As shown in Figure 3.13a, the threshold voltage, Von,
and the on state resistance, Ron were found to be strongly dependent on the delay
time. A higher delay time (means slower sweep rate) results into a decreased
threshold voltage, Von as well as lower on state resistance, Ron. The lower on
state resistance could be understood with more charge supplied during low sweep
rate, and hence, resulted into stronger filament. The sweep rate dependence of
the threshold voltage, Von, indicates that the switching process was governed by
electric field as well as time.
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Figure 3.12: (a) Multi-level switching behavior of a memory cell. (b) On state
resistance dependence on programming current.
Figure 3.13: (a) Dependence of the switch on parameters, Von and Ron on the
delay time. (b) Dependence of the switching off parameters, Voff and Ierase, on
the delay time.
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Figure 3.13b shows the dependence of the Ierase and Voff on the delay time.
As expected, the Ierase increase with the increase of the delay time because more
current is needed to break the filament of lower on resistance. One would expect
the same kind of tendency for the Voff also, but as shown, no clear dependence
of the Voff on the delay time was observed.
For the application interest, the operating speed ≤ 100 ns is desirable for such
memory devices. The first measurement results of the switching behavior of a
dual layered memory cell with nano pulses are presented here. The SET switch-
ing behavior was performed on the memory cell, initially in the high resistance
state, with a +1.5 V pulse of 100 ns and the resistance state was checked by ap-
plying negative potential quasi-statically. Figure 3.14a shows the RESET of this
memory cell, which confirmed that the memory cell was switched to the on state
with the applied nano pulse.
In order to RESET the memory cell with nano pulse, the memory cell was pro-
Figure 3.14: The switching, (a) on and (b) off, of a memory cell with a 100ns
voltage pulse
grammed quasi-statically to the low resistance state (i.e. on state) and then a -1.5
V pulse of 100 ns was applied to the memory cell followed by a positive potential
quasi-statically to check the resistance state. As shown in Figure 3.14b, the mem-
ory cell was found to be in the high resistance state, i.e. it was able to RESET
the memory cell with nano pulse. It is important to mention that this nano pulse
switching behavior was performed without current compliance. In order to avoid
the breakdown of the thin film and to investigate the relation between the switch-
ing voltage and the switching time, it is necessary to have a current compliance.
A simple load resistor cannot be easily used because it led to a distorted pulse
shape. A current compliance with fast pulses could be established by a transistor
circuit.
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3.4.7 Area and thickness dependence
As scalability is one of the driving forces for RRAM non-volatile memory de-
vices. The resistive switching in Ge0.3Se0.7 based solid electrolyte with structure
size as small as 20 nm active area has already been demonstrated. The dependence
of the threshold voltage, Von, on the active area and the thickness of Ge0.3Se0.7
thin layer was investigated, quasi-statically with a sweep rate of 5mV/ms, on the
planar structure memory cells. The memory devices integrated with a 60 nm
Ge0.3Se0.7 thin film were used to study the area dependence. As shown in Figure
3.15a, a slight decrease in the threshold voltage, Von, was observed for an almost
one order of increase in the active area. The area dependence of the threshold
voltage indicates that the active layer is not uniform and may have more conduc-
tion paths. Figure 3.15b shows the threshold voltage dependence on the thickness
of Ge0.3Se0.7 thin film integrated in the memory devices. As expected, the thresh-
old voltage was found to be thickness dependent and increased with the increase
of the Ge0.3Se0.7 thin film thickness.
As mentioned by Waser et al. [16], one can get the information on the kinetics
Figure 3.15: (a) Dependence of the threshold voltage, Von, on the memory cell
area. (b) Dependence of the threshold voltage, Von, on the thickness of integrated
Ge0.3Se0.7 thin film.
of the SET process by potentio-dynamic I-V measurements at different voltage
sweep rates or by potentio-static current transient measurements. The potentio-
dynamic data shown here is not sufficient and more rigorous data is needed for
such analysis.
3.4.8 Different electrode and buffer material systems
So far in this chapter, the improvement of the memory device characteristics
integrating a SiOx buffer layer between Ge0.3Se0.7 and Pt electrode has been
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demonstrated. The memory cells with different material buffer layer, such as
CuOx, were also investigated. A thin film of 4-5 nm Cu was exposed in situ to
an atmosphere of 5 mbar O2 and UV light to prepare a CuOx buffer layer. Figue
3.16a shows the first few hundred resistive switching cycles of a dual layered mem-
ory cell with CuOx as a buffer layer. The resistive switching behavior seems to
be comparable to memory cells with SiOx buffer layer.
As mentioned earlier, based upon the reviewed literature, metal dopedGe0.3Se0.7
Figure 3.16: (a) I-V characteristics of a dual layered memory cell with CuOx as a
buffer layer. (b) I-V characteristics of a dual layered memory cell with symmetrical
cell structure, i.e. both side oxidizable electrodes.
based electrochemical metallization cell usually consists of an oxidizable electrode
and an inert electrode. To the best of our knowledge, in case of Ge0.3Se0.7 based
memory devices there is no data available with symmetrical cell structure, i.e.
both side oxidizable electrodes. It is well known that the growth of Ge0.3Se0.7
thin film on the oxidizable electrode, such as Cu, is difficult because the Cu ions
could diffuse immediately into the Ge0.3Se0.7 thin film, which could further influ-
ence the morphology and electrical properties of the growth film. In the case of
dual layered memory cells, a SiOx buffer layer provides an opportunity to realize
the oxidizable electrode on the both sides. The SiOx buffer layer act as an dif-
fusion barrier and stop the diffusion of Cu ions into Ge0.3Se0.7 thin film during
its growth. The detailed layer sequence of the memory devices as used in this
study was the following: Si (substrate)/ SiOx / 5 nm T iO2 / 50 nm Cu (bottom
electrode) / 2-3 nm SiOx / Ge0.3Se0.7 / 100 nm Cu (top electrode). First few
hundred current-voltage sweeps of a dual layered memory cell with both sides an
oxidizable electrode is shown in Figure 3.16b. The resistive switching behavior
of these memory cells was found to be same as in the memory cells with inert
electrode. The effect of both side an oxidizable electrode on the memory devices
reliability and a detailed comparison of these different dual memory cells are the
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focus of future work.
3.5 Conclusions
The Ge0.3Se0.7 based electrolytic resistance switching memory cell with a high
resistance SiOx buffer layer showed an improvement in the endurance behavior
of the memory devices. Low voltage and current operations with Roff/Ron ratio
of ≈ 104, nano-second switching speed, multilevel switch behavior for multi-bit
storage and high retention at room as well as high temperature were presented,
which are the essential for the future non-volatile memories. The reduction of the
cell programming current up to few nA achieved with this dual-layered memory
cell is promising for low power consumption applications.
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Chapter 4
Breakdown Analysis of the
Memory Cells
”Statistics has been the most successful information science.
Those who ignore Statistics are condemned to reinvent it.”
Brad Efron
For the industrial application of solid state devices, the electrical breakdown
has traditionally been one of the testing approach leading to lifetime predictions
and material comparison. At the same time, scientists have attempted to un-
derstand the underlying mechanisms of breakdown and developed a number of
physical and statistical models. Both, physical understanding of the electrical
breakdown and its statistical analysis are necessary for the development of re-
liable solid state devices. This chapter deals with the detailed characterization
and analysis of the electrical breakdown in Cu doped Ge0.3Se0.7 memory devices
under elevated temperature and constant stress conditions. The chapter starts
with the motivation for the breakdown studies on the resistive switching memory
devices followed by a brief general overview about some physical models of break-
down phenomena. Next, we will discuss some basic concepts and statistics of the
breakdown in thin films. Afterwards, a simple model based on nucleation theory
is proposed for the breakdown in Cu doped Ge0.3Se0.7 memory devices. Finally,
the breakdown analysis on the high resistance state and the degradation of the
low resistance state in the memory devices, under constant stress conditions, are
presented and discussed using Weibull statistics.
4.1 Motivation
Disorder can come into play in many ways during the resistive switching pro-
cess. Specific cases are discussed in detail in the following. To be precise, the
switching process enhances an initially present disorder, through the nucleation
of new local conductive path, or simply due to the heterogeneity of the stress
41
42 CHAPTER 4. BREAKDOWN ANALYSIS OF THE MEMORY CELLS
electric field that results from the complex geometrical rearrangement of the ex-
isting local conductive paths. Even small initially present disorder in the material
systems can be enormously amplified during switching. Therefore, we can treat
resistive switching as a collective phenomenon, in which disorder plays a funda-
mental role.
Let us now discuss some of the basic experimental facts that will show that
disorder is an unavoidable concept if one wants to deal with the resistive switching
behavior[61].
• It is well known that statistical fluctuations in the breakdown field of thin
film material systems are very often enormous. Two samples made of same
material, under the same conditions, will not break at the same time. These
sample to sample fluctuations are present in most materials, and at all scale.
• Besides the statistical fluctuations, the average breakdown field depends on
the sample size. Even if the sample size remain constant, but if the charac-
teristic size of the micro-structure changes, the mean breakdown field will
be affected. For example, in a material systems, where the micro-structure
is controlled by the grain size, the mean electric field will be different for
different grain sizes. These size effects tell us that we cannot neglect the
small scale structure of the material system.
• Most of the switching processes initiate with the breakdown of thin films.
The impact on localization of damage or conductive path, which could fur-
ther influence the transport and switching properties, certainly depends on
the degree of disorder in the material system.
Additionally, the future non-volatile RRAM and logic devices will not only rely
on the excellent electrical properties but also on the reliability. Surprisingly, very
little has been explored on the reliability of these memory devices. We believe
that the systematic analysis of the breakdown phenomena of these memory devices
could possibly shed more light on the understanding of SET and RESET processes
and help us to make some initial reliability predictions of these memory devices.
4.2 Physical Models of Breakdown
Breakdown in solids may be caused by a number of processes but there seems
to be a general agreement that all such processes are electric field driven mecha-
nisms, in which a positive feedback overcomes equilibrium conditions at high fields
causing properties such as the local current density, temperature or compressive
strain to ”run away” uncontrollably. During the breakdown process, the material
suffers irreversible changes in the form of a conducting pathway or a collapsed re-
gion of material which supports a short circuit between the electrodes. The idea
of this section is to discuss briefly some physical models of breakdown processes
of disordered material systems. There are two main approaches in the statistical
physics to understand the breakdown phenomena, commonly known as ”Annealed
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Disorder Models” and ”Quenched Disorder Models”[62]. The basic difference in
both approaches lies in the introduction of disorder into the problem.
• Annealed Disorder Models In this class of models, the algorithm that
follows the development of the breakdown process has a stochastic element,
while the modeled material does not have disorder at the beginning. These
models have been used in growth models, such as Diffusion Limited Aggre-
gation or DLA model, which are simple irreversible computer algorithms
that according to some set of local stochastic rules build complicated ob-
jects which very closely resemble the structures found in nature[63]. An-
other model similar to DLA known as Dielectric Breakdown Model (DBM)
was introduced by Niemeyer, Pietronero and Wiesmann to simulate [64], by
means of a semi-stochastic model, the formation of complicated discharge
patterns, which occur in charged insulators. The DBM algorithm proceeds
via the following step:
1. Solve the Laplace equation, ∇2ψ = 0, in the insulator, with bound-
ary conditions ψext = 1 on the external boundary and ψ0 = 0 on the
discharge path.
2. Identify all the possible perimeter bonds, through which discharge may
proceed further.
3. On all these bonds, find the magnitude of the electric field, Ei = |Ei|
= |∇ψi|.
4. Define now a bond probability,
pi =
Eηi∑
iE
η
i
, (4.1)
and choose one of the perimeter bonds , i, with the probability pi
5. Add this bond to the growing discharge pattern by setting the potential
at its end equal to zero.
6. Repeat step (1) to (5) until the pattern reaches the boundary.
It is important to mention that DLA is equivalent to DBM for η = 1, apart
from small local differences in the boundary conditions and sticking rules
near the cluster.
• Quenched Disorder Models This class of models have their roots in
percolation theory. In order to understand it, let us consider a network
of electrical elements. Every element is assigned a maximum load, e.g. a
maximum electrical current, they may sustain before breaking down. The
external load on the network is then increased and the electrical elements
break irreversibly as they reach their maximum loads.
In these models, the disorder can be introduced in three different ways.
Khang et al. [65] and de Arcangelis et al. [66, 67] introduced the disorder
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in a network of same resistance elements by considering the probability
distribution of the maximum load these elements can sustain. Takayasu
set all the breaking thresholds equal, and introduced a distribution in the
resistances of the networks [68]. Duxbury et al. set all breaking threshold
and resistances equal, but break a proportion 1-p of bonds randomly at the
onset of the process [69].
4.3 Statistics of Breakdown
Our intention is to examine experimentally the breakdown in Cu doped Ge0.3Se0.7
based memory cells and to attempt to correlate the breakdown parameters to the
particular process of breakdown in this material. The breakdown of solid state de-
vices are usually performed at accelerated conditions and by measuring the time-
to-breakdown. Only in this way it is possible to study breakdown phenomenon
with a reasonable amount of measurement time.
In case of thin film breakdown, two different methods for stressing are com-
monly used in literature: the constant voltage stress (CVS) test, where the stress
voltage is constant and the current changes are measured, or the constant current
current stress (CCS) test, where the situation is reverse. Instead of constant stress
tests, also ramped test are frequently used. Here the current (or voltage) ramps,
until the material breaks. In order to gather more insight on the degradation and
breakdown mechanisms, constant stress test are considered to be more suited.
Under constant stress conditions, the measured quantity time-to-breakdown is
a statistically distributed parameter because of the stochastic nature of break-
down path. Hill and Dissado have shown that obtained statistical distributions
can be fitted using the Weibull distribution function [70, 71]
F (t) = 1− exp [−(t/τ)β] , (4.2)
which is typical for all weakest link problem, such as the failure of materials
under electrical and mechanical stress. Here, F is the cumulative fraction of
broken devices after time t. The parameter τ is the characteristic failure time
for F = 0.63. The parameter β is the Weibull slope and defines the time-to-
breakdown spreading degree. Commonly, ln(-ln(1-F))is plotted as a function of t
(on a logarithmic scale) since this yields a straight line with slope β:
ln(−ln(1 − F )) = β(ln(t)− ln(τ)) (4.3)
In the present study, we have investigated the breakdown and degradation be-
havior of both HRS and LRS states of the memory cells by constantly stressing
with CVS and CCS techniques, respectively and tried to understand the under-
lying mechanisms using Weibull statistics.
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4.4 Degradation of the HRS: CVS measurements
To study the breakdown behavior in Cu doped Ge0.3Se0.7 memory cells, con-
stant voltage stress tests were performed. To be able to observe the breakdown
within a reasonable time, the stress voltage was chosen typically smaller than
the threshold switch on voltage. Figure 4.1 shows some typical examples of the
breakdown behavior of memory cells with 50x50 μm2 area at room temperature
under constant voltage stress of 200 mV. As can be seen, the parameter time-
to-breakdown of the memory cells shows a stochastic nature under same stress
conditions. Additionally, there exist prebreakdown events before the final break-
down.
These preliminary results indicate that the statistical analysis is important
to understand the stochastic nature of these memory devices. Before going fur-
ther with the statistical investigations of the time-to-breakdown of memory cells
in HRS under constant voltage stress conditions, it is important to have a look
into the various electrochemical processes involved in the breakdown of Cu doped
Ge0.3Se0.7 based memory cells. It could further help us to understand the micro-
scopic origin of the statistical distributed nature of time-to-breakdown events and
the dependence on the other external parameters such as applied voltage, device
area, thickness and temperature.
4.5 Breakdown in Ge0.3Se0.7 based Memory Cells
As already discussed in the first chapter, the switching behavior in Ge0.3Se0.7
based memory cells includes the migration of metal cations Mz+ across the thin
film, step (2), and electrode reactions involving transfer of Mz+ across both elec-
trode/electrolyte interfaces, steps (1) and (3), and electro-crystallization, step
(3). In order to identify the most probable process that accounts for the statisti-
cal distribution of time-to-breakdown of the memory devices, these processes are
discussed thoroughly in the following sections.
The rate of migration of Cuz+ cations across the thin Ge0.3Se0.7 film is deter-
mined by the cation mobility μCuz+ and the applied electric field E [72]. It is
known that Ag or Cu doped chalcogenide materials (such as Ge0.3Se0.7) are good
ionic conductors, exhibiting a cation mobility of the order of 10−2 to 10−4 cm2/Vs
[73]. The time τmig needed for a Cu
z+ ion to migrate across a Ge0.3Se0.7 film
with thickness L can be roughly estimated using the relation τmig = L/μCuz+E.
With μCuz+ = 10
−3 cm2/Vs, L = 100 nm and an applied voltage of 200 mV, we
estimate τmig to be of the order of < 1 μs. If one considers a field dependent ion
mobility which increases with increasing electric field strength at very high local
fields [72], τmig will further decrease. As we were working at time scales ≥ 1 ms
in the present study, this leaves the ion migration (step (2)) out of discussion for
the rate limiting step for the breakdown process in the investigated system.
Let us now consider the electrode reactions involving transfer of Cuz+ across
both electrode/electrolyte interfaces. The current density for the charge transfer
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Figure 4.1: (a)-(f) Resistance evolution of different memory cells, integrated with
a 90 nm Ge0.3Se0.7 thin film, under a constant voltage stress of 200 mV at room
temperature
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across the electrode/electrolyte interface during the anodic oxidation and dissolu-
tion of metal ions in the electrolyte, step (1), and the counter reaction representing
the cathodic reduction leading to the metal deposition (i.e., electrocrystallization
process) at the inert electrode, step (3), can generally be described by the Butler-
Volmer equation [74]:
i = i0
[
exp
(
αzeη
KBT
)
− exp
(
−(1− α)zeη
KBT
)]
(4.4)
where i0 is the exchange current density, α is the cathodic charge transfer coef-
ficient and η represents the electrochemical overpotential defined as a difference
between the equilibrium Nernst-potential φeq of the metal M and the actual elec-
trode potential φ(η = φeq - φ > 0). KB, T and e have their usual meanings.
For high cathodic overpotentials (η >> KBT/ze) the above Equation trans-
forms to
lni =
αzeη
KBT
+ lni0 (4.5)
This logarithmic relationship between i and η can be used for an experimental
determination of the charge transfer coefficient α and the exchange current den-
sity i0 and is commonly known as the Tafel equation.
As discussed previously [16], the anodic dissolution step (1) will always be very
fast. This is because no crystallization overpotential is involved and also no con-
centration overpotential builds up due to the high electric field E. Hence, one can
also exclude the anodic dissolution as the rate limiting process in our study. This
leaves step (3), the electrocrystallization of Cu at the inert Pt electrode, as a most
probable rate limiting step for the breakdown process.
Thus, from a physical point of view, the ”ON resistance switching process”
can be considered in the category of solid state transformations, such as crystal-
lization from amorphous or glassy states, crystallographic changes, order-disorder
changes and second-phase precipitation or dissolution processes [75, 76, 77]. A
solid state transformation such as metal electrocrystallization from a solid elec-
trolyte, as in the present case, represents a first order phase transition involving
the initial nucleation of Cu on the inert Pt electrode and the subsequent growth
or electrodeposition of the metal phase.
Nucleation starts with the formation of unstable atom clusters (embryos). Some
of the embryos shrink during this initial process while others eventually grow to
reach a certain critical size beyond which they have a higher probability to grow
than to dissolve, thus becoming a stable nucleus [78, 79]. After a nucleus has
attained its critical size, the transformation further proceeds by the growth of
the product. The driving force for the nucleation and growth of the new metal
phase is the supersaturation Δ = zeη. In general, the complete transformation
phenomenon is controlled by a complex interplay of nucleation and growth.
In principle, for the case of resistive switching processes in electrochemical
metallization cells, one can also expect a competition between a nucleation and
a growth dominated filament formation. If the nucleation is relatively fast, the
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time needed to achieve breakdown or ”ON resistance switching” could be iden-
tified with the time needed for the filament growth [16]. If the growth time is
relatively fast, the switching time could be identified with the time required for
the formation of a first critical Cu nucleus on the Pt electrode. In this case, the
overall transformation time would be ruled by the nucleation rate. This implies
that there might be two time scales associated with the switching process, and
we speculate that these correspond to the nucleation process and the filament
growth motion. The sum of these two time-scales represents the total switching
time, i.e., nucleation time + growth time = total switching time. The interplay
between these two processes makes it difficult to determine which process domi-
nates the switching mechanism. Both will be discussed in detail in the following
section.
4.6 Basic Concepts of Nucleation and Growth
Before going ahead with the discussion on breakdown statistics, some basic
concepts of nucleation theory, important for our analysis, are presented in this
section. As mentioned above, the transformation starts with the formation of
small, unstable nuclei of the new phase. Eventually, some nuclei reach a critical
size beyond which they are stable.
Nucleation can preferably occur at random positions in the original phase (ho-
mogeneous nucleation) or at preferential sites like surfaces, interfaces, and lattice
defects (heterogeneous nucleation). The classical thermodynamic treatment of
phase stability by Gibbs provides the fundamentals of nucleation theory [80]. Ac-
cording to this theory, the formation of a new phase from the parent phase requires
the creation of an interface between two phases, which requires work. Hence, there
exists a free energy barrier to the formation of the new phase, which is given by
the Gibbs free energy change ΔG for a closed system at constant volume and
temperature. During the initial stage of nucleation, for small particles, the in-
terfacial energy is much greater than the volume free energy in transforming to
more stable nuclei. As the size of an embryonic nucleus increases, however, the
interfacial energy becomes smaller with respect to the volume free energy and, at
some critical size, the latter will predominate. The further accretion of atoms will
then lead to the formation of a stable nucleus.
We consider now a cluster of N atoms which is formed on a substrate. The
total Gibbs free energy change of the system associated with the formation of an
embryonic nucleus with size N is [78]
ΔG(N) = −Nzeη + Φ(N) (4.6)
The first term in this equation is related to the transfer of N metal ions from
the electrolyte to the electrode under the action of the overpotential η, whereas the
second term is associated with the creation of new interfaces and is proportional
to the surface area of the metal cluster. As illustrated schematically in Figure 4.2,
the ΔG(N) relationship displays a maximum at N = Ncrit. The Ncrit sized cluster
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Figure 4.2: Schematic representation of the work ΔGcrit required to nucleate a
cap-shaped hemispherical nucleus of Ncrit atoms on an electrode surface.
is called critical nucleus and can grow spontaneously at the applied overpotential.
The corresponding energy barrier ΔG(Ncrit) ≡ ΔGcrit represents the nucleation
energy. According to the classical nucleation theory, ΔG(Ncrit) for the formation
of 3D nuclei on an electrode surface is related to Ncrit and η by [78]
ΔGcrit =
4Bσ2V 2m
27 (ze |η|)2 =
Ncritze |η|
2
(4.7)
where B is a geometrical factor depending on the shape of the critical 3D nucleus,
σ represents the average specific surface energy of the nucleus and Vm is the volume
of an atom in the nucleus.
According to classical nucleation theory, the stationary nucleation rate J, i.e.,
the number of stable nuclei which are formed per unit time per unit area is given
by
J = J0exp
[
−ΔGcrit
KBT
]
, (4.8)
where the pre-exponential factor J0 is only a weak function of the overpotential
and can be roughly treated as a constant [78].
The corresponding average nucleation time τn is related to the stationary nu-
cleation rate J and the inert electrode area A by τn = 1/JA and hence we have
τn =
1
J0A
exp
[
ΔGcrit
KBT
]
. (4.9)
Using Equation (4.7), one obtains
τn =
1
J0A
exp
[
4Bσ2V 2m
27 (ze |η|)2KBT
]
. (4.10)
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Note, that Equation (4.10) requires the validity of the treatment of the new
phase as a continuum with bulk properties, known as the ”classical approach”.
This condition is applicable only for relatively low overpotentials where the crit-
ical nucleus is sufficiently large. For higher overpotentials, the number of atoms
which constitute the critical nucleus, Ncrit, decreases drastically to only a few
atoms, or even a single atom. Macroscopic quantities such as volume, surface,
surface energy etc., lose their physical meaning; hence, the classical approach is
no longer valid in this case and the use of an atomistic force interaction approach
becomes more reasonable.
According to atomistic theory, Ncrit remains constant in given overpotential
intervals, so that in each of these intervals the corresponding overpotential de-
pendence of the average nucleation time, τna, can be expressed by the equation
[78]
τna = K (Z0, Ncrit) exp
[
−(α +Ncrit) ze
KBT
|η|
]
(4.11)
where the pre-exponential term K (Z0, Ncrit) depends on Ncrit and on the number
density Z0 of nucleation sites. In general, this pre-exponential factor involves
overpotential and temperature dependent factors such as the Zeldovich factor
and the attachment probability of the ions to the nucleus [78]. However, these
dependencies can be disregarded in an analysis of experimental data if one is
merely interested in an approximate estimation of the nucleation parameters.
As mentioned above, after a nucleus has attained its critical size, the breakdown
processes further proceeds by the growth of a filament. Following Waser et al.
[16], the electrodeposition current density i is related to the normal growth rate R
of the metal phase by Faraday’s law i = zeR/Vm, where Vm is the atomic volume
of the metal. Considering the one dimensional growth of a metal filament in our
memory cells, the time τg for bridging both electrodes can be expressed as [16]
τg =
L
R
=
Lze
Vmi
, (4.12)
where L is the Ge0.3Se0.7 film thickness.
Using Equation (4.5), one obtains
τg =
Lze
Vmi0
exp
[
− αze
KBT
|η|
]
(4.13)
Note that both the average nucleation time, τna, and the growth time, τg,
show an exponential dependence on overpotential and temperature (cf. Equations
(4.11) and (4.13)). At a first glance, it seems difficult to distinguish between these
two processes. However, a comparison of the rate parameters, charge transfer
coefficient α and ξ = (α + Ncrit), extracted from the slope of the ln(τg) vs. η
and ln(τna) vs. η plots, could make it feasible to differentiate between both.
Charge transfer coefficient values lie in the range 0 < α < 1 and are typically ≈
0.5 for direct charge transfer electrochemical reactions [78]. Hence, an extracted
rate parameter value ξ > 1 might indicate nucleation as the rate limiting process
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rather than the growth of the filament. In such a case, from the slopes of the
curves ln(τn) vs. 1/η
2, ln(τna) vs. η and ln(τn) vs. 1/T, the respective nucleation
rate parameters can be obtained to roughly estimate ΔGcrit and Ncrit.
In the present study, we now assume that the first current jump observed in
our breakdown measurements (cf. Figure 4.1) corresponds to the time it takes
to either form the first critical nuclei or to grow the bridging filament. As an
illustration, the formation of a cap shaped hemispherical nucleus followed by a
subsequent filament growth in Cu doped Ge0.3Se0.7 is depicted in Figure 4.3 We
have mentioned earlier that the ”time-to-breakdown” seems to be a statistically
distributed quantity. Thus, the probability that a given memory cell will switch
Figure 4.3: (a) Schematic illustration of a cap-shaped hemispherical nucleus for-
mation in a Ge0.3Se0.7 memory cell. (b) A conductive filament formation that
shorts the electrode.
within a given time interval from HRS to LRS under constant voltage stress
conditions is the significant quantity. Then, within this context, the dependence
of the breakdown probability distribution on external parameters such as voltage,
thickness, temperature and area can be used to statistically analyze the breakdown
phenomena within the framework of the nucleation and growth model.
4.7 Statistical Investigation of Breakdown in HRS
In general, the statistical distribution of time dependent failure processes which
result from ”weakest-link” type of effects or from physical processes that follow
a Poisson distribution such as nucleation are typically described by means of the
Weibull function [70, 71].
As shown in Equations (4.10), (4.11) and (4.13), the natural logarithm of the
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average nucleation and growth times, τn, τna and τg, depends inversely on both the
overpotential η and the temperature T. Therefore, according to the nucleation and
growth model, one would expect a significant decrease in τn, τna and τg with in-
creasing voltage and temperature. We now assume that the ”time-to-breakdown”,
tBD, when the first current jump or first pre-breakdown event is observed on a
memory cell under constant voltage stress can be identified as the time required to
form the first critical nucleus or to grow the bridging filament. Thus, one should
expect that the Weibull characteristic failure time τ (cf. Equation (4.2))will de-
pend in the same manner on the overpotential and the temperature as τn, τna and
τg.
4.7.1 Voltage dependence
In our breakdown study, constant voltage stress measurements were performed
at room temperature as well as at higher temperatures on planar structure dual-
layered electrolytic memory cells integrated with different Ge0.3Se0.7 active layer
thicknesses and a constant buffer layer thickness of 3 nm. A maximum measure-
ment time of 3600 s was set for all experiments and around 30 - 35 devices were
used to arrive at the tBD probability distributions at particular conditions. A cur-
rent jump with a change of two orders of magnitude was specified as the failure
criterion throughout the study.
Figure 4.4a shows Weibull plots of the cumulative tBD probability distributions
for memory cells with a Ge0.3Se0.7 active layer thickness of 90 nm and 50x50 μm
2
cross-sectional area, at different constant voltage stresses. All the corresponding
breakdown experiments were performed at room temperature. The Weibull slope
parameters were calculated by least-square fits of the cumulative tBD probability
distributions with a confidence level of 95%. They do not show any clear depen-
dence on the applied voltage stress value in our study.
We found Weibull slope parameters of β = 0.72, 0.81, 1.05, 0.96 and 0.65 for
constant voltage stresses of V = 180, 200, 220, 240 and 260 mV, respectively.
The slope parameter is an important factor in reliability analysis. A low value of
the slope parameter (< 1) indicates more spread in the distribution, which is not
desirable from an application point of view. The physical reasons for the observed
β < 1 values are not fully understood yet, but these results might be attributed to
film thickness non-uniformity and to some extent to the small number of devices
used for estimating β values in this statistical study. Further studies including
an area dependence analysis (as shown below) are needed to cross-check these
discrepancies.
expected, decreases with increasing voltage stress across the memory cells.
Figure 4.4b depicts ln(τ) as a function of the applied voltage stress. Considering
the overpotential η, as a first approximation, to be equal to the applied voltage
stress V, the observed linear behavior of ln(τ) vs. V indicates that our breakdown
statistics is consistent with the critical nucleus formation or filament growth con-
cept as expected from Equations (4.11) and (4.13). From the slope of the curve,
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Figure 4.4: (a) Weibull plots of the cumulative ”time-to-breakdown” distributions
for memory cells with a 90 nm Ge0.3Se0.7 film at different constant voltage stresses.
(b) ln(τ) vs. V plot to ascertain nucleation rate parameters according to the
atomistic nucleation model. (c) ln(τ) vs. V −2 plot to ascertain nucleation rate
parameters according to the classical nucleation model.
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we obtained
103.5 =
αze
KBT
, growth model (4.14)
103.5 =
ξze
KBT
, nucleation model (4.15)
With T = 300 K, one gets α ≈ 2.7/z. As mentioned earlier, in case of electro-
chemical reactions, the cathodic charge transfer coefficient lies always in the range
0 < α < 1. Even if we assume z = 2, we do not get any realistic value for α. We
thus believe that the nucleation process rather than the filament growth process
governs the characteristic breakdown time in our memory cells for the voltage
range used in this study.
According to the atomistic nucleation model, we thus have ξ = (α + Ncrit) =
2.7/z. Using α ≈ 0.5 for the direct charge transfer case and z = 1, we find Ncrit ≈
2.2, i.e., the critical nucleus consists of approximately 2-3 atoms in the voltage
interval 0.18 - 0.26 V.
Next, we have used the classical nucleation model to roughly estimate the crit-
ical Gibbs nucleation energy, ΔGcrit, and critical nucleus size, Ncrit. Figure 4.4c
presents the experimental data for the characteristic breakdown time τ in a ln(τ)
vs. 1/V 2 plot. An analysis based on Equations (4.10) and (4.7) shows that, in
the studied voltage stress interval of 0.18 - 0.26 V, ΔGcrit varies between 0.40
and 0.19 eV, while Ncrit varies between 4.4 and 1.5. It is important to point out
that the number of atoms comprising the critical nucleus at 0.22 V, Ncrit ≈ 2.1,
agrees well for both the classical and atomistic treatments. This indicates that
both equations, the classical Equation (4.10) and the atomistic Equation (4.11),
coincide in the high overpotential region, but that the value of Ncrit is too small to
make the classical treatment acceptable. However, going to lower overpotentials
where the critical nucleus is sufficiently large, a classical representation could be
more informative [78].
4.7.2 Temperature effect
In the previous section, information about ΔGcrit and Ncrit has been obtained
from the voltage dependence of the characteristic breakdown time τ . As a test of
the robustness of our nucleation model, these values have to be compared with
results from the temperature dependence of the characteristic breakdown time.
Therefore, we have investigated the tBD probability distributions under a con-
stant voltage stress of 120 mV at different temperatures for 90 nm Ge0.3Se0.7
films integrated in planar structures with 50x50 μm2 cross-sectional area. The
Cu top electrode was covered with a 30 nm sputtered Pt film to prevent oxida-
tion at higher temperatures. Figure 4.5a shows Weibull plots of the cumulative
distributions of the measured tBD for different temperatures. As expected, the
characteristic time τ decreases with increasing temperature. ΔGcrit was calcu-
lated from the Arrhenius plot of ln(τ) vs. 1/T as shown in Figure 4.5b and was
found to be around 0.71 eV. Extrapolating to V = 0.22 V, one finds by means of
Equation (4.7)) ΔGcrit = 0.71 eV
∗(0.12V )2/(0.22V )2 ≈ 0.21eV , a value which is
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in good agreement with that calculated from the voltage dependence.
Using Equation (4.7) with ΔGcrit = 0.71 eV, z = 1 and V = 0.12 V, we assess
Figure 4.5: ((a) Weibull plots of the cumulative ”time-to-breakdown” distribu-
tions for memory cells with a 90 nm Ge0.3Se0.7 thin film at different temperatures
(constant voltage stress: 120 mV). (b) The Arrhenius plot of ln(τ) vs. 1/T.
Ncrit to be approximately 12 atoms. In case the critical nucleus has the form of
a hemisphere and considering that the atoms are closely packed, the diameter of
this hemisphere will be around 1 nm. This calculated diameter of the critical
nucleus might give a rough estimation of the minimum feature size of filaments
formed in these memory cells during the pre-breakdown process.
Thus, from the above discussion, at least for the voltage range used in this
study, both the voltage and temperature dependence of the characteristic break-
down times and the derived values for the involved physical quantities strongly
indicate that nucleation dominates the ”ON resistance switching” speed. How-
ever, one can expect a crossover from nucleation to a growth rate limited switching
within a certain voltage range varying for different material systems.
4.7.3 Thickness dependence
The high scaling possibilities of RRAM based future non-volatile memories is
one of the main driving forces behind the growing scientific and technological in-
terests [16]. Though we have qualitatively estimated the size of the filament based
on a nucleation model which is quite promising from the scalability point of view,
it is still too early to predict the scalability of RRAM based memory devices as
long as the various fundamental issues related to these memory devices such as
underlying switching mechanism, reliability and noise properties are not addressed
thoroughly. In the literature, breakdown analysis is commonly used as a unique
tool to investigate the scaling effects on device reliability and performance [70, 81].
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Hence, not only to verify the compatibility of the proposed nucleation model, but
also from the device reliability point of view, it becomes important to investigate
the thickness and area dependences of the tBD probability distributions on Cu
doped Ge0.3Se0.7 solid electrolyte based memory devices.
Figure 4.6a shows Weibull plots of the cumulative tBD probability distributions
for Ge0.3Se0.7 films with thicknesses ranging from 30 to 120 nm. The measure-
ments were performed at room temperature by applying a constant voltage stress
of 180 mV on memory cells with 50x50 μm2 cross-sectional area. As can be seen,
the Weibull slope parameter β is approximately the same for memory devices with
different thicknesses. The characteristic breakdown time increases exponentially
with increasing the thickness of integrated Ge0.3Se0.7 thin film as shown in Figure
4.6b.
Given that, based on the above discussion, the classical nucleation model ac-
Figure 4.6: ((a) Weibull plots of the cumulative ”time-to-breakdown” distribu-
tions for memory cells with different Ge0.3Se0.7 active layer thicknesses at room
temperature (constant voltage stress:180 mV). (b) Exponential dependence of the
characteristic breakdown time τ on the thickness of the integrated Ge0.3Se0.7 thin
film.
counts fairly well for the randomness observed in our breakdown study, one is then
left with the question of a possible physical explanation for the dependence of the
characteristic breakdown time on the integrated thickness of the active material.
Though the exact physical explanation is yet not clear, there are some possible
reasons for this observation.
On the one hand, one has to take into account that Cu doped Ge0.3Se0.7 is an
inhomogeneous material system. As in the case of Ag doped Se-rich GexSe1−x
[16], Cu doped Ge0.3Se0.7 probably consists of nanosized, mixed ionic-electronic
conducting Cu2Se precipitates which are separately dispersed in a continuous,
high-resistivity Ge-rich Ge-Se matrix (cf. Figure 4.3). Under polarizing condi-
tions, the electric field will distribute in a complex manner inside the Cu doped
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Ge-Se film owing both to inhomogeneous local electronic and ionic conductivities
and to the inner surfaces that can give rise to the build-up of space charge regions.
It is thus reasonable to assume that the average voltage drop at the interface Pt
cathode/electrolyte which establishes the overpotential might be only a fraction
of the externally applied voltage. In case this fraction decreases with increasing
film thickness, one would expect some exponential dependence of the character-
istic breakdown time on film thickness. Under this point of view, the values for
the critical nucleus size as determined in previous sections should be regarded as
minimum limiting values.
On the other hand, we believe that direct electric field effects on the nucleation
process could be another possible reason for the observed thickness dependence.
This is particularly important in case of thin film material systems, such as our
memory devices, where the strong electric field across the memory cell could signif-
icantly influence the nucleation process and, hence, the resistive switching process.
The high electric field E across the growing nucleus, in addition to the applied
overpotential, could further increase the nucleation probability by suppressing the
nucleation barrier through the decrease in the electrostatic energy FE and could
thus contribute significantly to the free energy change for the formation of stable
nuclei. Considering the electric field effect, Equation (4.6) can be generalized as
ΔG(N) = −Nzeη + Φ(N) + FE (4.16)
Field induced nucleation becomes dominant when the decrease in ΔG(N) owing
to FE exceeds the contribution of the supersaturation. Following the approach
of the high field induced nucleation model for threshold switching behavior in
PCRAM, as proposed by Kaprov et al. [82, 83] the nucleation time varies as
τE ∝ exp
[
(ΔGcrit)0
KBT
E0
E
]
(4.17)
where (ΔGcrit)0 is the classical critical Gibbs nucleation energy and E0 is a char-
acteristic electric field. E should be approximately related to the external voltage
V and film thickness L such as E ≈ V /L.
In principle, this model explains very well the observed exponential dependence
of the characteristic breakdown time on the thickness of integrated Ge0.3Se0.7 thin
film, as shown in Figure 4.6b. However, we know that (ΔGcrit)0 itself depends on
the overpotential. Therefore, within this model, it becomes difficult to distinguish
between an electric field and overpotential dominated nucleation on base of the
data presented. Further analysis at low electric field strengths could shed more
light to make a distinction between these two regimes.
4.7.4 Area dependence
As shown above, nucleation and thus the ensuing breakdown events obey a
statistical distribution which can be analyzed according to Weibull statistics. One
property of the Weibull function F is that F should scale with the electrode area
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A of the devices if the nucleation sites are randomly distributed on the electrode
[70, 81]
ln (−ln(1 − F ′))− ln (−ln(1 − F )) = ln
(
A′
A
)
(4.18)
From this equation it follows that if the area is increased by a factor (A’/A) then
the tBD probability distribution shifts vertically by ln(A’/A) along the Weibull
scale and the characteristics time τ decreases to τ ’, according to [81]
τ ′
τ
=
(
A
A′
)1/β
(4.19)
By measuring the tBD distribution functions on devices with different areas,
one can verify whether the nucleation sites are randomly distributed. To check
this property, we investigated the influence of the memory device cross-sectional
area on the tBD probability distributions. The measurements were performed at
room temperature under a constant voltage stress of 200 mV on memory devices
with a 90 nm Ge0.3Se0.7 film. Figure 4.7a shows the cumulative tBD distribution
for different electrode areas ranging from 50x50 to 400x400 μm2. As can be seen,
there is a clear shift vertically along the Weibull scale with increasing device area.
Further, the power law dependence of τ on area (Equation 4.19) can be used to
extract a more exact value for the slope parameter β rather than using a linear
fit of a single Weibull distribution.
Figure 4.7b shows the linear dependence of ln(τ ′/τ) on ln(A/A’) according to
Figure 4.7: (a) Weibull plots of the cumulative ”time-to-breakdown” distributions
for memory cells with different cross-sectional areas and a 90 nm Ge0.3Se0.7 thin
film at room temperature (constant voltage stress: 200 mV). (b) The normalized
characteristic breakdown time ln(τ ’/τ) as a function of the normalized memory
devices cross-sectional area ln(A’/A).
Equation (4.19). The calculated value of β is found to be approximately 1, which
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indicates that the breakdown process in our memory cells is of intrinsic nature.
Indeed, in the future, this approach has to be followed to carefully cross-check
the observed randomness of the Weibull slope parameters as found in the present
breakdown study on Ge0.3Se0.7 based memory cells.
At the end, though our breakdown analysis on Cu doped Ge0.3Se0.7 based
memory cells indicates that ”ON resistance switching” is governed by nucleation
effects, yet there are some critical points which need to be considered in future to
improve our understanding.
Firstly, the influence of the disorder on nucleation and, hence, on the fluctua-
tions in device performance is not included in the proposed model.
Secondly, in our analysis, we have not considered the lateral growth of the fila-
ment after the first pre-breakdown event (see Figure 4.1), the dynamics of which
could be important for a further understanding of the retention behavior of these
memory cells.
Thirdly, for industrial applications, these memory devices should display fast
(ns-scale) writing speed. In this time scale, all the processes discussed above, i.e.,
ion migration, nucleation and filament growth, could play an essential role in the
switching behavior. Hence, it becomes important to distinguish between the rate
limiting processes for reliable and fast switching memory devices.
Finally, although the approach used in this article provides a route to under-
stand the stochastic nature of the resistive switching behavior, the above men-
tioned critical points highlight some of the challenges ahead for developing reliable
RRAM based memory devices for future applications.
4.8 Statistical Analysis of the LRS stability
As mentioned earlier, one of the major reliability issues for RRAM and logic
devices is data retention which is defined as the ability of a memory cell to retain
stored data between the time for writing and subsequent reading of the stored
information. Temperature and parasitic current could significantly accelerate the
retention failure process for memory and crossbar array based logic devices.
In this section, we present an investigation on the stability of the low resistance
state (LRS) of our memory devices under constant current stress conditions. A
constant current stress was applied to memory cells in the LRS at room as well
as elevated temperatures and the statistical distribution of the measured time-
to-switch off, tsw, was determined in order to get an insight into the degradation
mechanism of the device characteristics. Single cross-point structures based mem-
ory devices with active areas ranging from 2 to 150 μm2 were used in this study.
The degradation analysis was performed by monitoring the voltage change under
constant current stress of memory cells which were initially voltage-programmed
to the LRS by imposing a current compliance of 100 μA. All measurements were
done using an Agilent B1500 semiconductor parameter analyzer.
The memory cell resistances in the LRS were found to be randomly distributed
around 1 KΩ independent of the memory cell active area and the thickness of the
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Ge0.3Se0.7 thin film as shown in Figure 4.8a. Figure 4.8b shows the resistance
vs. time characteristic of a memory cell integrated with 70 nm Ge0.3Se0.7 under
a constant current stress of -30 μA at room temperature. As the resistances in
Figure 4.8: (a) On state resistance (Ron) versus thickness of the Ge0.3Se0.7 thin
film. (b) Resistance evolution of a memory cell under a current stress of -30 μA
at room temperature.
the LRS exhibited a random distribution, we act on the assumption that data
loss or - more precisely - the ”switch off” events will also obey some statistics.
Furthermore, it can be clearly seen from Figure 4.8b that several small sudden
jumps already appear before the final switch off. We believe that the electro-
chemical dissolution of a filament is also closely related to classical ”weakest-link”
type of problem same as our breakdown study discussed in previous sections.
As mentioned earlier, the statistical distribution of failure processes which result
from ”weakest-link” type of effects where many small defect sites compete with
each other to be the one that causes the first failure can typically be described
by means of the Weibull function [81, 84]. As a first attempt to understand the
degradation process of LRS, it is worth able to check Weibull parameters behavior
at accelerated conditions.
4.8.1 Current dependence
In order to find out the statistical distribution of the time-to-switch off, tsw,
constant current stress at different amplitudes was applied to memory cells with
a 70 nm Ge0.3Se0.7 integrated thin film in the LRS. A maximum measurement
time of 104 seconds was set for all experiments. A resistance increase of one order
of magnitude was specified as the failure criterion throughout the study. Figure
4.9a shows the cumulative distribution of the measured tsw for different current
stresses fitted with a Weibull function. We observed that the slope parameter
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Figure 4.9: Weibull plots of the cumulative time-to-switch off (tsw) distributions
for memory cells with a 70 nmGe0.3Se0.7 film at different constant current stresses.
(b) The mean time to failure (t50) as a function of current stress to determine the
current exponent, n.
depends on the current stress value and decreases with increasing current stress:
β = 1.04, 0.82, 0.71 and 0.62 for -20, -30, -40 and -50 μA, respectively. While the
physical reasons for the failure process and its relation to the time-to-switch off
probability distribution are not fully understood at present, it is likely that under
constant current stress different physical factors such as joule heating effects,
electromigration, local electric field strength and redox processes at weak points
of the filament could simultaneously play an important role.
To get more insight, the degradation of the LRS with current density and
temperature was studied by using Black’s equation [85] based on the mean time
to failure (MTF),
t50(MTF ) = Aj
−nexp (−Ea/KBT ) (4.20)
where A is a constant, j the current density, n the current exponent, Ea the
activation energy, KB the Boltzmann constant and T the operating temperature.
The value of n characterizes the role of the current density in the degradation
process and values n > 2 have been attributed to joule heating effects [86]. Within
the range of the current stress chosen in our experimental study, we found n ≈ 1.8
as shown in Figure 4.9b. In principle, our evaluation should base upon the current
density along the conducting filamentary structure which might change during the
stressing experiment. Thus, the local current density might alter in course of the
experiment due to local shrinkage of the effective filament diameter. We think,
however, that the local current density will always scale with the total applied
current so that we can rely on the current as the characterizing parameter.
As has been extensively pointed out in literature, values of n in the range 1 -
2 might indicate electromigration-induced failure processes [86]. Our observation,
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n < 2, is another evidence that joule heating is not the essential mechanism for
the degradation. Joule heating does not seem to play an essential role as one
has to reverse the polarity of the applied current to disrupt the filament after
forming. Nevertheless, a slight increase in temperature which indirectly affects
the degradation process cannot be ruled out.
4.8.2 Temperature effect
The activation energy in Black’s equation is another important parameter to
verify a possible mass transport electromigration process. Therefore, we have de-
termined the tsw distributions under a constant current stress of -20 μA at different
temperatures for a 70 nm Ge0.3Se0.7 film integrated in cross-point structures. The
Cu top electrode was covered with a 30 nm sputtered Pt film to prevent oxidation
at higher temperatures. Figure 4.10a shows Weibull plots of the cumulative fail-
ure distribution as a function ln(tsw) for different temperatures. As can be seen,
Figure 4.10: Weibull plots of the cumulative time-to-switch off (tsw) distributions
for memory cells with a 70 nm Ge0.3Se0.7 thin film at different temperatures
(constant current stress: -20 μA). (b) The Arrhenius plot for the mean time to
failure ln(t50).
nearly the same slope parameter, β = 1.04, is found, indicating that the underly-
ing failure process does not change within the temperature range examined. The
activation energy for the mass transport was calculated from an Arrhenius plot of
the MTF, t50, as shown in Figure 4.10b. The obtained value, Ea = 1.02 eV, might
be associated with Cu mass transport electromigration-induced failure processes
[86].
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4.8.3 Thickness dependence
The stability of the LRS state of memory cells with different Ge0.3Se0.7 film
thicknesses was studied under a constant current stress of -20 μA at room temper-
ature. Figure 4.11a shows the Weibull plots of the cumulative failure distribution
for Ge0.3Se0.7 films with thicknesses ranging from 30 to 70 nm. We cannot find
any difference in the slope parameter, β, for different thicknesses under the same
constant current stress. As shown in Figure 4.11b, the characteristic failure time,
ln(τ), increases with increasing thickness which indicates that more extended and
longer filamentary structures are more stable under the same stress conditions. As
Figure 4.11: (a) Weibull plots of the cumulative time- to- switch off (tsw) dis-
tributions for memory cells with different Ge0.3Se0.7 active layer thicknesses at
room temperature (constant current stress: -20 μA). (b) The characteristic time
to failure (τ) as a function of different thicknesses of Ge0.3Se0.7 active layer.
mentioned above, the memory cell resistances in the LRS were found to be inde-
pendent of the active Ge0.3Se0.7 layer thickness 30 - 70 nm. Recently, Inoue et al.
[87] proposed a switching model for memory cells made of various oxides which
is based on an ”electric faucet” at the electrode-active layer interface suggesting
that resistance switching is due to opening and closing of the faucet without a
considerable role of the conduction behavior in the bulk. If that would be the
case for our material system, this model could indeed explain the thickness inde-
pendent resistances observed in our study, but then we would not expect such a
clear dependence of the characteristic failure time on the film thickness.
The best possible explanation from our point of view is the self sustained growth
behavior of the filament (aggregation and reduction of migrating Cu ions), its
fractal characteristics [63, 68, 88] and sub-metallic behavior (not presented here).
One has thus to consider the overall extension of the fractal filamentary structure
within the active layer which will be larger for thicker films thus resulting in com-
parable resistance values. The tip of the filament could be one the most favorable
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points for the breakdown and its size may scale with the filament growth. We
think, however, that the potential distribution across the whole structure (espe-
cially at the dead ends) might take place in such a way that it leads to nearly
the same resistance values in the LRS for different Ge0.3Se0.7 layer thicknesses
[89]. We cannot exclude, however, that the resistances in the LRS will show some
scaling behavior with further increase of thickness.
From the theory of the electromigration processes, one knows that the diffu-
sion of atoms in the presence of a high current density arises from the momentum
transfer of conduction electrons to defects (electron-wind force) and the direct
action of an external electric field on charged defects (direct force) [90]. The
electron-wind force is proportional to the local current density and the direct
force is proportional to the electric field strength at the defect sites. Inside the fil-
amentary structure both forces are expected to decrease with the potential drop
because the current density is directly proportional to the local potential drop
[90]. Qualitatively, local potential drop is likely to decrease with the increase
of the filament length thus making it more immune to electromigration-induced
degradation processes as well as electrochemical dissolution.
4.9 Conclusions
In summary, the breakdown analysis of the HRS and the degradation of the
LRS of Ge0.3Se0.7 based resistance switching memory cells were studied under
accelerated stress conditions within the framework of Weibull statistics. The
statistical distribution of the observed breakdown in the HRS was testify in favor
of its underlying stochastic critical nucleation formation mechanism. For the
voltage range used in this study, we obtained a critical Gibbs nucleation energy
in the range 0.71 - 0.22 eV, corresponding to a number of atoms forming the
critical nucleus in the range 12 - 2.3. A linear dependence of the characteristic
breakdown time on the film thickness probably indicates that an electric field
effect needs to be considered in addition to overpotential driven nucleation. In
case of degradation of the LRS, Weibull slope parameter of the time-to-switch
off distributions is controlled by the current stress but not by the thickness of
the integrated Ge0.3Se0.7 film. We found the Weibull slope parameter to decrease
with an increase in current stress but to remain unchanged with the Ge0.3Se0.7
thickness variation. The calculated current exponent, n ≈ 1.8, and activation
energy, Ea = 1.02 eV, suggest that electromigration could be the main reason for
the degradation of the LRS. The small value of the characteristic failure time for
thinner integrated Ge0.3Se0.7 thin films could be an important issue with respect
to the integration point of view for sub nano-scale memory and logic devices.
Chapter 5
Probing with Random Telegraph
Noise
”It is probably fair comment to say that to many physicists the subject
of fluctuations (or ”noise” to put it bluntly) appears rather esoteric
and perhaps even pointless; spontaneous fluctuations seems nothing
but an unwanted evil which only an unwise experimenter would
encounter”
D. K. C. MacDonalds
The ultimate sensitivity of any solid state device is limited by fluctuations.
Fluctuations are manifestations of the thermal motion of matter and the discrete-
ness of its structure which are also inherent ingredients during the resistive switch-
ing process of Resistance Random Access Memory (RRAM) devices. In quest for
the role of fluctuations in different memory states, in this chapter, we present our
study on random telegraph noise (RTN) resistance fluctuations in dual-layered
electrolytic based RRAM cells. This chapter starts with the classification of the
different kind of noise observed in the solids followed by the importance of the
random telegraph noise study for the RRAM memory devices. The measure-
ments setup for random telegraph noise study is described briefly and later the
measurement results of the random telegraph noise in Cu doped Ge0.3Se0.7 based
memory devices are presented. The influence of temperature and electric field
on the RTN fluctuations is studied on different resistance states of the memory
cells to reveal the dynamics of the underlying fluctuators. Our analysis indicates
that the observed fluctuations could arise from thermally activated transpositions
of Cu ions inside ionic or redox ”double-site traps” triggering fluctuations in the
current-transport through a filamentary conducting path.
5.1 Types of Noise
In the last few decades, it has been understood that electronic noise which
is generated by all materials used in electronic devices is not always a nuisance
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but can also be viewed as a finger print of the internal dynamics of the material
system [91]. Electrical noise in solids may originate from different sources, such as
charge carriers crossing an energy barrier, electronic traps, defect motion, current
redistribution within inhomogeneous materials. All these potential microscopic
sources behave like ”fluctuators”; once they are activated and physically coupled
to the charge carriers constituting the currents, they induce specific resistance or
current giving rise to the electrical noise. In this section, the most common of
types of electronic noise in solids, namely, thermal noise, shot noise, 1/f noise and
random telegraph noise are described briefly. A detailed overview of electronic
noise can be found in the monograph by S. Kogan [91].
5.1.1 Thermal noise
The first observations of the thermal noise, also called the Johnson or Nyquist
noise, are due to Johnson in 1927 [92, 93]. Thermal noise appears in all resistors,
resulting from a random thermally-activated motion of charge carriers in equilib-
rium with a thermal bath. In solid materials, the distribution of the energy of
electrons that can contribute to the electron has a width of ≈ KBT around the
Fermi level. A large number of random collisions of electrons with impurities,
phonons and other electrons, resulting in a random movement at zero voltage,
and in a certain degree of movement at finite voltages. This random movement
gives rise to fluctuations in the net current in a conducting material. Although
the average of these fluctuation is equal to zero, the average of the square of the
fluctuation, which is proportional to the noise, is not zero. These fluctuations give
rise to a power spectral density (PSD) of the voltage equal to,
Sv(f) = 4KBTR (5.1)
Here, R is the resistance of a material and KBT is the thermal energy. Note that
the PSD of the thermal noise is not frequency dependent, which is why it is also
called ”white” noise.
5.1.2 Shot noise
First experimental evidence and discussion dealing with shot noise are due to
Schottky in 1918 [94]. This noise is related to to the passage of the current across
an energy barrier; it is a non-equilibrium form of noise. The shot noise could be
understood by considering the current fluctuation in a thermionic tube.: electron
which are randomly emitted from the cathode and flow to the anode, generate a
current which fluctuate around the mean value. The fluctuation are produced by
the random and discrete nature of the electronic emission as characterized by the
work function. In other words, it is a direct consequence of the quantum character
of the charge carriers. The PSD of the shot noise is also a flat spectrum expressed
by:
SI(f) = 2eI (5.2)
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In contrast to the thermal noise, which is also white, the shot noise depends
on the current through the sample.
5.1.3 1/f noise
The commonly called ”1/f noise” refers to fluctuations of a physical with a PSD
following a 1/f γ, where the exponent γ is equal or close to 1. This noise is also
known as ”flicker” or ”excess” noise: ”excess” actually means in excess compared
with the thermal noise level and the PSD of this noise increases with decreasing
frequency f. The striking aspect of the 1/f noise is its ubiquitous nature in very
distinct systems and it requires theoretical approaches which should be consistent
with various physical origins of the noise sources. The most customary concept
on which most of the theoretical approaches based is the concept of superposition
of random and independent events coupled to the resistivity. If one assumes the
existence of a single two level process (TLP), also called a ”fluctuator” with one
relaxation time τ , it has been demonstrated by the use of Wiener-Khintchine
theorem [95, 96] that the PSD of the fluctuations is a Lorentzian spectrum. If
one considers now a physical system with distribution of relaxation times D(τ),
associated with independent TLPs, the corresponding PSD is defined by:
Sv(f) ∝
∫
τ
1 + ω2τ 2
D(τ)dτ (5.3)
Considering the distribution of relaxation times equal to D(τ)∝ 1/τ , between
two relaxation time τ1 and τ2, the integration of the Lorentzian yields:
Sv(f) ∝ 1
f
for τ−12 ≤ f ≤ τ−11 (5.4)
5.1.4 Random telegraph noise
The 1/f noise discussed above is exclusively of the Gaussian type. As it has
been described, the common way to generate such a noise is by the superposition
of many independent source contributing individually and weakly to the variance
of the fluctuating quantity. In case of a very small number of independent events
or if one of them is much more strongly coupled to resistivity, then singular events
are noticeable on the resistance time trace. This kind of noise is now usually called
’random telegraph noise’ (RTN) [97, 91].
5.2 Motivation
As mentioned in the first chapter, the microscopic switching mechanism of
RRAM memory devices is still under debate and various models have been pro-
posed to explain the observed phenomena. There seems to be agreement that lat-
tice defects play a key role with regard to resistive switching mechanisms. These
lattice defects are created and/or re-distributed within the materials during the
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so-called electroforming process (a ”soft” breakdown) which drives the initially in-
sulating materials into a conducting state. Most of the models are based upon the
assumption that these lattice defects form percolating filament-like defect struc-
tures within the bulk which locally modify the bulk conductivity of the insulator
and/or agglomerate close to an interface of the MIM structure therefore locally
modifying the electronic current injection mechanism. Resistance switching mem-
ory operation should be possible if the distribution and/or the charge state of these
lattice defects can be altered by applying a pulse-like electrical stimulus. It is thus
quite obvious that defects play an important role for the characteristic features of
such memory devices and that the role of individual defects can become immense
in case of filamentary switching processes as one is dealing with defect structures
of nanometer-sized dimensions.
When the charge transport through a solid-state device is restricted to nano-
scaled dimensions there is the possibility that RTN crops up as discrete fluc-
tuations in the current-/voltage-time traces because under such conditions the
charge transport through a solid-state device is controlled by the statistical cap-
ture/emission of electrons at electron trap sites or the statistical transposition of
single lattice defects. Large resistance fluctuations can occur in case the current
transport through the device is restricted to current-carrying filamentary paths as
these are more affected by microscopic disturbances on an atomistic scale. RTN
is characterized by a strong sample-to-sample randomness with regard to the am-
plitude and rate of the fluctuations and has been observed in a variety of systems
[91]: p-n junctions [98], metal insulator metal junctions [99, 100], metal oxide
semiconductor field effect transistors [91] and small metallic samples [101].
Electron trapping/de-trapping or the transposition of lattice defects can be
influenced by the temperature and the applied electric field. Thus, one can get
information about the dynamics of certain ”fluctuators” by measuring the average
lifetimes, τup and τdown, during which the sample remains in its ”up” state with a
higher resistance value, Rup, and in its ”down” state with a lower resistance value,
Rdown, respectively. The RTN amplitude itself is an important parameter from a
reliability point of view. For nano-scaled RRAM devices with a filamentary-type
of resistive switching mechanism, such studies become increasingly important -
especially, if one aims at multilevel storage application in individual RRAM cells
- as RTN can lead to anomalously large relative signal fluctuations. Knowledge
on RTN signals in these memory devices seems thus to be necessary prior to
industrial qualification.
5.3 Experimental Setup
A schematic overview of the setup to measure Random telegraph noise at low
temperature is shown in Figure 5.1. The sample was mounted in a 4He cryostat so
that the device temperature can be regulated. The measurements were performed
in a two-points probe method. The cross-point structure was connected to a
battery operated current source, without disturbance from the electricity net,
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with adjustable range between 100 mA and 100 nA and the voltage signal across
the sample was directly fed to a dynamic signal analyzer (HP 35670A). The data-
acquisition was done using floppy disk. A considerable efforts were put for proper
shielding to minimize 50 Hz and RF pickup noises.
Figure 5.1: Schematic drawing of the random telegraph noise measurement sys-
tem.
5.4 Random Telegraph Noise Experiments
The characteristics of RTN were analyzed for different resistance states of dual-
layered memory devices as a function of temperature and current flow through
the devices. The RTN signals of our memory devices were very sensitive to the
current flow through the samples and to the temperature so that these external
parameters had to be selected in an appropriate range. It was particularly difficult
to observe stable RTN at room temperature in case a very low current (typically
< 3 μA) was applied to memory devices which were programmed to lower re-
sistance states (LRS) with resistance values < 5 kΩ. Figure 5.2a illustrates the
unstable nature of the fluctuations under these conditions. At higher currents
(typically > 20 μA), RTN could be easily observed. In case of devices that were
programmed to higher resistance states (HRS) with resistance values > 80 kΩ, it
was comparatively easy to observe RTN at low applied currents (typically at 1 μA)
at room temperature. Frequently, however, the fluctuations in the voltage-time
traces disappeared or came and went repeatedly with a given waveform rarely
persisting without change from more than a few traces as shown, for example, in
Figure 5.2b. With decreasing temperature, very stable RTN signals were usually
found between 150 K and 270 K. However, the signals appeared randomly at a
certain temperature which was unique for every device. When stable RTN could
be observed on our memory devices, it stayed for about 5 - 10 hours so that we
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were able to analyze the current (or voltage) and temperature dependence of the
signal characteristics.
Figure 5.2: (a) Time records of unstable RTN fluctuations measured at 300 K
under an applied current of 3 μA on a memory cell in a LRS of ≈ 600Ω. (b) Time
records of unstable RTN fluctuations measured at 300 K under an applied current
of 1 μA on a memory cell in a HRS of ≈ 100KΩ.
5.4.1 Demonstration of Lorentzian spectra
All samples displayed discrete RTN resistance fluctuations with relative vari-
ations, ΔR/R = (Rup − Rdown)/Rup, ranging from 0.1 % up to 12 %, depending
on the given resistances to which the memory devices had been programmed. As
the observed resistance fluctuations were quite large, the dependence of the av-
erage fluctuator lifetimes, up and down, on the applied current and temperature
could be mapped out with high precision thus allowing us to gain some access
to the microscopic properties of the underlying fluctuators. In our experiments,
the accessible time window ranged from 15 msec to 1 min. In case the average
lifetimes of an active fluctuator lie outside the experimental window, RTN cannot
be observed directly.
The average lifetimes can be derived by means of a statistical analysis of the
time spans the active fluctuator spends in its ”up” and ”down” state. The in-
dividual transition probabilities Pup and Pdown are expected to be distributed
exponentially by [91]
Pup,down(t) ∝ exp (−t/τup,down) . (5.5)
Here, Pup refers to the probability per unit time that the RTN fluctuator stays in
its ”up” state for a certain time span t and then switches to the down state. The
reverse holds for Pdown. By fitting the time distributions with this function, both
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up and down could be extracted from the recorded data.
Figure 5.3a shows as an example a stable waveform trace of RTN observed at
240 K on a memory cell which was initially programmed to a resistance of ≈ 3kΩ.
The measurements were performed under an applied constant current of 40 μA.
The resulting voltage noise spectral power density SV (f) can be seen in Figure
5.3b. The relative resistance variation, ΔR/R, was found to be approximately 5
% corresponding to a voltage fluctuation amplitude of δV ≈ 6mV . Figure 5.3c
shows the time distributions for the ”up” and ”down” states of the observed RTN
fluctuator. Using Equation 5.5 to fit the experimental data, we obtained up ≈ 0.3
msec and down ≈ 1.6 msec for this particular case.
Machlup [102] calculated the voltage noise spectral power density SV (ω) from
Figure 5.3: (a) Time records of stable RTN fluctuations measured at 240 K under
an applied current of 40 μA on a memory cell in a LRS of ≈ 3kΩ. (b) Measured
(open symbols) and calculated (straight line) voltage noise spectral power density
SV (f) for the memory cell with the two level RTN shown in (a). (c) Histograms
of the ”up” and ”down” times for the RTN signal showing that the times in both
states follow an exponential distribution.
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a two level random signal and derived the following equations:
SV (ω) = 4 (δV )
2 [τeff/ (τup + τdown)]
[
τeff/
(
1 + ω2τ 2down
)]
(5.6)
1/τeff = 1/τup + 1/τdown (5.7)
Here, ω = 2πf is the angular frequency and δV the amplitude of the voltage fluc-
tuations. Inserting the obtained values for up, down and δV , we found that these
equations provide an excellent quantitative connection between the real time be-
havior (Fig. 5.3a) and the measured SV (f) (Fig. 5.3b). The calculated spectrum
is shown as a straight line in Figure 5.3b. It is obvious that the voltage noise
spectral power density is indeed largely given by a single Lorentzian contribution
to the spectrum.
5.4.2 Electric field dependence of RTN resistance fluctu-
ations
Our findings of giant RTN signals in Cu doped Ge0.3Se0.7 based memory devices
remind somehow of the findings made on hydrogenated amorphous silicon (a-Si:H)
[103, 104]. RTN in a-Si:H seems to result from time dependent changes in the con-
ductance of inhomogeneous current paths networking the film that are sensitive to
hydrogen motion. Generally, there is strong evidence that defect motions which
locally change the effective electron mean free path can be the source of noise in
solid materials [101, 97]. In view of this, we thus suppose that the distinct resis-
tance fluctuations observed on Cu doped Ge0.3Se0.7 based memory devices might
be related to the motion of charged defects like Cu ions which interfere with
the current transport through the filamentary conducting structure. The current
transport reflects the detailed atomistic configuration along this structure. Minor
deviations can locally degrade or strengthen the path, especially, when weak links
or critical bonds with their reduced ”effective cross-sectional area” are affected.
A few fluctuators located in or near to such critical bonds could thus have a dra-
matic effect on the overall connectivity of the conducting path, which can result
in a large increase of the noise level.
A standard model used to describe ion migration in disordered solids assumes
the existence of a random potential landscape where the ions are randomly dis-
tributed over the local minima (’sites’). Ion movement is due to activated tran-
sitions over the energy barriers separating these sites [43]. Figure 5.4a schemati-
cally shows a one-dimensional representation of the three-dimensional ion hopping
model for a Cu doped GexSe1−x based solid electrolyte. On principle, one has
to take into account a free energy landscape since in the present heterogeneous
system ion hopping will frequently occur between different phases resulting in
electrochemical reactions. In order to simplify the following presentation, this
point will be discussed later on.
In case the observed RTN fluctuations result from the transposition of charged
defects, the average fluctuator lifetimes should depend on the external applied
bias (or applied current flow) as the energy landscape will be deformed by the
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contribution of the electric potential energy. We have therefore examined how
the average lifetimes of an active RTN fluctuator are influenced by the applied
current (i.e. potential drop) through a memory cell. Exemplary RTN time records
for this type of measurement are shown in Figure 5.4b. The measurements were
performed at 240 K on a device which was initially programmed into a LRS of
≈ 3kΩ. As one can see from Figure 5.4b, the time spans the fluctuator spent
in its ”up” and ”down” state depended strongly on a small increment in applied
current. The relative resistance fluctuations were approximately independent of
the current flow, indicating switching of the same fluctuator during these mea-
surements. Interestingly, we found that the ratio between the average lifetimes
for the ”up” and ”down” states started to invert with increasing current flow, i.e.
the time the fluctuator stayed in its ”up” state at 20 μA was longer than the time
it stayed in its ”down” state and vice versa at 40 μA (see Fig. 5.4c).
The observation can be qualitatively understood under the assumption that the
fluctuation arises from a Cu ion which hops back and forth between the two sites
of a ”double-site trap” which is characterized by an asymmetric double-well poten-
tial as schematically depicted in Figure 5.4d. Simulations of the silver dynamics
in Ag doped chalcogenide glasses point to the existence of so-called supertraps or
cages for silver ions that consist of multiple trapping center sites within a small
volume [105]. Long range silver motion proceeds via the hopping between these
supertraps. Certainly, the same will as well apply to Cu doped GexSe1−x. In
such a highly disordered material, there will be always some regions where two
neighboring supertraps are energetically coupled to each other in such a way that
a deep ionic ”double-site trap” is formed.
Ion hopping is a thermally activated process, i. e. the Cuz+ ion has to sur-
mount a certain energy barrier, W0,up or W0,down, in order to jump from site (u)
to site (d) or vice versa (see Fig. 5.4d). The application of an electric field E
deforms the potential wells and results in a change of the effective barriers by
≈ −αzqEa for the jump (u) → (d) and ≈ +(1− α)zqEa for the jump (d) → (u)
as illustrated in Figure 5.4e (α: asymmetry factor for the double-well potential,
z: valence number of the ion, q: elementary charge, a: jump distance). Strictly
spoken, one has to consider that the electric field E acting upon a given fluctu-
ator depends on the fluctuator’s state itself as fluctuation-induced local changes
in the conductivity feed back on the electric field distribution across the whole
filamentary conducting path. To simplify, we assume, however, that the acting
electric field will be roughly the same for both states. For a given fixed atomistic
configuration along a filamentary conducting path, the actual electric field E at a
particular location will always exhibit some proportionality to the average applied
electric field, V/d (V: applied bias, d: thickness of the Cu doped GexSe1−x layer),
so that we assume as a first approximation E ≈ βV/d.
The transition rates for the transpositions (u) → (d) and (d) → (u) are in-
versely proportional to the average times the hopping ion stays on trap site (u)
and trap site (d), respectively (”up” state: ion at site (u), ”down” state: ion at
site (d)). According to our fluctuator model, we thus end up with the following
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Figure 5.4: (a) One dimensional representation of the three-dimensional ion hop-
ping model for Cu doped Ge0.3Se0.7 solid electrolyte based memory cells. (b) Time
records of stable RTN fluctuations measured at 240 K under varying applied cur-
rents (i.e. potential drops) on a memory cell in a LRS of ≈ 3kΩ. (c) The ratio of
the average lifetimes for the ”up” and ”down” state of the RTN fluctuator as a
function of the average applied electric field and current flow through the memory
cell. (d)-(e) Schematics of an asymmetric double-well potential for a fluctuating
Cu ion without (d) and with (e) an applied electric field showing the deformation
of the potential wells under applied bias.
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equations for the average lifetimes, τup and τdown,
1/τup = νapp,upexp [− (Wo,up − αzqaβV/d) /KBT ] , (5.8)
1/τdown = νapp,downexp [− (Wo,down + (1− α)zqaβV/d) /KBT ] , (5.9)
where νapp,up and νapp,down are the ”apparent attempt frequencies” (discussed later)
and W0,up−αzqaβV/d and Wo,down+(1−α)zqaβV/d and the effective activation
energies for the jumps, kB is the Boltzmann constant and T is the absolute tem-
perature. The ratio between the average lifetimes of the ”up” and ”down” state
can now be written as
ln (τup/τdown) = ln (νapp,down/νapp,up) +
(W0,up −W0,up)
KBT
− zqa
KBT
β
V
d
(5.10)
Comparable equations will result in case a fluctuating Cu ion experiences a
charge transfer in course of the transposition. One can imagine, for example, that
a Cu ion jumps from a lattice site in the Ge-Se glassy backbone phase to an ad-
joining lattice site on the surface of a metal cluster. If both sites are energetically
coupled to each other, this could lead to a fluctuating anodic dissolution/cathodic
deposition reaction CuMC ⇔ Cuz+SE + ze−MC (redox reaction) at the interface be-
tween a metallic cluster MC (or electrode) and the solid electrolyte SE, i.e., a -
so to speak - redox ”double-site trap” is formed. Such a type of fluctuator can
be described in terms of redox reaction kinetics. Contributions of the externally
applied bias to local built-in potential gradients are then treated as local over-
voltages.
Equation (5.10) indeed shows that the ratio between up and down can de-
pend on the applied external field. Under certain circumstances (e. g.: νapp,up ≈
νapp,up,W0,up > W0,down), the model can predict an inversion of the average lifetime
ratio with increasing electric field. Despite the fact, that the detailed microscopic
nature of the interaction mechanism between the fluctuator and the filamentary
conducting path is still an open question, our simple qualitative model gives strong
evidence that the observed resistance fluctuations might result from charged de-
fects like Cu ions hopping back and forth between the two sites of deep redox or
ionic ”double-site traps”. Defect fluctuations in the close proximity to a sector
of a filamentary conducting path will certainly exert some influence: In case of
fluctuations in a redox ”double-site trap”, the defect directly interacts with the
conducting filament as a fluctuating ”building unit”, i.e., the Cu ion is attached
to the metallic filament and is reduced to a Cu atom and vice versa. If this takes
place at a weak link, the Cu atom might bridge two loosely connected conducting
branches of the filament whereby large changes in the overall filament resistance
could rise up. In case of fluctuations in an ionic ”double-site trap”, the fluctuating
defect can indirectly induce some local spatial distortions along the filament due
to long range elastic or electrostatic interactions. Such ”interactions” could lead
to a fluctuating, cooperative rearrangement of the atomistic configuration within
the considered sector whereby the local electronic structure and/or the effective
electron mean free path and consequently the overall resistance of the conducting
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path might be altered.
From the intercept of the line in Figure 5.4c at E = 0 (no current) one gets an
estimate for ΔW0 = W0,up −W0,down by means of Equation (5.10) assuming as a
first approximation νapp,up ≈ νapp,up. We obtained ΔW0 ≈ 0.11eV for the consid-
ered fluctuator. Hopping distances between supertraps in Ag doped GexSe1− x
fall into the range 0.15 - 0.4 nm [105]. Adopting these values as a rough measure
for typical jump distances in both types of ”double-site traps” for the present
system, the electric field, βV/d, at the location of the observed fluctuator can
be estimated from the slope of the curve in Figure 5.4c using Equation (5.10).
We calculated β values in the range 100 - 250 (z = 2) pointing to a strong field
enhancement at some locations along the conducting path. This is a reasonable
outcome since it is well known that in metal-insulator composites even above the
percolation threshold there will be always local ”bottlenecks” in the conducting
paths which funnel the current and are thus characterized by large local voltage
drops [106, 107]. Active fluctuators which are close to such bottlenecks can give
rise to the largest RTN fluctuations. Measurements as those shown in Figure 5.4c
performed on a set of fluctuators could thus serve as a probe to scan the electric
field distribution along percolating, filamentary conducting structures.
5.4.3 Temperature dependency of RTN resistance fluctu-
ations
We also investigated the temperature dependence of the average lifetimes for
the ”up” and ”down” states of some active RTN fluctuators in order to obtain in-
formation about the involved activation energies and attempt frequencies. These
measurements were done on memory devices in two different resistance states, a
LRS of ≈ 1kΩ and a HRS of ≈ 80kΩ under an applied constant current of 60
μA and 1 μA, respectively. Figure 5.5a and Figure 5.5c depict the temperature
dependence of the RTN signals on the basis of some exemplary RTN time records.
The curves are offset for clarity. The arrows in the figures show how the temper-
ature was changed during the measurements. The relative resistance variations
ΔR/R in the both resistance states, LRS and HRS, were ≈ 1 % and ≈ 5 %,
respectively. As can be seen, the times spent by the fluctuators in their ”up” and
”down” states increase with decreasing temperature.
In course of such temperature-dependent measurements on one fluctuator, oc-
casionally, fluctuations owing to a second active fluctuator appeared in the RTN
time records at a certain temperature (see RTN trace at 200 K in Figure 5.5c).
This happens when the average lifetimes of the ”up” and ”down” states of the
second fluctuator start to fall into the experimental time window at this temper-
ature. In case that both fluctuators act independently of each other, it is easy to
distinguish between them because of their different average lifetimes.
Figure 5.5b and Figure 5.5d clearly show that the average lifetimes of the ob-
served fluctuators exhibit a thermally activated behavior (see Equations (5.8) and
(5.9)). The effective activation energies, W, (apparent attempt frequencies, νapp)
for the ”up” and ”down” states of the fluctuator in the LRS of the memory device
5.4. RANDOM TELEGRAPH NOISE EXPERIMENTS 77
Figure 5.5: (a) Temperature dependence of the RTN signal of a memory cell in
a LRS of ≈ 1kΩ. A constant current of 60 μA was flowing through the memory
cell during the measurements. (b) Arrhenius plot of the average lifetimes for
the ”up” and ”down” states of the RTN fluctuator in the LRS of the device.
(c) Temperature dependence of the RTN signal of a memory cell in a HRS of
≈ 80kΩ. A constant current of 1 μA was flowing through the memory cell during
the measurements. (d) Arrhenius plot of the average lifetimes for the ”up” and
”down” states of the RTN fluctuator in the HRS of the device.
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(measured at 60 μA) were found to be ≈ 0.53eV (≈ 1014sec−1) and ≈ 0.65eV
(≈ 1016sec−1), respectively. Interestingly, νapp,up and νapp,up differ by a factor of
about 100. At a first glance, this might be surprising since the overall phonon
spectrum of solids can never be influenced to such an extent by a single fluctuating
defect. However, the difference can be qualitatively understood if one awakens to
the fact that apparent attempt frequencies which are determined from Arrhenius
plots like those in Figures 5.5b and 5.5d contain an entropy related contribution.
It follows from transition-state theory that a defect has to overcome a free en-
ergy barrier, ΔG = W − TΔS, when jumping from one lattice site to another
inside a solid [108]. From the transition rates which are given by
1/τup,down = ν0exp (−ΔGup,down/KBT ) (5.11)
1/τup,down = ν0exp (−ΔSup,down/KB) exp (−Wup,down/KBT ) , (5.12)
one arrives at the following expression for the apparent attempt frequencies
νapp = ν0exp (−ΔSup,down/KB) . (5.13)
Here, ν0 is now the ”real attempt frequency” which is correlated to the phonon
spectrum. Typical values are of the order 1012− 1012sec−1 which is characteristic
of lattice vibrations in solids. ΔSup,down is the change in entropy of the system
associated with the move of the defect from lattice site (u) (”up” state) or (d)
(”down” state) to the transition state or ”saddle point” between both sites (refer
to Figure 5.4d).
Weismann [109] has pointed out that entropy related effects have to be con-
sidered in case the fluctuation is between different local phases which generally
are supposed to have substantially different energies and entropies. Since we are
dealing with a very inhomogeneous system, the transposition of Cu ions will fre-
quently occur at the interface between two phases with different entropies, in case
of, for example, a ”fluctuating redox reaction” as mentioned above. Such a defect
fluctuation increases/decreases the number of constituting ”building units” for
both phases by one unit so that the entropy S of the whole system will alter by a
certain amount δS in course of the fluctuation, i.e. Sup = Sdown+ δS. When the
defect moves to the transition state, the entropy will change by some intermedi-
ate amount of both phases. It is reasonable to assume as a first approximation
that the entropy Sts of the system in the transition state is independent of the
jump direction. A difference in the apparent attempt frequencies for the ”up”
and ”down” state of the fluctuator will therefore simply arise because the entropy
changes associated with the move of the defect to the transition state differ for
both cases, i.e. we have δSup = Sts−Sup = δSdown = Sts−Sdown and consequently
νapp,up = νapp,down (see Equation (5.12)).
Let us now consider the high resistive state. Figure 5.5d shows the temper-
ature dependence of the average lifetimes for the ”up” and ”down” states of an
active RTN fluctuator in the HRS of a memory device measured at an applied
current of 1 μA. In this case, we obtained effective activation energies (apparent
attempt frequencies) of ≈ 0.25eV (≈ 1010sec−1) and ≈ 0.22eV (≈ 1010sec−1)
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for the ”down” and ”up” state, respectively. As νapp,up and νapp,down have nearly
the same value, the active fluctuator seems to be located - in view of the above
discussion - in a homogeneous region inside the ternary glass, presumably in the
Ge-Se glassy backbone phase. The obtained values for the effective activation
energies are comparable to the low activation energies which are found for metal
ion migration in highly metal doped chalcogenide glasses [110]. As long range ion
migration proceeds via hopping in these disordered ternary compounds, activation
energies for hopping are a measure of the mean energy barrier height between two
adjacent hopping sites. It is reasonable to assume that the height of these barriers
will not change drastically in course that two sites are energetically coupled to
form a deep ”double-site trap”. This could be an additional argument that our
fluctuator model has some realistic features.
In case of highly disordered material systems, such as metal doped chalco-
genides, one generally expects a wide spread of activation energies and ”apparent
attempt frequencies” for the ”up” and ”down” states of fluctuators which are re-
lated to transpositions of charged defects like Cu ions. In the present material
system, the atomistic bonding configurations and bonding strengths within the
filamentary conducting paths and their surrounding environment certainly depend
on the actual degree of percolation so that we furthermore expect that the statisti-
cal distribution of the activation energies and ”apparent attempt frequencies” for
an assumed ”double-site trap” fluctuator will certainly depend on the resistance
state of the memory device. More extensive work is required in future to establish
these correlations.
Finally, we would like to emphasize that the temperature dependent measure-
ments could not simply be repeated as the initial state of the system was never
exactly the same after thermal cycling: The RTN signal could vanish altogether
or, when present, display different characteristics compared to the foregoing ex-
periment. Similar observations were made on other systems, too [101, 111]. This
is not surprising as thermally activated atomic movements can alter or passivate
any active fluctuator. This indicates the fragile nature of the memory devices
with regard to slight disturbances and shows that these inhomogeneous systems
can exist in many possible configurations.
5.4.4 Amplitude of the RTN resistance fluctuations
The discrete RTN resistance fluctuations which we observed on our samples
showed relative large resistance variations, ΔR/R, ranging from 0.1% up to 12%,
depending upon the programmed resistance of the memory devices. We typically
found that the resistance fluctuations increased with increasing overall resistance
of the samples as shown in Figure 5.6a for memory devices with resistances in the
range 600 Ω (LRS) - 300 KΩ (HRS). All these measurements were performed with
a 1 μA current flow through the devices at room temperature. This interrelation
can be understood, at least qualitatively, within the framework of a ”classical per-
colation” model [55] when we regard our inhomogeneous material as a composite
material above the percolation threshold.
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Percolation is essentially a simple purely geometrical model. The geometrical
Figure 5.6: (a) Typical relative resistance fluctuations, ΔR/R, vs the programmed
sample resistance R of Cu doped Ge0.3Se0.7 solid electrolyte based memory cells
measured at room temperature under 1 μA current flow. (b) A giant RTN signal
with ΔR/R ≈ 50 % observed on a Cu doped Ge0.3Se0.7 solid electrolyte based
memory cell in a HRS of ≈ 80kΩ measured at room temperature under 1 μA
current flow.
quantities, such as cluster size distribution, mean size of a finite cluster and cor-
relation length, and the transport properties such as the electrical conductance
purely depend on the degree of percolation in the material system and these inter-
connected physical parameters diverge near the percolation threshold [55]. The
overall resistance of our memory cells mirrors the degree of percolation or ”perco-
lation strength” in the system, i. e., while going from the ”metallic” side (LRS) of
the percolating system towards the percolation threshold (HRS), the ”strength”
of the conducting network and consequently the conductance will decrease. The
conducting structure becomes more fragile and therewith more susceptible to dis-
turbances on a microscopic scale. On the average, one would thus expect an
increase of the relative resistance fluctuations while going from the LRS to the
HRS of the memory devices. Recently, for example, the large 1/f noise of unipo-
lar resistance switching devices made of NiO has been related to the percolation
process of conducting filaments [112].
Occasionally, very large random telegraph noise signals with ΔR/R up to 50
% were observed on the memory devices as can be seen in Figure 5.6b. The re-
sistance of the device was ≈ 80kΩ and the measurement was performed at room
temperature while applying a current flow of 1 μA It is important to note that
for this resistance state, typically, ΔR/R values in the range 5 - 6 % were found,
as shown in Figure 5.6a. Generally, for every percolating conducting network at a
given degree of percolation there exists an ensemble of different geometrical struc-
tures and critical weak links. Thus, very large resistance fluctuations can arise
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under those circumstances where an active fluctuator affects one of the weakest
connections across the conducting network.
Our results show a close correlation between the programmed resistance state
of the devices and the RTN amplitude. The ionic mass transport (here of Cu ions)
during the switching process modifies the atomistic structure along the filaments
and/or the filament/electrode interfaces. Obviously, these material modifications
are inherently coupled to the individual nature of fluctuators which interfere with
the current transport through the filamentary conducting structure. Although
one might be able to get stable defined resistance states by applying electric stim-
ulus, there always remains the risk that large RTN fluctuations can be present or
can suddenly occur. As shown in this study, fluctuations in the voltage amplitude
can be significant and cannot be neglected. During data reading cycles, particu-
lar for multilevel RRAM cells, these RTN fluctuations would lead to considerable
large bit-error rates. In order to avoid that large resistance fluctuations crop up,
the creation and disruption of the filamentary conducting structure would have
to be accomplished in such a way that fragile and thus disturbance-susceptible
connections do preferably not outlive the programming process. This might be a
great challenge for RRAM applications owing to the fact that the re-organization
of percolating conducting networks in disordered material systems is certainly of
stochastic nature.
5.5 Conclusions
To summarize, we have investigated RTN resistance fluctuations for different
resistance states of Cu doped Ge0.3Se0.7 based resistance switching memory de-
vices. Based upon an analysis of the electric field and temperature dependence,
we were able to develop a simple model which relates the observed RTN resistance
fluctuations to the thermally activated hopping of Cu ions inside ionic or redox
”double-site traps” which trigger fluctuations in the local conductivity along the
filamentary conducting path. The fluctuator properties such as effective activation
energies and attempt frequencies seem to depend on the programmed resistance
state of the memory devices indicating different atomic bonding configurations
along the filamentary conducting structure. The RTN signal amplitude appears
to be very sensitive to the resistance state and we identify RTN as a possible
failure mechanism for the use of these memory devices in multi-level data stor-
age applications. The preliminary results presented here demonstrate that the
study of RTN is a powerful tool to probe local atomistic instabilities which are
coupled to fluctuating defects. The fact that the statistical properties of a few
defects can have such an enormous influence on the overall conductance of resis-
tance switching memory devices with a filamentary-type of switching mechanism,
will certainly be reflected in a large device-to-device randomness with respect to
the ”set and reset” parameters for resistive switching. We therefore believe that
RTN studies on nano-scaled resistance switching memory devices based on other
material systems will also be useful to provide information on reliability related
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issues prior to industrial qualification.
Summary
”There’s Plenty of Room at the Bottom.”
Richard P. Feynman
In summary, this thesis work is one step more towards the development and
understanding of the resistive switching non-volatile memory devices integrated
with Cu doped Ge0.3Se0.7 based solid state electrolyte. As proposed, the switching
mechanism of this material system falls into the category of an electrochemical
formation and rupture of the metallic filament between two electrodes.
The main focus of this work was to investigate and optimize the resistive switch-
ing properties of Cu doped Ge0.3Se0.7 based solid electrolyte for their possible use
as a future integrating material in crossbar arrays for non-volatile memory and
logic devices applications. For the better understanding of microscopic origin
and the nature of filamentary structure, the characterization techniques such as
random telegraph noise (RTN) and breakdown analysis were used in this work,
which are not only important for the reliability assessment of these memory de-
vices for their industrial qualification but also give a deep insight on the under
lying physics.
From the memory devices performance point of view, the main achievement
was to propose a dual-layered electrolytic memory cell structure. We have suc-
cessfully demonstrated the enhancement of retention characteristics at room as
well as elevated temperature utilizing a thin insulator layer in combination with
Cu ion conducting Ge0.3Se0.7. Low voltage and current operation with a Roff/Ron
ratio of ≈ 104−5, fast switching speed and multilevel switching behavior for multi-
bit storage of these dual-layered memory devices were reported, which are the
essentials for future non-volatile memories. It is suggested that optimizing the
thin insulator layer is the key to enhance the performance of chalcogenide-based
memory devices.
The other accomplishments include the physical understanding of the stochas-
tic nature of the breakdown and the degradation of the high (HRS) and low
resistance state (LRS) of the memory devices. An electric field induced nucle-
ation model is proposed for the switching and the breakdown of these memory
devices. Within the framework of Weibull statistics, the statistical distribution of
the observed breakdown of the memory cells in HRS was found to be consistent
with the stochastic nature of the critical nucleation formation. The statistical
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investigation on LRS suggested that electromigration could be the main reason
for the degradation of the memory state.
The random telegraph noise (RTN) measurements were performed on these
memory devices to shed more light on the underlying kinetics of the defects in the
material system and microscopic understanding of the filament nature. Our anal-
ysis indicates that the observed RTN fluctuations could arise from thermally acti-
vated transpositions of Cu ions inside ionic or redox ”double-site traps” triggering
fluctuations in the current-transport through a filamentary conducting path. Gi-
ant RTN fluctuations characterized by relative resistance variations of up to 50 %
in almost macroscopic samples clearly pointed to the existence of weak links with
small effective cross-sectional areas along the conducting paths.
Outlook
Despite of these above mentioned achievements, there is still a long way to go
for realization of these memory devices in industrial applications. This work can
be used as a platform for future research in the development of resistive switching
based non-volatile memory devices and can be extended as follows:
• One of the main shortcomings of this thesis is the limited understanding
of microstructural properties of a Cu doped Ge0.3Se0.7 thin film and its
effect on the resistive switching behavior and performance of the memory
cells. Further investigations in this direction, using physical characterization
techniques such as high temperature X-ray diffraction (HT-XRD) and X-
ray Photoelectrons Spectroscopy (XPS), would be useful to shed light on
the microstructural and the chemical properties of Cu doped Ge0.3Se0.7 thin
film.
• For future industrial applications, it would be important to investigate the
resistive switching characteristics of nano cross-bar arrays integrated with
Cu doped Ge0.3Se0.7 based solid electrolyte material. As the simple cross-
bar array structure is inherently limited by the parasitic-path-problem, i.e.,
signal bypasses by cells in their low resistance state. To address this issue,
the serial elements with a particular non-linearity such as tunnel diodes or
Schottky barrier can be added at each cross-point.
• Statistical investigations of the breakdown on the memory cells with con-
ductive AFM technique could provide a better physical understanding of
the formation and the rupture of a conductive filament and will be useful
to verify the nucleation model proposed in this thesis.
• Despite the preliminary results presented on random telegraph noise studies
in this thesis work, a detailed analysis of 1/f noise and/or random telegraph
noise is required in future to understand the nature of concrete sources
of these fluctuations. This problem is especially important in the case of
RRAM based memory devices because of their technological importance.
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• The investigation of the charge transport properties of the memory cell is one
of the important issues that need to be addressed in future. Low temperature
measurement techniques in combination with impedance spectroscopy would
be useful to elucidate the hopping transport, in the context of percolation
theory, of Cu doped Ge0.3Se0.7 based memory devices in different resistance
states.
• As proposed the filamentary structure responsible for the resistive switching
is of the order of few nanometer. One can treat it as an atom-sized constric-
tion. This assumption makes it reasonable to use point contact spectroscopy
in order to investigate the memory devices.
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