We consider analysis and controller synthesis of piecewise-linear systems. The method is based on constructing quadratic and piecewise-quadratic Lyapunov functions that prove stability and performance for the system. It is shown that proving stability and performance, or designing (state-feedback) controllers, can be cast as convex optimization problems involving linear matrix inequalities that can be solved very efficiently.
I n t r o d u c t i o n
Promising new methods for the analysis and design of controllers for linear and nonlinear uncertain systems have emerged over the last few years. The basic idea of these methods is to reformulate the control analysis or synthesis problem in terms of certain optimization problems that involve matrix inequalities (LMIs), which are then solved numerically by new interior-point algorithms. The theory (up to 1994) is covered in the monograph [l] and the many references cited there.
Since then, many researchers have applied LMI methods in a variety of settings, such as synthesis of gainscheduled (parameter-varying) controllers [2,3], mixednorm and multi-objective control design [4] , analysis and synthesis of systems with integral quadratic constraints [5, 61, fuzzy control [7, 81 , and hybrid dynamical systems [g, IO] .
In this paper, using approaches that are standard in the LMI context, we address the question of stability and control of piecewise-linear time-invariant systems. Such systems can model, for example, a wide range of nonlinear systems, including linear systems with memoryless nonlinearities such as saturators. Using Lyapunov theory, we will derive sufficient conditions for stability and performance that can be checked by solving convex optimization problems with LMI constraints. The method is to search among special classes of Lyapunov functions for a Lyapunov function that proves stability or performance for the piecewise-linear ' Research supported in part by USAF (under F49620-97-1-0459), AFOSR (under F49620-95-1-0318), and NSF (under ECS-9222391 and EEC-9420565). The US Government is authorized to reproduce and distribute reprints for Governmental purposes notwithstanding any copyright notation thereon.
boydQisl . stanf oird. edu system. We will consider two different classes of Lyapunov functions:
Quadratic Lyapunov functions. In this case the Lyapunov function is simply V ( z ) = xTPx for some P = PT + 0. It is shown that by searching over such Lyapunov functions, both analysis and (state-feedback) synthesis can be formulated as convex Optimization problems with LMI constraints.
Continuous piecewise-quadratic Lyapunov functions. This class of Lyapunov functions is more general than the previous one and therefore gives less conservative results in the analysis. Specially, such Lyapunov functions can also deal with piecewise-linear systems with multiple equilibrium points. However, in this case, it doesn't seem that (state-feedback) synthesis can be expressed as a convex optimization problem.
We will also demomtrate applications of the methods described by considering controller synthesis of a simple mechanical system subject to input saturation, and stability analysis of am electrical circuit with multiple equilibrium points.
where z ( t ) E R" is the state, ~( t ) E R"" is the control input, w ( t ) E Rnw is the exogenous input, and z ( t ) E Rnz is the output. The PL system (1) can be in any of M linear operation modes depending on where the state x is, and this is determined by the function a :
Rn -+ (1,. . . , M } . The set of all x satisfying a ( x ) = i is called the ith operating region of the system and is denoted by Ri. We assume that given any initial condition x(0) = 20, and input signals U and w, the differential equation (1) has a unique solution for t > 0.
The goal is to find icontrol inputs U that provide stability and performance for the PL system (1). In particular, we are intere,sted in finding a control input U Lz gain from w to z , i.e., for a given y > 0 
Description for operating regions
We assume that the operating regions R, are polytopic,
Moreover, we assume that if 2, n R3 # 8 then FaJ E R, = { 2 I 4.1 = 1 = I z I q z <9z,, 3 = l>..',PZ 1.
(full rank) and I , , E Rn exist such that RnX (n-1) R, n R l E { I,, + I E e } , for i = 1,. . . , M and j = i + 1,. , . , M (see Figure 3) .
Also, whenever necessary, we suppose that each R, can be outer approximated by a union of (possibly degenerate) ellipsoids Ea3 for j = 1,. . . , m a . In other words, matrices Et3 and fa3 exist such that m, R, E U E,, where E,, = (z I IIE,,z + fzlll i 1 ) .
(3)
(This may require a bounded Rz.) In $8 we will briefly discuss how this ellipsoidal outer approximation can be done.
3=1

Analysis using a single quadratic Lyapunov function
In this section we analyze the PL system (1) using a single quadratic Lyapunov function, i.e. ,
where P = PT E Rnxn. In other words, we search over all Lyapunov functions of the form (4) to prove stability or performance for the PL system (1).
Stability
We first study stability of the PL system (1) for w = 0 and U = 0. A sufficient condition for this is that V decreases (or equivalently dV(z)/dt < 0) along every nonzero trajectory of the system. If such a V exists, the system is said to be quadratzcally stable.
For all z E R, we have there should exist a P t 0 such that Now using the S-procedure (see, e.g., [l] ), this is equivalent to the existence of P and X i j satisfying
-X i j ( 1 Clearly, (6) is an LMI in P and Xij., and gives a sufficient condition for quadratic stability. This sufficient condition will not be too conservative when the union of the covering ellipsoids &ij is a good outer approxi-
With the new variables Q = P-l, pij = l/&, condition (6) is also equivalent t o the existence of pij and Q satisfying the LMI
This equivalent form is crucial for the controller synthesis problem in $7.
Remark. Note that instead of using the ellipsoidal approximation description of R,, we could have used its polytopic description (2) to obtain a stability condition similar to ( 6 ) by using the S-procedure. One problem with this alternative condition, however, is that it can be very conservative because of the conservativeness of the Sprocedure for p , > 1 (as noted in $6, one such case in which conservativeness hurts is when A , is unstable). Another problem with this alternative is that no such equivalent condition for stability as in (7) with Q = P-' exists, and therefore, it does not seem that the controller synthesis problem can be formulated as an LMI (see 57).
L2 gain and other performance measures
Using standard Lyapunov arguments (see, e.g., [l] ) and a method similar t o the previous subsection, the Lz gain from input w t o output z of (1) is bounded by y > 0 if Q and pa, exist such that
The best provable bound on the L2 gain can be found by minimizing y2 subject to (8 can also be cast as LMIs.
Analysis using a continuous piecewise-quadratic Lyapunov function
In this section we consider piecewise-quadratic 'Lyapunov functions of the form Replacing qi by -P i z e q , i and ri by ~i + z T~,~P i z ,~, i in (9), (lo) , and (111), gives a new set of conditions that are more favorable from a numerical point of view because the LMIs are not strictly infeasible anymore. Refer to i29.2 for an example.
where P, = P : E R"'", q, E R" and r, E R for i = 1 , . . . , M . Note that since V is piecewise-quadratic, V ( x ) > 0 also implies that V ( x ) + +cw, as llzll -+ 00. Clearly, this choice of Lyapunov function is more general than that of 54, and for example, it can also deal with PL systems with multiple equilibrium points.
Stability
The stability we refer to in this section is that, as t -+ 00, the state converges to one or more of the points in the set e = { -P;'ql, -P,-'qz, . . Equality constraints (9) guarantee that V is continuous, the first LMI in (10) guarantees that V is positive, and the second LMI in (10) guarantees that V decreases along all state trajectories.
Alternatively, if an outer ellipsoidal approximation to Ri as in (3) is given, condition (10) can be replaced If an ellipsoidal outer approximation for R, is known, the LMIs in (11) can be used instead of those in (10).
The underlying S-procedure is a necessary and sufficient condition in this case, and potentially, using (9) and (ll), we can prove stability for systems with one or more unstable Aa's For example, note that we are subtracting a negative semidefinite term from the ( 1 , l ) block entry of the second matrix in (ll), and therefore, we can still be feasible without ATPz + PaAa being negative definite.
As shown in the next section, having an ellipsoidal outer approximation for R, has another advantage:
The state-feedback synthesis problem using a single quadratic Lyapunov function can be cast as an LMI. Therefore, stability of the PL system is guaranteed if conditions (9) and (lo), or, (9) and (11) hold. In 56 we discuss why the second set of conditions is relevant. Computing the covering ellipsoids EZl as defined in (3) is crucial for the synthesis method described in this paper. For an unbounded region R,, covering ellipsoids do not generally exist, and therefore, we need to bound the state-space beforehand. We will come back to this in $8.
Quadratic stabilizability
A general assumption throughout this paper is that the operating mode of ( l ) , through the function a(.), depends on the state x only. Hence, we have ruled out the possibility that the control input U directly affect which there is a feed-through from 'L. to a nonlinearity should be avoided. We can always add states to the system to overcome such unwanted feed-throughs, for example, by adding a first-order system before the nonlinearity with a "large" enough bandwidth (see 59.1).
Conditions for quadratic stability and Lp gain performance are given in (6) and (8) . In this case $ V ( x ) < 0 for x E is equivalent to AYP + PA, 4 0 (assuming b, = 0 so that the origin is an equilibrium point of the system) which is the condition on global stability of the linear system i = A,z. Therefore, for example, the (modified) state-feedback synthesis formulation for quadratic stabilizability (that avoids strict infeasibility) becomes the existence of Q, Y, ( K , = E&-') and pzl such that for i = 1 , . . . , M and j = 1 , . . . , m, A,Q + QAT + B2("% + KTB2(2)T < 0 when 0 E R, (15) Similarly, condition (14) for a y-level of L2 gain should be modified (to avoid strict infeasibility) when 0 E R,.
This can be done by removing the second row and column of the 3 x 3 block matrix in (14), which is then equivalent to having a y-level of L2 gain from w to z in the linear system When the R,'s are polytopic as in (2) , there are many well-known methods to compute ellipsoidal outer approximations. A discussion of these methods is out of the scope of this paper and we only refer the interested reader to the references 11, 11, 12 In order to be able to compute covering ellipsoids that have finite volume in the directions 5 , the state variables that explicitly appear in a(z) should be bounded, say, by adding the component-wise inequality constraint -a 5 j;. 5 b. This is not a practical problem, however, as we can always take a and b larger than the physical limitations of the system. Therefore, each R, should be redefined as R, t When R, is a slab. a (degenerate) ellipsoid of the R , n { z E R n I -a < % < b } .
the operating mode of (l), and therefore, modeiings in form llEilz-+ fill1 5 l'canbe-found that approximatesR, exactly. Suppose that R, = { x I dl 5 cTx 5 d2 }, then it is easy to see that we can take E,1 = 2c/(d2 -dl)
Finally, note that if we are using the single quadratic Lyapunov function approach to analyze or design controllers for (l) , according to the discussion in 57.3, and condition (15), we do not need to compute an ellipsoidal outer approximation for regions R, that contain the origin. and f z l = (dz + d 1 ) / ( 4 -dl).
Examples
Mechanical system with saturating actuator
In this example' we consider the simple mechanical system in Figure 2(a) . The goal is to design a (statefeedback) controller that makes the L2 gain from the exogenous input w to the displacement x1 small. Without any control input, the L2 norm from w to XI is approximately equal to yoL = 11.8.
The actuat,or is subject to a saturation nonlinearity as shown in Figure 2 We let 1 /~ = 10 which is a couple of orders of magnitude larger than the decay rate of the mechanical system.
The regulating output is chosen to be z = [XI 0 . 1~1~. Note that the input command U is also included in the regulating output to avoid getting large state-feedback gains. Using the results of $7.2 we design the state- Now if we recompute a bound on the L2 gain from input w to output x1 of the closed loop system using the results of $4.2 we get the value of ycL = 0.09 which is a significant improvement over the open loop L2 gain of yo,, = 11.8.
Circuit with multiple equilibrium points
Here we consider the simple electric circuit of Figure 3(a) . The nonlinear resistor has a tunnel-diode type we can just use the polytopic description. Note that pl = p3 = 1 and therefore conditions in (10) are necessary and sufficient.
Using the results of 55 it is possible to prove stability for this system in the sense of $5.1. Figures 3(c)  and 3(d) show one of the piecewise-quadratic Lyapunov functions that achieve this. It can be seen that xeq,2 is a saddle point of the ILyapunov function which means that xeq,2 is unstable. xeq,2 and xeq, 3 are local minima of the Lyapunov function and are therefore stable. In fact, this is a bistable circuit.
Conclusions and further research
In this paper we have given a method for analysis of PL systems by Lyapunov methods. The analysis involves solving convex optimization problems involving LMIs that can be done very efficiently. If a single quadratic Lyapunov function is used, state-feedback synthesis of PL systems can also be formulated as LMIs. (If the full state is not available for feedback, observer-based controllers can be designed by solving LMIs, although this was not mentioned in this paper.) On the other hand, piecewise-quadratic Lyapunov functions are specially useful for dealing with PL systems with multiple equilibrium points. A central idea in this paper was to use an ellipsoidal outer approximation to the operating regions Ri. This enabled us to reduce the conservatism of the methods and to derive an LMI formulation for the synthesis problem.
A very interesting problem to be explored in the controller synthesis problem is the partitioning of the operating regions R, into smaller cells in which different state-feedback gains are used. The hope is that by introducing more state-feedback gains (or extra free variables in the optimization problem) we will get better performance for the closed loop system. Finally, it should be noted that the same ideas in this paper can be extended to the analysis of hybrid dynamical systems. Hybrid dynamical systems are systems that incorporate both discrete and continuous dynamics, with the discrete dynamics governed by finite automata and the continuous dynamics usually repre- sented by ordinary differential equations. The two interact at "event times" determined by the continuous state hitting certain event sets in the continuous state space. Hybrid dynamical systems can model a vast array of important practical systems for which piecewiselinear systems is just one of the simplest. Some examples are: systems with hysteresis, multi-modal systems, systems with logic, timing circuits, automated highway systems [15] , computer disk drives [16] , transmissions and stepper motors [17] , and systems with both digital and analog components. Even hybrid systems with very simple continuous dynamics, e.g., only integrators, can have many practical applications and very complex behavior.
