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Abstract 
This paper proposes a comparative appraisal of the fuzzy classification methods 
which are Fuzzy C-Means, K Nearest Neighbours, method based on Fuzzy Rules and 
Fuzzy Pattern Matching method. It presents the results we obtained in applying those 
methods on three types of data that we present in the second part of this article. The 
classification rate and the computing times are compared from a method to another. 
This paper describes the advantages of the fuzzy classifiers for an application to a di- 
agnosis problem. To finish it proposes a synthesis of our study which can constitute a 
base to choose an algorithm in order to apply it to a process diagnosis in real time. It 
shows how we can associate unsupervised and supervised methods in a diagnosis al- 
gorithm. 0 1999 Published by Elsevier Science Inc. All rights reserved. 
Keywords: Classification; Fuzzy logic; Fuzzy Pattern Recognition; Theory of possibil- 
ities 
1. Introduction 
Today classification algorithms are widely used. We can distinguish two 
large types of methods: those based on neural networks and those based on 
fuzzy logic. The aim of our work concerning the fuzzy methods which are little 
applied is to establish a comparative appraisal, which could help us in the 
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choice of an algorithm for a real time industrial application. We evaluated the 
four principal methods which are the Fuzzy C-Means, the K Nearest Neigh- 
bours, the methods based on the Fuzzy Rules and the methods based on Fuzzy 
Pattern Matching, on three types of data. 
This paper deals with an application and an evaluation of those methods, a 
presentation of the data and the comparative results through the classification 
rate and the computed time. In a first part, we present the algorithms with their 
main characteristics. The second part is devoted to the description of the data. 
We finish with a presentation of all the results which leads us to a synthesis and 
to the comparative appraisal of the four evaluated algorithms. 
2. Presentation of the classification and validation methods 
2.1. Fuzzy C-Means algorithm 
The Fuzzy C-Means algorithm we used is presented in Ref. [l]. Studied 
essentially by Bezdek [2] this unsupervised classification method has for basic 
principle the formation, from non labeled samples, of a number c of groups 
which must contain as similar samples as possible, while samples of different 
groups must as dissimilar as possible. This can be translated by a criterium 
aiming at the same time at minimizing the intraclass distance and maximizing 
the interclass distance. We chose the euclidian distance but we will see that in 
certain cases, the use of other distances gives better results. In the C-means 
algorithm we suppose that the number of classes is known; on the other hand 
in the ISO-DATA algorithm which generalizes it, c is automatically obtained 
with heuristics criteria of class validity. The result given by this type of algo- 
rithm is a matrix which generalizes it, c is automatically obtained with heu- 
ristics criteria of class validity. The result given by this type of algorithm is a 
matrix which size is c’n where n is the number of samples. The element u,, of 
the matrix is the membership degree of the sample i to the class i. Fig. 1 shows 
the two possible algorithms. We chose the one where the matrix of membership 
values is randomized. 
The convergence of this algorithm was proved but the local minima must be 
avoided in choosing judiciously the value of the convergence threshold. The 
calculation of the membership degree of the samples & to the class i and the 
calculation of the centroid c of the class i are given by the following formula: 
For the examples that we will see in part 3, we programmed the algorithm 
with m = 2 [l] and a convergence threshold F = 0.001. We worked with a 
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Randomizing of the membership Randomizing of the centroid 
matrix position 
1 1 
Calculating of the centroid Calculating of the membership 
position matrix 
1 1 
Calculating of the new alculating of the new position of 
membership matrix the centroid 
1 1 
Calculating of the convergence Calculating of the convergence 
criteria and coming back to the criteria and coming back to the 
step 1 if no convergence step 1 if no convergence 
Fig. 1. The different algorithms for the Fuzzy C-Means method. 
3 
known number of classes and in using the heuristic criterium of class validity 
described in Ref. [3] and presented in Table 1. 
Ci is the fuzzy covariance matrix defined by 
c i = C~t-l~(Ui*)” ’ 
where Si is the fuzzy dispersion matrix defined by 
Si = fJUi*)m(X* - 6)(X* - &)Ty i = 1,~. 
k=l 
The compactness 7~ is defined by 
Table 1 
Criteria of class validity 
Criteria Formula Use rules 
Compactness and 
separability criterm 
Partition degree 
Classification entopy 
Fuzzy hypervolume F&U, c) = CT=, [det(Ci)](“*) 
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The separability s is defined by 
s= 
2.2. K Nearest Neighbours method 
Here is a matter of introducing the fuzzy notion in the classical algorithm in 
which basic principle is to allocate a sample to the class which is of majority 
among its K Nearest Neighbours. The translation to the fuzzy logic requires 
two modifications: 
the introduction of the distance notion to balance the membership value, 
the introduction of a membership vector for each sample. 
Within the frame of our study we used the classical fuzzy algorithm pre- 
sented by Keller in Ref. [4]. The membership degree of a new sample x to the 
class i is given by 
where uij is the membership degree to the class i, of the samplej in the learning 
space, among the K Nearest Neighbours of x. 
For our study the algorithm was programmed with m = 2 [4]. We made the 
number of neighbours k and the number 1\5,, of randomized learning points 
vary. The classification rate is calculated on the remaining points according to 
the hold out method. For each value of the pair (k: Na,), we made 100 testings 
and we computed the average of the recognition rates. The variation of k al- 
lows us to compare methods to each other and to have a good indication re- 
garding the choice of k in the algorithm of K-NN. We chose to limit the value 
of k to AI,,-5, so that the number of points to class should be important enough 
to calculate the recognition rate. 
2.3. Method based on Fuzzy rules 
2.3.1. Learning 
This method consists in squaring out the learning space in kp fuzzy sets A,” 
with p the size of the space [5,6], t varying from 1 to k and u from 1 to p. A 
fuzzy rule IF. . .THEN is applied to each fuzzy set, for example p equal to 2: 
If xf E A: and X; E Ai then (x, y) E Ci,,. 
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X/ and X: are respectively the first and second characters of point i. This 
rule establishes a biunique relation, called consequence, between the mem- 
bership to the box C,., and the subspace (I, m) defined by the fuzzy parti- 
tionnings Ai on the first axis and Ai on the second axis. The mathematical 
relation expressing this rule is the following: 
IL, = ~Ptbf,.P;cxf,> 
*;ew, 
where wi is the class j. 
In this relation the notion of membership is translated by a generally tri- 
angular mathematical function &‘. The multiplication of these two functions 
gives a mark translating the membership possibility of a point i to each sub- 
space (1, m). In additioning the relation for all the learning points of the same 
class, we obtain a mark for each subspace and for each class. The best mark in 
a subspace identifies the class that it represents. A certainty value CY& is 
calculated for each subspace. If the subspace (I, m) represents the class Wj, these 
value is given by the following expression: 
CFk = lP,(lm) - L=yp’~m~ 
I.m 
c;=, s, . 
Instead of squaring the space to apply the rules uniformly which is an ef- 
ficient nut induces a combinational explosion, the space is successively divided. 
Only the subspaces where the rule is not sufficient are redivided into 2P sub- 
spaces. The rule corresponding to this square is replaced by 2p rules. 
2.3.2. Classification of a new point 
For each point, we calculate a membership degree for each class: 
The highest degree identifies the class the point belongs to. 
2.4. Fuzzy pattern matching method 
2.4.1, General presentation 
This method described in Refs. [7,8] uses the definition of m prototypes 
which we suppose described by n attributes. Each prototype is a collection of n 
fuzzy sets pi’, . . , P,!‘, expressing the set of typical values of each attribute for 
class j. The classification of a new sample x whose values of the different at- 
tributes are x1, . . . ,x,, is made in two steps: 
determination of the global matching degree between xi and the different 
prototypes Pi. We obtain the matching degree @$ between the sample and 
the prototype of the attribute i from the class j, 
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fusion, all the matching degrees concerning class j, 4;, . . . ,dJ are merged 
into a single one by an operator H: 
The result Qi of this fusion represents the matching degree between the new 
sample and the prototype Pj, or in other words the possibility for this sample to 
belong to class Cj. The matching operator can be a multiplication, a minimum, 
an average or a fuzzy integral [7]. 
2.4.2. Application and example 
The cloud presented on the Fig. 2 illustrates the Fuzzy Pattern Matching 
method. 
The first step consists in creating the fuzzy prototypes from the learning set 
in using the theory of possibilities [9]. 
The possibility value of a point xi in a class for a given attribute is deter- 
mined by the following expression: 
7c(xJ = 2 minC&J&)). 
j=l 
Fig. 2. Example of point cloud with 3 classes. 
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rt(xi) and p(xi) are respectively the possibility and probability values of the 
point xi to the studied class. The probability is computed from the histogram in 
which we change step h which defines the number of boxes we want into the 
histogram. It translates the resolution power of the method. In our example, 
the different attributes and classes are shown in Fig. 3. 
The values of possibilities of a new point are determined by straight-line 
interpolation on the outlines for the different attributes and the different 
classes. The aggregation of these different values by a multiplication gives the 
membership possibility of the point, for each class. 
Attribute1 
Fig. 3. Possibility outlines for the classes 1, 2 and 3 following the 2 attributes. 
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To test and validate the Fuzzy Pattern Matching method we followed the 
same proceeding as for the K Nearest Neighbours but in changing step h. 
3. Presentation of the comparative data 
3.1. Plastic material data 
Plastic bottles are generally made with one of the three following polymers: 
P.E.T., P.V.C., P.E.H.D. To be recycled these different categories of bottles 
must be separated. The infrared spectrometry can be used to characterize the 
different bottles. The analysis of the spectrum of each material allowed to select 
7 discriminating wavelengths. The study of the correlations allowed us to re- 
duce this number to 2. We have 90 transmission values for the two wavelengths 
AI and A2. These values are distributed in three classes of 30 points as it is 
shown in Fig. 4. 
Transmission for the wavelength 2 
“C 
0 5 10 15 20 25 30 35 40 
Transrrission for the wavelength 1 
Fig. 4. Representation of the 3 classes of plastic materials. (1) P.V.C., (2) P.E.T., (3) P.E.H.D. 
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3.2. Metallic code data 
The laboratory of automatic and microelectronic has developed a device 
using a sensor with eddy currents to read the codes made by a succession of 
metallic fine bands, separated by an insulating zone [lo]. The Fig. 5(a) 
shows the response of the device to the 9 codes defined by the manufac- 
turer. Two characters were selected among the 52 computed, for their power 
of discrimination. Fig. 5(b) shows the 9 classes of 45 points which we 
obtained. 
Output voltage (V) 
Code displacement in front of thesensor 
a 
Fig. 5. Response of the device of the 9 codes (a) and representation of the 9 classes (b). 
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3.3. IRIS data 
Those data are widely used for the comparison of the classifiers. They are 
composed of three classes of flowers: IRIS Setona, Versicolor and Virginia. 
Each class is constituted of 50 samples characterized by 4 attributes: length and 
width of the bot sepals, length and width of the petals. 
4. Presentation of the results 
4.1. Validity criteria of the classes obtained by the Fuzzy C-Means 
Tables 2-4 show the values of validity criteria. We note that for the IRIS 
data, the optimum is attained for 2 or 3 classes. These results correspond to 
reality, two classes among the three overlap each other. The criterium of the 
fuzzy hypervolume gives the best results. 
Concerning the metallic data, the optimums are obtained for 9 classes, 
which is perfectly conformable to reality. For the plastic material data the first 
three criteria do give 3 classes. But in the other hand the fuzzy hypervolume 
criterium attains a first optimum for a number of five classes and a second for 
seven classes. This result can be explained if we observe the point cloud; in fact 
Table 2 
Criteria of class validity for the plastic material data 
2 0.0937 0.8484 0.1158 193.4285 
3 0.0121 0.9650 0.0369 47.7900 
4 0.0916 0.9126 0.0746 43.0770 
5 0.1562 0.9051 0.0876 36.2887 
6 0.1440 0.8930 0.1031 38.9674 
7 0.1863 0.8556 0.1767 22.4450 
Table 3 
Criteria of class validity for the metallic code data 
c cqu, c) F(u, 4 ff(u, c) FHV(~. C) 
7 0.1119 0.7243 0.2712 0.0165 
8 0.1575 0.8038 0.2029 0.0118 
9 0.0872 0.8371 0.1750 0.0081 
10 0.0898 0.8333 0.1821 0.0088 
11 0.1971 0.8221 0.1936 0.0090 
12 5.6984 0.7556 0.2484 0.0095 
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Table 4 
Criteria of class validity for the iris data 
c WV, 4 F(u, 4 WV, 4 FHV(~, ‘$ 
2 0.0543 0.8920 0.0851 0.0216 
3 0.1371 0.7832 0.1720 0.0205 
4 0.1961 0.7065 0.2440 0.0209 
5 0.2285 0.6653 0.2936 0.0210 
6 0.3237 0.6068 0.3550 0.0217 
7 0.3747 0.5568 0.3944 0.0190 
we can find 5 classes in dividing the classes 2 and 3 into two subclasses. Sim- 
ilarly it is possible to obtain 7 classes. 
4.2. Fuzzy C-Means 
We computed the rate of well placed points for each type of data. The results 
are the following: 
plastic material data: 97%, 
metallic code data: 97%, 
IRIS data: 93%. 
We note that these results are satisfactory. In case we use the obtained 
partitioning as a learning set for an other method it will be necessary to remove 
the ambiguous points, which can be made by reject proceedings. We sup- 
pressed the classification errors for the plastic material data in replacing the 
euclidian distance by the Mahalanobis distance or by the distance defined by 
Gustafson and Kessel [l I]. 
4.3. K Nearest Neighbours 
Figs. 6-8 show the different classification rate obtained as a function of k 
and of the number of learning points. In all cases we obtain a recognition rate 
near to 100% with a k value approaching 5 and a number of learning points 
higher than 25. 
We note that the choice of the value of k has is very important for the 
performances of the algorithm. The heuristic criterium k = fi where n is the 
size of the sample, proposed by Dubuisson [12] seems to be a good approxi- 
mation in all cases. 
4.4. Fuzzy pattern matching method 
We obtain optimal classification rates of 100% for the plastic material data, 
98% for the metallic code data and 94% for the iris data as it is shown in 
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Recognition rate in % 
636 ' 
0 5 10 15 23 25 33 36 40 
Number of learning points by class 
Fig. 6. Classification rate as function of k and of the number of learning points by class for the 
plastic material data. 
Figs. 9-l 1. The step h of the histogram has a very large importance for the 
performances of the algorithm. In all cases the optimal value is near to 10. The 
heuristic criterium k = ,/G proposed for the K Nearest Neighbours algorithm 
seems to be a good approximation for the choice of the h value too. 
4.5. Method based on Fuzzy rules 
For the plastic material data we obtained a recognition rate of 100% and a 
constant number of rules equal to 7 whatever is the number of learning points 
by class. Fig. 12 presents the evolution of the classification rate and of the 
number of generated rules as function of the number of learning points by class 
for the metallic code data. The classification rate remains near to 98%. On the 
other hand the number of generated rules increases linearly. In fact we have 
more chance to integrate the diffuse points into the learning set and conse- 
quently to cause redivision of cases. We can note in Fig. 13 that the classifi- 
cation rate for the iris data is more sensitive to the learning points. We can 
make the same remark as previously for the number of generated rules. 
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Fig. 7. Classification rate as function of k and of the number of learning points by class for the 
metallic code data. 
Recopticm rate in % 
Fig. 8. Classification rate as function of k and of the number of learning points by class for the 
IRIS data. 
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Recognition rate in % 
70 I 
0 5 10 15 20 25 30 35 40 
Number of learning points by class 
Fig. 9. Classification rate as function of the step of the histogram and of the number of learning 
points by class for the plastic material data. 
5. Computing times 
The computing times we selected are: 
the complete time Top to obtain the convergence of the Fuzzy C-Means al- 
gorithm and the number Nit of necessary iterations. 
the learning time Tlea and the classification time Tc for the other methods. 
In each case we used the parameters giving the best classification rates. The 
results are shown in Table 5. The computing times are given for a 120 MHz 
pentium computer. 
6. Synthesis of the results and comparative appraisal 
6.1. Computing times and clus.$cation rates 
We note that the computing times for the Fuzzy C-Means algorithms vary 
strongly according to the type of data. The classification rates are satisfactory. 
The classification errors made by the algorithms come from points we can 
qualify of critical and which would be rejected in a diagnosis application. 
For the supervised methods the computing times vary from a method to an 
other and they depend on the data. The fastest method is the Fuzzy Pattern 
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15 
5 IO 15 20 25 30 
Nut-her oi learning points by dass 
Fig. 10. Classification rate as function of the step of the histogram and of the number of learning 
points by class for the metallic code data. 
Recognftiin rate in 96 
,w r 
M I 
0 $0 20 30 40 50 
Number of learning points by class 
Fig. 11. Classification rate as function of the step of the histogram and of the number of learning 
points by class for the IRIS data. 
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96 
95.5 
I 
95 I 
0 5 10 15 20 25 30 35 40 1 
Number of learnirw points by class 
15 
Nun&r of ganretated rules 
60 
55 - 
50 - 
45 - 
40 - 
35 - 
30 - 
25 - 
20 - 
15 - 
10 
0 5 IO 15 20 25 30 35 40 45 
Nurnbsr of learning points by class 
Fig. 12. Evolution of classification rate and of the number of rules for the metallic code data. 
Matching as well learning and as for classification. We can remark that for the 
K Nearest Neighbours and Fuzzy Pattern Matching methods, the number of 
classes has a large influence on the computing times whereas for the method 
based on the Fuzzy Rules the times depend on the number of attributes. The 
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Fig. 13. Evolution of classification rate and of the number of rules for the IRIS data. 
obtained classification rates for the supervised methods are interesting in case 
we find the optimal configuration of the algorithms. 
6.2. Diagnosis ability 
The comparison is not limited to the classification performances. In fact we 
can evaluate the ability of each method when confronted to a diagnosis 
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Table 5 
Computing times, the values in brackets correspond to the optimal parameters and the values in 
italics to the corresponding classification rate 
Fuzzy c- K Nearest Neigh- Fuzzy pattern Fuzzy rules 
Means bows (k, N,,) matching (h, N.,,) 
T Nt, Tapp CP TCI T QP TCI Tapp T,I 
Plastic material data 14s 13 0.1s 4s 0.1 s 0.6 s 1 s 1 s 
97% (5, 25) 100% (10, 20) 1 00% 100% 
Metallic code data 450s 18 0.5 s 30 s 0.3 s 4.5 s 16s 30s 
9% (5, 35) 99.3% (1% 15) 9&l 97% 
IRIS data 31 s 18 0.2 s 6 s 0.2 s IS 20s 41s 
93% (10, 35) 97’% (5, 25) 94% 94%) 
problem. For this it is necessary to introduce the distance, membership and 
ambiguity rejects and the continuous learning notions. The membership reject 
can be realised according to the following principle: the point is rejected if its 
maximum membership degree is lower than a defined threshold. A point is 
rejected in distance if it is far from the learning classes. To finish a point is 
rejected in ambiguity if the difference between its two first membership degrees 
is lower than a other threshold. 
6.2.1. Fuzzy C-Means method 
This method find a good application in diagnosis when we have no pre- 
liminary information on the division of points into classes. It allows occa- 
sionally to define the number of classes and it can give a clustering which will 
later be used as learning set for a nonsupervised method. It is possible to in- 
troduce reject notions. Times of calculation are long enough and the classifi- 
cation of a new point requires the total cycle of the algorithm. The experiment 
showed that the choice of the threshold was of primary importance; the al- 
gorithm sometimes converges to local minima which do not always give the 
same sharing of classes. 
. 
6.2.2. Super&d methods 
Supervised methods can be compared to each other in a diagnosis appli- 
cation. The reject notions can be easily introduced into the algorithms of Fuzzy 
Pattern Matching and K Nearest Neighbours whereas the introduction of re- 
ject notion is problematic for the method based on the Fuzzy Rules. In fact the 
maximum membership value of a point isn’t in the center of the class but in the 
center of the corresponding box. It becomes difficult to introduce the distance 
reject notion knowing that a class can be out of center of the box. 
The increase of the learning set does not create any problem in the algorithm 
of Fuzzy Pattern Matching. Each time a point is classified, it can be easily 
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introduced into the possibility outlines on each attribute. For the K Nearest 
Neighbours algorithm, the increase of the learning set makes the computing of 
the distances longer. Different solutions were proposed to solve this problem, 
especially the reducing of the classes to prototypes: K nearest prototypes 
method but it generates a loss if information on the classes. Regarding the 
method based on the Fuzzy R.ules the increase of the number of learning points 
generates an increase in the number of rules and in the amount of computing 
time. 
7. Conclusion 
The tests carried on the three types at our disposal show that the method 
based on the Fuzzy Rules gives good results. However the computing times are 
relatively long and the method can’t be applied to the diagnosis. The K Nearest 
Neighbours algorithm gives very good classification rates. The integration of 
the reject notions for an application to the diagnosis is possible. The long 
computing times constitutes the major defect of this method. The Fuzzy Pat- 
tern Matching method seems to be the best method since it gives very good 
classification rates for the shortest computing times and it is possible to inte- 
grate reject notions. Consequently this is the method that we intend to use for 
the diagnosis of industrial process in real time. 
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