Machine learning area is a recent topic in data analysis and a researcher or worker of the area is called "Data Scientist" which nowadays has been a highly preferred job title in computing. In this study, we have two aims that the first is to implement a multiple regression analysis system which is developed in Ubuntu operating system on the Anaconda platform using Python3 in order to construct models of each attribute to make their estimations for future decisions taking less risk in advance of past experiences hided in cumulated data and the second aim is to find out effects of data transformation and min-max normalization in the data preparation before building models. After the system implementation, we test the system to determine the best estimation model of each attribute of the vehicles sold in the five European countries between 1970 and 1999. We have constructed six versions of the original dataset and these versions are used to construct regression models for further estimations. Finally, we compute the regression criterion value of R-Squared for each constructedmodel and we compare the models according to these values. Computational results are very promising that the system can be used efficiently and the effects of the data transformation and minmax normalization are significant for some attributes.
Introduction
In the digital age we live on, huge amounts of structural and non-structural data have been formed as a result of the activities generated on the internet. The size of data stored in the world in 2000 was 800,000 petabytes and it is expected to be up to 35 zettabytes by 2020 [1] . Developing and changing environmental conditions, globalization of the internet, competition with different research and development activities, marketing methods and difficulties in customers' satisfaction are increasing the importance of information obtained from data day by day. Database management systems are used to collect and manage the data by multi-users for their queries in real-time systems. Nowadays the size of the data is very big and it can be used to build worthwhile models by engineers in order to make better estimations. For this purpose, the area of machine learning can be useful and helpful. Machine learning has three main topics; Supervised Learning, Unsupervised Learning and Reinforcement Learning [2] . Supervised learning has two subtopics; Classification and Regression. Classification is used for detection problems and the regression for prediction problems like success rates of student, forecasting, population growth and sales amount. It has been recently used in many sector data analysis such as education, health, business, bioinformatics and many others. Therefore the works on the regression analysis and modelling is quite up-to-date and important by researchers, especially using big datasets [3] [4] [5] [6] [7] [8] [9] [10] [11] .
Our goals of this paper in supervised learning are to implement a multiple regression analysis system to construct models of each attribute to make their estimations for future decisions taking less risk in advance of past experiences hided in cumulated data and to find out effects of data transformations and min-max normalization during the data preparation before building models. Before the regression analysis, the dataset is prepared in Section 2; null values of the related attributes are cleaned, outliers of the numeric type of the attributes are detected and removed then dummy values of the categorical attributes are assigned. After the min-max normalization and two different transformations of logarithmic and square-rooted, we have six versioned datasets named as "Prepared", "Prepared-Logarithmic", "Prepared-Square-rooted", "Normalized", "Normalized-Logarithmic and "Normalized-Square-rooted". In Section 3, we introduce our system and give the background information about the regression analysis in machine learning. In Section 4, the computational results of constructed models based on our datasets and our computed regression criterion value of R-Squared for each constructed-model to compare the models are given. Finally, in Section 5, we present our conclusion and future work.
Data preparation
In the machine learning, before any analysis, the data should be prepared. The main purpose at this point is to pass through a set of transformation operations to ensure that the information content of the datasets is in the best form for learning tools [1, 2, 7 and 11] . The preparation must be formatted appropriately according to the software tool used. Also, there should be enough data under your hand according to each method. In theory, everything seems to be perfect, but in practice the data is usually unstructured.
Therefore the starting work of our study is the preprocessing of the data. The dataset we work with has vehicle sales information in five European countries between 1970 and 1999. These countries are Belgium, France, Germany, Italy and United Kingdom [12] . The dataset contains 11550 instances and 15 attributes. There are 11 numeric and 4 categorical attributes.
In Secti In Secti
A graph outliers [13] . Th Table 1 In Figur cleared The dat determi
Figure
The foll have be 
Min-Max normalization
After the assignment of dummy values, the min-max normalisation is processed that the minmax normalization method is applied to convert the data to numeric values between 0 and 1 [14] . This method is based on determining the largest and smallest numerical values of each numeric attribute and transforming the others accordingly. The commonly used formula is shown below: *
Where * is the transformed value, is the observation value, is the smallest observation value, and is the largest observation value. The values in the dataset are reduced to {0, 1}. After the min-max normalization, we name this version of "Prepared" dataset as "Normalized" dataset. We then apply two different transformations; logarithmic in Section 2.4 and square rooted in Section 2.5 to both datasets.
Logarithmic transformation
In the logarithmic transformation, the logarithm value of each numeric attribute value is calculated and the logarithm values are taken into the multiple regression analysis that it is applied after each target attribute was determined. Then the inverse function is applied to estimate the values of the target attribute. The logarithmic is taken and the results are achieved. We name these versions of the datasets as "Prepared-Logarithmic" and "Normalized-Logarithmic".
Square rooted transformation
In the square root transformation, values of each attribute are square rooted and then the multiple regression analysis is applied after each target attribute was determined. Then the inverse function is applied to estimate the values of the target attribute. The square root is taken and the results are achieved. We name these versions of the datasets as "Prepared-Square-rooted" and "Normalized-Square-rooted".
After the transformations, we have six versions of the original dataset: "Prepared", "Prepared-Logarithmic", "Prepared-Square-rooted", "Normalized", "Normalized-Logarithmic and "Normalized-Square-rooted". These datasets are used to construct multiple regression models in order to find out the effects of the transformations and min-max normalization.
Multiple regression analysis system in machine learning
Our multiple regression analysis system is self-coded on the Anaconda platform using Python3 for scientists, engineers and data analysts. Regression analysis is summarized in Section 3.1 below and then the used criterion of R-Squared is described briefly in Section 3.2.
Regression analysis in machine learning
Regression analysis is a method used to examine the relationship between attributes. When a correlation between attributes is found, this relation can be expressed in a model. It is used to construct a linear or non-linear model based on a single or multiple independent attributes to estimate values of a dependent attribute. "Single linear regression" model assumes that the relationship between the dependent attribute y and the independent attribute is linear. The model of the regression can be formed with y = a + bx where a is the offset and b is the slope of the linear relationship [3] . If the regression model includes a dependent attribute based on multiple independent attributes and is called as "Multiple Linear Regression". In this paper, we are focused on this model which is shown in Formula (5) as follows:
is the estimated value which is the dependent attribute, is the estimated regression cutoff point, , … … . , are estimated slope coefficients and , , … … , are independent attributes. In this paper, the coefficients of each model for every attribute are calculated based on the six datasets.
R-Squared criterion
After making the data preparation, it is necessary to calculate the erroneous estimation rates to compare successes of models to choose which is better or optimum to use for future decisions. R-squared criterion in Formula (6) is a statistical measure of how close the data are to the fitted regression line. 0% indicates that the model explains none of the variability of the response data around its mean. 100% indicates that the model explains all the variability of the response data around its mean.
(6)
SSE is the sum of squared errors of the model shown in Formula (7) . ∑ (7) SST is the sum of squared errors of our baseline model shown in Formula (8) .
is the predicted value of which is the real value and is the average value of all .
Computational results
During our experiments, the system is executed many times to construct the models based on taking each attribute as a dependent attribute and the others as independent attributes in our six versioned datasets. In the following sections from 4.1 to 4.6, we give the results of the ac attribute for each dataset in detail for an example. There are 6 models for each attribute based on six versioned datasets and the number of the constructed models is 66 in total for 11 attributes. We could not give all the models detailed due to the page restriction but we compared all models according to the regression criterion of R-Squared represented in Section 4.7.
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Conclusion and future work
The results show that the multiple regression analysis can be used for predictions and the transformations can be used to reach better results for some attributes such as ac and hp than using the original dataset. Therefore, in addition to our system, the following improvements can be worked in the future. The first one can be a mixed method in which the conversion of the others can be done in a mixed way so that each attribute can be estimated in its best way. For example, for the qu attribute, the best R-squared results were reached by logarithmic transformation, whereas the other attributes should be applied whichever yield their best results. The second works may take a long term to have new attributes which may affect the sales of automobiles and various analyzes can be made further like exchange rates, per capita national incomes. Last but not the least important one can be to have a real data to analyze which attributes are more effective than the others in order to estimate the sales amount of each vehicle.
