The interdependence of financial markets combined with their volatility make the multivariate GARCH model a suitable econometric framework for analysing their behaviour. However, the non-availability of analytical derivatives in a general context and the computational heaviness resulting from a numerical calculation still represent a major hurdle for the use of such models in practical applications. In a general simultaneous equation model with multivariate GARCH errors, analytical expressions of the score, the Hessian and the information matrices are derived and used for implementing QML and GMM estimation procedures. The asymptotic variances of these estimators are obtained using the same expressions and the asymptotic superiority of GMM over QML is shown in the non-normal case. A simulation study comparing different gradient algorithms for ML as well as the finite sample behaviour of ML and GMM shows that using analytical results instead of numerical approximations in the optimisation procedure yields better results and reiterates the superiority of GMM over QML in finite samples under non-normality.
Introduction
Many empirical phenomena require the specification of a system of structural equations for describing the interdependences among the different variables involved. Financial market behaviour is one such area where comovements and mutual influences among different returns or markets are important. In addition, these markets exhibit a great deal of volatility which can be incorporated through appropriate specifications of second order moments. A SEM (simultaneous equation model) with GARCH (generalised autoregressive conditional heteroscedastic) errors (SEM-GARCH) is therefore a suitable framework for analysing such markets.
The principal goal of this paper is to develop estimation methods for a simultaneous equation model with GARCH errors. The literature on simultaneous equation models is abundant. Starting from the classical setting of homoscedastic, independent errors dating back to Haavelmo (1943) , there have been many extensions on the assumptions regarding the disturbance terms (see for instance Fair, 1970, and Turkington, 1998 where autoregressive errors are considered or Baltagi, 1981 , Prucha, 1985 and Krishnakumar, 1988 where an error component specification is proposed). Harmon (1988) was the first to introduce GARCH innovations in a simultaneous equation model adopting the specification of Engle et al. (1984) ; nevertheless it is in Engle and Kroner (1995) that the model is presented and discussed in an extensive manner.
Excellent surveys of multivariate GARCH models can be found in Bauwens et al. (2006) and Silvennoinen and Teräsvirta (2009) . Engle et al. (1984) is the first to consider a multi(bi)variate ARCH model for combining inflation forecasts from competing models. The first multivariate GARCH model is due to Bollerslev et al. (1988) . Among the different parametric specifications of GARCH processes, one can particularly mention the VEC specification of Bollerslev et al. (1988) and the BEKK (Baba-Engle-Kraft-Kroner) specification of Engle and Kroner (1995) . Both these specifications directly model the conditional covariance matrix whereas recent developments have seen other approaches such as modelling of conditional (co)variances through common factors (see e.g. Engle et al., 1990) or modelling of conditional variances and correlations (cf. Bollerslev, 1990) .
Statistical packages offering estimation procedures for the multivariate GARCH model (see for example Brooks et al., 2003) exclusively use numerical approximations of the derivatives in their calculations, in spite of the definite advantage in using analytical expressions. This is basically due to the fact that few general analytical expressions are available in the literature except for some recent studies such as Lucchetti (2002) , Fiorentini et al. (2003) , or Hafner and Herwartz (2008) .
All these studies show that there is a clear advantage of using analytical derivatives for a better precision, faster rate of numerical convergence and greater stability of the results in their respective settings. Fiorentini et al. (1996) is the first study to come up with analytical score and Hessian in the context of a univariate GARCH model. Hafner and Herwartz (2008) provides analytical expressions for a 'pure' multivariate GARCH process which is not embedded in any structural model. Lucchetti (2002) gives the score function for a structural model with multivariate GARCH errors but does not proceed to derive the Hessian. Finally Fiorentini et al. (2003) provides results for a multivariate conditionally heteroscedastic regression model with Student t-errors. Our paper adds to this literature by looking at a combination which has not yet been studied so far from the perspective of practical implementation, namely a multivariate structural (simultaneous) equations model with GARCH errors and derives the analytical score, Hessian and information matrices in this setting enabling the implementation of both QML and GMM procedures. All of the above mentioned studies are solely concerned with (Q)ML estimation whereas we make use of the analytical derivatives for implementing QML as well as (optimal) GMM and for comparing the asymptotic variances of the two estimators. Further, the behaviour of the proposed estimators in finite samples has not been investigated to this date.
Our theoretical results are derived for a general M-dimensional process and using them is likely to yield more precise estimators in a shorter time than procedures that use numerical derivatives even when M is large. However it should be noted that it is not the purpose of this paper to explore the so-called 'curse of dimensionality' and our application is restricted to a bi-dimensional process.
The first part of this study (Section 2 and its different subsections) derives the analytical expressions of the score, the Hessian matrix, the information matrix and the asymptotic variance-covariance matrix of the ML/QML estimator. Then we go on to derive the optimal GMM estimator and verify its asymptotic equivalence with ML. We also show a better asymptotic efficiency of the optimal GMM estimator relative to the ML estimator in the non-normal cases.
The second part of the study (Section 3 and its different subsections) is devoted to the study of finite sample properties of both these estimators. We first analyse the choice of the iterative algorithm for the ML estimations, making use of the analytical expressions of the score, the Hessian and the information matrices previously derived and examining different possibilities for calculating the asymptotic variance-covariance matrix, thus generalising the results of Fiorentini et al. (1996) for the multivariate case. Next, we compare the performance of QML and GMM estimators in terms of finite sample bias and mean squared error. We end the paper with a few concluding remarks.
The SEM-GARCH framework

The model
Consider a linear simultaneous equation model with errors following a multivariate GARCH process, introduced by Engle and Kroner (1995) . The structural form of the model can be written as
where y t and x t are vectors of observations on respectively M endogenous variables and K exogenous (and/or predetermined) variables at time period t; Γ is a non-singular M × M matrix of unknown coefficients of the endogenous variables; B is a K ×M matrix of unknown coefficients of the predetermined variables; u t is a vector of M unobserved random disturbances at time period t with a conditional covariance matrix H t .
Substituting the usual normalisation and exclusion restrictions in the structural form, the m-th structural equation for the t-th observation can be written as y tm = y 
where
At this point we would like to recall notations of some special matrices used in our calculations. 
with L m defined in the previous paragraph, or with L Γ defined below in Section 2.3). Several specifications exist for the covariance matrix H t with some popular ones given by BEKK, factor models and linear/nonlinear combinations of univariate GARCH models such as dynamic (constant) conditional correlation models. The estimation method commonly employed in the multivariate ARCH context is maximum likelihood with a (simplifying) Gaussian distribution assumption. This results in a quasi-maximum likelihood estimation framework. In what follows, we present the log-likelihood function and derive the analytical expressions of score, Hessian matrix and conditional information matrix.
Log-likelihood function and score
As in Engle and Kroner (1995) , the log-likelihood function is given by
Let us denote the vector of parameters as θ =  δ ′ σ ′  ′ where δ contains the structural mean parameters and σ represents GARCH parameters to be defined later. As the GARCH model can be chosen from a wide variety of specifications, we introduce the following general notation for its first order derivative matrix (and its partition),
Result 1. The score function is given by
See Appendix A.1 for details of the derivation and definition of notational abbreviations.
General expressions of the Hessian and information matrices
Result 2. The Hessian matrix is given by
and
Result 3. The conditional information matrix
, which is equal to the conditional expectation of (3) as explained above, is given by
−1 is the reduced form coefficient matrix). See Appendix A.3 for derivation details.
Thus, only the first order derivatives of the variance specification appear in (5). The final Hessian and conditional information matrices are obtained summing respectively (2)-(5) over t.
Variance (GARCH) specification and its derivatives
We now choose a particular specification for the conditional variance namely the BEKK(1, 1) specification which has the advantage of ensuring positive definiteness of the variance matrix and derive the first and second order derivatives for this specification. Combining these with the results presented above, we obtain all the analytical expressions for the whole model. The BEKK(1, 1) representation is
or in vec form
where C , A and B are parameter matrices, C being an upper triangular matrix. We continue with the following notation of
The 'vech' operator is needed for selecting the non-zero elements of C , i.e. c = vechC
Result 4. The first order derivative of the BEKK GARCH specification is given by:
and L M is the elimination matrix. This result can be obtained by applying the chain/product rules for matrix derivatives to formula (6).
Result 5. Giving the following notation for the second order derivatives of the GARCH specification
the full ∆ t,θ θ matrix necessary for the computation of the Hessian matrix of the log-likelihood function in the BEKK(1, 1) case is obtained by substituting expressions (9)-(11) below in (8).
The elements of (8) are based on the derivation of (7) with respect to δ and σ and considering the superscripts 1, 2 separately for example
The formulae needed for the construction of each block are calculated separately and given below.
1. We have
2. ∆ 1 t,σ σ is obtained by piling the following blocks
with ∇ σ vec(B ⊗ B) given above. 4. Finally ∆ t,σ δ can be obtained by transposing and piling the corresponding blocks inside ∆ t,δσ as defined by Magnus and Neudecker (1988) 
Initial condition and analytical derivatives
Due to the dynamic nature of the GARCH process, we need additional assumptions on the initial conditions, i.e. the presample values of the residuals for calculating the conditional covariance matrix. One way of defining them would be the unconditional covariance matrix based on the mean structural equation errors,
The above expressions must then be included in our analytical derivatives when evaluating them recursively. For the bivariate GARCH(1, 1) case, where
The first order derivative of (12) is
We are not giving here its exact analytical expression as it will require introducing additional lengthy notations. Thus, the first order derivative for the variance is given by:
The second order derivatives can also be modified similarly (calculations are available with the authors upon request).
Estimation by GMM
Let us now turn to the estimation of the model by GMM. Recalling that our structural form is:
−1 J, the error terms of both conditional mean and variance equations are given by
Assuming a correct specification of the model we can write the following conditional moment restrictions
In what follows, we will present the conditions which lead to the optimal GMM estimator followed by an asymptotic efficiency comparison of the estimator with the QML estimator. We will show that under the normality assumption they are equivalent but the GMM estimator is superior when this assumption is violated.
Optimal GMM
Result 6. The optimal GMM estimator for θ is given by the solution of the following system:
+′ . The derivation of optimal instruments needs the conditional expectation E 0 t−1 [∇ θ ε t ] and the conditional variance matrix of ε t which can be written as
where the standardised third and fourth moments are assumed to be constants, denoted as Σ 3 and Σ 4 respectively and estimated by their sample counterparts. A richer specification of the third and fourth moments would be more appropriate in a setting where the series to be analysed (i.e. y t ) is described as a 'pure' ARCH/GARCH process without any structural model and the main interest is in the variance parameters. In our case, the GARCH process is embedded in a structural model whose efficient estimation is the object of primary interest and hence a simpler specification of the third and fourth moments seems reasonable. One could imagine a time varying (for example autoregressive) specification for conditional skewness and kurtosis but it will make the derivations considerably more complicated going beyond the scope of the paper. This is examined in studies such as Harvey and Siddique (1999) , Jondeau and Rockinger (2003) , Leon et al. (2004) and White et al. (2008) , in the case of a univariate process and we believe that it will certainly be a useful direction of further research to extend these approaches to the multivariate case. Note that asymmetry in distribution can also be introduced using mixtures of normal distributions as in Bauwens et al. (2007) and Haas et al. (2009) .
With the above specification of Ω t , we can deriveΩ t whose inverse is required for optimality. The first order derivatives of the errors are written as follows:
Thus the optimal instruments are given by
Comparison between QML and GMM
We compare the asymptotic efficiency of QML and GMM for two cases: (1) when u t is normally distributed and (2) when u t is not normal.
Theorem 1.
Under the normality assumption QML and optimal GMM are asymptotically equivalent.
Proof. See Appendix B.1.
Theorem 2. In the general case of non-normal errors, optimal GMM is asymptotically more efficient than QML.
Proof. See Appendix B.2.
Simulation study
ARCH case: optimisation performance of different ML algorithms
In this section we will use the previously derived analytical results in simulation experiments designed to evaluate the numerical performance of maximum likelihood estimation on the one hand and compare the performance of ML/QML with that of GMM. In the next subsection we compute the maximum likelihood estimator using different gradient algorithms and compare their speed of convergence with a view to determine the best way of implementing the procedure in practice. Our results generalise those obtained by Fiorentini et al. (1996) for the univariate case. The following subsection will analyse the performance of ML/QML and GMM, from the point of view of bias and mean squared error, both individually and relative to each other in the context of a SEM with GARCH.
The structural model specified is the one used in Krishnakumar and Ronchetti (1997) in which we modify the stochastic assumptions. The structural equations are given by:
with x tk , t = 1, . . . , T , k = 2, 3, 4, independent over t and uniformly distributed over  − √ 3, √ 3  for T = 100, 500 and 1000. We assume that the errors follow a BEKK ARCH(1) process as follows:
The autoregressive parameters of the ARCH process (0.7 and 1) are chosen to reflect the fact that most empirical studies find them to be relatively high. The errors are generated in the following way:
where the distribution of ε t is to be chosen and H 1/2 t is a matrix S such that SS = H t . This square root S is obtained by the spectral decomposition method. Three distributions are considered for the simulation experiment:
• a standard bivariate normal • a centred bivariate Student distribution of unit variances and zero covariance, with 5 degrees of freedom • a centred bivariate asymmetric Student distribution of unit variances and zero covariance, with 5 degrees of freedom and skewness parameters −0.6 and 0.8.
The Student distributions are generated according to the density functions given in Hansen (1994) . The initial values of the structural coefficients are given by a prior estimation of the SEM by 2SLS. As far as the variance parameters are concerned, we first estimate a scalar BEKK(1) model by maximum likelihood. The scalar BEKK model consists in replacing A by a scalar
For each of the three distributions considered, 1000 repetitions are carried out. This section discusses the simulation results on our maximum likelihood procedure in the context of the above multivariate ARCH model. To make the comparison with Fiorentini et al. (1996) easier, we proceed along the same lines as the latter study: comparison of speed of convergence of the different algorithms used as well as the different possible options for calculating the asymptotic covariance matrix.
As the first order conditions of maximum likelihood are nonlinear and have no explicit solution, the system is solved iteratively by a Newton-type algorithm using the gradient s, the Hessian matrix or an approximated version of it (Q ), and a preliminary estimation of θ ,θ (i) .
More precisely, the algorithm iterations are defined as:
The scalar λ(i) provides the step size in the given direction. The algorithm stops when all parameter values and/or the objective function value do not change for a given convergence criterion from one iteration to another. We deliberately used a strict convergence criterion namely 10 −8 for comparing the different options. Four options are explored for calculating Q : the information matrix (I), the Hessian matrix (H), the outer product of score (OP) normally used in the procedure known as BHHH and finally an approximation of the Hessian matrix based on the gradient called BFGS which we will denote as (G)-BFGS is an abbreviation for the method based on Broyden (1970 ), Fletcher (1970 , Goldfarb (1970) and Shanno (1970) . This last method is generally used in situations where an analytical expression of the Hessian matrix is not available and when it is too costly in terms of time and precision to compute a numerical version of it. The gradient is analytically calculated in all the options. The simulations are implemented in Matlab.
First we examine the number of iterations needed for convergence. For all the three distributions studied in this paper and all sample sizes, Fig. 1 gives the cumulative frequencies of completed iterations. Note that the number appearing in the upper left corner of each diagram indicates the number of simulations eliminated due to non-convergence up to 400 iterations occurring in the case of OP algorithm.
From Fig. 1 one can see that the best rate of convergence is obtained when using the Hessian matrix in the algorithm. For example, 90% of simulations converged in 11 iterations for the normal distribution and a sample size of 100. When Q is calculated numerically (G) it takes almost double the number of iterations to converge. The same number is multiplied by two and a half for the I algorithm and by four for the OP algorithm. As the sample size increases, the I curve moves closer to the H one whereas the OP curve though coming closer still ranks lower than the other two. Furthermore, the general behaviour of the H and G algorithms remains stable across all the distributions and over all sample sizes.
In order to get an idea of the relative speed of convergence we also computed the distance measure proposed by Fiorentini et al. (1996) for each iteration. This measure represents the distance D(k) between the value of the parameter at the iteration in question (k) and its final value relative to the distance between its initial and final values, D(0). In the case of a vector of parameters, the norm of the difference vector is used. Fig. 2 reports the box-plots of the distance values at each iteration going up to 20, taking one algorithm at a time. In each diagram we have also drawn the curve connecting the mean distances. Comparing the four graphs of the algorithms it seems that I and H have similar speeds, followed by G with OP being the slowest. In the second part of the figure the y scale is magnified 10 times to better understand the behaviour just above the x-axis especially for the last two. Here we see that OP is still relatively far from the final value at the 20th iteration whereas G has almost converged. No big difference is apparent between I and H. However, if we compare the median values of distances for all the methods with one another, we note that the H curve is the steepest near the endpoint even if I is better to start with. The speed of algorithm I also varies with the sample size (and that of OP to a certain extent) while the other two (G and H) are not affected. Recall that a similar pattern was observed earlier (stability of the behaviour of G and H) when looking at the cumulative frequencies of required iterations. OP is the worst method in all situations especially for non-normal distributions.
Note that the similarity of behaviour of I and OP found in the study by Fiorentini et al. (1996) is no longer valid here, with I performing much better in our case.
Before concluding this discussion, it is worth mentioning that all the algorithms lead to the same estimation results for each simulation even if they differ in their speed of convergence. Let us now turn to our estimation results which are summarised in Tables 1-3 in Appendix C. In each table, the first column gives the sample size and the second one the true values of the parameters. Columns 3 and 4 report the mean and median values of estimations (they are the same for all algorithms as noted earlier). The remaining columns are concerned with the variances of the estimators, starting with the mean squared error (MSE). The last five columns report the variances calculated according to different formulae. The first three need no explanation. The last two represent the quasi-maximum likelihood estimates for a non-normal distribution. They are given by
QMLH is the sample estimate of the 'robust' asymptotic variance given by the usual 'sandwich' formula for a non-normal distribution (see for example White, 1982 , Gourieroux et al., 1984 and White, 1994 ) whereĤ denotes the mean over all periods of the Hessian matrix evaluated at each period at the estimated value of the parameters and whereÔP is the mean over all observations of the outer product evaluated at each period at the estimated value of the parameters. Bollerslev and Wooldridge (1992) proposed a modified version (denoted here as QMLI) which uses the sample mean (denoted here asÎ) of the conditional expectation of the Hessian at each period rather than that of the Hessian itself thus avoiding the calculation of the full analytical expression of the Hessian matrix in cases where the Hessian is hard to derive. Based on these tables in Appendix C we can notice a slight under-estimation of the constant term of the variance equation, especially for T = 100. The other parameters are estimated almost without bias. Results concerning variances of parameter estimates are summarised in Figs. 3 and 4. Fig. 3 concerns the mean squared error of the estimated parameters multiplied by 100. In each plot, in the left-hand side column, the bars correspond to the three distributions for a given sample size T while on the right-hand side, the three sample sizes are varied within a given distribution. The overall pattern is similar within each group of plots if we forget the scale of the y-axis. Looking at MSE levels, we see that there is a huge reduction as we increase the sample size from 100 to 500 observations and a substantial increase as we go from normal to asymmetric Student. MSE is reduced at least six or seven times when the sample size is increased from 100 to 500 observations. This reduction is about twice when the sample size goes from 500 to 1000 observations. This is true for all parameters and for all the three distributions. Thus the biggest reduction occurs going from T = 100 to T = 500.
MSE of structural coefficient estimators increases by about 40% whether we go from a normal distribution to a Student or from a symmetric Student to an asymmetric one for T = 500, 1000. For smaller T = 100 the MSE for normal and Student are almost the same whereas it increases by about 25% for an asymmetric Student relative to a standard one. Turning to the variance parameters, the MSE is generally multiplied by 2-2 1 2 times for a Student with respect to a normal and is further increased by another 50% for an asymmetric Student.
Let us now look at the different estimations of the asymptotic variances of the parameter estimators (I, H, OP, QMLH, QMLI) and compare them with the mean squared error (taking the latter to be an approximation of the exact variance given that the estimators have their true values as their mean). The relative difference of the variance estimation produced by each method with respect to MSE is plotted in Fig. 4 . Note that I, H and OP are represented by the same curve. When there is no specification error (i.e. in the case of a normal distribution), the five estimated variances are clearly close to one another (in fact even the same) and very close to MSE for T = 500, 1000. For T = 100, only QMLH remains close to MSE, with all the others underestimating the variance. When the data are generated by a Student, there is underestimation by 30% for the coefficients and 50% for the variance-covariance parameters in the case of I, H and OP for all T . QMLH has the shortest distance from MSE for all sample sizes and QMLI for T = 500, 1000. This pattern is repeated when the errors follow an asymmetric Student with an aggravation of the underestimation for I, H and OP.
Finally, we make some general remarks based on the above analysis. First we note that QMLH (using analytical expressions of the Hessian) is consistently the best performer for variance estimations followed closely by QMLI (using the information matrix) for bigger sample sizes. Thus the sandwich estimators seem to do a good job compared to the others, especially when there is a specification error as one would expect. However between the two sandwich estimators (QMLH using the analytical expression of the second derivative and QMLI using its expectation instead) the second one is less performing in relatively small samples.
GARCH case: estimation performance of ML/QML and GMM
Estimation by maximum likelihood
With the same structural equations as above, we specify a GARCH(1, 1) process for the errors, again with a BEKK specification:  .
Once again the autoregressive parameters of the GARCH process are chosen keeping in mind that they are generally found to be relatively high in empirical analyses. However, since we wish to give more importance to the GARCH component in this simulation experiment, we first chose the diagonal elements of B to be greater than 0.5 and then the values of elements of A are fixed in such a way to ensure stationarity of the GARCH process. This explains why we could not take the same values of A used in Section 3.1.
Here we do not repeat the comparative study of different optimisation algorithms as it would lead to the same conclusions. Hence we directly go on to discuss the performance of different estimators in the GARCH case.
The distributions considered for the simulations are the same, except for the skewed Student distribution where the skewness parameters are changed to 0.6 and 0.8 respectively for exploring a different configuration without fundamentally altering the nature of the distribution. Note that the variance parameters in A are slightly modified in order to ensure stationarity of the GARCH process. The generated sample sizes are of 500, 1000 and 1500 observations. Fig. 5 shows the maximum likelihood estimates. The corresponding numerical results can be found in Table 7 of Appendix C. Here one can see that the dispersion of all the estimates decreases as sample size increases. However, as we move from a normal to a Student and then to a skewed Student, there is not much change in the dispersion of the coefficient parameters whereas that of the variance parameters increases. Note that the dispersion of the estimate of the constant term in variance is much larger than that of all other parameter estimates. Fig. 6 represents the mean squared error of each estimated parameter multiplied by 100 is based on the results reported in Tables 4-6 in Appendix C. On the left hand side panel the sample size varies from one graph to another whereas all three distributions are represented in the same graph. On the right hand side panel the distribution changes from one graph to another whereas all three sample sizes are shown in each graph. As expected, MSE decreases with sample size and increases with the distribution moving away from the normal. Increasing the sample size from 500 to 1000 observations reduces the mean squared error by half, and an additional one-third when we consider 1500 observations. The effect of switching distributions is far more important for the variance parameters than for the structural ones which vary between zero and 30%. Going from a normal distribution to a Student distribution increases MSE (at least doubling it), which is further increased by 50%-100% for the asymmetric Student distribution.
Finally, let us consider the estimation of variance-covariance matrix of parameter estimates. As for the ARCH case, we estimated the asymptotic variance matrix by several ways: H, OP, I, QMLH and QMLI and compared each value with the MSE. Fig. 7 displays the variation of the mean (over simulations) of the estimated parameter variances with respect to MSE. Though five estimations of variance are computed, I is missing in the figure because it is generally situated between H and OP which are very close. Only QMLH remains close to MSE for all the cases in the figure. While all estimators behave similarly well in the normal case, MSE is underestimated by I, H and OP varying between 30% and 50% for structural parameters, from 50% up to 80% for the variance parameters (OP being the most distant from the MSE value).
Estimation by GMM
Our optimal GMM procedure is implemented as follows:
Step 1. Calculate the optimal instruments from the initial values of parameters.
Step 2. Minimise the objective function based on the orthogonality conditions using the above instruments. This step involves an iterative procedure to obtain the solution for the parameter values.
Step 3. Go back to Step 1 and recalculate the optimal instruments using the new parameter values obtained in Step 2.
Step 4. Repeat the above steps until the estimated parameters converge, with a 0.01 precision for the mean parameters and 0.02 precision for the variance parameters (the maximum number of repetitions is fixed at 40).
Thus we see that there are two iterative algorithms within this procedure: an 'internal' one representing the minimisation programme given the optimal instruments calculated from the previous values of parameters and an 'external' loop (called repetition here) in which the optimal instruments are recalculated with the new parameter values. Ideally one can expect that after each repetition, the gap between two successive parameter values decreases and convergence is achieved after a few iterations. In practice, some repetitions do not converge at all. The minimisation of the objective function can fail, or the parameter values do not converge (numerically) within upper limit of 40 iterations. We remove the non-converging cases from the analysis of bias and MSE that follows. Note that the he non-convergence is due to abnormal starting values and hence the simulation is repeated until the estimation procedure converges. However the non-converging cases for GMM are not more than those observed for ML.
GMM estimation is also considered for 1000 simulations and three sample sizes, 500, 1000 and 1500. Fig. 8 shows the box plots of the estimated parameters, with the number of non-converging (eliminated) simulations on top. The number of eliminated simulations is important in the asymmetric Student case especially for the smallest sample, i.e., T = 500 (12%).
For the symmetric Student distribution, and the same number of observations, the removed simulations represent 9% of the total. Once again, an important dispersion is observed in the estimations of the constant parameters in the variance equations. Fig. 9 reports the MSE as a function of the distribution and of the sample size. Increasing the number of observations from 500 to 1000 reduces MSE by 50%-60%, and a sample size of 1500 by another 30%-40%. MSE of structural coefficient estimates only reduces slightly going from the normal to a symmetric Student distribution, this reduction being more significant, up to 50%, while going from the symmetric Student to an asymmetric Student (an explanation of this result is attempted in the following subsection). The same distribution changes produce an increase in MSE of variance estimates by 50%-100% and by zero to 50% respectively.
Finally, Fig. 10 presents the percentage change in the estimated variance compared to the estimated mean squared error. While the change does not exceed 10% in the case of structural coefficients, MSE is under-estimated by 10%-20% for the normal distribution with sample size 500, and by 0%-10% for T = 1500. Changing distributions, first from normal to Student and then to the asymmetric Student, leads to an increase in the under-estimation (by 10%) for all sample sizes.
Comparison between ML and GMM
Let us begin by presenting the box plots of the estimated parameters of mean (Fig. 11) , of variance (without the constant, Fig. 12 ) by juxtaposing the results obtained by ML and GMM. Note that if a simulation does not converge for one procedure -ML or GMM -it is eliminated for both, for the purpose of comparison. The dispersions of ML and GMM estimates are comparable in the case of the normal distribution, while the GMM box plots are generally narrower compared to the ML ones for the Student and the asymmetric Student distributions. The mean squared error (see Appendix C, Tables 4-8) is reduced by 10%-20% and by 40%-60% respectively for these two distributions. This holds for all the estimated parameters i.e. the structural coefficients as well as the variance parameters.
We make a final comparison between the MSE of ML/GMM with that of the initial values given by 2SLS. Table 9 presents the mean squared error of 2SLS estimates multiplied by 100, as well as the median of the variance-covariances and skewness and kurtosis coefficients for the residuals of the reduced form and 2SLS estimations.
The mean squared error of ML/GMM is 60% less than that of 2SLS in the case of normally distributed samples. In the case of Student distribution the reduction is of the same order for GMM (with respect to 2SLS) and less important for ML. Finally, for the asymmetric Student distribution, the MSE of ML is half of that of 2SLS, while GMM reduces it by three quarters. These results hold for all the sample sizes under consideration.
One can also notice a reduction of the residual variance (of both reduced form and 2SLS residuals) when we pass from a normal to a Student distribution. This reduction in the variance of the disturbances combined with the increase in the values of the higher order moments produces very close 2SLS mean squared errors for all the different distributions for a given sample size. This MSE is even further reduced by GMM, which takes into account the third and fourth order moments, especially in the case of Student and asymmetric Student distributions thus yielding a smaller MSE compared to ML.
Concluding remarks
This paper is concerned with the estimation of the simultaneous equation model with GARCH errors. We discuss both ML and GMM approaches for the estimation of the parameters under the assumptions of the existence of the third and fourth order moments. For both the methods, we derive all the analytical expressions necessary for studying the asymptotic properties of the coefficient and variance parameter estimates and drawing inference. The same expressions also enable us to obtain the optimal GMM estimator for the parameters of interest, and to compare their asymptotic efficiency with that of ML/QML estimator.
The analytical expressions of the score, Hessian matrix, information matrix and of the asymptotic variance are not only interesting from a theoretical point of view but also from the implementation point of view. Given the somewhat complex calculations involved, the estimations are generally carried out by selecting optimisation procedures that avoid their explicit calculation. In our framework we show through a simulation experiment that there is a real advantage in using the analytical expressions of the Hessian and/or the information matrix compared to rank-one updating procedures such as BHHH or BFGS. The former methods require a smaller number of iterations in addition to having a faster initial rate of convergence.
The analytical expressions of the Hessian and the information matrices enable us to compare the two forms of the asymptotic variance-covariance matrix available in the case of QML as in Fiorentini et al. (1996) . We find that in relatively small samples with non-normal disturbances, the QMLI version commonly used in the GARCH framework is slightly inferior compared to the classical QMLH approach. An optimal GMM estimator is derived and implemented through a continuously updated iterative algorithm involving a minimisation procedure in one of the steps.
An extensive simulation study of finite sample behaviour of QML and GMM estimators of SEM with GARCH errors shows that all estimators have a rather small bias in finite samples (of size 100 and above). The variance of parameter estimates given by GMM are quite close to MSE and even the slight underestimation disappears as sample size increases. However as we go from the normal to a Student to an asymmetric Student, the underestimation of MSE increases going up to 50% in the case of mean parameters and up to 100% for the variance parameters.
Finally, for a correct specification of the model and the distributions, the GMM estimator offers more precise results compared to the QML estimator in finite samples. This confirms the asymptotic efficiency result derived analytically in the theoretical section. Resistance of the asymptotic variance of QML to a misspecification of the distribution is also confirmed by our simulations.
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Appendix A. Details for the calculation of score, Hessian and information matrices
A.1. The score
Before deriving the score, we explain the notation used:
as a column vector.
∇ θ θ l t denotes the matrix of second order derivatives
By deriving l t with respect to δ and σ , and noting
, we obtain:
By considering ∇ δ l t and ∇ σ l t together, and by transposing we obtain:
Writing it in a more compact form, we obtain the expression of score, given in (1):
A.2. The Hessian matrix
Let us start with the expression of the score in matrix form, for one observation
, and apply the rules of product derivation. We get
t . Let us consider each term of the above expression separately: 
We find the matrix Hess t,1 (δδ) from the first three lines of the above expression. In the two other blocks, ∇ σ δ l t and ∇ σ σ l t , we will have similar terms, but with ∆ t,δ or ∆ t,σ . The last line corresponds to Hess t,2 (δδ).
Note that
In fact, by the properties of the commutation matrix, we have
Following the same steps, by using the above matrix derivatives, and adapting the indices, we obtain for the second block of the Hessian matrix
The last two terms of this expression will have zero expectations, and the last one belongs to Hess t,2 (σ δ).
The last block is
with a zero first term, since ∇ σ u t = 0 (we are not in the case of a 'garch-in-mean' model), therefore
As before, the last two terms will have zero expectations, and only the last one belongs to Hess t,2 (σ σ ).
By rearranging the terms of the above derivatives, we find for Hess t,1 ,
Written in a more compact form we obtain the following expression for Hess t,1 :
Hess t,2 : is derived with the particular specifications of H t given in Section 2.4. Thus it becomes
In a very compact notation, the final form is
A.3. The information matrix
To determine the information matrix, we calculate the conditional expectation of the Hessian matrix which corresponds to the conditional expectation of (3), since the conditional expectation of Hess t,2 is equal to zero. Therefore, we should calculate the conditional expectation of z t z ′ t and that of (I M ⊗ u t ) Z t , knowing that E t−1
whose conditional expectation is
Thus the element of the sum defining the information matrix is
Appendix B. Proofs of theorems
B.1. Proof of Theorem 1
In this case the conditional variance-covariance matrix Ω t of ε t is block-diagonal
and the system to be solved becomes
Hence the limit variance-covariance matrix is
in the middle matrix, we obtain the information matrix of (5).
Therefore, FIML and the optimal GMM have the same asymptotic efficiency.
B.2. Proof of Theorem 2
We prove the result in the general case by using a general theorem stated in Newey and McFadden (1994) . According to this theorem we have to verify the condition E
The score (1) calculated in the previous section, can be written as
Therefore,
the last term being equal to zero in conditional expectation. The first one can be simplified as
The second term is calculated as
Putting together all the elements, we obtain the equality E
which implies a better asymptotic efficiency of the GMM estimator in the non-normal case, provided the conditional moments of third and fourth order are correctly specified.
Appendix C. Tables
See Tables 1-9 . 
