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Abstract
Let T6 denote the class of all 6-connected (equivalently 6-regular) toroidal graphs and let G ∈ T6 which
is not minor-minimal in T6. Let G′ ∈ T6 be a proper minor of G with maximum number of vertices. We
show that |V (G)| − |V (G′)| = fw(G), where fw(G) denotes the face-width of the toroidal embedding
of G. Consequently, we show that the only minor-minimal graphs in T6 are K7, K8 − 4K2, K9 − C9, and
K9 − 3K3.
© 2006 Elsevier Inc. All rights reserved.
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1. Motivation and introduction
Tutte’s work on 3-connected graphs [18] implies that every 3-connected graph G = K4 con-
tains an edge e such that G/e is again 3-connected. Such an edge is called 3-contractible.
A graph G is k-contraction critical if it is k-connected and does not contain a k-contractible
edge. Fontet [8] and Martinov [15] have independently characterized 4-contraction critical
graphs. It follows easily from their characterization that in every 4-contraction critical graph G
(G = K5,G = K2,2,2) there exists a pair of edges e, f , such that G/e/f is again 4-connected,
see [13] for example.
Let Ck denote the class of k-connected graphs, which contain at least one proper k-connected
contraction minor. By rk(G) we denote the minimum number, such that there exists a nonempty
set X ⊆ E(G) of cardinality rk(G), so that G/X is k-connected. It follows from above, that r4
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has observed that if k  6, then rk is not bounded on Ck . Appropriate examples are constructed
using 6-connected toroidal graphs. In this paper we compute the exact number r6(G) for every
6-connected toroidal graph G.
It is not known whether r5 is bounded on C5. There exist graphs G ∈ C5 satisfying r5(G) = 5
and it is conjectured that r5(G) 5 for every G ∈ C5 [4].
Stepping one further step back we could say that the original motivation of this paper is Tutte’s
result [18] that every (vertex) 3-connected graph contains K4 as a minor. Halin and Jung [11]
proved that the minor-minimal 4-connected graphs are K5 and K2,2,2, i.e. every 4-connected
graph contains K5 or K2,2,2 as a minor. We do not know the complete set of minor-minimal
k-connected graphs for any k  5. Yet we were able to determine the set of minor-minimal
5-connected graphs which embed into the projective plane [6,7]. This paper presents the set of
minor-minimal 6-connected graphs which embed in torus and is partially included in the author’s
PhD thesis [4].
We mostly deal with simple graphs without loops or multiple edges and use notation from [3].
A 2-cell embedding of a graph G into an orientable surface is determined by assigning to every
vertex v ∈ V (G) a cyclic permutation of its neighbors. If G is an embedded graph, then F(G)
denotes the set of faces of G. We refer the reader to [10] or [16] for further details on graph em-
beddings. The face-width of an embedded graph G, denoted by fw(G), is the minimum number
of faces of G such that the closure of their union contains a noncontractible curve. The edge-
width of an embedded graph G is the minimum length of an essential cycle in G. We denote
the edge-width by ew(G). A triangulation is an embedding of a 3-connected simple graph where
every face is of length 3 (a triangle). If G is a triangulation, then fw(G) = ew(G) 3. Additional
material on face- and edge-width of graphs can be found in [16].
If v is a vertex of a triangulation G, we denote by N0(v) the set {v}. Inductively, for k  1, let
Nk(v) be the union of those closed triangles which contain a vertex from Nk−1(v). Whenever it
will be more appropriate, we shall consider Nk(v) as a graph. Analogously, ∂Nk(v) denotes the
graph in Nk(v) \Nk−1(v).
The distance between vertices u and v in graph G is denoted by distG(u, v).
Let T6 denote the class of all 6-regular toroidal triangulations. We denote by T 06 the set of
minor minimal graphs in T6, and let T +6 = T6 \ T 06 .
Let T stand for the graph of the infinite regular triangular planar grid. To every edge e ∈
E(T ) we may assign a line le ⊆ T which contains e, and say that edges e and e′ are of the same
color if either le = le′ or le and le′ are parallel. We color E(T ) by three colors: α, β , and γ .
Now to each color we associate two directions, α and −α are the directions of the color α, etc.
For convenience reasons we shall in all subsequent figures assume that α = (−1/2,√3/2)T ,
β = (1/2,√3/2)T , and γ = (1,0)T .
Coverings of graphs can be defined in a purely combinatorial way [10]. However, in this paper,
we shall need some basic facts concerning coverings of surfaces, uniqueness of the universal
covering space, and properties of lifting paths. These topics are covered in every introductory
course on algebraic topology, [9] is a fine example.
2. Old and new results
The purpose of this section is to gather necessary tools and state the new results. The first
lemma comes from [17, Theorem 3.2, Lemma 1.1].
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Lemma 2.1 (Negami). A (simple) toroidal graph G is 6-connected if and only if it is 6-regular.
In this case G triangulates the torus.
So does the second one [17, Theorem 1.1].
Lemma 2.2 (Negami). A (simple) 6-connected toroidal graph is uniquely embeddable in the
torus.
This implies that we can interchangeably speak of simple 6-connected (or 6-regular) toroidal
graphs and their torus embeddings.
M is a 6-regular toroidal triangular map if M is a torus embedding of a (not necessarily
simple) graph, where every vertex is incident with 6 edges (loops count twice) and every face of
M is a triangle. We denote the set of all 6-regular toroidal maps by M6.
A toroidal map T (p,q, r) (p  1, q  1, r  0) is shown in Fig. 1. Note that the left and
right sides in the graph shown are identified, and we identify top and bottom sides with an
offset. Hence, vertices in Fig. 1 marked with a square represent a single vertex in T (p,q, r).
The meaning of the parameters p, q , r is not uniquely defined in literature [1,2,12,17]. We adopt
notation from [12]. We may assume that 0 r < p. Even so, a single map can be determined by
up to 6 different triplets (p, q, r).
Altshuler [1,2] gave a characterization of 6-regular toroidal triangular maps:
Lemma 2.3 (Altshuler). The maps inM6 are exactly the maps T (p,q, r) (p  1, q  1, r  0).
Further, every map M ∈M6 is covered by the infinite regular triangular planar grid T and is
vertex-transitive.
The conditions on p, q , and r implying that T (p,q, r) ∈ T6 were also studied in [1]. In
order to show that a triangular map M ∈M6 is indeed a triangulation, it is enough to see that
an arbitrarily chosen vertex v ∈ V (M) has six distinct neighbors, as M is vertex transitive by
Lemma 2.3.
We will show:
Theorem 2.4. The only minor-minimal members of T6 are K7 = T (7,1,3), K8 − 4K2 =
T (8,1,3), K9 −C9 = T (9,1,3), and K9 − 3K3 = T (3,3,0).
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of order at most 9, and are 6-regular. So their complements are also vertex transitive, of order n ∈
{7,8,9}, and have respective degree n− 7. They are K7, 4K2, C9, and 3K3. Verifying equations
K9 −C9 = T (9,1,3) and K9 − 3K3 = T (3,3,0) is left as an exercise to the reader.
The next section will be primarily devoted to the proof of the following theorem.
Theorem 2.5. If G ∈ T +6 , then we may obtain a proper minor G′ ∈ T6 of G, such that |V (G)| −|V (G′)| = fw(G) and fw(G′) fw(G)− 1.
Somewhat more tedious is the proof of the converse statement, the main result of this paper:
Theorem 2.6. If G ∈ T6 and G′ is a proper 6-connected minor of G, then |V (G)| − |V (G′)|
fw(G).
We use the fact that G′ is toroidal. Hence, it is 6-regular by Lemma 2.1 and its toroidal
embedding is a triangulation. Therefore G′ ∈ T6.
We can rephrase Theorem 2.6 as: If G is a graph in T +6 then we need to contract at least
fw(G) edges in G to obtain a proper minor of G in T6. Theorem 2.5 says we can in fact do it
with that many edges.
A (not necessarily 6-regular) triangulation of the torus G is called irreducible if no proper
minor of G triangulates the torus. Lawrencenko [14] has determined the complete set I of 21
irreducible toroidal triangulations, and the graphs K7, K8 − 4K2, K9 − C9, and K9 − 3K3 are
exactly the 6-regular graphs in I . So already Lawrencenko’s result implies that these four graphs
are minor-minimal 6-regular toroidal graphs. However, the flavor of this paper lies in conjunction
of Theorems 2.5 and 2.6. Our proof of Theorem 2.4 lies hidden in the last steps of the proof of
Theorem 2.5.
3. Proof of Theorems 2.4 and 2.5
We shall start our proof by an illustrative example. Choose k  2 and let G be the graph
T (3k, k,2k), see Fig. 2(a). Observe that the square-shaped vertices represent the same vertex. Let
X denote the set of edges drawn thick in the same figure. Clearly, |X| = 2k. An easy inspection of
the universal cover of G (Fig. 2(b)) shows that for every edge e ∈ X the graph ∂N1(e) contains
exactly eight vertices and two edges from X. Hence, G/X ∈ M6. Further, if G/X does not
contain loops or parallel edges, then G/X ∈ T6. It is enough to see that fw(G/X) 3. Another
easy inspection of the universal cover of G shows that fw(G) = 2k. Now it can be seen from the
Fig. 2. Graph T (3k, k,2k) and its universal cover, shown with k = 6.
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Therefore:
(3.1) The graph T (3k, k,2k) ∈ T +6 for all k  2. Further, Theorem 2.5 holds in case G =
T (3k, k,2k).
We proceed by formalizing the above concept. A ladder L is an injective mapping
L :Z→ E(T ) (1)
(recall that T is the regular triangular planar grid) which satisfies
(L1) L(Z) is a matching in T and
(L2) for every k ∈ Z the endvertices of L(k) and L(k + 1) induce a K4 −K2.
Clearly, all edges in a ladder L are of the same color. By the same argument as above, we see
that T/L is isomorphic to T , if L is a ladder. Ladders L1 and L2 are independent if L1 ∪ L2 is
a matching in T and the edges in L1 ∪ L2 are of the same color. Let L be a (finite or infinite)
union of pairwise independent ladders. Then L is a matching in T , and contracting every edge
in L produces an infinite plane graph G/L, which is isomorphic to T .
We shall use horizontal segments as edges of ladders in all subsequent figures. This will enable
us to say that some edge lies below, above, or even immediately above some other edge from the
same ladder.
Choose an arbitrary graph G ∈ T6 and a vertex v ∈ V (G). Let p :T → G be the covering
projection and let P = p−1(v) be a fiber of v. Now P is a subgrid of T . Let C1 denote some
shortest path in T between a pair of distinct vertices from P . Consider C1 as a sequence of steps
in directions α,−α, . . . ,−γ . Minimum length of C1 implies that C1 uses at most two directions,
and that the angle between these two directions equals π/3. Without loss of generality we may
assume that C1 uses only α and possibly β . By symmetry of T we may further assume that
the number of steps in direction α in C1 is not less that the number of steps in direction β . As
changing the order of traversed steps yields a walk with the same endvertex (provided the initial
vertex is fixed), we shall assume that C1 first passes the steps in direction α, and passes steps in
direction β (if any at all) later. In view of this we write
C1 = l · α + k · β, where l  k  0 and l  2. (2)
Now C = p(C1) is some shortest noncontractible cycle in G. Hence, fw(G) = k + l. The fact
fw(G) 3 justifies the last inequality in (2).
The connected components of p−1(C) are two-way infinite paths Pi (i ∈ Z). We say that Pi
and Pj are consecutive if the strip bounded by Pi and Pj contains no Pk (k = i, j). Without loss
of generality we may assume that Pi and Pj are consecutive if |i − j | = 1.
The edges of C are colored with at most two colors α and β . Choose a direction γ of the third
color γ and let
X = {e ∈ E(T ); the endvertices of e are v1 and v1 + γ , where v1 ∈ C1
}
. (3)
Define L= p−1(p(X)). We have
(3.2) |p(L)| = |p(X)| = |X| = k + l = fw(G),
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path Pi and speak of consecutive ladders Li and Lj if |i − j | = 1.
(3.3) Distance between consecutive ladders Li and Li+1 is at least l − 1.
Let L1 and L2 be ladders at distance at most l − 2. Choose a vertex v1 ∈ P ∩ P1 which lies
closest to L2. Without loss of generality, we may assume that L2 lies to the right of L1 and that
one of the edges in L2 lies in the shaded region shown in Fig. 3(a). Denote Nfw(G)(v1) by N .
If an edge e from the top side of N belongs to L2, then also fw(G) edges immediately below e
belong to L2 ∩ N . One of these fw(G) edges has its left endvertex in P , and it belongs to
the interior of N . (Here we use the fact, that we obtain edges in L2 using direction γ .) This
contradicts the assumption on face-width. Hence, if v ∈ P ∩ L1 then no edge of L2 belongs to
the top side of Nfw(G)(v). This implies that the shaded region in Fig. 3(a) contains no edges
of L2, which in turn contradicts the distance assumption and the proof of (3.3) is complete.
By (3.3) L is a union of independent ladders, as l  2.
Let Γ be a translation subgroup of the automorphism group of T which leaves P invariant. It
is easy to observe that Γ also leaves L invariant. This implies:
(3.4) If G ∈ T6 and X defined as in (3), then G′ = G/X ∈M6.
If fw(G′) 3, then also G′ ∈ T6. Therefore, we only need to see what happens to face-width.
Let P ∪ ( γ + P) denote the set of endvertices of those edges of L which have one endvertex
in P . Obviously, fw(G′) equals the minimum distance between vertices of P ′ = (P ∪( γ +P))/L
in the graph T ′ = T/L. Let Q′ be a corresponding shortest path, and let e′1 and e′2 be the endver-
tices of Q′. Uncontracting T ′ back to T , vertices e′1 and e′2 blow up to edges e1 and e2 in T . We
may assume that ei = viui and also that ui = vi + γ (i = 1,2).
(3.5) fw(G′) = distT ′(e′1, e′2) fw(G)− 1.
Proof. If e1 and e2 belong to the same ladder, then clearly distT ′(e′1, e′2) = distT (v1, v2) 
fw(G).
If e1 and e2 belong to different yet consecutive ladders, then distT ′(e′1, e′2) equals
min
{
distT (v1, v2),distT (u1, u2),distT (v1, u2),distT (u1, v2)
}
.
Now the first two distances are both at least fw(G), and the last two are by triangle inequality at
least fw(G)− 1.
The last option to consider is the case when e1 and e2 belong to a pair of nonconsecutive
ladders L1 and Lk . By (3.3) the distance between consecutive ladders is at least l − 1. Hence,
distT ′(e′1, e′2) 2(l − 1).
If no edge of L2 touches the right border of the shaded region from Fig. 3(a), then the distance
between a pair of consecutive ladders is at least l  fw(G)/2. In this case distT ′(e′1, e′2) 2l 
fw(G).
If l > k, then distT ′(e′1, e′2) 2(l − 1) (l − 1)+ k = fw(G)− 1.
Therefore we may assume that l = k and some edge e from L2 touches the right border of
the shaded region and lies in the interior of N . We may assume that v is closest to e among
vertices of P ∩L1, otherwise we use some other edge from L2, as several nontrivial translations
preserve L2. This implies that the ‘left’ endvertex of e is not a member of P . We argue that the
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only possible edge e, satisfying the above condition, lies as indicated in Fig. 3(b). If this was not
the case, then k−1 edges immediately above e and >k edges immediately below e (or vice versa)
from L2 would be contained in the interior of N . Now the fact that every contiguous sequence
of length fw(G) = 2k of edges from a single ladder contains a vertex from P contradicts the
assumption on face-width.
Finally let us consider k − 1 edges immediately above and k − 1 edges immediately below e,
where e lies as indicated in Fig. 3(b). They are all contained in the interior of N , and none of
them has an endvertex in P . Therefore their ‘left’ endvertices lie on the polygonal line denoted
by p. In this case G = T (3k, k,2k), see also Fig. 2(a).
It can be seen from Fig. 2(b) that 3 holds in this case as well. Or simply take (3.1) into
account. 
From discussion above directly follows:
(3.6) If G ∈ T6 and fw(G) 4, then G ∈ T +6 .
In the last steps we only need to take graphs G ∈ T6 which embed with fw(G) = 3 into
account. We split the analysis into two cases with respect to the shape of shortest noncontractible
cycles.
Suppose first:
Every noncontractible cycle in G of length 3 consists of edges of the same color. (4)
Choose v ∈ P and observe N3(v) in the cover of G depicted in Fig. 4(a). The edges drawn thick
in the same figure constitute a portion of a ladder L ⊆ p−1(p(X)). We may by (4) assume that
P contains neither x nor y. If P contains w (equivalently if P contains z), then G = T (3,3,0).
Otherwise the distance between any pair of edges in consecutive ladders in T is at least 3. Using
a similar argument as in the proof of (3.5) we deduce that fw(G/X) = 3.
Next we assume:
There exists a noncontractible cycle C in G of length 3 with edges
of different colors. (5)
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We may without loss of generality assume C = α + α + β . Let V (G) = {v0, v1, v2, . . . , vn−1}
where indices are taken from the ring of integers modulo n. We number the vertices in the uni-
versal cover of G in the direction α, starting with 1 in vertices of P , see Fig. 4(b). It is easy to
observe that G = T (n,1,3). As neighbors of v1 in G are v2, v3, v4, v−2, v−1, and v0, it follows
that n 7. Next, we contract X and obtain G′ = G/X ∈M6.
The neighbors of v1 in G′ are exactly v2, v3, v4, v−3, v−4, and v−5. If n  10, they are
pairwise distinct. G′ is vertex-transitive by Lemma 2.3, and hence, G′ ∈ T6. Otherwise, n  9,
and we have:
(3.7) The only candidates for T 06 are T (7,1,3), T (8,1,3), T (9,1,3), and T (3,3,0).
Finally we have to show that Theorem 2.6 holds for graphs G ∈ T6 embedded with face-
width 3, as every graph in T6 has at least 7 vertices.
(3.8) If G ∈ T6 and G′ is a proper 6-connected minor of G (in this case G′ ∈ T6 as well), then
|V (G)| − |V (G′)| 3.
Proof. Let G be a counterexample to (3.8). Then there exists a couple of edges e1, e2, such that
either G/e1 or G/e1/e2 belongs to T6. Let t1 and t2 be the triangles incident with e1 and let v1
and v2 be corresponding third vertices which lie in t1 and t2, respectively. As fw(G) 3, v1 = v2.
Now v1 has at most five neighbors in G/e1, and so has v2. Hence G/e1 /∈ T6 and e2 = v1v2. If e1
and e2 were of the same color, then we easily infer fw(G) 2, which is a contradiction. Now v1,
v2, and one of the endvertices of e1 have a common neighbor x. This contradicts the assumption
that G/e1/e2 is 6-regular. 
Let us summarize: choose a 6-connected toroidal graph G. If G admits a toroidal embedding
with face-width at least 4, then G is not a member of T 06 by (3.6). If G embeds with face width 3
and has at least 10 vertices, then (3.7) implies that G /∈ T 06 . In either of these cases we found a
suitable edge-set X of cardinality fw(G) so that G/X ∈ T6 and fw(G′) fw(G) − 1, see (3.2)
and (3.5). This proves Theorem 2.5. The only remaining graphs in T6 are T (7,1,3), T (8,1,3),
T (9,1,3), and T (3,3,0). They are by (3.8) minorwise incomparable and minor-minimal in T0,
and Theorem 2.4 follows.
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Choose an arbitrary G ∈ T +6 and suppose that X ⊆ E(G) is a nonempty set of edges, such
that G′ = G/X ∈ T6, where |X| is minimal possible. In order to prove Theorem 2.6 we have to
show that |X| fw(G). By (3.8) we assume that fw(G) 4.
Theorem 2.6 indicates that the edges in X are distributed in a global manner in G. They do
not concentrate near a particular vertex, and this makes the proof difficult.
Rather than considering a fixed edge set X, we study X by the effects of contracting X. What
happens to triangles in G is the appropriate question. Several different edge sets (which are
necessarily of the same size, as we will show later) may have the same effect on the triangles
of G, and there is no need to distinguish between them.
Let FX be the spanning subgraph of G with E(FX) = X. By minimality of X, FX is a forest.
We denote connected components of FX by capital letters A,B, . . . , and every component of FX
corresponds to a vertex of G′ = G/X. The label of a vertex v ∈ V (G) is the component of FX
which contains v. We say that a label is trivial if it consists of a single vertex. We shall consider
the labels of V (G) also as either vertices of G′, or connected components of FX , whichever shall
seem most appropriate in a situation.
Labelling induces an equivalence relation ∼ on V (G). We say that v ∼ u if and only if u and
v have the same label (and get contracted to the same vertex of G′).
(4.1) Let A be an arbitrary component of FX , and let e1, e2 be arbitrary edges of G. Then every
cycle contained in A + e1 + e2 is contractible. Further, if C is a (contractible) cycle contained
in A+ e1, then all the vertices in its interior are labelled with A.
Proof. The first statement follows from fw(G′)  3. Now C is contractible by the previous
argument. If a vertex of a different label is contained in the interior of C, we get a contradiction
to either 6-connectivity of G′ or the fact that G′ is not planar. 
Given X ⊆ E(G) we say that a (facial) triangle t in G is collapsed, if t is not a face in
G/X. By (4.1) a triangle is collapsed if and only if two of its vertices have the same label.
Euler formula and Lemma 2.1 imply that |F(G)| = 2|V (G)| and also |F(G′)| = 2|V (G′)|. As
|V (G′)| = |V (G)| − |X|, we have:
(4.2) The number of collapsed triangles is equal to 2|X|.
We shall in all subsequent figures depict collapsed triangles by shading. A noncollapsed tri-
angle shall be drawn white, and if the status of the triangle is not known, we shall put a question
mark in it.
In the next lines we study the local properties of collapsed triangles. Let v be an arbitrary
vertex of G. Let N(a), . . . ,N(d) be neighborhoods depicted in Fig. 5(a)–(d).
(4.3) If v is labelled with a trivial label, then all vertices in ∂N1(v) have different labels. Also,
if v is a vertex of a collapsed triangle, then two consecutive triangles around v are collapsed.
Hence, N1(v) cannot match the neighborhoods in Fig. 5.
Proof. Every case implies degG′(v) < 6, as v is labelled with a trivial label. 
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Fig. 6. Intersection of I and Z+ .
Collapsed triangles induce a global structure. More precisely, if Z is an arbitrary connected
component of the union of all closed collapsed triangles, then:
(4.4) Z contains an essential curve.
Proof. Suppose that Z does not contain an essential curve. Let Z+ be the union of closed 2-cell
regions bounded by simple contractible curves in Z: Z+ also does not contain an essential curve.
Lift G to its universal cover T and let Z+1 be an arbitrary component of a lift of Z+. As the
curve which traces the boundary of Z+ is contractible, Z+1 is bounded. Choose a line l in T ,
so that l ∩ Z+1 = ∅ and l does not separate Z+1 . Since N(a) is forbidden, we may assume that
some open interval I ⊆ l intersects Z+1 as shown in Fig. 6 (where I is shown as a thick line,
whereas ∂Z+1 is shown dashed). We project back to G keeping the notation. Note that k  2
and the triangles marked by question marks must also be collapsed since N(c) is forbidden. By
definition of I , x0 ∼ y1, xk ∼ yk , and for i < k, yi ∼ yi+1. As the triangle x0y1x1 is collapsed
and y1 is not labelled with a trivial label, x1 ∼ y1. By transitivity also x1 ∼ y2.
Since x2y2y3 is collapsed as well, either x2 ∼ y2 or x2 ∼ y3. If x2 ∼ y2, then y2 is labelled
with a trivial label and the vertices of ∂N1(y2) have less than 6 different labels. Hence, x2 ∼ y2.
Extending the argument inductively we obtain xk−1 ∼ yk−1. From here we deduce that yk is la-
beled with a trivial label and that ∂N1(yk) contains less that 6 labels. This is a contradiction. 
We could already in this stage prove that X contains a lot of edges. If C is any essential curve
in Z then C intersects at least fw(G) distinct collapsed triangles. As contracting a single edge
collapses exactly two triangles, we have |X|  12 fw(G). However, we are looking for a lower
bound twice as large.
Let C be an arbitrary curve (|C ∩ G| < ∞) which is either closed or its endvertices do not
touch G, and has transversal intersections with edges of G. Since fw(G)  3, such a curve is
determined, up to homotopy, by the sequence of faces. If t1 and t2 are consecutive triangles
along C which share a common edge e, we shall assume that C crosses e. The length of C,
len(C), is defined as |C ∩ G|. We assign to each crossing of C with G its weight according to
Fig. 7 (where C is locally shown as a thick line). The weight of C, wt(C), is the sum of weights
of all its crossings with G.
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(4.5) If C is an essential closed curve, then wt(C) 2 · fw(G).
Proof. Let C be an essential curve with the minimal possible weight. We may assume that C
intersects G in edges only. Then, wt(C) = len(C). The structure of G as a 6-regular toroidal
triangulation (Lemma 2.3) implies that we can color triangles of G with two colors, say odd and
even. As adjacent triangles are of different parity, len(C) is even. Choose two consecutive odd
triangles t1 and t3 which contain a segment of C. Triangles t1 and t3 are distinct as C has minimal
weight and len(C) fw(G) 3. As t1 and t3 are adjacent to the same even triangle t2, triangles
t1 and t3 have a vertex v in common. We may homotopically push both crossings of C with
the edges of t2 to the vertex v. Applying the same procedure for every pair of consecutive odd
triangles along C gives rise to an essential curve C′. Since len(C′) = len(C)/2 and len(C′) 
fw(G) the result follows. 
4.1. Three-path theorems
In this part of the proof we study the local properties of every essential curve which has
minimum weight and is contained in the union of collapsed triangles.
Let T1 and T2 be points in the interiors of triangles t1 and t2. Suppose that P1, P2 and P3 are
internally disjoint T1 − T2 paths, and by P−1i (i = 1,2,3) we denote the corresponding T2 − T1
paths. We denote concatenation of paths P and Q by P ◦Q. It is easy to see:
(4.6) If P1 ◦ P−13 is essential, then at least one of P1 ◦ P−12 or P2 ◦ P−13 is essential. Further
if P1 ◦ P−13 is an essential closed curve with minimal weight, the following is true: if P1 and
P2 are homotopic, then wt(P2)  wt(P1), and if P2 is homotopic to neither P1 nor P3, then
wt(P2)wt(P1) and wt(P2)wt(P3).
Choose a component Z of the union of closed collapsed triangles, which by (4.4) contains an
essential curve C.
Using (4.4), we can show:
(4.7) Suppose C ⊆ Z is an essential curve with minimal weight among all essential curves in Z.
If C passes through triangles t1 and t2 which share a vertex v, then a t1 − t2 subpath P2 of C lies
entirely in N1(v). If t1 and t2 are triangles which contain hollow circles in Figs. 8(a)–(f), then
P2 lies as shown.
Proof. The arguments in each respective case follow the same line. We assume that C passes
through triangles t1 and t2, and let P1 and P3 be the subpaths of C, oriented in such a way, that
they both start in the same triangle t1 or t2. Hence, C = P1 ◦ P−13 . We denote by P2 the path
which lies as indicated in Figs. 8(a)–(f), and seeking a contradiction we assume that none of P1
or P3 travels across the same triangles as P2. We also assume that P2 starts in the same triangle
as P1 and P3, which yields a suitable setting for applying (4.6).
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We shall in each particular case (a), . . . ,(f) argue that t1 and t2 are the only triangles intersected
by both P1 and P2. An analogous statement holds for P2 and P3 as well.
In case (a) we have wt(P2) = 1, and also wt(P1) 2 and wt(P3) 2, which contradicts (4.6).
In order to prove (b), we first observe that P1 and P3 do not intersect the intermediate triangle t
along P2. If this was the case, we could apply the argument of (a) to t− t1 and also t− t2 segments
of C. Now if, say, P1 is homotopic to P2, the fact that wt(P1) > 2 contradicts (4.6). Otherwise a
contradiction arises as 4 = 2 wt(P2)wt(P1)+ wt(P3) 2 fw(G) 8.
A similar argument as above shows that no intermediate triangle of P2 from case (c) contains a
point of either P1 or P3. If, say, P1 is homotopic to P2, then wt(P1) > 4, which contradicts (4.6).
Hence neither P1 nor P3 is homotopic to P2 and we have wt(P1)  4 and wt(P3)  4. On the
other hand, P2 is homotopic to a curve P ′2 of weight 2 (which does not entirely lie in Z). Hence,
P ′2 ◦ P−13 is an essential curve with weight at most 6. This fact together with fw(G) 4 contra-
dicts (4.5).
In order to prove (d), we assume that among triangles in N1(v) not shown, at least one is
not collapsed. Otherwise case (c) applies. Now, wt(P2) = 5. If, say, P1 is homotopic to P2, then
the contractible closed curve P1 ◦ P−12 contains at least one triangle in its interior. As every
contractible curve which contains a triangle in its interior and has a crossing of weight 5, weighs
at least 13, wt(P1) 8. By (4.6), this is a contradiction to the minimality of C. Hence, neither P1
nor P3 is homotopic to P2. This implies wt(P1) 5 and wt(P3) 5. Since P2 is homotopic to a
curve of weight 2, there exists an essential closed curve C′ (not contained in Z) with wt(C′) 7.
As fw(G) 4, this contradicts (4.5).
In order to prove (e) we assume that neither P1 nor P3 lies entirely in N1(v). Similarly
as above we infer that none of P1, P3 is homotopic to P2. Now (4.6) implies that wt(P1) 
wt(P2) = 3, wt(P3) 3, and (4.5) yields wt(P1)+ wt(P3) 8, which is absurd.
Finally we consider case (f). Assuming case (e) does not apply, no two consecutive question-
marked triangles from Fig. 8(f) are both collapsed. From (4.3), however, follows that at least
one of the question-marked triangles is collapsed. Therefore we may homotopically deform P2
so that wt(P2) = 6. Excluding previous cases we assume that t1 and t2 are the only faces of
N1(v) which intersect P1 or P3. A similar argument as in some of the previous cases shows that
P2 is homotopic to neither P1 nor P3. Yet, there exists a P ′2 ⊆ N1(v), homotopic to P2, so that
len(P ′2) = 1. Since fw(G)  4, len(P1)  3 and len(P3)  3. If, say, P1 contains a crossing of
weight 5, then wt(P1) 7, which is a contradiction to (4.6). Hence both P1 and P3 intersect G in
edges only and they both cross the same edge e ⊆ t1, which is not incident with v. This is clearly
a contradiction to the minimal weight of C. 
4.2. Discharging
Finally we apply the discharging procedure. The principle is well known. We start with the
initial charge and redistribute this charge between several combinatorial objects, keeping the
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difficulties shall emerge in the first phase.
Throughout the discharging procedure we shall transfer charge only among triangles of G
and a conveniently chosen essential curve. By ck(x) we shall denote the charge of x immediately
after Phase k of the discharging procedure and by c0(x) we denote the initial charge of x. Prior
to Phase 1 of discharging, we choose an essential curve C0 contained in Z, by (4.4), so that
wt(C0) is minimal possible. As (4.3) states that N(c) is forbidden, each crossing of C0 with G
weighs either 1 or 5. By Ck we denote the homotopically deformed curve Ck−1 after Phase k of
discharging. Let t be a triangle of G. We set c0(t) = 1, if t is collapsed, and c0(t) = 0 otherwise.
We also assign zero charge to the initial essential curve, c0(C0) = 0. Hence the total initial charge
of G equals 2|X|, see (4.2).
Phase 1. We say that a triangle t is free if C0 does not pass through the interior of t . By definition
of C0, every noncollapsed triangle is free. Let t1 and t2 be triangles, which are consecutive
along C0, and suppose that they do not share a common edge. As C0 has minimum weight,
t1 and t2 are adjacent to a common noncollapsed triangle t ′. We say that t ′ is a needy triangle,
and needy triangles correspond to crossings of weight 5 of C0 with G. Let us stress once again
that C0 has no crossings of weight 7.
In Phase 1, charge is only transferred between triangles. More precisely, a free collapsed
triangle t sends its charge 1 to a needy triangle according to the rules R1–R3, shown in Fig. 9. In
R4 a couple of adjacent free triangles together send charge 1 to a needy triangle. We do not wish
to go into details how much charge does each of these two free triangles lose. Property (P12)
of (4.9) will justify that both these triangles are not negatively charged after Phase 1. We proceed
as follows. Let t be a free triangle from rules R1, R2, or R3, which contains the tail of the arrow
denoted by a black dot. Or, in case of R4, the couple of free triangles sharing an edge marked
with the dot. Suppose t ′ is a needy triangle from the same figure, which contains the head of
the arrow, and suppose that close to t ′ the curve C0 lies as indicated. We apply rules R1, . . . ,R4
in order, and t sends t ′ charge 1 if and only if t ′ did not already obtain charge by a rule with a
smaller index (possibly from some other free collapsed triangle). Generally, a needy triangle t ′
can obtain charge from several free triangles, a free triangle t can send its charge to several needy
triangles, but
(4.8) No needy triangle receives charge by two (or more) different rules R1, . . . ,R4 in Phase 1.
In rules R1–R3 we also say that a free triangle t (which contains the tail of the arrow) sends
charge through an edge e (e should be incident with t , we can imagine that e is the first edge
crossed by the appropriate arrow in Fig. 9), whereas in R4 a couple of free triangles send charge
through a common vertex.
Fig. 9. Rules R1, R2, R3, and R4.
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(4.9) Let t be a triangle of G:
(P11) If t is collapsed and not free then c1(t) = 1.
(P12) If t is collapsed and free then c1(t) 0, unless t sends charge through the same edge by
both R2 and R3. In this case c1(t) = −1.
(P13) If t is needy then c1(t) 1.
(P14) Otherwise c1(t) = c0(t) = 0.
(P15) Also: C1 = C0 and c1(C1) = c0(C0) = 0.
Proof. (P11), (P14), and (P15) are clear. We begin with the proof of (P12). Let t be a free
collapsed triangle.
Claim 1. t cannot send charge by R1 through distinct edges e1 and e2.
Assume the contrary. Let v be the common vertex of e1 and e2. By (4.3) we may assume
that consecutive triangles in N1(v), t1, t2, and t3 are collapsed. Since neither of t1 and t3 is free,
by (4.7) C0 passes through t2 as well. This contradicts minimality of wt(C0), as we can find a
lighter essential curve through t instead of passing through t1, t2, and t3. The proof of Claim 1 is
complete.
Claim 2. Suppose t1 sends charge through e1 by R1 and let e2 be another edge of t1. If t2 = t1
is a collapsed triangle containing e2, then t2 is free. In particular, t1 does not send additional
charge by R2 or R3.
Let v be the common vertex of e1 and e2, and denote by t1, t2, . . . , t6 the triangles around v.
Suppose Claim 2 does not hold. Then C0 intersects both t2 and t5, and by (4.3) a whole segment
of C0 between t2 and t5 lies in N1(v). However, we may reroute C0 through t1 without passing
through t5, and obtain a contradiction to the minimality of wt(C0).
Claim 3. t cannot send charge through two different edges using R2 and/or R3 simultaneously.
Suppose t sends charge by R2 and/or R3 through two different edges e1 and e2. Let t1 and t2
be the other triangles incident with e1 and e2, respectively. Both t1 and t2 are collapsed and not
free, yet t is collapsed and free. By (4.7) (see Fig. 8(b)) C0 should also pass through t , which is
absurd.
Claim 4. t cannot send charge 2 through a single edge e using the same rule R2 (or R3) twice.
Let t1 = t be the triangle which contains e. If t sends charge 2 through e by R3, then C0
passes through the same vertex twice, which is absurd. Suppose now that t sends charge 1 + 1
to triangles t3 and t5 by R2, and let us adopt notation from Fig. 10(a). By (4.3), we may without
loss of generality assume, that t2 is collapsed and is adjacent to t3. By (4.7) t2 is free. Hence also
t2 sends charge 1 to t3 by R1, which contradicts (4.8).
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The next two claims clear out the charge issue concerning R4. We will show that if adjacent
triangles t1 and t2 send charge through a common vertex v by R4, then the total charge they send
throughout Phase 1 is at most 2.
Claim 5. Suppose adjacent triangles t1 and t2 send charge through v by R4. Let e = uv be the
common edge of t1 and t2. If t1 (and t2) sends additional charge by R4, it can only be sent through
the vertex u. Moreover, if t1 and t2 send charge by R4 through u as well, then t1 and t2 send no
charge by R1, R2, or R3.
By definition of R4 shown in Fig. 9 we see that vertex v is not labelled with a trivial label, as
several vertices in N1(v) are identified. Among these, it is exactly vertex u, the other common
vertex of t1 and t2, which has the same label as v. Hence, t1 (and also t2) can send charge by R4
only through vertices v and u. Now if t1 and t2 send charge by R4 through both v and u none
of the other triangles adjacent to t1 or t2 is collapsed. This implies that t1 (and also t2) does not
send charge by R2 or R3. It can be seen directly from Fig. 9 that in this case t1 or t2 cannot send
charge by R1.
Claim 6. Suppose a pair of triangles t1, t2 sends charge through v by R4. Let e1 ⊆ t1, and
e2 ⊆ t2 be edges, which are not incident with v. Then t1 and t2 cannot both send charge through
e1 and e2, respectively.
We shall, in case both t1 and t2 send charge by R1, R2, or R3, find an alternative essential
curve C′0 with wt(C′0)  wt(C0) which traverses both t1 and t2, and is homotopic to C0. See
Fig. 10(b)–(d). Case (b) applies when both t1 and t2 send charge by R1, and case (d) applies
when t1 and t2 send charge by R2 or R3. Note, that C′0 and C0 coincide, apart from the segment
between a and b, where the alternative routing for C′0 is shown as a dashed curve. By minimality
of C0, the pattern of the collapsed triangles in C0 \ C′0 is determined, and wt(C′0) = wt(C0).
Hence C′0 is also an essential curve of minimum weight. Now C0 passes through two triangles
sharing a common vertex v, yet its position does not match Fig. 8(d). This contradicts (4.3).
Claims 1–6 complete the proof of (P12).
In order to prove (P13), let t be a needy triangle. We adopt notation from Fig. 11(a) and
assume c1(t) = 0. This implies, that if t5 (or t6) is collapsed, then it is not free. Otherwise, t5
(or t6) sends charge to t by R2. Now if both t5 and t6 were collapsed (and not free), we would
obtain a contradiction to the minimality of C0, as we would be better off routing C0 from t6
directly to t5. By (4.3) we may without loss of generality assume that t5 is collapsed and not
free, and that t6 is not collapsed. By (4.7), none of t1, t2, t3, or t4 contains a point from C0 in
its interior. By definition t1, t2, t3, and t4 are all free. If t1 is collapsed then it sends charge to t
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by R1. If t4 is collapsed then t may obtain charge using R3. Hence, t1 and t4 are not collapsed.
By (4.3) both t2 and t3 are collapsed. Since they are free, t can obtain charge by R4 from t2 ∪ t3,
see Fig. 11(b). This completes the proof. 
Phase 2. Consider an arbitrary crossing of C1 with G of weight 5. At every such crossing, we
locally slide C1 from the crossing of weight 5 into the nearby needy triangle and call the resulting
curve C2. Obviously, C2 is homotopic to C1, and for each crossing of weight 5 we obtain a new
pair of crossings of C2 with the edges of G. If C1 had no crossings of weight 5, then C2 = C1.
Now if C2 intersects a triangle t , then either t is collapsed and c1(t) 1 (as t is not free), or
t is needy, and again c1(t)  1, see (4.9). Next, C2 receives complete charge of all triangles t
which intersect C2.
(4.10) Let t be a triangle and C2 be the essential curve:
(P21) c2(C2)wt(C2) and C2 intersects G in edges only and
(P22) if c2(t) = −1, then c2(t) = c1(t).
Proof. By definition of C2, wt(C2) equals the number of triangles, which intersect C2. For (P22)
notice, that only triangles t with c1(t)  1 may alter their charge in Phase 2 of the discharging
procedure. 
Phase 3. In the last phase of discharging, we apply a local deformation to the curve C2 near each
triangle which has negative charge after Phase 2. By (P21) C2 has charge 1 (at least) for each
of its crossings with G. By reducing the number of crossings (and preserving homotopy of the
curve and introducing no crossings of weight >1) we shall need a smaller amount of charge for
the curve. The surplus of charge can then be transferred to the negatively charged triangles.
Let t be a triangle with c2(t) = −1. The situation after Phase 1 is depicted in Fig. 12(a).
Observe, that t had sent charge by R2 to t2 and by R3 to t3. Let v be the common vertex of t2
and t3. By (4.7) and since t2 did not obtain charge by R1, t1 is free and not collapsed. By (4.3)
we deduce that t4 is collapsed, and since t4 did not send charge to t3 by R2, t4 is not free. The
situation is shown in Fig. 12(a).
In Phase 2, curve C2 was constructed, see Fig. 12(b). Observe, that C2 crosses five consecutive
triangles around v. We may assign to t a segment St of C2 with 5 crossings between points a
and b. Suppose first, that the segment St intersects no other segment St ′ obtained from another
triangle t ′ with c2(t ′) = −1. In this case the segment St donates charge 1 back to triangle t , and
slides itself across v. We obtain an alternative path between a and b with only three crossings,
see Fig. 12(d). This path is used to make a replacement in C2 in a way towards C3.
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Suppose now, that some other segment St ′ intersects St . Now the sequence of collapsed tri-
angles along C2 between a and b and the fact, that five consecutive triangles from St have a
common vertex, together imply that either t ′ = t0 or t ′ = t6 (shown in Fig. 12(c)).
The first option is t ′ = t6, shown in Fig. 12(c). In this case t6 also donates charge 1 to t2 by R2.
Let t7 a triangle adjacent to t1 (t7 = t2, t7 = t4) and let v6 be the common vertex of t7 and t2. It
is easy to see that St6 intersects five triangles in N1(v6). Hence, St6 ⊆ C2 intersects t7 as well.
Since C2 intersects t4, (4.7) implies that C2 is contractible. This is a contradiction.
Therefore, t ′ = t0. In this case, by the previous argument, St ∪St0 intersects no segment St∗ for
t = t∗ = t0. We may again slide St across v, obtain an alternative path between a and b with only
three crossings, which is used to construct C3, and give charge 1 to both t and t0, thus making
charge of both t and t0 nonnegative. Anyway:
(4.11) After Phase 3:
(P31) c3(C3)wt(C3) and C3 intersects G in edges only and
(P32) for every triangle t the final charge c3(t) 0.
At the end of the discharging procedure, c3(t) 0 for every triangle t in G, and there exists
an essential curve C3, so that c3(C3)wt(C3). By (4.5), wt(C3) 2 fw(G), and by principle of
discharging, the total amount of charge in play equals 2|X|. Hence, |X| fw(G), and the proof
of Theorem 2.6 is complete.
5. Final remarks
It follows from Euler formula that every 6-connected graph embedded in Klein bottle is 6-
regular and a triangulation. The converse is however not true. It may happen that a 6-regular
triangulation of Klein bottle is only 5-connected. An analogue of Theorem 2.6 is valid in case of
6-regular graphs in Klein bottle.
Theorem 5.7. Let G and G′ be 6-regular graphs embedded in the Klein bottle. If G′ is a proper
minor of G, then |V (G)| − |V (G′)| fw(G).
Note that the proof of both (3.8) and the whole previous section can be used for the proof of
Theorem 5.7.
Finally, let us mention that direct analogue of Theorem 2.5 does not hold for Klein bottle
graphs and refer the reader to [5] for the Klein bottle analogue of Theorem 2.4.
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