Numerical simulations in modified gravity have commonly been performed under the quasi-static approximation -that is, by neglecting the effect of time derivatives in the equation of motion of the scalar field that governs the fifth force in a given modified gravity theory. To test the validity of this approximation, we analyse the case of f (R) gravity beyond this quasi-static limit, by considering effects, if any, these terms have in the matter and velocity divergence cosmic fields. To this end, we use the adaptive mesh refinement code ECOSMOG to study three variants (|fR| = 10 −4 [F4], 10 −5 [F5] and 10 −6 [F6]) of the Hu-Sawicki f (R) gravity model, each of which refers to a different magnitude for the scalar field that generates the fifth force. We find that for F4 and F5, which show stronger deviations from standard gravity, a low-resolution simulation is enough to conclude that time derivatives make a negligible contribution to the matter distribution. The F6 model shows a larger deviation from the quasi-static approximation, but one that diminishes when re-simulated at higher-resolution. We therefore come to the conclusion that the quasi-static approximation is valid for the most practical applications in f (R) cosmologies.
I. INTRODUCTION
In recent years, theories of modified gravity have become a subject of great interest in alternative approaches modelling the observed acceleration of the Universe [1, 2] . Einstein's theory of General Relativity (GR) has been the underlying gravity theory in the standard cosmological model of ΛCDM, the dark energy (Λ) and (cold) dark matter (CDM) components of which remain unresolved challenges to cosmologists. Modified gravity seeks to answer this question by modifying the theory of gravity itself, most routinely with the addition of scalar, vector or tensorial modifications to the Einstein-Hilbert action that governs GR (see [3] for a comprehensive review). Of course, one cannot deny the undoubted success of GR in passing local and Solar System tests of gravity, and so it is necessary for any reasonable modified gravity theory to also do the same. One process by which a modified theory reduces to GR on small scales is known as screening [4] , of which there are three main types: chameleon [5] , Vainshtein [6] and dilaton/symmetron screening [7, 8] , with different theories equipped with different screening mechanisms.
One of the most popular models of modified gravity is f (R) gravity [9] . This theory is built around the addition of a scalar function of the Ricci curvature scalar to the Einstein-Hilbert action. The scalar field has a potential, which acts as an effective cosmological constant that accelerates the expansion of the Universe, and also generates a 'fifth force' between matter particles. While the fifth force enhances the standard Newtonian gravity in low-density regions, in high-density regions, GR is recovered by means of the chameleon screening. This mechanism is a consequence of the high degree of nonlinearity in the equations of motion that govern this theory. Its presence makes standard perturbative approaches less useful, * Email: sownak.bose@durham.ac.uk and calls for the need to perform N -body simulations at highresolution to fully understand the cosmological behaviour of this model.
Numerical simulations for f (R) gravity (and for most other modified gravity theories) have traditionally been performed in what is known as the "quasi-static limit", in which the time derivatives of the scalar field that generates the fifth force are considered small compared to its spatial derivatives, and can therefore be safely neglected [10] [11] [12] . An advantage of this approximation is that it considerably simplifies the challenge of numerically solving the non-linear equations. In GR simulations, this approximation has been tested as being valid, but while it is consistently made in the case of f (R) simulations, its validity has not yet been tested rigorously, especially in the non-linear regime (we note that recently efforts to include non-static effects have been made in the case of symmetron screening [13] ).
The aim of our investigation here is to quantitatively estimate the effects of excluding the time derivatives in N -body simulations for f (R) gravity. For this purpose, we have derived field equations in which time derivatives of the scalar field are consistently included, and implemented these equations in a modified version of the ECOSMOG code [10] . By running simulations at different resolutions, we then study how the clustering of matter is affected by the non-static effects. We find that in low-resolution simulations, the time derivatives do have an impact on the observables we study, but this diminishes when we re-simulate at higher resolution or shorter time steps. As a result, at least for the f (R) models we have studied, the quasi-static approximation seems to be valid for the observables we are interested in. This paper is organised as follows: in Section II, we introduce the Hu-Sawicki [14] f (R) model, and how chameleon screening is able to recover GR. Sections III and IV describe how we modify the ordinary evolution equations to account for time derivatives in the non-linear regime, and how these equations are then discretised for the purpose of solving them on a mesh.
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In Section V, we present the results of our N -body simulations at different resolutions, while in Section VI, we discuss some numerical aspects that must be taken into account when interpreting the results of our work. Finally, in Section VII, we summarise our findings and their implications.
Throughout this paper, Greek indices run over 0, 1, 2, 3 (the four space-time components) whereas Latin indices run over 1, 2, 3 (the three spatial components).
II. AN INTRODUCTION TO f (R) GRAVITY
In this section, we will briefly discuss the main features of f (R) gravity, first in general, and then with the more specific example of the Hu-Sawicki [14] model, which is the one we will analyse in the rest of this paper. We expect that our findings in this work are are at least qualitatively applicable to other classes of f (R) models as well.
A. f (R) Gravity: an Overview
As with most modified gravity theories, the starting point is the Einstein-Hilbert action. The modification we make is to replace the cosmological constant Λ with a function of the Ricci scalar, R, as:
where g is the determinant of the metric tensor g µν , M Pl = 1/ √ 8πG is the reduced Planck mass, G is the Newtonian gravitational constant, and L m the total matter (baryonic + dark matter) Lagrangian density. We assume that neutrinos are massless, and that at late times the contribution from photons and neutrinos is negligible. The distinction between different f (R) models is in the specific choice for the function f (R) itself.
By varying the action in Eq. 1 with respect to the metric g µν , we obtain the modified Einstein field equations:
where G µν = R µν − 1 2 g µν R is the Einstein tensor, ∇ µ is the covariant derivative compatible with the metric g µν , ≡ ∇ µ ∇ µ , T m µν is the energy-momentum tensor for matter, and f R ≡ df (R) dR is the extra scalar degree of freedom of this model, known as the scalaron. One can straightforwardly obtain the equation of motion for the scalar field by taking the trace of Eq. 2:
in which ρ m is the matter density in the Universe. Since we are interested in the cosmological properties of these models, we need to derive the perturbation equations. In order to do this, we will work in the Newtonian gauge:
where Ψ and Φ are the gravitational potentials, with Ψ = Φ for the time being (non no-slip condition), t is the physical time, x is the comoving coordinate, and a is cosmic scale factor, with a = 1 today. The perturbation is around the standard Friedmann-Robertson-Walker (FRW) metric, which describes the background evolution of the Universe (or of a(t)). Given this, we can then write down the scalaron equation of motion:
and the modified Poisson equation:
where quantities with an overbar signify those defined in the background cosmology, and ∇ denotes the three-dimensional spatial derivative with respect to x.
When deriving Eqs. 5 and 6, we have assumed that |f (R)| |R| and |f R | 1, which is true for the models we study below. Eqs. 5 and 6 are solved by the standard ECOSMOG code, in which the quasi-static approximation has been used and time derivatives of the scalaron field f R are neglected. We will show below how to extend these equations consistently to restore those time derivatives.
B. The Chameleon Screening Mechanism
While modifying the theory of gravity to explain the accelerated expansion of the Universe on a cosmological level, one must bear in mind the tremendous success of GR in Solar System tests. f (R) gravity incurs a fifth force that enhances gravity on large scales, which needs to be suppressed locally to pass those experimental tests. For this reason, viable f (R) models are equipped with a mechanism to ensure that: (1) gravity is modified (enhanced) on cosmological scales, and (2) GR is recovered in Solar or similar systems. This is known as the chameleon mechanism.
To see how this is manifest in f (R) gravity, we can construct an effective potential for the scalaron field as:
In regions of high matter density (ρ m ρ m ), |f R | f R 1, and so the GR solution R = −8πGρ m minimises Eq. 7, giving rise to an effective mass for the scalaron field:
.
Finally, we define ξ ≡ c 1 /c 2 2 , and essentially reduce the HuSawicki model into a two-parameter family in (n, ξ). This is because once the background evolution is fixed to match that of ΛCDM as a good approximation, it is only the combination c 1 /c 2 2 that appears in the f (R) field equations.
III. f (R) EQUATIONS

A. The Newtonian-gauge Perturbation Variables
In what follows, we shall work in the Newtonian gauge, defined in Eq. 4. With the usual definitions of the Christoffel coefficients and the Ricci tensor as:
, and (13)
where ∂ α is the partial derivative with respect to x α , we find, up to first order in perturbation variables Φ and Ψ,
where the overdots indicate derivatives with respect to the physical time t, and H =ȧ/a. The corresponding Ricci tensor components are:
By using the definition of the Ricci scalar:
in conjunction with Eq. 4, we obtain:
Finally, with the definition of the Einstein tensor as:
we find:
B. The Modified f (R) Equation of Motion
The scalaron equation of motion (Eq. 5) assumes the quasistatic approximation (i.e., the time derivatives of the scalaron field are neglected), and hence need to be generalised for the study here. We therefore re-derive the equation of motion in the Newtonian gauge using Eqs. [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Using the definition that f R = g µν ∇ µ ∇ ν f R , we find that in the Newtonian gauge:
When deriving Eq. 23, we have retained terms involving Ψ Φ,Ψ, but neglect second-order terms such as Φ ,i Φ ,i and ΦΦ. In what follows, we also make use of the following relations:
so that quantitates on the left-hand side of the inequalities can be neglected when compared to the terms on the right-hand sides.
Since we are interested in the effects of the field perturbations, we need to subtract the contribution of the background quantities from these equations. Denoting such quantities with an overbar, and using Eq. 3, we write the following background equation of motion for the scalaron:
where the second equality comes from the assumption that, at the background level, the scalaron fieldf R always follows the minimum of its effective potential. In realityf R oscillates quickly around the minimum because m 2 eff H 2 , such that over many oscillations the above assumption describes the average effect well (we will revisit to this point below). Under this assumption, and because the value of the scalaron itself is quite small (|f R | ≤ 10 −4 in the models studies here), we can assume that |f RR | |R|, and rewrite Eq. 25 as:
where we have used the fact that when |R| M 2 , which always holds for the models studied here, f (R) remains approximately constant throughout the cosmic history (cf. Eq. 9). Note that the fact that f (R) remains approximately constant for different values of R means also that its perturbations are small and can be neglected, namely
Subtracting off the background part from the scalaron equation of motion, and denoting the perturbed quantities as R − R ≡ δR and ρ m −ρ m ≡ δρ m , we find:
Note that the use of Eq. 25 implicates that it isf R that appears in this equation, rather than δf R . This is convenient because later we will write δR as a function of f R instead of
A quick comparison to the quasi-static version of the f (R) equation of motion (Eq. 5) shows that the first two terms on the left-hand side of Eq. 28 are the additional terms one is left with when keeping the time derivatives in the scalar field equation of motion.
C. The Modified Poisson Equation
Eq. 28 is one of the two equations that govern the formation of structure -the other is the modified Poisson equation. The full Einstein field equations in f (R) gravity become:
with the following individual space-time components written in the Newtonian gauge:
In the above, the equations marked as 'excluding background' are obtained by directly subtracting the ΛCDM background Friedmann equations from the full (00) and (ij) components of the modified Einstein equations, and usingf (R) ≈ 16πGρ Λ (cf. Eq. 26). This is why terms such asf R and 3Hḟ R appear in them, rather thanf R −f R and 3Hḟ R − 3Hḟ R .
The Poisson equation can be obtained by taking the trace of the Einstein field equation, and from this we get:
where Eq. 28 has been used to eliminate
Eq. 31 alongside Eq. 28 are the two that we need to solve and use to update the simulation particle positions to quanfity the effect of non-vanishing time derivatives of f R .
We would like to make a final note before concluding this section. In principle, terms such as HΨ can be of the order of Hḟ R , even though we have neglected them here. In our investigation, however, the aim is not to numerically solve all possible non-static terms, but rather to consistently investigate the effects of terms inḟ R andf R . Therefore, even though our equations are in some sense incomplete, they are sufficient for our specific purpose here.
IV. EVOLUTION EQUATIONS IN ECOSMOG
Our N -body simulations are performed using the massivelyparallelised ECOSMOG code [10] , which is based on the adaptive mesh refinement (AMR) code RAMSES [16] . An AMR code can resolve high-density regions by refining (i.e., splitting) a mesh cell into eight sub-cells, when the number of particles within it exceeds some predefined threshold. This is particularly useful in f (R) gravity simulations, where it is necessary in the high-density regions to achieve adequate resolution in order to solve the non-linear field equations and accurately quantify the chameleon effect. The code employs a multigrid relaxation algorithm, arranged in V-cycles, to accelerate the convergence of the solution [17] .
A. Equations in Code Units
In order to solve Eq. 28 and Eq. 31, we need to convert the quantities in those equations to the superconformal units used by ECOSMOG, summarised in the equations below:
Here, x is the comoving coordinate, a is the scale factor, ρ c the critical density of the Universe today, v is the particle velocity, Ψ is the gravitational potential and c is the speed of light. Furthermore, B is the comoving size of the simulation box in units of h −1 Mpc, whereas H 0 = 100 h kms −1 Mpc −1 . Under these conventions, the new terms appearing from the inclusion of the time derivatives become:
For the Hu-Sawicki model, this then transforms the modified Poisson equation (Eq. 31) and the f (R) equation of motion (Eq. 28) into:
Note that all terms in the above equations are dimensionless (dimensional quantities, such as H andḢ, are properly normalised using H 0 ). We have also carefully distinguished between overdots (derivatives with respect to the physical time t) and d/dt (derivatives with respect to the superconformal timet), such that the former only applies to purely background quantities such as a and H. Since the background evolution is approximated in the same way as in ΛCDM, quantities such as H/H 0 andḢ/H 2 0 can be obtained analytically.
B. Discretising the Equations
In this section, we discretise the equations in Eq. 34 to make them appropriate for implementation in ECOSMOG. During its time evolution, the value off R can be very close to zero, and to avoid numerical problems, we solve for a different variable,f R ≡ −eũ, instead. The current value of a quantity φ in the grid cell (i, j, k) will be identified as φ i,j,k . Since everything presented below is already in the code units, we will drop tilde symbols in the discretised Poisson and f (R) equations for clarity wherever this will not cause confusion (we keep the tilde inc, however). Given a cell size h, we obtain for the Poisson equation:
where ∆t is the time step in code units adopted by the simulation. The last line in Eq. 35 contains the additional terms that arise from going beyond the quasi-static approximation.
Discretising the f (R) equation of motion is a similar, if slightly more laborious task. In order to reduce clutter, we define a variable b ≡ e u , and write the discrete scalaron equation as
Once again, the effect of the time derivatives is incorporated in the terms in the last two lines of Eq. 36.
We have seen in Eqs. 34 that their discrete versions will contain terms like d 2f /dt 2 and df /dt in our code units. By discretising also in time, we find that:
in which u (n) i,j,k and u
i,j,k are respectively the values of the scalaron field in the current time step (n) and the previous time step (n − 1). Throughout this paper u i,j,k without a superscript (n) always denotes the value at step (n). In the simulations, the code records u (n) i,j,k and df dt (n) i,j,k for each cell so that in the step that follows, they can be used as u
and df dt (n−1) i,j,k . Note that in principle we also need the value u
is implicitly included in the calculation of df dt
By doing the above, we are incorporating the time derivatives in an implicit way, in contrast to the explicit method that tries to evolve the scalar field by by
It is known that the implicit scheme of numerical integration is usually more stable than the explicit method. However, the main advantage of our method is that it does not change the property that the f (R) equation, Eq. 36, is a boundary-value problem and therefore can be solved using a relaxation algorithm, with very little change to the code structure of ECOS-MOG. The explicit scheme described in Eq. 38, on the other hand, means that the equation becomes an initial-value problem. Of course, because we are evaluating the time derivatives in a 'backward' manner (that is, we are computing du (n) /dt and d 2 u (n) /dt 2 by using u (n−1) and u (n−2) rather than using variables evaluated at step (n)), this will inevitably introduce numerical errors in evolving the differential equation. However, by making the time steps short enough, the two methods should agree, and therefore a consistency check can always be done by reducing ∆t to confirm that the method works properly, as we will demonstrate below.
Another important point needs to be made at this stage. As mentioned above, the value of the scalar field, f R , oscillates quickly around the local potential minimum. Therefore, in order to calculate its time evolution, our procedure in Eq. 37 implicitly performs an average over the many oscillations in each time step of the simulation. Evaluating a more "instantaneous" time derivative accurately would require a huge number of time steps, especially in high-density regions, where the scalaron mass m eff is larger and so the scalar field oscillates faster, and is therefore not practical for our f (R) simulations. For linear terms, such asf R and Hḟ R , the order of doing the time average and solving the scalaron equation can be freely swapped, and therefore the procedure in Eq. 37 is expected to work without any problem. On the other hand, for the nonlinear terms in the scalaron equation, such as δR(f R ), the order does matter, and using time-averaged values for f R will introduce errors which are expected to become larger if the nonlinearity gets stronger. For our simulations, however, we do not expect such errors to be significant enough to affect our conclusions; we will revisit and quantify this point in Section VI C.
Eq. 36 can be thought of symbolically as an equation involving a non-linear differential operator, in the form:
where the superscript h indicates that the operator is acting on a level where the cell size is h. The Gauss-Seidel relaxation in ECOSMOG then updates the scalar field as:
The form of the denominator in the above equation is given by:
Again, in the above equation, the last line represents the additional terms that arise from the inclusion of the time derivatives, while the first three lines are exactly the same as in the ordinary quasi-static case.
For more details about how the above discrete equations are implemented in ECOSMOG and the associated technical details, such as the boundary conditions, the interested readers are referred to the original ECOSMOG code paper [10] .
C. Time Integration
Since the main goal of our paper is to assess the importance of time derivatives in f (R) simulations, the choice of time step is of fundamental importance. In ECOSMOG, this is determined using the Courant-Friedrichs-Lewy (CFL) condition [10, 18] , which is required for the stability of numerical integrations. In our simulations, this condition essentially requires that the size of a physical time step dt has to be smaller than the time it takes for a particle to travel to an adjacent grid cell. Denoting the particle velocity by v, and the physical size of a cell in the grid as dx, then the CFL condition dictates that in a particular time step these quantities are linked by:
This condition must be satisfied at every time step for the solution to be stable. Using that v c, in code units (Eq. 32), this condition translates to:
Recall (Eq. 32) thatc = c/BH 0 , where B is the box size of the simulation. For a fixed box size, Eq. 43 then tells us that:
where h = dx and ∆t = dt.
The above equation already hints at the answer to our question regarding the importance of time derivatives relative to spatial derivatives. It tells us that the manner in which the size of the time step (∆t) is set is such that it is generally much larger (with a multiplicative factor of ac) than the size of the cell (h). As a result, in the discrete scalaron equation above (Eq. (36)), one would expect the spatial variation of the scalar field (terms proportional to h −2 ) to be more significant than its variation in time (terms proportional to (ac∆t) −2 ) -or, in other words, that a quasi-static approximation is good. In the following section, we will proceed to perform N -body simulations to confirm our expectation from these simple order-ofmagnitude arguments.
V. RESULTS
In this section, we apply our modified ECOSMOG code to perform N -body simulations of the Hu-Sawicki model, for three different choices of the present-day value off R , namely |f R0 | = 10 −4 , 10 −5 , 10 −6 , which we will refer to as F4, F5 and F6 respectively. F4 (F6) forms an upper (lower) bound for cosmologically interesting f (R) models: for f R0 > 10 −4 , the models are unlikely to satisfylocal gravity constraints in the Mily Way [19] , whereas for f R0 < 10 −6 , the differences from GR are very small. In what follows, we also set the parameter n = 1 (Eq. 9).
The cosmological parameters for our N -body simulations are the same as in the best-fitting WMAP9 cosmology [15] , with Ω m = 0.281, Ω Λ = 0.719, h = 0.697, n s = 0.972 and σ 8 = 0.82. Here, h = H 0 /(100 km/s/Mpc) is the dimensionless Hubble parameter, n s is the spectral index of the primordial power spectrum, and σ 8 is the linear rms density fluctuation in a sphere of radius 8 h −1 Mpc, at z = 0. We expect that our findings here should not change with a different choice of parameters.
We perform low-resolution runs for ΛCDM, F4, F5 and F6 in 
Mpc. In each set of simulations, the regular simulation mesh has 256 cells on each side, and is adaptively refined when the number of particles within a cell is greater than 8. A summary of the simulation details is given in Table I .
A. The Matter and Velocity Divergence Power Spectra
As remarked on earlier, the first order difference between f (R) simulations in the quasi-static approximation and the non-static limit can be seen in changes to the matter power spectrum [20] . In f (R) gravity, one would expect the scalaron field, through the fifth force it mediates (where the chameleon screening is not effective), to enhance the ordinary gravitational interaction, thereby strengthening the clustering of matter. To quantify this further, we define the dark matter density field ρ ( x, t) as:
whereρ is the background density field at time t, and δ encodes the fluctuations around that homogeneous background. In order to calculate the power spectrum, it is first convenient to rewrite the density contrast δ in Fourier space:
The matter power spectrum is then defined by:
To measure the matter power spectrum from our simulation outputs, we make use of the publicly-available POWMES code [21] , which constructs the density field of a particle distribution by estimating the Fourier modes of the distribution using a Taylor expansion of trigonometric functions. We also compute the velocity divergence power spectra from our simulations, following the approach in [22] . First, we define the expansion scalar, which is related to the divergence of the velocity field by:
where v(x, t) is the cosmic peculiar velocity field and H(a) is the Hubble constant at epoch a. In a similar vein to the matter power spectrum, we can take the Fourier transform of the above to get:
and the corresponding velocity divergence power spectrum:
The velocity field has been shown to be more sensitive than the matter field to the effects of the fifth force, so any changes due to the inclusion of time derivatives should also have a stronger signal here [23] . We measure θ( x, t) from our simulation outputs by performing a Delaunay tessellation over the discrete set of points defining the configuration of our simulation, using the publicly available DTFE code [24, 25] . This has the advantage of calculating a volume-weighted velocity divergence field, rather than a mass-weighted one, and also circumvents the issue of empty grid cells.
Low-resolution Tests
As a first test, we perform simulations with 256 3 particles in the L 256 box. To see the difference between the simulation with time derivatives and that in the quasi-static limit, we measure the enhancement of the power spectrum in each case relative to ΛCDM. In what follows, we refer to the individual cases using the notation Fx {q,t} , where x = 4, 5, 6 indicates the value of |f R0 |, while q (t) refers to the simulation in the quasi-static limit (with the inclusion of time derivatives).
We then smooth out the intrinsic noise in the power spectrum as follows. First, we calculate the relative difference in the power spectrum of Fx {q,t} compared with ΛCDM in each set of realisations:
We then divide the values of the wavenumber k probed by the simulation into a number of bins equally spaced in log(k), and average the relative difference in each bin over all the realisations. The scatter between realisations is represented by error bars calculated using the standard deviation in each kbin over all realisations. The relative difference is taken with respect to ΛCDM, rather than between the quasi-static and non-static runs themselves, because the residual from the latter is expected to be very small, and taking the ratios of these k [h Mpc small differences can look larger than they intrinsically are on a plot.
The results of the above procedure in the cases for F4 {q,t} , F5 {q,t} and F6 {q,t} are shown, respectively, in Fig. 1, 2 and 3 . Focusing first on the quasi-static (blue symbols) simulations only, we note two features consistent in F4, F5 and F6:
Firstly, the enhancement in the matter power spectrum relative to ΛCDM closely follows the predictions of linear theory at large scales, which is what one would expect. At smaller scales, linear theory over-predicts the enhancement of power in the f (R) model with respect to ΛCDM, because it fails to account for the suppression of the fifth force by the chameleon mechanism and other nonlinear effects. This can also be seen in Fig. 1 for the F4 model, which is the one that most significantly deviates from GR -it shows a better match to linear theory for k ≤ 1h Mpc −1 compared to F5 and F6, because here the chameleon mechanism is less efficient.
Secondly, we have seen quite distinct features in ∆P δδ /P δδ for the three models. The amplitude of ∆P δδ /P δδ at z = 0 increases from F6 to F4, which confirms that the effect of the fifth force becomes stronger as the magnitude of the scalaron field f R0 increases. F4, for example, shows a distinct peak at around k = 1 hMpc −1 , as demonstrated in Fig. 1 . In F5, at these scales ∆P δδ /P δδ shows a minor flattening before rising again to smaller scales. In F6, on the other hand, there are no such noticeable features, and the enhancement of the power spectrum increases all the way down to the smallest resolved scales. These features agree well with the results of [12] , and can be explained by the different efficiency of the chameleon screening in the different models. is no significant change in the clustering properties when we include time derivatives into our simulations. The differences, as can be gathered from the offset between the red and blue symbols, are sub-percent. If we now look at the effect of the time derivatives (open red circles), we find that the smoothed results trace their quasi-static counterparts almost exactly. The error bars here, which represent the scatter in ∆P δδ /P δδ across realisations, almost exactly overlap as well. This is particularly true for the F4 and F5 cases, as can be seen clearly from Figs. 1 and 2. Towards smaller scales, the discrepancy between the time derivative and quasi-static runs becomes slightly more pronounced, which is because the effects of time derivatives on the fifth force will be felt at the smallest scales first, due to the hierarchical nature of structure formation and the properties of the initial conditions. Inspection of Fig. 3 suggests that the effect of time derivatives is more significant in F6 than in F4 or F5. Here, a noticeable offset between the time derivative and quasi-static runs starts as early as z = 0.5. The larger effects of time derivatives could be because ∆P δδ /P δδ has a much smaller magnitude (≤ 5% down to k ∼ 10 hMpc −1 ) in F6 than in F4 and F5, which makes the small impact of including the time derivatives look much stronger, but it may also arise from numerical issues (e.g., the spatial and time resolutions of our simulations are too low and the results have not yet converged). To have confidence in using our numerical simulations to do science, it is important then to understand whether this result is physical. For this reason, we need to investigate the differences between quasi-static and non-static runs when re-simulated at higher resolutions. We will return to this in the next subsection.
Finally, Fig. 4 illustrates the z = 0 relative difference in the velocity divergence power spectra (∆P θθ /P θθ ) for F4, F5 and F6. All three models show similar features as first observed in [12] , most markedly the presence of a dip, after which the ratio ∆P θθ /P θθ increases once again. 3 shows that the enhancement of ∆P θθ /P θθ for these models relative to ΛCDM is a lot stronger than that in the matter power spectra -to almost an order of magnitude in the case of F6. This reiterates the aforementioned advantage of using the velocity divergence power spectrum as a more sensitive probe of modified gravity [26] . Just as in the case of the matter power spectrum, there does not seem to be any significant difference in the enhancements when including time derivatives, as both the non-static and quasi-static simulations of the three models seem to be well-converged. Note, however, that for F6 the effects of including time derivatives on ∆P θθ /P θθ appear to be much smaller than in the case of matter power spectra, which is because of the scale on the axis.
High-resolution Tests
We have simulated the F6 model at higher resolutions, by keeping the number of particles at 256 3 , but using smaller boxes of size 128 h −1 Mpc and 64 h −1 Mpc (the L 128 and L 64 simulations in our nomenclature). The result of the former is displayed in Fig. 5 , from which we immediately see that the discrepancy we noticed in Fig. 3 is now largely reduced, even at redshift z = 0.5. This is demonstrated more clearly in Fig. 6 , where in the upper panels we again plot ∆P δδ /P δδ at z = 0 for both the L 256 and L 128 runs, and show the difference between the quasi-static and non-static cases for each in the lower panel. The offset seen earlier in the L 256 case is now essentially zero throughout all k for L 128 , except for the smallest scales (large k) where we are likely affected by resolution once more. The case for the L 64 simulation is shown in Fig. 7 , but only for the snapshot at z = 0.5 (which shows the largest difference between the quasi-static and non-static runs in Fig. 5 ) for brevity. Again, here we see that the difference between the two is further reduced.
The implications of the results shown in Figs. 5 and 7 are twofold. First, it serves as a convergence test of our algorithm to include time derivatives in the simulations and shows that, with increasing (spatial and time) resolution, the runs do converge as we anticipated. Second, it resonates our expectations and findings from F4 and F5 models, that the effect of introducing time derivatives in the F6 model has a negligible impact on the matter power spectra, compared with just the quasi-static case (if the resolution is high enough so that simulation has converged, of course).
Our conclusion is then that in all models studied in this work (which are also the most well-studied modified gravity models in the literature), the quasi-static approximation, which is adopted in almost all numerical simulations to date, is valid and is adequate to make accurate predictions for the matter and velocity divergence power spectra.
B. Configuration Space
So far we have focused on the quantities describing the cosmic density and velocity fields in the Fourier space. Now, for completeness of our considerations, in this section we will focus on the configuration space. The clustering statistics of quantities defined in the configuration space provides a complementary picture of the field properties. The variance and the two-point correlation functions of a cosmic field are related to its Fourier power spectrum by
Here W TH is the Fourier top-hat window and r is the comoving separation (or smoothing) scale in h −1 Mpc. We have computed both variance and two-point correlation function for the density and velocity divergence fields for all our L 256 runs. For a set of smoothing scales satisfying 1 ≤ r/(h −1 Mpc) ≤ 0.1L box the denoted differences between quasi-static and time derivatives runs were even smaller then any of the differences we have observed for the density and velocity power spectra shown in figures from 1 to 4. Thus we can conclude that both frequency and configuration space two-point statistics used so far in this study are fostering consistent picture. This reassures us that any differences in the properties of the density and velocity fields between quasi-static and time derivatives runs must be very small. [12, 27] have indicated that the high-order moments are much more sensitive probes of even minute changes in the cosmic density field. They have shown in particular, that the clustering amplitudes are well posed to emphasise even very small differences in the clustering pattern when applied for modified gravity models. Following method of [12] , we have computed the reduced skewness S δ;θ for our ensemble of L 256 simulations. For all the relevant smoothing scales we have not found any significant differences between quasi-static and time derivatives realisations in any of our runs.
The results described in Section V A augmented by our findings concerning the configuration space clustering statistics clearly demonstrate, that in the statistical sense the cosmic density and velocity fields produced in quasi-static and time derivative runs are equivalent down to resolved scales.
Finally, to summarise this section we show in Fig. 8 the probability distribution functions (PDFs) of the density field computed at z = 0.5 for our high-resolution L 64 runs. Here we compare only the PDFs of the F6 brand modelled in our two approaches, with the smoothing scale, r = 0.25 h −1 Mpc (equivalent to the size of one grid cell in L 64 ). Comparing the PDFs of the two realisations serves as our final test. So far we have focused on statistical quantities, in which any signal coming from relatively small spatial regions would be strongly suppressed. One could imagine that there might exist some special regions in the density field, where the time derivatives of the scalaron could take bigger values and hence make a bigger impact the dynamics of the cosmic fields. The very centres of cosmic voids can serve as one example of such a place. The extremely low density in those locations could in principle allow for much stronger non-linear behaviour of the k [h Mpc scalar field. However, analysis of the data plotted in the Fig. 8 evidently convinces us that both high and low δ tails of the PDF agree remarkably well in the compared simulations. All extreme objects, like very deep voids or very massive clusters, populate the aforementioned tails of the density PDF. The fact that the both curves agrees also in these regions guarantee that the scalaron and the matter fields exhibit the same dynamical evolution in both quasi-static and time derivative simulations.
VI. NUMERICAL CONSIDERATIONS
In this section, we discuss some of the code-specific numerical issues that one needs to account for in the interpretation of our results above.
A. Convergence of Solutions
In ECOSMOG, between successive relaxation sweeps, one can define a residual d h , as the difference between the numerical values of the two sides of the equations being solved. Convergence (or alternatively, the signal to "stop" further relaxation iterations) is achieved when the residual gets smaller than some predefined threshold, the so-called convergence criterion. In practice, however, the accuracy one would ever achieve when numerically solving our partial differential equation is fundamentally limited by a numerical error, the so-called truncation error τ h , imposed by the discretisation of the continuous differential equation. The latter implies that there is no point to further reduce the residual by doing more relaxation iterations, once it has become smaller than the truncation error [17] :
k [h Mpc 
0.0025
Quasistatic -Time There appears to be a systematic increase in the offset between the two cases with increasing k. We find that this discrepancy is purely a numerical artefact. (Right) The same is done for the L128 simulation for F6 at z = 0. It is clear to see that increasing the resolution has led to a much improved convergence between the quasi-static and non-static cases (except at the very largest k).
where α is some constant (∼ 1/3).
Throughout this work, convergence is deemed to have been achieved when the residual |d h | ≤ 10 −8 , which is a significantly stronger criterion than that in Eq. 54, and further reducing |d h | does not change the results by much. If, however, one uses d h ≤ α τ h , then the results will be changed, and the change itself is larger than the offsets caused by including the time derivatives. Obviously, this is a change that we have no control over. The quasi-static approximation therefore introduces an error well below that caused by the discretisation of the differential equation itself 1 . what one might expect when considering the CFL condition in Eq. 43, which is what ECOSMOG uses to determine the size of the integration time step. Reducing the box size (as we have done here) will reduce dx by the same factor, but the integration time step is also affected in the same way to ensure that particles do not move more than a cell size during one time step. As such, one would expect that adjusting the resolution by means of a increase or decrease in the size of the simulation box should not affect how different the time derivative case is from the quasi-static limit. Why then do the higherresolution L 128 (Fig. 5 ) and L 64 runs reduce the discrepancy of this offset seen in the L 256 run (Fig. 3) ?
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As a result of decreasing the time step in the higher resolution simulations, the particles do not travel as far as they do in low-resolution simulations in a given time step, and so between two consecutive steps, the f R field configuration in real space does not change as much as in a full time step run, which makes its time derivatives smaller. In terms of the equations of motion (say in Eq. 36), this amounts to saying that the value u
i,j,k does not change as much when the time step is reduced. We have tested this in the L 256/2 run, by re-running the L 256 simulation in F6, this time artificially halving the time step that ECOSMOG would naturally use (keeping the force resolution the same), and find that the offset between the quasi-static and time derivative runs is indeed reduced as in the L 128 simulations. We thus conclude that with increased resolution, the reduced time steps make the quasi-static and non-static F6 simulations converge better, and in the convergence limit the time derivatives do not have a big impact on any of our f (R) gravity simulations.
C. Inaccuracies Due to Averaging Over Oscillations
One of the major caveats behind our analysis is the manner in which we include the time evolution of f R in our simulations. Since m eff H, the scalaron field is expected to oscillate very fast about its minimum as it evolves. As mentioned in Section IV B, the time derivative is calculated by averaging f R over the many oscillations. We can make a crude estimate of the error caused by this procedure by following the methodology of [28] .
The background evolution of the field scalaron is given by the equation:f
where dV eff /df R = −1/3 (R − f R R + 2f (R) + 8πGρ m ) as defined in Eq. 7. Now, let us consider small perturbations of the scalaron about its minimum as δf R ≡ f R −f R,min (note that across this subsection δf R is not the spatial perturbation), and derive the following evolution equation for δf R :
The minimum equation for f (R) gravity is given by:
which has been used to derive the above equation and which also implies that (by taking the time derivative of the relation R ≈ −8πGρ m ):
The time-dependent force term F (t) then becomes:
In addition to being driven by the (slow) time evolution of the minimum f R,min , the scalaron field also experiences a number of "kicks" when relativistic species become non-relativistic and thus starts to contribute to T µ µ ≈ ρ m . Because the transition from relativistic to non-relativistic happens on a relatively short time scale compared to the Hubble time, we can model this effect as "instantaneous kicks" [29] 2 :
where t j is the time at which the transition from relativistic to non-relativistic happens and κ j ≈ g/g (m j ) ≤ 1, with g the number of degrees of freedom of the species that is becoming non-relativistic and g (m j ) the number of relativistic species at time t j , when the temperature T is equal to the mass m j . β ∼ O(1) is a constant and H j is the Hubble expansion rate at t j .
In what follows, we limit ourselves to the time of the electron decoupling, t e , as an example of the analysis:
Defining a new field ψ which satisfies δf R = a −3/2 ψ, this equation can be rewritten as:
2 The kick is by the sudden increase in the non-relativistic ρm, as can be seen from dV eff /df R = − [R − f R R + 2f (R) + 8πGρm] /3 -because of the quick change in ρm, f R,min is changed while the true f R needs time to respond to this.
where w = P/ρ is the effective equation of state, with ρ, P including contributions from all matter species. where Θ (t − t e ) is the Heaviside function, m e ≡ m eff (t = t e ), H e = H(t = t e ) and similarly for β e and κ e .
By rewriting d dt
and using
we can finally average over the rapid oscillations to get: 
where, again, a subscript 0 denotes the value at present day.
At late times, e.g., a ∼ 1, the first term in the above expression is of order (H 0 /m eff,0 ) 8 and is extremely small (compared to |f R0 |) because H 0 /m eff,0 is typically less than 10 −3 for the models studied here. This term appears because of the shift of f R,min , which itself is due to the evolution of the background matter density in the Universe. It has nothing to do with the oscillations that we are interested in here.
The second term characterises the amplitude of the oscillations of δf R . Up until the onset of the acceleration phase, we have |f (R)| 8πGρ m and thereforeR ≈ −8πGρ m , wherē ρ m has no contribution from radiation even in the radiationdominated era. This relation m
By noting that n = 1, 3 n+1 Ω m ∼ β where ξ ≈ 34 2 |f R0 |, Ω r ∼ 10 −4 is the present-day fractional energy density of radiation and a e ∼ 10 −9 is the scale factor at t e . The late-time dominance of dark energy slightly alters the relationR ≈ −8πGρ m , but nevertheless the above result still serves as a good order-of-magnitude estimate.
We are more interested in the quantity
which is independent of |f R,0 | and decays over time. A quick calculation shows that for our simulations (z < 49) the amplitude of the oscillation is always smaller than 10 −27 times f R,min , with a value of 10 −35 today 3 .
Evidently, with such tiny amplitudes, the oscillations are unlikely to have any impact on our result, and the averaging over many oscillations should work accurately. Note also that the smallness of δf 2 R 1/2 (t) implies that it is probably unrealistic to follow the oscillations using explicit time integration in a numerical simulation poised for the study of cosmic structure formation, such as ours here.
Of course, the analysis in this subsection has been greatly simplified. In reality, the situation could be much more complicated. For example, the scalaron field f R at a given position of space may not be oscillating around the minimum of its effective potential as determined by matter density at that position, but instead far from that minimum due to interactions with the density field in the environment; the oscillations could have a position (or local-density) dependent mass m eff (t, x); and there can even be 'micro kicks' caused by rapid changes of local matter density due to particles moving to or away from the position, etc.. Such 'micro kicks' may not be well approximated as instantaneous kicks because particle velocity v c, and they have already been accounted for in our time integration scheme.
D. Initial Conditions
We see from Fig. 1-5 that the different initial conditions can lead to significant variations in the results. This can be seen in the form of error bars on the data points in the figures, which represent the scatter within each k-bin over the five realisations -the relative enhancement of the power spectra ∆P/P can be lower or higher than the mean of the bin. Our results demonstrate that the variations across different realisations dominate the differences induced by including time derivatives.
E. The Effect of Baryons
In this paper, we have ignored the effect of baryons in our simulations. While this is not expected to make much of a difference on large scales, the baryonic effects are more pronounced on nonlinear scales, making it more difficult to correctly measure the power spectrum P (k) in this regime. [30] found that there can be a discrepancy of more than 10% in the two-point correlation function on sub-Mpc scales between dark matter only simulations, and those with baryonic effects included. The difference between the inclusion and noninclusion of time derivatives in our f (R) gravity simulations is typically sub-percent, so we expect that any errors from the non-inclusion of baryons significantly dominate those caused by the quasi-static approximation.
VII. DISCUSSION AND SUMMARY
In this paper, we have studied the effect of including time derivatives in the scalar field equation of motion in numerical simulations of structure formation for f (R) gravity, which is a departure from the quasi-static approximation usually used in such simulations. To this end, we have generalised both the f (R) equation itself (Section III B) and the Poisson equation (Section III C), which are the equations that govern the formation of cosmic structures in this model. We find that, in both cases, the inclusion of time derivatives results in additional terms entering the equations compared to the quasi-static case, as seen in Eq. 34. To solve these equations, we make use of ECOSMOG, using 256 3 particles in different boxes (of size 256 h −1 Mpc, 128 h −1 Mpc and 64 h −1 Mpc), to test for the effects of resolution. In the low-resolution case, we evolve three different Hu-Sawicki f (R) models: F4, F5 and F6, corresponding to different values of the scalaron field f R0 (Section V).
By looking at the enhancement of the matter and velocity divergence power spectra relative to ΛCDM, we find that, in the cases of F4 and F5 (Section V A 1), the low-resolution L 256 box simulations confirm that including time derivatives introduces only an insignificant difference from the quasi-static approximation, whereas this difference is larger in the case of F6. To see if changing box size has any effect on this discrepancy, we perform the F6 simulations in the L 128 runs (Section V A 2), and find that this large offset becomes smaller. To verify whether this is actually a consequence of increasing the resolution, we also run two additional tests. The first is a variation of the original L 256 simulation but with its time steps artificially halved (which we dub the L 256/2 simulation). This simulation has the same mass and force resolution as the low-resolution L 256 runs, but it shows the same decrease of the non-static effect as in L 128 . The second is an ever higher resolution simulation with 256 3 particles in a box of size 64 h −1 Mpc, which we call L 64 . This simulation has even smaller time steps and shows even better agreement between the quasi-static and non-static runs. Finally, we test the statistics of the configuration space for both the static and non-static cases, and again find no discernible differences.
The implications of the additional tests are twofold:
i They confirm that with increasing temporal resolution, our implicit scheme for time integration does converge, and this is a nontrivial check that our new code and algorithm works consistently;
ii The converged result is that, even for F6, the inclusion of time derivative is neither crucial nor necessary, and that the quasi-static approximation works reasonably well for all f (R) models studied here..
We have also discussed numerical issues associated with our algorithm. In particular, our time-integration scheme assumes implicitly that the code actually evolves quantities which are averaged over many scalaron field oscillations. Our qualitative analysis shows that the amplitudes of such oscillations, although grow in time, are much smaller than the average value (i.e., the oscillation centre) at all epochs of interest to us, and as a result the implicit time-average should have no impact on our result in practice. We have also discussed other intrinsic sources of scatter, such as the different initial conditions (cosmic variance) and the convergence criterion for our relaxation method, and concluded that they are all significantly larger than the possible error caused by the quasi-static approximation.
To summarise: we find that the effects of the scalar field time derivatives are so small that can be safely neglected for the most practical applications in cosmology.
The three models we consider -F4, F5 and F6 -span a wide range in the strength of the screening mechanism, from very weak to very strong, but in all these cases the quasi-static approximation holds yielding reliable results. In particular, F4 corresponds to a model where the chameleon screening is so weak that it is closer to unscreened theories such as coupled quintessence [31, 32] , and the conclusion can be generalised to those classes of theories.
On the other hand, we must be cautious when trying to generalise the conclusion here to other modified gravity theories. An important example is the Galileon gravity model [33, 34] , which has the Dvali-Gabdadze-Porrati (DGP) model [6] as a subclass. [35, 36] found that neglecting the time derivatives results in the equations having no real solutions in low-density regions, which does not occur in the case of f (R) gravity. As a result, for those theories, the time derivatives are likely to have a non-negligible impact on the cosmic fields. It would be interesting to apply our method of including non-static effects to Galileon simulations and quantify this impact, and this will be left for future work.
