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1. Kapitel 1 - Einleitung  
Diese Arbeit beschäftigt sich mit den verschiedenen Technologien, welche in 
verteilten Systemen zur Kommunikation dienen können. Kernpunkt der Arbeit 
ist es eine Schnittstelle zu schaffen in der eine extrem hohe Anzahl einzelner 
Anwendungen untereinander und mit einer zentralen Simulationsumgebung - 
weitestgehend automatisch - kommunizieren können. Dabei ist auch ein we-
sentlicher Punkt die Frage wie Daten ausgetauscht werden können. Betrach-
tet man zunächst das System an sich so wird es deutlich, dass speziell für 
die Entwicklung des Gesamtsystems, die Stabilität, Leistungsfähigkeit und 
Zuverlässigkeit des Interfaces von enormer Wichtigkeit ist. 
1.1 Motivation 
Kommunikation zwischen verschiedenen Anwendungen ist ein zentrales 
Thema in der Informatik. Zahlreiche Systeme in der heutigen Zeit sind weit 
über Grenzen einzelner Rechner verteilt. Prozesse oder Programme intera-
gieren nicht allein über den Endbenutzer, sondern häufig auch untereinan-
der. Solche Mechanismen werden als nebenläufige oder verteilte Systeme 
bezeichnet [SA2012, S.8]. Um die Kommunikation zwischen den verschiede-
nen Anwendungen zu gewährleisten müssen Mechanismen bereitgestellt 
werden, welche dies über das Internet hinweg Zuverlässigkeit und Sicherheit 
gewährleisten. Die Notwendigkeit einer Vernetzung von Unternehmen ist be-
reits von vielen (vor allem größeren) Unternehmen erkannt worden. Zur An-
bindung anderer Unternehmen wurden deshalb schon in den letzten Jahren 
und Jahrzehnten Kommunikationsmöglichkeiten geschaffen. Die Automobil-
industrie war ab den späten 1970er Jahren der Initiator entsprechender An-
sätze [NG2002, S.13] Die Frage der Vernetzung dreht sich primär um die 
Möglichkeit Daten zwischen verschiedenen Unternehmen auszutauschen. 
Dieser elektronische Datenaustausch (EDI) ist eines der wichtigsten Themen 
in der Industrie. Folglich werden auch in der Arbeit viele Fragen in und um 
das Thema EDI geklärt werden müssen.  
1.2 Gliederung der Arbeit 
Im Folgenden Kapitel 2 – Problemstellung werden die Anforderungen, wel-
che an dieser Arbeit gesetzt sind ermittelt und beschrieben. Daraus resultie-
rend wird die Problemstellung der angedeuteten Szenarien verdeutlicht.  
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Die wesentliche Fragestellung ist dabei, inwieweit die im Kapitel 3 - Stand 
der Technik vorgestellten Technologien angewendet werden können um die-
ser Problematik entgegenzuwirken und eine ausgereifte Plattform (für Simu-
lationszwecke) abzubilden. Es werden Untersuchungen im Umfeld von In-
dustrien aufgegriffen, welche Szenarien betrachtet werden sollten und vor 
allem welche Standards sich bereits im Bereich der Kommunikation und des 
Datenaustausches etabliert haben. Eine Analyse dieser ergibt dann nachfol-
gend die Möglichkeiten diese Technologien für die Entwicklung dieser Arbeit 
anzuwenden. 
Im Kapitel 4 – Grundlagen werden die möglichen Aspekte auf welche die Ar-
beit beruht noch einmal erläutert und schließlich anhand der aus dem Stand 
der Technik hervorgegangenen Ergebnisse bewertet. Diese werden dann zur 
genaueren Betrachtung zusammengefasst und Ansätze durchdacht welche 
im Konzept zum Einsatz kommen könnten. 
Das Kapitel 5 – Konzeption sieht den Entwurf einer genauen Systemarchitek-
tur des Interfaces und alle damit in Beziehung stehenden Ideen vor. Es ana-
lysiert einzelne Vorgänge welche betrachtet werden müssen und schließt 
einige Betrachtungsweisen in Bezug auf die vorgegebenen Grundlagen mit 
ein. Dabei werden sowohl Grundlegende Prinzipien, sowie auch ERP bezo-
gene Aspekte genutzt. 
Mit der Implementierung eines MOM – Interfaces im nächsten Schritt werden 
die vorangegangenen Szenarien umgesetzt. Es wird auf den Aufbau und die 
Struktur des Interfaces genauer eingegangen und es werden die verschiede-
nen Klassen kurz erörtert. 
Danach wird detailliert auf einzelne Probleme und die Umsetzung der Lösung 
im Programm eingegangen. Schließlich wird die Implementierung qualitativ 
und quantitativ bewertet und die praktische Einsatzfähigkeit des Interfaces 
überprüft und analysiert.  
Während im letzten Kapitel 8 - Zusammenfassung und Ausblick die Ergeb-
nisse der Arbeit noch einmal zusammengefasst werden und auf die Erwei-
terbarkeit und zukünftige Nutzung eingegangen wird. 
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1.3 Cloud Computing & Industrie 4.0  
Auch innerhalb eines Unternehmens spielt die Anbindung zwischen dezent-
ralen Systemen eine wichtige Rolle. Wie die Abbildung 1: Smart Factory 
zeigt, sind bei sogenannten Smart-Factorys mehrere Komponenten beteiligt, 
welche untereinander kommunizieren müssen. Bei der Smart Factory oder 
auch intelligente Fabrik gibt es keine direkte Prozessleitstelle mehr. Die 
Steuerung des Prozesses wird durch die enge Verbindung der einzelnen 
Komponenten selbst gemacht.  
 
Abbildung 1: Smart Factory 
Diese immer komplexer werdende Interaktion innerhalb eines Unterneh-
mens, insbesondere im Bereich der Fertigung und Produktion ist in der For-
schung als Maschine-to-Maschine (M2M) Kommunikation bekannt. Dieser 
Automatisierte Informationsaustausch ist eines der Hauptziele des Zukunft-
projekts „Industrie 4.0“ in der Hightech-Strategie der deutschen Bundesregie-
rung [Bund2014, S.16]. Im Hinblick auf das Thema Industrie 4.0 lassen sich 
viele Untersuchungen an betrieblichen Informationssystemen machen. Vor-
rangig geht es dabei um Themen, wie die Flexibilität und Automatisierung 
von einzelnen Komponenten innerhalb einer Prozesslandschaft mit sehr vie-
len Teilnehmern funktionieren könnte. Ziel ist es selbst kleinste Teile deines 
Prozesses mit Mechanismen zur Selbstoptimierung, Selbstkonfiguration zu 
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entwickeln und automatische Diagnosefähigkeiten zu erreichen, so dass eine 
völlige Autonomie des Prozesses ermöglicht wird [PA2008, S.3]. 
Ein weiterer interessanter Aspekt dabei ist wie sich solch ein System und der 
Zugriff von außen allgemein durch das Internet bewerkstelligen lässt. Zentra-
ler Begriff aus dieser Betrachtungsweise heraus ist das Cloud Computing. 
Daten können in zentralen Systemen gespeichert werden und der Zugriff er-
folgt über externe Verbindungen. Eine große Frage wirft dabei die Sicherheit 
der Daten auf. Auch dies ist ein wichtiger Punkt der innerhalb dieser Arbeit 
beleuchtet wird. 
1.4 Kommunikation und Datenaustausch 
Für die Entwicklung des Interfaces muss folglich auch nach den Austausch 
von Nachrichten und Möglichkeiten der Verbindungen zwischen Anwendun-
gen innerhalb verteilter Systeme untersucht werden. Dabei stehen vorder-
gründig die verschiedenen Middleware Technoligen. Diese müssen anhand 
von Untersuchungen und Vergleichen auf die Funktionsfähigkeit als Kommu-
nikationsschnittstelle bewertet werden. Auch die Frage nach Formaten ins-
besondere beim Datenaustausch findet als Vorbereitung für den Aufbau ei-
nes zentralen Systems zur Informationsübermittlung große Beachtung. Dabei 
stellt sich hauptsächlich die Frage welche Standards diesbezüglich genutzt 
werden können.  
1.5 Agentensysteme und Simulationen  
Um eine Schnittstelle für Kommunikationen im ERP Bereich zu schaffen, be-
nötigt man erst einmal Informationen wie solch ein System arbeitet. Um diese 
theoretische Frage praxisorientiert zu beantworten ist eine Simulation über 
die Prozesse innerhalb eines Enterprise-Resource-Planning (ERP) Systems 
nötig. Bei der Simulation handelt es sich um ein Verfahren zur Nachbildung 
eines Systems mit seinen dynamischen Prozessen in einem experimentier-
baren Modell, um Erkenntnisse zu erlangen, die auf die Wirklichkeit über-
tragbar sind [VDI3633]. Die Simulation eines Systems ist nötig, da Untersu-
chungen an einem Realsystem entweder unmöglich sind. Gründe dafür 
könnten u.a. sein, dass das zu analysierende System noch nicht existiert. 
Oder sie erweisen sich im Unternehmensbereich als unwirtschaftlich weil der 
reguläre Betrieb innerhalb des Untersuchungszeitraumes zu stark beein-
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trächtigt wird. Dabei zeigt sich bei Planungsproblemen häufig, dass ein in 
einer deterministischen Planungssituation optimales Verfahren in einem 
Konzept der rollenden Planung mit einem zeitlich sich verschiebenden Pla-
nungsfenster keine optimale Lösung liefert. Der beobachtete Effekt liegt an 
dem begrenzten Horizont des zugrunde liegenden Modells und an der expli-
ziten Annahme über die Schnittstellen zur zeitlichen Umwelt. Deswegen kann 
ein exaktes Verfahren nicht a priori als das Verfahren angesehen werden, 
das auch unter praxisnahen Einsatzbedingungen zu den besten Ergebnissen 
führt. [HF2007, S.10] 
Betrachtet man den Simulationsserver, muss man sich die Frage stellen wie 
Teilnehmer an diesem System simuliert werden könnten. In der Literatur sind 
bei solchen Szenarien häufig Agenten im Einsatz. Agentensysteme bzw. 
Multiagentensysteme (kurz als MAS bezeichnet) finden viele Erwähnungen 
bezüglich der Nutzung zur Simulationen. Abbildung 2: Aufbau Agentensys-
tem zeigt den Aufbau eines MAS.  
 
Abbildung 2: Aufbau Agentensystem 
Ein MAS bezeichnet dabei ein System in welchem eine sehr hohe Anzahl an 
autonom agierenden Teilnehmern simuliert wird. Häufig arbeiten diese Teil-
nehmer zusammen um eine Problemstellung zu lösen. Bei Simulationen 
können diese aber auch die Aktionen eines einzelnen realen Teilnehmers 
simulieren. Um besser deren Verhalten abschätzen zu können. Somit sind 
Agenten gut geeignet um Vorgänge in Systeme oder Anwendungen zu simu-
lieren bevor diese real implementiert werden. Bei agentenbasierten Syste-
men stehen die einzelnen Teilnehmer in Wechselwirkung zueinander. Diese 
Wechselwirkung zu untersuchen ist das Hauptaugenmerk bei der Simulation 
von ERP Systemen. Durch die Auswirkung der simulierten Agenten auf das 
Gesamtsystem lassen sich Rückschlüsse auf reale Systeme und das Verhal-
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ten von einzelnen Teilnehmern ermitteln. Somit ergeben sich auch vorab 
Möglichkeiten Optimierungen und Veränderungen an einen System zu ana-
lysieren. Eine Steigerung von solchen komplexen Systemen - wie ein Multi-
agentensystem - sind komplex adaptive Systeme. Die Steigerung zu einer 
adaptiven Simulationsumgebung bedeutet, dass sie sich selbst steuern und 
anpassen kann. Somit wäre für die Modellierung einer Simulation nur eine 
einfache Abbildung nötig. Daraus könnte dann eine komplex adaptive Simu-
lationsumgebung sich selbst und die Simulation zyklisch organisieren und 
konfigurieren. Somit würde nicht nur ein gefundener Lösungsansatz für eine 
Problemstellung bewertet werden, wie in Abbildung 3: Simulation mit Model-
loptimierung verdeutlicht, sondern der komplette Prozess dynamisch in meh-
reren Zyklen neu definiert werden.  
 
Abbildung 3: Simulation mit Modelloptimierung 
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1.6 Zielsetzung der Arbeit  
Um zu verstehen was das Ziel der Arbeit ist muss zuerst auf die zentrale 
Umgebung in der die Klienten interagieren erörtert werden. Abbildung 4: ERP 
Simulationssystem zeigt den groben Aufbau des Systems.  
 
Abbildung 4: ERP Simulationssystem 
Innerhalb der Simulation interagieren die einzelnen ERP – Systeme mitei-
nander. Die Systeme innerhalb der Simulation können durch Agenten oder 
externe Spieler agieren. Das System muss in der Lage sein eine Vielzahl an 
Teilnehmern zu bewahren und diese effizient miteinander kommunizieren zu 
lassen. Dabei ist es wichtig das manuelle Eingriffe nur sehr begrenzt durch-
geführt werden sollen. Nachdem also eine Simulation gestartet ist sollen alle 
Teilnehmer autark arbeiten können, ohne auf die Antwort eines anderen 
Teilnehmers zu warten. Mit anderen Worten es soll keine sich gegenseitig 
blockierende Aufrufe geben. Teilnehmer sollen selbstständig Entscheidungen 
treffen können, also unabhängig von anderen agieren. Dies kann nur erreicht 
werden indem ein Basissystem geschaffen wird, welches dem Teilnehmer in 
seinen Bemühungen weitestgehend freien Spielraum lässt und diesen nicht 
durch etwaige Restriktionen beeinflusst. 
1.6.1 Ziele im Bereich Lehre  
Im Bereich der Lehre geht es vor allem darum dem Dozenten eine Unterstüt-
zung für die Wissensübermittlung zur Hand zu geben. Es geht darum den 
Studierenden die allgemeinen Business Strukturen und Geschäftsprozesse 
durch den Einsatz von praxisorientierten Beispielen näher zu bringen. Den 
1. Kapitel 1 - Einleitung 
19 
Studenten wird durch die Simulationsumgebung die verschiedenen Korrelati-
onen im Bereich Wirtschaftsinformatik durch die Simulationen der verschie-
denen Teilaspekte von Abläufen in Unternehmen verständlicher - als durch 
bloße Theorie - beigebracht. Durch die Interaktionsmöglichkeiten innerhalb 
einer simulierten Welt lernen die Studierenden was die Aufgaben von Be-
triebliche Informationssysteme im Unternehmen sind. Dabei geht es nicht 
allein um die Vermittlung von unternehmensinternen Systemen, sondern 
vielmehr um die Möglichkeiten des Datenaustausches und die Verkopplung 
zwischen den unterschiedlichen Beteiligten in einen Geschäftsprozess. Da-
bei sollen Simulationen die wichtigsten operativen Geschäftsprozesse im 
Bereich ERP Systeme zeigen und die Umsetzung solchen Systemen - oder 
Teilaspekte dieser - durch eigene Entwicklungen erleichtern. Dabei sollen 
diese eigenen Systeme nach den Regeln der Geschäftsprozesse mit der be-
reitgestellten Simulationsumgebung interagieren können.  
1.6.2 Ziele im Bereich Forschung 
Im Bereich Forschung bildet diese Arbeit die Grundlage für einen prozessun-
abhängigen Simulationsserver, welcher schnell und dynamisch erweiterbar 
ist um somit einen größtmöglichen Inhalt an Simulationen aus dem Business 
Bereich abzudecken vermag. Dabei gibt es interessante Aspekte welche mit 
Hilfe von Simulationen untersucht werden können. So könnten zum Beispiel 
Entwicklungen vorab an Simulationen getestet werden indem Bereiche in 
einen Unternehmen mit welchen Interaktionen erfolgen vorerst durch Simula-
tionsprozesse abgebildet werden. Dadurch kann dem Unternehmen ein 
Mehrwert geschaffen werden, da es zum einen weite Teile der Software si-
muliert.  
 
Abbildung 5: Virtuelle Simulation für Integrationstests 
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Verschiedene Bereiche im Unternehmensumfeld lassen sich durch die Er-
zeugung von Daten durch virtuelle Simulationen testen, noch bevor die ei-
gentliche Integration ins Gesamtsystem erfolgt. Siehe dazu Abbildung 5: Vir-
tuelle Simulation für Integrationstests. Diesen Anspruch gilt es mit Hilfe von 
allgemeinen Standards im Bereich des Datenaustausches zu gewährleisten. 
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2. Kapitel 2 – Problemstellung 
Um zu erklären was das genaue Ziel der Arbeit ist und wie diese sich im Be-
reich Forschung und Lehre auswirken soll muss man sich zunächst einmal, 
den Ablauf der Praktika im Labor Betriebliche Informationssysteme anschau-
en. Hierbei ist es Ziel der Studenten ein eigenständiges mehr oder weniger 
komplexes ERP System zu entwickeln. Um solch ein System testen zu kön-
nen müssen die Studenten in der Lage sein sich mit der komplexen realen 
Umgebung vertraut zu machen. Wichtige Fragestellungen hierbei ist wann 
und wo sich Daten in einen Unternehmen sammeln und wie der Austausch 
zwischen verschiedenen Bereichen innerhalb eines Unternehmens und auch 
zwischen verschiedenen Geschäftspartnern vonstattengeht. Im aktuellen 
Stand sind die Studenten dabei auf fiktive Daten angewiesen. Sie entwickeln 
ihr System nur innerhalb ihrer Grenzen ohne dabei wichtige Aspekte der In-
teraktion zwischen Unternehmen kennenzulernen. Um dessen entgegenzu-
wirken und damit der Student möglichst praxisorientiert arbeiten kann müs-
sen diese Daten wenn möglich automatisch durch ein komplexes Simulati-
onssystem erbracht, verarbeitet und ausgetauscht werden. Der Student sollte 
durch die Entwicklung einer Simulationsumgebung dazu in der Lage sein 
seine entwickelte Anwendung zu testen und möglichst realitätsnahe Ergeb-
nisse zu bekommen. Dabei sollte die Fragestellung was ist ein ERP System? 
und wie arbeitet es beantwortet werden. 
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2.1 ERPL Simulationsserver 
Als Lösung dieser Problemstellung soll in zukünftigen Praktika im Labor eine 
Simulationsumgebung gestartet werden. Dieser Simulationsserver wird im 
Folgenden als ERPL (Enterprise – Resource – Planing Laboratory) - Server 
bezeichnet. Abbildung 6: ERPL Server Architektur zeigt, welches Ziel die 
Entwicklung dieses Servers hat. Mit Hilfe eines Framework Ansatzes lassen 
sich schnell aus vorhandenen Modellen Simulationsprozesse erstellen. Wel-
che im Prinzip wie bei einer Workflow – Engine abgespielt werden und Er-
gebnisse bzw. Daten aus dem ERP Bereich liefern. 
 
Abbildung 6: ERPL Server Architektur 
Der Unterschied zu einer Workflow Engine ist jedoch, dass nicht unbedingt 
reale Systeme integriert sind sondern ein Großteil zur Analyse simuliert wer-
den kann. Somit wäre es möglich verschiedene Daten für weitere Testzwe-
cke zu generieren. Dabei ist es wichtig, dass das System stark abstrahiert ist. 
Somit ließe es sich dann einfach über gegebene Bausteine erweitern und 
anpassbar machen. Dies wiederum hätte den Vorteil, dass im Prinzip jegli-
cher Prozess - wenn er modelliert ist - simuliert werden kann. Für die Labo-
rumgebung hätte dies den großen Vorteil, dass den Studenten realitätsnahe 
Simulationen gezeigt werden können, welche die Zielsetzung des Einsatzes 
von Betrieblichen Informationssystemen hat. 
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2.1.1 Aufbau 
Das Simulationssystem ist so aufgebaut, dass es nicht allein innerhalb eines 
Prozesses oder auf einer einzelnen Hardware laufen kann. Dies wäre schon 
allein aus Performancegründen nicht möglich. Man stelle sich vor ein einzel-
ner PC müsste in der Lage sein weit über 1000 Klienten, bzw. Prozesse zu 
steuern. Das einzelne System würde für selbst unkomplexe Simulationen viel 
Zeit benötigen. Damit das System performant ist, muss es sich also zwin-
gend um eine verteilte Anwendung handeln. Verteilte Anwendungen bzw. 
verteilte Systeme verteilen ihre Funktion auf unterschiedliche Hardware. Da-
mit diese ähnlich gut zusammenarbeiten wie bei einem einzelnen System, 
müssen die verschiedenen Teile miteinander verkoppelt werden. Laut 
[CG2002] ist „ein verteiltes System (VS) ein System, in dem sich HW- und 
SW-Komponenten auf vernetzten Computern befinden und miteinander über 
den Austausch von Nachrichten kommunizieren“. Die Verbindung zwischen 
den Rechnern geschieht häufig über Middleware Techniken. Diese werden 
im Kapitel 3.3.1 untersucht. Aufgrund dieser Forderung nach einer Realisie-
rung des ERPL Servers als ein verteiltes System, ist die Entwicklung der 
Kommunikationsschnittstelle für die Entstehung des ERPL Simulationssys-
tems ein wichtiger Grundschritt.  
2.1.2 Kommunikationsschnittstelle 
Da der ERPL Server als verteiltes System arbeiten muss steht als ersten 
Entwicklungsschritt die Kommunikationsschnittstelle fest. Das Ziel dieser Ar-
beit ist es also ein Interface zu erstellen mit welchem zum einen der Simula-
tionsserver gesteuert und konfiguriert werden kann und zum anderen den im 
System handelnden autonomen Agenten eine Interaktionsmöglichkeit zu ge-
ben.  
2.2 Beispiel Szenarien 
Um die Lösungsansätze für das Thema zu ermitteln muss von vornherein 
erst einmal die Problematik verdeutlicht werden. Aus diesem Grunde wird im 
folgenden Absatz zuerst verschiedene Szenarien beschrieben, welche als 
Grundlage für Simulationen dienen könnten. 
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2.2.1 Beer Distribution Game  
Beim Beer Distribution Game, im folgendem nur noch als Beergame be-
zeichnet, handelt es sich um ein Rollenspiel im Lager und Lieferanten - Kon-
text. Es soll die Zusammenhänge zwischen verschiedenen Parteien inner-
halb einer Lieferkette beschreiben. Entwickelt wurde 1960 am Massachusetts 
Institute of Technology (MIT) von der Sloan System Dynamics Group unter 
der Leitung von Jay Forrester, als Teil von Jay Forresters Forschung in den 
Disziplinen „Systemisches Denken“ und „industrial dynamics“ [FJ1997, 
S.1037ff] Das damalige Ziel des Simulationsspiels war es zu zeigen, dass 
nicht externe Faktoren, sondern die interne Struktur das Systemverhalten 
bestimmt, oder kurz gesagt "structure creates behavior" [Bier2015]. Mittler-
weile wird das Beergame häufig in Management Seminaren genutzt um die 
Vorteile von Informationsbereitstellung und Teilung mit allem Teilnehmern 
innerhalb einer Lieferkette genutzt. Es dient Unternehmen als Simulation um 
zu zeigen, welche Auswirkungen das (Fehl)-Verhalten von einzelnen Spiel-
teilnehmern auf die anderen Teilnehmer hat. Üblicherweise entsteht dieses 
Fehlverhalten durch Priorisierung der eigenen wirtschaftlichen Interessen 
entgegen der anderen Mitglieder der Lieferkette. Das Produkt welches dabei 
durch die Lieferkette fließt ist nicht wirklich von Bedeutung. Entsprechend der 
Branche kann es sich unter Umständen dabei auch um ein anderes Getränk, 
Handy oder gar ein Automobil handeln. Die Beschreibung und der Aufbau 
der Simulation sind leicht im Internet zu finden. Es gibt auch zahlreiche Sei-
ten auf denen das Spiel frei zur Verfügung steht. Die Lieferkette besteht bei 
der Beergame - Simulation aus einer vierstufigen Reihe von Geschäftspart-
nern (Einzelhändler, Großhändler, Verteiler und Fabrik). Dabei übernimmt 
jeder Teilnehmer eine dieser vier Rollen. Siehe dazu die aus [Bier2015] ent-
nommene Ansicht Abbildung 7: Spielplan Bierspiel zum Aufbau des Spiels. 
 
Abbildung 7: Spielplan Bierspiel 
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Eventuell kann man die Anzahl der Stufen in der Lieferkette zu Beginn der 
Simulation durch Parameter bei der Konfiguration erhöhen oder verringern. 
Ziel der einzelnen Teilnehmer ist es die Kosten ihres übernommenen Unter-
nehmens möglichst gering zu halten. Als Kosten gibt es zum einen die La-
gerkosten, welche durch die Einlagerung von bestellten Artikeln, die nicht 
gleichzeitig weiterverkauft wurden, in der Lagerhaltung entstehen. Zum ande-
ren Entstehen dem Spieler Kosten wenn Bestellungen von seinem Kunden, 
aufgrund von Lagerengpässen, nicht rechtzeitig ausgeliefert werden können. 
Der Spieler muss also versuchen eine möglichst optimale Strategie um ein 
Gleichgewicht zwischen Lagerhaltungskosten und Strafzahlungen für Lie-
ferverzug zu finden. Der Ablauf des Spieles ist rundenbasiert. In jeder Runde 
kann der Spieler auf das Spielgeschehen einzig und allein über die Menge 
von Bestellungen in dieser Runde einwirken. Dabei kann eine Runde einen 
Tag, eine Woche oder gar einen größeren Zeitrahmen darstellen und ist für 
die Ergebnisse der Simulation nur von geringer Bedeutung. Die in einer Run-
de erhaltenen Bestellungen unterliegen aber einer Logistischen Verzögerung 
(häufig zwei Runden), welche sich im Verlauf des Spiels enorm auswirken. 
Das Spiel an sich ist relativ simpel gehalten und berücksichtigt viele Dinge, 
wie zum Beispiel Produktionsausfälle, Lagerkapazitätsgrenzen oder unter-
schiedliche Lieferverzögerungen aus der realen Welt nicht. Dennoch zeigt es 
interessante und eindeutige Ergebnisse welche gravierende Effekte (be-
zeichnend dabei der Peitschen-Effekt) [GJ2010] bei fehlendem Informations-
austausch zwischen Unternehmen entstehen können. 
2.2.2 ERP Planspiele 
Bei ERP – Planspielen gibt es, aufgrund der Vielfältigkeit von den Bereichen 
eines ERP- Systems, viele Möglichkeiten ein Planspiel mehr oder weniger 
Komplex zu gestalten. Typische Funktionsbereiche eines ERP - Systems die 
man simulationsbedingt Kapseln kann sind: 
 die Materialwirtschaft und Produktion,  
 die Personal und Finanzwirtschaft 
 Lagerung und Logistik 
Häufig werden diese Spiele auch in der Literatur als Existenzgründungssze-
narien oder Unternehmensplanspiele bezeichnet. Der Ablauf ist häufig unter-
schiedlich und auf verschiedene Disziplinen begrenzt. Großer Nachteil dieser 
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Spiele ist, dass die Simulation hauptsächlich die realen Bedingungen aus 
einer eingeschränkten Sichtweise betrachten. Die Simulation beschränkt sich 
dabei auf die unternehmensinternen Prozesse. Die Verwicklung mit anderen 
Unternehmen und äußeren Faktoren werden dabei nur geringfügig betrach-
tet. Trotzdem lässt sich darauf aufbauend ein Szenario gestalten, welches 
von einem ERP Simulationsserver durchgeführt werden könnte. Ein komple-
xes Beispiel dieses Szenarios bietet das Browsergame „virtunomics“, wel-
ches in Abschnitt 3.1.2.1 genauer untersucht wird. 
2.2.3 Logistik und Transport - Simulation 
Im Bereich der Logistik gibt es auch zahlreiche Simulationen die durchgeführt 
werden könnten. Hierbei gibt es auch einige Bereiche die nicht auf das 
menschliche Verhalten aufgesetzt sind, sondern vielmehr das Ziel hat opti-
male Lösungen für bestimmte Problemstellungen zu finden. Aufgrund dieses 
Ansatzes eignen sich Szenarien in diesem Bereich besonders für die Ver-
wendung von Agentensystemen.  
Ein einfaches Beispielszenario wird durch Abbildung 8: Transportproblem 
gezeigt. 
Hierbei wird von außerhalb der eigentli-
chen Simulation (durch die Konfiguration 
oder durch eine Art Spielleiter) das durch-
zuspielende Szenario konfiguriert. Dabei 
werden verschiedene Transportaufträge 
definiert, welche durch die Teilnehmer ab-
gearbeitet werden. Für jeden durchgeführ-
ten Auftrag gibt es eine Belohnung. Die 
Kosten dabei liegen in der Entfernung 
(Spritkosten, Geschwindigkeit), das zu 
transportierende Gesamtgewicht und 
Sanktionen, sowie Strafzahlungen. Dieses 
Beispiel ist vom Szenario recht einfach gestellt. Jedoch ist das dahinterlie-
gende Modell weitaus komplexer. So muss zum Beispiel für jedes zu Trans-
portierende Produkt feste Gewichtsdaten vorhanden sein. Für jede Trans-
portart müssen die Kosten genau definiert sein. Außerdem ist das Thema der 
Abbildung 8: Transportproblem 
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verschiedenen Abfahrt- und Ankunftsorte schwer abzubilden. Diese können 
in verschiedenen Komplexitäts-Leveln simuliert werden. Beispielhaft: 
 
Abbildung 9: Komplexitäts-Level beim Transport 
In jedem der Szenarien sind die Teilnehmer mehr oder weniger stark mitei-
nander vernetzt. Diese Vernetzung darf jedoch nicht blockierend auf einzelne 
Teilnehmer wirken indem dieser auf die Nachrichten von anderen Teilneh-
mern warten muss. Das Schlüsselwort hierbei ist asynchrone Kommunikati-
on. Asynchrone Kommunikation bedeutet das einzelne Nachrichten nicht di-
rekt zwischen den Teilnehmern ausgetauscht werden, sondern häufig zeitlich 
versetzt über eine Zwischenschicht. Diese Zwischenschicht oder Middleware 
speichert eine vom Sender geschickte Nachricht im System temporär und 
sendet sie nicht direkt an den Empfänger weiter. Der Empfänger ruft jetzt 
seinerseits die Nachricht ab sobald er zeitlich dazu in der Lage ist. 
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2.3 Aus dem Prozessmodell zur Simulation 
In Betrachtung an Simulationen, muss klassifiziert werden, wie solch eine 
Simulation stattfinden sollte. Es handelt sich bei den genannten Szenarien 
ausschließlich um dynamische Prozesse, in denen flexibel auf spezifische 
Situationen reagiert werden muss und in denen der Faktor Zeit eine wesent-
liche Rolle spielt. Des Weiteren muss man feststellen, dass es sich bei vielen 
Szenarien um hybride Simulationen handelt. Das heißt, das diese Szenarien 
sowohl Eigenschaften der kontinuierlichen als auch der diskreten Simulation 
aufweisen. [BH1992, S.42] Bei der kontinuierlichen Simulationen ändern sich 
Zustände und Werte kontinuierlich und es ist ein deterministisches Verhalten 
zu erkennen. Somit können Werte und/oder Informationen jederzeit abge-
fragt werden. Währenddessen weisen diskrete Simulationen Zustandsände-
rungen nur in bestimmten Intervallen (zeitdiskret) oder durch Ereignisse (er-
eignisdiskret) auf. Abbildung 10: kontinuierliche und diskrete Zustandsüber-
gänge zeigt dabei die Unterschiede zwischen beiden Simulationstypen. 
 
Abbildung 10: kontinuierliche und diskrete Zustandsübergänge 
Simulation kann als Experimentieren mit formalen Modellen verstanden wer-
den. „Wo immer die Konsequenz aus dem Zusammenspiel vielfältiger Hypo-
thesen nicht durch logische und mathematische Ableitungen allein zu über-
schauen sind, erlaubt die Simulation wenigstens, aus bestimmten Anfangs-
bedingungen und Parameterkombinationen Schlussfolgerungen zu ziehen„ 
[TK1990, S.178]. 
Computergestützte Simulationen erlauben es, Anfangsbedingungen und Pa-
rameterkombinationen vielfältig zu variieren und damit unvorhersehbares 
Verhalten und Ergebnisse zu erhalten, die mit rein logischen und mathemati-
schen Schlussfolgerungen nicht zu erreichen sind. Ziel der Simulation ist es 
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eine Fülle an verschiedenen Datenmengen für weitere Simulationen, Analy-
sen oder Durchführungen zu erhalten. 
Nun stellt sich die Frage wie Prozesse modelliert werden müssen um die In-
formationen, welche durch die Simulation erreicht werden sollen, zu erhalten. 
Die Prozessmodellierung dient der Beschreibung des Verhaltens eines rea-
len Systems und, daraus abgeleitet, der Möglichkeit Rationalisierungspoten-
zial zu identifizieren [BJ2004]. Für die Modellierung und Ausführung von Ge-
schäftsprozessen in Unternehmen stellt die Business Process Model and 
Notation, kurz BPMN, einen mittlerweile anerkannten Standard und weit ver-
breiteten Standard dar. Im optimalen Fall ließe sich dynamisch aus dem Mo-
dell eine Simulationsumgebung schaffen. Dabei ist jedoch der aus dem Mo-
dellierungsziel folgende unterschiedliche Abstraktionsgrad zwischen Ge-
schäftsprozess und Simulationsmodell zu berücksichtigen [NS2003, S. 450]. 
Bei BPMN zum Beispiel ist der Schwerpunkt auf die grafische Abbildung von 
Geschäftsprozessen angelegt. Bei der fortführenden Betrachtung, aus dem 
Aspekt der Simulation und Ausführung von Prozessen sollte dieser Unter-
schied beachtet werden. Das vorrangige Ziel von BPMN ist die Darstellung, 
während bei der Prozesssimulation die einzelnen Abläufe bzw. Funktionen 
nicht ins Detail beschrieben werden müssen, dafür aber ein erheblich höhe-
rer Detailierungsgrad in Bezug auf quantitative Größen, wie Zeiten, Kosten, 
Verteilung, Wahrscheinlichkeiten oder die Anzahl von Objekten und Res-
sourcen aus der realen Welt [KO2014, S200ff]. Gemeint ist das Simulationen 
für die Ausführung von Prozessen genau definierte Regeln und Übergänge 
zwischen Funktionen haben sollten. Die eigentlichen Funktionen sind dabei 
primär durch Aktivitäten innerhalb des Prozesses einzusetzen. 
2.4 Anforderungen 
Die Anforderungen an das System sind dabei vielschichtig. Neben der Be-
trachtung der Art der Simulation müssen auch technologische Aspekte be-
rücksichtigt werden. Dabei geht es vordergründig darum um die optimalen 
Prozesse auf Kommunikationsebene zu finden. Damit die Steuerung und der 
Nachrichtenaustausch innerhalb des verteilten ERPL - Systems bestmöglich 
funktioniert. 
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2.4.1 Anforderungen an das ERPL System 
ERPL Server soll verschiedene Geschäftsprozesse (GP) simulieren können. 
Die Beteiligten an einem GP sollen durch Klienten abgebildet werden welche 
weitestgehend autonom handeln können. Dies stellt interessante Anforde-
rungen an das System: 
 Klienten müssen völlig unabhängig voneinander sein 
 Klienten dürfen während des Informationsaustausches nicht blo-
ckieren 
 Bestimmte Daten/Nachrichten müssen parallel bearbeitbar sein 
 Übertragungen auch an (zeitweise) inaktive Teilnehmer 
 Verbreitung von Nachrichten ohne direkt bestimmten Abnehmer 
 Bestimmte Nachrichten müssen bedarfsorientiert an mehrere Ab-
nehmer gesendet werden 
Des Weiteren soll das System für Simulationszwecke modular aufgebaut 
sein. Die einzelnen Simulationen sollen gegebenenfalls gleichzeitig ausge-
führt werden. Dies bedeutet, dass auch die einzelnen Simulationen absolut 
unabhängig vom Gesamtsystem sein müssen. Im optimalen Fall könnte man 
also eine Simulation starten, welche innerhalb einer komplexeren Simulation 
abläuft. Durch diese atomare Struktur der einzelnen Simulationen erhält man 
eine verschieden stufenartige Ansicht eines komplexen Systems.  
Ein System in dem jeder Klient direkten Kontakt zu jedem anderen Klien-
ten(oder zumindest jeden mit dem, in dem Szenario kommuniziert werden 
muss) haben muss, würde eine unnötige Komplexität fürs System und für 
einzelne Klienten bedeuten. Abbildung 11: Problematik 1 zu 1 - Verbindung 
skizziert die Problematik. 
 
Abbildung 11: Problematik 1 zu 1 - Verbindung 
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Für jeden neuen Teilnehmer in diesem Netz müssen Verbindungen zu allen 
bereits existierenden Teilnehmern aufgebaut werden.  
Anzahl Benötigte Anzahl Benötigte Anzahl Benötigte 
Agenten Verbindungen Agenten Verbindungen Agenten Verbindungen 
1 0 10 45 100 4950 
2 1 15 105 250 31125 
3 3 20 190 500 124750 
4 6 25 300 1000 499500 
5 10 50 1225 2000 1999000 
Tabelle 1: Komplexität bei direkter Verbindung 
Die Zahl der Verbindungen steigt dabei exponentiell an. In Tabelle 1: Kom-
plexität bei direkter Verbindung ist dies auch nochmal verdeutlicht. Nach der 
Graphen Theorie in der Netzwerktechnik ergibt sich für die Anzahl n an Teil-
nehmern die Anzahl p für nötige 1zu1 Verbindungen nach der Formel: 
  = 	  
 
2
  = 	
 (  − 1)
2
 
 
Ziel ist es also eine einheitliche Schnittstelle zu schaffen, deren Aufgabe es 
ist die Verteilung der einzelnen Nachrichten und Transaktionen direkt zu 
übernehmen. Somit ist für den Klienten nur der Kontakt zum Verteilersystem 
nötig. Abbildung 12: Verteiler - Verbindung verdeutlicht den besseren Kom-
munikationsansatz. 
 
Abbildung 12: Verteiler - Verbindung 
Des Weiteren müssen aufeinanderfolgende Transaktionen sehr schnell an 
den entsprechenden Klienten übermittelt werden. Auch ein extrem hoher 
Durchsatz von riesigen Datenmengen im System bei auch sehr komplexen 
Prozessen ist weiterhin nötig. Dabei ist eine Voraussetzung, dass bei auto-
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nomen Simulationen keine zusätzlichen Interaktionen mit Endbenutzer erfor-
derlich sind. 
2.4.2 Anforderungen an die Kommunikationsschnittstelle 
Die entsprechende Schnittstelle muss also gewährleisten, dass die Klienten 
autark im Simulationssystem handeln können. Wichtige Anforderungen an 
das Nachrichtenverteilungssystem wären also: 
 Eine hohe Verfügbarkeit 
 Gute Skalierbarkeit 
 Bereitstellung von Mechanismen zur asynchronen Kommunikation 
 Persistenz von Nachrichten 
 Verlustfreier Datenaustausch 
 Einfache Verwendung 
Ein Klient welcher also den Simulationsserver benutzen will sollte in der Lage 
sein dies durch entsprechende (API) Aufrufe der Schnittstelle schnell und 
einfach zu vollführen. Da viele Agenten auf unterschiedlichen Rechnern 
gleichzeitig auf das System zugreifen muss die Middleware eine gute Ska-
lierbarkeit haben, das auch bei sehr hohen Anfragen weiterhin eine hohe 
Verfügbarkeit besteht. Des Weiteren dürfen Klienten nicht auf Antworten des 
Systems warten, damit ihre eigene Performance nicht davon abhängig ist. 
Das bedeutet, dass Mechanismen geschaffen werden müssen welche eine 
asynchrone Kommunikation zwischen Klienten und auch Gesamtsystem er-
möglichen. Ein weiterer wichtiger Begriff hierbei ist die Interoperabilität zwi-
schen allen Beteiligten. Diese Fähigkeit zur Zusammenarbeit zwischen Klien-
ten kann nur durch die Einhaltung von Standards in diesem Bereich erreicht 
werden. Dabei ist es wichtig, dass alle Komponenten keine Abhängigkeit un-
tereinander besitzen, es also somit eine lose Koppelung gibt. Auch eine Aus-
fallsicherheit und ein verlustfreier Datenaustausch sind von großer Bedeu-
tung.  
Eine weitere Anforderung wäre noch eine einfache Verwaltbarkeit des Ge-
samtsystems über die Schnittstelle. Das heißt, dass Möglichkeiten gegeben 
werden müssen, mit welchen das gesamte System zu überwachen und zu 
konfigurieren ist und einzelne Simulationen beobachtbar bzw. protokollierbar 
sind. 
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3. Kapitel 3 - Stand der Technik 
Dieses Kapitel beinhaltet eine Zusammenfassung aus den verschiedenen 
Bereichen und Technologie Standards, welche in Zusammenhängen zu dem 
Aspekt dieser Arbeit stehen. Dabei wurden nicht nur direkte Kommunikati-
onstechniken in der Informatik, sondern auch ähnliche Ansätze oder Teilge-
biete aus den Bereichen Simulation und ERP Standards untersucht. 
3.1 Computergestützte Simulationen im ERP – Bereich 
Wie die Bemühungen von Organisationen, wie die Arbeitsgemeinschaft Si-
mulation (ASIM) der Gesellschaft für Informatik und dem Verein Deutscher 
Ingenieure (VDI) in Gestalt von Richtlinien sowie die große Anzahl einschlä-
giger Publikationen zur Simulation zeigen, ist die Simulation ein wichtiges 
Analyseinstrument für die Planung und den Betrieb von Produktions- und 
Logistiksystemen [HF2007, S.14]. Der erste Schritt bei der Recherche war es 
bereits vorhandene Forschungsergebnisse im Bereich Computergestützter 
Simulationen zu untersuchen. Dabei sind verschiedene mehr oder weniger 
passende Simulationen in Betracht gekommen. Viele von ihnen basieren auf 
vorhandene ERP - Systeme, wie dem R/3-System der SAP AG [LP2006]. 
Diese vorhandenen Systeme wurden zur Simulation noch mit speziellen 
Plug-Ins oder andere Erweiterungen versehen um somit situativ und analy-
tisch die Funktionalität der Prozesse zu verstehen und zu bewerten. Andere 
Systeme folgen eher dem Ansatz einer Spielsimulation in denen den Teil-
nehmern spielerisch die verschiedenen Prozesse und industriellen bzw. wirt-
schaftlichen Kenntnisse nähergebracht werden sollen. Im weiteren Verlauf 
dieses Abschnittes werden die verschiedenen Ergebnisse vorgestellt. 
3.1.1 Simulationen auf Grundlage von SAP R/3 
Eines der zentralen Ergebnisse der Untersuchungen war, das Simulationen 
im Bereich ERP eng mit SAP gekoppelt sind. Dabei verwenden die Simulati-
onen das SAP R/3 System als reines Regelwerk für einen bereits definierten 
Prozess und die unterliegende Technik wird simuliert oder die Verwendbar-
keit des Systems wird dem Anwender anhand von Beispielen beigebracht. 
Für beide Arten sind in folgenden Abschnitten Beispiele erläutert worden. 
3. Kapitel 3 - Stand der Technik 
34 
3.1.1.1 SIM – R/3 
SIM R/3 wurde 2007 im Labor für Informationstechnik und Produktionslogistik 
an der Fachhochschule Regensburg als Pilotimplementierung entwickelt. Ziel 
der Entwicklung war es die Regelung der Produktion auf Maschinen bzw. 
Anlagenebene durch ERP Systeme zu simulieren.  
Wichtige charakteristische Daten für die Regelung produktionslogistischer 
Prozesse sind:  
 Auftragsbezogene Daten, wie Start und Ende eines Arbeitsganges 
 maschinenbezogene Daten, wie Störzeiten nach Dauer und Ursache 
 werkzeugbezogene Daten 
 lagerbezogene Daten, wie Zu- und Abgänge 
 mitarbeiterbezogene Daten usw. 
[HF2007]. 
Im Sim-R/3 wird der eigentliche Produktionsprozess durch das von Siemens 
PLM Software entwickelte Simulationswerkzeug Plant Simulation (eM-Plant) 
realisiert. eM-Plant bildet komplexe Produktionssysteme und -prozesse leicht 
verständlich in Computermodellen ab. Eine Optimierung von Materialfluss, 
Ressourcenauslastung und Logistikketten auf allen Ebenen der Unterneh-
mensplanung wird mit dem Werkzeug möglich [BS2008]. Das zugrundelie-
gende ERP – System ist das bekannte R/3 System der SAP AG. 
Interessant war dabei vor allem für diese Arbeit, wie die Kommunikation zwi-
schen R/3 System und eM-Plant realisiert ist. Bei SIM - R/3 wurde die Da-
tenübertragung über TCP – IP Sockets durchgeführt. Dabei wird ein einfa-
cher direkter Nachrichtenaustausch über „receive“ und „send“, wie er von 
jedem Betriebssystem angeboten wird, durchgeführt. Damit die Informatio-
nen von beiden Systemen verstanden werden ist eine Datenumwandlung 
erforderlich. Dazu werden die Aufträge von R/3 System durch so genannte 
Business-Application-Programming-Interfaces (BAPIs) verändert. Bei den 
BAPIs handelt es sich um eine standardisierte Programmierschnittstelle, wel-
che von SAP für den externen Zugriff von Programmen auf die Daten und 
Geschäftsprozesse des R/3 Systems entwickelt wurde [HF2007, S.7]. Um 
nun die Kommunikation zwischen beiden Systemen zu ermöglichen wurde 
bei SIM R/3 ein Programm in Java als Middleware entwickelt. Dieses Pro-
gramm empfängt Nachrichten von eM - Plant und wandelt diese in remote 
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function calls (RFC) Kommandos welche wiederum über BAPI direkt ans R/3 
gesendet werden. Diese Nachrichten dienen der Regelung des Produktions-
prozesses. Die Rückmeldungen werden dann wiederum durch die Middle-
ware in Nachrichten umgewandelt, welche über Sockets an das Simulations-
system gesendet werden. Abbildung 13: SIM R/3 Architektur zeigt die Sys-
temarchitektur von SIM-R/3.  
 
Abbildung 13: SIM R/3 Architektur 
SIM – R/3 offenbart, dass mittels kommerziell verfügbarer Standardsoftware 
die Regelung produktionslogistischer Prozesse in einem Unternehmen simu-
liert werden kann. Leider beschränkt sich die Arbeit auf SAP interne Prozes-
se zur Produktionssteuerung und bietet kein allgemeines Modell zur Simula-
tion von Geschäftsprozessen an. Interessant ist jedoch hierbei vor allem das 
Middleware Konzept und die Datentransformation. Die Möglichkeiten des 
Austauschs der beteiligten Systeme sehen vielversprechend aus und Bedarf 
weitere Untersuchungen. 
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3.1.1.2 ERPsim 
ERPsim ist ein virtuelles Planspiel, welches auch auf SAP R/3 basiert. Entwi-
ckelt wurde es 2006 von einen Forscherteam der HEC Montréal in Koopera-
tion mit der SAP University Alliances [LP2006]. 
Dabei werden unterschiedliche Abläufe bei Geschäftsprozessen in einem 
Unternehmen mit Hilfe des SAP R/3 Systems dem Anwender oder Teilneh-
mer nähergebracht. Die Prozesse werden dabei nicht miteinander verknüpft 
sondern durch unterschiedliche Simulationen dargestellt. Als Simulations-
spiele stehen momentan bei ERPsim folgende zur Verfügung: 
 Distribution Game 
 Manufacturing Game 
 Logistic Game 
Die Simulation wird dabei nicht in Echtzeit sondern rundenbasiert durchge-
führt. Verschiedene Teams mit jeweils mehreren Teilnehmern übernehmen 
dabei ein Unternehmen, welches Müsli herstellt und verkauft. Die Teams 
konkurrieren dabei nicht direkt gegeneinander. Im Gegensatz zur vorherigen 
Arbeit ist das Ziel von ERPsim Teilnehmern dieses Planspiels zu lehren wie 
ERP Systeme Unternehmensstrategien und die unterliegenden Konzepte 
unterstützen. Hiermit sind also weniger die technischen Aspekte interessant 
als vielmehr wie die Vermittlung von Wissen nach dem „learning by doing“ – 
Prinzip funktioniert. Leider ist dem Spieler dabei nur in einen begrenzten 
Rahmen Interaktionen möglich. Aufgrund dieser Beschränkung auf ein abge-
schlossenes System, ist es für die Simulation allgemeiner wirtschaftlicher 
und industrieller Zusammenhänge eher nicht geeignet. 
 
3.1.2 ERP – Simulationen als Massiv Multiplayer Online Game 
Der Begriff Massively Multiplayer Online Game (MMOG), auf Deutsch auch 
Massen-Mehrspieler-Online-Gemeinschaftsspiel, bezeichnet einen Typ eines 
Computerspiels, das den Spielern eine virtuelle persistente Welt bietet und 
von sehr vielen (häufig mehreren tausend) Spielern (Mehrspieler) gleichzeitig 
über das Internet gespielt werden kann. Typischerweise interagieren sowie 
kommunizieren die Spieler miteinander und prägen somit das Fortschreiten 
in der virtuellen Welt gemeinsam [WIK01]. Gerade diese Interaktionen und 
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das gemeinsame Spielen bieten interessante Nutzungsmöglichkeiten in Be-
zug auf die Simulation von konkurrierenden Unternehmen. Der Teilnehmer 
ist somit nicht mehr in einen abgeschlossenen Bereich tätig sondern von an-
deren Teilnehmern direkt abhängig. 
3.1.2.1 Virutnomics 
Ein gutes Beispiel für ERP - Simulationen auf Basis von Online Spielen ist 
virtonomics. Virtonomics wurde 2009 von GamerFlot Trading Ltd. veröffent-
licht. Schon am Ende des Jahres stieg die Benutzeranzahl über eine halbe 
Million. Die ursprüngliche Version stammt aus dem Jahre 2004 und wurde 
von russischen Spieleentwicklern als nicht kommerzielles Amateurprojekt 
entwickelt. 
Virtunomics ist auf Business – Strategien ausgerichtetes MMOG. Beim Spiel 
ist vor allem das Management in einem großen Unternehmen gefordert. Der 
Spieler kontrolliert und verwaltet ein Unternehmen, welches in eine Vielzahl 
an Branchen gleichzeitig Fuß fassen kann. Das Spiel selbst erfordert dabei 
vorab ein hohes Verständnis an den Gesetzen des realen wirtschaftlichen 
Handels, sowie finanzielle und industrielle Vorgänge aus der Wirtschaft 
[VIR2015]. So ist zumindest ein gewisses Verständnis von Wirtschaftskreis-
läufen erforderlich. 
Im Gegensatz zu den meisten ökomischen Spielen ist virtonomics äußerst 
komplex aufgebaut. Dabei bildet es eine Vielzahl an geschäftlichen Berei-
chen von Unternehmen ab. Im Gegensatz zu anderen wirtschaftlichen Pro-
zessen die stark vereinfacht dargestellt werden ist die Produktion zum Bei-
spiel von einer Vielzahl von Parametern und anderen Prozessen abhängig. 
Trotz dieser Komplexität ist keine große Grundausbildung nötig, da viel Hilfe-
stellung innerhalb des Spieles vorhanden ist. Auch dieses Spiel läuft nicht in 
Echtzeit ab. Der Simulationsserver aktualisiert zyklisch Ergebnisse indem er 
die vom Spieler gemachten Einstellungen auswertet. 
3.1.2.2 Andere 
Wirtschaftssimulationen sind ein beliebtes Genre bei Onlinespielen. Viele 
davon kann man als Simulationen von Geschäftsprozessen ansehen auch 
wenn häufig ein zu hoher Abstraktionsgrad die eigentlichen Prozesse dem 
Spielerlebnis hinterherstehen. Andere Beispiele für solche Simulationen auf 
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Basis von MMOGs wären z.B. Business Tycoon Online, eBig Oil oder Wall 
Street. Gerade Onlinespiele haben den großen Vorteil dass es eine sehr ho-
he Anzahl an aktiven Teilnehmern für Analyse und sonstigen Auswertungen 
gibt. 
3.1.3 Einsatzmöglichkeiten in der Lehre 
Vergleicht man nun die Ergebnisse miteinander so sind viele nützliche Infor-
mationen aus den unterschiedlichen Ansätzen zur Simulation von ERP - Pro-
zessen vorhanden. Tabelle 2: Vergleich von ERP - Simulationen listet diese 
separat auf.  
  Simulationen 
  auf SAP Basis  auf MMORG Basis 
Teilnehmer stark begrenzt sehr viele 
Ziele 
arbeiten in Teams 
konkurrierendes Verhalten 
wird simuliert 
Kennenlernen von Ge-
schäftsabläufen 
viele Interaktionen zwi-
schen Teilnehmern ermög-
lichen 
Simulationsart 
genaue Abbildung des 
Geschäftsprozesses 
freie Abstraktion von Pro-
zessen 
vorhandene ERP - Syste-
me bieten Grundlage 
ERP - Grundlagen werden 
vereinfacht 
ERP Abbil-
dung 
modulare Bereiche bis 
stark komplex 
von sehr abstrakt bis stark 
komplex 
Tabelle 2: Vergleich von ERP - Simulationen 
Daraus aufnehmend kann man feststellen, dass beide Bereiche Vorteile ha-
ben aber nicht genau die geforderten Anforderungen und Ziele entsprechen. 
Vor allem technische Aspekte, wie zum Beispiel der allgemein gehaltene 
Struktur bzw. Architektur beim Aufbau von Simulationssystemen wird ver-
nachlässigt. So dass in diesem Bereich der Simulationen leider keine grund-
legende Vorgehensweise zu finden ist. 
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3.2 Standards in der Industrie und Wirtschaft 
3.2.1 E - Business und Elektronischer Datenaustausch 
Unter E- Business versteht man häufig den Elektronischen Handel von Un-
ternehmen mit Hilfe von Web-Services und Technologien, dem sogenannten 
E-Commerce. Dies ist oftmals darauf zurückzuführen, dass der Begriff immer 
wieder durch Werbekampagnen populär gemacht wurde. Der Elektronische 
Handel ist aber nur ein Teilbereich von E-Business. Die Abbildung 14: E - 
Business aus [EBUS01]  fasst die Teilbereiche von E-Business zusammen.  
 
Abbildung 14: E - Business 
In den letzten Jahren hat sich die Wahrnehmung des Begriffs E-Business 
gewandelt. Zu Beginn prägte die verkaufsorientierte Sichtweise stark den 
Begriff. Laut [BM2010] wird mittlerweile E-Business mehr und mehr als 
Oberbegriff eines gesamten automatisierten elektronischen Datenaustausch 
innerhalb von Unternehmen und über Unternehmensgrenzen hinweg ange-
sehen. E-Business Systeme stellen damit häufig einen Knotenpunkt zur 
Kommunikation dar. Dies gilt besonders für große Unternehmen aber auch 
bereits kleinere Firmen nutzen heutzutage E-Business Systeme als Basis. 
Beispielsweise zum Informationsaustausch zwischen Lieferanten und Kun-
den. Allerdings sind diese Systeme häufig als Insellösungen angesetzt. 
Dadurch entsteht ein unnötig hoher Aufwand bei der Datenumwandlung bzw. 
Integration zwischen den Schnittstellen der Systeme. „Die Anforderungen an 
eine durchgängige Integration von E-Business-Lösungen dürften angesichts 
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steigender Flexibilitätsanforderungen, einer zunehmenden Globalisierung 
des Handels und der Herausbildung von Wertschöpfungsnetzen zukünftig 
deutlich steigen“ [BMWI2011]. Somit liegt dem E-Business die Kommunikati-
on zwischen mehreren Systemen zugrunde, wobei dies zunehmend in Form 
von Maschine-zu-Maschine Kommunikation geschieht. Die Kompatibilität 
verschiedener Systeme ist die Basis für automatisierte Informationsaus-
tausch-und Verarbeitungsprozesse innerhalb und zwischen Unternehmen. 
Zudem müssen Informationen entlang der gesamten Wertschöpfungskette 
einheitlich im richtigen Format, an der richtigen Stelle, zur richtigen Zeit zur 
Verfügung stehen. 
Der elektronische Austausch von Daten, kurz EDI für „electronic data inter-
change“ innerhalb und zwischen Unternehmen ist ein zentraler Bestandteil 
im E-Business. In einem engeren Sinn werden mit EDI-Standards konkrete 
Verfahren und Vereinbarungen zum Datenaustausch bezeichnet, die zwi-
schen Unternehmen oder durch Normierungsvorschläge von Branchenver-
bänden entwickelt wurden. In diesem Zusammenhang steht der Begriff nur 
für unternehmensübergreifenden Transfer standardisierter Geschäftsdaten. 
Die wesentliche Aufgabe von Standards im E-Business Kontext besteht nun 
darin, exakt festzulegen, wie Daten zwischen den beteiligten Systemen aus-
getauscht werden. Die Grundlage dafür, dass eine Maschine überhaupt Da-
ten und Dokumente verarbeiten und austauschen kann, sind Formate. Also 
genaue Spezifikationen, wie elektronische Daten von der Maschine interpre-
tiert werden sollen. 
3.2.2 Fachliche Standards im EDI Bereich 
In einem engeren Sinn werden mit EDI-Standards konkrete Verfahren und 
Vereinbarungen zum Datenaustausch bezeichnet, die zwischen Unterneh-
men oder durch Normierungsvorschläge von Branchenverbänden entwickelt 
wurden. In diesem Zusammenhang steht der Begriff nur für unternehmens-
übergreifenden Transfer standardisierter Geschäftsdaten [WIK02]. Bei der 
Untersuchung der Standards welche zum Austausch von Daten in der Indust-
rie und Unternehmen genutzt wird entstand eine Fülle von Ergebnissen. Laut 
[SB2007] unterscheidet man dabei zwischen fachlichen und technischen 
Standards als Basis der Kommunikation. Die wichtigste Aufgabe von Stan-
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dards besteht darin „exakt festzulegen, wie Daten zwischen den Beteiligten 
Systemen ausgetauscht werden“ [QJ2010, S.19]. Durch die Vielzahl beste-
hender Standards im E – Business Umfeld, herrscht eine große Unübersicht-
lichkeit.  
Abhängig vom Einsatzzweck werden die Standards weiter in die entspre-
chenden Gegenstandsbereiche eingeteilt (z. B. Katalogaustausch oder 
Transportprotokolle). Nicht jeder Standard ist dabei eindeutig einem Gegen-
standsbereich zuzuordnen. Manche der Standards enthalten gleichzeitig An-
forderungen aus unterschiedlichen Gebieten.  
Des Weiteren unterteilen sich die Standards auch in branchenübergreifende 
und branchenspezifische Standards. Bei branchenspezifischen Standards 
handelt es sich um spezifische Informationen die nur bestimmten Geschäfts-
zweigen zuzuordnen sind. Als Beispiel dazu wären die Unterschiede beim 
Datenaustausch im Finanzsektor gegenüber dem Austausch im Logistikbe-
reich zu nennen. 
Eine dritte und letzte Systematisierung von Standards ist in datenorientierte 
und prozessorientierte Standards. [QJ2010, S.47] Prozessorientierte Stan-
dards beschäftigen sich mit der Abbildung von ganzen Geschäftsprozessen, 
Im Gegensatz dazu geht es bei datenorientierten Standards darum wie sich 
Informationen abbilden und austauschen lassen. 
Folglich werden zuerst die datenorientierten fachlichen Standards betrachtet. 
Nach [QJ2010] lassen sich diese im E-Business Bereich in 5 zentralen An-
wendungsfeldern untergliedern: 
 Identifikationsstandards 
 Standards für Produktklassifikation und -beschreibung 
 Standards für den Katalogdatenaustausch 
 Standards für geschäftliche Transaktionen 
 Standards und Konzepte für Geschäftsprozesse 
Diese Kategorisierung ist vor allem abhängig vom Einsatzzweck des ent-
sprechenden Standards. In Bezug auf die hier angesetzte Arbeit interessie-
ren primär die Standards für Geschäftliche Transaktionen, sowie auch Stan-
dards für den Katalogdatenaustausch. Diese unterstützen den elektronischen 
Austausch von Geschäftsdokumenten indem sie hierfür standardisierte 
Nachrichtenformate bereitstellen. Identifikationsstandards und Standards zur 
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Produktklassifikation spielen nur eine tertiäre Rolle die im Abschnitt Kenn-
zeichnungen in Unternehmen noch einmal kurz angesprochen wird. Nicht 
jeder der folgenden Standards lässt sich eindeutig einen Gegenstandsbe-
reich zuordnen. Die Kategorisierung ist eher allgemein gehalten und nicht 
starr festgelegt, denn einige der im folgendem vorgestellten Standards erfül-
len Aufgaben aus mehreren Bereichen. 
Folgend werden nun die Transaktionsstandards genauer charakterisiert. 
Hierbei detailliert sich der Geschäftsverkehr danach, ob es sich um einen 
synchronen oder einen asynchronen Austausch handelt. Bei synchronen 
Vorgängen ist ein sofortiges Reagieren erforderlich. Ein Beispiel für synchro-
ne Dokumente wären Kataloganfragen. Hingegen handelt es sich bei asyn-
chronen Vorgängen um einen zeitlich unabhängigen Vorgang. Ein Beispiel 
hierzu wären die Rechnungen. Bei sämtlichen Transaktionsvorgängen sind 
strukturierte Geschäftsnachrichten die Basis der Kommunikation. Der Aufbau 
dieser Geschäftsnachrichten unterscheidet sich dabei grundlegend in daten-
basierte Formate und dateibasierte Formate. 
Bei den dateibasierten Formaten handelt es sich um den Datenaustausch 
mittels Dateien. Diese Dateien werden über spezielle Protokolle übermittelt. 
Dieser Zugang geschieht entweder über das File Transfer Protocol (FTP) bei 
sehr großen Daten oder per Simple Mail Transfer Protocol (SMTP) also per E 
-Mail. Bei FTP kann der Anwender direkt auf das Filesystem und die dort lie-
genden Dateien zuzugreifen. Beim Versenden der E-Mails werden diese so-
lange im E-Mailserver gehalten bis der Anwender direkt darauf zugreift. Bei 
beiden Verfahren kann man eigentlich von keinem EDI-Standard an sich 
sprechen, da sich diese Art des Austausches einfach aufgrund durch Bevor-
zugung von Anwendern, gerade in vielen kleinen bis mittelständischen Fir-
men, durchgesetzt hat. Der Vorteil dabei ist, dass der Austausch direkt über 
den Austausch von Dateien geschieht. Bekannte Vertreter dieser Formate 
sind Excel, CSV oder auch Dateien auf Microsoft Access Basis. Bei Access 
handelt es sich um ein proprietäres Datenbanksystem welches auf Dateien 
basiert. Bei Excel wiederum handelt es sich eine einfache Abbildung von Da-
ten in Form von Tabellen. Der Grund für die Verwendung von MS Excel und 
MS Access liegt primär darin begründet, dass die Popularität von Microsoft 
Betriebssystem und mit Microsoft behafteten Office Produkten bei sehr klei-
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nen Unternehmen das gesamte Spektrum an ERP Abläufen bewerkstelligen. 
Für diese Firmen ist es einfacher vorhandene Daten per Datei mit den Kon-
taktpartnern auszutauschen, als durch teure kommerzielle Anwendungen 
oder Formatstandards. Als dritter Vertreter von dateibasierten Standards 
können Dateien im comma seperated values (CSV) - Format angesehen 
werden. CSV ist ein sehr einfach gehaltenes Format. Wie der Name schon 
verlauten lässt werden die Daten einfach innerhalb einer Datei durch ein 
Komma getrennt. Es kann aber auch ein beliebiges anderes ASCII basiertes 
Zeichen sein. Oftmals hat sich das Semikolon bewährt. Die verschiedenen 
Datensätze wiederum werden durch einen Zeilenumbruch voneinander ge-
trennt. Häufig wird dabei die erste Zeile mit sogenannten Header- Daten ver-
sehen. Also Bezeichnungen für die einzelnen Werte der dann folgenden Da-
tensätze. Abbildung 15: Aufbau CSV - Datei zeigt einen Beispielhaften Auf-
bau einer CSV - Datei.  
 
Abbildung 15: Aufbau CSV - Datei 
Auch CSV - Dateien sind wie alle dateibasierten Formate kein allgemein an-
erkannter Standard, jedoch wird der Aufbau im RFC 4180 genau definiert. 
CSV Formate werden, gerade aufgrund ihrer sehr einfach gehaltenen Struk-
tur sehr häufig für den In- und Export innerhalb oder zwischen Systemen ge-
nutzt. Dieser Datenaustausch ist nicht vollends automatisch. Kann aber 
durch spezielle ETL(Extract, Transform, Load) – Tools recht gut automatisiert 
werden. 
Hingegen stehen bei datenbasierten Formaten die eigentliche Formatierung 
der Daten im Mittelpunkt. Bei diesen Standards wiederum handelt es sich um 
de-facto Standards. Das heißt, dass sie durch Unternehmen (oder Zusam-
menschlüssen von eben diesen) definiert wurden und nicht durch ein Nor-
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mengremium verabschiedet wurden. Wichtige Vertreter dieser Gruppierung 
von Austauschformaten bilden EDIFACT, VDA, IDoc und auf XML basierte, 
wie z.B. openTrans oder ebXML. 
3.2.2.1 EDIFACT 
EDIFACT ist die Abkürzung für Electronic Data Interchange For Administra-
tion, Commerce and Transport. Der Standard, mitunter auch UN/EDIFACT 
genannt, wird von der UN-Einrichtung Centre for Trade Facilitation and 
Electronic Business (CEFACT) verwaltet. Entworfen wurde er 1987 von eben 
dieser Organisation [BuN2001]. EDIFACT ist ein branchenübergreifender, 
internationaler Standard für das Format elektronischer Daten im Geschäfts-
verkehr und wird hauptsächlich in Europa eingesetzt. In den USA wird eher 
das vom American National Standards Institute Accredited Standards Com-
mittee (ANSI ASC) entworfene X12 verwendet. Dieses ähnelt jedoch dem 
EDIFACT Standard sehr stark. Die momentan aktuellste Version von 
EDIFACT ist D.14B. Sie definiert über 200 verschiedene Nachrichtentypen 
und wird derzeit von mehr als 300.000 Unternehmen weltweit eingesetzt 
(Status 20.12.2014) [EDI01]. Die verschiedenen EDIFACT-Versionen werden 
als Verzeichnisse bezeichnet. Dabei steht das D für „directory“, also Ver-
zeichnis, am Anfang. Die Versionen werden halbjährlich aktualisiert. Die ers-
te Version des Jahres trägt die Bezeichnung A und die zweite B. Der Stan-
dard hat jedoch eine komplexe Struktur und ist sehr generisch. Deshalb ha-
ben sich seit den 1990er Jahren branchenspezifisch sogenannte Subsets 
von EDIFACT entwickelt. Diese Subsets sind EDIFACT Teilmengen und be-
inhalten nur die für bestimmte Anwendergruppen relevanten Funktionen. Der 
Standard ist außerdem unabhängig vom verwendeten Übertragungsprotokoll. 
Das bedeutet, EDIFACT-Nachrichten können über verschiedene elektroni-
sche Übertragungswege ausgetauscht werden. EDIFACT zählt momentan zu 
einem der bekanntesten Standards im Bereich EDI. EDIFACT Nachrichten 
bestehen aus verschiedenen Segmenten und Segmentgruppen welche durch 
Codegruppen mit je 3 Buchstaben eingeteilt sind. Einige dieser Segmente 
sind dabei nur optional. Abbildung 16: Aufbau EDIFACT zeigt den Aufbau 
einer EDIFACT Nachricht. 
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Abbildung 16: Aufbau EDIFACT 
3.2.2.2  VDA 
Das Kürzel VDA steht eigentlich nicht für ein Datenformat, sondern für den 
Verband der deutschen Automobilindustrie. Dieser wiederum hat für seine 
Mitglieder sogenannte Empfehlungen herausgegeben, wie sie im EDI-Umfeld 
ihre Daten untereinander austauschen sollen. Diese Empfehlungen wurden 
bereits seit 1970 regelmäßig veröffentlicht. Der ursprüngliche VDA - Stan-
dard ist stark auf die Serienfertigung zugeschnitten. Durch diese Ausrichtung 
ist VDA in der Einzel- oder Kleinserienfertigung im Maschinen- und Anlagen-
bau nur sehr bedingt einsetzbar. Außerdem fehlen wichtige Nachrichtentypen 
(z. B. Anfrage, Angebot). VDA - Empfehlungen haben Nummern, die letztlich 
für verschiedene Nachrichtentypen stehen. Die früheren Empfehlungen bein-
halten noch eigene Formate, die wiederum strukturell Formate fester Länge 
darstellen. Vor dem Hintergrund der rasant zunehmenden europäischen und 
weltweiten Vernetzung von Lieferanten und Herstellern im Automobilsektor 
liegt der Schwerpunkt der Standard-Weiterentwicklung und Einsatzempfeh-
lung seitens des Verbands VDA in Deutschland mittlerweile jedoch auf 
ODETTE. ODETTE steht für Organization for Data Exchange by Tele 
Transmission in Europe. Diese Organisation bestimmt die Standards für den 
elektronischen Datenaustausch und die Logistik und verbindet elektronisch 
mehr als 4.000 Unternehmen in der Automobilindustrie mit ihren Zulieferern 
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[OD01]. Der von ODETTE weiterentwickelte Standard bildet ein sogenanntes 
Subset von EDIFACT. Dieser Standard besteht aus über 30 Nachrichten für 
Geschäftstransaktionen, die in dieser Branche besonders relevant sind. Auf-
grund seiner hohen Verbreitung kommt in einigen Unternehmen der veraltete 
VDA-Standard jedoch nach wie vor für geschäftliche Transaktionen zum Ein-
satz. Seit 2011 gibt es Aktivitäten, eine Reihe neuer VDA-Subsets auf Basis 
Globaler EDIFACT-Nachrichtenformate für den Bereich Logistik zu entwi-
ckeln. Ziel ist es, einen hohen Standardisierungsgrad auch für EDIFACT-
Formate nach dem Vorbild der VDA 4938 zu erreichen [WIK03]. 
3.2.2.3 IDOC 
IDOC steht für „intermediate document“ und ist eine hersteller-spezifische 
Übergabemöglichkeit, die SAP für die eigenen ERP-/PPS-Systeme geschaf-
fen hat. Ähnlich wie EDIFACT, an den sich die IDOCs anlehnen, sind die 
IDOCs bereits ein relativ alter Standard aus der Zeit vor der Einführung von 
XML [QJ2010, S.194]. Auch bei diesem Standard gibt eine Vielzahl von 
Nachrichtentypen, die für geschäftliche Transaktionen verwendet werden 
können. Vom Aufbau her bilden IDocs eine Mischung aus EDIFACT und 
XML. Das Dokument ist dabei in 3 Hierarchieebenen aufgeteilt: 
 Control-record, welches die Informationen zur Verwaltung, Verteilung 
o.ä. darstellen 
 Data-records, welche die eigentlichen Daten beinhaltet 
 Status-records, Kontrollnachrichten welche Informationen zum Status 
des Dokumentes darstellen 
Jeder Datenrekord von iDoc beinhaltet dabei Segmente die wiederum Seg-
mente enthalten können.  
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Abbildung 17: iDoc Format 
Abbildung 17: iDoc Format verdeutlicht den Aufbau noch einmal. Das gesam-
te IDoc-Format ist mehr oder weniger ein Tabellen-Dump aus dem SAP Sys-
tem heraus [SAP01] 
3.2.2.4 XML basierte Formate 
Mit dem Aufkommen und der Verbreitung des Internets etablierte sich neben 
dem klassischen EDI auch XML als technische Basis für fachliche E-
Business-Standards. Die Abkürzung XML steht für eXtensible Markup Lan-
guage. Ziel ist die Standardisierung von Dokumentenstrukturen. XML gibt 
eine universelle Datensyntax vor, quasi ein Meta-Format, auf dessen E-
Business-Standards in Deutschland. Bestandsaufnahme, Probleme, Per-
spektiven Basis beliebige konkrete Daten- oder Dokumentformate spezifiziert 
werden können. Damit ist es möglich, beliebige andere Auszeichnungsspra-
chen zu generieren. XML selbst garantiert noch nicht, dass die zwischen 
zwei Geschäftspartnern auf elektronischem Wege ausgetauschten Doku-
mente von den Systemen auf beiden Seiten korrekt gelesen, interpretiert und 
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weiterverarbeitet werden können. Es definiert lediglich die Regeln, wie ein 
Dokument sinnvoll aufgebaut sein soll. Erst der fachliche XML-basierte E-
Business - Standard konkretisiert die Bedeutung von Aufbau und Inhalt des 
Dokuments [QJ2010, S.108ff]. 
Einen auf XML basierten Standard bildet openTrans ab. Die openTRANS-
Initiative mit führenden deutschen und internationalen Unternehmen unter 
der Leitung von Fraunhofer Institut für Arbeitswirtschaft und Organisation, hat 
sich die Standardisierung von Geschäftsdokumenten (Auftrag, Lieferschein, 
Rechnung etc.) zum Ziel gesetzt, die Grundlage für die elektronische Sys-
tem-zu-System-Kommunikation ist. Im Rahmen eines Expertenkreises wer-
den die Geschäftsdokumente auf XML-Basis definiert und Integrationslösun-
gen für Einkäufer, Lieferanten und Marktplatzbetreiber erarbeitet [OPT01]. 
Dabei stellt openTrans alle wichtigen Geschäftsdokumente zur Verfügung. 
Die Geschäftsdaten sind ähnlich denen in EDIFACT-Nachrichten anhand 
mehrerer logischer Bereiche (z.B. Kopfinformationen, Positionsinformationen, 
zusammenfassende Informationen) strukturiert. OpenTrans 2.1 ist die mo-
mentan aktuelle Version seit Oktober 2009. 
Ein weiterer auf XML basierter Standard ist ebXML. ebXML ist die Umset-
zung von EDIFACT auf XML. Die starre Struktur von EDIFACT wird durch 
ebXML zwar z. T. aufgelöst, der Umfang der Nachrichten wurde aber nicht 
reduziert. Anders als bei EDIFACT ist das Ziel für ebXML die Standardisie-
rung des Nachrichtenaustauschs und nicht die Standardisierung der Nach-
richten. 
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Zusammenfassend kann man also sagen, dass es sehr viele Standards mit 
zum Teil stark unterschiedlichen Formatspezifikationen in der Industrie und 
Wirtschaft vorkommen. Beurteilt man nun die verschiedenen Standards mit-
einander so hat jeder seine Vor- und Nachteile für den elektronischen Daten-
austausch. Tabelle 3: Vergleich Nachrichtenaustauschformate ist aus 
[QJ2010, S.54] entnommen und stellt eine gute Zusammenfassung, von Da-
ten und Dateibasierten Standards dar. 
  EDIFACT XML CSV 
Datenmodell satzorientiert hierarchisch satzorientiert 
Strukturkomplexität hoch hoch gering 
Dateien je Nachricht 1 1 mehrere 
Selbstbeschreibend  eingeschränkt ja nein 
Übertragungsgröße gering hoch minimal 
Werkzeugunterstützung gering hoch hoch 
Multimediadaten  nein ja nein 
Erweiterbar  nein ja nein 
Tabelle 3: Vergleich Nachrichtenaustauschformate 
Unter den verschiedenen Standards zum Austausch elektronischer Ge-
schäftsdokumente, die Transaktionen anstoßen, ist nach Einschätzung der 
Experten der EDI-Standard EDIFACT zusammen mit den davon abgeleiteten 
Subsets wie EANCOM klar dominierend. [QJ2010] Hingegen werden datei-
basierte Standards häufig bei kleinen, schnellen Datentransfers genutzt. Ge-
rade durch leichte Anwendung wird aller Wahrscheinlichkeit CSV bei In- und 
Exporten noch eine Weile genutzt werden. XML basierte Formate bieten den 
Vorteil, dass sie sehr flexibel einsetzbar und erweiterbar sind. Des Weiteren 
bieten sie eine höhere Funktionalität zur Konformitätsprüfung und der Verar-
beitung von Multimediadaten. Der Nachteil von XML gegenüber satzorientier-
ten Formaten wie EDI oder CSV ist die höhere Komplexität, die mit einem 
größeren Datenvolumen einhergeht. Dieser Nachteil ist aber durch die vor-
handenen Technologien im technischen Bereich abzumildern. Laut [BP2005] 
werden vorhandene EDI Prozesse weiterhin auf EDIFACT als Austauschfor-
mat bauen, aber die ersten Ansätze EDIFACT und XML zu verbinden beste-
hen bereits. XML-basierte Standards sind weiterhin tendenziell eher in Berei-
chen im Einsatz, wo EDI-Infrastrukturen schwach ausgeprägt sind. „Trotz der 
prinzipiell möglichen Konvergenz zwischen EDI- und XML-Standards wird 
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allgemein damit gerechnet, dass beide Arten des Transaktionsdatenaus-
tauschs noch lange Zeit nebeneinander existieren werden“ [QJ2010]. 
3.2.3 EDI as a Service 
Seit ein paar Jahren wird Cloud Computing immer mehr zum Schlagwort ei-
ner Dienstleistungsorientierten IT. Auch im Bereich EDI gibt es verschiedene 
Ansätze dies mit Cloud Computing zu verbinden. Bei Cloud Computing gibt 
es mehrere Unterteilungen je nachdem wie weit diese Dienstleistung geht 
unterscheidet man dabei in: 
 Infrastructure as a Service (IaaS) 
 Platform as a Service (PaaS) 
 Software as a Service (SaaS) 
Für den Datenaustausch mit Hilfe von externen Dienstleistern ist EDIaaS 
(EDI as a Service) eine Variante des Servicemodells SaaS. Dabei werden 
die Geschäftsdaten an ein Service-Center geschickt, im Rechenzentrum des 
Dienstleisters in das EDI-Datenformat konvertiert und an den jeweiligen Be-
leg-Empfänger weitergeleitet. Für eingehende Daten gilt dies entsprechend 
umgekehrt [SG2008, S.290ff]. Nachteil, wie in vielen Bereichen des Cloud 
Computing ist die Frage der Sicherheit ihrer Daten und die Abhängigkeit vom 
Anbieter. 
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Als Beispiel für solch einen Cloud Service kann das Projekt myOpenFactory 
(mOF) der RWTH Aachen gesehen werden. mOF ermöglicht EDI zwischen 
verschiedenen Parteien durch ein standardisiertes Daten- und Prozessmo-
dell. Dabei bietet myOpenFactory kommerzielle Dienstleistungen in Form von 
Adaptern bereit. Diese Adapter verbinden die ERP Systemen der Anwender 
mit der Plattform und leiten über diese dann Dokumente an andere Ge-
schäftspartner innerhalb des mOF - Portals weiter. mOF wurde vorzugsweise 
für das Supply Chain Management (SCM) im Maschinen- und Anlagenbau 
entwickelt. Die Abbildung 18: Architektur myOpenFactory entnommen von 
[MOF01]verdeutlicht den Aufbau und die Funktionsweise von mOF. 
 
Abbildung 18: Architektur myOpenFactory 
  
3. Kapitel 3 - Stand der Technik 
52 
3.3 Kommunikationswege und Standards 
Neben den genutzten Datenformaten ist im Bereich der Standards noch inte-
ressant, wie die Daten in ein System hineinkommen und wieder heraus. Be-
trachtet man als nächstes also die technischen Standards welche sich im 
Bereich EDI ergeben. Auch hier lässt sich ein genauer Standard nicht defi-
nieren da sich die zugrundeliegenden Technologien je nach genauem Auf-
gabenfeld mehr oder weniger absetzen.  
Für die Kommunikation, den Datenaustausch und die Interaktionen zwischen 
verschiedenen Anwendungen in verteilten Systemen stehen zahlreiche Midd-
leware Produkte zum Einsatz. Middleware (englisch für Dienste Schicht oder 
Zwischenanwendung) bezeichnet in der Informatik anwendungsneutrale Pro-
gramme, die so zwischen Anwendungen vermitteln, dass die Komplexität 
dieser Applikationen und ihre Infrastruktur verborgen werden [MC2004]. 
Diese Produkte unterscheiden sich dabei vor allem in kommunikationsorien-
tiert, anwendungsorientiert und nachrichtenorientiert.  
3.3.1 Arten der Middleware Technologien 
Bei den kommunikationsorientierten Middleware Techniken geht es vorder-
gründig darum die Netzwerkschicht in verteilten Anwendungen auszublen-
den. D. h. das bei der Entwicklung von verteilten Systemen - mit Hilfe der 
darunterliegende Middleware - wie bei der einfachen Programmentwicklung 
vorgegangen wird. Bekannte Techniken sind hierbei primär WebServices 
nach dem SOA Prinzip oder auch Remote Procedure Calls (RPC) bzw. Re-
mote Method Invocation (RMI).  
Bei der anwendungsorientierten Middleware hingegen steht neben der 
Kommunikation vor allem die Unterstützung verteilter Anwendungen im Vor-
dergrund. Dabei werden implizit über die Laufzeitumgebung sogenannte 
Dienste zur Verfügung gestellt, auf die mittels spezieller Programmierschnitt-
stellen (API) zugegriffen werden kann. Mögliche Dienste können sein: Sit-
zungsverwaltung, Persistenz-Dienste oder Transaktionsverwaltung. Ein Bei-
spiel für anwendungsorientierte Middleware wäre die Common Object Requ-
est Broker Architecture (CORBA). CORBA basiert dabei auf Object Request 
Broker (ORB). ORBs dienen dabei als Vermittler von plattformübergreifenden 
Protokollen und Diensten. 
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Demgegenüber fallen alle Middleware Technologien, welche auf einem nach-
richtenorientierten Modell aufsetzen in die Klasse der Message Oriented Mi-
ddleware (MOM). Typisches Kennzeichen nachrichtenorientierter Middleware 
ist die Unterstützung komplexer Warteschlangensysteme, sogenannten Mes-
sage Queues (MQs). Der aktuell wichtigste Standard für nachrichtenorientier-
te Middleware ist der Java Message Service (JMS). Bekanntes Beispiel und 
in gewisser Weise Quasi-Standard für eine nachrichtenorientierte Middleware 
ist WebSphereMQ von IBM, auch unter dem Namen MQSeries bekannt. 
[KA2006, S.8] 
3.3.2 RPC 
RPCs sind ein gutes Beispiel für kommunikationsorientierte Middleware. 
Entwickelt wurde RPC in den 1980er von SUN Microsystems und von dem 
Internet-Gremium IETF (Internet Engineering Task Force) standardisiert 
[TM1996 S.250].Ziel von RPC ist es Details zur Low- Level Netzwerkkom-
munikation auszublenden und einem lokalen Programm entfernte Funktionen 
nutzbar zu machen. Dabei ist der Aufruf soweit abstrahiert, dass ein entfern-
ter Funktionsaufruf genauso wie ein lokaler Aufruf funktioniert. Dies ergibt, 
dass beim Aufruf von RPCs diese während der Anfrage blockieren. Somit 
handelt es sich bei RPC um eine synchrone Kommunikation.  
Um nun einen RPC durchzuführen sind mehrere Schritte nötig. Als erstes 
muss der Middleware die Beschreibung der Schnittstelle vorliegen. Dazu rei-
che es Name oder ID der Funktion, sowie Eingabe und Rückgabeparameter 
zu definieren. Die Middleware generiert dann einen sogenannten Stub für 
den Klienten und einen Skeleton für den Server. Mit Hilfe des Stubs kann 
nun der Client die Funktion aufrufen. Die Middleware leitet diesen Aufruf 
dann automatisch an den Server weiter. Dieser wiederum Implementiert in-
nerhalb des Skeleton, also dem Gerüst der Funktion, den genauen Algorith-
mus und führt diesen dann aus. Der Rückgabewert wird dann wiederum über 
die Middleware an den Klienten zurück gesendet. Der genaue Aufbau von 
RPC ist in RFC 1057 und RFC 5531 beschrieben. Durch diese Funktions-
weise ergibt sich eine starke Kopplung zwischen beiden Prozessen.  
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3.3.3 CORBA 
CORBA funktioniert ähnlich wie RPC nur werden dabei nicht nur einzelne 
Funktionen sondern nach dem Prinzip der objektorientierten Programmierung 
ganze Objekte verteilt genutzt. Request Broker (ORB) repräsentiert den Kern 
der Architektur. ORBs repräsentieren den Kern der gesamten Architektur und 
stellen dabei die Infrastruktur bereit. Entwickelt wurden CORBA und ORBs 
von der Object Management Group (OMG). OMG ist ein Konsortium aus et-
wa 800 Firmen, welches 1989 mit dem Ziel gegründet wurde eine universelle 
verteilte Plattform für objektorientierte Programmierung zu schaffen [TM1996, 
S.251] Der Zugriff auf die verteilten Objekte geschieht über Schnittstellen, 
welche mit der Interface Definition Language (IDL) beschrieben werden. Die 
Schnittstellenbeschreibung ist unabhängig von der Implementierung des Ob-
jektes. Erst der IDL-Compiler setzt die Definition mit Hilfe der in der CORBA-
Spezifikationen vorgeschriebenen Abbildungen in verschiedene Program-
miersprachen um. zeigt die Architektur von CORBA Anwendungen. 
 
Abbildung 19: CORBA Architektur 
Um ein Objekt aufzurufen übergibt dabei der Klient einfach die Schnittstel-
lenbeschreibung mit den geforderten Parametern. Es gibt verschiedene Im-
plementierungen von ORBs, welche als anwendungsorientierte Middleware 
eingesetzt werden können.  
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3.3.4 MOM 
Bei der MOM kommunizieren Prozesse, nicht über Funktionsaufrufe, sondern 
über den Austausch von Nachrichten miteinander. Im Unterschied zu RPC ist 
dem Nutzer von MOM Services dabei das genaue Format der aufgerufenen 
Nachrichten bekannt. Wie die ORBs bei CORBA dienen die sogenannten 
MQs als Basis bzw. Kern der Infrastruktur. Mit MQ meint man damit nicht die 
einzelnen Warteschlangen an sich, sondern handelt es sich vielmehr um ei-
nen Warteschlangen-Manager. Einen sogenannten Broker, bzw. Vermittler 
als Middleware welche eine große Anzahl an verschiedenen Warteschlangen 
für die einzelnen Klienten verwaltet. Es gibt laut [OB2005] drei verschiedene 
Kommunikationsprotokolle bei MOMs: 
 Message Passing, direkte Nachrichtenverbindung 
 Message Queueing, indirekte Verbindung über Warteschlangen 
 Publish & Subscribe, Kommunikation über Abonnenten-Ansatz 
Die verschiedenen Prozesse, welche die Middleware zur Kommunikation 
nutzen werden in Nachrichtenproduzenten und Nachrichtenkonsumenten 
unterteilt. Ein Klient kann aber gleichzeitig auch beides sein. Durch diesen 
asynchronen Zugriff auf Warteschlangen, dienen MOMs als Entkopplung von 
Anwendungen. Dadurch können Klienten völlig unabhängig voneinander 
handeln. 
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Vergleicht man nun die verschiedenen Formen von Middleware Technolo-
gien über ihre Vor- und Nachteile miteinander ergibt sich das Bild welches in 
Tabelle 4: Vor- und Nachteile von Middleware-Techniken ersichtlich ist. 
  
Middleware-Technik 
kommunikations-
orientiert 
anwendungs-
orientiert 
nachrichten-
orientiert 
Vorteile 
synchrone Kom-
munikation 
synchrone Kom-
munikation 
asynchrone 
Kommunikation 
zuverlässige se-
quenzielle Verar-
beitung 
zuverlässige pa-
rallele Verarbei-
tung 
flexibel & leicht 
skalierbar 
einfacher Funkti-
onsweise 
Objektorientierung 
erleichtert Pro-
grammierung 
lose Kopplung der 
Komponenten 
    Anzahl der Klien-
ten beliebig 
    geringe Serverlast 
    geringe Auswir-
kung beim Ausfall 
einzelner Kompo-
nenten  
Nachteile 
unflexible & 
schlecht skalier-
bar 
enge Koppelung 
der Komponenten 
keine sequenziel-
le Verarbeitung 
Ausfall einzelner 
Komponenten 
setzt ganzes Sys-
tem lahm 
Ausfall der Anbie-
ter von Objekten 
setzt Funktionali-
tät Lahm 
Ausfall Middle-
ware legt die 
Kommunikation 
lahm 
enge Kopplung 
der Komponenten 
eher als Kli-
ent/Server - Mo-
dell geeignet 
  
Anzahl der Klien-
ten stark begrenzt 
Anzahl der Klien-
ten stark begrenzt 
  
Tabelle 4: Vor- und Nachteile von Middleware-Techniken 
Bewertet man nun alle der drei Kategorien unter dem Aspekt der Nutzbarkeit 
als Schnittstelle zum ERPL - Simulationsserver, stellt sich schnell heraus, 
dass MQs klare Vorteile aufweisen. Im Vergleich zu RPC und CORBA ist 
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MOM klar zuverlässiger, flexibler und besser skalierbar. ORBs und RPC set-
zen eine klare Definition voraus, welche Art von Information ausgetauscht 
werden muss und wie dieser Austausch geschieht. Hingegen sind MOMs 
dazu in der Lage sehr flexibel ohne großartige Anpassungen verschiedene 
Nachrichtentypen, je nach genutzter Simulation auszutauschen. Der weitaus 
größte Vorteil liegt jedoch in der Unabhängigkeit der Klienten bei MOM. 
RPCs sind synchrone, also blockierende Aufrufe wohingegen bei MOMs 
durch die asynchrone Kommunikation eine lose Kopplung zwischen Klienten 
besteht.  
3.4 Untersuchung MQs 
Wie bei der Untersuchung der verschiedenen Middleware Technologien er-
wähnt, benötigt man bei MOM einen MQ bzw. einen Message Broker (MB) 
der die Verwaltung des Nachrichtentransfers durch Warteschlangen ermög-
licht. Es gibt dabei eine Vielzahl von MB, welche für den Einsatz als Kommu-
nikationsgrundlage des ERPL Servers in Frage kommen. Da es sich bei der 
Arbeit um ein freies Forschungsthema handelt wurden kommerzielle Produk-
te, wie WebSphereMQ oder MuleMQ - trotz ihrer eventuellen Zweckmäßig-
keit - von vornherein ausgeschlossen. Nach einer kurzen Trend – Analyse 
von Google über die momentan nachgefragtesten MQs wurden folgende 
Broker für eine nähere Untersuchung ausgewählt: ActiveMQ, HornetMQ, 
RabbitMQ, Qpid, zeroMQ.1 
3.4.1 ActiveMQ 
Bei ActiveMQ handelt es sich um einen frei verfügbaren MB von der Apache 
Software Foundation. Laut der Auswertung der Google Trends und allgemei-
ner Quellen (vgl. hierzu [AD2010] bzw. [TM2014]) kann man davon ausge-
hen, dass ActiveMQ einen der verbreitetsten und meistgenutzten MOMs dar-
stellt. Der MB implementiert vollständig die JMS 1.1 Spezifikation und bietet 
des Weiteren zahlreiche Features wie zum Beispiel Persistenz, Monitoring 
und Management Werkzeuge, sowie auch Clustering von mehreren gleich-
zeitig arbeitenden ActiveMQs. Darüber hinaus wird auch eine Representatio-
nal State Transfer (REST) API für zustandslose Anfragen an den MB ange-
                                            
1
 Siehe Anhang A 
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boten. ActiveMQ ist in Java geschrieben bietet aber Konnektoren bzw. Biblio-
theken für eine Vielzahl an unterschiedlichen Programmiersprachen. Haupt-
sächlich in kleineren Anwendungslandschaften eingesetzt, zeichnet sich Ac-
tiveMQ durch eine unkomplizierte Handhabung, einfache Konfiguration und 
sehr gute Performance aus. Dabei ist ein großer Vorteil die einfache Technik, 
mit Hilfe von XML basierten Konfigurationsdateien problemlos weitere Plug-
Ins und Features zuzuschalten [SB2011, S.55ff]. 
3.4.2  Qpid 
Qpid ist auch, wie ActiveMQ ein von der Apache Software Foundation entwi-
ckeltes Projekt. Der große Unterschied zwischen beiden besteht darin, dass 
Qpid fast ausschließlich auf den Advanced Message Queuing Protocol Stan-
dard (AMQP) setzt. AMQP ist ein offener Standard für die Weitergabe von 
Nachrichten zwischen Geschäftsanwendungen oder Organisationen 
[AMQ01]. Auch QPID unterstützt u. a. Java als Entwicklungsplattform. Mitt-
lerweile ist es möglich QPID auch über JMS Schnittstellen, genannt Qpid 
JMS direkt in Java anzusprechen. Verfügbar ist diese JMS Implementierung 
momentan in Version 1.1 [QPID01]. Wie ActiveMQ besitzt auch Qpid die 
Möglichkeiten der Persistenz von Nachrichten und stellt Maßnahmen zur ga-
rantierten Zustellung von ebendiesen Nachrichten zur Verfügung. 
3.4.3 HornetQ 
Die Code Basis von HornetQ war lange unter dem Namen JBoss Messaging 
2.0 bekannt bis sie als eigenes Projekt unter dem Namen HornetQ ab 2009 
weiterentwickelt wurde Die für das Projekt gewählte Lizenz ist die Apache-
2.0-Lizenz [HQ01]. Die Weiterentwicklung von JBoss Messaging wurde mitt-
lerweile eingestellt. HornetQ ist in Java geschrieben und läuft mit ab der Ja-
va-5-Runtime. Außerdem baut dieser MQ stark auf die JMS - Spezifikation 
auf und unterstützt die JMS API Version 1.1 und 2.0. Er ist direkt im JBoss 
Application Server (AS) ab Version 5 integriert kann aber auch allein unab-
hängig davon eingesetzt werden. Auf der Projektseite im Internet findet man 
eine sehr ausführliche Dokumentation und viele Beispiele.  
3.4.4 RabbitMQ 
Der RabbitMQ-Server wurde von der Firma Rabbit Technologies entwickelt 
und ist in Erlang geschrieben. Erlang ist eine funktionale Programiersprache. 
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Vom Erfinder wird Erlang auch als Concurrency Oriented Programming Lan-
guage (COPL) bezeichnet [RAB01]. Dies bedeutet, dass sich die Sprache 
besonders gut für verteilte Anwendungen eignet, da Nebenläufigkeit und Ver-
fügbarkeit gut unterstützt werden. Momentan arbeitet RabbitMQ ausschließ-
lich über AMQP. Eine Erweiterung für JMS Unterstützung ist jedoch vorge-
sehen. Dieser Broker kann mit Hilfe von Plug-Ins auch Protokolle wie 
STOMP benutzen. Weitere Protokolle, die von RabbitMQ verwendet werden 
können, sind AMQP (Version 0-8, 0-9, 0-9-1) und XMPP (über Gateway). 
RabbitMQ bietet sehr gute, integrierte Werkzeuge zum Monitoring und Ma-
nagement für einfache Administration über eine Webschnittstelle an.  
3.4.5 zeroMQ 
ZeroMQ bildet zu den anderen genannten Brokern einen großen Unter-
schied. Es handelt sich bei diesem nicht um einen festbestimmten MB an 
sich, sondern vielmehr um eine hochverfügbare asynchrone nachrichtenba-
sierte Bibliothek die ursprünglich in C++ von iMatix entwickelt wurde 
[ZER01]. Dabei ist die API von ZeroMQ ähnlich aufgebaut wie Standard APIs 
zur Socket-Kommunikation. Durch die Verwendung der Bibliothek ist keine 
zentrale Middleware nötig. Nachrichtenempfänger sind selbstständig für die 
Verwaltung ihrer Warteschlange verantwortlich. ZeroMQ steht als Bibliothek 
für viele gängige Programmiersprachen zur Verfügung. Aufgrund seiner Ein-
fachheit hat ZeroMQ sehr gute Ergebnisse im Bereich große Nachrichten-
mengen und Nachrichtendurchfluss bei gleichzeitig nur geringer Größe der 
Daten. 
3.4.6 Vergleich und Fazit 
Um nun eine Entscheidung bezüglich des ausgewählten MBs zu treffen wur-
den die in Frage kommenden Broker nach verschiedenen Kriterien bewertet 
und analysiert. Die wichtigsten Kriterien waren vor allem:  
 Guter Support und Dokumentation 
 Leicht und flexibel einsetzbar 
 Möglichkeiten der Anpassung und Erweiterung 
 Keine Kosten 
 Geringe Hardware Anforderungen 
 Hohe Java Unterstützung 
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Außerdem waren gute Quality of Service (QoS) - Eigenschaften, wie hohe 
Performance, Persistenz und geeignete1 Verwaltungsschnittstellen wichtig. 
Tabelle 5: Vergleich der Message-Broker fasst diese Bewertung zusammen.  
 
Tabelle 5: Vergleich der Message-Broker 
Zusammenfassend kann man also feststellen, dass es keine großen Unter-
schiede zwischen den verschiedenen MQs gibt. Sowie in der Performance 
als auch bei Fragen zur Sicherheit weisen alle getesteten MBs sehr gute 
Werte aus. Hingegen ist ZeroMQ durch sein anderes Konzept eine Sonder-
form in diesem Bereich. Zwar bietet die reine Nutzung einer Bibliothek seine 
Vorteile, jedoch ist damit auch ein bedeutend höherer Aufwand in der Ent-
wicklung der Middleware Schnittstelle verbunden, da sämtliche Mechanis-
men zur Sicherheit und Wartbarkeit der Schnittstelle in der Hand des Ent-
wicklers liegen. Als Programmiersprache hat sich Java und JMS bewährt. 
RabbitMQ und QPID setzten eher auf AMQP. Auch die Programmiersprache 
und schlechte Java Anbindung sind bei RabbitMQ eher ein Ausschlusskrite-
rium. QPID bietet eine JMS API, welche aber nicht unbedingt schlüssig do-
kumentiert ist. Bei ActiveMQ und HornetQ steht JMS Konformität ganz oben 
auf der Liste der Features. Auch die sehr gute Dokumentation und hohe Ver-
breitung zeichnen ActiveMQ aus. Obwohl HornetQ gut und flexibel als eigen-
ständiger Broker nutzbar ist, ist die hohe Komplexität und Verbindung mit 
JBoss AS eher nachteilig. Schlussendlich wurde als MB für die zu entwi-
ckelnde Kommunikationsschnittstelle des ERPL Servers ActiveMQ einge-
setzt. 
3.5 Kennzeichnungen in Unternehmen 
Bei Unternehmen werden sowohl im IT - Bereich als auch beim E-Business  
Standards zur Identifizierung von Objekten genutzt. Im wirtschaftlichen Be-
Active MQ Rabbit MQ HornetQ Qpid zeroMQ
Version 5.10.0 3.4.3 2.4.0 0.32 4.0.5
Verbreitung hoch mittel gering gering gering
JMS unterstützt unterstützt unterstützt beschränkt nein
embedded-Mode ja begrenzt begrenzt ja begrenzt
Persistenz ja ja ja ja ja
Performance sehr gut sehr gut gut sehr gut sehr gut
Dokumention sehr gut gut sehr gut gut gut
Sicherheit gut gut gut gut gut
erweiterbar mittel mittel gering gering sehr gering
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reich sind dies häufig Kunden, Lieferanten, Produkte, Mitarbeiter o. ä wirt-
schaftliche Dinge. Im IT - Bereich wird Identifizierung für Internetnutzer (IP-
Adresse), Autorisierungen oder auch Dokumente und persistierte Daten ver-
wendet. 
3.5.1 Fachliche Identifizierung - Standards 
Bei den fachlichen Standards in der Wirtschaft wird vor allem zwischen Pro-
dukt und Warenidentifikationsstandards und Unternehmens- und Betriebsi-
dentifikationsstandards unterschieden [QJ2010, S.55]. Die wichtigsten Stan-
dards hierbei betreffen die Global Location Number (GLN) für ein bestimmtes 
Unternehmen und die Global Trade Item Number(GTIN) - ehemals (EAN) – 
zur Bestimmung des Produktes. Die Identifikationsnummern werden dabei 
auf verschiedene Art und Weise dargestellt. Die bekanntesten Identifizie-
rungsverfahren sind über Grafiken realisiert. Ein Beispiel dafür sind Strich-
codes oder 2D - Codes. Sie können aber auch über elektronische Codes, wie 
zum Beispiel RFID oder NFS dargestellt werden. Die einfachste Art ist in 
Klarschrift über Ziffern. 
Der Aufbau einer fachlichen GTIN Kennzeichnung wird in Abbildung 20: 
GTIN - 13 am Beispiel erläutert.  
 
Abbildung 20: GTIN - 13 
Ein 14 - stelliger Zahlencode bedeutet also, dass maximal 10   bzw. ca. 
2  Objekte unterschieden werden können. 
3.5.2 Technische Identifizierung - Standards 
In technischen Bereich werden Identifikationen (IDs) entweder über Hex Zah-
len bzw. Bytes, binär oder im ASCI Format dargestellt. Die eigentliche Per-
sistierung erfolgt demzufolge immer binär. Nur die Interpretation dieser binä-
ren Informationen wird demzufolge unterschieden. Bei IDs im technischen 
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Bereich gibt es neben der reinen nummerischen Notation noch 2 interessan-
te Möglichkeiten.  
3.5.2.1 Session-ID 
Zum einen gibt es in den Webanwendungen die Möglichkeit Zustände und 
verschiedene Anfragen dem gleichen Anwender als Sitzung zuzuordnen. 
Diese Sitzungsnummer bzw. Session-ID (SID) wird dabei automatisch vom 
Server bei der ersten Anfrage erzeugt und dem Klienten mitgeteilt. Nun kann 
der Klient solange er die SID aktiv hält über den Server identifiziert werden. 
Auch zeitliche serverseitige Löschungen können aufgrund von Inaktivität des 
Klienten möglich sein. Eine SID wird dabei einfach alphanummerisch gene-
riert. Um die Wahrscheinlichkeit einer manuell erdachten SID zum Ausspä-
hen von Session - Daten zu verringern ist der Wertebereich sehr hoch ge-
wählt.  
Für das Erzeugen einer SID werden häufig Hashfunktionen genutzt. Dabei 
können je nach genutzter Funktion 40, 32 oder 27 Zeichen erzeugt werden. 
Ein gängiger Wert sind 32 Bytes also können 8  bzw. 2   Objekte unter-
schieden werden. 
3.5.2.2 Universally Unique Identifier 
Die andere Möglichkeit eindeutige Kennzeichnungen zu generieren sind die 
Universally Unique Identifier (UUID). Der Aufbau einer UUID ist in der RFC 
4122 definiert. Mit Hilfe von UUIDs können Daten in verteilten Systemen oh-
ne zentrale Koordination eindeutig gekennzeichnet werden. Die UUID be-
steht aus 16 Bytes und ist in 5 Gruppen bzw. Blöcken unterteilt. Abbildung 
21: UUID nach Variante 4 (zufällig) zeigt den Aufbau eines UUID.  
 
Abbildung 21: UUID nach Variante 4 (zufällig) 
Jeder der Blöcke ist dabei durch einen Bindestrich getrennt. Die gesamte 
Größe des Strings sind somit 20 Bytes. Von diesen 128 Bits werden 4 Bits 
fest für die Versionsnummer fest definiert und 2 zur Reserve gelassen. Die 
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restlichen 122 Bits werden dann über Generatoren zufällig gesetzt. Somit 
ergeben sich insgesamt eine 2   verschiedene Möglichkeiten für eine ID. 
Neben der RFC 4122 definierten Variante über die Erzeugung einer UUID 
über Hashfunktionen gibt es auch Varianten wohingegen die Kennzeichnung 
über reine Zeitstempel, Mac Adressen oder komplett zufällig erzeugt werden. 
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4. Kapitel 4 – Grundlagen 
Bevor auf den Aufbau und das Konzept der Kommunikationsschnittstelle ein-
gegangen werden kann, sollten zunächst einige Grundlagen dargestellt und 
erläutert werden. Das Kommunikationsinterface ist ausschließlich in Java 
entwickelt. Dadurch wurden viele Java spezifische Spezifikationen und Er-
weiterungen für die Entwicklung genutzt. 
4.1 JMS 
Zur Nutzung einer Middleware für den Nachrichtenversand ist ein Protokoll 
auf Anwendungsebene nötig. Vorreiter in dem Bereich der Ansteuerung von 
MOM - Servern ist JMS. JMS, in der Spezifikation 2.0, ist Teil der Java Platt-
form, Enterprise Edition (J2EE) in der neusten Version 7. Es gibt andere und 
auch neuere offene Standards, welche unabhängig von der Programmier-
sprache einsetzbar sind. Ein Beispiel dafür wäre AMQP. Jedoch ist die Java 
Runtime von vornherein als Plattform für den ERPL Server vorgesehen. Au-
ßerdem ist die Verwendung von AMQP als Protokoll weiterhin möglich da 
JMS eine Programmierschnittstelle darstellt und in AMQP alle Funktionen 
von JMS eingearbeitet worden sind. Über diese API können Nachrichten ein-
fach aus Java heraus asynchron versendet werden. JMS stellt somit bei der 
Entwicklung des Kommunikationsinterfaces eine Schlüsseltechnologie dar. 
Eine vollständige Darstellung des JMS ist in [DN2013] nachzulesen 
4.1.1 Aufbau und Struktur 
JMS besteht dabei aus verschiedenen Komponenten, welche wichtige Rollen 
bei der Implementierung einer MOM – Anwendung darstellen. Die einzelnen 
Teile der API lassen sich zuerst einmal in JMS - Clients und JMS Provider 
unterteilen. Abbildung 22: JMS Struktur stellt zeigt dabei die beiden Kompo-
nenten und die Architektur eines klassischen JMS Systems. 
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Abbildung 22: JMS Struktur 
4.1.2 ActiveMQ als JMS Provider 
Für die Anwendung von JMS brauch man einen sogenannten JMS – Provi-
der. Also jemanden der die Funktionalität bzw. Dienste zur Umsetzung von 
JMS bereitstellt. Ein JMS – Provider ist somit ein nach der JMS Spezifikation 
arbeitender Message Broker (MB). Wie in Abschnitt 3.4 Untersuchung MQs 
beschrieben wurde ActiveMQ aufgrund der vielen Vorteile als MB ausge-
wählt. 
 Ein großer Zusatz bei ActiveMQ ist, dass er aufgrund der langen Zeit bereits 
weit entwickelt ist. Vor allem die einfache Art der Konfiguration und Anpass-
barkeit spricht für ihn. So integriert seine auf XML basierende Konfiguration 
die Möglichkeit einfach über Plug-Ins weitere Features zuzuschalten. Wenn 
man dabei in Java entwickelte Klassen in die für externe Module vorgesehe-
nes Verzeichnis packt kann man auch eigene entwickelte Module nach ver-
schiedenen Java Spezifikationen hinzuschalten. Beispiele für solche Erweite-
rungen wären JAAS oder JMX basierte Module. Siehe dazu Abschnitt 4.3 
und 4.4. 
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4.1.3 JMS Klient 
Im Gegensatz einer klassischen Klient/Server Anwendung. Folgt der Aufbau 
einer JMS Kommunikation den Producer/Consumer – Modell. Das bedeutet, 
dass ein Klient eine Nachricht erstellt, Nachrichten verbraucht oder beides 
macht. Ein JMS – Consumer erzeugt dabei Nachrichten und sendet diese an 
den JMS – Provider. Ein JMS – Consumer empfängt wiederum dann die 
Nachrichten vom JMS Provider. Dabei kann es sich beim Empfang von 
Nachrichten über JMS sowohl um einen synchronen als auch asynchronen 
Vorgang handeln. Beim synchronen Vorgang wird einfach die Methode re-
ceive() aufgerufen. Der Klient blockiert indem Fall so lange bis eine Nachricht 
empfangen wurde. Anderseits kann er mit Hilfe eines MessageListener den 
Nachrichtenempfang asynchron steuern. Dazu muss der MessageListener 
einfach implementiert werden und die Methode onMessage() überschrieben 
werden. 
4.1.4 Funktionsweise 
Damit ein Klient auch Nachrichten versenden und empfangen kann sind wei-
tere Komponenten nötig. Als erstes muss eine Verbindung zum Provider er-
möglicht werden. Der Aufbau einer Verbindung geschieht über Connections. 
Für den Aufbau der Verbindung reicht es in der Regel die URL des Providers 
einzugeben. In Java kann dies auch sehr komfortabel über Java Naming and 
Directory Interface (JNDI) gemacht werden. Dabei wird der 
Context.ProviderURL einfach die entsprechende URL eingetragen. JNDI ist 
eine sehr bequeme Art spezielle Objekte oder Variablen mit vorkonfigurierten 
Werte zu beschreiben und wieder auszulesen.  
Diese Connection – Klasse enthält nun die Parameter um sich mit den JMS – 
Provider zu verbinden. Um die eigentliche Verbindung dann aufzubauen be-
nötigt man eine Session. Diese nutzt die erstelle Verbindung um eine aktive 
Leitung mit dem Provider zu halten. Die letzte Komponente die dann noch 
vom Klienten für einen Nachrichtenaustausch benötigt wird ist eine Destinati-
on Objekt. Dieses definiert das Ziel an welches die Nachricht geschickt bzw. 
von wo die Nachricht geholt wird. Diese Destinations werden dann einfach 
einen MessageProducer bzw. MessageConsumer übergeben und somit mit 
diesem für den Nachrichtenverkehr verbunden. Jeder Producer/Consumer 
kann sich somit nur an ein einzelnes Ziel binden. Die Ziele werden per String 
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definiert und stehen für eine Warteschlange. Somit können Destinations auch 
per JNDI ausgelesen werden. Die Warteschlange wiederum wird ausschließ-
lich vom JMS Provider verwaltet. Anschließend kann dann der Klient Nach-
richten, sogenannte Messages über die Session erstellen und diese an das 
Ziel senden. Nachrichten sind zentraler Bestandteil von jeder MOM. Abbil-
dung 23: JMS Komponenten zeigt die verschiedenen Komponenten auf, wel-
che für die Kommunikation genutzt werden.  
 
Abbildung 23: JMS Komponenten 
4.1.5 JMS - Nachrichtenaufbau 
JMS Nachrichten können sehr flexibel eingesetzt werden. Sie eignen sich 
vom einfachen Versenden simpler Bytes über Textnachrichten bis hin zu 
komplexen Objekten. Eine Nachricht besteht dabei aus den Teilen: Kopfda-
ten, Eigenschaften und Rumpf. Abbildung 24: Aufbau JMS Message zeigt 
den Aufbau. 
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Abbildung 24: Aufbau JMS Message 
Im Kopfteil werden durch JMS Standardeigenschaften, sogenannte Metada-
ten, definiert, welche zur Identifikation und zur Übertragung der Nachricht 
benötigt werden.  
 
Tabelle 6: Nachrichten-Eigenschaften 
Eigenschaft
JMSDestination
JMSReplyTo
JMSType
JMSDeliveryMode
JMSPriority
JMSMessageID
JMSTimestamp
JMSCorrelationID
JMSExpiration
JMSRedelivered
JMSActiveMQBrokerInTime
JMSActiveMQBrokerOutTime Zeit wenn die Nachricht MB verlassen hat
Zeit wenn die Nachricht MB erreicht hat
Beschreibung
Beschreibung
Priorität der Nachricht (0-9)
eindeutige identifizierung der Message über Provider
Zeit wann Nachricht vom Provider erhalten
Verknüpft Nachricht mit anderer MessageID
Zeit wenn die Nachricht auslaufen soll
Flag ob die Nachricht bereits versendet wurde
Das Ziel der Nachricht
Antwort soll an dieses Ziel gesendet werden
Nachrichtentyp wird expliziet vom User gesetzt
Angabe ob Nachricht gespeichert werden soll
Eigenschaft
ActiveMQ spezifische Eigenschaften
JMS spezifische Eigenschaften
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Daran folgend kommt der Bereich der allgemeinen Eigenschaften, welche 
durch den Anwender definiert werden können und den JMS Provider. Im un-
teren Body Teil sind dann die eigentlichen Daten enthalten. Tabelle 6: Nach-
richten-Eigenschaften zeigt die JMS und vom ActiveMQ definierten Eigen-
schaften, sowie eine kurze Erläuterung von deren Funktion. 
4.1.6 MessageTypes 
Im unteren Teil einer Nachricht wiederum liegen die eigentlichen Daten wel-
che transportiert werden sollen. Die Art des Inhalts ist unterschiedlich und 
hängt vom Typ der Nachrichten ab. Dabei definiert JMS fünf verschiedene 
Interfaces, welche von dem Superinterface javax.jms.Message abgeleitet 
sind. 
 Bytes-Message, stellt eine Nachricht mit nicht interpretierten Bytes 
dar. 
 Stream-Message, stellt eine Nachricht mit primitiven Datentypen dar. 
(interpretierte Bytes) 
 Map-Message, stellt eine Nachricht nach dem Key-Value -Prinzip dar. 
Also eine Reihe von Strings mit entsprechenden Werten (primitive Da-
tentypen)  
 Text-Message stellt eine Nachricht mit einem String dar. 
 Object-Message bilden Nachrichten mit einen Java-Objekt ab. Die Ob-
jekte müssen dabei serialisierbar sein, d. h. sie müssen das Interface 
java.io.Serializable implementieren. 
4.1.7 Message-Filters 
Ein weiteres, integriertes Konzept von JMS sind Message - Selectoren, bzw. 
Nachrichten - Sortierer. Diese waren bei der Entwicklung der ERPL Kommu-
nikationsschnittstelle sehr vorteilhaft. Mittels Nachrichten - Sortierer kann ein 
Empfänger Nachrichten vorfiltern und somit nur für ihn interessante Nach-
richten aus einer Warteschlange heraus lesen. Dabei werden einfach vorab 
die Metadaten und Eigenschaften aus dem Kopfbereich einer Nachricht aus-
gelesen und nach boolescher Algebra bewertet. Die Syntax eines Message 
Filters ist denkbar einfach und ähnelt stark einer SQL Anfrage. Folgendes 
Code - Beispiel zeigt eine solche Anfrage: 
4. Kapitel 4 – Grundlagen 
70 
 
Abbildung 25: Beispiel Message - Filter 
Bei einer Abfrage können dabei auch die Selektoren beliebig mit AND und 
OR Verknüpfungen kombiniert werden. 
4.1.8 Kommunikationsmodelle 
Die JMS Spezifikation unterstützt zwei verschiedene Kommunikationsformen 
für den Nachrichtentransfer zwischen Produzent und Abnehmer.  
4.1.8.1 Publish - Subscribe - Modell 
Beim Publish - Subscribe (Pub/Sub) – Modell handelt es sich um ein bekann-
tes Entwurfsmuster im Bereich der Softwareentwicklung. Dieses Modell si-
muliert in gewisser Weise ein Abonnentensystem. Dabei veröffentlicht der 
Sender Nachrichten, welche von mehreren Empfängern gleichzeitig empfan-
gen werden kann. Der Sender wird in diesem Fall als Publisher, also der 
Veröffentlichter von Nachrichten genannt. Im Gegensatz dazu werden die 
Empfänger als Subscriber bzw. Abonnent von Nachrichten beschrieben. Der 
Produzent veröffentlicht dabei Nachrichten die in ein sogenanntes Topic 
(Thema) geschrieben werden. Die Verbraucher bzw. Subscriber abonnieren 
dann ein Thema und erhalten somit automatisch mit asynchronen Verfahren 
die enthaltenen Nachrichten. Dabei existiert keine Verknüpfung zwischen 
Publisher und Subscriber, da die Verbindung nur durch den JMS Provider 
abläuft. Subscriber können sich dabei dynamisch zu Themen an bzw. ab-
melden. Abbildung 26: Pub/Sub - Verfahren verdeutlicht die Funktionsweise 
beim Publish - Subscribe - Modell. 
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Abbildung 26: Pub/Sub - Verfahren 
4.1.8.2 point-2-point 
Beim Point-to-Point (PTP) - Modell werden Nachrichten nicht direkt an den 
Empfänger gesendet sondern in sogenannte Warteschlangen, welche vom 
Vermittler verwaltet werden. Diese Warteschlangen sind in der Literatur häu-
fig unter dem englischen Begriff Queues beschrieben. Bei Queues handelt es 
sich um eine Datenstruktur welche zur Zwischenspeicherung dient. Dabei ist 
der Zugriff auf eine Queue einfach geregelt und nur über Hinzufügen und 
Entfernen von Elementen möglich. Der Zugriff erfolgt dabei nach dem First in 
- First Out (FIFO) – Prinzip. Abbildung 27: Funktionsweise einer Warte-
schlange verdeutlicht das Prinzip einer Queue.  
 
Abbildung 27: Funktionsweise einer Warteschlange 
Die Nachrichten werden immer am Ende der Warteschlange eingefügt und 
vom Anfang gelesen. Somit wird das Element zuerst gelesen, welches am 
längsten in der Queue gespeichert wurde. Warteschlangen bilden damit eine 
sehr gute Möglichkeit ab, um asynchrone Kommunikation zu gewährleisten 
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und die enge Kopplung beim Datenaustausch zwischen Systemen aufzulö-
sen. 
Beim Standard einer PTP Kommunikation gibt es nur einen Produzenten und 
einen Konsumenten. Abbildung 28: PTP - Kommunikation zeigt diese.  
 
Abbildung 28: PTP - Kommunikation 
Es gibt aber noch Varianten von PTP - Modellen welche andere Ansätze zei-
gen. Die erste Variation ist es, dass es mehrere Produzenten bzw. mehrere 
Konsumenten oder mehrere von beiden gibt. Im Unterschied zum Pub/Sub - 
Modell lesen die Konsumenten dabei konkurrierend die Nachrichten aus ei-
ner einzigen Warteschlange. Dabei wird jede Nachricht nur genau einmal von 
einem unbestimmten Konsumenten gelesen. Für die anderen ist ein Zugriff 
auf die Nachricht in der Regel nicht mehr möglich. Ein klassisches Beispiel 
für diese Variante stellen MOM – Systeme mit dem Ziel der besseren Last-
verteilung bei redundanten Systemen dar. Abbildung 29: Konkurrierende Zu-
griffe deutet diese Variante an.  
 
Abbildung 29: Konkurrierende Zugriffe 
Die andere Variante ist ein Request-Reply-Modell. Bei dieser Variante wird 
eine synchrone Kommunikation über eine asynchrone Infrastruktur simuliert. 
Abbildung 30: Request/Response zeigt diese Methode. Sowohl Sender, wie 
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auch Empfänger haben je eine eigene Queue, in der Nachrichten für sie ab-
gelegt werden.  
 
Abbildung 30: Request/Response 
Aus dieser Warteschlange kann nur ein festgelegter Empfänger selbst lesen. 
Die Warteschlange kann dabei im Prinzip als Postkasten des damit verbun-
denen Empfängers gesehen werden. 
4.1.9 Zuverlässigkeit 
Um einen Versand bzw. Empfang einer Nachricht zu garantieren, gibt es ver-
schiedene Möglichkeiten 
Die erste Möglichkeit betrifft den Übertragungsmodus welcher vom Nachrich-
tenproduzenten bestimmt werden kann. Der Übertragungsmodus bestimmt 
die Art der Nachrichtenspeicherung auf dem JMS - Provider. Das dafür ver-
antwortliche Interface nennt sich DeliveryMode. Folgendes Codebeispiel 
zeigt die möglichen Übertragungsmodi: 
Der Produzent kann wählen ob er lieber höhere Zuverlässigkeit will (Persis-
tent) oder lieber höhere Performanz (non_persistent) und damit den eventu-
ellen Verlust an Nachrichten zu akzeptieren. Eine zuverlässige Übermittlung 
ist nur im persistenten Modus gewährleistet. Im Default Modus ist automa-
tisch der DeliveryMode immer auf persistent gesetzt. 
Eine weitere Möglichkeit die Zuverlässigkeit zu beeinflussen wird über die 
Rückmeldung gemacht. Unter dem Rückmeldungs- oder Quittier-Verhalten 
des Providers versteht man dem Ablauf nach welchen eine Nachricht als er-
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folgreich versendet angesehen wird und im Falle einer Warteschlange dann 
einfach gelöscht wird. In der JMS Spezifikation sind dabei die drei folgenden 
Rückmeldungsmodi definiert: 
 Session.AUTO_ACKNOWLEDGE 
Hierbei wird der Empfang automatisch durch die Session des Klienten 
quittiert sobald dieser die Nachricht erhält. Also, praktisch gesehen sobald 
die OnMessage – Methode beim Klienten abgearbeitet wurde. 
 
 Session.CLIENT_ACKNOWLEDGE 
In diesem Fall quittiert nicht die Session sondern der Klient selbst den 
Empfang. Dabei braucht der Klient nicht für jede einzelne Message eine 
Quittierung senden, sondern kann dies auch gleichzeitig mit mehreren 
machen. Dazu wird, und dies nur in diesen Fall, die Methode acknow-
ledge() aufgerufen. 
 
 Session.DUPS_OK_ACKNOWLEDGE 
Bei diesem Modus erfolgt die Quittung mittels der Session nicht automa-
tisch sondern muss manuell getätigt werden. Mit dieser Option kann es 
sein das auch Duplikate von Nachrichten gesendet werden. Damit braucht 
der Provider keine Maßnahmen zu ergreifen um sicherzustellen, dass eine 
Nachricht genau nur einmal versendet wurde. Empfänger müssen dann 
selbst sicherstellen ob sie die Nachricht bereits erhalten haben oder nicht. 
 
Die dritte Möglichkeit den Nachrichtenversand sicherzustellen bzw. zu beein-
flussen ist der DurableMode beim Abonnenten eines Topics. Ein Abonnent 
kann demzufolge entweder als non_durable oder durable erstellt werden. Der 
Unterschied zwischen beiden Modi besteht einfach in dem Verhalten wie 
Nachrichten gesendet werden wenn der Abonnent offline ist. Abbildung 31: 
Unterschied durable/ non durable verdeutlicht dabei den Unterschied zwi-
schen beiden. 
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Abbildung 31: Unterschied durable/ non durable 
Während der non_durable Abonnent keine Nachrichten empfängt die zu Zei-
ten gesendet wurden als der Agent offline war, werden Nachrichten die seit 
der ersten Anmeldung eines Durable-Abonnenten gesendet werden alle dem 
Abonnenten zugestellt. Nachrichten die aufgrund von fehlender Verbindung 
zum Abonnenten gesendet werden, werden gesammelt und bei der nächsten 
Verbindung versendet. 
4.2 POJOs und Serialisierung 
Die Bezeichnung POJO steht dabei für Plain Old Java Object, also ein „ganz 
normales“ Objekt in der Programmiersprache Java. Der Begriff stammt von 
Martin Fowler und soll eine Abgrenzung von komplexen Strukturen, wie z. B. 
Enterprise Java Beans (EJB) darstellen [FM2010]. Grundlegende Eigen-
schaften sind bei diesen Objekten, dass Sie direkt von der Java Objekt - 
Klasse abstammen und keine speziellen Interfaces implementieren. Ein PO-
JO besteht somit häufig nur aus einigen Attributen und Zugriffsmethoden auf 
diese. Der Vorteil dieser einfachen Objekte ist, dass Sie sich aufgrund dieser 
Beschränkung auf Attribute sehr gut als Container für Attribute darstellen. 
Diese Container werden dabei häufig zum Mappen oder zum Abspeichern 
von Informationen genutzt. 
Im Falle der Kommunikation bilden POJOs auch einen sehr hilfreichen Con-
tainer für das Vermitteln von Daten als Nachrichtenformat. Durch das Ver-
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senden dieser einfachen Objekte würde man praktisch die Umwandlung von 
in ein Nachrichten-spezifisches Austauschformat für die Kommunikation ein-
sparen. Dabei ist es nur nötig für diese Transportobjekte das Interface ja-
va.io.Serializable zu implementieren. Serialisierung wird in Java häufig zum 
persistieren von Objekten genutzt. Es kann aber ebenso zum Austausch zwi-
schen Systemen genutzt werden. Durch Serialisierung und Deserialisierung 
erhält man eine Kopie der Datenstruktur mit dem gleichen Objektgraphen. 
Bei diesem Vorgang wird das Objekt mit sämtlichen Attributen einfach binär 
dargestellt. Das Verfahren wird auch Java Object Serialization (JOS) genannt 
[UC2011, S.1088ff]. Durch die in JMS definierte Objekt-Message kann dieses 
binäre Objekt dann einfach versendet werden. 
4.3 JMX 
Die Java Management Extensions (JMX) ist eine Erweiterung für das Monito-
ring und die Verwaltung von auf Java basierenden Systemen durch andere 
Programme. Die Spezifikation wurde im Rahmen des Java Community Pro-
cess (JCP) entwickelt und mit dem Java Specification Request (JSR) 3 in der 
Version 1.1 verabschiedet. Die neuste Version ist JMX 2.0 und ist in der JSR 
255 beschrieben. JMX eignet sich sehr gut um das Verhalten einer Java - 
Anwendung zu überwachen und gegebenenfalls von außerhalb einzugreifen 
bzw. Steuerungsfunktionen zu übernehmen. Seit der Version 2.0 unterstützt 
JMX die einfache Implementierung von JAVA - Adaptern. Dadurch ist es 
leicht möglich Web basierte Anwendungen zu schreiben die sich über JMX 
mit dem vorhandenen Java - System verbinden und somit über JMX spezifi-
zierte Eigenschaften aus der Anwendung auszulesen bzw. zu ändern. Ein 
Beispiel für solch eine Webkonsole ist die JConsole, welche seit JDK 1.5 
standardmäßig mitgeliefert wird. 
Für die Kommunikationsschnittstelle ist momentan keine Verwendung von 
JMX vorgesehen. JMX wird hier nur erwähnt, da diese in ActiveMQ Anwen-
dung findet und man somit den Nachrichtenverkehr zu Test und Entwick-
lungszwecken sehr gut von außerhalb beobachten kann. 
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4.4 JAAS 
Für die einfache Integration und Nutzung von Authentifizierung- und Autori-
sierungsmechanismen stellt die Java Plattform den Java Authentication and 
Authorization Service (JAAS) zur Verfügung. JAAS definiert Standardklassen 
und ein über mehrere Schnittstellen vorgegebenes Framework, damit ein 
Java-Programm Anwender über eine verfahrens- und herstellerneutrale 
Schnittstelle authentisieren kann [BH2011, S161ff]. Das Prinzip hinter JAAS 
ist es, dass die Anmeldung nicht direkt in der Anwendung definiert wird son-
dern über externe Module mit einer einheitlichen Schnittstelle ausgelagert 
wird. Somit ist das Programm unabhängig von der Authentifizierung und 
kann leicht angepasst werden. Indem man extern verschiedene Module für 
die Anmeldung definiert. 
Auch dieses Prinzip wird von ActiveMQ unterstützt und bietet durch das ein-
fache Zuschalten eines eigen definierten JAAS Login Moduls eine einfache 
Möglichkeit die Authentifizierung an den MB zu ermöglichen. 
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4.5 JDBC 
Java Database Connectivity (JDBC) ist eine Datenbankzugriffsschnittstelle 
innerhalb der Java -Plattform. JDBC ist Teil der Java Standard Edition seit 
JDK 1.1. Seit JDBC 3.0 wird JDBC im Rahmen des JCP weiterentwickelt. 
JSR 221 ist die Spezifikation der Version JDBC 4.0. Die aktuelle Version 4.1 
ist Teil von der Java Standard Edition 7. [JDBC01]. JDBC ist die Standard-
programmierschnittstelle für den Zugriff auf relationale Datenbanken mittels 
SQL Anweisungen. JDBC an sich ist dabei abstrakt und datenbankneutral 
gehalten. Bei JDBC handelt es sich um eine Low-Level API. Das bedeutet, 
dass die SQL Anfragen direkt formuliert werden müssen und über Funktio-
nen an das entsprechende Datenbank Management System (DBMS) weiter-
geleitet werden. Für den eigentlichen Zugriff auf die Datenbank sind dann 
spezifische Treiber erforderlich, welche die JDBC-Spezifikation implementie-
ren müssen. Abbildung 32: JDBC API zeigt die Struktur der API.  
 
Abbildung 32: JDBC API 
Die JDBC Klassen liegen in den Java Packages java.sql und javax.sql. JDBC 
und die Datenbank an sich helfen dabei spezifische Informationen, vor allem 
zum Beispiel Klient Informationen und Zugangsdaten zu persistieren. 
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5. Kapitel 5 – Konzeption 
Bei Überlegungen zum Entwurf der Kommunikationsschicht muss weiterhin 
auch der Simulationsserver betrachtet werden. Ziele dieser Schicht sind es 
einen einfachen Zugang in das System zu ermöglichen und Teilnehmer dy-
namisch zu einzelnen oder mehreren Simulationsszenarien hinzuzuschalten. 
Da die Beschaffenheit dieser Szenarien in der Regel nur einmalig beim Be-
ginn aufgebaut werden muss, kann man diese Konfiguration eventuell auch 
abseits der eigentlichen Kommunikation ausführen. Als Beispiel könnte dies 
über das einfache Auslesen einer vorparametrierten Datei erfolgen. Hierbei 
bietet sich zum Beispiel ein einfaches XML Dokument an. 
5.1 Simulation unterschiedlicher Szenarien 
Der Simulationsserver soll im optimalen Fall viele unterschiedliche Simulatio-
nen zur gleichen Zeit ablaufen lassen. Dies hat hohe Auswirkungen auf die 
Performance des gesamten Systems und könnte unter Umständen sogar 
Auswirkungen auf einzelne Simulationen haben. Mit einer Priorisierung eini-
ger Simulationen ist dem keine Abhilfe geschaffen, da sich die Last auf das 
einzelne System stark verändert. Die einfachste Lösung dafür ist es die ein-
zelnen Simulationen weitestgehend unabhängig voneinander laufen zu las-
sen. Diese einzelnen Simulationen werden im System und im Folgenden als 
Sessions bezeichnet. Um diese Abhängigkeit also stark zu entkoppeln wer-
den die Sessions absolut unabhängig von Hardware und eigentlichen Simu-
lationssystem betrieben. Die einzelnen Sessions sind relativ redundant und 
bis auf wenigen Konfigurationsmerkmalen identisch aufgebaut. 
Eine Session beinhaltet alle für eine Simulation wichtigen Informationen und 
Einstellungen. Sie laufen simultan und völlig unabhängig voneinander ab. Die 
einzige Gemeinsamkeit sind die allgemeinen Daten für die Registrierung und 
der Login also die Zugangsdaten zum System. Diese werden nicht zusätzlich 
in der Session-Datenbank abgespeichert, sondern direkt aus der allgemeinen 
DB gelesen. Alle Session-spezifischen Daten werden jedoch in extra nur für 
die Session gültige Datenbank gespeichert. Am besten kann man den die 
spezifischen Daten der Session mit Bewegungsdaten in der Wirtschaft ver-
gleichen und die globalen Daten mit stetigen Stammdaten. Tabelle 7: Ver-
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gleich globale und lokale Daten verdeutlicht die Unterschiede zwischen bei-
den Datentypen. 
Globale Daten Lokale Daten 
Typ Stammdaten Bewegungsdaten 
Größe viele Attribute sehr viele Attribute 
Format Metadaten Rohdaten 
ID UUID 
Zusammengesetzte 
ID 
Verhalten bleiben gleich ändern sich ständig 
Zeitbezug statisch dynamisch 
Persistenz langfristig mittelfristig 
Benutzer viele verteilte nur Session intern 
Tabelle 7: Vergleich globale und lokale Daten 
 
Einzelne Geschäftsprozesse kann man relativ einfach nachbilden. Mit jedem 
weiteren Prozess steigt aber die Komplexität drastisch an. Abbildung 33: 
Komplexität bei mehreren GPs verdeutlicht diese Abhängigkeit zwischen ab-
gebildeten Prozessen und Komplexität.  
 
Abbildung 33: Komplexität bei mehreren GPs 
Um diese Komplexität entgegenzuwirken, ist eine effektive Anpassbarkeit 
nötig. Dafür werden Geschäftsprozesse in der Theorie zusammengefasst 
und vom System durch einzelne modular aufgebaute Simulation-Engines 
abgebildet. Bei der Konfiguration der Session kann man nun flexibel ent-
scheiden welche Engines eingebunden werden. Somit kann eine Session 
einen extrem komplexen ERP System abbilden oder auch nur simple einzel-
ne Prozesse individuell betrachten lassen.  
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Um diese Unabhängigkeit von anderen Sessions noch weiter auszubreiten 
wird bei der Erstellung einer Session gleichzeitig ein eigener Message Bro-
ker, im sogenannten embedded-Modus gestartet. Dies bedeutet, dass der 
Broker innerhalb der Java VM und vom Session Prozess gesteuert wird. Die 
Konfiguration kann dabei direkt über Java- Code erfolgen. Dies hat den Vor-
teil, dass Session und Message Broker eng gekoppelt sind und somit nur die 
Entwicklung eines Systems erforderlich ist. Im anderen Fall wäre der Broker 
unnötig komplex und müsste aufgrund unterschiedlicher Sessions gleichzei-
tig weit mehrere Warteschlangen und Nachrichtenempfang und Sendevor-
gänge verwalten. Dies könnte bei Hohen Lasten zu Performanceproblemen 
führen. Ein weiterer Vorteil ist das der Broker leicht mit der restlichen Session 
Konfiguration skalierbar ist. 
5.2 Architekturbild 
 
Abbildung 34: ERPL Architekturbild 
5. Kapitel 5 – Konzeption 
82 
Für das Konzept der unabhängigen Sessions ist eine stark modular aufge-
baute Architektur wichtig. Abbildung 34: ERPL Architekturbild zeigt die Archi-
tektur des Simulationssystems. 
Das gesamte System besteht aus verschiedenen, zum Teil stark unabhängi-
gen Komponenten. Zum einen das Hauptsystem, bezeichnet als ERPL Simu-
lationsserver, welcher nur das Gerüst sowie ein allgemeines Framework zur 
Simulationserstellung offeriert. Zum anderen die verschiedenen Session-
Komponenten. Innerhalb dieser Sessions werden die eigentlichen Simulatio-
nen je nach Konfiguration und Parametrierung durchgespielt. Da die Sessi-
ons unabhängige Prozesse darstellen können diese völlig simultan auf ver-
schiedenen Rechnern durchgeführt werden. Dabei spielt es keine Rolle wel-
ches Prozessmodell, bzw. welche Simulation-Engine genutzt wird. Die Ses-
sions können durch das zu entwickelnde Interface unabhängig vom eigentli-
chen Server gestartet und gestoppt werden. Dabei ist in jeder Session ein 
eigener Broker realisiert. Dieser ist gezielt nur für die Umsetzung der Simula-
tionsinternen Kommunikation gedacht. Dabei kann er direkt über den Java-
Prozess im welchen die Session läuft gesteuert werden. Dazu wird einfach 
über Java Code die Konfiguration ausgelesen und dann kann über die von 
Apache bereitgestellte API der Broker gestartet und gestoppt werden. Direkte 
Zugriffe auf dem ERPL Simulationsserver durch Agenten bzw. Userklienten 
gibt es nicht. Für die Durchführung einer Simulation kann die Session nun, je 
nach Konfiguration, die vom System bereitgestellten Simulation-Engines ein-
binden, um bestimmte Geschäftsprozesse oder … abzubilden. Diese Simula-
tion-Engines können demnach also als die Modellierung und das Regelwerk 
eines definierten Prozesses angesehen werden. Des Weiteren besitzt jede 
Session auch eine eigene interne Datenbank in denen die während der Si-
mulation entstehenden Daten gespeichert werden. Für Globale Daten wird 
die Datenbank vom ERPL Server genutzt. Diese ist momentan eine MySQL 
Datenbank, kann jedoch leicht durch eine beliebige relationale Datenbank 
ausgetauscht werden. Sowohl Agenten als auch Userklienten verbinden sich 
direkt über eine Verbindungskonfiguration mit einer Session. Die Verwen-
dung der Kommunikationsschnittstelle ist dabei dunkel dargestellt. 
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5.3 Beispielhafter Kommunikationsablauf 
Um zu verdeutlichen wie ein Nachrichtenfluss zwischen verschiedenen Teil-
nehmern ablaufen könnte wurde dieser Beispielhaft in Abbildung 35: Kom-
munikationsablauf gezeigt. 
 
Abbildung 35: Kommunikationsablauf 
Sobald die Simulation gestartet ist und die verschiedenen Simulations-
Engines zugeschaltet wurden können sich autonome Agenten hinzubinden 
oder Benutzer über Userklienten Aktionen tätigen. 
Im 1.  Schritt wird dazu eine spezifische Anfrage ins System gesendet. So-
bald nun Anfragen in den Allgemeinen Queues vorliegen können andere 
Teilnehmer diese auslesen (2. Schritt) und je nach Implementierung bearbei-
ten. Sollte sich nun ein Klient dazu entscheiden diesen Auftrag anzunehmen 
sendet er eine entsprechende Antwort ans System. Das Interface leitet diese 
nun automatisch an die Warteschlange des ursprünglichen Senders der An-
frage weiter (3. Schritt). Da es sich um eine nicht blockierende Nachrichten-
vermittlung handelt kann der Anfragende nun zeitlich versetzt die Nachricht 
bearbeitet sobald der Implementierte Klient dazu in der Lage ist. Dazu liest er 
die Anfrage nun aus seiner eigenen Warteschlange auf welcher er nur allein 
lesend zugreifen kann (4. Schritt). Spätestens ab hier schaltet sich nun die 
Nachrichtenvermittlung auf eine PTP - Kommunikation um. Das bedeutet, 
dass andere Teilnehmer, insbesondere also die Simulation-Engines, nicht 
mehr auf die Kommunikation zwischen den Beiden zugreift. Nachdem nun 
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der Klient die Antwort ausgelesen und nach einer unspezifischen Implemen-
tierung verarbeitet hat sendet er eine entsprechende Antwort direkt über die 
Kommunikationsebene an den Anfragenden Teilnehmer (5. Schritt). Die 
Schritte 4 und 5 in Abbildung 35: Kommunikationsablauf können sich jetzt 
beliebig oft wiederholen. Dabei können auch einzelne PTP - Kommunikatio-
nen zwischen mehreren Teilnehmern entstehen. Da ein Klient jedoch nur 
eine eigene Warteschlange für seine Kommunikation hat, werden diese nach 
dem FIFO- Prinzip ausgelesen. 
Innerhalb der Session haben dann alle beteiligten Klienten eine eigene War-
teschlange zur Kommunikation. Als Klienten unterscheiden sich Agenten, 
welche völlig autonom in der Session handeln, sowie Userklienten. Userkli-
enten greifen durch manuelle Eingaben, gegebenenfalls durch ein GUI, auf 
die Simulationen ein oder sie dienen als Schnittstellen für externe Systeme. 
Die dritte Art von Klienten sind die Simulations-Engines die eigene Zugriffs-
möglichkeiten über das MOM Interface auf die Session haben und vorrangig 
nur zur Überwachung der Regeln eines Geschäftsprozesses eingesetzt wer-
den. Abbildung 36: Klienten-Systeme zeigt die verschiedeneren Klient-Arten. 
 
Abbildung 36: Klienten-Systeme 
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5.4 Simulationsszenarien 
Da es bei der Arbeit vorrangig um die Schnittstelle des Systems geht und 
nicht um die eigentlichen Simulation-Engines wurden diese nur sehr simpel 
als Prototypen erstellt. Dabei kamen zwei Geschäftsprozesse in Betracht, die 
im Folgenden näher beschrieben werden. 
5.4.1 Produktionsprozess  
Bei Produktionsaufträgen handelt es sich um Aufträge welche man in der 
Industrie im Bereich Fertigung vorfindet. Der genaue Ablauf dieses Prozes-
ses ist in Abbildung 37: Produktionsprozess zu erkennen.  
 
Abbildung 37: Produktionsprozess 
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Bei diesem Prozess finden verschiedene Transaktionen statt, welche die ei-
gentliche Betrachtung dieser Arbeit widerspiegeln. Der genaue Ablauf des 
Prozesses wird durch die Simulations-Engine überwacht und ist nicht vom 
MOM - Interface gesteuert. Somit spielen Teilprozesse welche nicht auf die 
Kommunikation abzielen in der weiteren Betrachtung momentan keine grö-
ßere Rolle. 
Als initiales Ereignis wird zunächst, von einem nicht näher bestimmten An-
wender (intern oder externer Kunde), eine Anfrage gesendet. Diese wird 
dann vom Auftragnehmer beantwortet. Sollte der anfragende Kunde mit der 
Antwort des Auftragnehmers zufrieden sein, wird dieser Auftrag bestätigt. Es 
folgt dann eine abermalige Bestätigung des Auftragnehmers, bevor der inter-
ne Produktionsprozess beim Auftragnehmer beginnt. Dieser interne Produk-
tionsprozess ist nun nicht teil der Kommunikationsschnittstelle und wird des-
halb auch nicht näher beleuchtet. Wenn der Prozess abgeschlossen ist sen-
det der Auftragnehmer dem Auftraggeber eine Nachricht, dass der Auftrag 
erfolgreich beendet wurde. In diesem stehen noch einmal alle Daten die wäh-
rend des Produktionsprozesses angefallen sind. Der Auftragnehmer wiede-
rum hat nun die Möglichkeit, diesen Auftrag abzunehmen und somit den Auf-
trag abzuschließen oder eine Reklamation zu beantragen. Im zweiten Fall 
wäre dann beim Auftragnehmer eine erneute Produktion bzw. Teilproduktion 
nötig. Sollte einer der beiden Klienten den Vorgang abbrechen kann dieser 
einer Stornierung an den anderen schicken. Im Normalfall ist dies eher nicht 
die Regel. Jedoch kann es vorkommen, dass einer von beiden die Auftrags-
vorgaben nicht mehr erfüllen kann. Im Zuge einer besseren Simulation ist es 
denkbar diese Stornierungsmöglichkeit per vorab Konfiguration der Simulati-
on eventuell für einen oder beide Anwender auszuschalten. 
5.4.2 Transportprozess 
Transportaufträge haben eine ähnliche Prozessstruktur wobei die Teilneh-
mer, insbesondere der Auftragnehmer sich stark vom vorherigen Beispiel 
unterscheiden sollte. Diesbezüglich wäre die Idee Agenten, also Simulations-
teilnehmer je nach Simulation auch zu unterscheiden. Somit würde es in ei-
ner Simulation aus Produktion- und Transportagenten geben. Welche nur die 
spezifischen Anfragen annehmen und bearbeiten. Ebenso wäre es möglich 
einen Komplexen Agenten an mehreren Prozessen gleichzeitig teilzuneh-
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men. Abbildung 38: Transportprozess zeigt den Prozess eines Transportauf-
trages. 
 
Abbildung 38: Transportprozess 
Zuerst beginnt es wie beim Produktionsauftrag mit einer Anfrage des Auf-
traggebers. Ein unbestimmter Transportagent liest nun die Nachricht aus und 
entscheidet sich ob er sie bearbeitet oder nicht. Sollte er den Auftrag anneh-
men, wird der gleiche ACK- Prozess wie beim Produktionsauftrag durchge-
spielt. (3-Hand-Prinzip). Nachdem dies durchgeführt wurde kommt jetzt der 
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Unterschied. Zuerst beginnt der Teilprozess der Abholung des Produktes. 
Danach folgt eine Abnahme durch den Auftraggeber. Anschließend wird der 
Prozess des Transportes durchgeführt. Im weiteren Verlauf wird dann aber-
mals eine Abnahme bei der Auslieferung des Produktes getätigt. Hierbei 
kann es sich wiederum um einen anderen Teilnehmer als den Auftraggeber 
sozusagen ein Zwischenagenten handeln. Dieses Verhalten macht den Pro-
zess etwas komplexer. Denn wenn es bei diesem Prozess gegebenenfalls 
drei Teilnehmer sind  müssen sich diese alle drei untereinander abstimmen. 
5.5 Aufbau der Schnittstelle 
Jeder der beiden Prozesse spiegelt nur einen Teilbereich eines kompletten 
ERP Bereiches wieder. Viele Prozesse sind mit anderen Prozessen inner-
halb dieses Gesamtkomplexes eines ERP Systems verbunden. Häufig be-
stehen auch direkte Abhängigkeiten zwischen den einzelnen Prozessen, so-
dass moderne ERP Systeme modular in die verschiedenen Bereiche aufge-
teilt sind. Aufgrund dieser komplexen Abhängigkeit und dem Modularen Auf-
bau von ERP Systemen allgemein lässt sich daraus schließen das der Auf-
bau der Kommunikationsschnittstelle auch modular sein sollte. 
Nach Ermittlung der Prozessdaten ergibt sich folgende Anzahl von verschie-
denen Nachrichtentypen übermittelt, welche während des Prozessablaufes 
anfallen und über die Kommunikationsschnittstelle ausgetauscht werden: 
Auftragnehmer Nachricht Auftraggeber 
Empfänger Anforderung Sender 
Sender Angebot Empfänger 
Empfänger Auftrag Sender 
Sender Bestätigung Empfänger 
Sender Zwischenstand Empfänger 
Sender Stornierung Empfänger 
Sender Fertigstellung Empfänger 
Sender Abnahme Empfänger 
Empfänger Reklamation Sender 
Tabelle 8: Sender/Empfänger von Nachrichten 
Bezüglich eines einzelnen Vorgangs, also eines Auftragsprozesses muss 
unterschieden werden ob der Klient Auftraggeber oder Auftragnehmer ist. Je 
nachdem unterscheidet sich dann auch wer Empfänger oder der Sender ei-
ner Nachricht ist.  
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5.6 Design  
Im Design wird nun die Schnittstelle, mit welcher auf das System zugegriffen 
werden muss genauer betrachtet. Dabei sollte man zuerst einmal zwischen 
der aktiven Kommunikation innerhalb einer Simulation, sowie der passiven 
Kommunikation zur Steuerung und Konfiguration der Simulation unterschei-
den. Bei der passiven Kommunikation geht es vor allem darum die eigentli-
che Simulation zu Konfigurieren. Darunter vollen vor allem: 
 Auswahl der verbundenen Simulation-Engines 
 Zeitliche Parameter 
 Auswahl geeigneter Daten (Produkte, Standorte) 
 Anzahl der erlaubten Klienten und Klient-Typen 
 u. ä. 
Des Weiteren fällt in dieser Kategorie auch das Prozedere beim Aufbau bzw. 
Verbinden eines Teilnehmers mit einer Session. Hierbei geht es vor allem 
darum, dass der Teilnehmer die Möglichkeit hat in einer Art Liste alle laufen-
den Sessions zu erfahren um sich dann mit einer dieser über ein Registrie-
rungsverfahren zu verbinden. 
Bei der aktiven Kommunikation geht es um die aktive Teilnahme einer Simu-
lation. Hierbei sind vorrangig zwei Kommunikationswege zu realisieren. Zum 
einen eine PTP-Kommunikation und zum anderen eine Art Pub/Sub-
Verfahren mit dem die Auftragsanforderung ins System gepackt wird damit 
sie allen Klienten welche für die Bearbeitung in Frage kommen zugänglich 
ist.  
Als weitere Kategorie kann auch der Kommunikationsaufwand während einer 
Simulation mit der Datenbank gesehen werden. Dieser sollte aber automa-
tisch durch das Interface ablaufen und somit abgekapselt für die verschiede-
nen Anwender keine Rolle spielen. 
Da also grundlegend zwischen Kommunikation innerhalb und außerhalb der 
Simulation unterschieden wird muss dies auch im Design der Kommunikati-
onsebene beachtet werden. In Abbildung 39: ERPL API - Konzept ist ein 
grober Designentwurf der Schnittstelle dargestellt.  
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Abbildung 39: ERPL API - Konzept 
Im Modul für innere Kommunikation stehen verschiedene Klassen zur Verfü-
gung welche die Verfahren PTP, Pub/Sub und Beobachter(Listener) realisie-
ren. Im Modul für die äußere Kommunikation gibt es einen Konfigurator über 
welchen die einzelnen Sessions konfiguriert, gestartet und gestoppt werden 
können. Und eine weitere Klasse welche Allgemeine Informationen über den 
Simulationsserver und die laufenden, unterbrochenen oder bereits beende-
ten Simulationen liefert. Außerdem gibt es eine weitere Klasse die für die 
Verbindung zwischen Server bzw. Simulation und Datenbank zuständig ist. 
5.7 Datenaustausch und EAI 
Damit auch vorhandene Daten, welche aus anderen, gegebenenfalls exter-
nen Systemen in die MOM kommen benötigt man die Möglichkeit einer 
Transformation von Ursprungsformat ins benötigte Format. In Abschnitt 3.2.3 
wurden die gängigsten Formate vorgestellt. Da vorhandene externe Systeme 
zur realen Verwirklichung dienen und keinen simulativen Anspruch haben 
gibt es in der Regel direkte Möglichkeit diese mit einer Simulation zu Verbin-
den. Aus diesem Grund ist es von Vorteil wenn man bei der Daten-
Annektierung auf die bereits vorhandenen Standards setzt.  
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Nun gibt es verschiedene Möglichkeiten des Transformationsprozesses: 
 Daten-Mapping 
 Datenadapter 
Beim Daten-Mapping ist der Klient dafür verantwortlich die Daten ins pas-
sende Format zu transformieren. Dabei werden die Daten in ein entspre-
chendes einheitliches Datenformat umgewandelt. Hierzu gibt die Schnittstelle 
dann eine POJO Klasse vor die am geeignetsten ist die Daten zu transportie-
ren. Bei der zweiten Möglichkeit ist eine nur eine Abstrakte Klasse, die soge-
nannte Adapterklasse, welche je Implementiert und je nach Ursprungsformat 
entsprechend angepasst werden muss.  
Der große Nachteil von Datenadaptern ist, dass für jedes spezifische Format 
ein eigener Adapter erstellt werden muss. Wohingegen beim Mapping immer 
nur die Datenformatierung angepasst werden muss. Es ist also eher Ratsam 
in diesem sehr flexiblen und erweiterbaren Projekt die Möglichkeit eines Da-
tenmappers zu wählen. Um somit die Daten jedem Teilnehmer innerhalb der 
Simulationsumgebung, in einem einheitlichen Datenformat anzubieten.  
Das gesamte System basiert auf Java. Da die Agenten und Userklienten 
auch in reinem Java geschrieben werden, ist die einfachste Lösung dem 
Entwickler eine Bibliothek zur Verfügung zu stellen welche den Aufruf und die 
Interaktion über die Schnittstelle weitestgehend kapselt. Dadurch hat der 
Entwickler den großen Vorteil sein weiteres Vorgehen skalar aufzubauen, da 
für die Verwendung des Systems innerhalb der zu entwickelnden Anwen-
dung, nur die Einbindung der durch diese Arbeit zu erstellenden Bibliothek 
nötig ist. 
5.8 Erweiterung von Queue-Funktionen 
JMS Warteschlangen können wie in Grundlagen vorgestellt lesen schreiben. 
Betrachtet man nun die einzelnen Szenarien genauer wird einen schnell klar, 
dass ein einfaches Lesen und Schreiben nicht ausreicht. Um diese Eigen-
schaften von gewöhnlichen Queues zu unterscheiden, werden diese erwei-
terten Queues im Weiteren nur noch als Message-Box bezeichnet. Diese 
Message-Boxen müssen neben den einfachen lesen (get) und schreiben 
(put) auch weitere Methoden zum Empfang und Versenden von Daten be-
reitstellen: 
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 FIND, liest eine spezifische Nachricht  
 Push, sendet mehrere Nachrichten gleichen Typs 
 ReadOnly, liest eine Nachricht ohne sie zu entfernen 
 UPDATE, verändert nachträglich eine bereits gesendete Nachricht 
 DELETE, löscht eine bereits gesendete Nachricht 
Möglichkeiten diese Funktionalitäten einfach zu realisieren bieten die in Ab-
schnitt 4.1 vorgestellten Nachrichteneigenschaften und Nachrichtenfilter an. 
5.9 Sicherheitskonzepte 
Da es sich um eine Simulation handelt, welche aufgrund der offenen Kom-
munikationsschnittstelle über das Internet zugreifbar ist müssen gewisse Si-
cherheitsaspekte berücksichtigt werden. Diese Aspekte sind in verschiedene 
Ebene unterteilt in, welche im Folgenden genauer betrachtet werden.  
5.9.1 Sicherheit auf Verbindungsebene 
Standardmäßig läuft erfolgt die Verbindung mit dem Message Broker über 
eine TCP Verbindung. Daten die über solch eine Verbindung laufen sind un-
sicher, da Rechner innerhalb des Netzwerkes die Verbindungen mitlauschen 
können. Daher empfiehlt es sich die Verbindungen zu Verschlüsseln. Apache 
MQ bietet dafür die Möglichkeit eine Verbindung über SSL zu erlauben. Die 
Verbindung über SSL ist Performancetechnisch recht teuer. Um den Broker 
nicht zu verlangsamen rät die Dokumentation [SB2011, S.64] den allgemein 
Nachrichtentransport mit NIO SSL zu konfigurieren. NIO steht für eine nicht 
blockierende Ein- und Ausgabe. Das bedeutet, dass innerhalb des Message 
Brokers nur eine einzelne Instanz für den Transport, Verschlüsselung und 
Ablage der Nachrichten zuständig ist. Dies hat zwar nichts mehr mit der SSL 
Verschlüsselung zu tun bietet sich aber Serverzeitig bei einer großen Anzahl 
an Klienten an. 
5.9.2 Sicherheit auf Simulationsebene und Kommunikationsebene 
Standardmäßig sind in einem MOM System die Warteschlangen über einen 
anonymen Zugang möglich. Dies hätte jedoch gravierende Auswirkungen 
aufs System. Anonyme Teilnehmer könnten schädlich auf die Simulation 
einwirken und Ergebnisse unbrauchbar machen. Dazu können diese einfach 
fehlerhafte Anfragen ins System packen oder falls die Warteschlangen von 
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anderen Teilnehmern bekannt wären diese mit Falschnachrichten befluten. 
Muss sich jeder Teilnehmer zuerst Identifizieren. Außerdem sind die privaten 
Warteschlangen von Benutzern nur für das System bekannt. PTP-
Kommunikation wird über die Schnittstelle gesteuert. Dazu folgt der Nach-
richtenaustausch einem strikten Muster, welches direkt durch den Prozess-
ablauf gesteuert ist.  
5.9.3 Sicherheit auf Nachrichtenebene 
Neben der Verschlüsselung des Transportes können die Nachrichten auch 
direkt Verschlüsselt werden. Dies liegt daran das die Nachricht an sich nach 
dem JMS Beispiel in Header und Body Daten unterteilt werden kann. Wäh-
rend Headerdaten wichtig für den Transport und die Verwaltung bzw. Zugriff 
in den Warteschlangen auf die Nachrichten zwingend direkt über die JMS 
API gelesen werden muss, können Teile im Bodybereich auch vor dem ei-
gentlichen Sendevorgang verschlüsselt werden. Für Datenverschlüsselung 
gibt es, zahlreiche Methoden die einfach über die Standard Java API genutzt 
werden können. 
Während die ersten beiden Sicherheitsverfahren aktiv angewendet werden, 
besteht für eine Datenverschlüsselung vorerst kein Bedarf. 
5.10 Visualisierung und Kommunikations-Monitoring 
Ein weiterer Betrachtungspunkt beim Entwurf des Systems war die grafische 
Darstellung von aktiven Simulationen. Das bedeutet, dass die Kommunikati-
onsschicht die Möglichkeit schaffen sollte neben aktiven Agenten und User-
klienten auch passive Teilnehmer zuzulassen. Diese passiven Teilnehmer 
greifen dann nicht in die Simulation ein sondern visualisieren nur den Simula-
tionsvorgang während er läuft. Dieser rein lesende Zugriff wird im Folgenden 
als Betrachtungs-Modus bezeichnet. Klienten also, welche im Betrachtungs-
Modus laufen brauchen nur lesenden Zugriff sowohl auf den Prozess an sich 
als auch auf die Aktivitäten der einzelnen Klienten. Es ist so gedacht, damit 
dieser Typ von Klient keinerlei aktiven Zugriff auf die Simulation hat. Beim 
Entwurf wird deshalb ein sogenannter Visualisierung - Layer in bedacht ge-
zogen. Um die Funktionalität dieser Zwischenschicht zu gewährleisten sind 
zwei verschiedene Ansätze in Erwägung zu fassen. Zum einen eine allge-
meine Visualisierungsschicht in der Session. Oder zum anderen ein Interface 
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innerhalb der Agenten und Simulation-Engines. Abbildung 40: Möglichkeiten 
der Visualisierung verdeutlichen beide Ansätze.  
 
Abbildung 40: Möglichkeiten der Visualisierung 
 
Im ersten Ansatz wird die Session mit einem allgemeinen Modul zur Visuali-
sierung versehen. Beobachter einer Simulation können sich direkt mit dieser 
verbinden und den Simulationsvorgang beobachten. Die eigentliche Visuali-
sierung wird dabei von der Session selbst erzeugt. Dafür ist ein erweiterter 
Zugriff auf alle Teilnehmer durch die Session selbst nötig. Damit ist gemeint, 
dass jeglicher Kommunikationsverkehr und sämtliche Agenten aktiv durch 
die Visualisierung überwacht werden. Dies hätte den Vorteil, dass die Agen-
ten nicht selbstständig für die Informationsversendung von momentanen Sta-
tusnachrichten zuständig sind, sondern der Agentenstatus vielmehr vom Si-
mulationssystem bestimmt wird. Ein Nachteil daraus ergibt sich in der Aufga-
be diese Agentendaten zu erzeugen. Die Session muss dafür sämtliche 
Kommunikationen überwachen und kann nur aus diesen Informationen ein 
etwaiges Bild der momentanen Agenten abbilden. Wie aktuell dieser Status 
dann letztendlich ist ließe sich nicht genau ermitteln. 
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Im zweiten Ansatz werden alle Teilnehmer mit einer weiteren Schnittstelle 
speziell zur Visualisierung versehen. Diese speichert immer einen Status des 
aktuellen Teilnehmers und sendet diesen zyklisch an eine, für die Visualisie-
rung eigene, MessageBox innerhalb des Message Brokers. Hierbei handelt 
es sich nun nicht mehr um eine erweiterte Warteschlange sondern nach der 
JMS Spezifikation um ein Topic, welche das Publish & Subscribe verinner-
licht. Somit können sämtliche passiven Teilnehmer sich einfach über die 
Kommunikationsschnittstelle an das Topic „Visualisierung“ binden und über 
einen Message-Listener die grafische Darstellung ermöglichen. Demzufolge 
liegt dann ein Großteil der Visualisierungslogik bei den individuellen passiven 
Teilnehmern. Der Beobachterklient ist dann in der Lage einzelne Bereiche 
der Simulation selbstständig auszuwählen und somit in Prozessabschnitte 
separat hineinzublicken während, andere Teile ausgeblendet werden. Dieser 
Ansatz hat den großen Vorteil das er entgegen, dem vorherigen nicht direkt 
auf die Simulation auswirken kann. Das Simulationssystem ist dadurch ent-
lastet, da die benötigte Logik für die Visualisierung fast ausschließlich im Be-
obachter selbst gelagert ist. Demzufolge sind Visualisierung und Simulation 
stark voneinander getrennt und können auch so entwickelt werden. 
Vergleicht man nun beide Ansätze logisch miteinander, so liegt der Vorteil 
klar beim Ansatz einer Klient Internen Visualisierungsschnittstelle. Zwar war 
dem Agenten damit die Kontrolle über die Vermittlung seiner Statusinformati-
onen in Eigenverantwortung gelegt. Aber die strikte Trennung von Visualisie-
rung und Simulation überwiegt dabei den Nachteil einer fehlenden Kontrol-
linstanz. Die Implementierung von Agenten sollte jedoch explizit die Verwen-
dung des Visualisierungslayers innerhalb des Klienten, zum Zwecke der 
Selbstkontrolle, erfordern. 
Eine weitere Perspektive bezüglich Visualisierung fällt dabei dem Monitoring 
des Systems zu. Dabei geht es nicht nur um die Protokollierung der Interakti-
onen und Funktionsaufrufen während der Simulation, sondern vielmehr um 
die Überwachung und Analyse des gesamten Simulationsvorganges. Durch 
das Monitoring ist es möglich vorab Daten und Wissen zum besseren Ver-
ständnis des Prozesses zu erhalten. Für das Simulation-System dient das 
Monitoring der Statusüberwachung und der späteren Qualitätssicherung des 
Simulationsergebnisses. Für Monitoring Prozesse auf Kommunikationsebene 
5. Kapitel 5 – Konzeption 
96 
bietet ActiveMQ bereits integrierte Werkzeuge an. Diese basieren zum Groß-
teil auf die Java Management Extensions (JMX). Dazu muss man einfach 
JMX im Broker aktivieren und sich dann mit einer JMX - Konsole auf die URL 
verbinden. Die verwendete ActiveMQ Version 5.10 beinhaltet bereits eine 
integrierte Management-Konsole zum Überwachen des Systems. Dieses 
muss dann einfach als Plug-In bei der Konfiguration mit angegeben werden.  
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6. Kapitel 6 – Implementierung 
6.1 ERPL Serverkonfiguration 
Der ERPL Server an sich besteht hauptsächlich aus einer Datenbank für glo-
bale Daten, welche von allen Simulationen und dauerhaft zur Verfügung ste-
hen müssen. Außerdem beinhaltet er einen eigenen Message-Broker der nur 
allgemeine Steuerungsanfragen weiterleitet. Durch diese Schnittstelle am 
Server können separat Sessions erstellt, gestoppt und gewartet werden. Die-
se Schnittstelle ist aber nur proprietär aufgebaut, da allgemeine Konfiguratio-
nen auch direkt über eine Verbindung an die spezifizierte Schnittstelle inner-
halb einer Session möglich sind. 
6.1.1 Session Konfiguration 
 
Abbildung 41: Session Konfiguration 
Allem voran sollte die Konfiguration eine URL und den Port enthalten. Unter 
dem Element internDB kann man die Einstellungen zur Persistenz vorneh-
men. In der aktuellen Version sind bis jetzt nur 2 Typen definiert. Zum einen 
eine lokale Datenbank die direkt im Prozess läuft und die Daten dateibasiert 
speichert und zum anderen eine zentrale Datenbank auf Basis von MySQL 
und dem Zugriff mit JDBC Treibern.  
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6.1.2 Konfiguration Simulation Engines 
 
Abbildung 42: Beispiel Simulationskonfiguration 
Bei der Konfiguration der Simulation kann man spezifische Simulation-
Engines direkt hinzufügen. Die Simulation-Engine bestimmt dann direkt wel-
che Geschäftsprozesse simuliert werden können. Die Anzahl der verfügba-
ren Simulationsprozesse ist dabei frei einstellbar. Des Weiteren kann man 
über diese Konfiguration noch die Agententypen, sowie deren minimale und 
Maximale Anzahl bestimmen. Des Weiteren ist es möglich die Dauer, das 
Zeitraffer und Art der Simulation zu bestimmen.  
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6.1.3 MB Konfiguration 
 
Abbildung 43: MB Konfiguration 
Wie in Abschnitt 3.4.1 beschrieben ist ActiveMQ sehr flexibel einzusetzen. Es 
gibt eine Fülle von Konfigurationsparametern die verändert werden können. 
Auch die Möglichkeiten des anpassungsfähigen Zuschaltens von Plug-Ins mit 
Hilfe von selbst definierten externen Modulen lässt den MB sehr frei für ein-
zelne Sessions aufgebaut werden. Diese Konfiguration wird dabei extra über 
eine eigene XML geladen. Beim Betreiben des MB gibt es wiederum zwei 
Möglichkeiten: 
 Independent, MB ist vorkonfiguriert und eigenständiger Prozess 
 Embedded, MB wird direkt innerhalb der Session gestartet 
6.2 Persistenz der Information 
Während der Simulation fallen sowohl Daten an als werden diese auch für 
den Prozessdurchlauf benötigt. Session Daten und 
Um eine Simulation nun durchzuführen sind Daten nötig. Um diese Daten zu 
persistieren sollte eine Datenbank genutzt werden. Der Zugriff auf Datenban-
ken ist in Java recht einfach über die Java Persistence API – Spezifikation 
geregelt. Da als Persistenz Datenbanken primär relationale Datenbanken 
verwendet werden und das Objektrelationale Mapping (ORM) innerhalb der 
Schnittstelle geschieht ist nur eine einfache Einbindung der Java Database 
Connectivity (JDPC) Programmierschnittstelle zum Persistieren von Daten 
nötig. Für den Zugriff auf Datenbanken ist die Klasse DBAccess zuständig. 
Siehe dazu Abschnitt 6.6. 
Der Broker selbst bietet auch die Möglichkeit einzelne Nachrichten und gan-
ze Warteschlangen zu in einer Datenbank zu sichern. Dies kann einfach über 
die Konfiguration des Brokers eingestellt. Als Datenbank nutzt der Broker 
selbst per Default eine interne filebasierte Datenbank. Es besteht jedoch die 
Möglichkeit eine eigene Datenbank als Persistenz-Schnittstelle einzustellen. 
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6.2.1 Globale Datenbank 
Allgemein benötigt der Simulationsserver hauptsächlich Daten zur Authentifi-
zierung und Autorisierung von Sessions und Anwendungen. Dabei gibt es im 
zentralen Datenbereich rollentechnisch nur zwei Unterscheidungsmuster bei 
der Autorisierung. Einfache User haben nur die Möglichkeit die Verbindungs-
daten der bereits vorhandenen Sessions auszulesen, um sich gegebenen-
falls mit dieser zur Simulationsteilnahme, zu verbinden. Erweiterte Benutzer 
haben dazu noch die Möglichkeit neue Sessions zu erstellen, Sessions zu 
starten bzw. zu stoppen oder diese bereits vorhandenen Sessions mit verän-
derter Konfiguration neu zu starten. In einer Session-Tabelle sind dabei die 
aktuellen Konfigurationsparameter, sowie der aktuelle Status und damit ver-
bundene Simulationen vermerkt. Die Session selber wird beim Zugriff auf 
Userdaten gleichzeitig auch als User betrachtet. 
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6.2.2 Interne Datenbank 
Die Simulationsinternen Prozessdaten werden wiederum in einer eigenen 
lokalen Datenbank innerhalb der Session gehalten. Diese Datenbanken un-
terscheiden sich zwischen verschiedenen Sessions stark zu einander. Die 
zugrundeliegende Datenbank ist abhängig von der Konfiguration. Sie kann 
sowohl relational sein, als auch rein textbasiert. In der momentanen Imple-
mentierung liegt nur eine relationale Datenbank auf Basis von MySQL vor. 
Die Struktur, vorhandenen Tabellen und dargestellten Beziehungen zwischen 
Tabellen sind Abhängig von dem zu simulierenden Prozess. Die Abbildung 
44: Datenbank Produktionssimulation zeigt die Datenbankstruktur des in 
5.4.1 gezeigten Produktionsprozesses. 
 
Abbildung 44: Datenbank Produktionssimulation 
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6.3 Zugang und Registration 
Damit sich ein Klient, unabhängig ob Agent oder User, mit einer Session ver-
binden kann muss er authentifizieren. Dazu sendet er direkt en die Session 
seine Zugangsdaten. Die Session wiederum hat keine eigene Datenbank um 
die erhaltenen Informationen zu überprüfen. Dazu verwendet der Server die 
globale Datenbank für Session-unabhängige Informationen (Userdaten, Ses-
sion-Einstellungen, etc.). Abbildung 45: ERPL Autorisierung zeigt den Login 
Vorgang. 
 
Abbildung 45: ERPL Autorisierung 
Sollten die Informationen des Klienten korrekt sein, Akzeptiert der Server den 
User als neuen Teilnehmer und sendet ihm einen Session Cookie zu der als 
gültigen Zugangsschlüssel vermerkt werden muss (4). Sollte die Session in 
der globalen DB keine passenden Eintrag findet wird dieser neu angelegt 
und dem Klienten wird ebenfalls der Zugangsschlüssel mitgeteilt (3.1). Der 
Zugangsschlüssel ist ein einfacher GUID Key der den Klienten in der weite-
ren Simulation eindeutig identifiziert. Sollte der Klient diesen nicht mehr wis-
sen, (z.B. durch Prozess oder Netzwerk Abbruch) kann er den Key abermals 
mit dem beschriebenen Login Prozess anfragen. Aus Sicherheitsgründen 
Speichert die Simulation beim Login sich den Key und weitere Verbindungs-
informationen auch. Somit nutzt einen Agenten der Key alleine nichts wenn 
er nicht vorher diesen per Login angefragt haben sollte. Dies soll weitestge-
hend „schmutzige“ Agenten verhindern, welche falsche Anfragen und Ant-
worten ins System verbreiten wollen. 
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6.4 Interaktionen innerhalb der Simulation 
Bei sämtlichen Interaktionen die in der Simulation geschehen gibt es drei 
grundlegende Unterschiede. Dabei wird zwischen der Interaktion von Teil-
nehmern (vorrangig Agenten), Interaktionen mit und durch der Simulation-
Engine und Aktionen von Userklienten unterschieden. Der weitaus größte 
Teil des Nachrichtentransfers geschieht dabei zwischen Agenten bzw. User-
klienten untereinander. 
6.4.1 Agenten 
Wenn nun ein Teilnehmer Zugang zur Simulation hat, hat er zu Beginn zwei 
Möglichkeiten auf die Simulation einzuwirken. Entweder er schickt eine An-
frage an eine der zur Verfügung stehenden Simulations-Engines oder er liest 
aus eben diesen Anfragen von anderen Teilnehmern aus. Um eine Anfrage 
zu senden muss der Klient die Anfrage einfach mit Hilfe der zur Verfügung 
stehenden API erstellen.  
Im anderen Fall hat der Teilnehmer die Möglichkeit eine bereits vorhandene 
Anfrage auszulesen und diese zu beantworten. Dazu liest er die benötigten 
Daten aus. Sollte er sich entscheiden die Anfrage zu beantworten. Wandelt 
er die Anfrage mit Hilfe der API zu einer Antwort um. Wenn er nun diese 
Nachricht zurück ans System sendet, erkennt das Interface automatisch das 
es sich um eine point-2-point Kommunikation handelt und die Nachricht wird 
an die entsprechende Warteschlange des anfragenden Klienten gesendet.  
 
Abbildung 46: Request/Reply - Verbindung 
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Im weiteren Verlauf wird nun vom System eine Request/Reply - Verbindung 
zwischen beiden Teilnehmern gehalten. 
Über dieses Verbindungssystem, also zwischen den privaten Warteschlan-
gen der beiden Teilnehmer. Können nun die einzelnen Transaktionen welche 
während des Simulationsprozesses ablaufen. D.h. der Auftraggeber kann zu 
jeder Zeit aktuelle Stände vom Auftrag anfragen oder Umgekehrt kann der 
Auftragnehmer eine seinen aktuellen Fortschritt am Auftrag mitteilen. Auch 
die verschiedenen Zwischennachrichten (Auftragsstornierung, Auftragsab-
nahme, Auftragsreklamation, etc.) laufen nur noch über diese Verbindung.  
6.4.2 Simulation-Engine 
Da es nicht Ziel der Arbeit war eine eigene Simulations-Engine zu entwi-
ckeln, sondern erst einmal die Kommunikationsschnittstelle innerhalb und 
zum System vorrangig war, wurde nur eine Prototyp-Engine beispielhaft ent-
wickelt. Diese kann aber als abstrakter Rahmen betrachtet werden. Abbil-
dung 47: Simulation Engine Arbeitsweise verdeutlicht die Funktionsweise.  
 
Abbildung 47: Simulation Engine Arbeitsweise 
Praktisch gesehen verwaltet die Engine nur die Simulationsspezifischen 
Queues und überprüft die eingehenden und ausgehenden Nachrichten. Die-
se Überprüfung dient jedoch nur Monitoring Prozesses ein direktes Eingrei-
fen in die Kommunikation zwischen mehreren Teilnehmern ist momentan 
noch nicht vorgesehen. Der Prozess bzw. Simulationsablauf ist durch die 
eigentlichen Nachrichten und deren Transformationen beschrieben. 
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6.4.3 Userklient 
Userklienten verhalten sich ähnlich wie Agenten. Sie nutzen die gleichen 
Klassen zur Kommunikation. Der Hauptunterschied besteht darin, dass das 
Verhalten von Userklienten von außen durch Menschen, Maschinen oder 
Systeme gesteuert wird. 
Ob es sich bei einem Teilnehmer um einen autonomen Agenten oder um 
einen vom Benutzer manuell bestätige Eingabe handelt spielt für das System 
keine große Rolle. Zum besseren Verständnis gibt es doch einige Unter-
schiedlichkeiten auf welche kurz eingegangen werden sollte. Diese manuel-
len Eingaben, welche häufig über eine eigens entwickelte GUI für den Benut-
zer geschehen werden im Folgenden auch nur noch als Userklienten be-
zeichnet. Ein Hauptteil dieser Interaktionen geschieht nur direkt mit dem Si-
mulationsserver. Dabei geht es vorrangig darum Parameter einer laufenden 
Session zu ändern oder Sessions generell zu verwalten, zu starten oder vor-
zeitig zu beenden. 
6.5 Implementierung eines Referenzagenten fürs Produktionsszenario 
Als Beispiel wurde nun ein Referenzagent implementiert. Dieser sollte dazu 
in der Lage sein sich in der Simulation selbstständig zu Recht zu finden und 
während des Simulationsdurchlaufs autonom innerhalb der Session agieren 
können.  
Im Konzept wurde das Produktionsszenario kurz vorgestellt. Dieses Bildet 
die Basis für den Handlungsstrang und die Interaktionen des Referenzagen-
ten.  
Im ersten Entwurf wurde die Entscheidungsfindung rein sequentiell durchge-
führt. Natürlich sollte diese in weiteren Versionen auf eine parallele Abarbei-
tung innerhalb des Agenten geändert werden. Dazu sollten die einzelnen 
Funktionen, welcher der Agentenprozess in einer Schleife ausführt in ver-
schiedene Threads ausgelagert werden. Der sequentielle Ablauf ist in der 
run() - Methode der Agentenklasse erkennbar. 
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Abbildung 48: Run - Methode des Referenzagenten 
Alle 3 Teile sind als Interface konzipiert und beinhalten jeweils eine Liste mit 
Nachrichten.  
Der erste Schritt ist immer der RequestProcess().Bei diesem Prozess liest 
der Agent Anfragen aus der allgemeinen Warteschlange des Servers über 
die Kommunikation – API. Er liest in der Folge alle aktuellen Anfragen aus 
bis keine mehr vorhanden sind und speichert diese in seiner Liste. Die Liste 
wiederum wird dann abermals durchgearbeitet und es wird für jede Anfrage 
ein Angebot an die Kommunikationsschnittstelle gesendet. Durch diese Zwi-
schenspeicherung ist es möglich den Prozess im späteren Verlauf noch et-
was anzupassen und eventuell eine Priorisierung der Anfragen zu ermögli-
chen. 
Es folgt dann der Agenteninterne Prozess der Kommunikationsabarbeitung. 
In der Agentenklasse als LookMB() bezeichnet. Direkte Nachrichten werden 
per Listener empfangen. Dabei werden asynchron alle für ihn direkt bestimm-
ten Nachrichten vom Session Server abgeholt und in einer Prozessinternen 
Liste gespeichert. In der LookMB - Methode wird die Liste durchsucht und die 
Nachrichten werden je nach Status unterschiedlich behandelt. Die Antwort 
eines Auftraggebers auf ein Angebot ist im Geschäftsprozess der nächste 
Schritt. Absagen werden in dem Fall einfach ignoriert und die Nachricht wird 
entfernt. Nachrichten mit dem Status CONFIRMATION, also Anfragen bei 
denen eine Beauftragung vorliegt, werden auf Machbarkeit überprüft. Dabei 
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können 3 verschiedene Ergebnisse der Machbarkeitsprüfung entstehen: 
praktikabel, nicht praktikabel und zurückgestellt. Anfragen die nicht praktika-
bel sind werden einfach aus der Liste gelöscht und es wird eine Stornierung 
ans System gesendet. Diese wird dann automatisch an den Auftraggeber 
weitergeleitet, ohne dass sich Auftraggeber und Auftragnehmer kennen müs-
sen. Anfragen die praktikabel sind werden in ein Angebot umgewandelt und 
gesetzt. Anfragen welche zurückgestellt werden, werden im nächsten Zyklus 
abermals überprüft und bleiben somit vorerst unbeantwortet. Des Weiteren 
können in der MessageBox des Auftragnehmers auch Nachrichten von lau-
fenden Produktionsprozessen vorhanden sein.  
Am Ende des sequentiellen Agentenprogrammes befindet sich der eigentli-
che Arbeitsprozess. Die Methode doWork() ist dabei nicht genauer definiert, 
da diese für die eigentliche Entwicklung und Validierung der Kommunikati-
onsschicht nicht benötig wird. Sondern vielmehr von späteren Anwendern 
des Simulationsframeworks selbst definiert werden sollte. Die Methode 
checkDone() wiederum sendet eine Nachricht ans System. Entweder handelt 
es sich um eine Result - Nachricht, wenn es sich nur um ein Zwischenergeb-
nis des Auftrags handelt. Oder es sendet eine Finish - Nachricht am Ende 
des Produktionsvorganges. Auf diese muss dann der Auftraggeber zwingend 
mit einer Abnahme oder Reklamation reagieren. 
Dieser simple Beispielagent bildet eine Referenzimplementierung ab und ist 
auch in der API unter erpl.agend vorhanden. 
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6.6 Programmierschnittstellen Beschreibung des MOM - Interfaces 
Die API bezeichnet der Schnittstelle beinhaltet verschiedene Packages. In 
diesen sind alle zur Kommunikation und zum Aufbau der Simulation benötig-
ten Klassen enthalten. Eine Übersicht über den Inhalt aller Packages ist in 
der Abbildung 49: ERPL API zu sehen. 
 
Abbildung 49: ERPL API 
Im Package erpl.mom liegen Klassen für die allgemeine Funktionalität. Dazu 
zählt die Klasse Config, in welcher die Konfiguration-Parameter gesetzt wer-
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den können. Mit Hilfe des IDGenerators werden bei der Registrierung server-
seitig eindeutige User bzw. Agenten IDs generiert. Der SessionChooser dient 
dazu auf Seite des Klienten eine vorab Liste mit laufenden Sessions zu er-
halten. Des Weiteren gibt es in dem Package noch eine allgemeine Excepti-
on welche das Fehlerhandling von schnittstellen-spezifischen Fehlern verein-
facht. 
Im Package erpl.mom.sessionModul sind alle relevanten Klassen zur Steue-
rung einer Session-Simulation. Die Konfiguration einer Session geschieht 
über die Configurator- Klasse. Dabei wird eine Konfigurationsdatei ausgele-
sen und diese dann zum Erstellen der Session über diese Configurator-
Klasse genutzt. Alternativ kann man die Session auch mit Hilfe dieser Klasse 
über Methoden konfigurieren. Unter anderem werden hier die verschiedenen 
Simulation-Engines definiert oder spezielle Simulationsparameter wie Zeit-
faktor und Dauer. Die Klasse Session dient dabei als Einstiegspunkt für die 
Simulation und startet bzw. stoppt eine Simulation. Die Klasse DBAccess ist 
für die Persistierung der Session abhängigen Daten zuständig, sowie dem 
Zugang zur globalen Serverdatenbank.  
Das Package erpl.mom.comModul ist in der API das wichtigste Modul für die 
clientseitige Implementierung. Über dieses Modul geschehen sämtliche 
Kommunikation- und Datentransfer-Vorgänge. Die Connector Klasse ist dafür 
zuständig eine Verbindung aufzubauen. Sie handelt mit der laufenden Sessi-
on Daten zur Authentisierung aus und wird von den weiteren Klassen als 
Verbindung genutzt. Die Klassen MessageBox und RequestBox verhalten 
sich ähnlich. Beide Implementieren die Funktionen sendto() und readfrom(). 
Mit Hilfe dieser geschieht der Nachrichtenaustausch. Abbildung 50: Funkti-
onsweise MessageBox zeigt die Funktionalität.  
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Abbildung 50: Funktionsweise MessageBox 
Der einzige Unterschied zwischen beiden Klassen besteht in dem Ziel des 
Kommunikationsaufbaus. Bei der RequestBox werden die Funktionen ge-
nutzt um aus einer durch den Typ definierten simulationsabhängigen Warte-
schlange Anfragen zu erstellen bzw. auszulesen. Bei der MessageBox wird 
hingegen eine Nachricht ans System gesendet bzw. aus der eigenen Messa-
geBox ausgelesen. Das Ziel bei einem Sendevorgang wird dabei direkt durch 
die zu sendende Nachricht automatisch von der Schnittstelle bestimmt. Die 
Klassen MessageBox- und RequestBoxListener bieten im Grunde genau die 
gleiche Funktionalität. Der Hauptunterschied besteht nur im Lesevorgang. 
Während bei den ersteren eine direkte Nachrichtenabfrage aus der Queue 
erfolgt handelt es sich bei der Implementierung der Listener - Klassen um 
eine Eventgesteuerte Nachrichtenmittelung. Der Nutzer muss dabei eine 
Klasse erstellen die von einer der beiden Listener - Klassen erbt. In der Me-
thode onMessage(). Muss der Entwickler nun definieren was mit der emp-
fangenen Nachricht geschieht. Insbesondere bei Anfragen an die allgemei-
nen simulationsabhängigen Warteschlangen empfiehlt sich eine eventbasier-
te Nachrichtenabfrage. 
Ein weiterer Teil dieses Packages ist das Subpackage 
erpl.mom.ComModul.Messagetypes. In diesem Package gibt es die Basis-
klasse UniversalMessage. Von dieser Klasse erben alle Nachrichten die für 
die Kommunikation innerhalb des MOM Systems nötig sind. Erweitert wurden 
bis jetzt die Klassen TransportMessage und ProductionMessage. Diese sind 
für die Geschäftsprozesse Transport und Produktion vorgesehen. Die Klasse 
MessageState definiert die verschiedenen Nachrichten nach dem Status. 
Somit wird eine kommunizierte Nachricht immer nur geändert bzw. geklont 
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jedoch nie innerhalb des Prozesses Durchlaufes neu erstellt. Als Beispiel 
betrachtet man abermals den in Abschnitt 5.4.1 dargestellten Prozess. Die 
genauen Änderungen und Kommunikationswege zwischen allen Beteiligten, 
während dieses Vorganges sind in Abbildung 51: Nachrichtenaustausch 
beim Produktionsprozess verdeutlicht.  
 
Abbildung 51: Nachrichtenaustausch beim Produktionsprozess 
Die diesbezügliche Simulation-Engine kann nun weitere Regeln festsetzen. 
So kann zum Beispiel: 
 der Übergang von Status zu Status geregelt sein 
 die maximale Anzahl an Übergange zu bestimmten Stadien bestimmt 
werden 
 Veränderungen am Dokument bei Statusänderung definiert sein 
 Die möglichen Nachrichten in Abhängigkeit vom Agententyp 
Eine abstrakte Klasse zum Anpassen ist unter dem in Package erpl.engine 
definiert. Diese kann bei Bedarf Angepasst werden und durch den Configura-
tor in eine Session eingebunden werden. Dem Anwender der API steht es 
frei weitere MessageTypes zu definieren.  
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Ein weiteres Packages was innerhalb der API verfügbar ist, ist der Bereich 
erpl.mom.datenadapter Dieses Package beinhaltet Adapter für externe Sys-
teme. Mit Hilfe von diesen Adaptern ist es möglich Systeme aus der realen 
Welt an die Simulation zu koppeln und mit diesen interagieren. Ein erster 
Adapter steht dabei für das SpeedyPickAir System der Firma ELV System-
technik zum Einsatz bereit. Bei dem System handelt es sich um ein, soge-
nanntes mobiles Picking-System, welches zu Kommissionierung eingesetzt 
wird. Abbildung 52: Datenadapter zum Picking-System erklärt die Funktions-
weise des Adapters. 
 
Abbildung 52: Datenadapter zum Picking-System 
6.6.1 Verwendete Bibliotheken 
Die Kommunikationsschnittstelle nutzt auch externe Java Bibliotheken für die 
Funktionalität. Als externe Bibliotheken sind folgende Dateien eingebunden: 
 activeMQ, für die Verwendung und Nutzung des ActiveMQ Brokers 
 mysqlconnector/jdbc, für Datenbankzugriffe 
 log4j, zum Loggen von Systeminformationen oder Fehler 
In der Bibliothek activeMQ sind die erweiterten JMS Funktionalitäten für die 
Steuerung und Nutzung des ActiveMQ Message Brokers. Diese ist für die 
Funktionalität der Schnittstelle zwingend erforderlich. und sollte bei Nutzung 
der API für Eigenentwicklungen von Userklienten bzw. autonomen Agenten 
zwingend miteingebunden werden. Die Bibliotheken mysqlconnector/jdbc 
und log4j werden vorrangig nur für die Serverumgebung genutzt. Der Klient 
benötigt keinen direkten Zugang zur Datenbank. Außerdem werden noch 
Zahlreiche Funktionen der Standard Java Enterprise Edition API genutzt. 
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7. Kapitel 7 - Test und Validierung 
Um die Arbeit zu verifizieren und die Entwicklung in die richtige Richtung zu 
steuern waren während des gesamten Entwicklungsprozesses Tests nötig. 
Dabei wurden neben dem ERPL Simulationssystem primär die Kommunika-
tionsschnittstelle und deren beinhalteten Komponenten getestet. Vor allem 
an der zugrundeliegenden Middleware wurden zahlreiche Tests durchge-
führt. Dabei wurde nicht erst bei der Finalisierung der Arbeit getestet sondern 
durchweg in allen Phasen der Entwicklung. Zu Beginn der Arbeit wurden in-
nerhalb der Analyse der genauen Problemstellung zum Zwecke von einfa-
chen Lösungen verschiedene Szenarien auf ihre Modellbildung untersucht. 
Dabei ging es vor allem darum einen hohen Nutzen im Bereich Leere zu 
vermitteln. In der nächsten Phase wurden dann die Technologien, welche bei 
der Entwicklung verwendet werden können miteinander verglichen. Die fol-
gende Tabelle 9: Testphasen zeigt die verschiedenen Phasen und die dabei 
durchgeführten Tests. Dabei wurden bei den Untersuchungen quantitative 
Messmethoden angewendet. 
 
Tabelle 9: Testphasen 
  
Nummer Testphase Beschreibung
1 Vor Vergleich direkte und indirekte Kommunikation
2 Vor
Vergleich der verschiedenen Messagetypen auf 
Informationsdurchsatz
3 Broker Anzahl der Nachrichten und Queues auf Systemverhalten
4 Broker Anzahl der Producer und Consumer  auf Systemverhalten
5 Interface Test der Verbindungsmöglichkeiten
6 Interface Vergleich der Abholverfahren von Nachrichten
7 ERPL-Test Auswirkungen von Agenten auf Nachrichtenanzahl 
8 ERPL-Test Prozessdurchlauf Analyse in Abhängigkeit  von Agenten
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7.1 Testphasen während der Entwicklung 
Um hilfreiche Ergebnisse für weitere Schritte in der Entwicklung des Inter-
faces einzubauen war die Testphase nicht zum Schluss der Arbeit sondern 
am gesamten Entwicklungsprozess beteiligt. Dabei gab es 4 Abstufungen: 
 Vor - Tests 
 Brokerbasierte Tests 
 Interfacebasierte Tests 
 Nach - Tests 
Die Vor - Tests wurden vorrangig bei der Analyse der verschiedenen Tech-
nologien angewendet. Die broker- und interfacebasierten Tests wurden wäh-
rend der Entwicklung des Interfaces gemacht. Dadurch konnten etwaige Er-
gebnisse gleich umgesetzt werden und gegebenenfalls Anpassungen an der 
Schnittstelle durchgeführt werden. Die Nach - Tests wiederum beschäftigten 
sich vorrangig mit der Validierung der implementierten Schnittstelle und soll-
ten die Zielerreichung der zu Beginn definierten Ziele und Anforderungen 
verifizieren. In allen 4 Testphasen gab es unterschiedliche Testmethoden die 
angewendet wurden. 
Getestet wurde auf Rechnern mit folgender Systemspezifikation: 
 
 
Tabelle 10: Test-Systemspezifikation 
 Typ 1: 1 Rechner für ERPL Simulationsserver und Session(s) 
 Typ 2: 5 Rechner für die Agenten  
 Typ 3: 1 Notebook 
 
  
Typ 1 Typ 2 Typ 3
CPU - Kerne Quad-Core Double-Core Quad-Core
RAM 2 GB 4 GB 3,8 GB
Betriebsystem Win7 - 64Bit Win7 - 64Bit Win7 - 64Bit
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7.2 Vor - Tests 
Der Vergleich der Technologien für den Datenaustausch war in der frühen 
Entwicklungsphase. Der erste Test bezog sich auf die Auswirkungen von 
einer indirekten Kommunikation im Vergleich zum synchronen Nachrichten-
versand. 
 
Abbildung 53: Vergleich indirekt und direkte Kommunikation2 
Betrachtet man das Ergebnis so ist die direkte Kommunikation auf den ein-
zelnen Nachrichtenverkehr betrachtet schneller. Gerade bei kleinen Nach-
richten sind die Unterschiede deutlich zu erkennen, da häufig aufgrund der 
Zwischenschicht weitaus größere Datenmengen gesendet werden als die 
eigentlichen Nutzdaten. Dieses Verhalten gleicht sich im mittleren Kilobyte 
Bereich nahezu aus. Wobei weiterhin ein deutlich höherer Durchsatz bei di-
rekter Kommunikation ist. Diese schnellere Geschwindigkeit von bis zu einen 
Drittel weniger als beim indirekten Transfer reicht aber nicht aus um die Vor-
teile von asynchroner Kommunikation (wie lose Koppelung, bessere Lastver-
teilung, o.ä.) auszugleichen. 
Beim zweiten Test in der Vor - Phase wurde untersucht welche der in JMS 
definierten Message-Typen am besten geeignet ist Nachrichten auf Doku-
menten Basis zu versenden. Dabei wurden beim Test die verschiedenen Ty-
pen mit den gleichen Daten nur in unterschiedlicher Formatierung versehen. 
Beim Objekt wurde direkt ein Objekt hinterlegt, welches das Dokument mit all 
                                            
2
 Siehe A.B. 1 B.1 
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seinen Werten und Positionen darstellt. Bei der Text- und Map-Message 
wurden die Attribute in Form einer Schlüssel-Wert-Darstellung hinterlegt und 
bei der Byte-Message wurden diese Schlüssel-Werte in Bytes umgewandelt. 
Abbildung 54: Vergleich Nachrichtentypen zeigt das Ergebnis dieser Mes-
sung. 
 
Abbildung 54: Vergleich Nachrichtentypen3 
Betrachtet man das Ergebnis zu kann man feststellen, dass sich keine gro-
ßen Unterschiede zwischen den Formaten darstellen. Die großen Abwei-
chungen im Bereich von 0,8 bis zu 1,5 Millisekunden können nur durch äuße-
re Einflüsse wie unter anderem der Prozess-Scheduler vom Betriebssystem 
erklärt werden. 
7.3 Brokerbasierte Tests 
Zuerst wurden die Auswirkungen von Queues auf die Antwortzeiten des Ser-
vers getestet. Dafür wurde eine bestimmte Anzahl an Queues erstellt und die 
Reaktionszeiten des Servers auf Abfragen ermittelt. Während des Vorganges 
fand ein kontinuierliches Produzieren und Konsumieren an Nachrichten statt 
während dessen wurde von einem anderen Prozess immer mehr Queues mit 
einer nummerischen ID erstellt und mit je einer Nachricht im Broker gelas-
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sen. Dabei zeigten sich im direkten Vergleich, selbst bei einer sehr hohen 
Anzahl an Warteschlangen keine Änderungen im Zeitverhalten. 
Im folgenden Test wurden dann auf einer einzelnen Queue zusätzliche Nach-
richten erstellt welche den aktuellen Stand der Warteschlange beanspruch-
ten. Dadurch konnte man beobachten wie sich das Zeitverhalten je nach 
Größe der Warteschlange verändern konnte. Auch bei diesem Ergebnisse 
gab es nur sehr geringe Unterschiede. Faktisch konnten somit selbst ein 
paar hunderttausend Nachrichten mit der gleichen Dynamik ausgelesen wer-
den wie fast leere Warteschlangen mit einzelnen Nachrichten. Das Dia-
gramm in Abbildung 55: Auswirkungen der Nachrichtenanzahl auf das Zeit-
verhalten zeigt dies an. 
 
Abbildung 55: Auswirkungen der Nachrichtenanzahl auf das Zeitverhalten4 
Sowohl der Sende als auch der Empfangsvorgang haben unabhängig von 
der Anzahl der Nachrichten in der Warteschlange das gleiche Zeitverhalten. 
Logischerweise dauert jedoch der Empfang einer bestimmten Nachricht län-
ger wenn bereits Nachrichten in der Queue vorhanden sind. 
Im nächsten Schritt wurden Untersuchungen gemacht wie sich die Anzahl 
der Nachrichtenproduzenten und Nachrichtenverbraucher auf die Perfor-
mance des Message Brokers auswirken. Aufgrund der vorhandenen Hard-
ware (siehe dazu Tabelle 10: Test-Systemspezifikation) konnten nur zuver-
lässige Ergebnisse mit maximal je 5 Produzenten/Konsumenten erreicht 
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werden. Zwar konnte die Anzahl der Konsumenten noch durch die Verlage-
rung in Threads und einzelnen Prozessen erhöht werden, jedoch hat sich 
gezeigt, dass sobald schreibende Klienten auf einen Rechner die Anzahl der 
Cores der CPU dieses Rechners überhöhen eine systematische Verschlech-
terung der Performance ergaben.  
 
Abbildung 56: Anzahl der Agenten5 
Das Ergebnis dieses Tests ist in Abbildung 56: Anzahl der Agenten zu er-
kennen. Bei sowohl hohen Konsumenten wie auch Produzenten ist kaum bis 
keine messbare Performanceverschlechterung gegenüber der kleineren An-
zahl zu erkennen. Vergleicht man jedoch Produzenten und Konsumenten 
direkt miteinander so kann man erkennen das Nachrichten bedeutend 
schneller gelesen (Dequeue) werden können als geschrieben (Enqueue). 
Dies ist Verwunderlich da bei diesen Tests die Persistierung von jeglichen 
Daten im Broker extra ausgeschaltet wurde. Vermutlich sind trotzdem die 
internen I/O - Prozesse bei schreibendem Zugriff auf eine Message – Queue 
bedeutend höher als bei lesendem. 
7.4 Interfacebasierte Tests 
Die Funktionsabfolge mit der man eine Verbindung zum Message Broker 
definiert ist relativ fest. Der eigentliche Vorgang geschieht relativ schnell. Zu 
untersuchen war jetzt ob, es technisch besser ist diese Verbindung nach 
dem Erstellen eines Klienten zu halten oder diese dynamisch nach Abfragen 
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an den Broker zu erzeugen. Die Grafik in Abbildung 57: Vergleich Verbin-
dungsverhalten zeigt das Ergebnis dieser Untersuchung.  
 
Abbildung 57: Vergleich Verbindungsverhalten6 
Die Grafik zeigt, dass es immer ratsam ist die Verbindung zu Beginn aufzu-
bauen und nur die eigentliche Abfrage dynamisch abzusetzen. Selbst bei nur 
wenigen Abfragen mit großem Zeitabstand lohnt es sich die Verbindungsda-
ten statisch im Agenten zu halten. Der Grund ist dafür ist in die Art, wie die 
Verbindung gehalten wird zu vermuten. Generierte Verbindungen werden 
sowohl beim Klienten als auch beim Broker nur passiv gehalten, so dass 
kaum Performance verloren geht. Für eine aktive Verbindung werden dann 
einfach nur die Sitzungsinformationen nachgeladen. 
Die API des ActiveMQ Brokers stellt für das empfangen bzw. abholen von 
Nachrichten verschiedene Methoden bereit: 
 Receive(); 
 Receive(long timeout) 
 ReceiveNoWait(); 
 oder als MessageListener die Methode onMessage(); 
Dabei wurden verschiedene Tests gemacht. Zuerst wurden die einzelnen 
Receive - Methoden miteinander abgeglichen. Beim Ergebnis erkennt man, 
dass Receive am schnellsten die Nachricht im Klienten hatte. Dann auf Ab-
stand folgten logischerweise die Methoden Receive mit 200ms Time-out und 
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Receive mit 500ms Time-out. Laut Dokumentation der Broker API ist die Me-
thode ReceiveNotWait() am besten für nicht blockierendes Lesen geeignet. 
Bei vorhandenen Nachrichten werden diese schnell geladen und falls keine 
vorhanden sind wird im Programm einfach fortgefahren. Leider entstand 
dadurch bei Tests das Problem das die Abrufe nur noch Null, also leere 
Nachrichten zurückgaben. Nach ausführlicher Recherche zu der genauen 
Funktionsweis, scheint das Problem daran zu liegen, dass die Methode 
schon schließt obwohl der TCP - Prefetch-Buffer des Klienten nicht die ge-
samte Nachricht aufnimmt, bevor die Verbindung wieder geschlossen wird. 
Folglich wirft der Broker eine auch Ausnahmesituation-Meldung (exception) 
in die Logdatei.  
Da weder ein stetiges Blockieren wie es aufgrund von Receive() geschieht, 
als auch der Hohe Fehleranteil bei der ReceiveNoWait() Methode akzeptabel 
für das Simulationssystem ist, musste also die Receive(long timeout) ver-
wendet werden. Dies bedeutet, dass jedoch vorerst der Aufruf doch als blo-
ckierend angesehen werden kann. Somit musste ein optimales Timeout-
Fenster für die Agenten gefunden werden. Dazu wurden zyklisch einzelne 
Nachrichten ins System gespeist und mehrere Durchläufe von Agenten mit 
unterschiedlichen Zeitfenstern für die Abfrage erstellt. Im Folgendem wurde 
dann das Verhältnis von Zeitaufwand und empfangenen Nachrichten der 
verschiedenen Klienten verglichen. Dieses Verhältnis ist in dem Diagramm 
Abbildung 58: Optimales Zeitverhalten ersichtlich. 
  
Abbildung 58: Optimales Zeitverhalten7 
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Nach Abgrenzung zwischen nicht erhaltende Anfragen und Dauer der Abfra-
ge wurde der Timeout auf 300 Millisekunden gesetzt. Da dieses dieser Wert 
das beste Verhältnis aus Dauer und Verlust ergab. Verlust bedeutet in dem 
Fall jedoch nicht der komplette Verlust der Nachricht, sondern das ein ande-
rer Agent die Anfrage als erster bekommen hatte. 
Dann folgend wurde Receive und ein Listener mit onMessage getestet. Der 
Unterschied liegt dabei einfach darin, dass der Aufruf der Receive-Methode 
Blockierend wirkt, solange keine Nachrichten verfügbar sind hängt also der 
Klient an der Stelle wohingegen beim Listener die onMessage() asynchron 
aufgerufen wird und durch einen Thread behandelt wird. Aus diesem Prinzip 
ist es eher von Vorteil einen Listener beim Abruf zu nutzen. Jedoch ist muss 
in der onMessage - Methode definiert werden was mit der Nachricht passiert. 
Sinnvoll ist es diese Nachricht nach Empfang dann einfach intern zwischen 
zu speichern damit diese durch einen anderen Thread bearbeitet werden 
kann. Bei diesen Test sollte jedoch die Blockierung von vornherein ausge-
schlossen sein da es nur um die Frage ging ob der alleine Abruf von Nach-
richten mit einer der beiden Methoden schneller oder langsamer stattfindet. 
Dazu wurden beide auf eine Queue verbunden, welche massig Nachrichten 
enthielt. Rein vom Zeitverhalten der Abholung einer Nachricht ist somit zwi-
schen beiden Methoden kein Unterschied. Aus diesem Grunde ist das ge-
wählte Vorgehen, bei Anfragen eine direkte Kommunikation und bei PTP 
Kommunikationen zwischen den Teilnehmern eine asynchrone anzubieten 
der richtige Weg. 
7.5 Nach - Tests 
Nachdem das ERPL Interface zur Kommunikation bereit stand. Konnte es 
gegen der ERPL-Spezifizierung getestet werden. Dabei wurde der Produkti-
onsprozess beispielhaft Simuliert. Die Abfolge der Nachrichten wurde durch 
eine Spezifische Engine abgeglichen und des wurden 2 Agent-Typen defi-
niert. Einen als Auftraggeber und den anderen als Auftragnehmer. Diese 
wurden dann von den Typ-2 Testsystemen gestartet und in die Simulation 
geschickt. Dabei wurde die Simulation 10 Minuten lang laufen gelassen. Das 
Ziel der Agenten war es in der Zeit möglichst viele Aufträge abzuschließen. 
Die Simulation wurde dabei 25-mal mit unterschiedlichen Werten für Auftrag-
geber und Auftragnehmer eines Produktionsprozesses durchgeführt. Im ers-
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ten Fall wurde dann ermittelt wie viele Nachrichten dabei durch die Middle-
ware gelaufen sind. Abbildung 59: Anzahl Nachrichten in der Produktionssi-
mulation zeigt das Ergebnis.  
 
Abbildung 59: Anzahl Nachrichten in der Produktionssimulation8 
Nach der Beobachtung kann man feststellen, dass viel Potential im ERPL 
Simulationssystem noch zur Verfügung steht. Momentan ist die Anzahl der 
Nachrichten nur durch die Begrenzung der Agenten aufgrund der Hardware 
dieser beschränkt. Außerdem kann man sehen, dass die Anzahl der Auftrag-
nehmer sich viel höher auswirkt als die Anzahl der Auftragnehmer auf die 
Anzahl der Nachrichten. Dieser Faktor entspricht etwa 1 Auftraggeber zu 3 
Auftragnehmern. 
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In der zweiten Untersuchung wurde geschaut wie sich die Anzahl der Agen-
ten auf die durchgeführten Aufträge bzw. Prozessdurchläufen auswirkt. Ab-
bildung 60: Prozessdurchläufe während der Simulation zeigt das Ergebnis. 
 
Abbildung 60: Prozessdurchläufe während der Simulation9 
Betrachtet man die Werte so kann man auch hier eine Abhängigkeit erken-
nen. Nach Analyse des Diagramms kann somit festgestellt werden, dass die 
Anzahl der Auftragnehmer die maximal mögliche Anzahl an durchgeführten 
Aufträgen direkt beeinflusst. Hingegen wirkt sich die Anzahl der Auftragneh-
mer nur aus wenn genügend Auftraggeber vorhanden sind um die Angebote 
der Auftragnehmer anzunehmen. Im Durchschnitt war ein Auftraggeber in der 
Lage in dem Zeitintervall von 10 Minuten etwa 1000 Aufträge erfolgreich an-
zufordern bzw. durchführen zu lassen. Bei einen Auftragnehmer sind dabei 
durchschnittlich etwa 800 Produktionsaufträge durchgeführt worden. Dabei 
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sei nochmal erwähnt, dass es sich bei den Tests um reine Tests zur Kom-
munikation und zum Nachrichtenaustausch handle. Aus diesem Grund wurde 
der eigentliche Produktionsvorgang nicht abgebildet. Somit war nach der An-
nahme der Produktion diese sofort ohne Zwischenschritte fertiggestellt. 
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8. Kapitel 8 - Zusammenfassung und Ausblick 
Im Folgenden wird nochmals zusammengefasst was der Hauptgrund für die 
Arbeit darstellt und welche Ergebnisse erreicht wurden.  
Das Ziel war es eine Simulationsumgebung im E-Business Bereich zu entwi-
ckeln, welche für die Forschung und Lehre eingesetzt werden kann. Außer-
dem sollte die Arbeit den aktuellen Stand der Forschung im Bereich Kommu-
nikation und Datenaustausch innerhalb und zwischen ERP Systemen unter-
suchen und bewerten. Um die so gewonnenen Erkenntnisse in der Entwick-
lung eines Kommunikationsinterfaces einfließen zu lassen.  
Das Interface ist dazu in der Lage den Nachrichtenaustausch asynchron und 
verlustfrei zwischen einer Vielzahl von völlig autonom agierenden Prozessen 
zu ermöglichen. Insbesondere durch den modularen Aufbau, durch die in 
Abschnitt 5.2 erwähnten Sessions, ist es möglich beliebig viele unterschiedli-
che Simulationen für Analysezwecke parallel  ablaufen zu lassen. Aufgrund 
der einfachen Nutzung des ERPL MOM-Interfaces ist die schnelle Parametri-
sierung einer Simulation möglich. Dazu können Simulationsteilnehmer belie-
big durch Nutzung eines Agentenframeworks hinzugefügt werden. Sollte der 
zukünftige Anwender von ERPL eigene Simulationsmodelle erstellen wollen, 
so brauch er keine völlige Neuentwicklung, sondern einzig eine Anpassung 
oder Prozessnachbildung auf Basis der bereits vorhandenen Simulation-
Engines. Auch für die Lehre ist das System in seiner jetzigen Entwicklung 
vollends einsatzfähig. Es können verschiedene Szenarien aus dem Bereich 
Logistik, Produktion und Einkauf bzw. Verkauf durchgespielt werden. Dazu 
kann ein aktiver Teilnehmer mit Hilfe eines Userklienten Daten, Anfragen 
bzw. Angebote direkt in eine laufende Session laden. Alles was dazu nötig ist 
befindet sich in der Bibliothek der ERPL MOM-Interface API. Daten die in 
und von der Simulation geladen werden, können ebenso gut von realen Ma-
schinen gelesen werden. Dies ist ein höchst interessanter Aspekt der gerade 
aufgrund dieser breit gefächerten Variation an Prozesssimulationen momen-
tan nicht in der Form in anderen Simulationsumgebungen vorzufinden ist. 
8.1 Fazit 
Middleware Techniken sind in verteilten Systemen eine Notwendigkeit. Sie 
unterstützen bei der Entwicklung solcher Systeme und geben dem gesamten 
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Prozess eine gewisse Ausfallsicherheit. Durch das Konzept des asynchronen 
Nachrichtenaustausches können Teile eines komplexen Systems einfach 
durch andere Komponenten ausgetauscht werden ohne einen großartigen 
Integrationsprozess anzustoßen. Durch den redundanten Aufbau von zentra-
len Komponenten ist eine vielfaches an Leistungssteigerung möglich. Die 
automatische Lastverteilung über die JMS basierten Warteschlangen ist ein 
weiterer Punkt in Richtung autarke Agenten möglich. Ein Beleg dafür finden 
sich in dem Abschnitt 7.2. Dort wurde gezeigt, dass die Verteilung von Auf-
trägen durch Message Broker einen viel höheren Durchfluss hat, als bei di-
rekter Kommunikation zwischen Auftraggeber und Auftragnehmern. Zwar ist 
dies nur auf die Simulation im Bereich Produktion ermittelt worden. Das Er-
gebnis ließe sich aber auf ähnliche Prozesse überleiten, da das Hauptau-
genmerk für die Leistungssteigerung auf den Datenaustausch und die Auf-
tragsverteilung auf mehrere Arbeitnehmer beruht. Im Vergleich dazu ist bei 
einen direkten Verhältnis zwischen Auftragnehmer und Auftraggeber von 1 
zu 1 nur eine höhere Auftragsabarbeitung der Fall, wenn die Auftragsüber-
mittlung direkt, ohne Auswahlprozess seitens der Auftragnehmer, erfolgt. Der 
Simulationsserver und das mit ihm enthaltene Agentensystem kann somit für 
zukünftige Simulationen in vielen ERP - Prozessen eingesetzt werden. Durch 
die Unabhängigkeit der Sessions voneinander ist es leicht möglich viele un-
terschiedliche Szenarien zur gleichen Zeit autonom durchzuführen. Die Er-
gebnisse der Tests der ERPL Spezifikation zeigten auch, dass die Simulation 
von Geschäftsprozessen bei vorhandener Modellierung leicht durch die MOM 
- Interface API und der mit ihr enthaltenen Simulation-Engines nachzubilden 
ist. 
Die Standards, welche beim Datenaustausch bei Unternehmen in heutiger 
Sicht verwendet werden sind bestenfalls als mittelmäßig zu bezeichnen. Ge-
rade die vielen Subsets von EDIFACT machen eine leichte allgemeine Nut-
zung ineffizient. Für jegliche Simulation von Transaktionen muss der Stan-
dard angepasst, geändert oder neu entworfen werden. Die Formatierung von 
EDIFACT als Daten von fixer Länge ist in der heutigen Zeit von komplexen 
technischen Standards unnötig und als veraltet zu bezeichnen. Aus diesem 
Grunde gibt es wenig Sinn weiterhin neue geschäftliche Transaktionen auf 
Basis von EDIFACT zu machen. Dies trifft vor allem auch auf den noch älte-
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ren VDA Standard zu. Demgegenüber ist iDoc von vornherein durch seine 
direkte Abhängigkeit von SAP Standards keine Alternative. XML basierte 
Austauschformate hingegen eigenen sich besser als Standardnutzung. Sie 
beinhalten durch das Prinzip von nicht starr definierten Elementen und 
Schema-Anpassungen eine bessere und flexiblere Art der Nutzung als ande-
re Transaktionsstandards. Es ist zu erwarten, dass sich in baldiger Zukunft 
XML - Formate gegenüber dem momentan noch üblichen EDI - Standards 
durchsetzen werden. Dieses Resultat wird auch in [BP2005] durch empiri-
sche Resultate untermauert. 
Im Bereich ERP Simulationen hat sich gezeigt, dass Agentensysteme eine 
sinnvolle Art darstellen um die komplexen Zusammenhänge in der Wirtschaft 
und zwischen unterschiedlichen Unternehmen darzustellen. Es gibt in der 
Forschung bereits Ansätze diese für einzelne Prozesse durchzuführen. Häu-
fig sind diese dabei jedoch nur auf einen Teilbereich der ERP Welt be-
schränkt und auf die Durchführung innerhalb von lokalen Systemen ange-
wiesen. Als Beispiel wären da die Arbeiten von [HF2007] und [LP2006] 
nochmal erwähnt. Allerdings muss auch betont werden, dass der Einsatz von 
Multiagentensystemen im Supply Chain Management sich noch in der For-
schungsphase befindet und ausgereifte, umfassende Lösungen bisher nicht 
existieren [BM2007]. Das ERPL MOM - Interface bietet dafür die Grundlage 
und kann aufgrund seiner leicht zu erweiterbaren Schnittstelle im Bereich 
Prozesssimulation gut genutzt werden. Auch ist der Ansatz des Grundauf-
baus des ERPL Systems, als verteilte Anwendung, von Vorteil. Somit kann 
eine komplette Prozesslandschaft innerhalb von Unternehmen nachgebildet 
werden und durch MAS analysiert und verbessert werden. 
8.2 Ausblick 
Das Grundsystem und allen voran die Kommunikationsschnittstelle sind nun 
vorhanden und einsatzfähig. Das System kann jetzt für die ersten Simulatio-
nen der beiden Szenarien, welche in 5.4 erläutert wurden, genutzt werden. 
Der Ansatz das ERPL Simulationssystem als verteilte Anwendung zu erstel-
len hat sich gegenüber traditionellen Architekturen von Simulationssystemen 
als flexibler und plattformunabhängiger erwiesen. In Kürze wird der Server im 
Labor Betriebliche Informationssysteme um die Lehre zu verbessern einge-
setzt werden.  
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Nachdem das Ziel der Arbeit also erreicht wurde, können im weiteren Verlauf 
neue Schritte in Aussicht gestellt werden. Besonders die Visualisierung von 
Simulationen, bleibt ein spannendes Thema. Die verschiedenen Ansätze da-
für wurden im Abschnitt Visualisierung und Kommunikations-Monitoring vor-
gestellt. Des Weiteren gibt es auch noch viele Untersuchungen zu machen, 
was die Koppelung von realen Systemen mit dem ERPL angeht. Bedenkt 
man den Schritt vom Modell zur Simulation, könnte die Automatisierung in 
dem Bereich der Prozesssimulation auch ein spannendes Forschungsfeld 
darstellen. Fernhin gilt es im Bereich komplex adaptive Simulationsumge-
bungen und automatische Prozessoptimierung weiterhin Entwicklungsmög-
lichkeiten zu ermitteln und nachzuforschen. 
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A. Anhang: Auswahl  
Vorauswahl MB: 
ActiveMQ, FuseMQ, HornetQ, JORAM, MantaRay, Mom4j, OpenJMS, Open 
Message Queue, Qpid, RabbitMQ, SnakeMQ, ØMQ (ZeroMQ), IronMQ, 
StormMQ 
Ergebnis der Google-Trend-Analyse: 
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B. Anhang: Testprotokolle 
B. 1  Vergleich direkte und indirekte Kommunikation 
 
indirekte Kommunikation über Message broker (ActiveMQ)
Nachrichtengröße
1Byte* 10Byte* 100Byte 1kB 10kB 100kB 1MB
Versuch 1 0 0 0,077 0,583 2,079 2,086 26,792
Versuch 2 0 0 0,084 0,7 2,253 3,487 23,12
Versuch 3 0 0 0,063 1,101 2,208 2,244 25,671
Versuch 4 0 0 0,071 0,551 2,442 2,198 31,325
Versuch 5 0 0 0,052 0,833 2,529 3,221 23,405
Versuch 6 0 0 0,09 0,783 2,804 2,762 24,405
Versuch 7 0 0 0,053 0,426 1,443 1,919 20,76
Versuch 8 0 0 0,053 0,64 1,815 2,067 19,901
Versuch 9 0 0 0,077 0,412 1,394 3,146 21,04
Versuch 10 0 0 0,064 0,613 2,048 3,46 18,016
Modalwert 0,00 0,00 0,08 #NV #NV #NV #NV
Mittelwert 0,00 0,00 0,07 0,66 2,10 2,66 23,44
Median 0,00 0,00 0,07 0,63 2,14 2,50 23,26
Std.-abweichung 0,00 0,00 0,01 0,20 0,45 0,62 3,86
MIN 0,00 0,00 0,05 0,41 1,39 1,92 18,02
MAX 0,00 0,00 0,09 1,10 2,80 3,49 31,33
Direkte Kommunikation (über Socket)
Nachrichtengröße
1Byte 10Byte 100Byte 1kB 10kB 100kB 1MB
Versuch 1 2,35 2,743 2,737 3,068 2,748 2,377 27,439
Versuch 2 2,858 2,789 2,787 2,869 2,016 2,598 25,255
Versuch 3 3,474 2,097 1,952 1,899 2,162 3,053 18,941
Versuch 4 1,902 1,847 2,054 2,62 2,414 2,58 31,315
Versuch 5 2,848 2,952 3,006 3,27 2,885 2,822 30,579
Versuch 6 3,478 1,854 1,873 3,055 2,208 2,331 32,389
Versuch 7 2,81 3,489 1,902 2,344 2,382 2,478 30,376
Versuch 8 2,336 2,918 2,008 2,48 2,093 2,953 34,326
Versuch 9 2,023 2,597 3,038 2,978 1,872 3,211 28,609
Versuch 10 2,845 2,977 3,018 3,264 3,061 2,382 32,577
Modalwert #NV #NV #NV #NV #NV #NV #NV
Mittelwert 2,69 2,63 2,44 2,78 2,38 2,68 29,18
Median 2,83 2,77 2,40 2,92 2,30 2,59 30,48
Std.-abweichung 0,54 0,54 0,52 0,44 0,40 0,31 4,47
MIN 1,90 1,85 1,87 1,90 1,87 2,33 18,94
MAX 3,48 3,49 3,04 3,27 3,06 3,21 34,33
*nicht in millisekunden messbar
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B. 2  Vergleich Message-Type 
 
  
Map-MessageText-MessageObject-MessageBytes-Message/Stream-Message
1 1,295 1,337 1,077 1,305 1,25
2 1,221 1,491 1,244 1,103 1,157
3 1,105 0,834 1,477 0,813 0,926
4 1,429 1,024 0,908 0,98 1,163
5 0,938 0,857 1,278 0,833 1,153
6 1,35 1,39 1,48 1,068 0,879
7 1 1,37 1,136 1,27 1,459
8 1,249 1,337 0,927 0,878 1,299
9 0,902 1,07 1,442 1,499 1,12
10 0,921 1,068 1,251 1,308 1,134
11 1,368 0,884 1,262 1,124 0,905
12 1,323 0,971 1,035 1,03 1,262
13 1,247 1,262 1,306 1,407 0,804
14 1,059 0,845 1,278 1,194 1,11
15 1,056 1,139 1,248 1,21 1,124
16 1,371 1,181 1,334 0,842 1,025
17 0,854 1,332 0,851 1,289 1,028
18 1,344 1,271 1,039 1,091 1,093
19 1,348 1,182 0,917 1,447 1,194
20 1,252 1,201 0,828 1,075 1,366
21 0,839 1,477 1,206 1,293 0,914
22 1,471 1,349 1,386 1,493 0,981
23 1,358 1,45 1,085 1 1,307
24 1,24 0,83 1,112 1,274 1,228
25 1,062 1,343 1,241 0,875 0,927
26 1,094 1,339 1,345 0,923 1,143
27 0,852 1,058 1,122 1,468 1,104
28 1,176 0,893 0,812 1,381 1,284
29 1,233 1,17 1,186 1,445 1,132
30 1,499 0,834 1,105 1,309 1,354
31 1,488 0,925 1,171 1,036 1,429
32 0,832 0,835 1,024 1,342 0,915
33 1,249 0,82 1,124 1,051 1,353
34 1,024 1,12 1,248 1,159 1,19
35 1,305 0,944 1,134 0,882 1,051
36 1,263 1,335 1,404 1,386 0,807
37 1,241 1,075 1,135 1,007 0,932
38 1,498 1,128 1,242 0,988 1,258
39 1,13 1,275 1,041 1,012 1,046
40 1,035 1,264 1,24 1,463 0,899
*immer gleich: String Bezeichnung = "Attribut";
Anzahl String Attribute*
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B. 3  Auswirkungen der Nachrichtenanzahl auf das System-
verhalten 
 
B. 4  Verhalten von Producer und Consumer Anzahl 
 
Nachrichten vorhanden Sendedauer Empfangdauer
1 2,1 1,092 2,47
2 2,056 0,998 4,2
3 1,82 1,141 5,46
4 2,168 1,14 8,865
6 2,005 1,034 13,51
8 2,132 1,092 18,284
10 1,871 1,157 23,423
100 2,269 1,142
1000 2,119 1,107
10000 2,098 1,145
200 2,039 0,99
500 2,133 1,143
1000 2,134 0,98
5000 2,044 1,004
Empfang 
gesendeter 
Nachricht
Nachrichtgröße ~10kB
Anzahl Consumer Producer
1 0,4 0,8
2 0,3 0,5
3 0,36 1,3
4 0,5 0,6
5 0,6 0,8
6 0,4 0,5
7 0,3 0,53
8 0,4 0,66
9 0,2 0,63
10 0,5 0,68
11 0,6 0,65
12 0,3 0,83
13 0,4 0,88
14 0,5 0,76
15 0,6 0,77
16 0,3 0,5
17 0,5 0,56
18 0,3 0,88
19 0,4 0,88
20 0,6 0,66
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B. 5  Untersuchung Verbindungsaufbau 
 
B. 6  Vergleich der Abholverfahren 
 
Anzahl stetig Consumer Session Connection
1 1,2 4,2 13,4 14,1
2 2,2 6,5 19,8 18,1
3 2,5 9,8 24,2 25,1
4 3,8 12,5 32,4 28,1
5 4,3 16,4 40,1 35,4
6 5,5 19,3 49,2 55,3
7 6,8 22,4 58,3 62,5
8 8,2 22,8 85,3 78,2
9 8,5 25,3 102,1 110,2
10 9,8 33,2 110,4 115,8
11 11,9 34,8 114,3 133,4
12 12,5 39,4 122,5 128,6
13 14 41,2 130,6 145,3
14 16,1 45,3 144,8 158,4
15 15,9 48,4 150,3 162,3
16 18,2 48,9 180,4 178,7
17 18 51,2 185,4 190,2
18 19,1 53,2 196,2 200
19 20,2 55,2 198,2 222,8
20 20,8 56,4 200,4 232,4
21 20,4 58,2 212,1 239,8
22 23,2 62,4 218,6 248,1
23 23,5 66,5 226,2 256,3
24 25,1 68,8 255,4 271,5
25 26,3 70,5 269,9 291,3
26 28 72,1 280,2 304,4
dynamischer
Time-Out Blockierung in sec Nachrichtenverlust in %
10 0,01 1
50 0,05 1
100 0,1 0,88
200 0,2 0,4
300 0,3 0,3
600 0,5 0,3
700 0,6 0,2
800 0,8 0,1
1000 1 0,03
1500 1,5 0,01
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B. 7  Auswirkungen Agenten auf Nachrichtenanzahl 
 
B. 8  Prozessdurchlauf Analyse 
 
  
Nachrichten gesamt in 10min
1 2 3 4 5
1 6230 6483 6045 6281 6312
2 6642 12503 12388 12402 11025
3 8023 15621 19532 19775 25346
4 7932 15423 25884 28423 27166
5 8832 13032 22385 36230 44259
Auftraggeber
Auftragnehmer
Dauer in ms für Prozess 800 600000 750
Anzahl durchlaufender prozesse
geber nehmer gesamt pro Agent (durchschnitt)
1 Auftraggeber | 1 Auftragnehmer1 1 784 784 784
1 Auftraggeber | 2 Auftragnehmer1 2 905 453 905
1 Auftraggeber | 3 Auftragnehmer1 3 1016 338 1016
1 Auftraggeber | 4 Auftragnehmer1 4 967 241 967
1 Auftraggeber | 5 Auftragnehmer1 5 1006 201 1006
2 Auftraggeber | 1 Auftragnehmer2 1 920 920 460
2 Auftraggeber | 2 Auftragnehmer2 2 1391 695 695
2 Auftraggeber | 3 Auftragnehmer2 3 1882 627 941
2 Auftraggeber | 4 Auftragnehmer2 4 2203 551 1101
2 Auftraggeber | 5 Auftragnehmer2 5 1876 375 938
3 Auftraggeber | 1 Auftragnehmer3 1 748 748 249
3 Auftraggeber | 2 Auftragnehmer3 2 1524 762 508
3 Auftraggeber | 3 Auftragnehmer3 3 2284 761 760
3 Auftraggeber | 4 Auftragnehmer3 4 2846 711 948
3 Auftraggeber | 5 Auftragnehmer3 5 2597 519 865
4 Auftraggeber | 1 Auftragnehmer4 1 863 863 215
4 Auftraggeber | 2 Auftragnehmer4 2 1622 811 405
4 Auftraggeber | 3 Auftragnehmer4 3 2418 806 604
4 Auftraggeber | 4 Auftragnehmer4 4 3037 759 759
4 Auftraggeber | 5 Auftragnehmer4 5 2933 586 733
5 Auftraggeber | 1 Auftragnehmer5 1 767 767 153
5 Auftraggeber | 2 Auftragnehmer5 2 1788 894 357
5 Auftraggeber | 3 Auftragnehmer5 3 2261 753 452
5 Auftraggeber | 4 Auftragnehmer5 4 2805 701 561
5 Auftraggeber | 5 Auftragnehmer5 5 3750 750 750
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C. Anhang: Beigefügte CD 
Die beigefügte CD enthält zusätzliches Material der Arbeit. Dazu zählen: 
 die Arbeit als PDF Datei 
 das Kommunikationsinterface als *.jar – Datei 
 sämtliche verwendete Java Bibliotheken 
 eine vorgefertigte Session Konfiguration inklusive Message Broker 
und Agenten 
 Kopien der Quellen soweit verfügbar und frei zugänglich 
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