In this paper we study mean-field type control problems with risk-sensitive performance functionals. We establish a stochastic maximum principle for optimal control of stochastic differential equations of mean-field type, in which the drift and the diffusion coefficients as well as the performance functional depend not only on the state and the control but also on the mean of the distribution of the state. Our result extends to optimal control problems for non-Markovian dynamics which may be time-inconsistent in the sense that the Bellman optimality principle does not hold. For a general action space a Peng's type stochastic maximum principle is derived, specifying the necessary conditions for optimality. Two examples are carried out to illustrate the proposed risk-sensitive meanfield type under linear stochastic dynamics with exponential quadratic cost function. Explicit characterizations are given for both mean-field free and mean-field risk-sensitive models.
I. INTRODUCTION
Recently, there has been a renewed interest in optimal control problems for diffusions of mean-field type, where the performance functionals, drifts and diffusions coefficients depend not only on the state and the control but also on the probability distribution of state-control pair. Most formulations of mean-field type control in [1] , [2] , [4] , [9] , [11] have been of risk-neutral type where the performance functionals are the expected values of stageadditive payoff functions. Not all behavior, however, can be captured by risk-neutral mean-field type controls. One way of capturing risk-averse and risk-seeking behaviors is by exponentiating the performance functional before expectation (see [10] ).
A stochastic maximum principle (SMP) for the risksensitive optimal control problems for Markov diffusion processes with an exponential-of-integral performance functional was elegantly derived in [12] using the relationship between the SMP and the Dynamic Programming Principle (DPP) which expresses the first order adjoint process as the gradient of the value-function of the underlying control problem. This relationship holds only when the value-function is smooth (see Assumption (B4) in [12] ). The approach of [12] was widely used and extended to jump processes in [14] and [15] , but still under this smoothness assumption. However, in many cases of interest, the value function is, in the best case, only continuous. Moreover, the relationship between the SMP and the DPP does not hold for non-Markovian dynamics and for mean-field type control problems where the Bellman optimality principle does not hold. This calls for the need to find a risk-sensitive SMP for these case.
The only paper that we are aware of and which deals with risk-sensitive optimal control in a meanfield context is [16] . Therein, the authors derive a verification theorem for a risk-sensitive mean-field game whose underlying dynamics is a Markov diffusion, using a matching argument between a system of Hamilton-Jacobi-Bellman (HJB) equations and the Fokker-Planck equation. This matching arguments freezes the meanfield coupling in the dynamics, which yields a standard risk-sensitive HJB equation for the value-function. The mean-field coupling is then retrieved through the Fokker-Planck equation satisfied by the marginal law of the optimal state.
Our contribution can be summarized as follows. We establish a stochastic maximum principle for a class of risk-sensitive mean-field type control problems where the distribution enters only through the mean of state process. This means that the drift, diffusion, running cost and terminal cost functions depend on the state, the control and on the mean of state. Our work extends the results of [12] to risk-sensitive control problems for dynamics that are non-Markovian and of mean-field type. Our derivation of the SMP does not require any relationship between the first-order adjoint process and 2 a value-function of an underlying control problem. Using the SMP derived in [9] , our approach can be easily extended to the case where the mean-field coupling is in terms of the mean of the state and the control processes.
To the best to our knowledge, the risk-sensitive maximum principle for mean-field type controls has not been established in earlier work, is entirely new, and is fundamentally different from the existing results in the risk-neutral mean-field case [1] , [2] , [4] , [9] , [11] .
The paper is organized as follows. In Section II, we present the model and state the main result. In section III we apply the risk-sensitive SMP to the linearexponential-quadratic setup. Section IV concludes the paper. To streamline the presentation, we only consider the one-dimensional case. The extension to the multidimensional case is by now straightforward.
Due to space limitation, we have omitted the formal proofs. More details can be found in [17] , [18] .
II. STATEMENT OF THE PROBLEM
Let T > 0 be a fixed time horizon and (Ω, F , lF, lP) be a given filtered probability space on which a one-dimensional standard Brownian motion B = {B s } s≥0 is given, and the filtration lF = {F s , 0 ≤ s ≤ T } is the natural filtration of B augmented by lP−null sets of F .
We consider the stochastic control system:
An admissible control u is an lF-adapted and squareintegrable process with values in a non-empty subset U of lR d . We denote the set of all admissible controls by U .
Given u ∈ U , equation (1) is an SDE with random coefficients.
The risk-sensitive cost functional associated with (1) is given by
where, θ is the risk-sensitivity index,
is called a risk-sensitive optimal control. The corresponding state process, solution of (1), is denoted bȳ
The optimal control problem we are concerned with is to characterize the pair (x,ū) solution of the problem (3).
. Then the risk sensitive loss functional is given by
When the risk-sensitive index θ is small, the loss functional Ψ θ can be expanded as
where, var(Ψ T ) denotes the variance of Ψ T . If θ < 0 , the variance of Ψ T , as a measure of risk, improves the performance Ψ θ , in which case the optimizer is called risk seeker. But, when θ > 0, the variance of Ψ T worsens the performance Ψ θ , in which case the optimizer is called risk averse. The risk-neutral loss functional E[Ψ T ] can be seen as a limit of risk-sensitive functional Ψ θ when θ → 0.
Note that the presence of the expectations E[x(T )] in the loss function Ψ T may cause time-inconsistency, in which case the Bellman's Principle is no longer valid and this motivates the use of the stochastic maximum principle (SMP) approach instead of trying extensions of the dynamic programming principle (DPP).
For convenience, we will use the following notation throughout the paper. For φ ∈ {b, σ , f , h}, etc, respectively, we define 3 where u is an admissible control from U .
We define the risk-neutral Hamiltonian associated with random variables X ∈ L 1 (Ω, F , lP) as follows. for
We also introduce the risk-sensitive Hamiltonian: for θ ∈ lR and (p, q, ) ∈ lR × lR × lR,
We have H = H 0 .
Moreover, we denote
for k ∈ {x, y, xx}.
We will make the following assumption in this paper. Under these assumptions, for each u ∈ U , the SDE (1) admits a unique strong solution x u (see e.g. [4] , [5] ).
We introduce the adjoint equations involved in the risksensitive SMP for our control problem. Let ξ (t) be an auxiliary state solution of
The first order adjoint equation is the following backward SDE of mean-field type:
In view of ( 
The second order adjoint equation is the following backward SDE:
(10) This is a standard linear backward SDE, whose unique lF-adapted solution (P,Q) satisfies
The following theorem is the main result of the paper.
is an optimal solution of the risk-sensitive control problem (1)-(2), then there are three pairs of lF-adapted processes (v θ , ), (p,q) and (P,Q) that satisfy (8)-(9) and (10)-(11) respectively, such that
for all u ∈ U, almost every t ∈ [0, T ] and P−almost surely.
In particular, if σ (t, x, u) := σ (t, x) is independent of u then
Remark 1. Theorem 1 reduces to Theorem 3.1 of Lim and Zhou [12] , if the model is mean-field free i.e. for which σ y = h y = b y = f y = 0, and when (t) := −p(t)σ (t,x(t),ū(t)), in which case the generic martingale v θ becomes the smooth value-function of a Markovian or feedback control dynamics, whose gradient is the adjoint process.
Remark 2. The main results of the paper are built on the SMP for the risk neutral case derived in [4] , where the strong condition 1 on the involved coefficients is 4 imposed to get less technical proofs. These conditions can be considerably weakened using techniques that are by now well established in the optimal control literature (see e.g. [3] , [12] ).
III. ILLUSTRATIVE EXAMPLE: LINEAR-QUADRATIC

RISK-SENSITIVE MODEL
The optimal control of a linear stochastic system driven by a Brownian motion and with a quadratic cost in the state and the control is probably the most well known solvable stochastic control problem in continuous time. To illustrate our approach, we consider the onedimensional case with linear state dynamics and exponential quadratic cost functional.
It is well-known that in absence of mean-field coupling, the optimal control is a linear feedback control whose feedback gain is obtained from the solution of a risk-sensitive Riccati equation which has an additional term when compared to the (classical) Riccati equation for the quadratic cost problem. In the examples below we will show that this feature is still valid in the LQ risk-sensitive problem (with and without the mean-field coupling).
A. LQ risk-sensitive control without the mean-field coupling
We consider the linear-quadratic risk-sensitive control problem:
where, a, b and σ are real constants.
An admissible pair (x(·),ū(·)) that satisfies the optimality necessary conditions of Theorem 1 can be obtained by solving the following system of forward-backward SDEs:
where, φ θ (T ) := e θ [ 1 This system involves only the first adjoint equation because the diffusion coefficient in the state dynamics is independent of the control (constant!).
The associated risk-sensitive Hamiltonian is
H θ (t, x, u, p, q, ) := (ax + bu)p − 1 2 u 2 + σ (q + θ p).
We have
Maximizing the Hamiltonian yields
The associated state dynamicsx solves then the SDE
We try a solution of the form
where, β (t) is a deterministic function such that β (T ) = 1. In view of (17), the state dynamicsx solves the linear SDE
Furthermore, we have
Identifying the coefficients of these two equations we obtain
and
This equation is feasible only if we choose
for some deterministic function γ(t).
Given the deterministic functions β and γ, in view of (14), (18) and (22), the generic martingale v θ satisfies the linear SDE
At this stage, γ can be seen as a free parameter whose choice gives different features of the behavior of the optimal pairs (x(·),ū(·)). Let us examine two typical cases (among many others).
Case 1. γ(t) := σ β (t). This choice yields the form (t) = −σ p(t) suggested by Lim and Zhou [12] , using the relationship between the 5 SMP and the dynamic programming principle, which in turn gives the risk-sensitive Riccati equation for β :
Its explicit solution is given by
Case 2. γ(t) := 1. This choice yields the form (t) =x(t), which is not related to the choice made in Lim and Zhou [12] . We obtain yet another Ricatti equation for β :
Note that, depending on the parameters, there may be explosion of the function β in finite time, in both solutions.
B. LQ risk-sensitive control with a mean-field coupling
We keep the same functions f , σ , b as in (13) but we modify the terminal cost h to be
for some given constant µ, where the only mean field coupling is E[x(T )]. Therefore, the first-order adjoint equation remains the same as (14) , but the terminal condition becomes
where, φ θ
which satisfies the linear SDE
Hence, the end-value (24), becomes
The associated risk-sensitive Hamiltonian is H θ (t, x, u, p, q, ) := (ax + bu)p − 1 2 u 2 + σ (q + θ p).
In view of the form (27), we try a solution p(t) such that
where, α(t) and β (t) are deterministic function such that α(T ) = 1 and β (T ) = 1. Proceeding as above, in view of (28), we apply Itô's formula to the process v θ (t)p(t) using (14) and (26), and then (29) and (16), and identify the coefficient we obtain
Again, as in the previous example, this system of equations is feasible only if we assume that (t) = θ γ(t)x(t),
for some deterministic function γ(t). This yields       β (t) + 2aβ (t) + b 2 β 2 (t) + θ σ γ(t)β (t) = 0, α(t) + (a − b 2 β (t))α(t) = 0, q(t) = µθ γ(t)x(t)(L θ (t)) −1 α(t) − σ β (t), β (T ) = 1, α(T ) = 1.
(31) Finally, choosing either γ(t) = σ β (t) or γ(t) = 1, as in the previous example, we get closed form solutions to the system (31).
We note that when µ goes to zero, we obtain the mean-field free solution given in the previous subsection. Moreover, the choice of the process need not be related to any relationship between the stochastic maximum principle and the Dynamic Programming Principle.
IV. CONCLUSION
In this paper we established a Peng's type stochastic maximum principle for risk-sensitive stochastic control of mean-field type extending a previous result by Lim and Zhou [12] .
