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Abst rac t - -A  general Markov process with innovation is introduced and its properties are studied. 
Based on the structure of this process, one can develop an), autoregrsssive process of first order 
minification structure as a special case of this. A necessary and suificient condition for the general 
autoregressive process to be stationary is presented. A characterization of semi-Pareto process is 
obtained. ~) 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
First-order autoregressive processes with additive structure have been studied by many authors 
(see [1-4] and references therein). Jayakumar and Pillai [2] obtained the stationary solution of 
the first-order autoregressive equation 
{p Xn- i ,  with probability pa, (1.1) 
Xn = pXn- i  + en, with probability 1 - pa, 
where {en} is a sequence of independent and identically distributed (i.i.d.) random variables with 
Xo _d el. Pillai and Jayakumar [3] obtained the stationary solution of a pth-order autoregressive 
equation and characterized Mittag-Leffier distributions. Jayakumar et al. [5] introduced and 
studied the first-order autoregressive a-Laplace processes. 
Statistical data expressed in terms of counts taken sequentially in time and which are correlated 
arise in many contexts. Examples of this process are the number of patients in a hospital at a 
specific point of time, or the number of persons waiting in a queue for a certain moment. PiUai 
and Jayakumar [4] introduced a new class of discrete distributions called discrete Mittag-Leffier 
distributions and developed the first-order autoregressive discrete Mittag-Lefi~er p ocess. Jayaku- 
mar [6] obtained the stationary solution of a first-order integer-valued autoregressive equation 
and characterized semi-a-geometric distributions. 
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Studies onautoregressive proc sses having minification structure began with the pioneering 
work of Taveres [7], who found the exponential solution of the first-order autoregressive minifi- 
cation process 
X, = k min(X,_l, en), n 2 1, k> 1, (1.2) 
where {en) is asequence of i.i.d. random variables. In fact, heshowed that in order for (1.2) to
have an exponential marginal distribution, {en} should also be exponential. Sim [S] obtained the 
distribution of theinnovation sequence { n} such .that the process {Xn} in (1.2) has stationary 
marginal dtitribution as Weibull. Yeh et al. [9] developed an autoregressive minification process 
having Pareto marginals nalogous to the additive first-order exponential autoregressive proc ss 
of Gaver and Lewis [l]. They proved that he geometric maxima nd geometric m nima of the 
process also have Pareto distribution. Arnold and Robertson [lo] constructed a minification 
process having logistic marginal distribution. P llai [ll] extended the Pareto process ofYeh et 
al. [9] to obtain the semi-Pareto process. Such minification processes in general have the structure 
given by 
x, = k-G- I, 
with probability p, 
min(kX,-1, 4, with probability 1 -p; 0 c p < 1, k > 1. 
(1.3) 
These minification processes arefound to be useful for modelling  various fields such as hydra 
logical studies, reliability studies, tc. 
Pillai et al. [12] introduced a new class ofdistributions called distributions of universal geo- 
metric minima (u.g.m.) andbrought out its role in defining autoregressive minification processes. 
Jayakumar [13] obtained the marginal distribution of a pth -order integer-valued utoregressive 
process having minification s ructure and characterized d screte Pareto ype III distribution. Bal- 
akrishna a dJayakumar 1141 introduced a bivariate semi-Pareto distribution and characterized it 
using geometric m nimization. They have studied autoregressive minification models for bivari- 
ate random vectors with bivariate semi-Pareto and bivariate Pareto distributions. Yeh et al. [9] 
introduced thefirst-order auto egressive process 
x, = 
p-+x,-1, with probability p, 
min (p- l’“Xn-l, %) , with probability 1 - p, 
(1.4) 
where {en} is a sequence of i.i.d. random variables with common distribution function H, en is 
independent of Xis (i < n) and 0 < p < 1, LY > 0. If the initial distribution Fi of X0 is the 
same as H and H is Pareto, then they showed that {X,,} is station&y with Pareto marginals. 
Pillai [ll] defined the semi-Pareto distribution as f llows. 
DEFINITION 1.1. A random variable X has semi-Pareto distribution and write X 2 Ps(a,p), if 
its survival function 
F;:(z) = P(X > z) = 
1 +&y 
where $(2) satisfies th  functional equ tion 
a > 0, 0 < p < 1. 
Pillai [ll] showed that if the initial distribution FO of X0is the same as H and H is emi-Pareto, 
then the process {Xn} in (1.4) is tationary with semi-Pareto marginals. 
In Section 2,we define a general Markov process with innovation and obtain a necessary nd
sufficient condition f rthe process to be stationary. Also, acharacterization of the semi-Pareto 
process is obtained. In Section 3,the general stationary Markov process i tudied. 
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2. A GENERAL MARKOV PROCESS WITH INNOVATION 
Let F(x) be a strictly monotone distribution function with a(F) = inf{x : F(x) > 0} = 0 and 
w(F) = sup{x : F(x) < 1} = oo. Let 
1 
¢(x) = r t  )~"x' - 1. (2.1) 
In fact, ¢(x) is called the odds ratio in survival analysis. ¢(x) is strictly monotone with ¢(0) = 0 
and ¢(oo) = oo. We define the general Markov process as follows: 
{¢ -x (p-~¢(Xn-~)), Xn = m~n(~-~ (~-~~(Xn-~)),~n), with probability p, with probability 1 -p, (2.2) 
where {en} is a sequence of i.i.d, random variables with common distribution function H, en is 
independent of Xis (i < n) and 0 < p < 1. 
Note that if H is the semi-Pareto distribution function and the initial distribution F0 of X0 is 
the same as H, then {Xn} in (2.2) is stationa~y with semi-Pareto marginals. Also, if ens are i.i.d. 
with distribution function F, and )Co has distribution function F, then (2~2) defines a stationary 
Markov process with F as the stationary distribution. This can be proved using the inductive 
principle. If )Co has distribution function F, then the surviwl function of X1, 
B , (x )  = P (X0 > ¢-l(p¢(x))) ~+ (1 -p)P(en > x)] 
= 1 + ¢(¢_l(p¢(x))  +(1 -p )  by (2.1) 
1 
- 1 + ¢(x)' 
and hence X1 has distribution function F. Suppose Xn-1 has distribution function F. Then, 
P«,,(x) = P (xn_i > ¢-1(p¢(~))) (~.+3¢(~)~ _ 1 
1 + ¢(z) } 1 + ¢(z)' 
and hence Xn has distribution function F. Thus, Xn a= Xo, Vn. 
Since {Xn} in (2.2) is a Markov process, it is strictly stationary if and only if Xn a= )Co, and 
thus we have if eis are i.i.d, with distribution function F and X0 also has the distribution function 
F, then (2.2) defines a strictly stationary Markov process. 
Now, we show that if eis are i.i.d, with distribution function F and X0 is arbitrary, then Xn 
converges in distribution to Z, where Z has the distribution function F. 
\ l+¢(x) ] \ l+¢(x )  ] "  
Suppose 
Then, 
B,,(x) = PXo (¢-1 (pn¢(x))) (1 + pn¢(.)~ 
(1+~(~)~ 
~'«, ,ù(~) = »(x~ > ¢-'(~(.)))  k i3- ¢ -~ ] 
= p~o (~-~ (p~~ (~-x(p~(~))))) (1 + »~~ (~-~(~(.))) ~ (1 + ~(~) 
_- ~~o <o-, (,o+,«~))) (1 +,~+'«') 
1 + ¢(z) 
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Thus, 
As  n -- ,  oo~ 
~~,,(~) = ~Xo («'  (p-,(~))) k f¥¢-~ ], Vn. 
1 
Px,,(z) -~ 1 + ¢(x)'  
and thus X~ converges in distribution to Z, where Z has the distribution function F. 
Now, we obtain a necessary and sufficient condition for the process {Xn} in (2.2) to be sta- 
tionary. 
THEOREM 2.1. Suppose ~nS in (2.2) have distribution function H. A necessaxy and sufticient 
condition for the first-order autoregressive process {Xn } in (2.2) to be stationary is 
(1 - p)H(x) = P (Xo _< x I xo > ¢-*(p¢(x))). 
PROOF. Suppose ns have distribution function H and the process {X,~} is stationary. Let us 
denote by Gi the distribution function of Xi, i = 0, 1, 2 , . . .  Since {Xn} is a Markov process, it 
is strictly stationary if and only if Xn d )CO for every n. We have from (2.2), 
o l (x )  = Oo (¢-~(p¢(~))) [p + (1 - »)~(x) ] ,  
where H(x) = 1 - H(x) and G1 (x) = 1 - G1 (x). If X1 d Xo, then 
6~(~) = 6o (¢-~(~¢(~))) [v + (1 - p)~(~)]  = Oo(~). 
That is, 
That is, 
( 1 - p)H(x) = 
(1 - p)/~(z) = 0o(~) - ~o  (¢-~(v¢(~))) 
0o (¢- l (p¢(z)) )  
Conversely, suppose 
6o (¢ -~(~(z ) ) )  - ~o(z)  
0o (¢- l (p¢(x)))  = P (Xo < x I xo  > ¢-~(p¢(x))) .  
(1 -- p)H(x) Œ P (Xo ~_ x I Xo ~> (~- l (p~(x) ) )  • 
Then X1 --ä Xo, since 
Gl(x) = Go (¢-l(p¢(x))) [p + (1 -p)~(x) ]  
[ 6o%)_:,6o (~-,(,ó(~)))] 
= 6o (¢- ' (p¢(~)))  + ao (¢- , (p¢(~)))  ] = 6o(x).  
Suppose Xn =d Xo. Then, 
Gn+l(x) -- 6n (¢-l(p¢(x))) [/9 + (1 -p)/~(x)] = Go (¢-X(p¢(x))) IP + (1 -p)/~(x)] = 6o(x). 
Thus, Xn =ä Xo, Vn, and hence the process (2.2) is stationary. | 
DEFINITION 2.1. A stationary Markov process with innovation is defined as 
( f(Xn-1), with probability p, (2.3) 
Xn = min(f(Xn-1), en), with probability 1 - p, 
0 < p < 1, where {en} is a sequence of i.i.d, random variables with distribution function H, 
f is any strictly monotone function, and Xo ~ Z such that Z has distribution function H (see 
also [11]). 
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THEOREM 2.2. A stationary Markov process with innovation is a firs¢-order autoregressive pro- 
cess if and only if it is semi-Paxeto. 
PROOF. From [11], we have the semi-Pareto process is first-order autoregressive and stationary. 
Conversely, suppose we have a stationary Markov process with innovation as defined in (2.3). 
If it is first-order autoregressive, then there exists a scalar a > 0 such that 
{ aXn-1, with probability p, (2.4) 
Xn = min(aXn_l, en), with probability 1 - p. 
From (2.4), we have 
( x) 
P(Xn>x)=P X,~-I >ä  ~+(1-p)P (en>x) ] .  
Writing/~r(x) -- 1/(1 + ¢(x)), where ~b(x) is monotonically increasing such that ~b(0) -- 0 and 
~(oo) = co, we get 
1 1 [ 1 -p  ] 
1 + ~b(x--------~ = 1 + ¢(x/a) IP + ~ J '  
which gives 1~(~) 
¢(z )  = p 
Therefore H is semi-Pareto, by Definition 1.1. | 
3. A GENERAL STAT IONARY MARKOV 
PROCESS WITH INNOVATION 
Ler ¢(x) be as defined in (2.1). Then we call the process {Xn} in (2.2) a general stationaxy 
Markov process with innovation, if ens have common distribution function H with X0 =d e» From 
Section 2, it is clear that in this case, the process (2.2) is stationary. 
DEFINITION 3.1. Ler F(x) be a strictly monotone distribution function with 
a(F) = inf{x : F(x) > 0} = O, and 
w(F) = sup{x : F(x) < 1} = c~. 
Ler 
1 
¢(x)= r~;~'z' - 1. (3.1) 
We say that {Xn} is a general stationary Markov process with innovation, if 
{~ - ,  (p - lo (xù_ , ) ) ,  xn = min  (¢_  1 (p-'(Xn-1)),en), with probability p, with probability 1- p, (3.2) 
where {en} is a sequence bf i.i.d, random variables with common distribution function H, eù is 
independent ofXi, i = 0, 1, 2 , . . ,  n - 1, with Xo having distribution ftmetion H; and 0 < p < 1. 
Now, we look into some of the properties of the first order autoregressive proeess defined 
in (3.2). 
The joint distribution of Xn and X,,+I can be calculated to be 
1 
1 + ¢(zù+1) '  0 < zù < ¢ - l (p¢(zù+~))  < c~, 
P(Xn > Xn, Xù+l  > Xn+l) 
1 +P¢(Xn+l) 0 < ¢--l(p~(Zn+l) ) • Xn < 00. 
(1 + p¢(xn))(1 + ¢(Xn+l))' 
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It can be easily shown that 
P(Xn > Xn+l) = 1 +p 
2 
Distribution of extremes follow the same pattern as in the first-order autoregressive Pareto model 
of Yeh et al. [9]. If Tn ~ min(X1,X2, . .  ,Xn), then Tn d mini<N ei where N is distributed as 
binomial (n - 1, 1 - p). Then, 
T 'T , , (x )=P(Tn>x)=~'~~ n 1 ( l _p ) jpn_ ;_  1 l÷¢-~J  = ( l÷¢(x) )  n 
j=o 
If we define a two state Markov chain 
{ 1, i fXn > x, Zn(x) = O, i fXn_<x, 
then the stochastic matrix can be calculated to be 
1 rÆ+¢(~) 
P = 1 + ¢(x------~ [ q¢(x) 
If Mn __d max(X1, X2 , . . ,  Xn), then 
¢(x) [ p + ¢(x) ] "«  
FM,~(x)=P(Mn<_x)= ( l+¢(x) )  _(T+¢(x))J  " 
Let N be a geometric random variable with probability mass function P(N = n) = pq,,-1, 
n -- 1 ,2 , . . ,  q = 1 -p ,  0 < p < 1. Assuming that N is independent of Xis, i = 1 ,2 , . . ,  we 
define geometric minimum as TN = min(X1,X2, . .  ,XN).  It can be seen that TN has survival 
function 
1 ~rN (x) = 
1 + ((q/p) + p)¢(x)" 
Also, the geometric maximum M -- max(X1, X2 ,  ..,  XN) has the distribution function 
¢(x) 
FMN (X) = ((q/p) + p) + ¢(Z)" 
AS a special case of the first-order autoregressive process in (3.2) we have a new first-order 
autoregressive exponential process. 
EXAMPLE 3.1. If F(x) = 1 - exp(-x), x > 0, then by (3.1), ¢(x) = exp(x) - 1. 
{ In (1 + ~(exp(Xn_l) - 1) ) ,  with probability p, 
min In 1 + p(exp(Xn-1) -  1) ,en , with probability 1 -p .  
It can be seen that the pr(~cess i marginallyexponential and this gives rise to a new class of first 
order autoregressive exponential minification processes. 
EXAMPLE 3.2. If F(x) = xt/ (1 + xa), x > 0, a > 0, then by (3.1), ¢(x) = x «. 
{p -1/aXn_l ,  with probability p, Xn = min(p - I /a • Xr, ' l ,  en), with probability 1 - p. 
It can be seen that this is the Pareto process of Yeh et al. [9]. 
REMARK 3.1. We will be able to construct any number of first-order autoregressive models as 
special cases of the model (3.2) as in the above examples. 
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