Abstract. A finite shift plane can be equivalently defined via abelian relative difference sets as well as planar functions. In this paper, we present a generic way to construct unitals in finite shift planes of odd orders q 2 . We investigate various geometric and combinatorial properties of them, such as the self-duality, the existences of O'Nan configurations, the Wilbrink's conditions, the designs formed by circles and so on. We also show that our unitals are inequivalent to the unitals derived from unitary polarities in the same shift planes. As designs, our unitals are also not isomorphic to the classical unitals (the Hermitian curves).
Introduction
Let G be finite group and N a subgroup of G. A subset D of G is a relative difference set with parameter (|G|/|N |, |N |, |D|, λ) if the list of nonzero differences of D comprises every element in G\N exactly λ times. The subgroup N is called the forbidden subgroup. In this paper, we are interested in relative difference sets with parameters (q, q, q, 1) and we write (q, q, q, 1)-RDS for short. When G is abelian, D is called an abelian (q, q, q, 1)-RDS.
In [22] , Ganley and Spence showed that, for every given (q, q, q, 1)-RDS D in G, we can construct an affine plane of order q and group G acts regularly on its affine points. Therefore we may use the elements in G to denote all the affine points. All the affine lines are D + g and N + g i where g ∈ G and {g i : i = 1, . . . , q} forms a transversal of N in G. Clearly this affine plane can be uniquely extended to a projective plane. The extra line is L ∞ and all N + g i 's meet at the point (∞). It is not difficult to see that G fix the flag ((∞), L ∞ ).
When G is abelian, it is proved that q has to be a power of prime. For the proofs, see [20] for the q even case and [8] for the q odd case. Furthermore, this abelian group G and such a plane are called a shift group and a shift plane respectively [28] . Most of the known shift planes can be coordinatized by commutative semifields.
When q is odd, all known abelian (q, q, q, 1)-RDSs are subsets of the group (F 2 q , +). Such a (q, q, q, 1) RDS is equivalent to a function f : F q → F q , such that x → f (x + a) − f (x) is always a bijection for each nonzero a. This type of functions are called planar functions on F q , which were first investigated by Dembowski and Ostrom in [14] .
As the counterpart, when q = 2 n , abelian (q, q, q, 1)-RDSs only exist in C n 4 where C 4 is the cyclic group of order 4. These RDSs can also be equivalently illustrated by functions over F 2 n , which can be found in [37, 41] .
Let m be an integer larger than or equal to 3. A unital of order m is a 2-(m 3 + 1, m + 1, 1) design, i.e. a set of m 3 + 1 points arranged into subsets of size m + 1 such that each pair of distinct points are contained in exactly one of these subsets.
Most of the known unitals can be embedded in a projective plane Π of order q 2 . In such cases, the embedded unital is a set U of q 3 + 1 points such that each line of Π intersects U in 1 or q + 1 points. When Π is the desarguesian projective plane PG(2, q 2 ), the set of absolute points of a unitary polarity, or equivalently speaking, the rational points on a nondegenerate Hermitian curve form a classical unital. There are also non-classical unitals in PG(2, q 2 ), for instance the Buekenhout-Metz unitals [11] . There also exist unitals which can not be embedded in a projective plane, such as the Ree unitals [32] .
Similarly as in desarguesian planes, unitals can be derived from unitary polarities in shift planes; see [1, 3, 18, 19, 26, 29] for their constructions and related research problems. As a special type of shift planes, commutative semifield planes also contain the unitals which are analogous to the Buekenhout-Metz ones in desarguesian planes; see [2, 42] .
In this paper, we consider the unitals in the shift planes of order q 2 . We restrict ourselves to the q odd case, because most of the calculations and constructions in the q even case are quite different.
The organization of this paper is as follows: In Section 2, after a brief introduction to shift planes Π(f ) derived from planar functions f , we present a generic construction of unitals in shift planes of order q 2 . In Section 3, we investigate various geometric and combinatorial properties of them, such as the self-duality, the existences of O'Nan configurations, the Wilbrink's conditions, the designs formed by circles and so on. In Section 4, we consider the unitals derived from the unitary polarities of the shift planes and show that they are not equivalent to the unitals constructed in Section 2. As designs, our unitals are also not isomorphic to the classical unitals (the Hermitian curves).
Construction of Unitals
Let F be a finite field of odd order and f a planar function on F. The projective plane Π(f ) derived from f is defined as follows:
The points except for those on L ∞ are called the affine points of Π(f ). By removing the line L ∞ and the points on it, we get an affine plane.
It is routine to verify that the set of maps
induces a collineation group on Π(f ) and this group is abelian and acts regularly on the affine points and all lines {L a,b : a, b ∈ F}. It is also transitive on the line set {N a : a ∈ F} and on the points of L ∞ \ {(∞)}. Hence there are three orbits of all the points (lines) in Π(f ) under this group. We call it the shift group of Π(f ). When f can be written as a Dembowski-Ostrom polynomial, i.e. f (x) = a ij x p i +p j where p = char(F), the plane Π(f ) is also a commutative semifield plane. Using the corresponding semifield multiplication, we can label the points and lines of Π(f ) in a different way. The intersection of the translation group and the shift group of
See [23, Section 4] for details. We refer to [31] and [36] for recent surveys on semifields and relative difference sets respectively. Up to equivalence, all known planar functions f on finite fields F q of odd characteristics can be written as a Dembowski-Ostrom polynomial except for the CoulterMatthews ones which are power maps defined by x → x d on F 3 m for certain d; see [12] . Both the Dembowski-Ostrom planar functions and the Coulter-Matthews ones satisfy that
For a proof of the Dembowski-Ostrom polynomials case, we refer to [30] ; for the Coulter-Matthews functions f (x) = x d on F 3 m , it can be verified directly from the fact gcd (d, 3 m − 1) = 2. Actually for a function f defined by a Dembowski-Ostrom polynomial, the above conditions are necessary and sufficient for f to be planar; see [39] . If a planar function satisfies the aforementioned two conditions, then we call it a normal planar function.
Lemma 2.1. Let f be a planar function on F q 2 , where q 2 is odd. Let {g a : a ∈ F q 2 } be a set of injections from F q to F q 2 . The set of points
Proof. It is not difficult to verify that U g satisfies the definition of a unital in the following steps. First, every line through (∞) meet U g at q + 1 points. Second, L ∞ meet it at (∞). Finally, the number of common points of L a,b and U g are exactly the number of pairs of (x, t) such that f (x + a) − b − g x (t) = 0.
Let ξ be an element in F q 2 \ F q . Then every element x of F q 2 can be written as x = x 0 + x 1 ξ where x 0 , x 1 ∈ F q . Similarly, every function f : F q 2 → F q 2 can be written as f (x) = f 0 (x) + f 1 (x)ξ where f 0 , f 1 are maps from F q to itself. Throughout this paper, we frequently switch between the element x ∈ F q 2 and its two dimensional representation (x 0 , x 1 ) ∈ F 2 q . If a special assumption on ξ is needed, we will point it out explicitly. Proposition 2.2. Let f be a planar function on F q 2 and θ ∈ F * q 2 , where q is odd. Assume that
Then the set of points
Proof. First, (1) is equivalent to the following two equations
As θ = 0, the system of equations above is equivalent to
(If θ 1 = 0, then we replace the second equation by f 0 (x) − b 0 = tθ 0 .) Noting that t ranges through all the elements in F q , we see that the cardinality of (x, t) satisfying (1) is equivalent to the cardinality of x such that (4) holds. According to the assumption, U θ is a unital in Π(f ). The last statement of the proposition follows from (4) directly.
Next we consider several special cases of Proposition 2.2. Let η be the quadratic character on F q , i.e.
The integer-valued function ν on F q is defined by ν(b) = −1 for b ∈ F * q and ν(0) = q − 1. To prove the existence of unitals U θ in many shift planes, we need the following well-known result.
Lemma 2.3. For odd prime power q, let b, a 0 , a 1 and a 2 ∈ F q . Let 
In particular, when −∆ is a nonsquare,
Theorem 2.4. Let f be a planar function on F q 2 , where q 2 = p 2n , p is an odd prime and n is a positive integer. Assume that θ is an element in F * q 2 such that θ q+1 is a nonsquare in F q and f satisfies that
for each c ∈ F q 2 . Then the set of points
is a unital in Π(f ). Furthermore, U θ is a unital for the following planar functions:
where k is an integer satisfying that 1 ≤ k ≤ n and 2n/ gcd(2n, k)
is odd, i.e. Π(f ) is an Albert's commutative twisted field plane [4] .
where gcd(k, 2n) = 1 (now p = 3), i.e. Π(f ) is a CoulterMatthews plane which is not a translation plane [12] .
Proof. Under the assumption, it is clear that #{x : f (x + a) − b = tθ} = #{y : . From the assumption and Lemma 2.3, it follows that U θ is a unital in Π(f ).
As the three families of planar functions are all power maps, by considering the greatest common divisors of the exponent and q 2 − 1, it is not difficult to show that they all satisfy (5). Therefore, U θ is a unital in anyone of these shift planes.
Theorem 2.5. Let f be a planar function on F q 2 , where q 2 = p 2n , p is an odd prime and n is a positive integer. Let ξ be an element in F q 2 \ F q . Let U ξ be the set of points defined by (2) .
When p n ≡ 1 (mod 4) and α is a nonsquare in F q , U ξ is a unital in the following commutative (pre)semifield planes, besides those appeared in Theorem 2.4:
(a) Dickson's semifield planes [16] and the corresponding planar functions are
The semifield planes constructed by Pott and the last author in [43] and the corresponding planar functions are
where i, k are integers such that 0 < i, k < n and n/ gcd(k, n) is odd. When p = 3, U ξ is a unital in (c) Ganley's semifields planes where n is defined to be odd [21] . The corresponding planar functions are
Penttila-Williams semifield planes where n = 5 [34] . The corresponding planar functions are
(e) Budaghyan-Helleseth semifield planes [10] . The corresponding planar functions are
where integer k is such that 0 < k < n and 2 n gcd(k,n) , and b is a nonsquare in F * q 2 . Proof. The proof for the first two cases is straightforward: As the first component of the corresponding planar functions are x 2 0 + αx
, clearly we can choose Q(y 0 , y 1 ) = y 2 0 + αy 2 1 for these two cases and Q is irreducible if and only if −α is a nonsquare in F p n . It is equivalent to that −1 is a square, which holds exactly when p n ≡ 1 (mod 4). The cases (c) and (d) are also not difficult to verify: We can replace x 1 by y 1 . Then the results follow from the fact that −1 is a nonsquare in F 3 n where n is odd.
In (e), noting that
q ∈ F q and f 1 (x) = x q+1 ∈ F q for x ∈ F q 2 , by Proposition 2.2 we only have to concentrate on f 0 . As gcd(p k + 1, p n − 1) = 2, we see that
for each a ∈ F q . Now we choose ε ∈ F q 2 \ F q satisfying that ε q + ε = 0 and write y = y 0 + y 1 ε where y 0 , y 1 ∈ F q . It is clear that Tr q 2 /q (y) = y 0 . Then
Its discriminant equals ∆ = 2b
has to be a nonsquare in F q . Therefore η(−∆) is a nonsquare in F q if and only if −1 is a nonsquare in it. This happens exactly when q = p n ≡ 3 (mod 4). From Proposition 2.2 and Lemma 2.3, it follows that U ξ is a unital.
Properties of U θ
In this section, we proceed to investigate several common properties of U θ obtained in Proposition 2.2. Several important subgroups of their automorphism groups and self-duality are considered in Subsection 3.1. Then we look at the projections of the blocks in the unital, which are called circles, and the Wilbrink condition II. In Subsection 3.3, we investigate the existence of O'Nan configurations. To conclude this section, we present a conjecture on the automorphism groups of our unitals and several comments on this conjecture.
3.1. Basic properties. An oval O in a projective plane Π of odd order q is a set of q + 1 points such that every line in Π meets O in 0, 1 or 2 points. According to the famous result by Segre in [38] , all ovals in desarguesian planes of odd orders are nondegenerate conics. Proposition 3.1. Let f be a normal planar function on F q 2 and U θ be a unital in Π(f ) constructed in Proposition 2.2. Then for each c ∈ F q 2 , the set
is an oval in Π(f ) and U θ is a union of ovals.
Proof. As f is normal, for each given b ∈ F q 2 , there are at most two solution such that f (x) = b. By checking the cardinalities of the points in
Remark 1.
(a) A family of unitals in P G(2, q 2 ), each of which is a union of ovals, were independently discovered by Hirschfeld and Szönyi [24] and by Baker and Ebert [5] . Actually, Baker and Ebert [6] also showed that this family of unitals is a special subclass of the Buekenhout-Metz ones in P G(2, q 2 ). Noting that Π(f ) is desarguesian [14] , we can readily verify that our unitals U θ in Π(x 2 ) (see Theorem 2.4 (a)) are exactly the family of unitals obtained in [5, 24] . This result can also be derived from Proposition 3.1 and [17, Theorem 1.1].
An analogous result for Albert's twisted field planes (Theorem 2.4 (b)) can be found in [2] by Abatangelo, Korchmáros and Larato. (b) Bukenhout-Metz type of unitals can be also obtained for Dickson's semifield planes and the ones constructed in [43] . We refer to [42] , in which the unitals obtained in Theorem 2.5 (a) and (b) appear as a subclass of a family of Bukenhout-Metz type of unitals.
Given two unitals U 1 and U 2 , we say that they are isomorphic if there is a design isomorphism between them, i.e. there is a bijection between their point sets which maps the blocks of U 1 to the blocks of U 2 . When U 1 and U 2 can be embedded into the same projective plane Π, we say they are equivalent if there is a collineation of Π mapping U 1 to U 2 . For a unital U, we use Aut(U) to denote its automorphism group. When U can be embedded in a projective plane Π, we denote the group of all the collineation of Π fixing U by Aut Π (U). 
Then all γ c,σ together form a group Γ as a collineation group of Π(f ). In Π(f ), all the unitals U θ constructed in Theorem 2.4 are equivalent.
Proof. First it is straightforward to check that under γ c,σ , the line L a,b is mapped to L σ(ca),σ(c d b) , the line N a is mapped to N σ(ca) and L ∞ is fixed. Hence γ c,σ is a collineation. It is also not difficult to see that under the composition of maps, the elements in Γ form a group. Let θ be an element in F * q 2 satisfying that θ q+1 is a nonsquare in F q (see Theorem 2.4), i.e. θ is an odd power of a primitive element of F q 2 . Applying γ c,σ on U θ , we
covers all the nonzero squares in F q 2 , we see that all the unitals U a 2 θ for a ∈ F * q 2 are in one orbit under γ c,σ . Hence all the unitals U θ , where θ satisfies the condition in Theorem 2.4, are equivalent.
Let U be a unital of order n embedded in a projective plane Π. We can obtain a new design U * in the dual plane Π * by taking the tangent lines to U as the points of U * and the points of Π \ U as the blocks of U * . The incidence of U * is given by reverse containment. It is easy to see that U * is another 2-(n 3 + 1, n + 1, 1) design, which is called the dual unital of U. If U and U * are isomorphic as designs, then U is called self-dual.
Let f be a planar function and Π(f ) the corresponding shift plane. Let Π(f ) * be its dual plane. The points in Π(f ) * are the three types of lines
* is on the line (x, y). For N a 's and L ∞ , we can also get similar results. That means if we switch the notations of points and lines in Π(f ), i.e.
Proposition 3.3. Let U θ be the unital of order q in Π(f ) defined in Proposition 2.2 where f is a planar function. Then U θ is self-dual.
Proof. By Proposition 2.2, we know that L a,b is a tangent line if and only if
θ, θ 1 = 1. As the constant θ = 0, b = sθ for certain s ∈ F q . Together with the tangent line L ∞ , we know that the dual of U θ in Π(f ) * can be written as
Switching the notations of points and lines in U *
θ and Π(f ) * , we get U θ and Π(f ). Therefore U θ is self-dual.
3.2.
Circles and Wilbrink' condition II. Let f be a planar function on F q 2 and Π(f ) the corresponding projective plane. Let U θ be a unital in Π(f ) defined by (2) . As a design, its point set is {(x, tθ) : x ∈ F q 2 , t ∈ F q } ∪ {(∞)} and all of its blocks are
for each a, b ∈ F q 2 where b 0 θ 1 − b 1 θ 0 = 0. There are totally q 4 − q 3 + q 2 blocks and each of them contains q + 1 points. For each pair of points, there is exactly one block containing them both. Hence U θ is a 2-(q 3 + 1, q + 1, 1)-design. We denote
is the set of the elements appearing in the first coordinate of the elements in B a,b ; in other words, C a,β(b) can be viewed as a projection of B a,b . When the context is clear, we omit b and write C a,β(b) as C a,β . Inspired by the approach of O'Nan in [33] , we call C a,β a circle for a ∈ F q 2 and β ∈ F * q . By setting φ(x) := f 0 (x)θ 1 − f 1 (x)θ 0 , we can shortly write a circle as C a,β = {x : φ(x + a) = β}.
By choosing appropriate δ ∈ F * q 2 , we can also write φ(x) = Tr q 2 /q (δf (x)).
Lemma 3.4. Let C θ denote the set of circles derived from U θ . Then following statements hold.
(a) #C a,β = q + 1, for arbitrary a ∈ F q 2 and β ∈ F * q . (b) For each a ∈ F q 2 , the set {C a,β : β ∈ F * q } forms a partition of F q 2 \ {−a}. 
Hence B a,b is projected to C a,φ(u+a) .
(d). Assume that β and β are both not 0, C a,β = C a ,β and a = a . It follows that there are at least q + 1 elements x in F q 2 such that
which equals
As there are totally q elements c in F q 2 such that Tr q 2 /q (c) = β − β and the map defined by x → f (x + a ) − f (x + a) is a permutation, there are exactly q elements such that (7) holds. It is a contradiction. Hence a = a . From (b), we immediately get that β = β . (e) follows from (d) using a simple counting argument.
Proof. We only have to prove that for each two difference elements u, v ∈ F q 2 , there are exactly q circles containing them. By Lemma 3.4 (c), the circle C a,β contains u and v if and only if β = φ(u + a) = φ(v + a), which is equivalent to
By the same argument in the proof of Lemma 3.4 (d), there are exactly q elements a ∈ F q 2 such that the above equation holds. Therefore there are exactly q circles containing u and v.
In [40] , Wilbrink characterized the classical unital by three intrinsic conditions. The Wilbrink's condition II on a unital U is as follows. Definition 3.6. Let v be a point of a unital U. Let B be a block such that v ∈ B. Let C be a block which contains v and meets B, and w a point in C which is distinct from v and B ∩ C. If there exists a block B = C such that w ∈ B and B meets all blocks which contain v and meet B, then we call v a vertex of Wilbrink's condition II; see Figure 1 . If v is such a vertex for all the blocks C, B and point w in C satisfying aforementioned conditions, then v is called a vertex of Wilbrink's condition II in strong form [26] .
A point v in U is a vertex of Wilbrink's condition II in strong form together with the nonexistence of an O'Nan configuration (see Subsection 3.3) containing v imply that B and B in above definition have no common points. Hence there is a parallelism defined on the blocks of U not containing v, i.e. two blocks B and B of U are parallel if they meet the same blocks containing v. It can be proved that all the points in a Desarguesian plane are vertices of Wilbrink's condition II in strong form; see [7, Lemma 7.42] .
We can prove the following result for our unitals. For different shift planes Π(f ), we cannot find a generic way to investigate whether the affine points in U θ are vertices of Wilbrink's condition II or not. For f (x) = x 2 , we get the following result.
Theorem 3.8. Let q be a prime power larger than 3. Let f (x) = x 2 be defined on F q 2 and U θ a unital in Π(f ) defined in Theorem 2.4 (a). In U θ , (∞) is the unique vertex of Wilbrink's condition II in strong form.
Proof. From Proposition 3.7, we already know that (∞) is a vertex of Wilbrink's condition II in strong form. Assume that v distinct from (∞) is a vertex of Wilbrink's condition II in strong form. As the shift group is transitive on the affine points in U θ , we only have to consider the point v = (0, 0). We choose the point w, the blocks B and C as follows:
w := (0, 2θ),
Clearly v and w are both on C, and C meets B in point (∞). According to Definition 3.6, there is a block B such that
• B contains w,
• B meets all the blocks which contain v and meet B. The first condition implies that there exists a ∈ F q 2 such that B = B a,f (a)−2θ . The set B of all the blocks containing v, meeting B and distinct from C is
In other words, for each point (1, tθ) on B, we have a block B b,f (b) containing (1, tθ) and v. The second condition means that for each B b,f (b) ∈ B, there is unique s ∈ F q such that
Obviously b = a.
According to the assumption, f (x) = x 2 . Together with the definition of B b,f (b) , (8) and (9) we obtain that
Plugging them back into (8), we have
Simplifying it, we have
As s ∈ F q , the above equation means
Multiplying both hand sides by (b − a) 2q+2 and simplifying then yields
and plugging b − a = tθ −ā into the above equation, we obtain
If we view t as an indeterminate and the above equation as an element g in the polynomial ring F q 2 [t], then g vanishes on the elements in F q . That means the polynomial t q − t divides g. Through straightforward calculation, we see that the coefficient of t 4 in g is 0 and that of t 3 is
This coefficient must be 0, because q > 3 and (t q − t) | g. Dividing it by θ q+1 and simplifying, we get θ q (2ā − 1) = θ(2ā q − 1). Pluggingā = a + 1 2 back into it, we deduce that 2aθ q = 2a q θ, which means a = lθ for certain l ∈ F q .
Noting that t can be any element in F q , we take t = l. That means b − a = − 1 2 , and from (10) we have 4θ − 4lθ + 2 = s.
It implies that l = 1, from which it follows that a = θ. Now we look at the constant term of g, which is
As we showed previously, (t q − t) | g. Hence the constant term must be zero. Pluggingā = a + 
This can be view as a polynomial in θ of degree 2q + 1. By Proposition 3.2, we know that all the
unitals U c 2 θ are equivalent, where c ∈ F * q 2 . As
> 2q + 1, we may replace θ by some c 2 θ such that (11) does not hold anymore. This replacement does not affect the previous part of the proof, because we never used the value of θ there. Therefore, in the unital U c 2 θ we cannot find a block B a (because (11) fails) such that the Wilbrink condition II holds.
Remark 2. For q = 3, we can use MAGMA [9] to show that Theorem 3.8 also holds. For other planar functions, it is also possible to investigate the same question. However, if we follow the steps of the proof of Theorem 3.8, we will see the difficulties in solving (8) and (9) as well as more complicated calculations.
3.3.
Existence of O'Nan configurations. An O'Nan configuration is a collection of four lines intersecting in six points. In [33] , O'Nan first considered this configuration, and he proved that it does not exist in the classical unitals.
In [35] , Piper conjectured that the nonexistence of O'Nan configuration is also a sufficient condition for a unital to be classical. In [40] , Wilbrink investigated this conjecture and obtained a weaker version characterization. See [27] for a recent progress on this conjecture.
In this subsection, we consider the existence of O'Nan configuration in the unitals U θ in Π(f ) for various planar functions f . First, we look at O'Nan configurations containing the point (∞).
Lemma 3.9. Let f be a planar function from F q 2 to itself and θ ∈ F * q 2 such that U θ is a unital in Π(f ). There exists an O'Nan configuration with (∞) as a vertex if and only if there exist a ∈ F * q 2 and β ∈ F * q such that #(C a,β ∩ C 0,1 ) ≥ 3, where C a,β is the circle defined by (6). Assume that u, v, w ∈ C a,β ∩ C 0,1 , which means that (12) f
Together with (12), we have
Hence B a,b and B 0,d meets at the point (u, f (u) + d ) and both B 0,d and B 0,d are projected to the same circle C 0,1 . From the assumption, we see that B v and B w intersect both B a,b and B 0,d . Therefore, these four blocks intersect totally in six points and form an O'Nan configuration.
(⇒) Assume that there is an O'Nan configuration containing (∞). It implies that there are two blocks B and B intersecting in a point (u, sθ) and not containing (∞), and they both intersect B c and B c for certain c, c ∈ F q 2 . Under the automorphism group of the unital, we can always assume that B = B 0,d and Tr q 2 /q (d) = 1, which means that the corresponding circle is C 0,1 . Denoting the circle derived from B by C a,b , we see that c, c , u ∈ C a,β ∩ C 0,1 .
According to [6, Page 80] , there is no O'Nan configuration with (∞) in the Buekenhout-Metz unitals of odd order. It implies that there is no O'Nan configuration containing (∞) in U θ defined over Π(f ), where f (x) = x 2 . It is also not difficult to see this result from Lemma 3.9 and (6). For two arbitrary circles C a,β and C a ,β , we look at the common solution of Tr q 2 /q (δ(x + a)
2 ) = β and Tr q 2 /q (δ(x + a )
2 ) = β . Subtracting the second equation from the first one, we get
. Plugging it back into Tr q 2 /q (δ(x + a)
2 ) = β, we get a quadratic equation, which means there are at most two solutions. The same approach also works for the unital defined in Theorem 2.4 when f is derived from a Dickson's semifield.
For
, we conjecture that there do exist O'Nan configuration containing the point (∞). This is confirmed for several small q by using MAGMA [9] . However we cannot find a proof.
Next, let us look for O'Nan configurations without (∞).
Lemma 3.10. Let f be a planar function from F q 2 to itself and θ ∈ F * q 2 such that U θ is a unital in Π(f ). Let x * y := f (x + y) − f (x) − f (y). Let t u , t v and t w ∈ F q and a u , a v , a w ∈ F q 2 which are pairwise distinct. Assume that there exist three distinct elements x u , x v and x w ∈ F q 2 such that for each k ∈ {u, v, w},
Proof. Under the assumption, we show that there exists an O'Nan configuration containing the points U = (0,
Clearly L u , L v and L w are the lines in Π(f ) containing U , V and W respectively. The first coordinate x w of the intersection point of L u and L v is the solution of
from which it follows that x w * a u − x w * a v = (t v − t u )θ. According to the definition of U θ , this point is in the unital U θ if and only if f (
Noting that x u , x v and x w are pairwise distinct, L u , L v and L w do not intersect in the same point. Therefore these three intersecting points together with U , V and W form a O'Nan configuration.
Remark 3. In Lemma 3.10, the O'Nan configuration obtained contains a line through (∞). Without loss of generality, we can assume that t w = 0. From its proof, it is not difficult to see that for given k, we only have to take one i ∈ {u, v, w} \ k to check whether (b) holds.
Using Lemma 3.10, we can prove the existence of O'Nan configurations in U θ for several different planar functions f . 
on F q 2 , the unital U θ defined in Theorem 2.4 contains an O'Nan configuration.
Proof. To unify the proof for these two classes of planar functions, we set k = 2n when f (x) = x 2 . Let ω be an element in F q 2 such that ω 2 − ω + 1 = 0. Since 2 | k, ω is also in
Let a v and a w be two elements in F * p gcd(2n,k) such that a v = a w and a v = ωa w . Define
As ω is also in F p gcd(2n,k) , we have that a u ∈ F p gcd(2n,k) . From a v = a w and ωa w , it is readily to deduce that a u is also distinct from 0, a v and a w . As 2 | k, we have F p gcd(2n,k) ≥ p 2 ≥ 9, which guarantees the distinct values of 0, a v , a w and a u .
By Lemma 3.10, now x * y = x p k y + xy p k and
where the last equality comes from the fact that ω 2 − ω + 1 = 0. As a u ∈ F p k and the mapping x w → x p k w + x w is a bijection on F q 2 , we have
Similarly, we have x u = −2a v and
Therefore, the two conditions in Lemma 3.10 are satisfied and there is an O'Nan configuration in U θ . Theorem 3.12. Let q = p n be an odd prime power satisfying that q ≡ 1 (mod 4) and ξ ∈ F q 2 \ F q . Let U ξ be a unital defined in Theorem 2.5 for Dickson's semifields or for the semifields constructed in [43] . If there is ω ∈ F q such that ω 2 − ω + 1 = 0, i.e. 2 | n, then there is an O'Nan configuration in U θ .
Proof. To unify the proof for these two semifields, we write f (x) = (x
) + 2x 0 x 1 ξ, where 0 < i, k ≤ n and n/ gcd(n, k) is odd. It implies that the multiplication x * y defined in Lemma 3.10 is
Similarly as in Theorem 3.11, we take a v and a w ∈ F * p gcd(k,n) such that a v = a w and a v = ωa w . It is not difficult to see that p gcd(k,n) ≥ 5. Thus we can always find a v and a w satisfying all the assumptions. Define
It is straightforward to verify the conditions in Lemma 3.10.
3.4.
Open problems and remarks. To conclude this section, we propose an open problem on the automorphism group Aut(U θ ) of U θ .
Conjecture 3.13. Let f : F q 2 → F q 2 be a normal planar function and U θ a unital in Π(f ) defined in Proposition 2.2. Then
In general, it is quite difficult to determine the automorphism group of a unital as a design. For a classical unital in PG(2, q 2 ), O'Nan [33] proved that its automorphism group is PΓU(3, q). In [26] , Hui, Law, Tai and Wong obtained a similar result for the unitals defined by polarities in the Dickson's semifield planes.
A natural approach, which was used in [6, 26, 33] , is to consider the automorphism group of the design formed by the set of all circles derived/projected from the blocks of the corresponding unital. In [6, 26] , one extra point was added to this design and a miquelian inversive plane was obtained. As the automorphism group of a miquelian inversive plane is PΓL(2, q) (see [13] ), it is possible to further determine the automorphism group of the original unital.
Unfortunately, this approach cannot be generally applied on the unitals U θ constructed in this paper. For example, when f (x) is a Coulter-Matthews planar function, it is possible that there exists an O'Nan configuration containing (∞) (It can be verified by using MAGMA for q = 3 2 and f (x) = x 14 ). From Lemma 3.9, it implies that there exist three elements {x 1 , x 2 , x 3 } belonging to two cycles. That means we cannot extend the design formed by all circles into an inversive plane.
Inequivalence between U θ and the unitals derived from polarities
A correlation ρ of a projective plane Π is a one-to-one map of the points onto the lines and the lines onto the points such that the point P is on the line l if and only if ρ(l) is on ρ(P ). A polarity is a correlation of order two.
For each polarity ρ on a projective plane Π, a point P is called absolute if P is on the line ρ(P ). When the plane Π is of order q 2 , if the polarity ρ has q 3 + 1 absolute points, then ρ is a unitary polarity. For each unitary polarity of Π, the set of absolute points and non-absolute lines forms a unital; see [25, Theorem 12.12] .
Lemma 4.1. Let f be a planar function on F q 2 and κ (also denoted by x →x for convenience) an additive map on F q 2 such that (a) κ is involutionary, i.e. κ(κ(x)) = x, (b) f and κ are commutative under the composition, i.e. f (x) = f (x), (c) #{y : y +ȳ = f (x +x)} = q for each x ∈ F q 2 .
Let ρ be a map from the points of Π(f ) to its line sets defined by:
Then ρ induces a unitary polarity on Π(f ) and the corresponding unital is
Proof. First we show that ρ induces a polarity. Let us look at the points on Lx ,ȳ , which are {(u, f (x + u) −ȳ) : u ∈ F q 2 } ∪ {(x)}. Under ρ, they are mapped to
Under the assumption (a) and (b), the line Lū ,f (x+u)−ȳ = Lū ,f (x+ū)−y . All of these lines intersect in the point (x, y). Hence ρ(ρ(x, y)) = (x, y). Similarly, we can prove that ρ(Nā) = (a) and ρ(L ∞ ) = (∞). Therefore, ρ defines a polarity on Π(f ). It is not difficult to check that (∞) is an absolute point of ρ and for each a ∈ F q 2 the point (a) is not absolute. For each affine point (x, y), it is absolute if and only if (x, y) is on Lx ,ȳ , i.e.
Hence the set defined by (13) is the set of absolute points of ρ. From the assumption (c), we know that there are totally q ·q 2 +1 points in U. Therefore, U is a unital.
When Π(f ) is a commutative semifield plane of order q 2 , i.e. f can be written as a Dembowski-Ostrom polynomial over F q 2 , the unitals derived from unitary polarities on Π(f ) are intensively investigated by Ganley in [19] . For the CoulterMatthews planes, the unitary polarities and derived unitals are considered by Knarr and Stroppel in [29] .
For the power planar functions (see Theorem 2.4), we take κ(x) =x = x q for x ∈ F q 2 ; for the Dickson's semifields and the one constructed in [43] (see Theorem 2.5 (a) and (b)), we set κ(x) =x = x 0 − x 1 ξ for x = x 0 + x 1 ξ ∈ F q 2 . It is readily to verify that for these two maps κ, the three assumptions in Lemma 4.1 are satisfied.
Recall that two unitals U 1 and U 2 in a projective plane Π are equivalent if there is a collineation of Π mapping U 1 to U 2 . One of the goals of this section is to prove the following theorem. Theorem 4.2. Let f be a Dembowski-Ostrom polynomial over F q 2 such that x → f (x) is a planar function on F q 2 . Let κ be a map on F q 2 satisfying all the assumptions in Lemma 4.1 and U the unital derived from κ. Let U θ be a unital defined in Proposition 2.2. Then U and U θ are not equivalent.
To prove Theorem 4.2, we proceed to consider the collineation group of Π(f ). Slightly different from Lemma 3.10, we define x * y :=
It is readily to verify that x * x = f (x) if f is a Dembowski-Ostrom polynomial. Lemma 4.3. Let u, v, w ∈ F q 2 . Let f be a Dembowski-Ostrom polynomial over F q 2 which defines a planar function. Let the map ς u,v,w on the points of Π(f ) be defined by
for each x, y ∈ F q 2 . Then the following statements hold.
(a) All ς u,v,w form a collineation group Σ of order q 6 . For u, v, w, u , v , w ∈
} is the group of elations with the axis N 0 and the center (∞).
Proof. For any u, v, w, a, b and x ∈ F q 2 ,
which equals (x+u, f (x+a+w)−f (w)−b+v). Together with ς u,v,w (x) → (x+w−u), we see that the line L a,b is mapped to L a+w−u,b+f (w)−v under ς u,v,w . Similarly, we can show that L ∞ is fixed and N a is mapped to N a+u . Hence ς u,v,w is a collineation. Moreover, it is routine to verify (14) and that all ς u,v,w form a collineation group Σ.
From (a) and Proof. Let us first look at the elements in Σ fixing U θ . If ς u,v,w fixes U θ , then w = 0. Otherwise, for arbitrary y ∈ F q 2 and t ∈ F q , there is always a unique solution x such that tθ + 2w * x − v = y.
It implies that (x + u, tθ + 2w * x − v) ∈ U θ when we choose y ∈ F q 2 \ θF q . Furthermore, it is also readily to verify that ς u,v,0 fixes U θ if and only if v ∈ θF q . Therefore, the subgroup in Σ fixing U θ is
which is abelian.
Second, we consider the elements in Σ fixing U. As there is only the point (∞) on L ∞ which is fixed by Σ, we only have to consider the affine points in U. Let (x, y) be an arbitrary point in U, which means that f (x +x) = y +ȳ. The point ς u,v,w (x, y) = (x + u, y + 2w * x − v) is still in U, which implies that f (x + u +x +ū) = y + 2w * x − v + y + 2w * x − v. we deduce that (15) 2(u +ū) * (x +x) + f (u +ū) = 2w * x + 2w * x − (v +v).
As (15) Hence the subgroup in Σ fixing U is Σ 2 := {ς u,v,u+ū : f (u +ū) = −(v +v)}.
From the assumption (c) in Lemma 4.1, there are totally q 3 elements in Σ 2 . By Lemma 4.3 (a), we see that Σ 2 is not abelian.
Assume to the contrary that U θ is equivalent to U, i.e. there exists ϕ ∈ Aut(Π(f )) such that ϕ(U θ ) = U. As Σ is normal in Aut(Π(f )), the two subgroups Σ 1 and Σ 2 are conjugate, which contradicts the fact that Σ 1 is abelian but Σ 2 is not.
Clearly Theorem 4.2 does not cover the Coulter-Matthews planar functions. To prove a similar result for the inequivalence between the two unitals U and U θ , we need the following result by Dempwolff and Röder in [15] . In Theorem 4.5, the group T is the shift group (see Section 2). The definition of Γ can be found in Proposition 3.2.
Using Theorem 4.5, we can prove the following results. Proof. Similarly as in the proof of Theorem 4.2, τ a,b fixes U θ if and only if b = sθ for some s ∈ F 3 m . We denote the group of all these 3 3n maps τ a,b by Σ 1 , which is also abelian.
It is routine to show that τ a,b fixes U if and only if a +ā = 0 and b +b = 0. Hence there are totally 3 2n such elements in T . They form a group denoted by Σ 2 . As T is a normal subgroup of Aut(Π(x d )), if U can be mapped to U θ under a collineation of Π(x d ), then Σ 2 must be conjugate to Σ 1 which leads to a contradiction.
To conclude this section, we proceed to consider the isomorphism between the classical unitals (Hermitian curves) H in PG(2, q 2 ) and U θ in any shift plane Π(f ). We use Aut(H) to denote the automorphism groups of the classical unitals H as designs. In [33] , O'Nan proved that Aut(H) ∼ = PΓU(3, q), which is transitive on the point sets of H.
Let p = char(F q ) and n is such that q = p n . The order of Aut(H) is 2n(q 3 + 1)q 3 (q 2 − 1) ([33, Page 496 and 503]). In [6, Theorem 1], Baker and Ebert proved that for a given point (∞) in H, the collineation group G of P G(2, q 2 ) fixing H and (∞) is of order 2nq 3 (q 2 − 1). Hence G is exactly the stabilizer of (∞) in Aut(H). In G, there is a non-abelian subgroup S of order q 3 and a subgroup R corresponding to the field automorphism group of Gal(F q 2 /F p ), R and S intersect at the identity element of G and R normalize S; see [6] and [7, Page 70] .
From the proofs of Theorems 4.2 and 4.6, we know that in the stabilizer of (∞) in the group Aut(U θ ), there is an abelian subgroup Σ 1 of order q 3 . That means if there is no abelian subgroup of order q 3 in G, then H and U θ can never be isomorphic as designs.
When gcd(n, p) = 1, it is clear that the non-abelian group S is a Sylow psubgroup of G. By Sylow theorems, all subgroups of order q 3 in G are non-abelian. When gcd(n, p) = p, it is also not difficult to follow the calculations in [7, Page 70] to verify that there is no abelian subgroups of order q 3 in S R. Hence there is also no abelian subgroups of order q 3 in G. Therefore, we have proved the following result.
Theorem 4.7. Let f be a planar function on F q 2 . If f can be written as a Dembowski-Ostrom polynomial over F q 2 or f is the Coulter-Matthews function. As designs, the unitals U θ defined by (2) in the plane Π(f ) and the classical unitals H are not isomorphic.
