Genome-wide association studies (GWASs) have identified many genetic variants underlying complex traits. Many detected genetic loci harbor variants that associate with multiple-even distinct-traits. Most current analysis approaches focus on single traits, even though the final results from multiple traits are evaluated together. Such approaches miss the opportunity to systemically integrate the phenome-wide data available for genetic association analysis. In this study, we propose a general approach that can integrate association evidence from summary statistics of multiple traits, either correlated, independent, continuous, or binary traits, which might come from the same or different studies. We allow for trait heterogeneity effects. Population structure and cryptic relatedness can also be controlled. Our simulations suggest that the proposed method has improved statistical power over single-trait analysis in most of the cases we studied. We applied our method to the Continental Origins and Genetic Epidemiology Network (COGENT) African ancestry samples for three blood pressure traits and identified four loci (CHIC2, HOXA-EVX1, IGFBP1/IGFBP3, and CDH17; p < 5.0 3 10
Introduction
Genome-wide association studies (GWASs) have been a major design to discover the genetic determinants of complex traits, with thousands of common genetic variants thus uncovered. The identification of genetic variants reveals important biological insights into the genetic architecture of complex traits such as hypertension (MIM 145500), human height (MIM 606255), and blood lipids. [1] [2] [3] It is well known that the effect sizes of identified common variants are often small and that a large sample size is necessary to ensure sufficient power to detect such variants. A common strategy is to perform a meta-analysis, combining the effect and variance estimates from as many independent studies as possible with the same or similar phenotypes, which does not require one to pool the individual-level data, thereby reducing the logistical and regulatory burden associated with transferring individual data across centers, 4 as well as avoiding the need to explicitly model study design differences or manage confounding by genotyping batch effects and trait ascertainment that differentially affect allele frequency estimates across studies. Notably, GWASs are generally performed with single traits (at a univariate level), although multiple related phenotypes are often collected and studied and are expected to reflect common physiological processes. For example, a hypertension study often measures systolic blood pressure (SBP), diastolic blood pressure (DBP), and hypertension status (HTN), and these phenotypes are analyzed separately. 1, 5 It has been suggested that univariate analysis could suffer low statistical power compared with multivariate analysis. 4 Systematic simultaneous analysis of multiple traits could improve the quality of inferences from analysis of outcomes that all relate to the biological construct of interest. The joint analysis of multiple phenotypes within a cohort has recently become popular for improving statistical power to detect genetic linkage and association. Solovieff et al. provided a detailed summary of such kinds of approaches. 4 Most multivariate methods are based on a multivariate regression framework and require both genotypes and phenotypes at the individual level, with an assumption of approximately normally distributed phenotypes. Extensions to allow for nonnormally distributed phenotypes and categorical phenotypes have also been developed based on generalized estimating equations (GEEs), ordinal regression, and a Bayesian framework. [6] [7] [8] [9] [10] On the other hand, approaches have been developed based on a dimension reduction technique on the phenotypes, such as principal-components (PCs) analysis and canonical correlation analysis. 11, 12 However, it has been reported that testing only the top PCs has lower power than the combined-PC approach. 13 In contrast to multivariate analysis, a method for integrating the results from standard univariate analyses across various phenotypes in GWASs has recently been developed. The Fisher's combined p value method can be applied to independent studies but is not straightforward when aggregating p values of different but correlated phenotypes within the same cohort, which will result in inflated type I error. The cross-phenotype meta-analysis (CPMA) was developed for testing whether there is association of a SNP to multiple phenotypes, rather than directly evaluating the aggregated association evidence between a SNP and multiple phenotypes.
14 Although the method can be applied to multiple independent studies, it does not allow overlapping or correlated samples among studies. Standard fixed and random effects meta-analysis methods are also used to combine association across multiple phenotypes but are not well suited to situations where a genetic variant has opposite effects on different phenotypes. As an example, psoriasis (MIM 309480) and Crohn disease (CD) have been reported to be positively correlated, with the prevalence of CD in individuals with psoriasis significantly higher than in controls. 15 However, the G allele of SNP rs12720356 in TYK2 (MIM 176941) increases risk for Crohn disease and decreases risk for psoriasis. 16, 17 For HTN-related traits, SBP rises linearly with age, in the absence of treatment, whereas DBP has an inverted ''U'' pattern with a zenith around age 50. Although SBP and DBP are positively correlated, a genetic variant might have opposite effect for the two traits. An extension of fixed effects meta-analysis is the subset-based meta-analysis, 18 which allows opposite effects and is able to test association to a subset of phenotypes. This method exhaustively searches all possible phenotype subsets and identifies the subset of traits with the strongest association, but with the cost of exponentially increased multiple tests. In addition, the method does not allow for heterogeneity across cohorts for the same phenotype. Several methods have also been developed based on a linear combination of the univariate test statistics. 19, 20 These methods have been further used to test for association between correlated traits and genetic markers. 21, 22 However, the authors focus on only a single study with multiple traits measured in the same individuals. In addition, individual-level genotype and phenotype data are also required for the method by Yang et al. 22 The trait-based association test that uses an extended simes (TATES) procedure combines p values obtained in univariate analysis of traits measured in the same individuals while correcting for correlations among phenotypes. 23 This approach can be challenging when combining association evidence across multiple independent studies because the phenotype correlation matrix can change from cohort to cohort. Another approach, the pleiotropy regional identification method (PRIMe), 24 evaluates pleiotropic loci in a genomic region with multiple phenotypes based on results of GWASs. This method calculates a pleiotropic index defined by the number of traits with low association p values in a genomic region. The flipping sign test uses p values obtained from individual trait analysis to combine association from multiple correlated traits but requires computationally intensive simulations to obtain combined p values at the genomewide significance level. 5 In this study, we propose a general approach that can integrate association evidence from multiple correlated continuous and binary traits from one or multiple studies. We allow for heterogeneity of effects for the same trait in different studies that might result from different populations, environmental exposures, or designs. We also allow heterogeneity effects for different phenotypes, which is not unexpected in practice. In addition, population structure and cryptic relatedness can be controlled. For cryptic relatedness, we also allow for overlapping or related subjects between the different cohorts studied. Although the proposed method is not specifically designed for identifying subsets of associated traits, we will offer insight into how to detect such subsets of traits.
Material and Methods
Assume we have summary statistical results of GWASs from J cohorts with K phenotypic traits. In each cohort, single SNP-trait association was analyzed for each trait separately. Let T ijk be a summary statistic for the i th SNP, j th cohort, and k th trait. Let 19, 20 When the statistics in T are mutually independent and W is diagonal with inverses of variances as elements, S Hom is equivalent to an inverse variance weighted meta-analysis. A similar method to S Hom has previously been proposed but it is not specifically for combining the effects across multiple traits. 24 Equivalently, we can take the sample sizes for the weights, i.e., w jk ¼ ffiffiffiffi n j p for the sample size n j of the j th cohort. Here we assigned more weight to a large study because a large study carries more information than a small study. The advantage of using sample size over inverse variance is that then we do not need to worry about the traits being on different scales, because a variance is dependent on the scale of measurement. In this study we take w jk ¼ ffiffiffiffi n j p .
The homogeneous effect size assumption is unlikely to be true, especially when multiple phenotypes are analyzed together. We introduce a test statistic based on S Hom , which is more powerful than S JK for homogenous data, because it has one degree of freedom. Ideally, we would like to have a test statistic that includes only the cohorts and traits with a true contribution to the association of a genetic variant under the alternative hypothesis H 1 . The truncated statistic methods for combining statistical evidence have been suggested for such an analysis. 25, 26 We adopt a similar idea here. For a given t > 0, we let T(t) be the subvector of T satisfying jT jk j > t. That is, only the statistics in the vector T with an absolute value larger than t will be kept. Similarly, we let R(t) be a submatrix of R representing the correlation matrix and W(t) to be the diagonal submatrix of W, corresponding to T(t). When t is large, S(t) can be undefined if jT jk j % t for all j and k. In this case we define S(t) ¼ 0. Our test statistic is then
SðtÞ:
The asymptotic distribution of S Het does not follow a standard distribution but can be evaluated by simulation (see the section Evaluating the Distribution of S Het under the Null Hypothesis).
We can rank the statistics jT jk j for all j and k and evaluate S(t) at these values to obtain max t>0 SðtÞ. Because S Het gives more weight to the large trait-cohort specific statistics, it can maintain statistical power when heterogeneity exists.
Estimation of the Correlation Matrix R among Test Statistics
We assume that the traits are quantitative but we can apply the same argument for qualitative traits. Let Y 1 and Y 2 be two trait vectors and G 1 and G 2 be two genotype vectors. Without loss of generality, we assume no covariates. If Y 1 and Y 2 come from the same study cohort, G 1 and G 2 are the same. We assume that linear regressions were applied to evaluate the association evidence between Y 1 and G 1 and between Y 2 and G 2 . That is, we have 
q . The correlation between T 1 and T 2 is
If Y 1 and Y 2 are two traits from the same cohort, then we have
where r 12 is the correlation between trait 1 and trait 2. We then have
If Y 1 and Y 2 are from different cohorts, then a correlation can be induced only by either overlapping samples or related subjects in the two cohorts. In either case, Equation 5 can capture the correlation. We note that Equation 5 does not depend on individual genotypes but only on the correlation between the two traits. Thus, corr(T 1 ,T 2 ) can be estimated from the summary statistics for all the independent SNPs in a genome-wide association study. That is,
where T 1 ,T 2 are the test statistics for the SNP for traits 1 and 2 in their corresponding cohorts, and m 1 and m 2 are their corresponding means. We suggest using independent SNPs across the genome in Equation 6 rather than all the SNPs regardless of the LD among them, which will lead to inflated correlation estimation. 27 
Evaluating the Distribution of S Het under the Null Hypothesis
Although S Hom follows a c 2 distribution with one degree of freedom, S Het does not have a closed form under the null hypothesis because of the data-adaptive approach we are using. However, S Het can be viewed as the maximum of weighted sum of trait-specific test statistics satisfying different thresholds, which is closely related to a gamma distribution. 28 We assume under the null hypothesis that S Het follows a gamma distribution with a mean shift and we use simulations to estimate this gamma distribution. Under the null, a correlation between two test statistics T 1 ,T 2 is determined by the trait correlation in Equation 2 and is independent of the SNP. Instead of generating genotype and phenotype data, we can directly simulate the test statistic T from a multivariate normal distribution Nð0; b RÞ, where b R is the estimated correlation matrix given by Equation 6 . We use the following steps to evaluate the distribution under the null hypothesis:
(1) Estimate the correlation matrix b R by Equation 6 with the observed test statistics across the common genome-wide SNPs for all cohorts and traits. The above procedure is not dependent on the particular SNP and this null distribution gammaðb a; b bÞ can be used for testing any SNP association, which drastically reduces the computation time. Notably, we can also directly use simulated S Het,1 , S Het,2 , ...S Het,L as the distribution under the null hypothesis. However, the computation is still intensive for GWASs because of the need to evaluate test statistics at a significance level of 5 3 10
À8
. We therefore suggest the use of the estimated gamma distribution.
Simulations
We conducted simulations to evaluate the type I error and power of the proposed method. Five cohorts with 3,000 individuals each and three blood pressure traits were generated. We allowed a portion of the samples to overlap among the cohorts, which simulated cryptic relatedness between samples from different cohorts. The simulated data mimicked the blood pressure data from the COGENT BP consortium, 5 which included SBP, DBP, and HTN.
The correlations between SBP and DBP was obtained from the CARe data. We first simulated a genotype g i for the i th individual with a minor allele frequency being sampled from a uniform distribution between 0.01 and 0.5, with the assumption of HardyWeinberg equilibrium.
To simulate the phenotype data, we first generated latent phenotypes by using a linear additive model
where Y 0 i , m, b, and ε i are column vectors of length 2, representing traits, intercepts, trait-specific effect sizes of a genotype, and random errors. We used parameters estimated from actual African American data. In our simulation, we simulated Y 
Results
We first examined whether the correlation among phenotypes can be well estimated by the corresponding genomewide test statistics, as represented in Equations 5 and 6. We simulated three correlated traits (SBP, DBP, and HTN) via the method above but with genetic effects b ¼ 0 and r ¼ 0.7 for 3,000 subjects. We also simulated 100,000 independent SNPs for each individual with minor allele frequencies being sampled from a uniform distribution between 0.01 and 0.5, with the assumption of HardyWeinberg equilibrium. We performed association tests for all the SNPs with the software Plink. 30 Table 1 shows the estimated correlation among the three traits using trait values and the estimated correlation matrix based on the test statistics of 100,000 SNPs. We observed that the trait correlations can be approximated through the calculation of correlations of test statistics of SNPs corresponding to traits (Table 1) . We next examined the type I error of statistics S Hom and S Het under three scenarios: (1) r ¼ 0, (2) r ¼ 0.25, and (3) r ¼ 0.5. For each scenario, we simulated 5 independent cohorts each with 3,000 subjects, 100,000 SNPs, and three traits (SBP, DBP, and HTN) under the null hypothesis of no genetic contribution to any of the three traits. We performed the association tests for all the SNPs with the software Plink 30 to obtain the test statistics in each cohort separately. We next calculated S Het for all the 100,000 SNPs and estimated the parameters a, b, and c for the shifted gamma distribution by matching the first three moments. Figure 1 depicts the empirical distributions of S Het À b c under the three scenarios when no overlapping subjects were generated between the five cohorts. We observed that the estimated gammaðb a; b bÞ fits the empirical distribution of S Het À b c well (Figure 1 ). In particular, we did not observe a departure in the tail of the gamma distribution. We observed similar results when there were 500 overlapping subjects among the five simulated cohorts ( Figure 2 ). We next used these estimated gamma distribution parameters to evaluate the type I error rates correspondingly.
Under each of six scenarios (r ¼ (0, 0.25, 0.5) 3 (nonoverlapping, overlapping sample)), we repeated the above process 100 times, which led to 10 7 S Hom and S Het A B and S Het statistics by using the shift gamma distribution with previous estimated corresponding parameters, respectively. We then calculated the type I error rates by evaluating the proportion of the p values less than a significance level. Table 2 presents the type I error rates at different significance levels. We observed that the type I error rates were well controlled for S Hom . For S Het , type I error rates were slightly inflated when significance levels were less than 10 À5 .
C D E F
Thus, the proposed S Het test statistics can be fitted reasonably well by an estimated shift gamma distribution under the null hypothesis. Because the distribution of S Het under the null hypothesis depends only on the correlation matrix among traits and number of cohorts and does not depend on a SNP, we can estimate the gamma (a, b) þ c that can be used for testing any SNP. This method is computationally feasible. We also observed that the type I error can be well controlled for S Hom , which follows c 2 1 under the null hypothesis. The well-controlled type I error rates for both S Hom and S Het regardless of nonoverlapping or overlapping samples among cohorts indicates that correlations estimated by Equation 6 are well enough for approximating the induced correlations among the summary statistics by overlapped samples.
Power
We evaluated the power of the statistics S Hom and S Het by simulating three traits, SBP, DBP, and HTN. To simulate the three traits, a SNP was simulated and its genetic effect was added correspondingly. For illustration, we simulated two scenarios: r ¼ 0 and r ¼ 0.5. In both scenarios, HTN is always correlated with SBP and DBP because of the way the data were simulated. In each scenario, we generated 5 cohorts, each with a sample size of 3,000 subjects. We allowed different genetic contributions to the traits: a genetic variant contributes to a trait in only one of five cohorts (heterogeneity across cohorts within the same trait) or in all five cohorts (no heterogeneity within a trait), and a genetic variant affects SBP only (heterogeneity between traits) or affects both SBP and DBP. After both genotypes and phenotypes were simulated, we perform association tests for all SNPs with the software Plink and calculated S Hom and S Het . We calculated the p values for S Hom by a c 2 1 and with the previous estimated shift gamma distribution for S Het , respectively. Power was defined as the proportion of test statistics with p values less than a corresponding significance level. We also examined the power when there were 500 overlapping subjects between cohorts. We analyzed the power of S Hom for SBP, DBP, and HTN, separately as well as combined, and this is denoted as S HomÀSBP , S HomÀDBP , S HomÀHT , and S Hom , respectively. Power analysis was calculated based on 1,000 replications. 
. S Het Distribution when Cohorts Have Overlapping Subjects
Distribution of the test statistic S Het under three scenarios as in Figure 1 . We generated 5 cohorts, each with sample size 3,000; 500 subjects were overlapping between cohorts. Left and right panels are as in Figure 1 .
We first examined the power when SBP and DBP were simulated independently. Figure 3 shows the power when a genetic variant contributes to only one of the five cohorts, which represents heterogeneity across cohorts for the same trait. When a genetic variant contributes only to SBP, S Het has the best power, followed by S HomÀSBP , S Hom , and S HomÀHT ( Figure 3A ). S HomÀDBP did not have power because there was no genetic contribution to DBP. This result suggests that the proposed statistic S Het is able to capture association evidence even when the data include noise because of heterogeneity among traits and cohorts. S HomÀSBP has more power than S Hom , which is not surprising because S Hom included DBP, which had no genetic contribution. The overlap of subjects across the five cohorts is equivalent to reducing the number of subjects who did not have a genetic contribution from SBP. It is thus not surprising that S HomÀSBP had the most power in this situation ( Figure 3B ). When a genetic variant contributes to both SBP and DBP in one cohort with the effect sizes in the same direction, the combined trait analyses by S Hom and S Het had much improved power although S Het still had the greatest power ( Figure 3C ). The power for S Hom was further improved when there were overlapping samples between studies ( Figure 3D ), which could be attributed to reduced heterogeneity across cohorts. When a genetic variant contributed to both SBP and DBP in one cohort but with the effects in opposite directions, S Het still maintained power, whereas S Hom had almost no power because of the cancellation of the SBP and DBP contributions whether or not there were overlapping samples among cohorts ( Figures 3E and 3F) . Figure 4 shows the power when a genetic variant contributes to all five cohorts, which represents no heterogeneity across cohorts for the same trait. When a genetic variant contributed only to SBP, S HomÀSBP had the most power, regardless of whether there were overlapping samples or not between cohorts ( Figures 4A and 4B ). The power of S Hom and S Het were comparable, with S Het outperforming S Hom for no overlapping samples between cohorts. When a genetic variant contributed to both SBP and DBP and the effects were in the same direction (no trait or cohort heterogeneity), S Het performed similarly to S Hom ( Figures  4C and 4D) . However, S Hom had no power although S Het maintained power when the genetic effects were in opposite directions (Figures 4E and 4F) .
The results were similar when SBP and DBP were highly correlated (correlation coefficient ¼ 0.5). That is, S Het usually outperformed or performed equivalently well as the other test statistics when heterogeneity due to cohorts or traits were present in our simulated data ( Figures 5  and 6 ). Interestingly, S Het improved power substantially when a genetic variant contributed to SBP and DBP in opposite directions but SBP and DBP were positively correlated, compared with no correlation ( Figures 3E and  3F versus Figures 5E and 5F ). Intuitively, if two traits are highly positively correlated, we are less likely to observe the estimated effects for a variant in opposite directions under the null hypothesis. The same is true if two traits are highly negatively correlated, wherein we will less likely observe the estimated effects for a variant in the same directions under the null hypothesis. The test statistic S Het apparently captures this information whereas S Hom does not.
Application to the BP GWAS Data from the Continental Origins and Genetic Epidemiology Network
We applied S Het and S Hom to the BP data from COGENT BP, which consists of 19 African ancestry cohorts, as detailed in Franceschini et al. 5 In brief, the COGENT Resource (WHI-SHARe), the Howard University Family Study (HUFS), the Bogalusa Heart Study (Bogalusa), the Sea Islands Genetic NETwork (SIGNET) and REGARDs, and the Loyola Maywood study (Maywood). Each study received IRB approval of its consent procedures, examination and surveillance components, data security measures, and DNA collection and its use for genetic research. All participants in each study gave written informed consent for participation in the study and to conduct genetic research. Genotyping for the 19 cohorts was performed with either Affymetrix or the Illumina whole-genome SNP genotyping arrays. Quality control of genotyping data and imputation were performed in each cohort separately. Uniform protocols for analysis were conducted by each study. The summary statistics from the 2.00 3 10
À7
Type I error rate was calculated from the asymptotic c 2 distribution with 1 d.f. for S Hom , and the shift gamma distribution parameters were estimated by matching the first three moments for S Het . We simulated ten million replications for each scenario.
GWASs, including the SNP estimated effect sizes and their corresponding standard errors for SBP, DBP, and HTN, were collected for meta-analysis. 5 In this analysis, we applied S Het and S Hom to these summary statistics. Because we observed many unexpected large estimated effect sizes for the HTN analysis in SIGNET, we excluded the HTN results of SIGNET. Thus, our analysis included 56 trait-specific results from GWASs. We obtained the inverse variance weighted meta-analysis results with the software METAL 31 for SBP, DBP, and HTN from the original report, 5 where SNP rs11041530 at reason for the slightly inflated GC factors could be that the hypertension traits are polygenic with a large number of genetic variants of small effect sizes contributing to the phenotypic variation. Combining SBP, DBP, and HTN would further aggregate these variants. S Hom detected the HOXA-EVX1 (MIM 142996) locus on chromosome 7 at a genome-wide significance level (Table 3 and Figure 7 , p ¼ 2.35 3 10 À9 ). This locus was also reported in the original study and was replicated in Asian and European populations, although SBP, DBP, or HTN trait-specific meta-analyses did not reach genome-wide significance in the discovery phase. 5 In comparison, S Het was able to detect four loci at genome-wide significance level (p < 5.0 3 10 À8 ), including HOXA-EVX1 on chromosome 7, CHIC2
(MIM 604332) on chromosome 4, IGFBP1-IGFBP3 (MIM 146730, 146732) on chromosome 7, and CDH17 (MIM 603017) on chromosome 8 (Table 3 and Figure 7 ). The regional plots for these four loci are presented in Figure 8 . Figure S1 (available online) shows forest plots of the cohort-specific effect sizes of SBP, DBP, and HTN for these four loci. Note that these loci have opposite directions in SBP and DBP meta-analysis except HOXA-EVX1 (Table 3 ), suggesting that the same genetic variant increases SBP but decreases DBP level (i.e., increases pulse pressure) or vice versa. Interestingly, CHIC2 has been reported to be associated with pulse pressure by large GWASs in a European population. 32 The most significant variant, rs11725861 in CHIC2, is located 3 kb away from the sentinel SNP rs871606 reported in Wain et al., 32 and these two SNPs are in strong linkage disequilibrium in HapMap CEU data (r 2 ¼ 0.35, D' ¼ 1). Because pulse pressure is defined as the difference between SBP and DBP, the opposite effect sizes of SBP and DBP in this study are thus consistent with the reported association evidence with pulse pressure in European population. The IGF system is implicated in the development of cardiovascular disease. Low circulating levels of IGFBP1 have been reported to be associated with the presence of macrovascular disease and hypertension in type 2 diabetes, 33, 34 although there is no direct report of association evidence between the variants at IGFBP1 and blood pressure. However, a recent meta-analysis of European cohorts identified IGFBP3 as being associated with long-term averaging of pulse blood pressure. 35 The most significant variant, rs11977526 near IGFBP3, is located 43 kb away from the sentinel SNP rs2949837 reported in Ganesh et al. 35 pressure, although linkage evidence was reported for this locus to essential hypertension in European population. 36 Six additional loci were also identified by S Het with suggestive evidence (p < 5 3 10 À7 , Table 3 ). The mutations in CACNA1D (MIM 114206), encoding Cav1.3, were reported to regulate Na þ , K þ , and Ca 2þ and to underlie a common subtype of adrenal hypertension. 37 The SNP rs6886515 on chromosome 5 is located in an intergenic region. SNP rs9401512 is in HSF2/PKIB (MIM 140581, 606914) on chromosome 6 and has not been reported to be associated with hypertension-related traits. However, this region has been reported to harbor BP variants in admixture mapping analyses. 38, 39 SNP rs11041530 in CYB5R2 was reported in the original study but was not significant in a replication analysis. 5 
Discussion
The observations from GWASs suggest that many genetic variants are associated with multiple correlated or even distinct traits, and such associations have been termed cross-phenotype (CP) associations, 4 which is relevant to pleiotropy in complex disease. We proposed a statistic S Het and compared it with S Hom , and both methods can integrate association evidence of multiple continuous and binary traits from multiple GWASs and thus detect CP associations. Both methods need only the summary statistics obtained from GWASs. S Hom is an extension of the linear combination of the univariate test statistics 19, 20 but allows for sample size as weights. S Het is a further extension of S Hom allowing for heterogeneous effects of a trait from different studies, which could be due to different designs, environmental factors, or populations, as well as heterogeneity effects for different phenotypes, which are not unexpected in practice. Under the null hypothesis, S Hom is asymptotically distributed as chi-square with 1 degree of freedom, although the asymptotical distribution of S Het is less clear but related to a gamma distribution. 28 Our simulations indeed suggest that S Het can be well approximated by a shift gamma distribution with parameters that can be estimated from the data. The simulations indicated that the type I error rate is reasonably controlled for both methods (Table 2 and ures 1 and 2). The estimated gamma distributions well fitted the corresponding empirical distributions as observed from both histograms and the Q-Q plots of S Het (Figures 1 and  2) . When we applied both methods to the data from COGENT BP African ancestry GWASs for blood pressure traits, we did not observe any substantial inflation of the type I error rate (Figure 7) , further indicating that both methods are valid. Our simulations suggest that when heterogeneity is of less concern, S Hom is more powerful than S Het . In contrast, when heterogeneity is present, S Het is more powerful than S Hom . This property can also be observed from the application of both statistics to the data from COGENT BP African ancestry GWASs for blood pressure traits. S Hom was able to detect the HOXA-EVX1 locus (p ¼ 2.35 3 10 À9 ) whereas S Het identified four loci (CHIC2, HOXA-EVX1, IGFBP1/IGFBP3, and CDH17; p < 5.0 3 10 À8 ) at a genome-wide significance level. All four loci were missed by single-trait analysis at genomewide significance level (p < 5.0 3 10 À8 ) and only the HOXA-EVX1 locus was identified by the flipping sign test in the original report, 5 suggesting that S Het is more powerful than combined p values methods when heterogeneity is present. The flipping sign test is similar to Fisher's method for combining the p values for different traits but requires a large number of simulations to estimate the null distribution to account for the trait correlations. Thus the flipping sign test is similar to S Hom but S Hom is more flexible and requires substantially less computational time because of using the estimated asymptotic distribution. The HTN-, SBP-, and DBP-specific meta-analysis of the HOXA-EVX1 locus did not show any heterogeneity (Table 3) , which is the reason that this locus was detected by S Hom . As suggested by our simulations, S Het is more applicable to heterogeneous data and was able to identify three additional loci, CHIC2, IGFBP1/IGFBP3, and CDH17. This is also consistent with the fact that the effect sizes estimated in the SBP-and DBP-specific meta-analyses were in opposite directions for all three of these loci (Table 3 ). In addition, S Het was able to identify six loci with suggestive association evidence for hypertension-related traits. Among the identified loci, CHIC2, HOXA-EVX1, IGFBP1/IGFBP3, CACNA1D, and GOSR2/WNT3 have been confirmed to be associated with hypertension-related traits, 5,32-35 suggesting that our methods powerfully identify true signals.
Compared with existing methods, S Hom and S Het have multiple advantages for identifying cross-phenotype (CP) associations. Both methods are able to combine traits measured on different scales, including continuous and binary traits. Further, S Het allows for heterogeneous effects. Both methods are able to accommodate overlapping or related subjects within and among different studies or cohorts, as our simulations suggested. We assumed that the trait-specific summary statistics have already well accounted for the confounding effect caused by either population structure or cryptic relatedness within a cohort. Since our approach accounts for correla- tions of test statistics among traits or cohorts, S Hom and S Het are able to control the effect of cryptic relatedness occurring among cohorts, as observed in the simulations when overlapping samples were simulated among cohorts (Figures 3, 4 , 5, and 6). S Hom and S Het are in principal able to control the effect of population structure occurring between cohorts, although this property of the methods has not been formally evaluated in our simulation studies. In contrast, a fixed or random effect meta-analysis is able to combine results from multiple studies but is limited to the same traits and no overlapping or related subjects across studies. The cross-phenotype metaanalysis 14 23 The scaled marginal model proposed by Schifano et al. 41 requires individual-level genotype and phenotype data. Thus, S Hom and S Het are quite general and can be applied to a wide range of data and study designs, and they require only that estimates exist for a given SNP. In contrast to the subset-based meta-analysis, 18 S Hom and S Het do not specifically identify a subset of associated traits. However, trait-specific meta-analysis results can be examined after a SNP is identified by S Het , which will allow one to see whether the association evidence from S Het is contributed by only a subset of the traits. When maximizing the statistic in Equation 3, we can record which trait or cohort contributed to the final statistic. The current S Hom and S Het test CP associations for only one SNP. Huang et al. 24 developed an interesting method, PRIMe, which can test a pleiotropic effect for multiple variants in a genomic region. It should not be difficult to extend S Hom and S Het to test for multiple variants in a genomic region by using a similar idea as the PRIMe uses, although further studies are warranted to investigate this. Our proposed statistics S Hom and S Het use the summary statistics to estimate the correlation coefficients among traits and cohorts. If trait correlations are known, S Hom and S Het can also be applied by supplying the correlation matrix in Equation 3 without using genome-wide summary statistics. There are advantages to using summary statistics instead of individual-level data. First, as pointed out by Lin and Zeng, 42 there is no asymptotic efficiency gain by analyzing individual-level data compared with metaanalysis when the parameter of interest has a common value across studies, although this aspect of performance is less clear when heterogeneity is present. Second, in practice it is easier and more feasible to obtain summary statistics than individual-level data. Finally, study-specific analysis is better to control the confounding within different study designs by environmental factors and between study designs by batch effects across experiments than pooling all data. In summary, the proposed general statistics S Hom and S Het are useful for detecting CP associations. In particular, S Het is better for analyzing multiple different phenotypes because heterogeneity occurs frequently. These methods could easily be deployed in existing consortia collections of association study metadata to improve the chances of novel discoveries and provide more return from those investments, as we have demonstrated in the COGENT consortium. The software of S Hom and S Het can be freely downloaded from the author's website. 
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