We study the singular fractional-order boundary-value problem with a sign-changing nonlinear
We study the singular fractional-order boundary-value problem with a sign-changing nonlinear , where n − 1 < α ≤ n, n ∈ N and n ≥ 3 with 0 < μ 1 < μ 2 < · · · < μ n−2 < μ n−1 and n − 3 < μ n−1 < α − 2, a j ∈ R, 0 < ξ 1 < ξ 2 < · · · < ξ p−2 < 1 satisfying 0 < p−2 j 1 a j ξ α−μn−1−1 j < 1, D α is the standard Riemann-Liouville derivative, f : 0, 1 × R n → R is a sign-changing continuous function and may be unbounded from below with respect to x i , and p : 0, 1 → 0, ∞ is continuous. Some new results on the existence of nontrivial solutions for the above problem are obtained by computing the topological degree of a completely continuous field.
Introduction
Fractional differential equations arise in many engineering and scientific disciplines, and particularly in the mathematical modeling of systems and processes in physics, chemistry, aerodynamics, electrodynamics of complex medium, and polymer rheology 1-6 . Fractionalorder models have proved to be more accurate than integer-order models, that is, there are more degrees of freedom in the fractional-order models. Hence fractional differential equations have attracted great research interest in recent years, and for more details we refer the reader to 7-16 and the references cited therein.
In this paper, we consider the existence of nontrivial solutions for the following singular fractional-order boundary-value problem with a sign-changing nonlinear term and fractional derivatives:
where n − 1 < α ≤ n, n ∈ N and n ≥ 3 with 0 < μ 1 < μ 2 < · · · < μ n−2 < μ n−1 and n − 3
Riemann-Liouville derivative, f : 0, 1 × R n → R is a sign-changing continuous function and may be unbounded from below with respect to x i , and p : 0, 1 → 0, ∞ is continuous.
In this paper, we assume that f : 0, 1 × R n → R, which implies that the problem 1.1 is changing sign or semipositone particularly . Differential equations with changingsign arguments are found to be important mathematical tools for the better understanding of several real-world problems in physics, chemistry, mechanics, engineering, and economics [17] [18] [19] . In general, the cone theory is difficult to handle this type of problems since the operator generated by f is not a cone mapping. So to find a new method to solve changingsign problems is an interesting, important, and difficult work. An effective approach to this problem was recently suggested by Sun 20 Motivated by 20-24 , we established some new results on the existence of nontrivial solutions for the problem 1.1 by computing the topological degree of a completely continuous field. The conditions used in the present paper are weaker than the conditions given in previous works 20-24 , and particularly we drop the assumption of even function in 24 . The new features of this paper mainly include the following aspects. Firstly, the nonlinear term f t, x 1 , x 2 , . . . , x n in the BVP 1.1 is allowed to be sign changing and unbounded from below with respect to x i . Secondly, the nonlinear term f involves fractional derivatives of unknown functions. Thirdly, the boundary conditions involve fractional derivatives of unknown functions which is a more general case, and include the two-point, three-point, multipoint, and some nonlocal problems as special cases of 1.1 .
Preliminaries and Lemmas
In this section, we give some preliminaries and lemmas.
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Definition 2.1. Let E be a real Banach space. A nonempty closed convex set P ⊂ E is called a cone of E if it satisfies the following two conditions: 1 x ∈ P, σ > 0 implies σx ∈ P ; 2 x ∈ P, −x ∈ P implies x θ.
2. An operator is called completely continuous if it is continuous and maps bounded sets into precompact sets. Let E be a real Banach space, E * the dual space of E, P a total cone in E, that is, E P − P, and P * the dual cone of P . * \ {θ} such that
Lemma 2.4 see 25 . Let P be a cone of the real Banach space E, and Ω a bounded open subsets of E. Suppose that T : Ω ∩ P → P is a completely continuous operator. If there exists
where L * is the dual operator of L. Choose a number δ > 0 and let
Lemma 2.5 see 24 . Suppose that the following conditions are satisfied.
A1 T : E → P is a continuous operator satisfying
lim u → ∞ Tu u 0; 2.3 A2 F : E → E is a
bounded continuous operator and there exists
A3 r 1 > 0 and there exist v 0 ∈ E and η > 0 such that
Let A LF, then there exists R > 0 such that
where 
provided that the right-hand side is pointwisely defined on 0, ∞ . 
where n α 1, and α denotes the integer part of the number α, provided that the righthand side is pointwisely defined on 0, ∞ . 
Lemma 2.11 see 27 . Assume that x ∈ C 0, 1 ∩ L 1 0, 1 with a fractional derivative of order α > 0. Then
where c i ∈ R i 1, 2, . . . , n , n is the smallest integer greater than or equal to α.
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by 28 , for t, s ∈ 0, 1 , one has
Lemma 2.12. 
is the Green function of the boundary-value problem 2.14 .
Proof. By applying Lemma 2.11, we may reduce 2.14 to an equivalent integral equation:
2.17
Note that w 0 w 0 0 and 2.17 , we have c 2 c 3 0. Consequently the general solution of 2.14 is 
2.22
So, the unique solution of problem 2.14 is 
2.23
The proof is completed. 
Proof. It is obvious that 1 holds. In the following, we will prove 2 . In fact, by 2.13 , we have
2.25
This completes the proof. Now let us consider the following modified problems of the BVP 1.1 :
2.26
Lemma 2.14. Let x t I μ n−1 u t , u t ∈ C 0, 1 , Then 
2.28
Noticing that
which implies that I α u 0 0, from 2.27 , for i 1, 2, . . . , n − 1, we have
Moreover, it follows from the monotonicity and property of I μ n−1 that
Consequently, x t I μ n−1 u t is a positive solution of problem 1.1 .
In the following let us list some assumptions to be used in the rest of this paper. H1 p : 0, 1 → 0, ∞ is continuous, p t / ≡ 0 on any subinterval of 0,1 , and
H2 f : 0, 1 × R n → −∞, ∞ is continuous. In order to use Lemma 2.5, let E C 0, 1 be our real Banach space with the norm u max t∈ 0,1 |u t | and P {u ∈ C 0, 1 : u t ≥ 0, for all t ∈ 0, 1 }, then P is a total cone in E.
Define two linear operators L, J : C 0, 1 → C 0, 1 by ii L satisfies L P ⊂ P g 1 , δ .
Proof. i By using the similar method of paper 22 , it is easy to know that L, J : C 0, 1 → C 0, 1 are completely continuous positive linear operators. In the following, by using the Krein-Rutmann's theorem, we prove that L, J have the first eigenvalue r > 0 and λ > 0, respectively. In fact, it is obvious that there is t 1 ∈ 0, 1 such that K t 1 , t 1 p t 1 > 0. Thus there exists a, b ⊂ 0, 1 such that t 1 ∈ a, b and K t, s p s > 0 for all t, s ∈ a, b . Choose ψ ∈ P such that ψ t 1 > 0 and ψ t 0 for all t / ∈ a, b . Then for t ∈ a, b , 
2.37
In the same way, J has a positive first eigenvalue λ and a positive eigenvector ϕ 2 corresponding to the first eigenvalue λ, which satisfy λJϕ 2 ϕ 2 .
2.38
ii Notice that K t, 0 K t, 1 ≡ 0 for t ∈ 0, 1 , by λJϕ 2 ϕ 2 and 2.12 -2.16 , we have ϕ 2 0 ϕ 2 1 0. This implies that ϕ 2 0 > 0 and ϕ 2 1 < 0 see 29 . Define a function χ on 0, 1 by
2.39
Then χ is continuous on 0, 1 and χ s > 0 for all s ∈ 0, 1 . So, there exist δ 1 , δ 2 > 0 such that δ 1 ≤ χ s ≤ δ 2 for all s ∈ 0, 1 . Thus
for all s ∈ 0, 1 . 
2.46
Hence, g 1 Lu ≥ δ||Lu||, that is, L P ⊂ P g 1 , δ . The proof is completed. 
3.14
As L is a positive linear operator, it follows from 3.14 that
LFu t ≥ λ 1 ε Lu t − Lb 1 − LT u t , ∀t ∈ 0, 1 .
3.15
So condition A3 in Lemma 2.5 holds. According to Lemma 2.5, there exists a sufficiently large number R > 0 such that deg I − A, B R , θ 0.
3.16
On the other hand, it follows from H4 that there exist 0 < ε < 1 and 0 < r < R, for any t ∈ 0, 1 , such that 
3.17
Thus for any u ∈ E with ||u|| ≤ r/τ ≤ r ≤ R, we have 
3.18

