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Abstract
We discuss QED description of quantum effects caused by a constant electric field
confined between two capacitor plates. We find special sets of exact solutions of the
Dirac equation corresponding to the so-called Klein zone. This made it possible to
effectively calculate all kinds of singular functions and find for them Fock-Schwinger
proper-time integral representations.
1 Introduction
A wide class of physical systems involve classical dynamics that is coupled to quantum
degrees of freedom that get excited as the classical system evolves. A particle production
from a vacuum by strong electric-like external backgrounds (the Schwinger effect [1]) is one
of the most interesting examples of such systems that attracts attention already for a long
time.
Depending on the structure of such external backgrounds, different approaches have been
proposed for calculating the effect. Initially, the effect of particle creation was considered
for time-dependent external electric fields that are switched on and off at the initial and
final time instants, respectively. We call such external fields the t-electric potential steps.
Scattering, particle creation from the vacuum, and particle annihilation by the t-electric
potential steps has been considered in the framework of the relativistic quantum mechanics,
see Refs. [2, 3, 4]; a more complete list of relevant publications can be found in Refs. [5, 6]. In
such backgrounds any consistent consideration of quantum processes in the vacuum violating
backgrounds has to be done in the framework of a quantum field theory, in particular quan-
tum electrodynamics (QED); a consideration in the framework of the relativistic quantum
mechanics is restricted and may lead to paradoxes and even incorrect results. Calculating
quantum effects in strong external backgrounds must be nonperturbative with respect to the
interaction with strong backgrounds. A general formulation of QED with t-electric potential
steps was developed in Refs. [7].
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It can be seen that in some situations the total number of pairs created due to strong
electric field is so large that itself can be considered as a large parameter. For example,
astrophysical objects such as black holes and hot strange stars can generate huge elec-
tromagnetic fields in their vicinity (dozens of times higher than Schwinger’s critical field,
Ec = m
2/e, to produce e+e−-pairs); see, e.g., Refs. [5, 6]. It can be also seen that in some
situations in graphene and similar nanostructures the vacuum instability effects caused by
strong (with respect of massless fermions) electric fields are of significant interest; see, e.g.,
Refs. [6, 8, 9, 10, 11, 12, 13] and references therein. At the same time in these cases elec-
tric fields can be considered as time-independent weakly inhomogeneous x-electric potential
steps (electric fields of constant direction that are concentrated in restricted space areas)
that can be approximated by a linear potential. Some heuristic calculations of the particle
creation by the x-electric potential step given by a linear potential in the framework of the
relativistic quantum mechanics were presented in Refs. [3, 14]. Note that the corresponding
limiting case of a constant uniform electric field has many similarities with the case of the de
Sitter background, see, e.g., Refs. [15, 16] and references therein. Thus we see that the study
of the vacuum instability in the presence of the L-constant electric field (a constant electric
field confined between two capacitor plates separated by a distance L) with large L→∞ is
quite important for various applications. Only critical step given by a potential difference
∆U > 2m (m is electron mass) produces electron-positron pairs and this production occurs
only in a finite range of quantum numbers that is called the Klein zone. The large total
number of pairs created corresponds extensive Klein zone.
Approaches for treating quantum effects in the explicitly time-dependent external fields
are not directly applicable to the x-electric potential steps. In the recent work [17] a con-
sistent nonperturbative formulation of QED with critical x-electric potential steps strong
enough to violate the vacuum stability was constructed. A nonperturbative calculation tech-
nique for different quantum processes such as scattering, reflection, and electron-positron
pair creation was developed. This technique essentially uses special sets of exact solutions
of the Dirac equation with the corresponding external field of x-electric potential steps. The
cases when such solutions can be found explicitly (analytically) are called exactly solvable
cases. This technique was effectively used to describe particle creation effect in the Sauter
field of the form E(x) = E cosh−2 (x/LS), in a constant electric field between two capacitor
plates, and in exponential time-independent electric steps, where the corresponding exact
solutions were available, see Refs. [17, 18, 19]. An approximate calculation method to treat
nonperturbatively the vacuum instability in arbitrary weakly inhomogeneous x-electric po-
tential steps was recently presented [20].
In this article, using the general approach developed in Ref. [17] and the results obtained
for the L-constant electric field [18], we find basic elements of QED in a constant electric field
between two capacitor plates, believing that the Klein zone is quite extensive. In section ??
we find a new set of exact solutions of the Dirac equation. In section ?? with the help of
these solutions we find all kind of singular function of the Dirac equation.
2 In- and out-solutions in a constant electric field
The Dirac equation in an external electromagnetic field given by the potential Aµ(X) in
d-dimensional spacetime has the form (~ = c = 1):
(γµPµ −m)ψ(X) = 0, Pµ = i∂µ − qAµ(X), (1)
where ψ(X) are 2[d/2]-component spinors and γµ – are Dirac matrices,
[γµ, γν ]+ = 2η
µν , ηµν = diag(1,−1, . . . ,−1)︸ ︷︷ ︸
d
, d = D + 1.
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Here X = (Xµ) = (t, r), r = (Xk), µ = 0, 1, . . .D, k = 1, . . . , D. We assume that the basic
Dirac particle is an electron with the massm and the charge q = −e, e > 0, and the positron
is its antiparticle.
The L-constant electric field E (x) has the form
E (x) =
{
0, x ∈ (−∞,−L/2] ∪ [L/2,∞),
E, x ∈ Sint = (−L/2, L/2), L > 0. (2)
We assume that corresponding potential step is critical and sufficiently large, eEL≫ 2m. In
this case the field E (x) and leading contributions to vacuum mean values can be considered
as macroscopic. In this sense the L-constant electric field is weakly inhomogeneous and shows
universal features with respect of electron-positron pairs creation [20]. This effect is due to
extensive Klein zone. In the limit L→∞ the L-constant field is one of a regularization for
a constant uniform electric field.
We are interested in effects due to the L-constant electric field when it can be approxi-
mated by a constant uniform electric field given by a linear potential,
A0(X) = −Ex, Ak(X) = 0, x = X1, E > 0. (3)
Let us consider the complete set of stationary solutions of Dirac equation, having the
following form
ψ (X) = (γP +m)Φ (X) , X = (t, x, r⊥) ,
Φn (X) = ϕn (t, x)ϕp⊥ (r⊥) vχ,σ, ϕp⊥ (r⊥) = (2π)
−(d−2)/2 exp (ip⊥r⊥) ,
ϕn (t, x) = exp (−ip0t)ϕn (x) , n = (p0,p⊥, σ),
r⊥ =
(
X2, . . . , XD
)
, p⊥ =
(
p2, . . . , pD
)
, γ⊥ =
(
γ2, ..., γD
)
, pˆx = −i∂x, (4)
where vχ,σ with χ = ±1 and σ = (σ1, σ2, . . . , σ[d/2]−1), σs = ±1, is a set of constant
orthonormalized spinors satisfying the following equations:
γ0γ1vχ,σ = χvχ,σ, v
†
χ,σvχ′,σ′ = δχ,χ′δσ,σ′ .
In fact these are stationary states with given energy p0, momenta p⊥ in the directions
perpendicular to the axis x, and spin polarisation σ.
We have from [18], that scalar functions ϕn (x) have to obey the second-order differential
equation{
pˆ2x − iχU ′ (x)− [p0 − U (x)]2 + p2⊥ +m2
}
ϕn (x) = 0, U(x) = −eA0(x). (5)
In what follows, we use solutions of the Dirac equation denoted as ζψn (X) and
ζψn (X), ζ =
± , with special left and right asymptotics:
pˆx ζψn (X) = p
L
ζψn (X) , x→ −∞,
pˆx
ζψn (X) = p
R ζψn (X) , x→ +∞.
The solutions ζψn (X) and
ζψn (X) asymptotically describe particles with given real mo-
menta pL/R along the x axis. Such solutions have the form (4) with the functions ϕn (x)
denoted as ζϕn (x) or
ζϕn (x), respectively. Solutions of the Dirac equation, ζψn (X) and
ζψn (X), can be subjected to the following orthonormality conditions on the x = const
hyperplane: (
ζψn, ζ′ψn′
)
x
= ζηLδζ,ζ′δn,n′ , ηL = +1,(
ζψn,
ζ′ψn′
)
x
= ζηRδζ,ζ′δn,n′ , ηR = −1;(
ψ, ψ′
)
x
=
∫
ψ† (X) γ0γ1ψ′ (X)dtdr⊥ . (6)
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Note that for two different solutions the integral
(
ψ, ψ′
)
x
can be easily calculated to be
(
ψn, ψ
′
n′
)
x
= I δn,n′ , δn,n′ = (2π)d−1 δ (p0 − p′0) δ (p⊥ − p′⊥) , (7)
I = ϕ∗n (x)
(
i
←−
∂ x − i−→∂ x
)
[p0 − U (x) + χi∂x]ϕ′n (x) .
Two sets of solutions ζψn (X) and
ζψn (X) can be decomposed through each other,
ζψn (X) = +ψn(X)g
(
+
∣∣ζ )− −ψn(X)g (− ∣∣ζ ) ,
ζψn (X) =
−ψn (X) g
(
− |ζ
)− +ψn (X) g (+ |ζ ) ,
where the expansion coefficients are determined by the expression(
ζψn,
ζ′ψn′ (X)
)
x
= g
(
ζ
∣∣∣ζ′ ) δn,n′ , g (ζ′ |ζ ) = g (ζ ∣∣∣ζ′ )∗ .
The Eqs. (5) can be written in the form[
d2
dξ2
+ ξ2 + iχ− λ
]
ϕn (x) = 0, ξ =
eEx− p0√
eE
, λ =
π2⊥
eE
. (8)
The general solution of Eq. (8) is completely determined by an appropriate pair of the
linearly independent Weber parabolic cylinder functions (WPCFs): either Dρ[(1 − i)ξ] and
D−1−ρ[(1 + i)ξ], or Dρ[−(1− i)ξ] and D−1−ρ[−(1 + i)ξ], where ρ = −iλ/2− (1 + χ) /2.
Using asymptotic expansions of WPCFs we see that these WPCFs can be classified by
sign of pL and pR [18] (see, Ref. [3], as well):
+ϕn (x) = +N ′D−1−ρ[−(1 + i)ξ] ∼ e−iξ
2/2, ξ → −∞, =⇒ pL = −ξ
√
eE
−ϕn (x) = −N ′Dρ[−(1− i)ξ] ∼ eiξ
2/2, ξ → −∞ =⇒ pL = ξ
√
eE; (9)
+ϕn (x) =
+N ′Dρ[(1 − i)ξ] ∼ eiξ2/2, ξ →∞, =⇒ pR = ξ
√
eE,
−ϕn (x) =
−N ′D−1−ρ[(1 + i)ξ] ∼ e−iξ2/2, ξ →∞, =⇒ pR = −ξ
√
eE; (10)
ζN=ζCY0, ζN = ζCY0, Y0 = (2π)−1/2 ,ζ C = ζC = (2eE)−1/2 epiλ.
The Dirac spinors are divided in the in-and out-solutions as follows [17]:
in− solutions : −ψn, −ψn ,
out− solutions : +ψn, +ψn. (11)
To calculate the Green’s functions, it is convenient to use two other complete sets of
solutions of the Dirac equation, which are not proper for the operator pˆ0 = i∂t, which we
construct as follows. The equation (5) admits integrals of motion in the class of linear
differential operators of the first order:
Yˆ0 = −ie, Yˆ1 = ∂t, Yˆ2 = ∂x + ieEt, Yˆ3 = x∂t + t∂x + ieE
2
(t2 + x2).
These operators form a four-dimensional Lie algebra L with nonzero commutation relations
[Y1, Y2] = −E Y0, [Y1, Y3] = Y2, [Y2, Y3] = Y1. (12)
We will act within the framework of the non-commutative integration method of linear
differential equations [22, 23, 24], which allows us to construct a complete set of solutions
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based on the symmetry of the equation. Namely, we define an irreducible λ- representation
of a Lie algebra L by the operators
ℓ0(p−, ∂p− , j) = ie, ℓ1(p−, ∂p− , j) = −eE∂p− +
i
2
p−, (13)
ℓ2(p−, ∂p− , j) = eE∂p− +
i
2
p−, ℓ3(p−, ∂p− , j) = −p−∂p− + ij −
χ+ 1
2
, p− ∈ R, j > 0.
Integrating the system of equations[
Yˆa + ℓa(p−, ∂p− , j)
]
ϕn− (t, x) = 0 (14)
together with the equation (5), we get a complete set of solutions to this equation, which is
characterized by a set of quantum numbers n− = (p−,p⊥, σ):
ϕ(±)n− (t, x) = C
(±)
n− exp
(
ie
E
2
[
1
2
x2− − t2
]
+
−i
2
[−i (1 + χ) + λ]
(
ln
±iπ−√
eE
)
− i
2
p−x+
)
,
π− = p− + eEx−, x± = t± x. (15)
The corresponding Dirac spinor is represented by the expression
ψn− (X) = (γP +m)Φn− (X) , (16)
Φn− (X) = ϕn− (t, x)ϕp⊥ (r⊥) vχ,σ.
In order to classify solutions (15), we define a direct and inverse integral transform that
transforms these solutions to solutions (4) that are proper for the operator pˆ0. We will look
for solutions to the equation (5) in the form
ϕ(±)n (t, x) = (2πeE)
−1/2
∫ +∞
−∞
M∗(p0, p−)ϕ
(±)
n− (t, x) dp− (17)
together with the equation
pˆ0ϕ
(±)
n (t, x) = p0ϕ
(±)
n (t, x). (18)
Substituting (17) into (18) with respect to condition (14) for the function M(p0, p−), we
obtain the following equation
−iℓ1(p−, ∂p− , λ)M(p0, p−) = p0M(p0, p−).
We choose a particular solution
M(p0, p−) = exp
(
i
4eE
[p2− − 4p−p0]
)
, (19)
which satisfies the orthogonality relation∫ +∞
−∞
M∗(p0, p−)M(p0, p
′
−)dp0 = 2πeE δ(p− − p
′
−). (20)
The inverse transform is:
ϕ(±)n− (t, x) = (2πeE)
−1/2
∫ +∞
−∞
M(p0, p−)ϕ
(±)
n (t, x)dp0. (21)
Thus, we have defined a direct (17) and inverse (21) integral transformation with a kernel
(19) that converts solutions (15) to solutions that are eigenfunctions for the operator pˆ0.
Applying this integral transform to solutions (15) we get:
ϕ(±)n (t, x) = (2πeE)
−1/2
∫ +∞
−∞
M∗(p0, p−)ϕ
(±)
n− (t, x) dp−
= C(±)n− (1− i)ρ+1e
ip2
0
2eE e−ip0tDρ [±(1− i)ξ] , ρ = −χ+ 1
2
− i
2
λ. (22)
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Comparing (22) with Eqs. (9)–(10), we obtain the following correspondence
ϕ(+)n (t, x) ∼ +N ′Dρ[+(1− i)ξ] = +ϕn (x) , (23)
ϕ(−)n (t, x) ∼ −N ′Dρ[−(1− i)ξ] = −ϕn (x) .
Transformation (21) allows one to set orthonormal relations on the hiperplane x = const for
spinors constructing with the help of functions ϕ
(±)
n− (t, x),(
ψ(±)n− , ψ
(±)
n′
−
)
x
= −δn−,n′− , (24)
where
ψ(±)n− (X) = (γP +m)Φ
(±)
n− (X) ,
Φ(±)n− (X) = ϕ
(±)
n− (t, x)ϕp⊥ (r⊥) vχ,σ, (25)
and determine the normalizing factors
C(±)n− = 2
(χ−1)/4 1√
2πeE
(
λ
2
(1 − χ) + (1 + χ)
)−1/2
epiλ/4. (26)
Then solutions satisfying the normalization on the hiperplane x = const will be denoted in
the same manner as the solutions ζψn,
ζψn. By definition, we assume that
+
− ϕn−(t, x) = (2πeE)
−1/2
∫ +∞
−∞
M(p0, p−)
+
− ϕn(t, x)dp0. (27)
Where it follows that
+
− ϕn(t, x) = (2πeE)
−1/2
∫ +∞
−∞
M∗(p0, p−)
+
− ϕn−(t, x)dp−. (28)
Accordingly, we have
+
− ψn− (X) = (γP +m)
+
− Φn− (X) ,
+
− Φn− (X) =
+
− ϕn−(t, x)ϕp⊥ (r⊥) vχ,σ. (29)
Choosing solutions with χ = 1, we get
g
(
+
∣∣− ) = ( +ψn− , +ψn′−)x = epiλ/2 δn,n′ . (30)
Now consider the second type of solutions,
ϕˇ(±)n− (t, x) = θ (∓π−)ϕ(±)n− (t, x) . (31)
Corresponding integral transform
ϕˇ(±)n (t, x) = (2πeE)
−1/2
∫ +∞
−∞
M∗(p0, p−)θ (∓π−)ϕ(±)n− (t, x) dp− (32)
= −C(±)n−
√
2
π
(−[1 + i])ρ−1Γ(ρ+ 1)e ip
2
0
2eE e−ip0tD−ρ−1 [∓(1 + i)ξ] ,
implies
ϕˇ(+)n (t, x) ∼+ N ′D−1−ρ[−(1 + i)ξ] = +ϕn (x) ,
ϕˇ(−)n (t, x) ∼ −N ′D−1−ρ[(1 + i)ξ] = −ϕn (x) . (33)
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It means that for spinors built by ϕˇ
(±)
n (t, x),
ψˇ
(±)
n− (X) = (γP +m) Φˇ
(±)
n− (X) ,
Φˇ(±)n− (X) = ϕˇ
(±)
n− (t, x)ϕp⊥ (r⊥) vχ,σ, (34)
the following orthogonality relations hold:(
ψˇ
(+)
n− , −ψn′−
)
x
= 0,
(
ψˇ
(−)
n− ,
+ψn′
−
)
x
= 0. (35)
Consequently, each of these orthogonal pairs allows us to form a complete orthonormal set,
respectively. Note that up to a factor we have
+ψn− ∼ ψˇ
(+)
n− = 0 if π− > 0,
−ψn− ∼ ψˇ
(−)
n− = 0 if π− < 0. (36)
There exist useful relations between solutions
{
ζψn− (X)
}
and
{
ζψn− (X)
}
. These are
the same relations that were established for the solutions { ζψn (X)} and
{
ζψn (X)
}
, since
g′s coefficients in this case do not depend on p0 or p−. Then for these functions the following
relations hold:
0 = +ψn− (X) = g
(
+
∣∣− )−1 [
−ψn− (X) g
(
−
∣∣− )+ −ψn− (X)] if π− > 0,
0 = −ψn− (X) = g
(
− |+
)−1 [ +ψn− (X) g (+ |+ )+ +ψn− (X)] if π− < 0. (37)
This gives a direct connection between the spinors normalized on the hiperplane x = const,
−ψn− (X) = − −ψn− (X) g
(
−
∣∣− ) θ (π−) , +ψn− (X) = − +ψn− (X) g (+ |+ ) θ (−π−) .
(38)
3 Green functions
The causal propagator S˜c(X,X ′) and the commutation function S˜(X,X ′) = i[Ψˆ (X) , Ψˆ (X ′)]+
of the Dirac equation in the presence of the x-electric potential steps are constructed as:
S˜c(X,X ′) = θ(t− t′) S˜− (X,X ′)− θ(t′ − t) S˜+ (X,X ′) ,
S˜(X,X ′) = i[Ψˆ (X) , Ψˆ (X ′)]+ = S˜
− (X,X ′) + S˜+ (X,X ′) , (39)
where singular functions are defined as follows [17]:
S˜−(X,X ′) = i
∑
n3
M−1n3
[
+ψn3 (X)wn3 (+|+) −ψ¯n3 (X ′)
]
,
S˜+(X,X ′) = i
∑
n3
M−1n3
[
−ψn3 (X)wn3 (−|−) +ψ¯n3 (X ′)
]
,
wn (+|+) = g
(
+ |−
)
g
(
− |−
)−1
= g
(
+
∣∣− ) g (+ ∣∣+ )−1 ,
wn (−|−) = g
(
− |+
)
g
(
− |−
)−1
= g
(
−
∣∣+ ) g (+ ∣∣+ )−1 ,
ψ¯ = ψ†γ0. (40)
Here Mn3 = |g (+ |− )|2 = exp(πλ) since we consider the solutions of the Dirac equation
normalized to the delta function:(
ζψn3 , ζ′ψn′3
)
=
(
ζψn3 ,
ζ′ψn′
3
)
= δσ,σ′δ(p− − p′−)δ(p⊥ − p′⊥)Mn3 . (41)
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The commutation function is a solution of the Dirac equation with the initial condition
(γP −m)S˜(X,X ′) = 0, S˜(X,X ′)
∣∣∣
t=t′
= iγ0δ(r, r′). (42)
Given the relationship (38) we obtain:
S˜−(X,X ′) = −i
∑
σ
∫
dp−dp⊥θ
(
+π′−
)
e−piλ/2
[
+ψn− (X) −ψ¯n− (X
′)
]
,
S˜+(X,X ′) = −i
∑
σ
∫
dp−dp⊥θ
(−π′−) e−piλ/2 [ −ψn− (X) +ψ¯n− (X ′)] . (43)
Then we substitute the solutions (16) into (43) and sum up the spin indices:
S˜±(X,X ′) =
∫
dp−θ
(∓π′−)Y (±)(X,X ′; p−),
Y (±)(X,X ′; p−) =
1
4π
(
γ0 + [−γ⊥pˆ⊥ +m]
1
π−
)
Ξ+
(
γ0 + [γ⊥pˆ
′∗
⊥ +m]
1
π′−
)
γ0 −+F (X,X
′; p−),
−
+F (X,X
′; p−) =
i
(2π)d−2
exp
(
i
2
[
eE
(
x2− − x′2−
2
− t2 + t′2
)
− p−(x+ − x′+)
])
I(−+a, |r⊥ − r′⊥|2),(44)
I(−+a, |r⊥ − r′⊥|2) =
∫
dp⊥ exp
(−i(−+a)p2⊥ + i(r⊥ − r′⊥)p⊥) , dp⊥ = dp2 . . . dpd−2,
−
+a =
1
2eE
[log (∓iπ˜−)− log
(±iπ˜′−)], π˜− = π−/√eE, π˜′− = π′−/√eE, (pˆ∗⊥)µ = i∂Xµ .
Here ∑
σ
v1,σv
†
1,σ =
∑
σ
(v1,σ ⊗ v†1,σ) = Ξ+, Ξ+ =
1
2
(
1 + γ0γ1
)
. (45)
In the complex variable −+a, we distinguish the main branch of the logarithm,
Re(−+a) =
1
2eE
log
∣∣∣∣π−π′−
∣∣∣∣ , Im(−+a) = ∓ π2eE sgn(π−)θ(−π−π′−). (46)
Calculating the Gaussian integral I(−+a, |r⊥ − r′⊥|2) we obtain the following expression for
the function −+F (X,X
′; p−):
−
+F (X,X
′; p−) = i
(
−i
4π
1
(−+a)
) d−2
2
exp
(
i
π− + π
′
−
4
y+ +
i
2
eEy0(x+ x
′)− i(+−a)m2 +
i
4(−+a)
|r⊥ − r′⊥|2
)
,
yµ = x
′
µ − xµ, y± = x′± − x±, y0 = t′ − t. (47)
This allows us to write the Green’s function in the form
S˜±(X,X ′) = ∓(γP +m)∆±(X,X ′), ∆±(X,X ′) =
∫
dp− θ
(∓π′−)−+ f(X,X ′; p−),
−
+f(X,X
′; p−) = exp
(−eEγ0γ1(−+a))−+ f (0)(X,X ′; p−),
−
+f
(0)(X,X ′; p−) = −
(−i
4π
)d/2(
1
(−+a)
) d−2
2
×
× exp
(
−i(−+a)m2 +
i
4(−+a)
|r⊥ − r′⊥|2 + i
π− + π
′
−
4
y+ +
i
2
eEy0(x+ x
′)− 1
2
[
log (∓iπ−) + log
(∓iπ′−)]
)
.(48)
8
In the integral (48) with respect to p−, we perform the change of variables s =
−
+a. Then∫ +∞
−∞
(·)θ (∓π′−) exp
(
−1
2
[
log (∓iπ−) + log
(∓iπ′−)]
)
dp−
=
∫
Γc
(·) eE ds
sinh(eEs)
− θ(∓y−)
∫
Γc−Γ−−Γ1
(·) eE ds
sinh(eEs)
, Γc = {+t, t = 0, . . . ,+∞},
Γ1 = {−t, t = 0, . . . ,+∞}, Γ2 = {t− iπ/(2eE), t = −∞, . . . ,+∞}. (49)
Close the integration contour Γc − Γ1 − Γ2 as Re s → ±∞ into the contour Γ. As a result,
we come to the equation
S˜±(X,X ′) = (γP +m)∆±(X,X ′), ∓∆±(X,X ′) =
∫
Γc
f(X,X ′; s)ds− θ(∓y−)
∫
Γ
f(X,X ′; s)ds,
f(X,X ′; s) = e−eEγ
0γ1s f (0)(X,X ′; s),
f (0)(X,X ′; s) = −
(−i
4π
)d/2
eE
s(d−2)/2 sinh(eEs)
× exp
(
−ism2 + i
4s
|r⊥ − r′⊥|2 +
i
2
eEy0(x + x
′)− i
4
eE coth(eEs)
(
y20 − y21
))
. (50)
The behavior of the kernel f(X,X ′; s) as s→ 0 corresponds to its behavior in the weak field
limit:
f(X,X ′; s)|s→0 = f0(X,X ′; s) [1 +O(s)] ,
f0(X,X
′; s) =
1
(4πs)d/2
exp
{
−iπ
4
(d− 4) + ieΛ− i
4s
yµy
µ
}
, Λ = −
∫ X
X′
Aµ(X˜)dX˜
µ.(51)
So the kernel f(X,X ′; s) has no other peculiarities in a sufficiently small neighborhood of
the point s = 0, except for this point itself, as it should follow from the general theory. It
can be shown [26] that ∫
Γ
F (X,X ′; s)ds = 0, yµy
µ < 0. (52)
Then
∓∆±(X,X ′) =
∫
Γc
f(X,X ′; s)ds− θ(∓y0)
∫
Γ
f(X,X ′; s)ds. (53)
For the causal propagator and the commutation function we finally obtain that
S˜c(X,X ′) = (γP +m)∆c(X,X ′), ∆c(X,X ′) =
∫
Γc
f(X,X ′; s)ds, (54)
S˜(X,X ′) = (γP +m)∆(X,X ′), ∆(X,X ′) = sgn(t− t′)
∫
Γ
f(X,X ′; s)ds. (55)
Note that the kernel f(X,X ′; s) satisfies the following differential equation and initial con-
ditions:
−i d
ds
f(X,X ′; s) =
(
P 2 −m2 − ieEγ0γ1) f(X,X ′; s),
lim
s→±0
f(X,X ′; s) = ±i δ(X,X ′). (56)
Hence it follows that f(X,X ′; s) is the Fock — Schwinger kernel and the causal propagator
(54) is given in the Fock–Schwinger proper time representation [1, 25]. The representation
(54) has the Schwinger form. The representation (55) coincides with the universal form
of the proper-time representation for the commutation function S˜(X,X ′); see [26]. The
representations (54) and (55) coincide up to the gauge of the field with the ones found in
Ref. [21] for a constant electric field given by the time-dependent potential A˜µ = Etδ
1
µ.
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