Abstract
Introduction
Outliers may contain some useful information potentially. In reality, data has a distinctive attributetime, which reflects the changes over time series. Finding outliers on time series data is of great significance. For example, research on the electrocardiogram can help confirm the disease so as to cure the patient as early as possible.
Up to now the technology of outlier detection on time series data has obtained some achievements in recent years. Aurea Gran´e and Helena Veiga use wavelets and divide the time series into scale part and detail part, then mine outliers on the basis of distance [1] . However this is put forward for univariate time series data. The SODA algorithm [2] considers outliers on time series data in linear model and detects outliers iteratively with the help of Whittle-type estimators; this method can deal with multivariate time series data neither. The ARMA model can also be used to deal with time series data [3] , however this method can't be used in outlier mining.
The IODA algorithm [4] uses density clustering techniques and decision trees to classify the time series data; outliers are determined according to a quality index. Xiaoqing Weng and Junyi Shen design an algorithm to detect top n outlier samples in multivariate time series (MTS) dataset [5] . After cutting the time series an extended Frobenius norm is used to compute the distance between MTS samples. The outlier score of MTS sample is the sum of the distances from its k nearest neighbors. However the time complexity is subquadratic.
The TOD algorithm [6] aims to mine temporal outliers on multivariate time series data. The method considers the historical similarity trends between data to find the data with drastic changes in the trends. The outlier score of data in each time is calculated by the updated temporal neighbor vectors. Nevertheless whether the data are similar at the beginning point is determined by the user-defined threshold totally and this may result in much error.
Sometimes the data points are cross-referenced, which means the trends between data should be the same. For instance, the temperature of seawater should be similar on the same day and this is the result of periodicity. Hence the study of similarity among data points has an important significance.
T. Warren Liao proposed an algorithm to cluster time series [7] . In this paper it first uses the existing clustering algorithms such as the agglomerative hierarchical algorithm, the k-Medoids-based genetic clustering algorithm, then adopts different distance measurement to measure the similarity/dissimilarity of clusters, and judges the performance of the clusters according to the evaluation criterion. Tseng VS and Chen Chunhao etc. introduce a time-series segmentation algorithm by using the clustering technique, the discrete wavelet transformation and the genetic algorithm [8] .
By the aid of the idea of clustering time series, we will adopt a clustering algorithm to detect outliers on multivariate time series data. In the first phase we use the improved ant colony algorithm to cluster and get the classification of time series data; in the second phase we calculate the difference of time stamps that lie in clusters between data points; outliers will be found with reference to neighbors.
The paper is organized as follows. In section 2 we give the descriptions of basic problem and then the mining method is introduced in section 3, in section 4 we discuss the experimental analysis and finally concludes the article in section 5.
Problem descriptions and definitions
A time series is a series of observations, ) (t x i , (i =1, ··· ,n; t =1, ··· ,m), made sequentially through time where i indexes the measurements made at each time stamp t. It is called an univariate time series when n is equal to 1, and a multivariate time series (MTS) when n is equal to, or greater than 2 [9] .
Assume the number of objects that will be analyzed is N, each data object has m attributes apart from the time dimension, and then the data object is defined as } ,...,
. The distance of dimensions except for time is measured by the weighted Euclidean distance
 is the standard deviation and i E is the expectation of dimension i, p i and q i are the values of dimension i for the object p and q respectively. i w represents the coefficient of variation which denotes the discreteness of each dimension, and we can find key attributes by using it as dimensions play different roles in reality. In literature [10] a concept of outlying reduction was proposed in order to find key attribute subspace but it is not suitable for time series data.
The center of cluster j is calculated by
denotes the set of data that lie in the R neighbor of j X . The distance in the same cluster should be as small as possible and the one between clusters as far as possible if it is a good clustering result. As there are dense and sparse clusters, so we take both the distance and the biased error into consideration and then we have the following definition: Definition 1. The distance of inner-cluster DNN
jr C is the r-th dimension of the center of cluster j. J is the cardinality of cluster j.
denotes the smallest distance with jr x in cluster j.
Definition 2. The distance of inter-cluster DIT
while
K u is the number of existed clusters instantaneously,
is the Euclidean distance of the centers of cluster j and i, ) ( j C avg is the average distance of the centers between j C and other clusters, p cj is the ratio of the number of data points and the entire number, while the former is the number of points lie in the neighbor of R plus r part from the cluster's cardinality, R is the radius of the cluster and r is user-defined.
Definition 3. The fitness coefficient of cluster j C :
In this way the better of the clustering result, the larger of the value; no matter the clusters are dense or sparse.
So the clustering quality is judged by
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The classification of time series data by the improved ant colony clustering algorithm
In this section we use the improved ant colony algorithm to cluster and get the classification of time series data.
The ant colony algorithm determines the quality of paths according to the amount of pheromone. Let max d be the maximum distance of two points in the data set, then the definition of the pheromone is as follows:
Definition 4. The pheromone of path ij:
In this way we can reduce the level of dependence to the radius of cluster R which is user-defined and then decrease the error results from the inaccurate R. To ensure the searching scope must be in the radius of a cluster and the time as short as possible, we set the limitation to 2 / max d because the number of clusters that will be generated must be above 2.
The ant chooses next path according to the transition probability of the paths and the definition is defined just as the same as the troditional ant colony algorithm [11] :
S denotes the set of the candidate points and } ,...,
, is the set of data points that lie in the R neighbor of the center j C of cluster j. If ij P ≥ 0 P , then i X should be added up to j C , or else not. 0 P is user-defined. (9) If the iteration number NC has reached the user-defined value; if so then output the clustering result with the smallest FCC, if not then go to step (2) .
Algorithm 1 uses the improved ant colony algorithm to cluster. There is no need to give the number of clusters with the aid of the pheromone and the transition probability, this improvement eliminates the error that brought by the inaccurate user-defined K. In addition we judge the quality of clustering from the distance of inner-clusters and inter-clusters 2 aspects. The options above can help get a much better clustering result.
Outlier score
In this section we will give the outlier score which depends on the difference of time stamps that lie in clusters between data points.
After clustering the data points in clusters have one categorical attribute only, that's the time. So we use the following structure to denote them. Assume there is a tuple K=(I,P)，while I is the set of ids and P is the set of attributes, then the tuple means the data have these attributes. So in this paper we can know:
I is the id of the data and n is the number of data points.
, while l t is the time stamp and T is the number of time stamps.
Definition 5. The time series vector of i (TV(i)):
Each data point has a time series vector with the length of T, the j-th position denotes the id of cluster that the time stamp j t lies in, then 
Whether the data point is outlier is determined by the difference of it and its neighbors in the whole time axis. So we treat the sum of each dimension of the outlier vector as the outlier score, then
Then we can get the outlier score of a data point at a specific time stamp, which depends on the whole outlier score and the difference with neighbors at this time stamp. OV(6)=<6,0,6,1,1,6,6,1> OV(7)=<6,0,6,6,6,6,6,6> As a result we can get the outlier score of the data points:
Among the data points, the 7-th point shows top1 anomaly as it deviates from most neighbors at most of time stamps while the 6-th point shows top 2 anomaly with 4 time stamps and the 5-th point shows top 3 with 1 time stamp. The 1-th to 4-th points have the general trends. Obviously the outlier score is coincident with the observed results from the above figure. 
The experimental analysis
The experiment was executed on Windows XP operation system, P4 processing unit, 1.0G main memory, 2.19GHz, 160G hard disk, and the algorithm was compiled by Java Language.
The experimental analysis on real world datasets
We used the real world moving object data to test the effectiveness of our algorithm. The average speed of moving cars on 80 similar (take the width of the road as criterion) one-way streets in a city from 6 am to 8 pm were chose as the study object and there are mainly three types of speed trend. The result can be seen from Figure 2 .
The speed on the research roads can be divided into 3 types: there are 78 roads that are similar with speed 1 while only 1 road with speed 2 and 3 respectively.
By the calculation we can know that the outlier score of speed 3 is the largest with speed 2 following, this is the same with the above figure that reflects the reality. Speed 3 is the top 1 outlier as it is in the suburban with less cars and high speed limit; speed 2 is the top 2 outlier especially with higher outlier score at 10 am, 9 am and 8 am as in these time stamps there was traffic on this road that day. Take speed 1 at 8 am for example, the outlier score at this time stamp is not higher after calculation and it was not detected as an outlier. It may be recognized as outlier from the univariate perspective as it is different from other time stamps, however the probability is eliminated by comparing with neighbors on multivariate conditions. The officer hours are usually 8:30 am to 9 am in the morning generally and so this time stamp is just the peak season and the speed is lower than other time stamps is reasonable. Again we can see the effectiveness of our algorithm.
The experimental analysis on synthetic datasets
Compared with TOD [6] , as we adopt the clustering algorithm to classify the time series data, there is no need to set the value of the parameter in the process of updating the similarity of neighbors; simultaneously no user-defined number of clusters also contributes to the accuracy of our algorithm.
Afterwards we test the accuracy of the algorithm with the number of iteration NC. The result is shown in Figure 3 . We can see that in the first clustering phase the algorithm became more and more accurate as the increasement of the number of iteration NC. When the number reaches a certain value the accuracy keeps a slow stable rise. To save time there is no need to increase the iteration number without limits but to get the result with a certain extent of accuracy.
Conclusion
In this paper we proposed an algorithm of outlier detection on multivariate time series data by clustering. First we calculate the weighted Euclidean distance between the data points apart form the dynamic time dimension, and use the improved ant colony algorithm to cluster in order to classify the time series data. At the same time we consider both of the distance of inner-cluster and inter-clusters and this guarantees the quality of clustering. In the next phase we calculate the time series vectors of the data points according to the distribution of the time stamps of the data, and then calculate the outlier vectors from the dissimilarity with neighbors under the criterion of the similar trends between data, the outlier score of a data point in the whole and at a specific time stamp can be achieved consequently. Outliers are determined by the outlier score in descending order. Experiments have demonstrated the effectiveness and the efficiency of our algorithm on mining outliers on multivariate time series data. 
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