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RATIONAL DEPENDENCE OF SMOOTH AND
ANALYTIC CR MAPPINGS ON THEIR JETS
M. S. Baouendi, P. Ebenfelt, and Linda Preiss Rothschild
§0. Introduction
Let M ⊂ CN and M ′ ⊂ CN
′
be two smooth (C∞) generic submanifolds with
p0 ∈ M and p
′
0 ∈ M
′. We shall consider holomorphic mappings H : (CN , p0) →
(CN
′
, p′0), defined in a neighborhood of p0 ∈ C
N , such that H(M) ⊂M ′ (and, more
generally, smooth CR mappings (M, p0) → (M
′, p′0); see below). We shall always
work under the assumption that M is of finite type at p0 in the sense of Kohn
and Bloom–Graham, and thatM ′ is finitely nondegenerate at p′0 (see §1 for precise
definitions). More precisely, we shall assume that M ′ is ℓ0-nondegenerate at p0,
for some integer ℓ0 ≥ 0. (Recall that for a real hypersurface, 1-nondegeneracy at a
point is equivalent to Levi nondegeneracy at that point. Also, as is further explained
in §2.2, the notion of finite nondegeneracy for real-analytic generic submanifolds
is intimately related to the notion of holomorphic nondegeneracy defined below in
this section.)
We denote by J the complex structure map on TCN . Recall that for p ∈ M ,
T cpM denotes the complex tangent space to M at p, i.e. the largest J-invariant
subspace of TpM , the tangent space of M at p. A smooth mapping H : M → M
′
is called CR if its tangent map dH maps T cpM into T
c
H(p)M
′ for every p ∈ M . A
CR mapping H : M → M ′ is called CR submersive at p if dH maps T cpM onto
T cH(p)M
′. A holomorphic mapping H sending M into M ′ is called CR submersive
if its restriction to M is. To a smooth CR mapping H : M →M ′, and p0 ∈M , one
may associate a unique formal (holomorphic) power series mapping
(0.1) Hˆ(Z) ∼
∑
α
aα(Z − p0)
α, aα ∈ C
N ′ ,
which sends (M, p0) into (M
′, p′0). (See §1 for details, definitions, and discussion.) If
H extends holomorphically to a neighborhood of p0 in C
N , then Hˆ(Z) is the Taylor
series of H at p0. For p ∈ C
N and p′ ∈ CN
′
, we shall denote by Jk(CN ,CN
′
)(p,p′)
the jet space of order k of holomorphic mappings (CN , p) → (CN
′
, p′). (See §2 for
further details.)
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Our main result (which will also be given in a slightly more precise and general
form in Theorem 2.1.5) gives rational dependence of the formal power series map-
ping associated to a CR submersive mapping, and more generally of a formal CR
submersive power series mapping (M, p0)→ (M
′, p′0) (see §1 for precise definitions),
on its jet of a predetermined order.
Theorem 1. Let M and M ′ be smooth generic submanifolds through p0 ∈ C
N
and p′0 ∈ C
N ′ , respectively, such that M is of finite type at p0 and M
′ is ℓ0-
nondegenerate at p′0 for some integer ℓ0 ≥ 0. Let d be the codimension of M . Then
there exist a finite number of formal power series mappings of the form
(0.2) Ψk(Z,Λ) ∼
∑
α
Qkα(Λ)
P k(Λ)l
k
α
(Z − p0)
α, k = 1 . . . , l,
where P k and Qkα are (C and C
N ′ valued, respectively) polynomials on the jet
space J (d+1)ℓ0(CN ,CN
′
)(p0,p′0) and l
k
α are nonnegative integers, such that the fol-
lowing holds. For any smooth CR submersive mapping H : (M, p0) → (M
′, p′0),
and more generally any formal (holomorphic) CR submersive power series map-
ping Hˆ : (M, p0)→ (M
′, p′0), there exists k ∈ {1, . . . , l} with P
k
(
j
(d+1)ℓ0
p0 (Hˆ)
)
6= 0
if d+ 1 is even and P k
(
j
(d+1)ℓ0
p0 (Hˆ)
)
6= 0 if d+ 1 is odd, and for any such k,
(0.3)
Hˆ(Z) ∼ Ψk
(
Z, j(d+1)ℓ0p0 (Hˆ)
)
, if d+ 1 is even,
Hˆ(Z) ∼ Ψk
(
Z, j
(d+1)ℓ0
p0 (Hˆ)
)
, if d+ 1 is odd.
If, in addition, M and M ′ are real-analytic, then the series (0.2), for k ∈ {1, . . . , l},
converges in a neighborhood of (p0,Λ0) in C
N × J (d+1)ℓ0(CN ,CN
′
)(p0,p′0) for every
Λ0 satisfying P
k(Λ0) 6= 0.
Theorem 1, which will follow from the more general Theorem 2.1.5, has a number
of applications. Our first application, which will be given in a more general form
in Theorem 2.1.1, states that a holomorphic mapping sending M into M ′ which is
CR submersive at p0 is uniquely determined by finitely many derivatives at p0.
Theorem 2. Let M , p0, d, M
′, p′0, and ℓ0 be as in Theorem 1. Then there exists
an integer k0, depending only on M , with 1 < k0 ≤ d + 1 such that the following
holds. If H1, H2 : (CN , p0) → (C
N ′ , p′0) are holomorphic mappings near p0 such
that Hj(M) ⊂M ′, Hj is CR submersive at p0, for j = 1, 2, and
(0.4)
∂|α|H1
∂Zα
(p0) =
∂|α|H2
∂Zα
(p0), ∀α : |α| ≤ k0ℓ0,
then H1 ≡ H2.
The conditions of finite type and finite nondegeneracy in Theorem 2 are also
essentially necessary, in a certain sense, for the conclusion to hold. We refer the
reader to the discussion in §2.2.
Our second application, Theorem 3 below (which is an easy consequence of The-
orem 1), deals with real-analytic submanifolds. It gives sufficient conditions for all
CR submersive formal mappings between real-analytic generic submanifolds to be
convergent.
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Theorem 3. Let M andM ′ be real-analytic generic submanifolds through p0 ∈ C
N
and p′0 ∈ C
N ′ , respectively, such that M is of finite type at p0 and M
′ is finitely
nondegenerate at p′0. Then, any formal (holomorphic) CR submersive mapping
Hˆ : (M, p0)→ (M, p
′
0) is convergent, i.e. Hˆ is the Taylor series at p0 of a holomor-
phic mapping H : (CN , p0) → (C
N ′ , p′0) near p0 with H(M) ⊂ M
′. In particular,
(M, p0) and (M
′, p′0) are formally equivalent if and only if they are biholomorphi-
cally equivalent.
For our next application of Theorem 1, we shall denote the set of holomorphic
mappings H : (CN , p0)→ (C
N ′ , p′0) which map M into M
′ and are CR submersive
at p0 by F(M, p0;M
′, p′0). This set has a natural inductive limit topology induced
by uniform convergence on compact neighborhoods of p0. We have the following
result, which will be proved in §4.3.
Theorem 4. Let M , p0, M
′, and p′0 be as in Theorem 3. Let d be the codimension
of M , and ℓ0 a nonnegative integer such that M
′ is ℓ0-nondegenerate at p
′
0. Then
there exist two real algebraic subvarieties
(0.5) A,B ⊂ J (d+1)ℓ0(CN ,CN
′
)(p0,p′0)
such that the mapping
(0.6) j
(d+1)ℓ0
0 : F(M, p0;M
′, p′0)→ J
(d+1)ℓ0(CN ,CN
′
)(p0,p′0)
is a homeomorphism onto A \ B. In addition, the image A \ B is totally real at
each nonsingular point.
The case where (M, p0) = (M
′, p′0) is of particular interest. In this case, the set
of mappings F(M, p0;M, p0) consists of biholomorphisms of (C
N , p0) (see Corollary
1.27) and, hence, forms a group under composition. This group is called the stability
group of M at p0, and is denoted Aut(M, p0). It follows from Theorem 4 that
Aut(M, p0), whereM is a real-analytic generic submanifold of codimension d which
is ℓ0-nondegenerate and of finite type at p0 ∈ M , is a real Lie group which can be
homeomorphically embedded as an algebraic, totally real subgroup of the jet group
G(d+1)ℓ0(CN )p0 (see also Theorem 2.1.14). Here G
(d+1)ℓ0(CN )p0 consists of those
elements in J (d+1)ℓ0(CN ,CN)(p0,p0) which are invertible.
Recall that a real-analytic generic submanifoldM ⊂ CN is called holomorphically
nondegenerate at p ∈ M if there are no non-trivial holomorphic vector fields (i.e.
holomorphic sections of the holomorphic tangent bundle T ′CN ) near p which are
tangent to M . If M is connected, then it is either holomorphically nondegenerate
at every point or at no point (see e.g. [BER4, Theorem 11.5.1]). We say that a
connected real-analytic generic submanifold M is holomorphically nondegenerate
if it is so at some (and hence at every) point. The relation between holomorphic
nondegeneracy and finite nondegeneracy is discussed in §2.2. The following result
is then a corollary of Theorem 4 and the discussion in §2.2.
Theorem 5. Let M be a connected, real-analytic, holomorphically nondegenerate,
generic submanifold of codimension d in CN which is of finite type at some point.
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Then there exists a proper real-analytic subvariety V of M such that the following
holds for every p ∈M \ V . The jet mapping
j(d+1)(N−d)p : Aut(M, p)→ G
(d+1)(N−d)(CN )p
is a continuous injective group homomorphism which is a homeomorphism onto a
totally real algebraic Lie subgroup of G(d+1)(N−d)(CN )p.
In §5, we consider smooth perturbations of generic submanifolds, satisfying the
appropriate conditions, and study the behavior of the functions Ψj in Theorem
1 under such perturbations (Theorem 5.1.1). As a consequence (Theorem 5.1.9)
we obtain the result that if the stability group of a real-analytic generic subman-
ifold M is discrete, then it remains discrete under real-analytic (small) pertur-
bations of M . One of the more important examples of a perturbation is allow-
ing the base point p0 ∈ M to vary. As another application of Theorem 5.1.1,
we show that the topological space ∪p∈M,p′∈M ′F(M, p;M
′, p′) is homeomorphi-
cally embedded in the jet manifold J (d+1)ℓ0(CN ,CN
′
) (see §5.2) as a difference
A \ B, where A,B ⊂ J (d+1)ℓ0(CN ,CN
′
) are real-analytic subvarieties whose fibers
in J (d+1)ℓ0(CN ,CN
′
)(p,p′) are real-algebraic (see Theorem 5.2.9).
The paper concludes with an application, in §6, of our methods to the study of
algebraicity of holomorphic mappings which map one real algebraic submanifold
into another; the reader is referred to Theorem 6.1 for this result.
An important tool in the proofs of the results in this paper is the sequence
of Segre mappings (see §3.1), which in the real-analytic case were introduced in
[BER1] along with the Segre sets. The Segre variety of a real-analytic hypersurface
M , which coincides with the first Segre set, was first introduced by Segre [Se]. Its
use in the study of holomorphic mappings between real-analytic hypersurfaces was
pioneered by Webster [W1], [W3]. Since then, its use has been crucial in the work
of many mathematicians, including Diederich–Webster [DW], Diederich–Fornaess
[DF], Forstneric [F], Huang [Hu], Diederich–Pinchuk [DP], and others. (See also the
notes in [BER4, Chapter X–XII].) The Segre sets, introduced in [BER1] and playing
a crucial role in the proofs in [BER1] and [BER2], have also been an important tool
in the work of Zaitsev [Z2], [Z3]. We should also mention here the work of Christ,
Nagel, Stein, and Wainger [CNSW] in a different context, in which they study the
relation between certain curvature conditions on families of submanifolds in Rn.
Two of these conditions are strikingly similar to the two equivalent conditions in
Theorem 3.1.9. An alternative presentation of the Segre sets and mappings, along
with a more detailed study, will be given in the forthcoming paper [BER5].
The study of automorphism groups of bounded domains in CN goes back to H.
Cartan [HC] (and was later continued by Kaneyuki [Ka] and, more recently, by
Zaitsev [Z1]). The structure of the local transformation groups of Levi nondegener-
ate hypersurfaces in C2 was investigated by E. Cartan [EC1], [EC2] in connection
with his work on biholomorphic equivalence problem. His results were later ex-
tended to Levi nondegenerate hypersurfaces in higher dimensions by Tanaka [Ta]
and Chern–Moser [CM]. In particular, the conclusions of Theorems 2,3, and 4 for
real-analytic Levi nondegenerate hypersurfaces follow from their work. The conver-
gence of the formal series (0.2) in Theorem 1 in the real-analytic case seems to be
new even for Levi nondegenerate hypersurfaces. Further results on transformation
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groups of Levi nondegenerate hypersurfaces were obtained by a number of math-
ematicians, including Webster [W2], Burns-Shnider [BS], and the Moscow school
(Beloshapka, Krushilin, Loboda, Vitushkin, etc.; see Krushilin [Kr], and Vitushkin
[Vi]). Stanton [St1], [St2] considered infinitesimal CR automorphisms on general
real-analytic hypersurfaces. (See also [BER2] for results on infinitesimal CR auto-
morphism in higher codimensions.) The case of higher codimensions was considered
by Tumanov–Henkin [TH], Tumanov [Tu] in the case of quadratic manifolds, and
by Beloshapka [B] in the more general case where the Levi forms of the submani-
folds are nondegenerate. For these classes of manifolds, the conclusion of Theorem
2 follows from their work.
We conclude the introduction by giving a brief history of results related to those
of Theorems 1–4 above. Theorem 2, in the case N = N ′ with M and M ′ real-
analytic and of the same dimension, was obtained in [BER2]. In [BER3], Theorems
1, 3, and 4, with slightly weaker conclusions, were proved in the case N = N ′ with
M and M ′ real-analytic hypersurfaces. Zaitsev [Z2] proved a weaker version of
Theorem 1 for real-analytic CR submersive mappings (in the real-analytic case),
namely one in which the jet space of order (d + 1)ℓ0 is replaced by that of order
2(d + 1)ℓ0 and where the dependence on the jets is only local analytic instead of
rational. In particular, his result shows that the stability group is a Lie group
with the natural topology. However, for the application given by Theorem 3 it is
important to prove Theorem 1 for formal CR submersive mappings.
For most of the proofs of the results mentioned above, it is convenient to work
with formal mappings between formal generic submanifolds. Hence, most results
presented here will be reformulated, and proved, in this more general context.
The following section presents the necessary preliminaries and definitions. In what
follows, the distinguished points p0 and p
′
0 on M and M
′, respectively, will, for
convenience and without loss of generality, be assumed to be 0.
§1. Preliminaries on formal submanifolds and mappings
Let C[[x]] = C[[x1, . . . , xk]] be the ring of formal power series in x = (x1, . . . , xk)
with complex coefficients. Suppose that ρ = (ρ1, . . . , ρd) ∈ C[[Z, ζ]]
d, where Z =
(Z1, . . . , ZN ) and ζ = (ζ1, . . . , ζN ), satisfies the reality condition
(1.1) ρ(Z, ζ) ∼ ρ¯(ζ, Z),
where ρ¯ is the formal series obtained from ρ by replacing each coefficient in the
series by its complex conjugate; we use the symbol ∼ to denote equality of formal
power series. If, in addition, the series ρ satisfies the condition ρ(0) = 0, and
(1.2) ∂ρ1(0) ∧ . . . ∧ ∂ρd(0) 6= 0,
then we say that ρ defines a formal real submanifold M of CN through 0 of codi-
mension d (and dimension 2N − d). If M ′ is another such formal real submanifold
defined by ρ′ = (ρ′1, . . . , ρ
′
d), then we shall say that M =M
′ if there exists a d× d
matrix of formal power series a(Z, ζ) (necessarily invertible at 0) such that
(1.3) ρ(Z, ζ) ∼ a(Z, ζ)ρ′(Z, ζ).
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These definitions are motivated by the fact that if in addition the components of
ρ are convergent power series, then the equations ρ(Z, Z¯) = 0 define a real-analytic
submanifold M of CN through 0. Moreover, if M ′ is another such defined by a
convergent power series ρ′, then (1.3) holds if and only if M and M ′ are the same.
Also, if M is a smooth real submanifold in CN through 0, then the Taylor series
at 0 of a smooth defining function ρ(Z, Z¯) of M near 0, with Z¯ formally replaced
by ζ, defines a formal real submanifold through 0. These observations will be used
to deduce the results given in the introduction from the corresponding results for
formal real submanifolds.
If the formal series ρ defining M satisfies the stronger condition
(1.4) ∂Zρ1(0) ∧ . . . ∧ ∂Zρd(0) 6= 0,
(which in particular implies (1.2)) then we say that the formal real submanifold M
is generic. We say that a formal vector field
(1.5) X =
N∑
j=1
(
aj(Z, ζ)
∂
∂Zj
+ bj(Z, ζ)
∂
∂ζj
)
,
with aj , bj ∈ C[[Z, ζ]], is tangent to the formal real submanifold M if
(1.6) Xρ(Z, ζ) ∼ a(Z, ζ)ρ(Z, ζ),
for some d× d matrix of formal power series a(Z, ζ).
We say that the formal vector field X in (1.6) is of type (0, 1) if aj ∼ 0,
j = 1, . . . , N , and similarly of type (1, 0) if the bj ∼ 0. Let DM denote the
C[[Z, ζ]]-module generated by all formal (0, 1) and (1, 0) vector fields tangent to
M , and gM the Lie algebra generated by DM . We denote by gM (0) the complex
vector space obtained by evaluating the coefficients of the formal vector fields in
gM at 0. Similarly, we use the notation DM (0) for the complex vector space ob-
tained by evaluating the coefficients of the formal vector fields in DM at 0. (The
reader should observe the analogy, for a smooth real submanifold M through 0,
between the complexified complex tangent space CT c0M to M at 0 and DM (0) for
the corresponding formal submanifold.) Thus, we have DM (0) ⊂ gM (0) ⊂ T
′
0C
2N ,
where T ′0C
2N denotes the holomorphic tangent space of C2N at 0,
We say that M is of finite type at 0 if dimC gM (0) = dimM = 2N − d. (Note
that the vector space DM (0) has dimension 2N − 2d; this follows easily from the
fact that M is generic and of codimension d.)
We shall also need the notion of finite nondegeneracy of a formal generic sub-
manifold. We say that the formal generic submanifold M is finitely nondegenerate
at 0 if there exists an integer ℓ ≥ 0 such that
(1.7) span
{
Lα
(
∂ρj
∂Z
)
(0) : 1 ≤ j ≤ d, |α| ≤ ℓ
}
= CN .
Here, L1, . . . , Ln is a basis for the C[[Z, ζ]]-module of all formal (0, 1) vector fields
tangent to M (so n = N − d) modulo those whose coefficients are in the ideal
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generated by ρ1, . . . , ρd. We also use multi-index notation, i.e. we introduce the
vector L = (L1, . . . , Ln) and, for any α ∈ Z
n
+, we write
(1.8) Lα = Lα11 . . . L
αn
n , |α| =
n∑
j=1
αj .
More precisely, we say that M is ℓ0-nondegenerate at 0 if ℓ0 is the smallest integer
for which (1.7) holds. It is an easy exercise to show that the definition of ℓ0-
nondegeneracy (and hence that of finite nondegeneracy) does not depend on the
choice of basis L = (L1, . . . , Ln), defining series ρ = (ρ1, . . . , ρd), or the choice
of coordinates Z. Hence, ℓ0-nondegeneracy is a property of the formal generic
submanifold M . The reader is also referred to [BER4] for further discussion of
these notions, as well as that of finite type, for smooth and real-analytic generic
submanifolds.
Let H : (CN , 0) → (CN
′
, 0) be a formal mapping, i.e. H ∈ C[[Z1, . . . , ZN ]]
N ′
such that each component of H(Z) = (H1(Z), . . . , HN ′(Z)) has no constant term.
To such a formal mapping H we associate a formal mapping H : (CN × CN , 0) →
(CN
′
× CN
′
, 0) defined by
(1.9) H(Z, ζ) ∼ (H(Z), H¯(ζ)).
If M and M ′ are formal real submanifolds of CN and CN
′
defined by formal se-
ries ρ(Z, ζ) = (ρ1(Z, ζ), . . . , ρd(Z, ζ)) and ρ
′(Z ′, ζ ′) = (ρ′1(Z
′, ζ ′), . . . , ρ′d′(Z
′, ζ ′)),
respectively, then we say that the formal mapping H, as above, maps M into M ′,
denoted H : (M, 0)→ (M ′, 0), if
(1.10) ρ′(H(Z), H¯(ζ)) ∼ c(Z, ζ)ρ(Z, ζ),
for some d′ × d matrix c(Z, ζ) of formal power series. It will be be convenient
to choose normal coordinates, Z = (z, w) and ζ = (χ, τ) with z = (z1, . . . , zn),
w = (w1, . . . , wd) (so n + d = N), χ = (χ1, . . . , χn), and τ = (τ1, . . . , τd), in
CN ×CN for M at 0. By this we mean a formal change of coordinates Z = Z(z, w)
with Z(z, w) a formal invertible mapping (CN , 0) → (CN , 0), and ζ = Z¯(χ, τ) the
corresponding change, such that
(1.11) ρ(Z(z, w), Z¯(χ, τ)) ∼ a(z, w, χ, τ)(w−Q(z, χ, τ)),
where a(z, w, χ, τ) is an invertible d × d matrix of formal power series, and the
vector valued Q ∈ C[[z, χ, τ ]]d satisfies
(1.12) Qj(0, χ, τ) ∼ Qj(z, 0, τ) ∼ τj, j = 1, . . . , d.
(See [BER4, Chapter IV.2].) It follows from the reality of ρ that
(1.13) ρ(Z(z, w), Z¯(χ, τ)) ∼ b(z, w, χ, τ)(τ − Q¯(χ, z, w)),
where b(z, w, χ, τ) is an invertible d × d matrix of formal power series. Similarly,
we choose normal coordinates Z ′ = (z′, w′) and ζ ′ = (χ′, τ ′) in CN
′
× CN
′
, with
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z′ = (z′1, . . . , z
′
n′) and w
′ = (w′1, . . . , w
′
d′) (so n
′ + d′ = N ′), such that M ′ is
defined by w′−Q′(z′, χ′, τ ′) (or, more precisely, by a′(z, w, χ, τ)(w′−Q′(z′, χ′, τ ′)),
for some matrix a′ making the expression real). Then we may write the formal
mapping H = (F,G), with F = (F1, . . . , Fn′) and G = (G1, . . . , Gd′), and the
condition H : (M, 0)→ (M ′, 0) can be expressed by either of the equations
(1.14)
G(z, w) ∼ Q′(F (z, w), F¯ (χ, τ), G¯(χ, τ))
or
G¯(χ, τ) ∼ Q¯′(F¯ (χ, τ), F (z, w), G(z, w)),
for τ = Q¯(χ, z, w) or w = Q(z, χ, τ). An observation that will be useful is that
G(z, 0) ∼ 0, as is easily verified by taking w = τ = 0 and χ = 0 in (1.14).
Note that if M and M ′ correspond to real-analytic submanifolds and the formal
mapping H defines a holomorphic mapping (CN , 0) → (CN
′
, 0) in some neighbor-
hood of the origin, then H : (M, 0)→ (M ′, 0) if and only if H(M) ⊂M ′. Moreover,
if M ⊂ CN and M ′ ⊂ CN
′
are smooth CR submanifolds through the origin and
h : M → M ′ is a smooth CR mapping, with h(0) = 0, then there exists a unique
formal mapping H : (M, 0)→ (M ′, 0) such that, for any local parametrization
(1.15) R2N−d ⊃ U ∋ x 7→ Z(x) ∈M,
with Z(0) = 0, we have
(1.16) h(Z(x)) ∼ H(Z(x)),
where the left hand side of (1.16) refers to the Taylor expansion at 0 of the smooth
mapping x 7→ h(Z(x)), and the right hand side is taken in the sense of composition
of H and the Taylor series at 0 of Z(x). (See e.g. [BER4, §1.7]). Observe that if h
is the restriction to M of a holomorphic mapping (CN , 0) → (CN
′
, 0), then H(Z)
is the Taylor series of this holomorphic mapping.
Given a formal mapping H : (CN , 0) → (CN
′
, 0), we denote the tangent map-
ping of the associated formal mapping H : (CN × CN , 0) → (CN
′
× CN
′
, 0) by
dH : T ′0C
2N → T ′0C
2N ′ ; thus, dH is the mapping taking a vector
(1.17) X =
N∑
j=1
(
aj
∂
∂Zj
+ bj
∂
∂ζj
)
, aj, bj ∈ C
in T ′0C
N to the vector
(1.18) dH(X) =
N ′∑
j=1
(
(XHj(Z))(0)
∂
∂Z ′j
+ (XH¯j(ζ))(0)
∂
∂ζ ′j
)
in T ′0C
N ′ . Recall that we say that the vector X in (1.17) is a (1, 0) vector if
bj = 0, j = 1, . . . , N , and (0, 1) vector if aj = 0, j = 1, . . . , N . It is clear
that dH maps (0, 1) vectors to (0, 1) vectors and (1, 0) vectors to (1, 0) vectors. If
H : (M, 0)→ (M ′, 0), then it follows that dH maps DM (0) into DM ′(0). We shall
say that a formal mapping H : (M, 0)→ (M ′, 0) is CR submersive at 0 if
(1.19) dH(DM (0)) = DM ′(0).
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Proposition 1.20. Let M and M ′ be formal generic submanifolds through the
origin in CN and CN
′
, respectively. If H : (M, 0) → (M ′, 0) is a CR submersive
formal mapping, then dH(gM (0)) = gM ′(0).
Proof. Let L′1, . . . , L
′
n′ be a basis for the formal (1, 0) vector fields tangent to M
′,
and L˜′1, . . . , L˜
′
n′ a basis for the formal (0, 1) vector fields tangent to M
′. We claim
that for any formal (1, 0) vector field L tangent toM there exist formal power series
aj = aj(Z, ζ), j = 1, . . . n
′, such that for any f ∈ C[[Z ′, ζ ′]] we have
(1.21) L(f ◦ H) ∼
n′∑
j=1
aj((L
′
jf) ◦ H)
as power series in (Z, ζ). To prove the claim, it suffices to find aj(Z, ζ) satisfying
(1.21) with f(Z ′, ζ ′) = Z ′k, k = 1, . . .N
′. This is done by using the chain rule and
elementary linear algebra over the quotient field of C[[Z, ζ]]. The details are left
to the reader. Similarly, for any (0, 1) vector field L˜ tangent to M , we can find
a˜j(Z, ζ) such that
(1.22) L˜(f ◦ H) ∼
n′∑
j=1
a˜j((L˜
′
jf) ◦ H)
as power series in (Z, ζ). Thus, for bases L1, . . . , Ln of the (1, 0) vector fields
tangent to M and L˜1, . . . , L˜n of the (0, 1) vector fields tangent to M , we obtain
two n× n′ matrices (ajk(Z, ζ)) and (a˜jk(Z, ζ)) of formal power series such that
(1.23) Lj(f ◦ H) ∼
n′∑
k=1
ajk((L
′
kf) ◦ H), L˜j(f ◦ H) ∼
n′∑
k=1
a˜jk((L˜
′
kf) ◦ H),
for all f ∈ C[[Z ′, ζ ′]]. It is easy to verify that (1.19) implies that the rank of each of
these matrices at 0 equals n′. Hence, we may assume, after a linear transformation
of the Lj ’s and L˜j ’s (over C[[Z, ζ]]) if necessary, that
(1.24) Lj(f ◦ H) ∼ (L
′
jf) ◦ H, L˜j(f ◦ H) ∼ (L˜
′
jf) ◦ H, j = 1, . . . , n
′,
for all f ∈ C[[Z ′, ζ ′]]. It follows immediately from (1.24) that we also have
(1.25) [X, Y ](f ◦ H) ∼ ([X ′, Y ′]f) ◦ H,
for any X, Y ∈ {L1, . . . , Ln′ , L˜1, . . . , L˜n′} and corresponding X
′, Y ′ ∈ {L′1, . . . ,
L′n′ , L˜
′
1, . . . , L˜
′
n′} (i.e. such that X , X
′ and Y , Y ′ satisfy (1.24)). In particular, we
have
(1.26) dH([X, Y ]0) = [X
′, Y ′]0.
Repeating this argument for commutators of any length, we can conclude that
dH(gM (0)) = gM ′(0). This completes the proof of Proposition 1.20. 
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Corollary 1.27. Let M and M ′ be formal generic submanifolds of codimension
d and d′ through the origin in CN and CN
′
, respectively. Assume that M ′ is of
finite type at 0, and let H : (M, 0)→ (M ′, 0) be a CR submersive formal mapping.
Then dH(T ′0C
N ) = T ′0C
N ′ and d ≥ d′. If in addition N = N ′, then dH is an
isomorphism of T ′0C
N into itself, i.e. the formal mapping H is invertible.
Proof. Since dH maps DM (0) onto DM ′(0) by assumption, and hence gM (0) onto
gM ′(0) by Proposition 1.20, it follows that the induced mapping from the quotient
space gM (0)/DM(0) is onto gM ′(0)/DM ′(0). Since M
′ is of finite type at 0, it
follows that dim gM ′(0)/DM ′(0) = d
′. Since d ≥ dim gM (0)/DM(0), it follows that
d ≥ d′. (Hence, we also have N ≥ N ′.)
To prove that dH(T ′0C
N ) = T ′0C
N ′ , we take normal coordinates Z = (z, w),
ζ = (χ, τ) in C2N for M and Z ′ = (z′, w′), ζ ′ = (χ′, τ ′) in C2N
′
for M ′. For
H = (F,G), the fact that H : (M, 0) → (M ′, 0) is expressed by (1.14). Also,
dH(DM (0)) = DM ′(0) is equivalent to ∂F/∂z(0) having rank n
′. Using the facts
that G(z, 0) ∼ 0 and M ′ is of finite type at 0, and applying Proposition 1.20, we
conclude that the rank of ∂G/∂w(0) is d′. This completes the proof of dH(T ′0C
N ) =
T ′0C
N ′ . The second statement of Corollary 1.27 is an immediate consequence of the
first. 
§2. Uniqueness and parametrization of formal mappings
§2.1. Main results. In this section, we shall give results on uniqueness and
parametrization of formal mappings between formal real submanifolds from which
Theorems 1–3 presented in the introduction will follow. We first give sufficient
conditions so that a mapping sendingM intoM ′ is determined by a finite number of
derivatives of the mapping at 0. The necessity of these conditions will be discussed
in §2.2.
Theorem 2.1.1. Let M and M ′ be formal generic submanifolds through 0 ∈ CN
and 0 ∈ CN
′
, respectively, such that M is of finite type at 0 and M ′ is ℓ0-
nondegenerate at 0 for some integer ℓ0. Let d denote the codimension of M . Then
there exists an integer k0, depending only on M , with 1 < k0 ≤ d+1, such that the
following holds. If H1, H2 : (M, 0)→ (M ′, 0) are CR submersive formal mappings
such that
(2.1.2)
∂|α|H1
∂Zα
(0) =
∂|α|H2
∂Zα
(0), ∀α : |α| ≤ k0ℓ0,
then H1 ∼ H2.
Remark 2.1.3. If N = N ′, dimM = dimM ′, and Hj , j = 1, 2, are invertible formal
mappings, then dHj : DM (0) → DM ′(0), j = 1, 2, are necessarily isomorphisms,
and hence surjective. More generally, if n = n′ (recall that n denotes N − d, where
d denotes the codimension of M , and similarly for n′ and M ′) and the mappings
dHj : DM (0) → DM ′(0), j = 1, 2, are injective, then they are also necessarily
surjective. (Indeed, dimDM (0) = 2n.)
It is clear from the remarks in §1 that Theorem 2.1.1 is a more general version
of Theorem 2 in the introduction. The proof of Theorem 2.1.1 will be given in §3.4.
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Let E(CN ,CN
′
)(0,0) denote the set of germs of holomorphic mappings (C
N , 0)→
(CN
′
, 0) and Eˆ(CN ,CN
′
)(0,0) the set of formal mappings (C
N , 0) → (CN
′
, 0). For
each positive integer k, we denote by Jk(CN ,CN
′
)(0,0) the jet space of order
k of holomorphic mappings (CN , 0) → (CN
′
, 0), and by jk0 : Eˆ(C
N ,CN
′
)(0,0) →
Jk(CN ,CN
′
)(0,0) the jet mapping taking a formal mapping H to its kth jet at 0,
jk0 (H). In particular, J
1(CN ,CN
′
)(0,0) can be viewed as the space of linear map-
pings from CN to CN
′
. For k ≥ l ≥ 1, we denote by
(2.1.4) jk,l0 : J
k(CN ,CN
′
)(0,0) → J
l(CN ,CN
′
)(0,0)
the canonical mapping induced by jl0 : Eˆ(C
N ,CN
′
)(0,0) → J
l(CN ,CN
′
)(0,0).
Given coordinates Z and Z ′ on CN and CN
′
, the jet space Jk(CN ,CN
′
)(0,0) can
be identified with the set of polynomial mappings (CN , 0)→ (CN
′
, 0) of degree k.
The coordinates on Jk(CN ,CN
′
)(0,0), which we will denote by Λ, can then be taken
to be the coefficients of these polynomials. Observe that formal changes of coordi-
nates in CN and CN
′
give a polynomial change of coordinates in Jk(CN ,CN
′
)(0,0).
The reader is referred e.g. to [GG] or [BER4, Chapter XII] for further discussion
of these notions. Our main result is the following, which in particular implies
Theorem 2.1.1 above and Theorem 1 in the introduction (we leave the details of the
proofs of these implications to the reader), and from which several other theorems
will be deduced below.
Theorem 2.1.5. Let M and M ′ be formal generic submanifolds through 0 ∈ CN
and 0 ∈ CN
′
of codimension d and d′, respectively, such that M is of finite type at
0 and M ′ is ℓ0-nondegenerate at 0 for some integer ℓ0. Assume that n ≥ n
′, where
n = N − d and n′ = N ′ − d′. Then there exist an integer k1 with 1 < k1 ≤ d+ 1,
a polynomial P on J1(Cn
′
,Cn
′
)(0,0) and for each ˜ = (j1, . . . , jn′), with 1 ≤ j1 <
. . . < jn′ ≤ n, a linear surjective mapping
π˜ : J
1(CN ,CN
′
)(0,0) → J
1(Cn
′
,Cn
′
)(0,0)
and a formal power series in Z = (Z1, . . . ZN )
(2.1.6) Φ˜(Z,Λ) ∼
∑
|α|>0
c˜α(Λ)
(P (π˜(j
k1ℓ0,1
0 (Λ))))
l
˜
α
Zα,
where c˜α(Λ) are C
N ′ valued polynomials in Jk1ℓ0(CN ,CN
′
)(0,0) and l
˜
α nonnegative
integers, satisfying the following. For every formal mapping H : (M, 0)→ (M ′, 0),
which is CR submersive i.e.
(2.1.7) dH(DM (0)) = DM ′(0),
there exists ˜ as above such that P (π˜(j
1
0(H))) 6= 0 and
(2.1.8)
H(Z) ∼ Φ˜(Z, jk1ℓ00 (H)), if k1 is even,
H(Z) ∼ Φ˜
(
Z, jk1ℓ00 (H)
)
, if k1 is odd.
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In addition, if M and M ′ are real-analytic, then for every ˜ as above and Λ0 with
P (π˜(j
k1ℓ0,1
0 (Λ0)) 6= 0 the series (2.1.6) converges uniformly for (Z,Λ) near (0,Λ0)
in CN × Jk1ℓ0(CN ,CN
′
)(0,0).
In what follows, we shall denote by Fˆ(M,M ′) = Fˆ(M, 0;M ′, 0) the set of for-
mal mappings (M, 0) → (M ′, 0) which are CR submersive. (For brevity, we here
suppress the dependence on the base points of M and M ′, which in this section are
assumed to the origin in the respective spaces.) When M and M ′ are real-analytic,
then we also denote by F(M,M ′) := F(M, 0;M ′, 0) those formal mappings in
Fˆ(M,M ′) that are convergent, and hence define holomorphic mappings which map
a neighborhood of 0 in M into a neighborhood of 0 in M ′. Thus, in this notation,
Theorem 3 in the introduction gives sufficient conditions on M and M ′ so that
F(M,M ′) = Fˆ(M,M ′).
The following result, which will be proved in §4.3, is based on Theorem 2.1.5.
Theorem 2.1.9. Let M and M ′ be formal generic submanifolds through 0 ∈ CN
and 0 ∈ CN
′
, respectively, such that M is of finite type at 0 and M ′ is ℓ0-
nondegenerate at 0 for some integer ℓ0. Then there exist an integer k1, depending
only on M , with 1 < k1 ≤ d + 1 where d denotes the codimension of M , and two
real algebraic subvarieties A,B ⊂ Jk1ℓ0(CN ,CN
′
)(0,0) such that the image of the
mapping
(2.1.10) jk1ℓ00 : Fˆ(M,M
′)→ Jk1ℓ0(CN ,CN
′
)(0,0)
coincides with A\B. In addition, the image A\B is totally real at each nonsingular
point.
Remark 2.1.11. If M and M ′ are real-analytic, then, in view of Theorem 3, the
conclusion of Theorem 2.1.9 also holds for convergent maps, i.e. with Fˆ(M,M ′)
replaced by F(M,M ′) in (2.1.10). In this case, (2.1.10) is a homeomorphism onto
its image. This is the content of Theorem 4, which will be proved in §4.3.
Let us consider the case N = N ′ andM =M ′, whereM is of finite type at 0. By
Corollary 1.27, the set Fˆ(M,M) consists of formal mappings H : (M, 0) → (M, 0)
which are invertible. Thus, Fˆ(M,M) is a group under composition.
For k ≥ 1, we denote by Gk(CN )0 the group (under composition) of invertible
jets in Jk(CN ,CN )(0,0), which is a complex Lie group. It follows from the above
that, for any k ≥ 1, the image of Fˆ(M,M) under jk0 is contained in G
k(CN )0 ⊂
Jk(CN ,CN )(0,0).
Theorem 2.1.12. Let M be a formal generic submanifold through 0 in CN which
is ℓ0-nondegenerate and of finite type at 0. Then there exists an integer k1 with
1 < k1 ≤ d+ 1, where d denotes the codimension of M , such that
(2.1.13) jk1ℓ00 : Fˆ(M,M)→ G
k1ℓ0(CN )0
is an injective group homomorphism and its image is a totally real algebraic Lie
subgroup of Gk1ℓ0(CN )0.
If M is a real-analytic generic submanifold through 0 in CN , then, as men-
tioned in the introduction, F(M,M) (which in view of Theorem 3 coincides with
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Fˆ(M,M)) is usually called the stability group of M at 0, and is denoted by
Aut(M, 0). The group Aut(M, 0) has a natural (inductive limit) topology cor-
responding to uniform convergence on compact neighborhoods of 0. That is, a
sequence {Hj} ⊂ Aut(M, 0) converges to H ∈ Aut(M, 0) if there is a compact
neighborhood of 0 to which all the Hj extend and on which the Hj converge uni-
formly to H.
Theorem 2.1.14. Let M be a real-analytic generic submanifold through 0 in CN
which is ℓ0-nondegenerate and of finite type at 0. Then there exists an integer k1
with 1 < k1 ≤ d+ 1, where d is the codimension of M , such that
(2.1.15) jk1ℓ00 : Aut(M, 0)→ G
k1ℓ0(CN )0
is a continuous injective group homomorphism and its image is a totally real al-
gebraic Lie subgroup of Gk1ℓ0(CN )0. Moreover, (2.1.15) is a homeomorphism onto
the image jk1ℓ00 (Aut(M, 0)).
For the proofs of the results above, we shall need several tools which will be pre-
sented in §3 below. However, we first discuss briefly the necessity of the conditions
imposed on M and M ′ in the results above.
2.2. Generic necessity of finite type and finite nondegeneracy in the
real-analytic case. In the theorems given in §2.1, a standing assumption is that
M is of finite type at 0 and that M ′ is finitely nondegenerate at 0. In this section,
we shall discuss to what extent these conditions are necessary for the results. More
precisely, we shall discuss failure of the conclusion in Theorem 2.1.1 (which is a
consequence of the main result, Theorem 2.1.5).
The notion of finite nondegeneracy at a point p in a real-analytic, generic sub-
manifold M is intimately related to that of holomorphic nondegeneracy as defined
in the introduction. A connected, real-analytic, generic submanifold M ⊂ CN of
codimension d is holomorphically nondegenerate (at some point or, equivalently,
at all points) if and only there exists ℓ(M), 0 ≤ ℓ(M) ≤ N − d, such that M is
ℓ(M)-nondegenerate outside a proper real-analytic subvariety ofM (see e.g. [BER1]
or [BER4, Chapter XI]). Also, it is easy to see that the set of points at which a
real-analytic, generic submanifold is not of finite type is a real-analytic subvariety
of M (see also [BER4, §1.5]). Thus, a connected, real-analytic, generic subman-
ifold M ⊂ CN of codimension d is either (a) ℓ-nondegenerate, for some ℓ with
0 ≤ ℓ ≤ N − d, and of finite type outside a proper real-analytic subvariety of M ,
(b) holomorphically degenerate, or (c) of infinite type at every point (but (b) and
(c) are not mutually exclusive).
For a formal generic submanifold M ⊂ CN , the notion of (formal) holomorphic
nondegeneracy can be defined as follows. We say that a formal (1, 0) vector field is
(formally) holomorphic is its coefficients are independent of ζ. The formal generic
submanifold M is said to be holomorphically nondegenerate at 0 if there are no
nontrivial (formal) holomorphic vector fields tangent to M . If M is a real-analytic
generic submanifold, then it is (formally) holomorphically nondegenerate at 0 as
a formal submanifold if and only if it is holomorphically nondegenerate at 0 as a
real-analytic one (i.e. in the sense defined in the introduction). Moreover, if M is
a smooth generic submanifold, then it is holomorphically nondegenerate at 0 (as a
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formal submanifold) if and only there exists a sequence of points pj ∈ M tending
to 0 such that M is finitely nondegenerate at each pj . The reader is referred to
[BER4, Chapter XI] for these results.
The following result shows necessity of the hypotheses in Theorem 2.1.1.
Theorem 2.2.1. Let M ⊂ CN be a formal generic submanifold. Suppose either of
the following hold.
(i) M is holomorphically degenerate at 0.
(ii) M is weighted homogeneous, i.e. defined by the vanishing of weighted homo-
geneous polynomials, and of infinite type at every point (as a real-analytic
submanifold).
Then for any integer K > 0 there exist local formal invertible mappings
H1, H2 : (CN , 0)→ (CN , 0)
mapping M into itself such that
(2.2.2)
∂|α|H1
∂Zα
(0) =
∂|α|H2
∂Zα
(0), ∀|α| ≤ K,
but H1 6≡ H2. If M is real-analytic, then H1 and H2 can be chosen to be biholo-
morphic near 0.
In the real-analytic case, Theorem 2.2.1 was proved in [BER2]. The proof of
Theorem 2.2.1 in the general case is similar to that in the real-analytic case and
the modifications are left to the reader.
§3. Tools for the proofs
§3.1. The Segre mappings. We keep the notation introduced in the previous
sections; e.g. M is a formal generic submanifold of codimension d defined by the
formal power series ρ = (ρ1, . . . , ρd). Recall that Z = (z, w), with z = (z1, . . . , zn)
and w = (w1, . . . , wd), and ζ = (χ, τ), with χ = (χ1, . . . , χn) and τ = (τ1, . . . τd),
are normal coordinates for M at 0, so that M is defined by
(3.1.1) wj −Qj(z, χ, τ), j = 1, . . . , d,
where the Qj ∈ C[[z, χ, τ ]] satisfy
(3.1.2) Qj(0, χ, τ) ∼ Qj(z, 0, τ) ∼ τj .
As mentioned in §1, M is also defined by
(3.1.3) τj − Q¯j(χ, z, w), j = 1, . . . , d.
Consider, for each integer k ≥ 1, the formal mapping vk : (Ckn, 0)→ (CN , 0) defined
as follows. For k = 2j,
(3.1.4) v2j(z, χ1, . . . , zj−1, χj) =
(
z, Q
(
z, χ1, Q¯
(
χ1, z1, Q
(
z1, χ2, . . . ,
Q¯
(
χj−1, zj−1, Q
(
zj−1, χj , 0
))
. . .
))))
,
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and, for k = 2j + 1,
(3.1.5) v2j+1(z, χ1, . . . , zj−1, χj, zj) =
(
z, Q
(
z, χ1, Q¯
(
χ1, z1, Q
(
z1, χ2, . . . ,
Q
(
zj−1, χj , Q¯
(
χj , zj , 0
))
. . .
))))
.
(In (3.1.4) and (3.1.5), zr denotes (zr1 , . . . , z
r
n) and similarly χ
r denotes (χr1, . . . , χ
r
n)
for r = 1, . . . , j.) For k = 0, we set v0 = (0, 0). We shall refer to the mapping vk
as the kth Segre mapping of M .
Proposition 3.1.6. For any defining series ρ ∈ C[[Z, ζ]]d of M and any k ≥ 0,
(3.1.7) ρ(vk+1(z, χ1, z1, . . . ), v¯k(χ1, z1, . . . )) ∼ 0.
Proof. For simplicity, we only consider the case where k = 2j. It follows from
(3.1.4) and (3.1.5) that
(3.1.8) v2j+1(z, χ1, . . . , zj−1, χj , zj) ∼
(
z, Q(z, v¯2j(χ1, . . . , zj−1, χj , zj)
)
.
It suffices to show (3.1.7) for the defining series given by (3.1.1), for which (3.1.7)
is an immediate consequence of (3.1.8). This completes the proof. 
The following characterization of finite type will be important. If v is a formal
mapping (Cm, 0) → (Cl, 0), then we shall write Rk(v) to denote the rank of the
matrix (∂vi/∂xj), i = 1, . . . , l, j = 1, . . .m, in A
l, where A denotes the field of
fractions of C[[x1, . . . , xm]]. We shall also the notation rk(∂vi/∂xj) for this rank.
Theorem 3.1.9. Let M be a formal generic submanifold of CN through 0. Then,
the following are equivalent:
(i) M is of finite type at 0;
(ii) There exists k1 ≤ d+ 1 such that the rank Rk(v
k) is N for k ≥ k1.
For the proof of Theorem 3.1.9, we shall need special coordinates for a formal
generic submanifold. These will be presented in §3.2 below. The proof of Theorem
3.1.9 will be given in §3.3.
§3.2. Formal canonical coordinates. Recall that DM denotes the C[[Z, ζ]]-
module generated by all the formal (1, 0) and (0, 1) vector fields tangent to the
formal generic submanifold M of CN . We define the integers m1, . . . , mh, also
called the Ho¨rmander numbers of M at 0, as follows. The number m1 is the
smallest integer for which there exists a commutator C of vector fields in DM of
length m1
1 such that C(0) is not in the span of DM (0) ⊂ T
′
0C
2N . We define the
subspace E1 ⊂ T
′
0C
2N to be the linear span of DM (0) and the values at 0 of all
commutators of vector fields in DM of length m1. We define l1 to be
(3.2.1) l1 = dimE1 − 2(N − d).
1The length of a commutator is the number of vector fields in DM appearing; e.g., the com-
mutator [X, [Y,Z]], with X,Y,Z ∈ DM , has length 3.
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We define inductively the numbers m1 < m2 < . . . < mh and subspaces E1 ⊂
E2 ⊂ . . . ⊂ Eh = T
′
0C
2N as follows. The number mk+1 is the smallest integer for
which there exists a commutator C of vector fields in DM of length mk+1 such that
C(0) 6∈ Ek. The subspace Ek+1 is then defined as the span of Ek and the values at
0 of all commutators of vector fields in DM of length mk+1. We define
(3.2.2) lk+1 = dimEk+1 − dimEk = dimEk+1 − 2(N − d)−
k∑
i=1
li.
It is clear that this process terminates after a finite number of steps. We shall call
the number lj the multiplicity of the Ho¨rmander number mj . It is also convenient
to use the notation µ1, . . . , µr for the Ho¨rmander numbers repeated according to
their multiplicities, so that r =
∑h
j=1 lj .
The following theorem will be used in the proof of Theorem 3.1.9.
Theorem 3.2.3. Let M be a formal generic submanifold of CN of codimension d
through 0. Let 2 ≤ µ1 ≤ . . . ≤ µr be the Ho¨rmander numbers of M at 0 repeated
according to their multiplicities. There exists a formal change of coordinates Z =
Z(z, w′, w′′), with z = (z1, . . . , zn), w
′ = (w′1, . . . , w
′
r), w
′′ = (w′′1 , . . . , w
′′
d−r),
N = n + d, satisfying the following. The defining series ρ of M , after the formal
change of coordinates (Z, ζ) = (Z(z, w′, w′′), Z¯(χ, τ ′, τ ′′)), satisfies
(3.2.4) ρ(z, w′, w′′, χ, τ ′, τ ′′) = a(z, w′, w′′, χ, τ ′, τ ′′)
(
w′ −Q′(z, χ, τ ′, τ ′′)
w′′ −Q′′(z, χ, τ ′, τ ′′)
)
where a(z, w′, w′′, χ, τ ′, τ ′′) is a d×d matrix of formal power series which is invert-
ible at 0, and Q′(z, χ, τ ′, τ ′′) and Q′′(z, χ, τ ′, τ ′′) are of the form
(3.2.5)
Q′k(z, χ, τ
′, τ ′′) ∼ τ ′k + pk(z, χ, τ
′
1, . . . , τ
′
k−1) + Ak(z, χ, τ
′, τ ′′)τ ′′+
Rk(z, χ, τ
′)
Q′′(z, χ, τ ′, τ ′′) ∼ τ ′′ +B(z, χ, τ ′, τ ′′)τ ′′,
where k = 1, . . . , r. Here, pk(z, χ, τ
′
1, . . . , τ
′
k−1) is a weighted homogeneous poly-
nomial of degree µk, where z and χ have weight one and τ
′
j has weight µj for
j = 1, . . . r, Rk(z, χ, τ
′) is a formal power series which is O(µk + 1) (i.e. in-
volving only terms which are weighted homogeneous of degree at least µk + 1),
Ak(z, χ, τ
′, τ ′′) and B(z, χ, τ ′, τ ′′) are matrices of formal power series without con-
stant terms. Moreover, we have
(3.2.6)
Q′(z, 0, τ ′, τ ′′) ∼ Q′(0, χ, τ ′, τ ′′) ∼ τ ′,
Q′′(z, 0, τ ′, τ ′′) ∼ Q′′(0, χ, τ ′, τ ′′) ∼ τ ′′.
The proof of Theorem 3.2.3 can be extracted from the proof of [BER4, Theorem
4.5.1]. The reader should observe that M is of finite type at 0 if and only if r = d.
In this case, there are no w′′ variables in Theorem 3.2.3, i.e. w = w′ and τ = τ ′ in
(3.2.4–6).
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§3.3. Proof of Theorem 3.1.9. In view of Theorem 3.2.3, we may assume that
we have formal coordinates Z = (z, w′, w′′), ζ = (χ, τ ′, τ ′′), as described in Theorem
3.2.3, such thatM is defined by w′−Q′(z, χ, τ ′, τ ′′) and w′′−Q′′(z, χ, τ ′, τ ′′), where
Q′ and Q′′ satisfy (3.2.5) and (3.2.6). Let us write
(3.3.1) Q′(z, χ, τ ′, τ ′′) ∼ τ ′ + p(z, χ, τ ′) +R(z, χ, τ, τ ′′),
where
(3.3.2) p(z, χ, τ ′) = (p1(z, χ), . . . , pr(z, χ, τ
′
1, . . . , τ
′
r−1))
are weighted homogeneous polynomials as in Theorem 3.2.3 and R = (R1, . . .Rr)
are the remainder terms of higher (weighted) homogeneity. Consider the homoge-
neous generic submanifold M0 of CN given by
(3.3.3) w′ = w¯′ + p(z, z¯, w¯′), w′′ = w¯′′.
Observe that M0 has the same Ho¨rmander numbers as M (with multiplicity). For
each fixed k, we denote, for simplicity of notation, the variables in the space Ckn,
where the kth Segre mappings are defined, by (z, ξ), where ξ ∈ C(k−1)n. We denote
by vk(z, ξ) the kth Segre mapping of M at 0 as defined by (3.1.4) and (3.1.5), and
by vk0 (z, ξ) the kth Segre mapping of the formal generic submanifold associated to
M0 at 0. The jth component of the mapping vk0 is a homogeneous polynomial (in
the usual sense; i.e. all components of z and ξ have weight one) of degree µj , where
µj denotes the jth Ho¨rmander number (with multiplicity) of M
0 (or M) at 0. The
z component of the mappings vk(z, ξ) and vk0 (z, ξ) coincide, and are equal to z.
Moreover, the w′′ components also coincide, and are equal to 0. Let us separate
the z, w′, and w′′ components of the mappings vk and vk0 and write
(3.3.4) vk(z, ξ) = (z, gk(z, ξ), 0), vk0 (z, ξ) = (z, g
k
0 (z, ξ), 0),
where (gk0 )j(z, ξ) is a homogeneous polynomial of degree µj . We have, for j =
1, . . . , r,
(3.3.5) gkj (z, ξ) ∼ (g
k
0 )j(z, ξ) +O(µj + 1),
where O(ν + 1) denotes a power series consisting only of terms of degrees higher
than ν.
It follows from [BER1, Proposition 2.4.1] (see also [BER4, Proposition 10.5.27])
that there exists k1, with 1 ≤ k1 ≤ d + 1, such that Rk(v
k
0 ) = n + r for k ≥ k1.
Observe that the determinant of an m×m matrix A of power series, where the jth
row of A is of the form fj = f
0
j + O(dj + 1) for some homogeneous polynomial f
0
j
of degree dj , is of the form
(3.3.6) detA = detA0 +O(d1 + . . .+ dm + 1),
where A0 is the matrix with rows f01 , . . . f
0
m. It follows from this observation and
(3.3.5) that Rk(vk) ≥ Rk(vk0 ), and hence Rk(v
k) ≥ n+ r for k ≥ k1. On the other
hand, by the form (3.3.4) of vk, we have Rk(vk) ≤ n+ r for any k ≥ 1. Thus,
(3.3.7) Rk(vk) = n+ r, ∀k ≥ k1,
The equivalence of (i) and (ii) of Theorem 3.1.9 follows from the fact that M is of
finite type at 0 if and only if r = d, i.e. if and only if Rk(vk) = n + d = N , for
k ≥ k1. 
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§3.4. Basic identity for formal mappings. An important tool, in combina-
tion with the Segre mappings, in the proofs of the theorems in §2.1 will be the
basic identity which we shall present in this section. We keep the notation estab-
lished in the previous sections. In what follows, M and M ′ denote fixed formal
generic submanifolds of codimension d and d′ through the origin of CN and CN
′
,
respectively.
We choose normal coordinates Z = (z, w), ζ = (χ, τ) for M as in §1, and,
similarly, normal coordinates Z ′ = (z′, w′), ζ ′ = (χ′, τ ′) for M ′. There is an
associated coordinate system on J l(CN ,CN
′
)(0,0) ∼= C
K(l), where K(l) denotes
the dimension of this jet space. We shall use a scaled coordinate system whose
coordinates we shall denote by
(3.4.1) Λ = (λzαwβ , µzγwδ)1≤|α|+|β|,|γ|+|δ|≤l .
For a formal mapping H : (CN , 0) → (CN
′
, 0), write H(z, w) = (F (z, w), G(z, w)),
where F = (F1, . . . , Fn′) and G = (G1, . . .Gd′). In the scaled coordinates (3.4.1)
we have, for any non-negative integer l,
(3.4.2) jl0(H) = (λzαwβ , µzγwδ)1≤|α|+|β|,|γ|+|δ|≤l ,
where
(3.4.3) λzαwβ =
∂|α|+|β|F
∂zα∂wβ
(0, 0), µzγwδ =
∂|γ|+|δ|G
∂zγ∂wδ
(0, 0).
For each fixed l, we shall split, and reorder, the variables Λ in (3.4.1) as follows
(3.4.4) Λ = (Λ′,Λ′′)
where
(3.4.5) Λ′′ = (µzγ )1≤|γ|≤l
and the components of Λ′ are the remaining variables in (3.4.1). We shall denote
the number of components of Λ′ by K ′ = K ′(l) and that of Λ′′ by K ′′ = K ′′(l), so
that J l(CN ,CN
′
)(0,0) ∼= C
K′ × CK
′′
. We are now in a position to state the basic
identity.
Theorem 3.4.6. Let M and M ′ be formal generic submanifolds through the origin
in CN and CN
′
, respectively. Assume that M ′ is ℓ0-nondegenerate at 0, and that
n ≥ n′, where n = N − d, n′ = N ′ − d′, d = codim M , and d′ = codim M ′. Then
for each ˜ = (j1, . . . , jn′), with 1 ≤ j1 < . . . < jn′ ≤ n, and for every α ∈ Z
N
+ , there
exists a formal power series mapping of the form
(3.4.7) Ψ˜α(Z, ζ, ζ
′,Λ) ∼
∑
β,γ,δ,κ
dβγδκ(Λ
′)
(det (λlzjp )1≤l,p≤n
′)lβγδκ
Zβζγζ ′
δ
Λ′′
κ
,
where Λ = (Λ′,Λ′′) ∈ CK
′
× CK
′′
with K ′ = K ′(ℓ0 + |α|) and K
′′ = K ′′(ℓ0 +
|α|), dβγδµ(Λ
′) are CN
′
valued polynomials in CK
′
, and lβγδµ nonnegative integers,
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satisfying the following. For every formal mapping H ∈ Fˆ(M,M ′) there exists ˜
such that
(3.4.8) det
(
∂Fl
∂zjp
(0)
)
1≤l,p≤n′
6= 0
and, for all α ∈ ZN+ ,
(3.4.9) ∂αH(Z)−Ψ˜α
(
Z, ζ, H¯(ζ), (∂βH¯(ζ))1≤|β|≤ℓ0+|α|
)
∼ a(Z, ζ)ρ(Z, ζ),
where a(Z, ζ) is a d × d matrix of formal power series and ρ = (ρ1, . . . , ρd) is a
defining series for M . Moreover, (3.4.9) holds for any H ∈ Fˆ(M,M ′) and any ˜
such that (3.4.8) holds.
If M and M ′ are real-analytic, then, for any ˜ as above, α ∈ ZN+ , and any
Λ′0 ∈ C
K′(ℓ0+|α|) satisfying
(3.4.10) det
(
(λ0)
l
zjp
)
1≤l,p≤n′
6= 0,
the series Ψ˜α(Z, ζ, ζ
′,Λ) given by (3.4.7) defines a holomorphic mapping near the
point (Z, ζ, ζ ′,Λ′,Λ′′) = (0, 0, 0,Λ0, 0).
Remark 3.4.11. The reader should observe that in substituting the formal mapping
(∂βH¯(ζ))1≤|β|≤ℓ0+|α| for Λ in (3.4.7), we replace Λ
′′ by (∂βχG¯(χ, τ))1≤|β|≤ℓ0+|α| and
Λ′ by the remaining derivatives. This substitution of formal power series makes
sense since, as remarked in §1, G(z, 0) ∼ 0, and the dependence on Λ′ is rational.
In what follows, we shall, for fixed l, decompose, and reorder the components of
(∂βH(Z)) = (∂βH(Z))1≤|β|≤l as ((∂
βH(Z))′, (∂βH(Z))′′), where (∂βH(Z))′′ =
(∂βzG(z, w))1≤|β|≤l and (∂
βH(Z))′ denotes the remaining derivatives.
Proof of Theorem 3.4.6. Recall that, in the chosen normal coordinates, H maps
(M, 0)→ (M ′, 0) if and only if (1.14) holds. The mapping H belongs to Fˆ(M,M ′)
if it also satisfies (1.19), which, as noted in the proof of Corollary 1.27, is equivalent
to ∂F/∂z(0, 0) having rank n′. Thus, there exists ˜ as in the statement of the
theorem such that (3.4.8) holds.
Let ˜, as in the theorem, be given. We shall consider only those mappings
H : (M, 0) → (M ′, 0) for which (3.4.8) holds. After renumbering the variables if
necessary, we may assume that ˜ = (1, 2, . . . , n′).
We take as a basis for the (0, 1) vector fields tangent to M the following
(3.4.12) Lj =
∂
∂χj
+
d∑
k=1
Q¯k,χj (χ, z, w)
∂
∂τk
, j = 1, . . . , n.
In what follows, we shall only use the vector fields L1, . . . , Ln′ . We shall also need
the following vector fields tangent to M and given by
(3.4.13)
L˜j =
∂
∂zj
+
d∑
k=1
Qk,zj (z, χ, τ)
∂
∂wk
, j = 1, ..., n,
Tj =
∂
∂wj
+
d∑
k=1
Q¯k,wj (χ, z, w)
∂
∂τk
, j = 1, ..., d,
Vj = L˜j −
d∑
k=1
Qk,zj (z, χ, τ)Tk, j = 1, ..., n.
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Note that the L˜j form a basis for the (1, 0) vector fields tangent to M (modulo
those whose coefficients are in the ideal generated by a set of defining power series
of M).
After applying the Lj, for j = 1, . . . , n
′, to the second set of equations in (1.14)
|α| times, and applying Cramer’s rule after each application, we obtain, for w =
Q(z, χ, τ) or τ = Q¯(χ, z, w), any multi-index α, and l = 1, . . . , d′,
(3.4.14) Q¯′l,χ′α(F¯ (χ, τ), F (z, w), G(z, w)) =∑
1≤|β|≤|α|
(LβG¯l(χ, τ))Pα,β
(
(LγF¯ (χ, τ))1≤|γ|≤|α|
)
/∆2|α|−1,
where ∆ = ∆(z, w, χ, τ) = det[LjF¯k(χ, τ)]1≤j,k≤n′, and Pα,β are universal polyno-
mials, i.e. independent of M , M ′, and H. Note that for any formal power series
h(χ, τ) and any multi-index β we have Lβh(0) = ∂χβh(0). Thus, ∆(0) 6= 0 by
(3.4.8). Also, LβG(0) = 0 by the normality of the coordinates, as is easily verified
from (1.14). Hence the right hand side of (3.4.14) vanishes at the origin.
By the assumption that M ′ is ℓ0-nondegenerate at 0, there exist n
′ multi-indices
α1, . . . , αn
′
, with 1 ≤ |αj | ≤ ℓ0, and n
′ integers l1, . . . , ln′ ∈ {1, . . . , d
′} such that
det
[
Q¯′
lj ,χ′
αj z′
k
(0)
]
6= 0. (See [BER1] or [BER4, Corollary 11.2.14].) Hence, by
the implicit function theorem, there exists a unique Cn
′
valued formal power series
S(χ′, τ ′, r) with r = (r1, . . . , rn′), so that S(0, 0, 0) = 0 and X = S(χ
′, τ ′, r) solves
the system of equations
(3.4.15) Q¯′
lj ,χ′
αj (χ
′, X,Q′(X,χ′, τ ′)) ∼ rj , j = 1, . . . , n
′.
For any positive integer k, we shall introduce the vector valued variables (aγ)|γ|≤k,
(bβ)|β|≤k, where β, γ ∈ Z
n′
+ , corresponding to (L
γF¯ (χ, τ))|γ|≤k, (L
βG¯(χ, τ))|β|≤k,
respectively. Here aγ = (a
m
γ )1≤m≤n′ and bβ = (b
j
β)1≤j≤d′ . We write (a
m
k )1≤k,m≤n′
for (amγ )1≤m≤n′, |γ|=1. We define
(3.4.16) Rα
(
(aγ)1≤|γ|≤|α|, (b
1
β)1≤|β|≤|α|
)
=
∑
1≤|β|≤|α|(b
1
β)Pα,β
(
(aγ)1≤|γ|≤|α|
)
(det(amk )1≤k,m≤n′)
2|α|−1
.
Observe that Rα is a universal rational function that vanishes when b
1
β = 0, |β| ≤
|α|, and whose denominator is a power of det(amk )1≤k,m≤n′ . It follows from the
above that, for w = Q(z, χ, τ) or τ = Q¯(χ, z, w), we have the identity
(3.4.17) F (z, w) = Θ
(
(LγF¯ (χ, τ))|γ|≤ℓ0 , (L
βG¯(χ, τ))|β|≤ℓ0
)
,
where
(3.4.18)
Θ((aγ)|γ|≤ℓ0 ,(bβ)|β|≤ℓ0) =
S
(
a0, b0,
(
Rαj
(
(aγ)1≤|γ|≤|αj |, (b
lj
β )1≤|β|≤|αj|
))
1≤j≤n′
)
.
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Now, since F (z, w) is a power series in (z, w) only, we have, for any multi-index
ν = (ν′, ν′′),
(3.4.19) V ν
′
T ν
′′
F (z, w) =
∂|ν|F
∂zν′∂wν′′
(z, w).
By applying V ν
′
T ν
′′
to the identity (3.4.17), we obtain
(3.4.20)
∂|ν|F
∂zν′∂wν′′
(z, w) =
Θν
(
(V δ
′
T δ
′′
LγF¯ (χ,τ))|δ|+|γ|≤ℓ0+|ν|, (V
κ′Tκ
′′
LβG¯(χ, τ))|κ|+|β|≤ℓ0+|ν|
)
,
where we have used the notation δ = (δ′, δ′′) and κ = (κ′, κ′′). The identity (3.4.20)
holds when w = Q(z, χ, τ) or τ = Q¯(χ, z, w). Observe that the power series Θν
depends only on Θ and its derivatives.
By substituting (3.4.12) and (3.4.13) in (3.4.20), we obtain for w = Q(z, χ, τ) or
τ = Q¯(χ, z, w),
(3.4.21)
∂|ν|F
∂zν′∂wν′′
(z, w) =
Φ1ν
(
z, w,χ, τ, F¯ (χ, τ), G¯(χ, τ), (∂αH¯(χ, τ))′, (∂αH¯(χ, τ))′′
)
.
where (∂αH¯(χ, τ)) = (∂αH¯(χ, τ))|α|≤ℓ0+|ν| and we use the notation (∂
αH¯(χ, τ)) =
((∂αH¯(χ, τ))′, (∂αH¯(χ, τ))′′) as explained in Remark 3.4.11. Observe that the
power series Φ1ν depends only on M and M
′, and not on the mapping H. Us-
ing the notation
(3.4.22) Λ¯ = ((λχατβ )1≤|α|+|β|≤ℓ0+|ν|, (µχγτδ)1≤|γ|+|δ|≤ℓ0+|ν|),
decomposing Λ¯, and reordering its components in an analogous fashion as Λ¯ =
(Λ¯′, Λ¯′′) with Λ¯′′ = (µχβ )1≤|β|≤ℓ0+|ν|, it follows from (3.4.18) and (3.4.20) that the
power series
(3.4.23) Φ1ν
(
z, w, χ, τ, χ′, τ ′, Λ¯′, Λ¯′′
)
is of the form
(3.4.24) Φ1ν(z, w, χ, τ, χ
′, τ ′, Λ¯′, Λ¯′′) ∼
∑
β,γ,δ,κ
eβγδκ(Λ¯
′)
det(λjχk)
lβγδκ
Zβζγζ ′
β
Λ¯′′
κ
where eβγδκ(Λ¯) are C
n′ valued polynomials and lβγδκ nonnegative integers. We
have used here the fact that
(3.4.25) Rαj
(
(aγ)1≤|γ|≤|αj|, (b
lj
β )1≤|β|≤|αj|
)
= 0,
when (b
lj
β )1≤|β|≤|αj| = 0. In view of (3.4.21) and (3.4.24), we can take the first n
′
components of Ψ˜ν(Z, ζ, ζ
′,Λ), with the fixed choice of ˜ above, in the conclusion of
the theorem to be Φ1ν(z, w, χ, τ, χ
′, τ ′,Λ′,Λ′′).
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To complete the construction of Ψ˜ν , we need to find the components correspond-
ing to G and its derivatives. For this we substitute (3.4.21) with ν = 0 in the first
set of equations in (1.14), and apply the vector fields Vj and Tj to the identity thus
obtained, as above. We obtain
(3.4.26)
∂|ν|G
∂zν′∂wν′′
(z, w) =
Φ2ν
(
z, w, χ,τ, F¯ (χ, τ), G¯(χ, τ), (∂αH¯(χ, τ))′, (∂αH¯(χ, τ))′′
)
where (∂αH¯(χ, τ)) = (∂αH¯(χ, τ))|α|≤ℓ0+|ν| and we use the notation (∂
αH¯(χ, τ)) =
((∂αH¯(χ, τ))′, (∂αH¯(χ, τ))′′) as above; (3.4.26) holds for w = Q(z, χ, τ) or τ =
Q¯(χ, z, w). We omit the details of this construction, since it is similar to the one
above for the component F . Note, by inspecting the construction above, that the
function Ψ˜ν is defined only in terms of the defining equations of M and M
′, and
does not depend on the existence or choice of a mapping H. The proof of the formal
part of the theorem is complete.
Suppose that M and M ′ are also real-analytic. Then the function S(χ′, τ ′, r),
defined by (3.4.15), is holomorphic in a neighborhood of the origin. The fact, noted
above, that each rational function Rα
(
(aγ), (b
l
β)
)
vanishes when (blβ) = 0 im-
plies that the functions Ψ˜α(Z, ζ, ζ
′,Λ) above are holomorphic in a neighborhood of
(Z, ζ, ζ ′; Λ′,Λ′′) = (0, 0, 0,Λ′0, 0) for any Λ
′
0 such that (3.4.10) holds. This completes
the proof of Theorem 3.4.1. 
We conclude this section by giving the proof of Theorem 2.1.1.
Proof of Theorem 2.1.1. We take normal coordinates forM andM ′ as in the proof of
Theorem 3.4.1. Let ˜ = (j1, . . . , jn′) be such that det(∂F
m
l /∂zjp(0, 0))1≤l,p≤n′ 6= 0,
for m = 1, 2. By Proposition 3.1.6 and the basic identity, Theorem 3.4.6, it follows
that
(3.4.27) ∂αH(Z) ∼ Ψ˜α
(
Z, ζ, H¯(ζ), (∂βH¯(ζ))1≤|β|≤ℓ0+|α|
)
,
for Z = vk+1(z, χ1, z1, . . . ), ζ = v¯k(χ1, z1, . . . ),
for any k ≥ 0, where vl denotes the Segre mapping defined in §3.1 and v0 = (0, 0).
Hence, if jℓ0k00 (H
1) = jℓ0k0(H2), then it follows from (3.4.27), for any k ≤ k0, that
(3.4.28) (∂αH1) ◦ vk ∼ (∂αH2) ◦ vk, ∀α : |α| ≤ ℓ0(k0 − k),
as can be seen by an induction on k. In particular, we have
(3.4.29) (H1 −H2) ◦ vk0 ∼ 0.
By Theorem 3.1.9, there exists k1, with k1 ≤ d + 1, such that Rk(v
k) = N , for
k ≥ k1. It then follows from standard facts about formal power series (see e.g.
[BER4, Proposition 5.3.5]) that (3.4.29) implies H1 ∼ H2 if k0 ≥ k1. The proof is
complete. 
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§4. Proofs of the main results
§4.1. Proof of Theorem 2.1.5. It suffices to prove Theorem 2.1.5 in normal co-
ordinates. Thus, we take normal coordinates for M and M ′ as in previous sections.
We also keep the notation introduced in the beginning of §3.4 and in Remark 3.4.11.
Consider the linear mapping Dk : C
kn → C2kn defined as follows. For k = 2j, j ≥ 1,
we set
(4.1.1) D2j(χ
1, z1, . . . , zj−1, χj , zj) =
(0, χ1, z1, . . . , zj−1, χj, zj , χj , zj−1, . . . , z1, χ1),
and for k = 2j − 1, j ≥ 1, we set
(4.1.2) D2j−1(χ
1, z1, . . . , zj−1, χj) = (0, χ1, z1, . . . , zj−1, χj , zj−1, . . . , z1, χ1).
We remind the reader that vk denotes the kth Segre mapping as defined by (3.1.4)
and (3.1.5). We shall need the following.
Lemma 4.1.3. For any k ≥ 1, the following hold.
(4.1.4) v2k ◦Dk ∼ 0.
For k = 2j, j ≥ 1,
(4.1.5) rk
(
∂v2k
∂z
◦Dk,
∂v2k
∂χj+1
◦Dk,
∂v2k
∂zj+1
◦Dk, . . . ,
∂v2k
∂χk
◦Dk
)
= Rk (vk).
and for k = 2j − 1, j ≥ 1,
(4.1.6) rk
(
∂v2k
∂z
◦Dk,
∂v2k
∂zj
◦Dk,
∂v2k
∂χj+1
◦Dk,
∂v2k
∂zj+1
◦Dk, . . . ,
∂v2k
∂χk
◦Dk
)
=
Rk (vk).
In particular,
(4.1.7) rk
(
∂v2k
∂z
◦Dk,
∂v2k
∂χ1
◦Dk,
∂v2k
∂z1
◦Dk, . . . ,
∂v2k
∂χk
◦Dk
)
≥ Rk (vk).
Proof. Property (4.1.4) follows by making repeated use of the identities,
(4.1.8) Q(z, χ, Q¯(χ, z, w)) ∼ w, Q¯(χ, z, Q(z, χ, τ)) ∼ τ,
which are easily checked (see also [BER4, Remark 4.2.30]).
To prove (4.1.5) and (4.1.6), we first write
(4.1.9) vl(z, χ1, z1 . . . , ) = (z, ul(z, χ1, z1 . . . )),
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where ul = (ul1, . . . , u
l
d). We also write (z, ξ
(l)) for the variables (z, χ1, z1 . . . ) ∈
Cln. Observe, by the form of vl given by (3.1.4) and (3.1.5), that
(4.1.10) rk
(
∂vl(z, ξ(l))
∂(z, ξ(l))
)
= n+ rk
(
∂ul(z, ξ(l))
∂ξ(l)
)
.
We shall complete the proof of Lemma 4.1.3 in the case where k = 2j, and leave
the odd case to the reader. Thus, we shall prove (4.1.5). We have
(4.1.11) u4j(z, χ1, z1, . . . , χ2j) =
Q(z, χ, Q¯(χ, z1, . . . Q¯(χj , zj , u2j(zj , χj+1 . . . , z2j−1, χ2j)) . . . )).
For fixed k = 2j, we shall write ξ(2k) = (ξ′, zj , ξ′′), where ξ′ = (χ1, z1, . . . , χj) and
ξ′′ = (χj+1, zj+1, . . . , χ2j). We claim that
(4.1.12) rk
(
∂u2k(z, ξ′, zj , ξ′′)
∂ξ′′
◦Dk
)
= rk
(
∂uk(zj , ξ′′)
∂ξ′′
)
.
Since Dk(ξ
′, zj) = (0, ξ′, zj , ξ˜′), where ξ˜′ = (χj , zj−1, . . . , χ1), (4.1.12) follows from
the chain rule, by using (4.1.11) and the fact that
(4.1.13)
∂Q
∂τ
(0, 0, 0) =
∂Q¯
∂w
(0, 0, 0) = Id×d,
where Id×d denotes the d×d identity matrix. (The identity (4.1.13) is a consequence
of (3.1.2).) The desired equality (4.1.5) is an easy consequence of (4.1.12). This
completes the proof of Lemma 4.1.3. 
We now return to the proof of Theorem 2.1.5. We fix ˜ as in that theorem. Let
k1 be the integer provided by Theorem 3.1.9. We shall use the notation (z, ξ) for
(z, χ1, z1, . . . ) ∈ C2k1n as in the proof of Lemma 4.1.3 above. We claim that there
exists a CN
′
valued formal power series in (z, ξ), Ξ˜(z, ξ,Λ′), of the form
(4.1.14) Ξ˜(z, ξ,Λ′) ∼
∑
γ,δ
dγδ(Λ
′)(
det(λljp)1≤l,p≤n′
)lγδ zγξδ,
where dγδ(Λ
′) are CN
′
valued polynomials in CK
′(2k1ℓ0) and lγδ nonnegative in-
tegers, satisfying the following. For every H ∈ Fˆ(M,M ′) satisfying (3.4.8), we
have
(4.1.15) H(v2k1(z, ξ)) ∼ Ξ˜ (z, ξ, (∂αH(0))′) ,
where (∂αH(0)) = (∂αH(0))1≤|α|≤2k1ℓ0 and (∂
αH(0)) = ((∂αH(0))′, (∂αH(0))′′)
as explained in Remark 3.4.11. (Recall that G(z, 0) ∼ 0 so that ∂βzG(0, 0) = 0 for
all β, i.e. (∂αH(0))′′ = 0.) Indeed, the existence of such Ξ˜ follows by making
repeated use of (3.4.27) for k = 0, 1, . . . , 2k1 − 1, complex conjugating every other
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equation, and substituting inductively. To check that Ξ˜ is of the form (4.1.14) is
straightforward, using (3.4.27) and (3.4.7), and is left to the reader.
In what follows, we shall assume that k1 = 2j and leave the odd case to the
reader. As in the proof of Lemma 4.1.3, we write ξ = (ξ′, zj , ξ′′), where ξ′ =
(χ1, z1, . . . , χj) and ξ′′ = (χj+1, zj+1, . . . , χ2j). In view of Lemma 4.1.3, we can
choose d components y′′ = (y′′1 , . . . , y
′′
d) from the components of ξ
′′ such that
(4.1.16) rk
(
∂u2k1(z, ξ′, zj , ξ′′)
∂y′′
◦Dk1
)
= d,
where u2k1 is as defined in (4.1.9). After reordering the components of ξ′′ if neces-
sary, we may write ξ′′ = (x′′, y′′), with x′′ = (x′′1 , . . . , x
′′
(k1−1)n−d
) and y′′ as above.
We define the linear isomorphism m : C(k1−1)n → C(k1−1)n so that
(4.1.17) Dk1(ξ
′, zj) = (ξ′, zj , m(ξ′)).
Using the decomposition ξ′′ = (x′′, y′′), the mapping m splits in the obvious way as
m = (mx, my). We shall need the following version of the implicit function theorem
with singularities.
Proposition 4.1.18. Let u(x, t, y) be a formal mapping (Cr1 × Cr2 × Cd, 0) →
(Cd, 0) such that
(4.1.19) u(x, 0, 0) ∼ 0, rk
(
∂u
∂y
(x, 0, 0)
)
= d.
Then the equation
(4.1.20) u(x, t, y) ∼ w,
has a unique solution of the form
(4.1.21) y = ∆(x)θ
(
x,
t
∆(x)2
,
w
∆(x)2
)
,
where θ(t1, t2, t3) is a formal mapping (C
r1 × Cr2 × Cd, 0)→ (Cd, 0) and
(4.1.22) ∆(x) = det
(
∂u
∂y
(x, 0, 0)
)
.
If, in addition, the mapping u is holomorphic in a neighborhood of the origin, then
the mapping θ is also holomorphic in a neighborhood of the origin and (4.1.21)
solves the holomorphic equation u(x, t, y) = w for (x, t, y, w) such that ∆(x) 6= 0
and |t/∆(x)2|+ |w/∆(x)2| sufficiently small.
Proof. It follows from the first condition in (4.1.19) that
(4.1.23) u(x, t, y) = a(x, t, y)t+ g(x, t, y)y,
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where a(x, t, y) is a d× r2 matrix of formal power series, g(x, t, y) is a d× d matrix
of formal power series. By expanding g(x, t, y) in t and y, we obtain
(4.1.24) u(x, t, y) = g(x, 0, 0)y+ yτR(x, t, y)y+ a˜(x, t, y)t,
where R(x, t, y) is a d× d matrix of formal power series and a˜(x, t, y) is an r2 × d
matrix of formal power series. Note that
(4.1.25) g(x, 0, 0) ∼
∂u
∂y
(x, 0, 0).
Using Cramer’s rule on the equation u(x, t, y) ∼ w, we obtain, for some d×d matrix
b(x) of formal power series
(4.1.26) ∆(x)y + b(x)yτR(x, t, y)y+ b(x)a˜(x, t, y)t ∼ b(x)w,
or, after dividing by ∆(x)2,
(4.1.27)
y
∆(x)
+ b(x)
yτ
∆(x)
R(x, t, y)
y
∆(x)
+ b(x)a˜(x, t, y)
t
∆(x)2
∼ b(x)
w
∆(x)2
in C[[x, t, y, w, 1/∆(x)]]. Let us set y′ = y/∆(x), t′ = t/∆(x)2, w′ = w/∆(x)2, and
consider the equation
(4.1.27) y′ + b(x)(y′)τR(x,∆(x)2t′,∆(x)y′)y′
+ b(x)a˜(x,∆(x)2t′,∆(x)y′)t′ ∼ b(x)w′.
This has a unique formal mapping solution y′ = θ(x, t′, w′), with
θ : (Cr1 × Cr2 × Cd, 0)→ (Cd, 0),
by the formal implicit function theorem. The conclusion of the proposition in the
formal case follows by substituting for y′, t′, and w′.
If u is holomorphic in a neighborhood of 0, then the Cd valued function θ(x, t′, w′)
is also holomorphic in a neighborhood of 0, and it is straightforward to verify the
last conclusion of Proposition 4.1.18. 
We return again to the proof of Theorem 2.1.5. We may apply Proposition 4.1.18
to the equation
(4.1.28) u2k1(z, ξ′, zj , mx(ξ
′), y′′) ∼ w,
with x = (ξ′, zj), t = z, and y = y′′ −my(ξ
′), since the conditions in (4.1.19) are
satisfied by Lemma 4.1.3. We conclude that the equation (4.1.28) has a solution of
the form
(4.1.29) y′′ = φ
(
ξ′, zj ,
z
∆(ξ′, zj)2
,
w
∆(ξ′, zj)2
)
,
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where φ is a formal mapping (C(k1+1)n+d, 0)→ (Cd, 0) and
(4.1.30) ∆(ξ′, zj) = det
(
∂u2k1
∂y′′
)
(ξ′, zj , m(ξ′)).
Thus, we have
(4.1.31) v2k1
(
z, ξ′, zj , mx(ξ
′), φ
(
ξ′, zj ,
z
∆(ξ′, zj)2
,
w
∆(ξ′, zj)2
))
∼ (z, w).
Substituting this in (4.1.15), we obtain
(4.1.32) H(z, w) ∼
Ξ˜
(
z, ξ′, zj , mx(ξ
′), φ
(
ξ′, zj ,
z
∆(ξ′, zj)2
,
w
∆(ξ′, zj)2
)
, (∂αH(0))′
)
,
where (∂αH(0)) = (∂αH(0))1≤|α|≤2k1ℓ0 and (∂
αH(0)) = ((∂αH(0))′, (∂αH(0))′′)
as explained in Remark 4.1.11. Expanding (4.1.32) as a formal power series in z
and w, we obtain, using (4.1.14),
(4.1.33) H(z, w) ∼
∑
α,β
Rαβ(ξ
′, zj , (∂αH(0))′)
∆(ξ′, zj)2(|α|+|β|)
zαwβ ,
where Rαβ(ξ
′, zj ,Λ′) is of the form
(4.1.34) Rαβ(ξ
′, zj ,Λ′) ∼
∑
γ,δ
Rαβγδ(Λ
′)(
det(λlzjp )1≤l,p≤n′
)lαβγδ (ξ′)γ(zj)δ,
for polynomials Rαβγδ(Λ
′) on CK
′(2k1ℓ0) and nonnegative integers lαβγδ; we have
suppressed the dependence on ˜ above to simplify the notation.
We next construct a formal mapping Φˆ(Z,Λ) = Φˆ˜(Z,Λ), with Z = (z, w) and
Λ = (Λ′,Λ′′), as follows. First set
(4.1.35) Γ(z, w, ξ′, zj ,Λ′) =
∑
α,β
Rαβ(ξ
′, zj ,Λ′)
∆(ξ′, zj)2(|α|+|β|)
zαwβ .
Since ∆(ξ′, zj) 6∼ 0, we may choose (ξ′
0
, zj
0
) so that the formal power series in t,
(4.1.36) ∆˜(t) = ∆(tξ′
0
, tzj
0
) 6∼ 0.
We shall write
(4.1.37) Γ˜(z, w, t,Λ′) = Γ(z, w, tξ′
0
, tzj
0
,Λ′) ∼
∑
α,β
R˜αβ(t,Λ
′)
∆˜(t)2(|α|+|β|)
zαwβ .
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where R˜αβ(t,Λ
′) = Rαβ(tξ
′0, tzj
0
,Λ′) are power series in t whose coefficients are
rational functions of Λ of the form appearing in (4.1.34). By division, we may write
(4.1.37) R˜αβ(t,Λ
′) ∼ Tαβ(t,Λ
′)∆˜(t)2(|α|+|β|) + rαβ(t,Λ
′),
where Tαβ(t,Λ
′) is a unique power series in t whose coefficients are finite linear
combinations of the coefficients of R˜αβ(t,Λ
′), and rαβ(t,Λ
′) is a polynomial of
degree at most 2(|α|+|β|)−1 in t whose coefficients coincide with the corresponding
coefficient of R˜αβ(t,Λ
′). We decompose Γ˜ as follows
(4.1.38)
Γ˜(z, w,t,Λ′) ∼
∑
α,β
Tαβ(t,Λ
′)zαwβ +
∑
α,β
rαβ(t,Λ
′)
∆˜(t)2(|α|+|β|)
zαwβ
∼ Φ˜(z, w,Λ′) +
∑
α,β
tSαβ(t,Λ
′)zαwβ +
∑
α,β
rαβ(t,Λ
′)
∆˜(t)2(|α|+|β|)
zαwβ,
where, on the second line, we have decomposed Tαβ(t,Λ
′) ∼ Tαβ(0,Λ
′)+tSαβ(t,Λ
′)
and where
(4.1.39) Φ˜(z, w,Λ′) =
∑
α,β
Tαβ(0,Λ
′)zαwβ .
We set Φˆ(z, w,Λ) := Φ˜(z, w,Λ′) (so that Φˆ(z, w,Λ) is independent of Λ′′). We
claim that Φˆ(z, w,Λ) is of the form (2.1.6). Indeed, this is easy to check from the
above and is left to the reader. We also claim that for each H ∈ Fˆ(M,M ′) with
det(∂Fl/∂zjp(0, 0))1≤l,p≤n′ 6= 0 we have
(4.1.40) H(z, w) ∼ Φˆ(z, w, (∂αH(0))) ∼ Φ˜(z, w, (∂αH(0))′),
where (∂αH(0)) = (∂αH(0))1≤|α|≤k1ℓ0 and (∂
αH(0)) = ((∂αH(0))′, (∂αH(0))′′) as
in Remark 3.4.11. In view of (4.1.33), (4.1.35), (4.1.37), and (4.1.38), we have
(4.1.41) H(z, w)− Φˆ(z, w, (∂αH(0))) ∼∑
α,β
(
tSαβ(t, (∂
αH(0))′) +
rαβ(t, (∂
αH(0))′)
∆˜(t)2(|α|+|β|)
)
zαwβ.
Note that each coefficient on the right hand side of (4.1.41) is a Laurent series in
t without constant term. Since the left hand side is independent of t, we conclude
that each coefficient on the right hand side must be zero and, hence, (4.1.40) holds.
Assume now thatM and M ′ are real-analytic. An inspection of the proof above,
using the fact that the functions Ψ˜α(Z, ζ, ζ
′,Λ) of Theorem 3.4.6 are holomorphic
near every (Z, ζ, ζ ′,Λ′,Λ′′) = (0, 0, 0,Λ′0, 0) for each Λ
′
0 satisfying (3.4.10), and the
fact that Φˆ(Z,Λ) is independent of Λ′′, shows that Φˆ(Z,Λ) is holomorphic near
every (0,Λ0) with Λ0 = (Λ
′
0,Λ
′′
0) such that Λ
′
0 satisfies (3.4.10).
Now, if we define the linear mapping π˜ in the conclusion of Theorem 2.1.5 to be
(4.1.42) π˜(Λ) = (λ
l
zjp
)1≤l,p≤n′ ,
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and the polynomial P to be
(4.1.43) P
(
(λlzjp )1≤l,p≤n′
)
= det
(
(λlzjp )1≤l,p≤n′
)
,
then the formal mapping Φˆ(Z,Λ) above satisfies all the conclusions of Theorem
2.1.5, except that Φˆ(Z,Λ) is a function of Λ ∈ J2k1ℓ0(CN ,CN
′
)(0,0) and 2k1 need
not be ≤ d+1 (although k1 ≤ d+1 as noted in §1.3). We shall address this point,
and complete the proof in the next section.
§4.2. Conclusion of the proof of Theorem 2.1.5. To complete the proof of
the theorem, we shall need the following proposition.
Proposition 4.2.1. Let F : (Cl, 0)→ (Ck, 0) be a formal mapping of the form
(4.2.2) F (x) = (F 01 (x) +O(κ1 + 1), . . . , F
0
k (x) +O(κk + 1)),
where F 0j (x) is a homogeneous polynomial of degree κj ≥ 1 for j = 1, . . . , k. As-
sume that Rk(F 0) = k, where F 0 = (F 01 , . . . , F
0
k ). Then, for every α ∈ Z
k
+, there
exists a linear form Pα : C
σ(‖α‖) → C, where
(4.2.3) ‖α‖ =
k∑
j=1
κjαj
and σ(ν) denotes the number of β ∈ Zl+ with |β| ≤ ν, such that the following holds.
For every
(4.2.4) g(y) ∼
∑
α
gαy
α ∈ C[[y1, . . . , yk]], h(x) ∼
∑
β
hβx
β ∈ C[[x1, . . . , xl]]
such that
(4.2.5) g(F (x)) ∼ h(x),
we have
(4.2.6) gα = Pα
(
(hβ)|β|≤‖α‖
)
, ∀α ∈ Zk+.
Moreover, the coefficients of the linear form Pα are polynomial functions of the
coefficients of F .
Proof. We decompose g into weighted homogeneous terms,
(4.2.7) g(y) ∼
∞∑
ν=0
gν(y),
where gν(y) is a weighted homogeneous polynomial of degree ν with respect to the
weights (κ1, . . . , κk), i.e.
(4.2.8) gν(y) ∼
∑
‖α‖=ν
gαy
α.
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We also decompose h(x) into standard homogeneous terms
(4.2.9) h(x) ∼
∞∑
ν=0
hν(x),
where hν(x) is a homogeneous polynomial of degree ν. Composing g with F and
identifying terms of degree ν in (4.2.5), we obtain
(4.2.8) gν(F 0(x)) = hν(x) + . . . ,
where the dots signify terms involving gα for ‖α‖ < ν. Consider the linear mapping
Tν : H
κ
ν [y] → Hν [x], where H
κ
ν [y] denotes the space of weighted (with respect to
κ = (κ1, . . . , κk)) homogeneous polynomials in y of degree ν and Hν [x] the space
of homogeneous polynomials in x of degree ν, defined by
(4.2.9) Tν(gν) = gν ◦ F
0.
The fact that Rk(F 0(x)) = k implies that Tν is injective for each ν = 0, 1, . . . .
Hence, it has a left inverse Lν : Hν [x]→H
κ
ν [y]. It follows that
(4.2.10) gν = Lν(h
ν + . . . ).
Since, as mentioned above, the dots involve only gα with ‖α‖ < ν, the proof is
easily completed by induction on ν. 
We now return again to the proof of Theorem 2.1.5. We shall keep ˜ fixed as in
the previous section. Recall, from the proof of Theorem 3.1.9 in §3.3, the notation
vk0 (z, χ
1, . . . ) for the lowest order homogeneous terms (in each component) of the
Segre mapping vk(z, χ1, . . . ). Since M is of finite type at 0, an inspection of the
proof of Theorem 3.1.9 shows that there exists an integer k1 ≤ d+1 (also called k1
in the proof of Theorem 3.1.9) such that Rk (vk0 ) = N for k ≥ k1. In what follows,
we shall assume that k1 is even (and leave the odd case to the reader), and denote
by ξ = (χ1, z1, . . . ) ∈ C(k1−1)n. The same argument used to obtain (4.1.15) shows
that there exists a CN
′
valued formal power series in (z, ξ), Ξ˜(z, ξ,Λ′) of the form
(4.2.11) Ξ˜(z, ξ,Λ′) ∼
∑
γ,δ
dγδ(Λ
′)(
det(λljp)1≤l,p≤n′
)lγδ zγξδ,
where dγδ(Λ
′) are CN
′
valued polynomials in CK
′(k1ℓ0) and lγδ nonnegative integers,
satisfying the following. For every H ∈ Fˆ(M,M ′) satisfying (3.4.8), we have
(4.2.12) H(vk1(z, ξ)) ∼ Ξ˜ (z, ξ, (∂αH(0))′) ,
where (∂αH(0)) = (∂αH(0))1≤|α|≤k1ℓ0 and (∂
αH(0)) = ((∂αH(0)′, (∂αH(0)′′) as
explained in Remark 3.4.11. We shall apply Proposition 4.2.1 with x = (z, ξ),
y = Z = (z, w), F (x) = vk1(z, ξ), g(y) = H(Z), and h(x) = Ξ˜(z, ξ, (∂αH(0))′).
Since F 0 = vk10 has rank N by definition of k1, it follows that the hypotheses on
F in Proposition 4.2.1 is satisfied with κj = 1 for j = 1, . . . , n, and κn+j = µj
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for j = 1, . . . , d, where the µj denote the Ho¨rmander numbers with multiplicity
as defined in §3.2. We conclude, using (4.2.11), that for every β ∈ ZN+ , there is a
linear form Pβ such that
(4.2.13) ∂βH(0) = Pβ


(
dγδ((∂
αH(0)′)(
det(∂Fl/∂zjp(0))1≤l,p≤n′
)lγδ
)
|γ|+|δ|≤‖β‖

 ,
where (∂αH(0)′) is as in (4.2.12) (in particular, |α| ≤ k1ℓ0). Now, let us write
Λ′ = (Λ′α), where Λ
′
α stands for the ∂
αH(0) part of the jet j2k1ℓ00 (H) which appears
in Λ′ (see Remark 3.4.11). By substituting
(4.2.14) Λ′β = Pβ



 dγδ(Λ′α)|α|≤k1ℓ0(
det(λlzjp )1≤l,p≤n
′
)lγδ


|γ|+|δ|≤‖β‖

 ,
for k1ℓ0 < |β| ≤ 2k1ℓ0 in (4.1.39), we obtain the desired formal mapping Φ
˜(Z,Λ)
in Theorem 2.1.5. In the case where M and M ′ are real-analytic, we leave it to
the reader to check that substituting (4.2.14) in (4.1.39) (which in this case is
holomorphic) yields a holomorphic mapping as described in the theorem. This
completes the proof of Theorem 2.1.5. 
§4.3. Proofs of Theorems 4, 2.1.9, 2.1.12, and 2.1.14.
Proof of Theorem 2.1.9. Let k1, P , π˜, Φ
˜, for ˜ = (j1, . . . , jn′) with 1 ≤ j1 < . . . <
jn′ ≤ n, be given by Theorem 2.1.5. Then Λ0 ∈ J
k1ℓ0(CN ,CN
′
)(0,0) is in the image
of (2.1.10) if and only if P (π˜ ◦ j
k1ℓ0,1
0 (Λ0)) 6= 0, for some ˜, and
Λ0 = j
k1ℓ0
0
(
Φ˜(·,Λ0)
)
,(4.3.1)
ρ′
(
Φ˜(Z,Λ0),Φ˜(ζ, Λ¯0)
)
∼ a(Z, ζ)ρ(Z, ζ),(4.3.2)
for some d × d matrix a(Z, ζ) of formal power series, where ρ and ρ′ are defining
power series for M and M ′ respectively. In view of (2.1.6), the equation (4.3.1) is a
finite set of polynomial equations on Λ0. Similarly, by (2.1.6) and elementary linear
algebra, (4.3.2) is an infinite set of polynomial equations on Λ0 and Λ¯0. Thus, the
solutions Λ0 to (4.3.1) and (4.3.2) form a (possibly empty) real-algebraic subvariety
A˜ of J
k1ℓ0(CN ,CN
′
)(0,0), and the image of (2.1.10) coincides with A \B, where
(4.3.3) A =
⋃
˜
A˜, B =
⋂
˜
{P (π˜ ◦ j
k1ℓ0,1
0 (Λ)) = 0}.
To see that the image is totally real at each regular point, we pick a regular point
Λ0 ∈ A˜ \ B for some ˜. Thus, there is a unique mapping H
0 ∈ Fˆ(M,M ′) with
jk1ℓ00 (H
0) = Λ0. By applying the basic identity Theorem 3.4.6, with Z = 0 and
ζ = 0, to the mapping H0 and using (4.2.13) (cf. [BER3, Lemma 3.7]), we deduce
that there exists a rational mapping T (Λ), holomorphic near Λ0, such that
(4.3.4) Λ = T (Λ¯),
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holds for each Λ ∈ A˜ \B near Λ0. From this, it is easy to see that A˜ \B is totally
real at Λ0. This completes the proof of Theorem 2.1.9. 
Proof of Theorem 4. We shall prove Theorem 4 with (d + 1)ℓ0 replaced by k1ℓ0,
where k1 is as above. Clearly, this implies Theorem 4, since k1 ≤ d+ 1. In view of
the proof above and Theorem 3, it suffices to show that the mapping (2.1.10) is a
homeomorphisms onto A\B, with A and B as in the proof of Theorem 2.1.9, when
M and M ′ are real-analytic. This is an easy consequence of Theorem 2.1.5 and the
details are left to the reader (see also the proof of [BER3, Theorem 1]). 
Proofs of Theorems 2.1.12 and 2.1.14. The conclusions of these theorems follow
immediately from Theorems 2.1.9 and 4 (or, more precisely, the version of Theorem
4 with (d+ 1)ℓ0 replaced by k1ℓ0 as proved above), since a locally closed subgroup
of a Lie group is a Lie subgroup (see e.g [Va]). 
§5. Smooth perturbations of formal generic submanifolds
§5.1. Smooth families of submanifolds. In this section, we shall study the
behavior of the series Φ˜, given in Theorem 2.1.5, under smooth perturbations of
the formal submanifoldsM andM ′. For this, we need the notion of a smooth family
of formal generic submanifolds which will be introduced below. A particularly
important example, discussed in detail in §5.2, is the family obtained by taking the
formal generic submanifold associated to a given smooth generic submanifold M at
varying points p ∈M .
Let ρ(Z, ζ; x) = (ρ1(Z, ζ; x), . . . , ρd(Z, ζ; x)), where Z = (Z1, . . . , ZN ) and ζ =
(ζ1, . . . , ζN), be a smooth family of formal defining series, i.e. each ρj is a formal
power series in Z and ζ whose coefficients are smooth functions of x for x in some
smooth manifold X and, for each fixed x ∈ X , ρ(·, ·; x) is a defining series of a
formal generic submanifold, denoted by Mx, as explained in §1. The collection
{Mx}, x ∈ X , will be referred to as a smooth family of formal generic submanifolds
through 0 in CN . If X is a real-analytic manifold and the coefficients of ρ depend
real-analytically on x, then we say that the family is real-analytic. We have the
following result.
Theorem 5.1.1. Let {Mx}, x ∈ X, and {M
′
y}, y ∈ Y , be smooth families of
formal generic submanifolds of codimension d and d′ through 0 in CN and CN
′
,
respectively. Assume that Mx0 , for x0 ∈ X, is of finite type at 0, that M
′
y0
, for
y0 ∈ Y , is ℓ0-nondegenerate for some nonnegative integer ℓ0, and that n ≥ n
′,
where n = N − d and n′ = N ′ − d′. Then there exist open neighborhoods U ⊂ X
and V ⊂ Y of x0 and y0 respectively, an integer k1 with 1 < k1 ≤ d+1, polynomials
P (·; x, y) on J1(Cn
′
,Cn
′
)(0,0) whose coefficients depend smoothly on x, y ∈ U × V ,
and for each ˜ = (j1, . . . , jn′) with 1 ≤ j1 < . . . < jn′ ≤ n, linear surjective
mappings
(5.1.2) π˜(·; x, y) : J
1(CN ,CN
′
)(0,0) → J
1(Cn
′
,Cn
′
)(0,0),
depending smoothly on x, y ∈ U ×V , and a formal power series in Z = (Z1, . . . ZN )
(5.1.3) Φ˜(Z,Λ; x, y) ∼
∑
|α|>0
c˜α(Λ; x, y)
(P (π˜(j
k1ℓ0,1
0 (Λ); x, y); x, y))
l
˜
α
Zα,
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where c˜α(·; x, y) are C
N ′ valued polynomials on Jk1ℓ0(CN ,CN
′
)(0,0) whose coeffi-
cients depend smoothly on x, y ∈ U×V and l˜α are nonnegative integers, with the fol-
lowing property. For every formal CR submersive mapping H : (Mx, 0)→ (M
′
y, 0),
with x, y ∈ U ×V , there exists ˜ as above such that P (π˜(j
1
0(H); x, y); x, y) 6= 0 and
(5.1.4)
H(Z) ∼ Φ˜(Z, jk1ℓ00 (H); x, y), if k1 is even,
H(Z) ∼ Φ˜
(
Z, jk1ℓ00 (H); x, y
)
, if k1 is odd.
In addition, if Mx and M
′
y, for some x, y ∈ U × V , are real-analytic, then for
every ˜ as above and Λ0 with P (π˜(j
k1ℓ0,1
0 (Λ0); x, y); x, y) 6= 0 the series (5.1.3)
converges uniformly for (Z,Λ) near (0,Λ0) in C
N × Jk1ℓ0(CN ,CN
′
)(0,0). If the
families {Mx}, x ∈ U , and {M
′
y}, y ∈ Y , are real-analytic, then the dependence
of P (·; x, y), π˜(·; x, y), and c
˜
α(·, ·; x, y) above on x, y ∈ U × V is real-analytic for
x, y ∈ U × V .
Proof. For the proof of Theorem 5.1.1, we shall need the following version of the
formal implicit function theorem in which the dependence of the coefficients in the
solution on the coefficients in the equation is described. The proof, which consists
of applying the usual (formal) implicit function theorem and identifying coefficients
in the equation, is left to the reader.
Lemma 5.1.5. Let k and m be nonnegative integers. Then there exist polynomials
Pγ , for γ ∈ Z
k
+, with the following property. For every formal power series mapping
F : (Ck × Cm, 0)→ (Cm, 0),
(5.1.6) F (x, y) ∼
∑
α,β
aαβx
αyβ ,
with x = (x1, . . . , xk) and y = (y1, . . . , ym), such that ∂F/∂y(0, 0) is invertible,
there is a unique power series solution y = f(x) of the equation F (x, y) ∼ 0, where
f : (Ck, 0)→ (Cm, 0) is of the form
(5.1.7) f(x) ∼
∑
γ
bγx
γ
with
(5.1.8) bγ =
Pγ
(
(aαβ)|α|+|β|≤|γ|
)
det((ajk)1≤j,k≤m)
|γ|
, ∀γ ∈ Zk+,
where ajk = ∂Fj/∂yk(0, 0).
We return to the proof of Theorem 5.1.1. A consequence of Lemma 5.1.5 (and the
construction of normal coordinates; see [CM], [BJT], or [BER4, Chapter IV.2]) is
that given a smooth family {Mx}, x ∈ X , of formal generic submanifolds through 0
in CN and x0 ∈ X , there is a formal change to normal coordinates (z(Z; x), w(Z; x))
whose coefficients depend smoothly on x ∈ X near x0 such that Mx, in these
coordinates, is defined by w−Q(z, χ, τ ; x), where Q(z, χ, τ ; x) is a d-vector of formal
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power series in (z, χ, τ) satisfying (1.12) and whose coefficients depend smoothly on
x ∈ X near x0. Now, Theorem 5.1.1 follows by a detailed inspection of the proof
of Theorem 2.1.5 and repeated use of Lemma 5.1.5. The details are omitted. 
It follows from Theorem 5.1.1 and the proof of Theorem 2.1.9 that, under the
assumptions of Theorem 5.1.1, the defining equations of the images
jk1ℓ0(Fˆ(Mx,M
′
y)) ⊂ J
k1ℓ0(CN ,CN
′
)
depend smoothly on (x, y) ∈ X × Y near (x0, y0). Hence, by applying [BER3,
Lemma 5.1] (which essentially is the “no small subgroups” property of Lie groups),
we obtain in particular the following corollary of Theorem 5.1.1.
Theorem 5.1.9. Let {Mx}, x ∈ X, be a smooth family of formal generic subman-
ifolds of codimension d through 0 in CN . Assume that Mx0 , for x0 ∈ X, is of finite
type and ℓ0-nondegenerate, for some nonnegative integer ℓ0, at 0. Let k1 be the
integer obtained by applying Theorem 2.1.12 to Mx0, and assume that the Lie group
jk1ℓ0(Fˆ(Mx0 ,Mx0)) ⊂ G
k1ℓ0(CN )0 is discrete. Then there is an open neighborhood
U ⊂ X of x0 such that the Lie groups j
k1ℓ0(Fˆ(Mx,Mx)) ⊂ G
k1ℓ0(CN )0, for x ∈ U ,
are also discrete.
Theorem 5.1.9 implies e.g. that if Fˆ(Mx0 ,Mx0) consists of only the identity, then
for x ∈ X near x0 there are no formal automorphisms “near the identity” (in the
sense of jets of order k1ℓ0) in Fˆ(Mx,Mx). If the family {Mx} consists of real-
analytic submanifolds, then Theorem 5.1.9 (combined with Theorems 3 and 2.1.14)
yields the following result. If Aut(Mx0 , 0) is discrete (in the natural topology), then
Aut(Mx, 0) is discrete for all x ∈ X near x0.
§5.2. Dependence on the base point in a smooth generic submanifold. We
now turn to the particular example of a smooth family obtained by taking the formal
generic submanifolds associated to points p on a given smooth generic submanifold
M ⊂ CN . More precisely, let M ⊂ CN be a smooth generic submanifold with
defining function ρ(Z, Z¯) near a distinguished point p0 ∈ M . We shall consider
the smooth family {Mp}, for p in a neighborhood U of p0 in M , of formal generic
submanifolds through 0 in CN defined by the Taylor series at 0 of the smooth
defining functions
(5.2.1) ρ(Z, ζ; p) := ρ(Z + p, ζ + p¯), p ∈ U.
For smooth generic submanifolds M ⊂ CN , M ′ ⊂ CN
′
and points p ∈M , p′ ∈M ′,
we denote by Fˆ(M, p;M ′, p′) the set of formal mappings H : (CN , p) → (CN
′
, p′)
such that Z 7→ H(Z + p) − p′ maps Mp into M
′
p′ and is CR submersive. Here,
a formal mapping H : (CN , p) → (CN
′
, p′) is such that the components of H =
(H1, . . . , HN ′) are formal power series in Z − p with constant term H(p) equal to
p′. We shall need some more notation.
We denote by E(CN ,CN
′
)(Z,Z′) the set of germs at Z of holomorphic map-
pings (CN , Z) → (CN
′
, Z ′) and by Eˆ(CN ,CN
′
)(Z,Z′) the set of formal mappings
(CN , Z)→ (CN
′
, Z ′). We denote by E(CN ,CN
′
) the disjoint union
(5.2.2) E(CN ,CN
′
) =
⋃
Z∈CN ,Z′∈CN
′
E(CN ,CN
′
)(Z,Z′),
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and use similar notation for Eˆ(CN ,CN
′
). We define Fˆ(M,M ′)(U,U ′) ⊂ Eˆ(C
N ,CN
′
),
for open subsets U ⊂M and U ′ ⊂M ′, to be
(5.2.3) Fˆ(M,M ′)(U,U ′) =
⋃
p∈U,p′∈U ′
Fˆ(M, p;M ′, p′),
and F(M,M ′)(U,U ′) similarly. We equip E(C
N ,CN
′
)(Z,Z′) with the natural induc-
tive limit topology, and E(CN ,CN
′
) with the topology it inherits by the trivializa-
tion
(5.2.4) E(CN ,CN
′
) ∼= CN × CN
′
×E(CN ,CN
′
)(0,0)
defined by taking a germ H at Z0 with H(Z0) = Z
′
0 to (Z0, Z
′
0, H0) ∈ C
N ×CN
′
×
E(CN ,CN
′
)(0,0) , where
(5.2.5) H0(Z) = H(Z + Z0)− Z
′
0.
For a positive integer k, we shall denote by Jk(CN ,CN
′
) the complex manifold of
k-jets of holomorphic mappings CN → CN
′
, i.e.
(5.2.6) Jk(CN ,CN
′
) =
⋃
Z∈CN ,Z′∈CN
′
Jk(CN ,CN
′
)(Z,Z′)
where Jk(CN ,CN
′
)(Z,Z′) denotes the space of k-jets at Z of holomorphic mappings
taking Z to Z ′. We have a similar trivialization
(5.2.7) Jk(CN ,CN
′
) ∼= CN × CN
′
× Jk(CN ,CN
′
)(0,0),
and we have the jet mapping jk : Eˆ(CN ,CN
′
) → Jk(CN ,CN
′
). (See e.g. [GG] or
[BER4, Chapter XII]; cf. also §2 above.) We shall use the trivialization (5.2.7) and
refer to (Z, Z ′,Λ) ∈ CN ×CN
′
× Jk(CN ,CN
′
)(0,0) as coordinates for J
k(CN ,CN
′
).
We shall also use the notation Jk(CN ,CN
′
)(U,U ′) ⊂ J
k(CN ,CN
′
) for the sub-
manifold defined by
(5.2.8) Jk(CN ,CN
′
)(U,U ′) =
⋃
p∈U,p′∈U ′
Jk(CN ,CN
′
)(p,p′),
where U and U ′ are open subsets of M and M ′ respectively. Observe that jk maps
Fˆ(M,M ′)(U,U ′) into J
k(CN ,CN
′
)(U,U ′).
We have the following corollary of Theorem 5.1.1, whose proof is similar to those
of Theorems 4 and 2.1.9, and is left to the reader.
Theorem 5.2.9. Let M and M ′ be smooth generic submanifolds through p0 ∈
CN and p′0 ∈ C
N ′ respectively, such that M is of finite type at p0 and M
′ is
ℓ0-nondegenerate at p
′
0 for some integer ℓ0. Then there are open neighborhoods
U ⊂ M and U ′ ⊂ M ′ of p0 and p
′
0 respectively, an integer k1 depending only
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on M with 1 < k1 ≤ d + 1 where d denotes the codimension of M , a finite col-
lection b1(p, p
′,Λ), . . . , bl(p, p
′,Λ) of polynomials in Λ and a countable collection
{aj(p, p
′,Λ, Λ¯)}∞j=1 of polynomials in (Λ, Λ¯) whose coefficients are smooth functions
of (p, p′) ∈ U × U ′ with the following property. The image of the mapping
(5.2.10) jk1ℓ0 : Fˆ(M,M ′)(U,U ′) → J
k1ℓ0(CN ,CN
′
)(U,U ′)
coincides with the locally closed set
(5.2.11) {aj(p, p
′,Λ, Λ¯) = 0, j = 1, 2, . . .} \ {bk(p, p
′,Λ) = 0, k = 1, 2, . . . l}.
If, in addition, M and M ′ are real-analytic, then the coefficients of aj(p, p
′,Λ, Λ¯)
and bk(p, p
′,Λ) depend real-analytically on (p, p′) ∈ U × U ′, the sets
(5.2.12)
A = {aj(p, p
′,Λ, Λ¯) = 0, j = 1, 2, . . .},
B = {bk(p, p
′,Λ) = 0, k = 1, 2, . . . l}
are real-analytic subvarieties of Jk1ℓ0(CN ,CN
′
)(U,U ′), and the mapping (5.2.10)
(where Fˆ(M,M ′)(U,U ′) = F(M,M
′)(U,U ′) by Theorem 3) is a homeomorphism onto
its image A \B.
§6. Remarks on the algebraic mapping problem
We shall conclude this paper by showing how that arguments presented here can
be applied to the algebraic mapping problem; see [BR], [BER1], [M], [Z3], [CMS] for
recent work. This problem consists, loosely speaking, of finding conditions which
imply that any holomorphic mapping H : CN → CN
′
, defined near some point
p0 ∈ C
N and mapping a given real-algebraic submanifold M ⊂ CN with p0 ∈ M
into another M ′ ⊂ CN
′
, is algebraic. Recall that a holomorphic mapping is called
algebraic if all its components are algebraic functions, and a real submanifold is
called real algebraic if it is contained in a real algebraic subvariety of the same
dimension (see also [BER4, Chapter V]).
Since this problem is not the main topic of the present paper, we shall refer the
reader to the papers mentioned above for a more detailed discussion and history of
the problem. We give here only the following new result.
Theorem 6.1. Let M ⊂ CN be a real algebraic, generic, and connected subman-
ifold which is of finite type at some point. Let M ′ ⊂ CN
′
be a real algebraic,
generic submanifold which is holomorphically nondegenerate and of finite type at
every point. Then any holomorphic mapping H : CN → CN
′
, which is defined near
some point p1 ∈ M , maps M into M
′, and which is CR submersive at some point
p2 ∈M , is algebraic.
Proof. Let H be a holomorphic mapping as in the theorem above. We denote by
Ω ⊂ CN a neighborhood of the point p1 in which H is holomorphic. It follows from
the assumptions in the theorem that M ∩ Ω is of finite type outside a proper real-
analytic subvariety. Since the restriction of H toM ∩Ω is CR submersive outside a
proper real-analytic subvariety, it follows that there is a point p3 ∈M ∩Ω at which
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M is of finite type and H is CR submersive. Moreover, since M ′ is of finite type at
H(p3) ∈M
′, it follows from Corollary 1.27 that H maps a neighborhood U ⊂M of
p3 onto a neighborhood U
′ ⊂ M ′ of H(p3). We deduce, using [BER1, Proposition
1.3.1] (see also [BER4, Theorem 11.5.1]) and the fact that M ′ is holomorphically
nondegenerate, that there is a point p4 ∈ U at which M is of finite type, H is CR
submersive, and for which M ′ is finitely nondegenerate at H(p4). Thus, Theorem
2.1.5 applies with p0 = p4. Now, an inspection of the proof of Theorem 2.1.5 shows
that the functions Φ˜ are algebraic when M and M ′ are real algebraic, and hence
it follows from (2.1.8) that H is algebraic. 
Remark 6.2. The crucial result used in the proof above, after applying Corollary
1.27, is the following consequence of Theorem 2.1.5 (in the algebraic setting): If
M ⊂ CN is a real algebraic, generic submanifold which is of finite type at p0 ∈ M
and M ′ ⊂ CN
′
is a real algebraic, generic submanifold which is finitely nondegen-
erate at p′0 ∈ M
′, then any holomorphic mapping H : (CN , p0) → (C
N ′ , p′0) which
maps M into M ′ and is CR submersive at p0 is algebraic. We should point out
that this result also follows from [Z3, Theorem 1.6]. However, the approach in [Z3]
differs from the one in this paper.
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