Abstract: Many machine learning algorithms can be applied only to data described by categorical attributes. So discretization of continuous attributes is one of the important steps in preprocessing of extracting knowledge. Traditional discretization algorithms based on clustering need a pre-determined clustering number k, also typically are applied in an unsupervised learning framework. This paper describes such an algorithm, called SX-means (Supervised X-means), which is a new algorithm of supervised discretization of continuous attributes on clustering .The algorithm modifies clusters with knowledge of the class distribution dynamically. And this procedure can not stop until the proper k is found. For the number of clusters k is not pre-determined by the user and class distribution is applied, the random of result is decreased greatly. Experimental evaluation of several discretization algorithms on six artificial data sets show that the proposed algorithm is more efficient and can generate a better discretization schema. Comparing the output of C4.5, resulting tree is smaller, less classification rules, and high accuracy of classification.
INTRODUCTION
In the area of data mining, classification can be used to extracting knowledge from huge data sets as a crucial important tool. However real-world data often are described by mixed-mode (continuous and discrete).Some classification algorithms such as ID3 [1] , CLIP [2] can only handle categorical attributes. Therefore discretization, as one of the basic data preparation techniques, has received more and more research attention. Discretization can be broken into two tasks. The first task is to find the number of discrete intervals. The second task is to find the width of the intervals given the range of values of a continuous attribute.
In general, discretization algorithms can be divided into two categories:
1. Unsupervised Unsupervised algorithms discretize attributes without taking into account respective class labels. The two representative algorithms are equal-width and equal-frequency discretizations [3] . Since they do not make use of class information, unsupervised discretization algorithms achieve the shortest execution time. But algorithms are difficult to use for prior specification of the number of intervals.
2. Supervised Supervised algorithms discretize attributes by taking into account the interdependence between class labels and the attribute values. The representative algorithms are: information entropy maximization [4] , statistics-based algorithms like ChiMerge [5] , class-attribute interdependency algorithms like CADD [6] . Supervised discretization algorithms achieve the satisfactory discretization result for prior knowledge of class information [7] .
In this paper, we propose a supervised clustering algorithm, called SX-means. It is a variation of X-means [8] , which extended K-means algorithm using Bayesian Information Criteria (BIC) to decide whether to keep on dividing into sub-clusters or not. A new criterion is proposed and added in this algorithm. The criterion uses class information which can avoid generating more intervals and simplify the procedure. Also the algorithm automatically selects the number of discrete intervals without any user supervision.
The SX-means algorithm is compared with several discretization algorithms, always resulting in the smallest number of discrete intervals. The data sets are used with C4.5 [9] algorithm to generate the rules. The results show that the SX-means algorithm significantly improves the classification performance and reduces the number of generated rules. In recent years, many researchers put their attention on developing supervised clustering algorithm for discretization.
RELATED WORK
Fernando Berzal [10] proposed a supervised hierarchical [12] proposed a supervised K-means algorithm for discretization. The proposed algorithm combines simulated annealing with the modified K-means algorithm. The fields to not be equal important when determining the best partitions for a data set. A weighted Euclidean metric is added in, which can estimate the distance between any two examples that belong to the same class. Also simulated annealing is used to find the fitness set of weights.
Li [13] proposed a new method of supervised discretization of continuous attributes based on density-based clustering. The algorithm benefits from the concept of the level of consistency of decision table in rough sets. By computing the level of consistency of the produced decision table, the coefficient of clustering, influence factor of density-based clustering is adjusted dynamically, until the level of consistency of the decision table reach its original level. Another part of the algorithm is merging the adjacent intervals which had the least entropy for reducing the number of intervals. One characteristic of the algorithm is that the number of clusters would not be specified.
The main similarity of those algorithms is following the idea of first clustering and second merging. In step of clustering, training data are discretized into intervals. Then a given criterion is used to decrease the number of intervals. It should be noted the difference between those algorithms and the SX-means algorithm introduced in this literature. Firstly, SX-means follows the idea of merging the intervals while clustering. That is the big difference to those algorithms above. Secondly, SX-means does not require the user to predefine the number of intervals, but search for the best K by itself. Thirdly, a new discretization criterion is given.
DEFINITIONS
The SX-means algorithm is based on X-means clustering algorithm, which is a variation of K-means clustering. The user is not required to specify the number of clusters but to provide an upper and lower bound for the value of K. Algorithm can automatically detect the suitable number of clusters based on selection criterion such as BIC.
The process of X-means algorithm is: Assumption that the range of K is [K 1 , K 2 ].The algorithm starts with the lower bound of the given range K1 and add centroids when they are needed until the conditions of termination is reached. We will explain by means of an example in Figure2. Step1: A stable K-means solution with 3 centroids is shown in (A). Step4: The BIC test is performed on all pairs of children. In test the original parent or two children who have the high BIC score, which means modeling the distribution better.
Step5: When the upper bound of K is not reached and the best scoring model is not found, go to step1 with the new value of K, or finally output model (E).
X-means use BIC (Bayesian Information Criterion) to determine whether split or not. The formula from Kass and Wasserman [14]: 
Z is training data, in order to compare two models M m and M l , a posterior probability:
If the risk of greater than 1, we choose model m, or else choose l. Most of the right of the ( | ) is equal to BIC criterion. So, it can draw a conclusion that is choosing the BIC model is the same to choosing maximum likelihood posterior probability model. During analysising the procedure of X-means algorithm, it chooses and decides which model is best way of description based on the maximum likelihood posterior probability. Class distribution is not used in the procedure. Meanwhile, splitting idea is likely to product too much centers. So SX-means algorithm modifies the splitting part of X-means algorithm. Using class distribution, the algorithm reduces the redundancy centers and simplifies the model. There is a list of new concepts of new algorithm as follows description:
1.Delegate class:
the number of examples which belong to the same class 2. Splitting Criterion: if one pair of children intervals has the same delegate class, we consider that they should be one interval and not commit splitting operation .Even BIC perform to a pair of children intervals.
To the best of our knowledge, no previous work has be performed about delegate class and new splitting criterion mentioned above. They can achieve the minimum number of intervals and overcome the limitation of X-means algorithm.
SX-MEANS ALGORITHM

The SX-means Algorithm
The pseudo-code of SX-means algorithm is shown in Fig.3 Given a dataset with continuous attribute A, M examples and S target classes. For continuous attribute A, SX-means algorithm first finds the maximum d n and minimum d 0 of A in Line 3. Then forms a set of distinct values of A in ascending order in Line 4.A initial discretization schema D is set with K1-means clustering in Line 5. Delegate class of each interval is calculated in Line 6. Each space of interval is split into two subintervals with splitting criterion and a local 2-means for each pair of intervals is running in Line 7. Line 8 to 12 is splitting criterion part. In this part, SX-means iteratively test BIC and delegate class of subintervals. It commits the splitting operation when specific condition is met. Then new discretization schema D' and K' are recalculated in Line 13. If condition of the algorithm is not reached, it will go to line 5. Or the schema D' and K' be treated as final result in Line 15.
Fig.3: The pseudo-code of SX-means algorithm
Splitting Criterion
Fig. 4 Splitting Criterion of SX-means Algorithm
In the example of figure 2, X-means algorithm implements the step (D) for each cluster .Comparing BIC score after the splitting operation, the final result is chosen (E).But the new algorithm implements the step ( D ′ ) with comparing both BIC score and delegate class. SX -means clustering algorithm results in figure 4 ( E ′ ) above in the end. The number of clusters is a big difference between the results achieved by SX-means and X-means. It should be noted that slitting criterion is most important part in our algorithm.
EXPERIMENTAL RESULTS
In this section, we compare the performance of the SX-means algorithm with X-means, K-means, and one leading discretization algorithm that is Minimum Description Length (MDL) on the six well-known continuous and mixed-mode data sets.
Experimental Setup
All data sets are taken from the University of California, Irvine's repository of machine learning databases [14] Adult data set(AD) 32561 6 15 2
Note: abbreviation in brackets
All discretization methods are executed as a preprocessing step to C4.5. The reason for our choice is that C4.5 is a state-of-the-art decision-tree learner algorithm. To get more reliable results, the 10-fold cross-validation test method is applied and pessimistic pruning is set as 0.25 [11] .
The clustering algorithms require the user to specify the number of discrete intervals. In our experiments, we use the following heuristic formula [14] to estimate the number of intervals:
N A =M/3S (5) Where N A is the number of intervals for continuous attribute A, M is the number of examples and C is the number of classes. The X-means and SX-means algorithms set range which K lies in is [K /2,K]. The experimental results show that the SX-means algorithm generates the smallest number of discrete intervals, as shown in Table 2 . This is a significant advantage of the SX-means algorithm that further shows its usefulness. The rear experiments will use those discretized data sets as input to C4.5 algorithm which will generate decision tree.
Analysis of the Experimental Results
Table2
Analysis of the Classification Results Using the Discretized Data Sets
The accuracy and the number of rules are compared for the five discretization algorithms in this section. To compare the effect of those discretization methods, the C4.5 on the discretized data sets is present too, denoted by "continuous" in Table 3 , Table 4 . The rank value in tables is defined as each algorithm's rank for a particular data set among the five algorithms, averaged over the six data sets [16] .So direct comparison of results can be seen by looking at the rank column in tables.
The rank results show that our method is competitive in terms of classification accuracy. The second best result is achieved by discretized data using SX-means algorithm. The difference between the rank achieved by the best MDL algorithm and our algorithm is only 0.2. The results prove that the SX-means algorithm improve the classification accuracy significantly .Our algorithm achieves the best accuracy on data sets like Iris, Heart, Australian, which have relatively small scale.
Also it should be noted that all discretization algorithms achieve worst accuracy on abalone, which only is the one-three of average accuracy of the normal situation .From the analysis of the construction of abalone, one important factor is too many class labels in the data set. Then one conclusion is made on which more class labels will raise difficulty and get result worse. Table 4 shows the classification results in terms of number of generated rules and the tree size under unpruned and pruned. It is remarkable that our discretization algorithm outperforms any other discretization method in five data sets and for abalone data set has the third smallest. The average rank show that our algorithm similar to the number of rules and tree size for data models generated using data discretized with the MDL algorithm as one of state-of-the-art methods. The results reveal that the SX-means algorithm significantly improve the classification performance and achieve high accuracy of classification when new splitting criterion is added in.
The classification results show that SX-means algorithm improves classification accuracy and reduces the number of rules and size of the trees generated by the C4.5 algorithm.
CONCLUSION
In this paper, we proposed the SX-means algorithm, which is a new supervised discretization algorithm based on clustering. A set of experiments show that the proposed algorithm is typically more efficient and can generate a better discretization schema. One advantage of the algorithm is the number of clusters k is not pre-determined by the user and class distribution is applied, also the random of result is decreased greatly.
SX-means algorithm generates the smallest number of intervals, which was tested on several well-know data sets and compared with several other discretization algorithms. Comparing the output of the classifier of C4.5, SX-means algorithm significantly reduces the number of rules and size of the trees.
In future work will include modifying the splitting criterion, which will keep more class distribution information and make discretization result more reasonable. This task can be performed by using class vector replacing the delegate class. 
