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WHAT ARE GRAPH AMALGAMATIONS?
AMIN BAHMANIAN AND C. A. RODGER
Dedicated to Lucia Gionfriddo, a young star, the memory of whom will shine brightly in the minds of we
who knew her.
Abstract. In this paper, a survey about recent progress on problems solved using graph
amalgamations is presented, along with some new results with complete proofs, and some
related open problems.
1. Introduction
Edouard Lucas (1842–1891), the inventor of the Towers of Hanoi problem, discussed the
proble´me de ronde that asked the following [16]: Given 2n ` 1 people, is it possible to
arrange them around a single table on n successive nights so that nobody is seated next to
the same person on either side more than once? This problem is equivalent to a Hamiltonian
decomposition of K2n`1; that is partitioning the edge set of K2n`1 into spanning cycles. A
solution to this problem for n “ 3 is illustrated in Figure 1, which is due to Walecki. This
can be easily generalized to any complete graph by “rotating” an initial cycle.
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Figure 1. Walecki Construction
In 1984, Hilton [8] suggested a different approach to solving this problem, one of which
is useful for solving another family of problems as well. He first fused all the vertices of
Kn (this is called amalgamation) which results in having
`
n
2
˘
loops incident with a vertex.
Then he shared the loops evenly between different color classes. (In this paper, the ith color
class of G is defined to be the spanning subgraph of G that contains precisely the edges
colored i.) Finally he reversed the fusion by splitting the single vertex into n vertices (this
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is called detachment), so that each color class is a Hamiltonian cycle. This is illustrated in
Figure 2 for K7. It is not obvious how we can detach the loops so that each color class is a
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Figure 2. Hamiltonian decomposition of K7
Hamiltonian cycle. The second problem that Hilton solved was an embedding problem [8].
Given an edge-coloring of Km, in which each color class is a path, he used amalgamations to
extend this coloring to an edge-coloring of Km`n, so that each color class is a Hamiltonian
cycle in Km`n (so m ` n must be odd). The idea is to add a new vertex, say u to Km
incident with
`
n
2
˘
loops so that there are n edges between this vertex and every other vertex.
Let us call this graph K`m. (In fact K
`
m is an amalgamation of Km`n in which all further n
vertices are contracted in one point.) One can easily color all the edges incident with u so
that the valency of u for each color class is exactly 2n. Finally by detaching u into n vertices,
say u1, . . . , un and sharing the edges of each color class incident with u among u1, . . . , un
as evenly as possible and ensuring that each color class is connected, provides the desired
outcome: a Hamiltonian decomposition of Km`n. This is illustrated for m “ 5, n “ 2 in
Figure 3. To provide more explanation, first we give some definitions.
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Figure 3. Embedding a path decomposition of K5 into a Hamiltonian de-
composition of K7
A graph H is an amalgamation of a graph G if, there exists a function φ called an amalga-
mation function from V pGq onto V pHq and a bijection φ1 : EpGq Ñ EpHq such that e joining
u and v is in EpGq if and only if φ1peq joining φpuq and φpvq is in EpHq; we write φpGq “ H .
In particular, this requires that e be a loop in H if and only if, in G, it either is a loop or
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joins distinct vertices u, v, such that φpuq “ φpvq. (Note that φ1 is completely determined
by φ.) Associated with φ is the number function η : V pHq Ñ N defined by ηpvq “ |φ´1pvq|,
for each v P V pHq. We also shall say that G is a detachment of H in which each vertex v
of H splits (with respect to φ) into the vertices in φ´1ptvuq (see Figure 4). A detachment of
H is, intuitively speaking, a graph obtained from H by splitting some or all of its vertices
into more than one vertex. If η is a function from V pHq into N (the set of positive integers),
then an η-detachment of H is a detachment of H in which each vertex u of H splits into
ηpuq vertices. In other words, G is an η-detachment of H if there exists an amalgamation
function φ of G onto H such that |φ´1ptuuq| “ ηpuq for every u P V pHq. In this paper x « y
HG
amalgamation
Figure 4. A graph G with one of its amalgamations H
means tyu ď x ď rys, ℓpuq denotes the number of loops incident with vertex u, dpuq denotes
the degree of vertex u (loops are considered to contribute two to the degree of the incident
vertex), the subgraph of G induced by the edges colored j is denoted by Gpjq, ωpGq is the
number of components of G, and the multiplicity of a pair of vertices u, v of G, denoted by
mpu, vq, is the number of edges joining u and v in G. A k-edge-coloring of a graph G is a
mapping f : EpGq Ñ C, where C is a set of k colors (often we use C “ t1, . . . , ku). It is
often convenient to have empty color classes, so we do not require f to be surjective.
One of the most useful properties that one can obtain using the techniques described here,
is that many graph parameters (such as colors, degrees, multiple edges) can be simultaneously
shared evenly during the detachment process. This is often the most desirable property.
Theorem 1.1. (Bahmanian, Rodger [2, Theorem 1]) Let H be a k-edge-colored graph and let
η be a function from V pHq into N such that for each v P V pHq, ηpvq “ 1 implies ℓHpvq “ 0.
Then there exists a loopless η-detachment G of H in which each v P V pHq is detached into
v1, . . . , vηpvq, such that G satisfies the following conditions:
(A1) dGpuiq « dHpuq{ηpuq for each u P V pHq and 1 ď i ď ηpuq;
(A2) dGpjqpuiq « dHpjqpuq{ηpuq for each u P V pHq, 1 ď i ď ηpuq, and 1 ď j ď k;
(A3) mGpui, ui1q « ℓHpuq{
`
ηpuq
2
˘
for each u P V pHq with ηpuq ě 2 and 1 ď i ă i1 ď ηpuq;
(A4) mGpjqpui, ui1q « ℓHpjqpuq{
`
ηpuq
2
˘
for each u P V pHq with ηpuq ě 2, 1 ď i ă i1 ď ηpuq,
and 1 ď j ď k;
(A5) mGpui, vi1q « mHpu, vq{pηpuqηpvqq for every pair of distinct vertices u, v P V pHq,
1 ď i ď ηpuq, and 1 ď i1 ď ηpvq;
(A6) mGpjqpui, vi1q « mHpjqpu, vq{pηpuqηpvqq for every pair of distinct vertices u, v P V pHq,
1 ď i ď ηpuq, 1 ď i1 ď ηpvq, and 1 ď j ď k;
(A7) If for some j, 1 ď j ď k, dHpjqpuq{ηpuq is even for each u P V pHq, then ωpGpjqq “
ωpHpjqq.
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The proof uses edge-coloring techniques. An edge-coloring of a multigraph is (i) equalized
if the number of edges colored with any two colors differs by at most one, (ii) balanced if for
each pair of vertices, among the edges joining the pair, the number of edges of each color
differs by at most one from the number of edges of each other color, and (iii) equitable if,
among the edges incident with each vertex, the number of edges of each color differs by at
most one from the number of edges of each other color. In [3, 4, 5, 6] de Werra studied
balanced equitable edge-coloring of bipartite graphs. The following result is used to prove
Theorem 1.1.
Theorem 1.2. Every bipartite graph has a balanced, equitable and equalized k-edge-coloring
for each k P N.
Here we show that this result is simply a consequence of Nash-Williams lemma. A family
A of sets is laminar if, for every pair A,B of sets belonging to A , either A Ă B, or B Ă A,
or AXB “ ∅.
Lemma 1.3. (Nash-Williams [17, Lemma 2]) If A ,B are two laminar families of subsets
of a finite set S, and n P N, then there exist a subset A of S such that for every P P A YB,
|AX P | « |P |{n.
Proof of Theorem 1.2. Let B be a bipartite graph with vertex bipartition tV1, V2u. For
i “ 1, 2 define the laminar set Li to consist of the following sets of subsets of edges of B:
(i) The edges between each pair of vertices v1 P V1 and v2 P V2, (ii) For each v P Vi, the
edges incident with v, (iii) All the edges in B. Applying Lemma 1.3 with n “ k provides
one color class. Remove these edges then reapply Lemma 1.3, with n “ k ´ 1 to get the
second class. Recursively proceeding in this way provides the k-edge-coloring of B. It is
straightforward to see that this produces the result by observing that the edges in subsets
defined in (i), (ii) and (iii) guarantee that the k-edge-coloring is balanced, equitable, and
equalized respectively. 
2. Applications
In this section we demonstrate the power of Theorem 1.1. The results are not new, and
many follow from earlier, more restrictive versions of Theorem 1.1. But the point of this
section is to give the reader a feel for how amalgamations can be used.
Theorem 2.1. (Walecki [16]) λKn is Hamiltonian decomposable (with a 1-factor leave, re-
spectively) if and only if λpn´ 1q is even (odd, respectively).
Proof. The necessity is obvious. To prove the sufficiency, let H be a graph with V pHq “ tvu,
ℓpvq “ λ
`
n
2
˘
and ηpvq “ n , and let k “ tλpn ´ 1q{2u. Color the loops so that ℓHpjqpvq “ n,
for 1 ď j ď k (and ℓHpk`1qpvq “ n{2, if λpn ´ 1q is odd). Applying Theorem 1.1 completes
the proof. 
The following result is essentially proved in [8], but the result is stated in less general
terms.
Theorem 2.2. (Hilton [8]) A k-edge-colored Km can be embedded into a Hamiltonian de-
composition of Km`n (with a 1-factor leave, respectively) if and only if pm ` n ´ 1q is even
(odd, respectively), k “ rpm` n´ 1q{2s, and each color class of Km (except one color class,
say k, respectively) is a collection of at most n disjoint paths, (color class k consists of paths
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of length at most 1, at most n of which are of length 0, respectively), where isolated vertices
in each color class are to be counted as paths of length 0.
Proof. The necessity is obvious. To prove the sufficiency, let pi ď n be the number of paths
colored i, 1 ď i ď k. Form a graph H by adding a new vertex u to Km so that ℓpuq “
`
n
2
˘
,
mpu, vq “ n for each v P V pKmq, and ηpuq “ n. Color the new edges incident with vertices in
Km so that dHpjqpvq “ 2 for v P V pKmq, 1 ď j ď k (if m`n is even, do it so that dHpkqpvq “ 1
for v P V pKmq; so at most n such edges are incident with u by necessary conditions). Clearly,
each color appears on an even number of such edges (except possibly color k when m` n is
odd). Color the loops so that dHpjqpuq “ 2n for 1 ď j ď k (if m`n is even, then the coloring
must be so that dHpkqpuq “ n). This is possible since each color appears on p2n´ 2piq{2 ě 0
loops. Now applying Theorem 1.1 completes the proof. 
A similar result can be obtained for embedding λKm into a Hamiltonian decomposition
of λKm`n. A more general problem is the following enclosing problem
Problem 1. Find necessary and sufficient conditions for enclosing an edge-colored λKm
into a Hamiltonian decomposition of µKm`n for λ ă µ.
An pr1, . . . , rkq-factorization of a graph G is a partition (decomposition) tF1, . . . , Fku of
EpGq in which Fi is an ri-factor for i “ 1, . . . , k. The following is a corollary of a strong
result of Johnson [12] in which each color class can have a specified edge-connectivity. A
special case of this is proved by Johnstone in [13].
Theorem 2.3. λKn is pr1, . . . , rkq-factorizable if and only if rin is even for 1 ď i ď k, andřk
i“1 ri “ λpn´ 1q. Moreover, for 1 ď i ď k each ri-factor can be guaranteed to be connected
if ri is even.
Proof. The necessity is obvious. To prove the sufficiency, start from the graph H as in the
proof of Theorem 2.1, but color the loops so that ℓHpjqpvq “ nrj{2 for 1 ď j ď k. Then apply
Theorem 1.1. 
The following result was proved for the special case r1 “ . . . “ rk “ r in [1, 18].
Theorem 2.4. A k-edge-coloring of Km can be embedded into an pr1, . . .
, rkq-factorization of Km`n if and only if ripm`nq is even for 1 ď i ď k,
řk
i“1 ri “ m`n´1,
dKmpiqpvq ď rσpiq for each v P V pKmq, 1 ď i ď k, and some permutation σ P Sk, and
|EpKmpiqq| ě rσpiqpm´ nq{2.
Proof. The necessity is obvious. To prove the sufficiency, start from the graph H as in the
proof of Theorem 2.2. Color the new edges incident with vertices in Km so that dHpjqpvq “
rσpjq for v P V pKmq, 1 ď j ď k. Then color the loops incident with u so that dHpjqpuq “ rσpjqm
for 1 ď j ď k (the last necessary condition guarantees that the number of required loops is
non-negative), and apply Theorem 1.1. 
Problem 2. Find necessary and sufficient conditions for enclosing an edge-colored λKn into
an pr1, . . . , rkq-factorization of µKm`n for λ ď µ.
The case λ “ µ can be obtained by altering the proof of Theorem 2.4 slightly.
Some of the above results can be easily generalized to complete multipartite graphs.
Theorem 2.5. (Laskar, Auerbach [14]) λKn1,...,nm is Hamiltonian decomposable (with a 1-
factor leave, respectively) if and only if n1 “ ¨ ¨ ¨ “ nm :“ n, and λnpm ´ 1q is even (odd,
respectively).
WHAT ARE GRAPH AMALGAMATIONS? 6
Proof. The necessity is obvious. To prove the sufficiency, consider the graph H :“ λn2Km,
and η : V pHq Ñ N with ηpvq “ n for each v P V pHq. Using Theorem 2.3, find a connected
2n-factorization of H and apply Theorem 1.1. 
Another very nice requirement that one can ask of a Hamiltonian decomposition of a
complete multipartite graph is that it be fair; that is, in each Hamiltonian cycle, the number
of edges between each pair of parts is within one of the number of edges between each other
pair of parts. This result can be proved by being more careful in the construction of the
edge-coloring of the graph H described in the proof of Theorem 2.5; ensure that for each
color class the number of edges between each pair of vertices in H is within 1 of the number
of edges between each other pair of vertices (one could think of this color class as being
“equimultiple”). Leach and Rodger [15] used this approach to prove that
Theorem 2.6. Kn1,...,nm is fair Hamiltonian decomposable if and only if n1 “ ¨ ¨ ¨ “ nm :“ n,
and npm´ 1q is even.
Problem 3. Find necessary and sufficient conditions for enclosing a k-edge-colored λKn1,...,nm
into a (fair) Hamiltonian decomposition of µKn1
1
,...,n1
m1
for ni ď n
1
i, 1 ď i ď m ď m
1, and
λ ď µ.
Theorem 2.7. λKn1,...,nm is pr1, . . . , rkq-factorizable if and only if n1 “ ¨ ¨ ¨ “ nm :“ n, rinm
is even for 1 ď i ď k, and
řk
i“1 ri “ λnpm´ 1q.
Proof. The necessity is obvious. To prove the sufficiency, use Theorem 2.3 to find an
pnr1, . . . , nrkq-factorization of the graph H described in the proof of Theorem 2.5; then
apply Theorem 1.1. 
Problem 4. Find necessary and sufficient conditions for enclosing a k-edge-colored λKn1,...,nm
into an pr1, . . . , rkq-factorization of µKn1
1
,...,n1
m1
for ni ď n
1
i, 1 ď i ď m ď m
1, and λ ď µ.
The Oberwolfach problem OP pra1
1
, . . . , rakk q asks whether or not it is possible to partition
the edge set of Kn, n odd, or Kn with a 1-factor removed when n is even, into isomorphic 2-
factors such that each 2-factor consists of aj cycles of length rj, 1 ď j ď k, and n “
řk
j“1 rjaj .
In [9] some new solutions to the Oberwolfach problem are given using the amalgamation
technique.
3. Hamiltonian Decomposition of Kpn1, . . . , nm;λ, µq
Let Kpn1, . . . , nm;λ, µq denote a graph with m parts, the i
th part having size ni, in which
multiplicity of each pair of vertices in the same part (in different parts) is λ (µ, respectively).
When n1 “ . . . “ nm “ n, we denote Kpn1, . . . , nm;λ, µq by Kpn
pmq;λ, µq. In [2], we settled
the existence of Hamiltonian decomposition for Kpn1, . . . , nm;λ, µq, a graph of particular
interest to statisticians, who consider group divisible designs with two associate classes.
Theorem 3.1. (Bahmanian, Rodger [2, Theorem 4.3]) Let m ą 1, λ ě 0, and µ ě 1, with
λ ‰ µ be integers. Let n1, . . . , nm be positive integers with n1 ď . . . ď nm, and nm ě 2. Then
G “ Kpn1, . . . , nm;λ, µq is Hamiltonian decomposable if and only if the following conditions
are satisfied:
(i) ni “ nj :“ n for 1 ď i ă j ď m;
(ii) λpn´ 1q ` µnpm´ 1q is an even integer ;
(iii) λ ď µnpm´ 1q.
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Figure 5. A Hamiltonian Decomposition of Kp2p3q; 2, 1q
Example 3.2. Figure 5 illustrate a Hamiltonian decomposition of Kp2p3q; 2, 1q.
In this paper, we solve the companion problem; that is the Hamiltonian decompositions
problem for Kpn1, . . . , nm;λ, µq when it is a regular graph of odd degree. The details are
provided in order that the reader may become more familiar with the nuances of using
amalgamations.
A graph G is said to be even if all of its vertices have even degree. Let k be a positive
integer. We say that G has an evenly-equitable k-edge-coloring if G has a k-edge-coloring
for which, for each v P V pGq
(i) dGpiqpvq is even for 1 ď i ď k, and
(ii) |dGpiqpvq ´ dGpjqpvq| P t0, 2u for 1 ď i, j ď k.
We need the following theorem of Hilton [7]. (It may help to recall that the definition of k-
edge-coloring allows some color classes to be empty. It is also worth noting that the following
theorem is true even if the graph contains loops.)
Theorem 3.3. (Hilton [7, Theorem 8]) Each finite even graph has an evenly-equitable k-
edge-coloring for each positive integer k.
Let us first look at some trivial cases:
(i) If m “ 1, then G “ λKn1 which by Theorem 2.1, is decomposable into Hamiltonian
cycles and a single 1-factor if and only if λpn1 ´ 1q is odd.
(ii) If m ą 1, µ “ 0, then G “
mŤ
i“1
λKni. Clearly G is disconnected it does not have any
Hamiltonian cycle.
(iii) If ni “ 1 for 1 ď i ď m, then G “ µKm which is decomposable into Hamiltonian
cycles and a single 1-factor if and only if µpm´ 1q is odd.
WHAT ARE GRAPH AMALGAMATIONS? 8
(iv) If λ “ µ, then G “ λKn1`¨¨¨`nm which is decomposable into Hamiltonian cycles and
a single 1-factor if and only if λp
mř
i“1
ni ´ 1q is even.
(v) If λ “ 0, and ni “ n for 1 ď i ď m, then G “ µKn, . . . , nlooomooon
m
which is decomposable into
Hamiltonian cycles and a single 1-factor if and only if µnpm´ 1q is odd (see [14]).
We exclude the above five cases from our theorem:
Theorem 3.4. Let m ą 1. Let n1, . . . , nm be positive integers with n1 ď . . . ď nm, and
nm ě 2, and λ, µ ě 1 with λ ‰ µ. Then G “ Kpn1, . . . , nm;λ, µq is decomposable into
Hamiltonian cycles and a single 1-factor if and only if the following conditions are satisfied:
(i) ni “ nj :“ n for 1 ď i ă j ď m;
(ii) λpn´ 1q ` µnpm´ 1q is an odd integer ;
(iii) λ ď µnpm´ 1q if n ě 3, and λ´ 1 ď 2µpm´ 1q otherwise.
Proof. Let s “
řm
i“1 ni. To prove the necessity, suppose G is Hamiltonian decomposable.
For v P Vi, 1 ď i ď m, we have dGpvq “ λpni ´ 1q ` µps ´ niq. Since G is Hamiltonian
decomposable, it is regular. So we have λpni ´ 1q ` µps ´ niq “ λpnj ´ 1q ` µps ´ njq for
1 ď i ă j ď m. It follows that ni “ nj :“ n for 1 ď i ă j ď m. So we can assume that
G “ Kpnpmq;λ, µq. Therefore dGpvq “ λpn´ 1q ` µnpm´ 1q. Now since G is decomposable
into Hamiltonian cycles and a single 1-factor
λpn´ 1q ` µnpm´ 1q is an odd integer.
By the preceding paragraph, the number of Hamiltonian cycles of G is
`
λpn´1q`µnpm´
1q ´ 1
˘
{2. Let us say that an edge is pure if both of its endpoints belong to the same part.
Each Hamiltonian cycle passes through every vertex of every part exactly once. Hence each
Hamiltonian cycle contains at most n´ 1 pure edges from each part. Since the total number
of pure edges in each part is λ
`
n
2
˘
, and a 1-factor contains at most ta{2u pure edges from
each part, we have
λ
ˆ
n
2
˙
ď
pn ´ 1q
2
`
λpn´ 1q ` µnpm´ 1q ´ 1
˘
` t
n
2
u.
So,
λnpn ´ 1q
2
ď
pn´ 1q
2
`
λpn´ 1q ` µnpm´ 1q ´ 1
˘
` t
n
2
u.
Since n ą 1, it implies that
λn ď λpn´ 1q ` µnpm´ 1q ´ 1`
2tn
2
u
n´ 1
.
It follows that if n is odd, then we have λ ď µnpm´ 1q, and if n ą 2 is even, then we have
λ ď µnpm´ 1q ` 1{pn´ 1q, which is equivalent to λ ď µnpm´ 1q. Moreover, if n “ 2, then
we have λ´ 1 ď 2µpm´ 1q. Therefore conditions (i)-(iii) are necessary.
To prove the sufficiency, suppose conditions (i)-(iii) are satisfied. We first solve the special
case of n “ 2. Since λ ` 2µpm ´ 1q is odd, so is λ. Also λ ´ 1 ď 2µpm ´ 1q. Therefore,
by Theorem 3.1, Kp2pmq;λ ´ 1, µq is Hamiltonian decomposable. Adding an edge to each
part of Kp2pmq;λ ´ 1, µq (which is a 1-factor) will form Kp2pmq;λ, µq. Thus we obtain a
decomposition of Kp2pmq;λ, µq into Hamiltonian cycles and a single 1-factor. To prove the
sufficiency for n ě 3, let H be a graph with |V pHq| “ m, ℓHpyq “ λ
`
n
2
˘
for every y P V pHq,
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and mHpy, zq “ µn
2 for every pair y, z P V pHq and let η be a function from V pHq into N
with ηpyq “ n for all y P V pHq. Now define k “
`
λpn ´ 1q ` µnpm ´ 1q ´ 1
˘
{2. From
(ii), k is an integer. We note that H is p2k ` 1qn-regular. In what follows we shall find an
appropriate edge-coloring for H and then we shall apply Theorem 1.1, to show that H has
an η-detachment G in which every color class except one induces a Hamiltonian cycle, the
exceptional color class being a -factor.
Let H˚ be the spanning subgraph of H whose edges are the non-loop edges of H . It is
easy to see that H˚ – µn2Km. We shall find a pk ` 1q-edge-coloring for H . There are two
cases to consider, but first we observe that:
pn´ 1q
`
µnpm´ 1q ´ λ
˘
ě 0 ðñ
µnpm´ 1qpn´ 1q ´ λpn´ 1q ě 0 ðñ
µn2pm´ 1q ´ λpn´ 1q ´ µnpm´ 1q ě 0 ðñ
µn2pm´ 1q
2
ě
λpn´ 1q ` µnpm´ 1q
2
.
(1)
‚ Case 1: n is even. It follows that µn2pm ´ 1q is even and thus by Theorem 2.1,
H˚ is decomposable into µn
2pm´1q
2
Hamiltonian cycles. Now since n ą 1, and since by
(iii) µnpm´ 1q ě λ, by (1) it follows that the number of Hamiltonian cycles in H˚ is
greater than k. Now let C1, . . . , Ck be k arbitrary Hamilton cycles of a Hamiltonian
decomposition of H˚. Let K˚ be a (partial) k-edge-coloring of H˚ such that all edges
of each cycle Ci are colored i, for each 1 ď i ď k. Now let L be a spanning subgraph of
H in which every vertex is incident with n{2 loops (observe that λ
`
n
2
˘
ě n{2); so the
graph L consists only of loops. Now let H˚˚ be the spanning subgraph of H whose
edges are all edges in EpHqzEpLq that are uncolored inH˚. Recall thatH is p2k`1qn-
regular, so for each v P V pH˚˚q we have dH˚˚pvq “ p2k`1qn´2k´2pn{2q “ 2kpn´1q.
Therefore H˚˚ is an even graph and so by Theorem 3.3 it has an evenly-equitable
edge-coloring K˚˚ with k colors 1, . . . , k (Note that we are using the same colors we
used to color edges of H˚). Therefore for each j, 1 ď j ď k, and for each y P V pH˚˚q,
we have dH˚˚pjqpyq “ 2pn ´ 1qk{k “ 2pn ´ 1q. Now we can define the pk ` 1q-edges
coloring K for H as below:
Kpeq :“
$&
%
K˚peq if e P EpH˚qzEpH˚˚q,
K˚˚peq if e P EpH˚˚q,
k ` 1 if e P EpLq.
So for each y P V pHq,
dHpjqpyq “
"
2pn´ 1q ` 2 “ 2n if 1 ď j ď k,
2pn{2q “ n if j “ k ` 1.
‚ Case 2: n is odd. Since λpn´ 1q is even, and by (ii), λpn´ 1q ` µnpm´ 1q is odd,
it follows that µnpm´ 1q is odd. So µn2pm´ 1q is odd. Thus by Theorem 2.1, H˚ is
decomposable into
`
µn2pm´ 1q ´ 1
˘
{2 Hamiltonian cycles and a single 1-factor F .
By (1), it follows that
µn2pm´ 1q ´ 1
2
ě
λpn´ 1q ` µnpm´ 1q ´ 1
2
“ k.
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Hence, the number of Hamiltonian cycles in H˚ is at least k. Now let C1, . . . , Ck be
k arbitrary Hamilton cycles of a Hamiltonian decomposition of H˚. Let K˚ be a
(partial) k-edge-coloring of H˚ such that all edges of each cycle Ci are colored i, for
each 1 ď i ď k, and the single 1-factor F is colored k ` 1. Now let L be a spanning
subgraph of H in which every vertex is incident with pn ´ 1q{2 loops (observe that
λ
`
n
2
˘
ě pn ´ 1q{2). Now let H˚˚ be the spanning subgraph of H whose edges are all
edges in EpHqzEpLq that are uncolored in H˚. Recall that H is p2k`1qn-regular, so
for each v P V pH˚˚q we have dH˚˚pvq “ p2k` 1qn´ 2k´ 1´ 2pn´ 1q{2 “ 2kpn´ 1q.
Therefore H˚˚ is an even graph and so by Theorem 3.3 it has an evenly-equitable
edge-coloring K˚˚ with k colors 1, . . . , k (Note that we are using the same colors we
used to color edges of H˚). Therefore for each j, 1 ď j ď k, and for each y P V pH˚˚q,
we have dH˚˚pjqpyq “ 2pn ´ 1qk{k “ 2pn ´ 1q. Now we can define the pk ` 1q-edges
coloring K for H as below:
Kpeq :“
$&
%
K˚peq if e P EpH˚qzEpH˚˚q,
K˚˚peq if e P EpH˚˚q,
k ` 1 if e P EpLq.
So for each y P V pHq,
dHpjqpyq “
"
2pn´ 1q ` 2 “ 2n if 1 ď j ď k,
1` 2pn´ 1q{2 “ n if j “ k ` 1.
Note that since all edges of each Hamiltonian cycle Cj are colored j, 1 ď j ď k, each color
class Hpjq is connected for 1 ď j ď k. Therefore in both cases, we have a pk`1q-edge-colored
graph H for which, for each y, z P V pHq, y ‰ z, ηpyq “ n ě 2, ℓHpyq “ λ
`
n
2
˘
, mHpy, zq “ µn
2,
dHpyq “ p2k ` 1qn, ωpHpjqq “ 1 for each 1 ď j ď k, and
dHpjqpyq “
"
2n if 1 ď j ď k,
n if j “ k ` 1.
Now by Theorem 1.1, there exists a loopless η-detachment G˚ of H in which each v P V pHq
is detached into v1, . . . , vηpvq such that for each u, v P V pHq, u ‰ v the following conditions
are satisfied:
‚ mG˚pui, ui1q “ λ
`
n
2
˘
{
`
n
2
˘
“ λ for 1 ď i ă i1 ď ηpuq;
‚ mG˚pui, vi1q “ µn
2{pnnq “ µ for 1 ď i ď ηpuq and 1 ď i1 ď ηpvq;
‚ dG˚pjqpuiq “
"
2n{n “ 2 if 1 ď j ď k,
n{n “ 1 if j “ k ` 1,
for 1 ď i ď ηpuq;
‚ ωpG˚pjqq “ ωpHpjqq “ 1 for each 1 ď j ď k, since dHpjqpuq{ηpuq “ 2n{n “ 2 for
1 ď j ď k.
From the first two conditions it follows that G – Kpnpmq;λ, µq. The last two conditions tells
us that each color class 1 ď j ď k is 2-regular and connected respectively; that is each color
class 1 ď j ď k is a Hamiltonian cycle. Furthermore, the color class k`1 is 1-regular. So we
obtained a decomposition of Kpnpmq;λ, µq into Hamiltonian cycles and a single 1-factor. 
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