Abstract-The Mö bius framework is an environment for supporting multiple modeling formalisms and solution techniques. Models expressed in formalisms that are compatible with the framework are translated into equivalent models using Mö bius framework components. This translation preserves the structure of the models, allowing efficient solutions. The framework is implemented in the tool by a well-defined abstract functional interface. Models and solution techniques interact with one another through the use of the standard interface, allowing them to interact with Mö bius framework components, not formalism components. This permits novel combinations of modeling techniques, and will be a catalyst for new research in modeling techniques. This paper describes our approach, focusing on the "atomic model." We describe the formal description of the Mö bius components as well as their implementations in our software tool.
P ERFORMANCE and dependability modeling is an integral part of the design process of many computer and communication systems. A variety of techniques have been developed to address different issues of modeling. For example, combinatorial models were developed to assess reliability and availability under strong independence assumptions; queuing networks were developed to assess system performance; and Markov process-based approaches have become popular for evaluating performance with synchronization or dependability without independence assumptions. Finally, simulation has been used extensively when other methods fail.
As techniques for solving models advanced, formalisms (or formal languages for expressing models) were also developed. Each formalism has its own merits. Some formalisms afford very efficient solution methods, for example, BCMP [1] queuing networks admit product-form solutions, while superposed generalized stochastic Petri nets (SGSPNs) [2] afford Kronecker-based solution methods, and colored GSPNs (CGSPNs) [3] yield state-space reductions. Other formalisms, such as SPNs [4] and SPAs [5] , provide a simple elegance in their modeling primitives, while a number of extensions, such as stochastic activity networks (SANs) [6] , were developed for compactly expressing complex behaviors.
Along with formalisms, tools have been developed. A tool is generally built around a single formalism and one or more solution techniques, with simulation sometimes available as a second solution method. W.H. Sanders [7] lists a number of such tools, such as DyQN-Tool+ [8] , which uses dynamic queuing networks as its high-level formalism; GreatSPN [9] , which is based on GSPNs [10] ; UltraSAN [11] , which is based on SANs [6] ; SPNP [12] , which is based on stochastic reward networks [13] ; and TANGRAM-II [14] , which is an object and message-based formalism for evaluating computer and communication systems. While all of these tools are useful within the domains for which they were intended, they are limited in that all parts of a modelm u s tb eb u i l ti nt h es i n g l ef o r m a l i s mt h a ti s supported by the tool. Thus, it is difficult to model systems that cross different domains and would benefit from multiple modeling techniques.
Related Work
We will now briefly review the tools that are most closely related to Mö bius; a more complete discussion of related work can be found in [7] .
One approach has been what we call the "integrated software environment" approach. This approach seeks to unify several different modeling tools of the kind described above into a single software environment. Examples are IMSE (Integrated Modeling Support Environment) [15] , IDEAS (Integrated Design Environment for Assessment of Computer Systems and Communication Networks) [16] , and Freud [17] . One problem with these approaches is that, since they use existing tools, the degree to which formalisms and solution methods of different tools may interact is limited.
A more aggressive approach is the "multiformalism multisolution" approach, in which a tool implements more than one formalism and solution technique. Models expressed in different formalisms may interact by passing results from one model to another. The earliest attempt to do this, to the best of our knowledge, was the combination of multiple modeling formalisms in SHARPE [18] . In the SHARPE modeling framework, models can be expressed as combinatorial reliability models, directed acyclic task precedence graphs, Markov and semi-Markov models, product-form queuing networks, or GSPNs. Interactions between formalisms are limited to the exchange of results, either as single numbers or as exponential-polynomial probability distribution functions. Another tool that integrates multiple modeling formalisms in a single software environment is SMART [19] . SMART supports the analysis of models expressed as SPNs and queuing networks, and the tool is implemented in a way that permits the easy integration of new solution algorithms. The DEDS (Discrete Event Dynamic System) toolbox [20] also integrates multiple modeling formalisms into a single software environment, but does so by converting models expressed in different modeling formalisms into a common "abstract Petri net notation." Once expressed in this abstract formalism, models may be solved using a variety of functional and quantitative analysis approaches for Markovian models.
The Mö bius Approach
We take an integrated multiformalism multisolution approach with Mö bius [7] . Our goal is to build a tool in which each model formalism or solver is, to the extent possible, modular, in order to maximize potential interaction. A modular modeling tool is possible because many operations on models, such as composition (described later), statespace generation, and simulation are largely independent of the formalism being used to express the model. This approach has several advantages. First, it allows for novel combinations of modeling techniques. For example, to the best of our knowledge, the Replicate/Join model composition approach of [21] has been used exclusively with SANs. This exclusivity is artificial and, in the Mö bius tool, Replicate/Join can be used with virtually any formalism that can produce a labeled transition system, such as PEPA [22] .
Another advantage is the ease with which new approaches may be integrated into the tool. Perhaps the most convincing argument for this comes from our own experience. To the extent possible, we have incorporated new research results into our successful modeling tool, UltraSAN. For a number of practical reasons, many of our recent research results have only been developed into prototypes (for example, as described in [23] , [24] , [25] , [26] , [27] ), and are not generally available to other users. In particular, we would have liked to develop a new composition formalism called "graph composition" [27] , but found that it would have been difficult to include it in UltraSAN because of the inherently closed nature of the software design. Mö bius has been designed to include these prototyped modeling techniques, as well as to be extensible to include future techniques.
The ability to add new components simply would benefit researchers and users alike. Researchers would be able to add a new component to the tool and expect it to be able to interact immediately with other components. They would also be able to compare competing techniques directly. Additionally, researchers would have access to the work of others, and be able to extend and compare techniques. Users would benefit by having access to the most recent developments in conjunction with previously existing techniques. They would also benefit from having a modular, "toolbox" approach that would allow them to choose the most appropriate tool or tools for the job.
While we would like Mö bius to have a great deal of flexibility, we would also like to be able to retain the ability to perform solutions efficiently. Efficient solution performance is usually possible because of some special structure or condition that is met in the model and Mö bius should preserve such features.
For all of the above reasons, we argue that an open, multiformalism, multisolution modeling framework would represent a significant step forward in advancing the stateof-the-art in performance/dependability modeling techniques. Such a framework would maximize potential interaction of techniques, while maintaining the independence of those techniques. This would require the creation of a sufficiently general and abstract representation of a model that also retained the ability to be solved efficiently. Mö bius is our attempt at a multiformalism, multisolution modeling framework for discrete event stochastic systems. Mö bius should support existing formalisms as well as formalisms to be developed in the future. Therefore, we make no claim or proof that ours is the best or only solution, but instead offer several examples supporting the claim that it is a good solution.
In this paper, we present an overview of the Mö bius framework and tool, and describe the "atomic model" and its implementation issues in greater detail. The paper is intended to give a view of the issues involved in developing the tool and in implementing new formalisms.
2M Ö BIUS OVERVIEW
The Möbius framework is an environment for supporting multiple modeling formalisms. In order for a formalism to be compatible with the framework, the formalism must be able to translate any formalism model into an equivalent model that uses Möbius framework components. Since models are constructed in the specific formalisms, the expressive advantages of the particular formalisms are preserved. Because, all models are transformed into framework components, all models and solution techniques in the framework are able to interact with each other. The framework is also extensible, allowing new formalisms and solvers to be added with little impact on existing ones since new formalisms and solvers communicate using framework components.
In order to accomplish the desired goal of extensibility, framework components must be general enough to express a variety of different formalism components. However, there is a subtle but important point concerning the Mö bius framework: it is not meant to be a universal formalism. While formalisms may express only a subset of what is possible within the framework, we believe that the subsets expressed by formalisms are carefully chosen by experienced researchers to accomplish various purposes.
Framework Components
In order to define the framework, we must identify and abstract the common concepts found in most formalisms.
We also must generalize the process of building and categorizing models. We divide the model construction process into several steps. Each step in the process generates a new type of model. The illustration shown in Fig. 1 highlights the various model types and other components within the Mö bius framework.
The first step in the model construction process is to generate a model using some formalism. This most basic model in the framework is called an atomic model, and is made up of state variables, actions, and properties. State variables (for example, places in the various stochastic extensions to Petri nets, or queues in queuing networks) hold state information about a model, while actions (such as transitions in SPNs or servers in queuing networks) are the mechanism for changing model state. Properties provide information about a model that may be needed to allow use of a specialized solver, or to make the solution process more efficient for some solvers.
After an atomic model is created, frequently the next step is to specify some measures of interest on the model using some reward specification formalism, e.g., [28] . The Mö bius framework captures this pattern by having a separate model type, called reward models, that augments atomic models with reward variables. Some formalisms may have the measure specification as part of the formalism description. In that case, the formalism produces a reward model instead of an atomic model.
If the model being constructed is intended to be part of a larger model, then the next step is to compose it with other models to form a larger model. This is sometimes used as a convenient technique to make the model modular and easier to construct; at other times, the ways that models are composed can lead to efficiencies in the solution process. Examples include the Replicate/Join composition formalism [21] and the graph composition formalism of [27] , in which symmetries may be detected and state lumping may be performed. Another notable composed model technique is synchronization on actions, which is found, for example, in stochastic process algebras (SPAs) such as PEPA [5] , as well as in stochastic automata networks (and, also, SANs, e.g., [29] ) and superposed GSPNs (e.g., [2] , [30] ). Although a composed model is a single model with its own state space, it is not a "flat" model. It is hierarchically built from submodels, which largely preserve their formalism-specific characteristics so the composed model does not destroy the structural properties of the submodels. Note that the compositional techniques do not depend on the particular formalism of the atomic models that are being composed, provided that any necessary requirements are met. Composition of different formalisms (specifically SAN and PEPA) is demonstrated by example models included in the Möbius distribution. Additionally, we note that reward variables can also be added to a composed model. The next step is typically to apply some solver to compute a solution and generate a solved model. We call any mechanism that calculates the solution to reward variables a solver. The calculation method could be exact, approximate, or statistical, and it may take advantage of model properties that are due to the atomic model formalisms, model composition, and reward specification. Note that solvers operate on framework components, not formalism components. Consequently, a solver may operate on a model independent of the formalism in which the model was constructed, so long as the model has the properties necessary for the solver.
The computed solution to a reward variable is called a result. Since the reward variable is a random variable, the result is expressed as some characteristic of a random variable. This may be, for example, the mean, variance, or distribution of the reward variable. The result may also include any solver-specific information that relates to the solution, such as any errors, the stopping criterion used, or the confidence interval. A solution calculated in this way may be the final desired measure, or it may be an intermediate step in further computation. If a result is intended for further computation, then the result may capture the interaction between multiple reward models that together form a connected model.
A connected model is an ordered set of reward models and their corresponding solution methods in which input parameters to some of the models depend on the results of other models in the set. This is useful for modeling using decompositional approaches, such as that used in [31] . In those cases, the model of interest is a set of reward models with dependencies expressed through results, where the overall model may be solved through a system of nonlinear equations (if a solution exists).
Tool Description
The Mö bius tool is our implementation of the Mö bius framework. It ensures that all formalisms translate model components into framework components through the use of the abstract functional interface (AFI) [32] . The AFI provides the common interface between model formalisms and solvers that allows formalism-to-formalism and formalism-to-solver interactions. It uses abstract classes to implement Mö bius framework components. The AFI is built from three main base classes: one for state variables, one for actions, and one that defines overall atomic model behavior. Each of these classes defines an interface used by the Mö bius tool when building composed models, specifying reward variables, and solving models. There are subtle differences between the current AFI and the framework, predominantly due to delays in the implementation of newer framework concepts (such as properties), and additions to the AFI to increase efficiency or ease of use of the tool.
The various components of a model formalism must be presented as classes derived from the Mö bius AFI classes in order to be implemented in the Mö bius tool. Other model formalisms and model solvers in the tool are then able to interact with the new formalism by accessing its components through the Mö bius abstract class interfaces.
The main user interface for the Mö bius tool presents a series of editors that are classified according to model type. Each formalism or solver supported by Mö bius has a corresponding editor in the main interface. These editors are used to construct and specify the model, possibly performing some formalism-specific analysis and property discovery, and to define the parameters for the solution techniques. The tool dynamically loads each formalismspecific editor from a java archive (jar file) at startup. This design allows new formalisms and their editors to be incorporated into the tool without modification or recompilation of the existing code, thus supporting the extensibility of the Mö bius tool.
Models can be solved either analytically/numerically or by simulation. From each model, C++ source code is generated and compiled, and the object files are packaged to form a library archive. These libraries are linked together along with the tool's base libraries to form the executable for the solver. The executable is run to generate the results. The base libraries implement the components of the particular model formalism, the AFI, and the solver algorithms. The organization of Mö bius components to support this model construction procedure is shown in Fig. 2 .
We believe that the majority of modeling techniques can be supported within the Mö bius framework and tool. By making different modeling processes (such as adding measures, composing, solving, and connecting) modular, we can maximize the amount of interaction allowable between these processes. That approach also makes it possible for the framework to be extensible, in that new atomic modeling formalisms, reward formalisms, compositional formalisms, solvers, and connection formalisms may be added independently. All of these features will be discussed in more detail in the remaining sections. Special focus will be given to the atomic model since it represents a generalization of multiple modeling formalisms and is one of the main contributions of Mö bius. The key elements of atomic models are state variables and actions; they are the subjects of the next two sections.
3S TATE VARIABLES
A state variable typically represents some portion of the state of a model, and is a basic component of a model. It can represent something as simple as the number of jobs waiting in a queue, or as complex as the state of an ATM switch.
Different formalisms represent state variables differently. For example, SPNs and extensions have places that contain tokens, so the set of values that a place can take on is the set of natural numbers. Colored GSPNs (CGSPNs) [3] have been extended so that tokens can take on a number of different colors at a place, making the value of a colored place a bag or multiset. Queuing networks with different customer classes can have more complicated notions of state, such as those found in extended queuing networks [33] , in which each job (customer) may have an associated job variable, which is typically implemented as an array of real numbers.
To capture and express all state variable types in existing formalisms in Möbius, we must create a generalized state variable that can be used to create specific state variables. By using a generalized state variable, we enjoy all the benefits of a framework we discussed earlier. Specifically, solvers or higher-level model types can interact with Mö bius state variables (in the framework or the tool), instead of with the variety of different formalism state variables. Finally, any efficiencies that may be gained through any structural knowledge can be preserved through the use of properties.
Components of State Variables
In the Mö bius framework, a state variable is made up of three primary components: a value, a type, and an initial value distribution, which includes a set of possible initial states. The value of a state variable represents a particular configuration that the modeled component may be in, while the type of a state variable represents the range of values that the variable may take. The initial value distribution probabilistically gives the distribution of values at time zero. A distribution of values allows us to consider models whose initial states may vary. For example, we could consider a system that is in steady state, and measure the expected time until some important event occurs.
Types
We begin by describing state variable types in the Mö bius framework. Let S ¼fs i gbe a set of state variables. (One can think of this as a set of state variable names.) Let T be the set of types that a state variable may take on, and let type : S ! T be the type function. We construct T as the smallest set satisfying the rules shown in Fig. 3 . Here, Z Z is the set of integers, IR is the set of reals, S is the set of state variables, 2 t is the power set of t, and is a nil element. The meaning of ð½a; bÞ 2 T is ½a; b; ða; b; ½a; bÞ; ða; bÞ2T. Examples of types are given in Section 3.3.
We briefly describe some implications of the rules that construct T . Types can include "integers" and "an interval over the integers;" "reals;" and "an interval over the reals;" pointers to state variables (including nil); a set of a type (e.g., a set of integers); finite and infinite tuples (e.g., arrays or structures); and a finite union of disjoint types. Note that types of state variables are static and do not change throughout the evolution of a model.
Values
Naturally, state variables take on values, and the values of state variables change over time in the Mö bius framework. As informally described earlier, the values that a state variable may take on are determined by its type. For example, if typeðsÞ¼N N, then the set of values that s may take on is N N. The value of a state variable is given by the value function val : S ! V such that valðsÞ2typeðsÞ, where V 2 T . The value function is not a formal element of the model in the Mö bius framework, but is used in describing the execution of a model.
Initial Value
It is convenient to be able to describe the initial value probabilistically. For example, the system may be described in steady state, during which it can be in a number of different states with various probabilities. To capture this behavior, the Mö bius framework includes a set of possible initial values and a probability function describing the probability of being in each initial value. Let IS ¼fvalg be a countable set of initial values for the state variables. Let P S : IS !½0;1 be the initial value probability distribution so that P S ðvÞ¼Pr½Initial value of state variables is v. This allows the initial state of state variables to be probabilistically distributed among different values.
Properties
Properties are a set of symbols that specify that a certain condition or conditions about a Möbius model component are true in the Mö bius framework. They are intended to be used by specialized solvers that are applicable if certain conditions hold, or by solvers that take advantage of the information for more efficient solution.
A property is nothing more than a symbol that has a proprietary meaning. We write each property in the form <property>. Let Å be the set of all properties. The state variable properties are a function SV P : S ! 2
Å . An example property is <member P-invariant 1> 2 SV Pðs i Þ, which may indicate that the state variable is part of a particular P-invariant; a state-space generator may take advantage of this by eliminating the need to explicitly store the value of one state variable in each P-invariant. Another example is <unsharable> 2 SV Pðs i Þ, which may indicate that the state variable s i may not be shared with a state variable of another model via model composition, perhaps because it is replicated.
Note that a property does not provide additional information about a model. Rather, it provides information about a condition that is true, but may be difficult or expensive to determine. For example, one could test each action of a model to determine whether it is exponentially distributed in all states, but that may be expensive compared to the effort required if a property already states that this is true.
Definition
Now, we can formally define the state variable components of a model in the Mö bius framework to be the components SV ¼ðS;type; IS; P S ;SVPÞ:
State Variable Implementation
The implementation of the state variables requires the development of a C++ class to represent the core functionality of a state variable. All specific state variable types will inherit this base class. Therefore, the base class for Mö bius state variables, BaseSV, specifies the minimal interface that any state variable must provide in the Mö bius tool, and it implements a subset of the functionality that state variables have in the framework. At the current time, properties are not yet supported for state variables, and each state variable can have only one initial value. A selection of the AFI functions associated with state variables is listed in Table 1 (a complete list of AFI functions can be found in [32] ). A state variable is used to hold a portion of the state of a model as a whole and, thus, provides methods, SetState and CurrentState, that are implicitly in the framework. The methods AffectingActs and EnablingActs link state variables with actions in the tool. They are useful because, in practice, model events often have only a "local" impact on model state. This local impact could be reflected using action properties, but because the local impact may have a significant effect on solution efficiency, those two methods are included in the AFI. The model formalism implementor may be able to implement the methods intelligently such that, depending on the model, only a 
Examples
We illustrate the usefulness and richness of state variable types with several examples.
A GSPN [10] place has type N N, which is a subset of Z Z,so the type of a GSPN place can be formed using Rule 2. A computer cannot handle infinite values, so the implementation of a GSPN could use an unsigned short or int type to represent a GSPN place.
The value of a CGSPN [3] place can be expressed using a set of pairs: a color and the number of tokens of that color. Let C be a set of integers that enumerate the set of colors of place s. Note that C 2 T by Rule 2. Similarly, C can be represented by an enumerated data type enum colors {color1, color2, ..., colorn} in an implementation. The number of tokens of a color in s is N N 2 T , as shown above, and could be implemented as an unsigned short. Thus, the state of a colored place can be expressed as C Â N N 2 T by Rule 7, where the first term represents the color and the second term represents the cardinality. CGSPN state can be implemented as a struct containing one element of type color (defined above) and one of type unsigned short.
SPAs ...;Kg2Tby Rule 2. The sequential stages can easily be implemented as an enumerated type enum sequential {stage1, stage2, ..., stageK}, or as an unsigned short. A more clever approach can be found in [22] . We also note that discovering all the sequential components of a PEPA model involves some work, but this work is normally required for analysis, so it is a reasonable requirement.
Consider a finite FCFS queue with customer classes, where service time differs depending on the class [1] . Let C be the set of integers that enumerate the set of customer classes. We know that t 1 ¼f0g[C 2T can be implemented as one enumerated type enum classes {null, class1, ..., classn}. Then let t 2 be the k-tuple t 1 Â t 1 Â ÁÁÁÂt 1 . t 2 2 T by Rule 7. If the queue is an infinite queue, then t 3 ¼ t 1 Â t 1 Â ÁÁÁ 2 T by Rule 8. The tool currently supports only finite arrays, so t 2 must be implemented as an array of type classes, as defined above.
Finally, we illustrate the extended queuing network (EQN) [33] job variable. A job variable is an array of k real numbers, and there is one job variable associated with each job. Using Rule 7, we know that t 1 ¼ IR Â ÁÁÁÂIR 2 T (a ktuple), which can be implemented as an array of size k of type float. Again, using Rule 2, we know C 2 T , where C is the set of integers that enumerate the customer classes (colors), and can be implemented as the enumerated type colors defined for the CGSPN. Using Rules 5 and 7, we know t 2 ¼ S [fgÂC 2T, which can be implemented as a struct containing one element of type color and a pointer to state variable type t 1 . Using Rule 7 or 8 (depending on whether the queue is finite or infinite), an array of t 2 is a valid type; call this new type t 3 , which can be implemented as a 
4A CTIONS
An action is the basic model unit that changes the value of state variables in the Mö bius framework, and is therefore the basic model unit that changes model state. An action corresponds to a transition in SPNs [4] , GSPNs [10] , and other extensions, to an action of an SPA (e.g., [5] ), to an activity of a SAN [6] , or to a server of a queuing network (e.g., [1] ), for example.
Actions are similar to state variables in the framework, in that their goal is to provide an abstraction of the various concepts of actions present in most formalisms. Statechange mechanisms of atomic model formalisms in the Mö bius framework may be implemented using a subset of the functionality provided by actions. Note that it is the restriction of the possible generality that often allows for efficiencies in solution methods. For example, restricting the delay times to be zero or exponential is useful because the underlying stochastic process is then Markovian. If behavior of a queuing formalism is restricted to "remove one job from one queue and add one job to another queue," along with several other properties, then a product form solution is possible.
An important aspect of the functionality of the action is what we call the execution policy. We use the term execution policy, as in [34] , for a set of rules to unambiguously define the underlying stochastic process that describes the behavior of a model in the Mö bius framework. We review below the execution policy of the Mö bius framework.
Finally, like state variables, the action provides a common interface by which other model components (possibly of different formalisms) and solvers may interact in the Mö bius framework. This allows for composition by synchronization, as is found in SPAs, stochastic automata networks (e.g., [29] ), and superposed GSPNs (e.g., [2] , [30] ).
We begin with the description of the action components, including a discussion of the execution policy, before giving a formal definition of an action. We then show how actions are implemented in the tool.
Action Components
A model has a set of actions A in the Mö bius framework. An action is made up of three primary components: action functions, action state, and action properties. Action functions provide information to the execution policy prescribing how the action interacts with other model components. The action state provides the state information for an action, which is necessary for non-Markovian models. The action properties may be used by solvers to aid in efficient solution techniques. We now describe each in more detail.
Action Functions
Formally, in the Mö bius framework, an action function is the mapping
where each of the terms in the codomain is a function, whose type is given in Fig. 4 . We use the symbol AE to denote the set of state variable values, E to be the set of possible events, and IR ! to be the set of nonnegative real numbers. An event takes the form of the 4-tuple ð; ; a; 0 Þ: a state, the sojourn time, the action that may complete in , and the state resulting from the completion of a in . Note that, since we frequently talk about a single function (as opposed to all of the functions) of the action function, we adopt an object-oriented style of notation, with which we write a:Enabled to mean the Enabled function of AF ðaÞ.
We briefly describe each of the action functions in the Mö bius framework. A function describing how work proceeds over time. This is discussed in greater detail in [35] , and briefly in Section 4.1.2. 4. Rank :AE!Z Z. A function used to arbitrate actions that are scheduled to complete at the same time.
Higher-rank actions complete first.
W eight :AE!IR
! . A function used to select probabilistically among actions that are scheduled to complete at the same time and have the same rank. The probability that an action will complete is the weight of the action divided by the sum of the weights of competing actions of the same action partition group (see Section 4.1.4). 6. Complete :AE!AE.Afunction that provides the new value of the state variables when an action completes. 7. Interrupt :AE!bool. A Boolean function that yields true if an event occurs that is an interrupting event, e.g., a reactivation event in SANs. This is described in greater detail in [35] . 8. P olicy :AE!fDDD; ...;PPPg. A function that describes which policy should be taken by the action in any enabling change or interrupting event. The codomain is the set fDDD; DDP; DPD; DPP; PDD; PDP; PPD; PPPg and corresponds to one of the following choices: preserve or discard worker effort (WE), preserve or discard minimum task effort (MTE), and preserve or discard the delay and effort functions. These policies are described in detail in [35] . The functions Effort, Interrupt, and P olicy are needed to implement the Mö bius execution policy. When an enabled action is interrupted, three independent decisions need to be made, according to the Mö bius execution policy: 1) whether to preserve or discard (set to zero) the action state WE (described in the following section), 2) whether to preserve or discard (set to zero) the action state MTE, and 3) whether to preserve the delay and effort functions, or discard them and later choose new ones. The set of three decisions can be written as an acronym, e.g., PDP means preserve WE, discard MTE, and preserve the delay and effort functions. The P olicy function determines the answer to the three questions. Because of space limitations, we refer the reader to [35] for a more detailed description of the Mö bius framework execution policy.
The execution policy allows us to implement in the Mö bius framework all the various preemption policies: the preemptive resume (prs), preemptive repeat different (prd), and preemptive repeat identical (pri) described in [34] ; the concept of reactivation found in SANs [6] ; and other execution policies not generally considered by others (see [35] for examples). Actions must be defined so that they can utilize this general execution policy. We provide the action definition in the following sections.
Action State
The second component of an action in the Mö bius framework is the action state. The state of the state variables, together with the action state, make up the state of a model. Formally, an action state is also a mapping. Let
where each element in the codomain is a function given in Fig. 5 .
The action state, like state variable values, is not a model componenti nt h ef r a m e w o r k .R a t h e r ,i ti su s e di n describing the execution and the underlying stochastic process of a model (see [36] ).
We describe each action state component below.
Start : IR
! . The time of the last defining event. 2. Delay : ðIR ! !½0;1Þ [ f;g. A value from the distribution function describing the (random) uninterrupted time between enabling and completion of an action. This is the "sampled" value of a:Delay. 3. Effort : ðIR ! !½0;1Þ [ f;g. A value that describes the amount of work produced by the action over time. This is also the "sampled" value of a:Effort. 4. WE : ½0; 1. The worker effort, a measure of the preserved work performed by the action up until the last defining event. 5. MTE : ½0; 1. The minimum task effort, the minimum amount of work known to have been required by the action at the instant of the last defining event. Here, we use the term defining event, for an action, to be any event in which the action becomes enabled, becomes disabled, or is interrupted. The above variables are sufficient to capture the state of an action implementing the Mö bius framework execution policy.
The initial action state is the same for all actions in the framework. In particular, the initial action state is Start ¼ 0, Delay ¼ Effort ¼;,and WE ¼ MTE ¼ 0.
Action Properties
The third component of an action is its action properties. Let AP : A ! 2 Å be the action properties of a model in the framework. An example may be <exponential> 2 AP ða i Þ, which indicates that this action always has an exponential delay distribution; this is useful for Markov state-space generators. Other examples are: <affects s j > 2 AP ða i Þ, which indicates that, when a i completes, it may change the value of state variable s j ; and <pri> 2 AP ða i Þ, which means that a i has the execution policy of preemptive repeat identical. This information can be used to make simulation or analytic solution more efficient.
Action Partition Groups
The set of actions is partitioned into subsets of A called action partition groups. The purpose of action partition groups is to identify the set of actions that compete by weight if they have the same completion time and rank. The action weights are used to compute the relative probability of an action completing before other actions in the same action partition group. This allows some forms of nondeterminism to be expressed, such as the nondeterminism expressed by extended conflict sets in GSPNs and multiple enabled instantaneous activities in SANs. Formally, let the action partition groups, AG :2 2 A , be a partition of the actions so that [ G2AG G ¼ A and \ G2AG G ¼;.
Of all the enabled actions, the action that will complete next is the one with the earliest completion time. The completion time is generally a random variable, which is thec u r r e n te x e c u t i o nt i m ep l u ss o m e" c l o c k "v a l u e (described formally in [36] ). If two or more actions have the same completion time, the action with the highest rank completes first.
If two or more actions with the same completion time share the same highest rank, then the process becomes more involved. Weights are used to select probabilistically among the remaining actions, but weights are only used to describe the relative probabilities of actions in the same action partition group. Among actions of different action partition groups, the relative probability of selecting actions is left unspecified. An efficient algorithm exists to determine whether the unspecified order is a problem [25] . Action partition groups are useful for capturing the behavior of SAN immediate activities and extended conflict groups, in which some level of unspecified ordering in action completions is possible.
Definition of Actions
Finally, we can define the action components of a model in the Mö bius framework as Act ¼ðA; AF ; AG; AP Þ:
Action Implementation
The base class for Mö bius actions in the Mö bius tool, BaseAction, determines the characteristics of model actions, and implements a subset of the Mö bius framework action functionalities. Table 2 lists a selection of the AFI functions associated with Mö bius actions. The method Fire is the implementation of the Complete action function from the framework. It must be implemented for every action in a given model. The methods Enabled, Rank, and Weight directly correspond to the action functions of the same names.
The SampleDistribution method is used to determine the time after which an enabled action may complete. It is related to the Delay action function in that it takes one sample from the distribution returned by Delay. Other methods exist in the AFI to completely determine the value of the delay action function for any model state.
ReactivationPredicate and ReactivationFunction are methods that differ from the action functions of the framework. They currently implement a more limited execution policy than is present in the Mö bius framework. The use of those two methods allows an action to either maintain its time to completion, or generate a new time to completion based on the current state when an action is interrupted.
Actions are linked back to state variables with the two methods AffectedSVs and EnablingSVs. These two methods do not correspond to any action function, but increase efficiency in solution by identifying which state variables play a role in enabling this action, and which ones are modified when this action fires. The methods could be formally represented using action properties, but because of their importance to efficient model solution, they are included in the base classes. 
5A TOMIC MODEL AND FORMALISMS
Based on the definitions of state variables and actions given in the previous sections, we will now formally define atomic models. We will follow the definition with a discussion of how model properties can be utilized to solve models efficiently. Finally, we will show how conceptually different atomic model formalisms are implemented in the Mö bius tool based on the AFI. Particularly, we demonstrate how to realize Petri net model formalisms of different complexities and also PEPA k , an SPA formalism.
Atomic Model Definition
Let MP :2 Å be a set of model properties that are associated with a model in the Mö bius framework.
We can now formally define an atomic model AM in the Mö bius framework. Formally, an atomic model is a triple AM ¼ðSV;Act; MP Þ; that is, state variable components, action components, and properties. Recall that the set of state variables is SV ¼ðS;type; IS; P S ;SVPÞ, including the names, types, initial value distribution, and properties; Act ¼ðA; AF ; AG; AP Þ is the set of actions, including names, action function, action partition group, and properties; and MP is a set of symbols representing properties of the model. As defined in this paper, atomic models are the basic building blocks of models within the Möbius framework.
On Properties
The vocabulary of properties in the framework is extensible. New symbols may be added as new formalisms and solvers are used with the framework. If a solver encounters a symbol it does not understand, it may safely ignore it, because symbols are used only for increased efficiencies in solution. Composed model and reward variable formalisms may also use properties and it is important that a formalism that is operating on a model defined in another formalism understand which properties can be preserved. It is possible to maintain consistency safely by following the simple rule that any property that a formalism does not understand shall not be preserved by that formalism.
Properties are the one area of the Mö bius framework in which components are not completely modular. A new formalism and solver may introduce new properties that are not understood by other composition, reward variable, and connection formalisms. If that happens, each of the formalisms should be updated as to whether it preserves the new property. We believe that the cost of this updating is minor compared to the effort required to implement a new formalism or solver.
Atomic Model Implementation
The Möbius framework atomic model is implemented by the Mö bius tool base class BaseModel, which is part of the AFI. Table 3 lists some of the methods that must be provided for any model of a formalism implemented in the Möbius tool. BaseModel provides functions that are used in both model composition and model solution. First, BaseModel specifies functions that must return the list of all state variables (ListSVs) and actions (ListActions) contained within the model. Model composition formalisms can use these functions to examine the underlying structure of models. The model base class also has functions similar to those listed earlier for state variables, such as CurrentState.
The Mö bius tool uses an explicit component-based system for describing models. This gives a good match to component-based modeling formalisms, including SPNs, SANs, Markov processes, and queuing networks. In the next section, we show how arbitrary Petri net-based models are mapped into the AFI. It should be clear from this mapping that these formalisms can also easily be mapped onto the Mö bius framework. The AFI has also proven to be general enough to allow the implementation of a stochastic process algebra formalism, namely, PEPA k ,a n dw e summarize how this is done in a later section.
Realizing Petri Net-Style Formalisms
We beginw i t ha ne x a m p l eu s i n gas e r i e so fm o r e complicated Petri net formalisms. First, we show how an SPN can be mapped to the framework and implemented, and then we address the extra features in GSPNs and SANs.
We consider an SPN classically, as a bipartite directed graph consisting of places, transitions with associated exponentially distributed completion times, and connecting arcs. In order to map an SPN to the Mö bius AFI, the most intuitive method associates a state variable with every SPN place, anda na c t i o nw i t he v e r yS P Nt r a n s i t i o n .T h e formalism implementor would implement this by designing a class Place that inherits from BaseSV, and a class Transition that inherits from BaseAction. That would provide a framework for SPN models in general, but the classes must be used to represent particular SPN models as required by the modeler. Note that model-specific places differ from each other only in their names, markings, and enabling and affecting actions. Therefore, to create a Mö bius representation of a particular model, the formalism designer need only ensure that objects of type Place are created for each model place, and instantiated with the correct data. The Mö bius tool requires a fixed-size representation for each state, and an appropriate data type for an SPN place may be an unsigned short.U s i n gt h a t representation, it is easy to implement the methods SetState and CurrentState. In practice, class Place provides a method called Mark, which returns a C++ reference, that can be used to copy or change the value of the state variable. The AFI for state variables also provides methods AppendAffectingAction and AppendEnablingAction, which are used to add affecting and enabling actions during initialization of a model.
TABLE 3 Selection of Mö bius AFI Functions for Models
Individual SPN transitions in a model differ in nontrivial ways, and the AFI supports implementation of these differences. For example, for two different transitions in any given SPN, the required implementations of Enabled will differ. For each specific SPN transition, the formalism designer may create a new class TransitionName that inherits from Transition and provides specific implementations of the key AFI methods.
GSPNs extend SPNs with the addition of immediate transitions, with which priorities and weights are associated. Immediate transitions map to actions with a constant zero delay distribution, while the priorities and weights map to the rank and weight action functions.
SANs are similar to GSPNs, but differ in the following ways:
. Activities (similar to transitions in GSPNs) may now have cases. If an activity with cases completes, then one case is chosen probabilistically according to a modeler-supplied distribution, and the marking will change according to the components connected to that case only. This can be captured by considering each (action, case) pair as an action itself, and placing all such pairs containing the same action in an action partition group. . Activities may be connected to input gates, and input gates to places. An input gate specifies a modelersupplied predicate that must be satisfied in any state, in order for connected activities to be enabled in that state. Input gates also have modeler-specified functions that allow for arbitrary changes in the marking when connected activities complete. SANs also have output gates. Gate predicates can be smoothly incorporated using the Enabled method, and gate functions by using the Fire method. . An activity may have a reactivation predicate and reactivation function. These allow the modeler to express an execution policy on a per-activity basis, as explained in Section 4. Consider Fig. 6 . An arriving customer is probabilistically designated a class. Instantaneous activity Choose i is enabled if place Class i is marked and the predicate of gate C i serv is true; the intention is to give priority to Class 1 customers. The predicate for gate C 2 serv may be expressed in C++ as
Place Class holds a value of either 1 or 2, representing the class of a customer that is currently in service. This would allow activity Depart to have a completion rate dependent on the customer type being served.
We entered the model presented in Fig. 6 into the Mö bius tool to demonstrate its implentation; then, as described in Section 2.2, C++ classes that inherit from the AFI base classes, and that represent the model and its components, were automatically generated by the tool. Fig. 7 shows the header file, including a class definition of SANModel, which inherits from BaseModel. (All code presented has been cut down manually for the sake of brevity.) Notice that a class is created for activity Depart, with declarations for each method that must be implemented. Within its scope, each activity has pointers to the state variables that its methods, such as Enabled and Fire, will need to access. Fig. 8 shows parts of the generated C++ model source code. The constructor for the model base class declares objects to represent state variables, and then uses AFI methods to initialize the enabled and affected action data structures for the state variables. Fig. 8 also shows the implementation for two AFI methods of SAN activity Choose2. Notice that the enabled condition is the conjunction of the presence of a token in place Class2 and the satisfaction of the input gate predicate. In the generation of method Enabled, the code for the presence of the token is included automatically, and the tool simply includes the gate predicate supplied by the modeler. For the Fire method, the tool again uses a combination of a state change determined by the structure of the net, and a state change specified by the user in the input gate function.
Realizing PEPA k
The Mö bius tool also supports an alternative style of modeling by providing PEPA (Performance Evaluation Process Algebra [5] ), an SPA, as another atomic model formalism. Formally, PEPA models are specified in terms of a simple algebra. PEPA extends classical process algebra with the capacity to assign rates to activities, leading to the definition of a stochastic process. PEPA has been applied to the modeling of, for example, the performance of distributed computer systems, and components of a flexible manufacturing system [37] . In contrast to the graph-based approach of Petri nets, building PEPA models is analogous to writing programs. More details on incorporating PEPA into the Mö bius tool can be found in [22] .
A PEPA model ð; rÞ:S may perform an action at rate r and evolve into S; a model S þ T expresses a competition between S and T over actions, with the winner of the race determining the next model state. These sequential components are composed to produce model components that express the static structure of the model. P ./ L Q expresses the parallel composition of two submodels, with action synchronization on activity names in L.
In order to provide a richer mapping to the Mö bius AFI, we enhanced PEPA with some convenient modeling features to produce PEPA k , detailed in [22] . A simple example model illustrating these extensions is given in Fig. 9 . Parameter m represents the current number of customers in the queue, and n the maximum allowed. PEPA k exploits the well-known theory of process parameters, allowing the modeler to associate variables with sequential processes. These variables may then be used in guards. For example, in the model above, if the current model state is Queue½0; 5, then the only activity enabled will be ðin;Þ. Process parameters may also be communicated between activities, and the values may be altered after activities complete. However, despite this apparent increase in expressiveness, it can be shown that models expressed in PEPA k can be mechanically translated into PEPA models.
Process parameters are represented by state variables, and activities are represented by actions in the tool. The visible state variables of Queue½m; n are fm; ng. The state of the whole composed model is given by a vector of the states of each sequential component; the state of a sequential component is given by the values of its parameters and also by its current algebraic term. We take the approach of viewing the syntax of the model as a (static) tree of sequential components, and creating a state variable sv S for each such "leaf" process S. For example, for the sequential component model in Fig. 9 , the entire set of state variables is thus fm; n; sv Queue g. For the term Queue 0 ½3; 5, the current values of the state variables would be m ¼ 3, n ¼ 5, and sv Queue ¼ 1, for some fixed indexing of the terms of the model. Composed model state is a vector of sequential component state, where state vectors with particular order differences are identified according to the algorithm detailed in [38] .
The actions of a PEPA k model are given by the union of the types of all possible activities that the model could enable for any starting state. (If the model features two different copies of an activity of type a,t h e ya r e distinguished as actions.) For the model above, the actions would be given by the set fin; out; refg. If our model of interest was a cooperation between several components, then actions would be created for each possible synchronization of PEPA activities. See [22] for more details.
6H IGHER-LEVEL MODEL TYPES AND MODEL SOLUTION
After the modeler has made a number of atomic models as the building blocks of a large, complex model, she/he should be able to combine these submodels in order to construct the whole model. The next step is to define a set of measures on the model of interest. Finally, several solution methods should exist to compute the value of the measures and how they are affected by the changes in the model parameters. In this section, we describe these essential features as realized in various parts of the framework and the tool.
Composed Models
The Mö bius framework allows the construction of composed models from previously defined models. This allows the modeler to adopt a hierarchical approach to modeling, by constructing submodels as meaningful units and then placing them together in a well-defined manner to construct a model of a system. One composition method is the actionsharing approach, in which submodels are composed through superposition of a subset of their actions. Another method is the state-sharing approach, which links submodels together by identifying sets of state variables. For example, it is possible to compose two Petri net models by causing them to hold a particular place in common. This allows for interaction between the submodels since both can read from and write to the identified state variable. This form of state sharing is known as equivalence sharing since both submodels have the same relationship to the shared state variable. Note that a composition formalism maintains the dependencies among the actions and the state variables in the composed model (as reflected in methods like AffectedSVs and EnablingSVs) based on the sharing approach and using the same dependencies in the underlying submodels. Currently, the Mö bius tool features two composed model formalisms that use equivalence sharing: Replicate/Join [21] , [39] and Graph composition [27] , [40] , [39] .
We have also developed a prototype composition formal- ism to demonstrate action sharing.
Reward Models
Reward models [28] build upon atomic and composed models, equipping them with the specification of a performance measure. At this time we have implemented one type of reward model in the Mö bius tool, a performance variable (PV). A PV 1 allows for the specification of a measure on one or both of the following:
. the states of the model, giving a rate reward PV, . action completions, giving an impulse reward PV. A rate reward is a function of the state of the system at an instant of time. An impulse reward is a function of the state of the system and the identity of an action that completes, and is evaluated when a particular action completes. A PV can be specified to be measured at an instant of time, to be measured in steady state, to be accumulated over a period of time, or to be time-averaged over a period of time. Once the rate and impulse rewards are defined, the desired statistics on the measure must be specified. The options include solving for the mean, variance, or distribution of the measure, or for the probability of the measure falling within a specified range.
Studies
During the specification of atomic, composed, and reward models in the tool, global variables can be used to parameterize model characteristics. A global variable is a variable that is used in one or more models, but not given a specific value.
Models are solved after each global variable is assigned a specific value. One such assignment forms an experiment. Experiments can be grouped together to form a study. The Möbius tool supports several study editors, the most sophisticated of which is based on a Design of Experiments approach (DOE [41] ). A DOE study generates a set of experiments and then analyzes the reward variable solutions to determine how the chosen global variables affect the reward variables. Sensitivity analysis can measure the effects of all model parameters and their interactions on each solved reward variable. In addition, the model parameter values that produce optimal reward variable values can be determined.
Solution Techniques
The Möbius tool currently supports two classes of solution techniques: discrete event simulation and state-based, analytical/numerical techniques. Any model specified using Mö bius may be solved using simulation. Models that have delays that are exponentially distributed or have no more than one concurrently enabled deterministic delay, may be solved using a variety of analytic techniques applied to a generated state space. The simulator and state-space generator operate on models only through the Möbius AFI. Formalism-specific analysis and property discovery are performed by the formalism editor. Mö bius allows formalism-specific solution techniques in the form of property-specific solvers. For example, analytic solution using state-space generation requires the properties described above. In order to evaluate the overhead resulting from the generality of the Mö bius framework, we have compared the performance of the simulators in UltraSAN and Mö bius [42] . We observed that the amount of overhead is negligible compared to runtime differences caused by other factors, such as the algorithm used by the solver and the optimization techniques used in the implementation.
State-Space Generator
The Mö bius tool also supports a variety of analytical/ numerical solvers. The first step in analytic solution with the Mö bius tool is the generation of a state space, done by the state-space generator. Note that symmetries in the model are detected and leveraged by the various composition formalisms, and since the state-space generator only accesses the model through the AFI, it need not and does not know the details of these reductions. Furthermore, the state-space generator may be employed on any Mö bius model. This allows the state-space generator to be generic, so it need not understand the semantics of a model on which it is operating. Once the state space is generated, any of several implemented analytical/numerical methods may be employed to solve for the required performance variables. Fig. 10 presents pseudocode for the Mö bius state-space generator, with AFI method calls highlighted.
Simulation
The Mö bius tool currently supports two modes of discrete event simulation: transient and steady-state. In the transient mode, the simulator uses the independent replication technique to obtain statistical information about the specified reward variables. In the steady-state mode, the simulator uses batch means with deletion of an initial transient to solve for steady-state, instant-of-time variables. Estimates available during simulation include mean, variance, interval, and distributions, and the results for mean and variance provide confidence intervals.
The simulator may be executed on a single workstation, or distributed on a network of workstations. The network may be a mixture of any supported architectures or operating systems. We accomplish this parallelism by running different observations on different workstations in the case of transient simulation, or by running different trajectories in the case of batch means. We have observed that this level of parallelism usually yields near-linear speedup.
Like the code for the state-space generator, the code for the operation of the Mö bius simulator can be written using only the AFI method calls mentioned in Tables 2 and 3 .
7C ONCLUSION
Through the creation of the Mö bius framework and implementation, we have created an environment in which multiple modeling formalisms and solvers can interact in a tightly integrated environment. Because of careful construction of the AFI, it is possible to add new formalisms and solvers into the tool with a minimum of disruption to existing components. This paper describes the framework and implementation, and illustrates their usefulness through a number of formalisms and examples.
To accomplish our goals, Mö bius must be able to accommodate a variety of different formalisms, including the state variables and actions required by the formalisms. Mö bius has a general and flexible state variable typing system that accommodates a large number of formalism state variables. The Mö bius execution policy and actions generalize the execution policies of most formalisms. Consequently, we can show that mappings exist from formalisms to the Möbius framework. Mö bius also has properties that preserve information that is important for efficient solution, but that may be lost in the translation.
The Möbius tool implements most of the framework's capabilities with the AFI. Models interact with other models and solvers through the use of the AFI, yielding a tightly integrated environment. We presented two atomic model formalisms that have been implemented in the tool: SANs and PEPA k . We also showed how other parts of the tool, such as reward models, composed models, studies, and solvers, interact with atomic models without regard to the formalism that was used to create them.
New formalisms and solvers are currently under development by ourselves and by others. Others can benefit by leveraging existing formalisms and tools. For example, a formalism developer does not need to recreate a distributed simulation solver or a state-space generator, or composition formalisms, for the formalism to be useful. Our recent successes bode well for Mö bius's use as a vehicle for others to implement new modeling formalisms and solution methods, and we welcome participation by others in this endeavor. . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
