The mechanisms underlying the parsing of a spatial distribution of velocity vectors into two adjacent (spatially segregated) or overlapping (transparent) motion surfaces were examined using random dot kinematograms. Parsing might occur using either of two principles. Surfaces might be defined on the basis of similarity of motion vectors and then sharp perceptual boundaries drawn between different surfaces (continuity-based segmentation). Alternatively, detection of a high gradient of direction or speed separating the motion surfaces might drive the process (discontinuity-based segmentation). To establish which method is used, we examined the effect of blurring the motion direction gradient. In the case of a sharp direction gradient, each dot had one of two directions differing by 135°. With a shallow gradient, most dots had one of two directions but the directions of the remainder spanned the range between one motion-defined surface and the other. In the spatial segregation case the gradient defined a central boundary separating two regions. In the transparent version the dots were randomly positioned. In both cases all dots moved with the same speed and existed for only two frames before being randomly replaced. The ability of observers to parse the motion distribution was measured in terms of their ability to discriminate the direction of one of the two surfaces. Performance was hardly affected by spreading the gradient over at least 25% of the dots (corresponding to a 1°strip in the segregation case). We conclude that detection of sharp velocity gradients is not necessary for distinguishing different motion surfaces.
Introduction
Image motion is initially detected locally (e.g. Anderson & Burr, 1987) , giving rise to a large array of motion vectors at different image locations. In order to make sense of a complex spatial array of this kind, local motion signals are subsequently grouped into more extensive regions that have a common velocity, referred to here as global motion surfaces. An important insight into the nature of the grouping process came from the work of Williams and Sekuler (1984) , who used random dot kinematograms (RDKs) in which each dot took an independent random walk in direction over time. They found that if the dot directions were drawn from a distribution that was restricted to less than about 270°, the pattern would often appear to move en masse in the direction of the mean of the individual dot directions. The percept is different from rigid motion, however, in that the chaotic movement of the individual dots remains visible, with an overall order superimposed. This suggests that local dot motions are individually represented and then averaged or pooled over a wide extent to form a global motion surface and that both representational levels are available to conscious perception. Neurophysiological data from primates suggest that local motion is represented in V1 while the site of spatial integration may be V5 (MT), since microstimulation of this region influences the direction of global motion perception (Newsome, Britten & Movshon, 1989) and lesions of V5 impair global motion thresholds (Newsome & Paré, 1988) . The process of global motion integration has been modelled in some detail in terms of a co-operative network of excitatory and inhibitory interactions across space (e.g. Yuille & Grzywacz, 1988; Bulthoff, Little & Poggio, 1989; Nawrot & Sekuler, 1990) .
Studies of global motion have dealt almost exclusively with the case where a set of motion vectors is integrated into a single motion surface. However, a full description of global motion mechanisms must include cases where more than one motion surface exists in the image. Such cases fall into two categories: (i) segregation of two or more global motion surfaces in different spatial regions and (ii) segregation of overlapping (transparent) motion surfaces. Spatial segregation is by its nature a global process and cannot be done at the local motion level. Transparency could be done at either level, but recent evidence that two different local motions cannot be seen at the same point (Qian, Andersen & Adelson, 1994) suggests that transparency emerges only at the global level. Rather little is known of the neural mechanisms that are involved, in either case.
In a recent paper (Smith, Curran & Braddick, 1999) we examined the ability of observers to parse bimodal local motion distributions into two global motion surfaces, either overlapping (yielding transparent motion) or spatially segregated (yielding a motion boundary). The stimuli were random dot kinematograms in which the direction of motion of each dot was drawn from one of two rectangular probability distributions. As an objective measure of the ability to segregate motion surfaces, the ability to discriminate the direction of motion of one of the two motion surfaces from the direction of a comparison stimulus was documented. Performance for both transparent and spatially segregated motion was remarkably good, being only slightly inferior to that achieved with a single global motion surface, showing that an efficient parsing mechanism exists in both cases.
In the present study, we consider the nature of the parsing mechanisms demonstrated in our earlier study. It has previously been pointed out that there are, in principle, two ways of segregating two surfaces. In the analogous case of segregating two adjacent static textures, a distinction has been made between edge-based and region-based segmentation. In edge-based segmentation (e.g. Chubb & Landy, 1991) an edge-detection algorithm is applied to some transformed representation of the image so as to locate the boundaries between differently textured regions. The regions between boundaries are then filled in with appropriate textures. In region-based segmentation (e.g. Caelli, 1985) areas of common texture are identified using local comparisons. Boundaries are then created wherever such areas meet. Wolfson and Landy (1998) have recently suggested that both mechanisms exist and are used according to which is more effective in a given situation.
In the case of spatial segmentation of motion surfaces, the same distinction applies in principle. The motion vector field might be parsed either by identifying sharp velocity discontinuities at the boundaries between regions and then filling in the surfaces, or by identifying regions of similar velocity and then creating boundaries where they meet. This issue has been studied much less thoroughly than segmentation of static textures. Møller and Hurlbert (1996) have suggested that both edge-based and region-based processes are used in spatial motion segmentation, but that the edge-based process is slow, requiring a relatively long stimulus duration. Their experiments involved detecting the location (left or right of fixation) of a target strip defined by a difference in speed between the dots in the strip and the otherwise-identical dots in the background. In this study we use a different approach, in which the motion boundary is blurred so that edge-based segmentation becomes difficult. We use methods very similar to those in our earlier study, in which the two motion surfaces are each defined by similarity of dot direction. But in place of two discrete dot direction distributions, we use distributions separated by a probability gradient to blur the boundary.
Motion transparency can also be thought of as resulting from either region-based or edge-based segmentation processes. Motion surfaces moving transparently in different directions could be defined by finding two groups of local motion vectors, each composed of dots with similar directions, in a way analogous to region-based spatial segregation. Alternatively, it could be done by finding a direction, or range of directions, which is not represented in the vector field and parsing the distribution into two motion surfaces, one on either side (in terms of direction). This is analogous to edge-based spatial segregation. One line of evidence on this question comes from perceived transparency in drifting plaids. Transparency is seen most often when the luminances of the intersections are consistent with transparency, suggesting that the image is parsed into two surfaces (Stoner, Albright & Ramachandran, 1990; Noest & van den Berg, 1993) . This suggests an emphasis on region-based segmentation. However, this needs to be tested with other types of transparent patterns, such as the random dots employed here.
Thus, the same principles hold for both types of segregation. In the transparency case, however, the edge is not a spatial edge and the region is not a spatial region and so the nomenclature is not ideal. Perhaps, being more general, the terms 'continuitybased' and 'discontinuity-based' would describe transparent motion segregation better and spatial segregation equally well.
Methods

Subjects
Three observers were used. WC is one of the authors. SD and TF are experienced observers who were paid for their time and were unaware of the purpose of the experiments.
Stimuli
The stimuli were computer-generated random dot kinematograms (RDKs) in which all dots moved with the same speed. Each RDK consisted of an animation sequence of 11 frames presented at a rate of 22 Hz, giving a total duration of 0.5 s. Each image consisted of a circular patch of dots whose diameter of 360 screen pixels subtended 4°at the viewing distance of 171 cm (area 12.6 deg 2 ). Images typically consisted of 126 dots of diameter 0.09°(ten pixels) on a uniform background. This gave a dot density of ten dots per deg 2 . The luminances of the dots and the background were 3 and 37 cd m − 2 , respectively, giving a Michelson contrast of 85%.
On the first frame of the sequence, all dots were positioned randomly. All dots had a two-frame lifetime, i.e. they moved only once before being randomly repositioned. This was to ensure that global motion direction could not be detected by integrating over time, rather than space. The distance moved was always 0.18°, which would correspond to a speed of 4 deg/s if sustained. Half the dots (chosen at random) moved on even-numbered updates and were randomly repositioned on odd-numbered updates, the other half did the reverse. The dots moved with directions that were determined according to some specified probability distribution. Several different types of pattern were employed (see below), differing only in the distribution of dot directions.
Procedure
Direction discrimination performance was measured as follows. RDKs were presented in pairs, one member of each pair being referred to as the test stimulus and the other as the comparison stimulus. The procedure commenced with the appearance of a central, white fixation spot which remained visible throughout the run of trials. On each trial, the two RDKs were presented sequentially, separated by an interval of 1 s during which the screen was blank (luminance 37 cd m − 2 ) apart from the fixation spot. The comparison was always presented first. The comparison had a single, easily visible direction and served as a reference point for judging the direction of the test stimulus. All dots moved in the same direction and it appeared as a single moving surface. The test stimulus was one of the two types, referred to as segregated and transparent. It comprised dots whose directions were drawn from a bimodal probability distribution, to give two motiondefined surfaces. The two types of test stimulus are described in detail in the next two sections. The task was to compare the direction of one of the two motion surfaces in the test pattern (ignoring the other) with that of the single surface in the comparison stimulus. Specifically, the task was to say whether the direction of the attended surface in the second (test) stimulus was rotated clockwise or counterclockwise relative to the direction of the first (comparison) stimulus.
For each test stimulus, a set of 13 comparison stimuli was used. The comparison stimuli were all identical except for their directions of motion, which varied in a range of 930°, centred on the direction of the motion surface in the test stimulus which was to be judged. The nature of the test image was held constant for a given block of trials. Within a run of trials, each of the 13 comparison directions was presented 50 times in random order, giving 650 trials. On each of the 50 trials for a given comparison direction, the comparison RDK was drawn afresh using the same parameters. This ensured that the effects of any unwanted stochastic properties of the image (e.g. actual mean direction differing from the theoretical mean) cancelled out over trials. The test stimulus was also redrawn on each trial.
To prevent the subject making absolute judgements of the comparison stimulus, without reference to the test stimulus, a random rotation was applied to both images. The same rotation was applied to test and comparison in any trial, but the rotation varied from trial to trial in a 360°range. Thus, on a given trial the comparison (which was presented first) could have any direction. The subject had to remember this direction, identify which of the two motion surfaces in the subsequently presented test stimulus was closer to the remembered direction and then make a judgement of which way that surface was rotated relative to the remembered direction.
For each test pattern, a psychometric function was plotted showing the percentage of trials in which the comparison was seen as rotated clockwise from the test surface to be judged, as a function of the actual relative direction of the two surfaces. The slope of this function was taken as a measure of the proficiency with which the subject could parse the local motion distribution into two surfaces and judge the direction of motion of one of them.
Segregated condition
In this case, dot directions were chosen from a probability distribution which was bimodal overall, but which depended on dot location. The stimuli can be understood by reference to Fig. 1, which shows both the effect of spatial position on dot direction and the overall probability distribution. The simplest case is illustrated in Fig. 1a,b . In this image all dots in one half of the circular image move in one direction and all those in the other half move in a different direction, giving a sharp motion-defined boundary. The two directions are separated by 135°. Fig. 1a shows the directions of dots at all points along the diameter perpendicular to the motion boundary, while Fig. 1b shows the associated direction probability distribution for the whole image. This stimulus is identical to one of those used in our earlier study (Smith et al., 1999) . Fig.  1c describes a stimulus which is similar except that the motion boundary is not sharp. There is a zone on each side of the image where all dots move in the same direction and the difference between the directions in the two zones is again 135°. But the two zones are separated by a third zone in which dot direction shifts smoothly between the two extreme directions, over a distance of 60 min (1°) visual angle. Fig. 2 shows a diagrammatic representation of this image. The associated probability distribution, shown in Fig. 1d , remains strongly bimodal, but about 30% of the dots are distributed across the directions that lie between the two modes. A continuity-based (region-based) global motion system should have no difficulty in detecting the bimodality and segregating the two halves of the image, while a system reliant on detecting sharp direction discontinuities is expected to be significantly compromised.
The image described by Fig. 1c is the extreme case in a set of five gradient widths used in the experiment, ranging from 0 (Fig. 1a) to 60 min in steps of 15 min. Wider gradients could not be used because the gradient started to become obvious, i.e. the smooth change in direction became visible and the pattern appeared as a complex optic flow rather than as two surfaces with a blurred interface.
The manipulation of blurring the motion boundary was combined with a further manipulation designed to put additional demands on the motion segregation system, namely to add noise to each of the two motion surfaces. Fig. 1e ,f describes an image like that in Fig.  1a ,b in that the direction gradient is sharp, but now each of the two motion surfaces has a range of directions within it. Each dot is drawn from one of two rectangular probability distributions, according to its location. In one half of the image, dot directions are scattered in a 60°range centred on one direction; in the Fig. 2 . Diagram illustrating one of the images used in the segregated condition. The dots represent dots in the image and the attached arrows are velocity vectors relating to one update in an animation sequence of 11 frames. In the left portion of the image all dots move in the same direction. In the right portion, all dots move in a different direction. In a central strip, marked by parallel dotted lines (not present in the image), each dot moves in a direction that depends on its horizontal position, as shown in the inset. The entire image is randomly rotated when displayed. The image shown is the same as that described in Fig. 1c,d. other half they are scattered in a 60°range around a different direction. Williams and Sekuler (1984) have shown that such a scatter has little effect on performance in the case of a single motion surface and we have shown (Smith et al., 1999) that it has little effect in the case of two adjacent or transparent surfaces with a sharp boundary between them. This condition simply provides a baseline for images of the type shown in Fig.  1g ,h in which a 60°direction probability distribution for all dots is combined with a shallow direction gradi- Fig. 1 . Description of the test stimuli used in the experiments. The left-hand column contains plots of dot direction versus spatial location for each of four stimuli used in the spatially segregated condition (see text). The right-hand column shows probability distributions used for both segregated and transparent test stimuli, again for four types of image (see text). The probability values shown are based on a bin width of 3°, which corresponds approximately to the direction resolution available in the display. ent between the two surfaces. Again, a range of five gradients (0-60 min) was used. The direction probability distributions for these images (Fig. 1f,h ) are again strongly bimodal. Varying the motion gradient should have little effect on a continuity-based system but a substantial effect on a discontinuity-based system.
In all cases, to prevent the subject learning which half of the image contained the direction to be attended and simply judging the direction of dots in that location, the orientation of the boundary (and hence locations of the two dot types) was randomised. This meant that the subject had to detect the two motion surfaces before a judgement could be made.
Transparent condition
In this condition, images were created in which two motion surfaces, both filling the image, moved transparently in directions that differed by 135°. These images had direction probability statistics identical to the spatially segregated images described in the preceding section, each segregated image having its transparency counterpart. The transparent images were identical to the segregated images except that local dot direction did not depend on spatial location. The same probability distributions were used, but the location of every dot was decided at random. Again, there were two direction distribution width conditions (0 and 60°) and a range of direction gradients in each case, examples of which are described by the right-hand (but not lefthand) panels in Fig. 1 . The result was two transparently moving surfaces that were either discrete (in terms of local direction) or had a blurred interface. In the transparency case it was possible to use a much more extensive range of blur widths than in the segregation case. As more dots were included in the gradient, the appearance of transparency was preserved up to some point and then broke down, with no intermediate percept corresponding to the complex optic flow seen in the segregated case and described above.
Results
Segregated condition
Psychometric functions obtained in the spatial segregation case are shown for all three subjects in Fig. 3 . The slopes of these functions reflect direction discrimination performance and hence the precision with which the subject perceives the direction of motion of one of the two motion surfaces in the test stimulus. Functions are shown separately for the zero direction distribution width (Fig. 3a-c) and for the 60°distribution width (Fig. 3d -f) conditions. The individual functions in each plot reflect different degrees of directional blur of the boundary between the two motion surfaces. This is expressed in two ways in the key to Fig. 3 . Firstly it is expressed as the percentage of the total dots that are included in the gradient zone and secondly (in brackets) it is expressed as the width of the spatial gradient zone (see Fig. 1c ). It can be seen immediately that blurring the boundary has very little effect. Subject TF performs less well (functions are less steep) than the other two subjects. For each subject, the functions are slightly shallower when dot directions at any given location vary in a 60°range (d-f) than when they do not (a-c), but blurring the motion boundary has little effect in either case. Fig. 4 shows quantitative estimates of performance derived from the psychometric functions in Fig. 3 . Performance is expressed as the standard deviation of the best-fit integrated Gaussian describing each function (high standard deviations mean poor discrimination performance). This is plotted as a function of the proportion of dots in the gradient zone, which is directly related to the width of the spatial gradient. This analysis confirms that performance is slightly worse for the 60°distribution condition than the 0°condition and that it is degraded only slightly by reducing the direction gradient between the two surfaces. The three subjects show qualitatively similar results but, again, subject TF performs less well than the other two (note the different ordinate scale for this subject).
Transparent condition
Psychometric functions obtained in the motion transparency condition are shown for all subjects in Fig. 5 . In this case, individual functions again reflect performance for different motion gradients between the two motion surfaces (shown in the key simply as the percentage of the total dots that are included in the gradient), but this time the direction gradient does not take the form of a spatial gradient. As in the spatial segregation case, the functions are slightly shallower when individual dot directions are randomised in a 60°r ange (Fig. 5d-f ) than when they are not (a-c). In both cases, a greater effect of motion gradient on performance is apparent than in the spatial segregation case (Fig. 3) . However, it must be remembered that a much greater maximum gradient was used (up to 74% of the dots in the gradient, compared with only 31.5% in the segregation condition). In the range used in both conditions (up to 31.5% dots in gradient) there is very little deterioration in performance in the transparency case and the results are very comparable with those for segregation. For shallower motion gradients, performance starts to deteriorate, but is still impressive when, for example, 61% of the dots are in the gradient and only 19.5% in each of the motion surfaces. Fig. 1e,g ). Fig. 4 . Direction discrimination performance, expressed in terms of the slope of the psychometric function, for various motion gradients in each of the two direction width conditions. The slopes are those of the psychometric functions in Fig. 3 and are expressed in terms of the standard deviation of the best-fitting cumulative Gaussian (low standard deviation means good performance). Results are shown separately for the three subjects. Fig. 6 shows quantitative estimates of performance, based on the psychometric functions shown in Fig. 5 . For all subjects, performance is only slightly worse for the 60°distribution condition than the 0°condition.
Blurring the motion gradient between the two surfaces has only a modest effect up to 61% dots in the gradient. For the highest degree of blur (74%), performance is markedly worse than at 61% for WC and SD, while TF was unable to perform the task at all and data could not be collected (indicated by dotted arrows). Presumably at this point neither discontinuities nor continuities are sufficient to allow the velocity distribution to be parsed effectively.
Discussion
The results suggest that when a bimodal distribution of velocities is parsed into two motion surfaces, a similarity-based strategy is used. It appears from our Fig. 5 . Psychometric functions for the transparency condition. In this case all dots are randomly positioned and the gradient does not have a spatial extent; in all other respects the key to the figure is the same as for Fig. 3 . Fig. 6 . Results for the transparency condition in terms of the slope of the psychometric function. As in Fig. 4 , slope is expressed as a standard deviation. The dotted arrows for subject TF indicate that the standard deviation approaches infinity (slope of the function approaches zero).
results that parsing does not rely on detection of a sharp direction gradient between the two surfaces but instead operates by grouping similar local motion vectors. This conclusion applies both in the spatial segregation case, where the two surfaces are seen at different locations, and in the motion transparency case, where they overlap.
However, it is possible that this conclusion is specific to our particular stimulus conditions and task, rather than constituting a general rule. Møller and Hurlbert (1996) have argued that both strategies can be employed, in different circumstances. Our approach of blurring the motion gradient between the surfaces provides a very direct way of investigating the role of motion discontinuities. But it remains possible that sharp gradients are utilised where they exist, even though this does not substantially improve performance in our direction discrimination task. The conclusion that motion segregation is continuity-based would be strengthened by studies adopting the converse approach of degrading motion continuity within surfaces while preserving the discontinuity (gradient) between them. If motion parsing is exclusively continuity-based then this would have a marked adverse effect on performance. But if performance is shown to be relatively unaffected, then it would be appropriate to conclude that parsing can be based either on continuities or discontinuities.
One way to degrade motion continuity in an RDK is to introduce random direction noise to each surface, reducing the similarity among local vectors, while preserving a sharp transition between surfaces. This is, in fact, what was done in our 60°distribution conditions ( Fig. 3d -f ; Fig. 5d-f) . The result was some degradation in performance, although no more than was caused by a comparable degree of blur of the motion gradient. Thus, it could be argued that our results provide support for the notion that both methods can be used by the visual system. In this paper we have not systematically explored the effect of direction randomisation within surfaces. However, Smith et al. (1999) used a wide range of direction probability distributions within each surface, but with a sharp gradient in all cases. The task was the same as in the present paper. Direction discrimination performance gradually deteriorated as direction randomization increased, but only modestly (direction discrimination thresholds with a distribution width of 120°were typically about double those obtained with no randomization, for both spatial segregation and transparency).
Taking all the evidence into account it therefore seems appropriate to conclude that both continuity cues within global motion surfaces (region-based algorithms) and discontinuity between surfaces (edgebased algorithms) are used in computing global motion and defining multiple motion-defined surfaces. This is in accord with the conclusions of Møller and Hurlbert (1996) and provides a parallel with the conclusion reached in the case of texture segmentation by Wolfson and Landy (1998) . If either cue is weakened there is a modest deterioration in performance. Best performance is obtained when both cues are strong. The use of both cues should therefore be incorporated into computational models, whether they are models of texture segmentation or motion segmentation.
