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Due to the availability of technology, there has been a shift from traditional assessment methods to                  
e-assessment methods designed to support learning. With this development there is a need to address the 
suitability and effectiveness of the e-assessment interface. One development in the e-assessment interface 
has been the use of the multimodal metaphor. Unfortunately, the associated effectiveness of 
multimodality in terms of usability and its suitability in achieving assessment aims has not been fully 
addressed. Thus, there is a need to determine the impact of multimodality on the effectiveness of                  
e-assessment and to reveal the benefits, primarily to the user. Moreover, those involved in the 
development and assessment should be aware of potential impacts and benefits. This thesis investigates 
the role and effectiveness of multimodal metaphors in e-assessment, specifically; the thesis assesses the 
effect of multimodal metaphors, alone or in combination, on usability in e-assessment. Usability includes 
efficiency, effectiveness and user satisfaction. The empirical research described in this study consisted of 
three experiments of 30 participants each to evaluate the effect of description text, avatars and images 
individually, avatars, description text and recorded speech in combination with images, and finally, the 
use of avatars with whole body gestures, earcons and auditory icons. The experimental stages were 
designed as a progression towards the main focus of the study, which was the effectiveness of full body 
gesture avatar, considered to be the latest development in multimodal metaphors. The experimentation 
also assessed the role that an avatar could play as a tutor in e-assessment interfaces. The results proved 
the positive effectiveness and applicability of metaphors to enhance e-assessment usability. This was 
achieved through a more effective interaction between the user and the assessment interface. A set of 
empirically derived guidelines for the design and use of these metaphors to enhance e-assessment is also 
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This study will empirically measure the achievement of users, particularly in regards to their 
achievement; efficiency and user satisfaction, as part of determining the effectiveness of multimodal 
metaphors (speech and non-speech sound, avatars, and body gestures) within an e-assessment context. It 
can be stated that one of the motivations of the study is to enhance the user-interface usability, in order to 
develop the learning experience through e-assessment. Moreover, if technology is to become an integral 
part of assessment process then there is a real need to identify the potential benefits, in relation to this 
idea the researcher wanted to examine the impact of the use of the latest technological approaches in e-
assessment in relation to the benefits to the user. It is envisaged that the user and those who are 
responsible for e-assessment development as well as assessors will benefit from an understanding of how 
multimodality improve e-assessment interfaces to help users. 
 
This research carries on an investigation into the use and effectiveness of multimodal metaphor usage in 
communicating information and helping users during e-assessment. The investigation‘s aim is to reveal 
the appropriate purpose, utilization and combination of such metaphors in order to improve the level of 
usability in e-assessment interfaces and to enhance student involvement with different types of 
assessment and content. Online assessment is undoubtedly an important part of the e-learning process, 
improving due to its ability to deliver convenient feedback to participants, thereby assisting in the 
improvement of the overall learning and teaching experience. With technological advances in               
e-learning, it is significant that the corresponding improvements in e-assessment, as a support tool in     





Learning effectiveness can be evaluated through assessment; however, the degree of the assessment 
effectiveness is one of the subjects which is continuously being posed as a fundamental problem for 
research. Redecker and Johannessen [1] indicate the fact that there is not enough understanding about 
assessment and there is a real need to bring technological advances in line with pedagogical approaches. 
Importantly, the reliability and validity of online assessment techniques need to be reviewed as part of an 
overall reconceptualisation by teachers of approaches to assessment [2].  Another concern that justifies 
the need to investigate the effect of e-assessment of learners is that traditional methods may be perfectly 
suitable and may be preferred by learners [3], thus there is a need to investigate the effect of e-assessment 
in terms of its suitability and positive effect on the users. Moreover, [3] in recognition of the importance 
of traditional methods and the emergence of e-assessment, suggests that the combination of these 
methods may be the solution.  
Another justification for the need to investigate the use of multimodal metaphors in e-assessment is that 
they may have their origins in the traditional methods. Although it is recognised that e-assessment will 
determine or restrict the types of questions and tasks, it will also offer the opportunity to assess novel 
constructs [4] and ways in which this can be achieved can be investigated.   
 
It is important that those who are involved in designing e-assessment understand that it needs to be a 
novel and stimulating [5].  This can only be achieved through understanding the effect of the different 
design approaches to e-assessment, something that the present study aims to achieve.  
 
Much of the of the literature pertaining to the evaluation of e-assessment does not focus on the aesthetic, 
but rather on the relationship between advances in e-learning and how they are matched by advances in  
e-assessment, effectiveness in improving pedagogy or helping those responsible for teaching and 





Therefore, the main challenge related to the evaluation of e-assessment is that there has been a significant 
technological development for e-assessment with a corresponding concern about its suitability for 
purpose, even in the areas of graphical design, interface design and the effect of aesthetics.  However, in 
the area of multimodality as a tool in e-assessment there has been a lack of studies, specifically on its 
suitability and effect in the e-assessment process.    
 
An important issue in the design of e-assessment is that there needs to be consideration of the different 
levels of ability, in that it should be stimulating to all learners [5]. In light of these challenges, the present 
study addresses the issue of varying ability by measuring score (performance) and providing different 
degrees of difficulty in the questioning in the e-assessment exercise, which is measured against the 
different approaches to using multimodal metaphors.  
 
Both forms of qualitative and quantitative assessment are required to demonstrate and plan learning 
outcomes; however, it is not by any means a simple task, especially with the condition used in e-learning. 
Substitution of the human factor in the assessment is not likely; however, some development has been 
made in assessment systems to perform them electronically.  
 
Assessment in e-learning interfaces is based on the visual and audio channel using either video and text or 
graphics with symbols to annotate ideas. The intended impact of a single channel communication 
approach is for the recipients of the information to take further time to understand the information 








 An aim of the study is to investigate the impact and usage of multimodal interaction metaphors of             
e-assessment interfaces.  
 Another aim is to create a set of empirically derived guidelines for the use of multimodal 




 To assess the optimum combination of avatars, body gestures, speeches and non-speech sounds, 
recorded speeches, images, earcons, auditory icons and describing text in terms of how they  affect 
the usability and users‘ involvement of an e-assessment method. This will be achieved through a 
series of experiments. 
 To assess the effect on the usability of the different multimodal metaphors, alone and in 
combination, where usability includes efficiency, effectiveness and user satisfaction. Specifically, 
efficiency includes the time taken to complete e-assessments, effectiveness include user 
performance in terms of the overall score and user satisfaction includes enjoyment and ease of use. 
This will be achieved through experiments where users are engaged in e-assessment exercises as 
well as a post-experimental questionnaire about their experience using the e-assessment tool.  
 To assess the effect of multimodal metaphors on the user for varying degrees of question difficulty. 
Specifically, to ascertain if multimodality can provide more clarity to difficult questions. 
 To provide participants with audio-visual type assessment content during the e-assessment 
interfaces using creation and use of multimodal metaphors. 
 To measure the level of the user‘s achievements and performance for each condition to show how 
multimodal metaphors assist students using an e-assessment interface. 
 To conduct three experiments developed by the researcher to measure the usability of three 




 To conduct a controlled experiment using normal text which represents a traditional assessment 
interface without multimodal.  The control experiment also tested for usability aspects, chiefly, 
user satisfaction, effectiveness and efficiency. 
 To general guidelines to improve e-assessment interfaces assisted by the use of designs 
incorporating multimodal metaphors.  
1.4 Overall Hypothesis  
The overall hypothesis for this study is as follows: 
The use of the multimodal metaphors can make e-assessment more efficient, and more effective in terms of 
the user‘s performance and satisfaction.  
1.5 Methodology 
The main part of the methodology is to conduct experiments with learners using different multimodal 
metaphors and then to conduct questionnaires in order to evaluate the effectiveness of different multimodal 
metaphors and their combinations on the user. As part of the methodology a literature review was carried 
out in order to reveal how the use of multimodal metaphors can have an effect on users and the various 
ways this can be measured. The experiments assessed user performance and efficiency and the results from 
the questionnaires assessed user satisfaction. The questionnaires were distributed to users of varying ages 
and different backgrounds. All obtained data, both objective (measured) and subjective (user provided) was 
analysed. A statistical analysis was conducted using a set of tests, examples of which include T-test and 
ANOVA. The obtained results were dependent upon the specific metaphors tested and the content of the 
communicated assessment. Conclusions were drawn about the applicability of metaphors and approaches 
and designs that worked successfully in e-assessment condition on the basis of efficiency, effectiveness 






 The first step in this research was to review several relevant topics in the literature such as e-assessment, 
multimodal interaction and multimodal e-assessment systems. This review provided insights into the 
underlying theoretical background of e-assessment, including e-assessment definitions, pedagogical 
principles, challenges and limitations of e-assessment. The review also covered multimodal interaction and 
related experimental findings. Finally, issues related to multimodal e-assessment interfaces and examples 
of multimodal e-assessment systems were reviewed. 
 First Experiment: 
 This experiment represented an initial investigation of multimodal e-assessment interfaces by performing 
an empirical study that was aimed at the evaluation and comparison of efficiency, effectiveness as well as 
learning performance and user satisfaction of two different e-assessment interfaces. Two independent 
groups of 15 users (n=30) were involved in performing common tasks and to answering questions related 
to the presented learning content. These questions were of two groups: The first group of users; control, 
was provided with a typical e-assessment interface with only text. The second group; experimental, was 
provided with an interface that combined multimodal metaphors such as describing text, images also 
facially expressive avatars. Both e-assessment interfaces communicated the same question. The results of 
this experiment formed the basis to design and conduct the second experimental study in this research. For 
overall, the first experiment was designed to confirm findings of the literature survey and to carry out an 
initial evaluation to obtain an overall impression and understanding about the procedure and test criteria. 
Second Experiment: 
 This was carried out to investigate the use of avatars as virtual lecturers with images and recorded 
speeches with images and description texts with images in e-assessment interfaces. The aim of this 
experiment was to evaluate the usability aspects (efficiency, effectiveness and user satisfaction) and 




conditions. The first condition was avatars as with images and the second condition was recorded speech 
with images while the third condition was described text with images. Three different e-assessment 
interfaces were aimed at creating at designs to utilize speaking avatars and images as well as naturally 
recorded speeches and description texts in order to present audio-visual of the learning materials. The three 
experimental e-assessment interfaces were tested independently by one group of 30 users assigned to 
accomplish the required tasks and to answer questions in relation to the communicated learning content. 
 Third Experiment: 
 On the basis of the derived results in the second experiment, a third experiment was conducted to check 
the effect of non-speech sound in an auditory message which was used to assist the half-body animated 
tutor when the assessment content had to be presented. Therefore, as an advanced and extended step of the 
second experiment, the third experiment made use of the earcons and auditory icons in order to investigate 
further communication issues of the auditory signals. This condition was called auditory-enhanced virtual 
tutor with body gestures ABGC. The experimental group consisted of 30 members that evaluated the 
performance and usability aspects of the ABGC  condition in terms of the students‘ involvement (recall 
and recognition questions were used). 
In the final step of this research, the obtained results from the three experimental studies were discussed as 
a whole to draw the final conclusions and to derive a set of guidelines to design and implement multimodal 
interfaces for e-assessment systems. These guidelines are suggested to enhance usability and learning 
performance in e-assessment interfaces. 
1.6 Thesis Contribution 
The research contributions presented in this thesis have been achieved through the proposition of solutions 
to the stated problems. The research conducted in this thesis addresses, e-assessment interfaces through the 




tools to make assessment easier and more effective and to assist in the integration of contents. The results 
of the study contributed the following: 
1. The thesis contributed to understanding the impact that multimodality, in different combinations, has on 
the effectiveness of e-assessment interfaces. This was in response to a gap in the research where the study 
addressed the impact of the latest developments in multimodality.  
2. The thesis also contributed to producing guidelines that could benefit the designers of future e-
assessment interfaces. Specifically, ways to integrate earcons and auditory icons in the e-assessment 
interfaces so as to encourage the role of the body gestures are contributed as well as scope to judge their 
performance within interactive e-assessment in the context of modern learning. 
1.7 Outline 
 



















Literature Review: E-assessment, usability and Multimodal Interaction 
Chapter 3 
 
   Experiment  I 
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A set of guidelines 
 
Table 1.1: The outline of thesis and framework of the research 
Avatar with 
 Images 
(AI) condition (3 Tasks) 
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Multimodality and E-assessment Interface  
2.1 Introduction  
The Literature Review is one of the research methods employed in this thesis. This section will review and 
analyse the work of previous researchers relevant to the research conducted in this thesis. This literature 
review covers many aspects, with emphasis on three major sections; defining the key terms of                        
e-assessment; multimodal interaction; and multimodal e-assessment. Moreover, this allows for the 
provision of a theoretical basis to assist the research as well as facilitating the determination of its nature.  
In this study, theoretical, experimental and practical analysis will be carried out based on the interactions 
present within a multimodal condition of e-assessment. This chapter presents an overview of several 
theories of a significant nature which have been explored in depth by the researcher, with a view to 
emphasise the core objectives presented by this thesis. This has been categorised and arranged into three 
main sections:  
The first section provides preliminary information about e-assessment definitions, benefits and challenges 
as well as the limitations of e-assessment.  
The second section provides the fundamental concepts of multimodal metaphors for use in this research, 
specifically visual metaphors, speech and non-speech sounds, and also avatars, in order to provide 
information about multimodal metaphors to improve users‘ computer interaction and identify a variety of 
solutions to resolve some problems. 
The last part of the review focuses on a critical review of multimodal e-assessment interfaces with a close 







Improvements and innovations in the area of information technology have been able to offer new 
assessment implementations and methods. Learning and assessment are undoubtedly complementary to 
each other. Information technology has a deep effect on e-learning and e-assessment systems. Computer-
mediated assessment, computer-aided assessment, online assessment and e-assessment are some of the 
connected terms used in relation to information technology with assessment [6]. Assessments will be 
conducted for two purposes: to assess students‘ progress and to assist web based student learning. 
Assessments may also be used for course and tutor evaluation. Noting and reviewing teaching strategies 
and web-based material may lead to enhancements and afford alternative means for effectiveness [7]. The 
design of the assessment should be one of the first considerations when creating an online course. The 
assessment should be an integral part of the program and should not be considered as a separate aspect [8]. 
Enhancing the quality of the student learning experience is a major issue in the education sector, and it has 
been extensively recognised that e-assessment can contribute to this. Nevertheless, it is interesting that 
while much research has been carried out into the attitudes of e-assessment by a fraction of instructors,     
e-learning experts (Bull&McKenna, 2004; Stephens&Mascia,1995; Warburton & Conole, 2003) [9], 
believe that there is comparatively little research into what students believe. While we often make 
assumptions towards what students feel, it would be helpful and interesting to put these to the test and get 
some online data from students themselves [10].   
Both Formative and Summative assessments make up the types of assessment methods used to measure the 
users of e-learning. By ―ranking students to show learners‘ accomplishments‖, the use of the summative 
assessment method allows for the provision of a final ruling of the achievement made by students in 
relation to the specific objectives, while the other method known as formative assessment is used as an 





Clark [12] recommends seven principles when considering pedagogical aspects. These principles provide a 
mixture of both emotional and cognitive educational components which will present a superior result upon 
incorporation and facilitate e-learning in becoming more efficient, and making an enhanced experience for 
the students. To be brief, these are very important skills which are required in order to keep things light, 
examples of which include establishing the involvement of an emotional nature, linked concepts, pragmatic 
practices, elaborated examples and also repeater reflections. 
2.2.1 Definition of E-assessment 
An e-assessment method has been developed which is based on a multi-dimensional approach, which 
includes student friendly services and a user central nature that accurately follows the regulation of 
Human-Computer Interaction (HCI) instead of Human-Human Interaction (HHI) [13]. According to the   
JISC e-assessment is defined as follows: ‘The end-to-end electronic assessment processes where ICT is 
used for the presentation of assessment activity and the recording of responses. This includes the end-to-
end assessment process from the perspective of learners, tutors, learning establishments, awarding bodies 
and regulators, and the general public’ [14] . Jordan [15] provides a wider definition and says that it 
includes the use of a computer for assessment activities, whether they be summative, formative or 
diagnostic.  A more simple definition is provided by Stowell and Lamshed [16] who argues that              
‗E-assessment is the use of information technology for any assessment-related activity‘. 
2.2.2 Benefits 
Using information technology in e-learning strategies provide an effective way of assessing both teaching 
and learning through supporting traditional ways of assessment, and one of the associated advantages is 
that it yields rich data that will help educators to further understand both teaching and learning  [17]. This 
idea is supported [18] who says that e-assessment provides convenient feedback to all participants which 
helps to improve overall teaching and learning. The development of e-assessment technology has in fact 




Hutchinson [4]. These authors argue that e-assessment can be used for more sophisticated assessment 
tasks, in that the type of questions could be different from those used in paper assessments; examples of 
such include case studies and simulations. Boyle and Hutchinson [4] refer to this as a sophisticated           
e-assessment and say that it has benefits over previously used methods. The literature speaks about           
e-assessment in reference to the learner and the instructor. Sainsbury and Benton [19] indicate that both 
teachers and pupils respond positively to e-assessment, for the teachers, they are able to access both 
qualitative and quantitative reports which help teachers to organize their teaching according to the results. 
According to Ball [20] e-assessment provides the assessor with more tools and improves the accessibility 
for those being assessed, particularly in relation to improved accessibility and usability for those who are 
disabled. 
Certainly there is the idea that e-assessment improves the quality of learning for students, and according to 
a study by Dermo [21] students themselves agreed with the benefits that e-assessment can bring to teaching 
and learning. However, Dermo‘s [21] approach is different because he examined the attitudes of the 
learners rather than the instructors. The idea that the user or more specifically, the student, acknowledges 
the benefits of e-assessment is acknowledged by Hodgson and Pang [22] who found that there was high 
uptake and high satisfaction of formative e-assessment among students, and according to these students it 
even lead to a change in the learning approach, specifically encouraging students to find the answers.  
2.2.3 Limitations 
One of the main limitations that could be associated with e-assessment is: 
 
 That it provides a greater opportunity for those being assessed to cheat. Prakash and Saini studied 
the use of an online quiz by students and included academic honesty as one of the variables, and 
they found that over half of the students received help from other students during the assessment. 





 Prakash and Saini [23]  also agree with this limitation and emphasize the role of plagiarism 
detection tools used in e-assessment [24], and Mothukuri et al. [25] suggest an approach that 
involves one place and one set time assessment in a ubiquitous environment in order to reduce the 
likelihood of malpractice. 
 
 Wielicki [24] suggests that students involved in online classes, as opposed to purely online 
assessment, are less likely to cheat because they are too overworked and unorganized; however, 
there is a need for skillful instructors to achieve this.  
 
 E-assessment is that often it does not accommodate different types of students in terms of their 
ability; Prakash and Saini [23] argue that some students may have writing skills and other students 
may be more creative or good at problem solving.  
 
 The technology itself may be a limitation of e-assessment, in a study by Caniou and Excoffier [26] 
it was suggested that in order for teachers to provide a new type of questionnaire would require 
them to have computer science knowledge. This need for teaching staff to have the required 
technical expertise due to an increase in the use of technology in teaching and learning is echoed 
by Dika et al [27] who indicate that institutions of learning now have to deal with new issues. 
2.2.4 Challenges 
Looking to the future of the use of technology in assessment, according to Redecker and Johannessen  [1] 
we are now at the junction of two different assessment paradigms and there insufficient pedagogical 
commitment and understanding to move from the era of computer-based assessment to an era of embedded 
assessment. However, Redecker and Johannessen  [1] also recognize that it is not only about pedagogical 
commitment, it is also about the technology because they argue that technological advances have to be in 




issues of teaching, learning and assessment in light of non-traditional assessment approaches offered by 
technology, ways of doing this include reviewing the reliability and validity of online assessment 
techniques.  
In relation to this idea teacher commitment, McCann [28] brings attention to the fact that in order for an   
e-assessment system to be adopted by faculty members it has to fit with faculty culture, unfortunately, in 
their study it was found that a centralized e-assessment system was not accepted by faculty members 
because they preferred to work autonomously and a centralized e-assessment system requires cooperation. 
Therefore, one of the challenges facing the adoption of e-assessment in higher education is the lack of 
change strategies in institutions.  
 According to Llamas-Nistal et al [3] there should not be the assumption that e-assessment is the panacea 
for all assessment situations because students may prefer to provide answers using a traditional pen and 
paper rather than using a keyboard.  Llamas-Nistal et al [3] do offer a solution or compromise where they 
say that there should be a combination of e-assessment with traditional assessment techniques.  Moreover, 
one of the key challenges in e-assessment is to not allow the developed technology to dictate assessment 
practices. In relation to this idea Boyle and Hutchinson [4] indicate that as e-assessment develops it will 
have a significant effect on questions and tasks; however, as mentioned above they can also provide a way 
of assessing novel constructs.   
An interesting challenge for the future of e-assessment has been put forward by Johnson-Glenberg [5] who 
says that instructional designers have to design e-assessment so that it is stimulating and novel to a wide 
range of learners, that it should acknowledge that users may have different levels of knowledge and 
therefore, they should be given more control through optional navigational links and paths.  In relation to 
this idea, Stodberg [29] argues that it is important that e-assessment tests are fair and should not present a 
disadvantage to some students because of the e-assessment procedure.  This issue is also raised by            
Al Smadi et al. [30] who emphasizes that students have different learning styles which present a challenge 




has been put forward by Hodgson and Pang [22] who, although agree that e-assessment encourages 
learning, especially in a learning community, there is still further to go on nurturing this type of learning. 
In reference to the evaluation of e-assessment, there are many areas that have been addressed.  Because e-
assessment is seen as a development from traditional methods, it is evaluated against such traditional 
methods and are criticised against the merits of traditional methods [31]. The idea is that the use of 
technology, if used with imagination and skill, can add value to assess and that e-assessment is not just 
another way of doing assessment but can in fact increase learner performance [32].  
One of the advantages of e-assessment is that it provides immediate feedback to learners and this has been 
evaluated in relation to improving functionality and usability [33].  Often, e-assessment is evaluated 
against the learning process itself or how it forms a part of the learning process [34] or how it can facilitate 
learners with different abilities and assist those involved in pedagogy [35]. Moreover, there has been an 
evaluation of e-assessment approaches in terms of their need to keep up with advances in e-learning and 
how the two can be developed together using technology [23].   
2.2.5 Usability Evaluation in E-assessment Interface  
Usability is defined as the effectiveness, efficiency and satisfaction with which a user can attain a 
particular aim in a specific environment. Measuring and assessing usability have been considered as an 
important part of the product or method enhancement process. It can happen at any level of the 
improvement and execution, and lead as either a formative or summative exercise [36] [37]. It is believed 
that the insertion of usability characteristics within the e-learning instructional design method is vital to an 
effective e-learning curriculum. This inevitable as can be seen from the works of [38], [36] and [39] which 
provide that there are six general attributes of effectiveness in usability including utility, learnability, 
efficiency, retain ability, errors and satisfaction. The insertion of usability as part of an assessment process 
has developed the quality and effectiveness of web-based directives [36]. Multimodal learning is known as 
the incorporation of text, audio and visual elements in one [40] condition. A multimedia learning method 




these methods as interactive communication, the purpose being a focus on the creation of forms of digital 
media, including text, line drawings and animation, as well as audio and video.  
The area of evaluating the user interface in e-assessment is not only approached from the viewpoint of the 
effect of multimodal metaphors but also from the point of simply aesthetics. Enhanced aesthetics have been 
shown to improve the factors that are being addressed in the present study, namely, participant satisfaction, 
time taken to complete tasks and task performance [42]. However, the method that was used by Miller for 
the experimentation on the effect of aesthetics on these factors focussed on the aesthetic and seemed to 
neglect the context which was the purpose of the e-assessment itself. While it is important to address how 
aesthetic enhancement has an effect on the user performance, any experimentation should take place using 
a real e-assessment format, since the overall aim is to address aesthetics and its impact on the learner in e-
assessment. Miller‘s study focused on the aesthetic and the experiments using photo, description, story 
retelling and picture naming may not have been realistic or representative of e-assessment where a number 
of different skills are being tested, not just cognitive capability against the enhancement of aesthetics.  
 
The objective of a usability valuation is to evaluate the quality of a learner interface design and create a 
basis for enhancing it. Usability assessments and related activities assist designers in making improved 
decisions, and help them do their jobs more effectively [43] and [44]. 
The product which has importance is the method itself. A usability valuation which focuses on the final 
method is usually denoted as a validation exam. The most typical product that is used for a usability 
valuation is still incomplete, and only exists as an operational model of the technique. This is usually 
denoted as a valuation test [45]. Other forms contain meetings with designers, edited videos as well as     
re-design suggestions. 
Cooperative design operations are the best methods to involve all representative stakeholders, particularly 
representative learners, in the design and improvement operations early on in the enhancement series. 
When used in the early stages of the enhancement series, feedback collected from these techniques will 




The possible risk is that representative users can become so recognisable with the condition design that 
they start to envisage further just as design and improvement specialists and less like target learners [46]. 
Cooperative design requires additional time for stakeholders. Carrying all stakeholders in a meeting could 
impact the input from users who might be reluctant to offer ideas when designs are presented. 
2.3 Multimodality 
In overall terms, the literal sense of mode is the technique through which a certain work is accomplished. 
The term "multimodal" refers to accomplishing a task via the use of a number of methods all combined 
together. Multimodal in its most fundamental meaning is the coexistence of more than one semiotic mode 
within a specified context. Furthermore, multimodality is a daily reality. It is the knowledge of living: we 
experience everyday life in multimodal terms, by sight, sound, movement and gesture. Consequently, in 
today‘s world, consideration of multimodality in academic investigation seems to have become even more 
important and even more related [47]. For example, information that is used for the electronic assessment 
methods can be seen in the form of description texts, audios, videos and also images. Thus, all these are 
diverse ways of representing the same or dissimilar information. Collecting all these ways into a single 
communication in a synchronous or asynchronous way result in what is called a ―multimodal‖ form of 
representing the information for the assessment processes. In other words, the majority of the computer 
scheme developers concentrate on the visual modal only for information transfer; thus this may be 
confusing to the users and affect their attention because of the overloading on this channel through the 
interaction [48]. In this study, the term multimodal metaphor is used to indicate the use of auditory and 
visual metaphors to represent the information to be used in the online assessment methods.  
 
What is the most important thing I must do if I want to make the interface easy to use? It is not ―Nothing 
Important would ever be more than two clicks,‖ or ―Say the user language,‖ or ―Be consistent,‖ [49]. It is 
important for the user to obtain what they want from the computer during the interface. As we know, users 




the sense of the term ―modality‖ is ambiguous. In human computer interaction, the term typically refers to 
the human senses: hearing, touch, smell and taste, but several researchers distinguish between computing 
modalities and the sensory modalities of psychology. Sharon Oviatt presented a more practical description, 
demonstrating that multimodalities for example speech, touch, hand gestures, eye gaze and head and body 
movement are multimedia schemes of output‖ [51] and [52]. Nigay and Coutus argue that ―multimodality 
is the communication used by users in a variety of sense channels to be delivered systematically‖ [53]. 
A multimodal interface is a human-machine interface that collects multiple channels of communication 
between user and machine [54]. The model most frequently used are a combination of gestures and speech 
(accompanied by a gesture of designation) and interaction with both hands on an interactive tablet. Thus, 
we can conclude that multimodality focuses on using tools to communicate among the user and interface, 
indeed more so than using it as a one method channel as it is used in the traditional or typical sense.  As 
stated above, the user can only use one of the senses to interact with the computer monitor. By only using 
one of these senses, this will mean a lack of use in the rest. Moreover, there are other causes listed below 
that let us produce multimodal: 
1. Data overload [55] means that the user becomes confused when they are offered a huge quantity of 
information which is often the case when only one channel of communication is used. The user typically 
uses one sense [56] but fails to use the other senses because of data overload. 
2. Enhancing performance of recognition-focussed schemes [55] means the interface may be used in a 
flexible manner that produces an intelligence scheme. Furthermore, it improves the performance of 
recognition which reduces errors [57] effectively. 
3. Greater feeling of immersion in virtual-indeed environment [55] 
4. Support time involvement and attention management of the difficult real-world [55] 
 
Furthermore, it is essential to make computer technology further usable by people. The designer of an 
interaction scheme should have knowledge in psychology and cognitive science [58]. There are two sets of 




example speech and pen. This allows the user to improve his experience, power and ability. The second 
group lets the user [55] use a multimodal scheme insertion with visual and auditory responses. 
There are some guidelines for the improvement of multimodal schemes which have been built on the 
analysis of the particular quality that sensory channels have. The guidelines which represent the major 
decisions and consideration engaged in the procedure of designing a multimodal interface are [55]: 
1. The choice of modalities: some causes have been offered for including several modalities in the design 
of an interface. Many researchers recommend that it must be supported to account for variances in user 
favourites, needs and abilities. Furthermore, the choice needs to consider the tasks and kind of information 
that the user can handle. 
2. The creation of modalities in relation to tasks and types of information: the creation of a natural design 
among modalities and the information and tasks to be offered. 
3. The combination, synchronization and integration of modalities: this is a sample that clarifies that one 
often-employed modality order is the use of an auditory alert, followed via the visual presentation of 
related information. ―Cars use an auditory signal to notify the driver of a forthcoming turn, and a visual 
display then offers more detailed information‖. 
4. The adaptation of multimodal information display: ―multimodal interfaces need to be flexible and take 
into consideration possible changes on the needs and abilities of the users, their tasks, workload and 
environment that they are operating in‖ [55]. 
The use of multimodality is assumed to be more beneficial than the use of a modal alone. These benefits 
support the users whose aims are to use the interface. The following are some benefits: 
1. They diminished errors which might happen via users. 
2. Allow the interface to become clearer. 
3. It is easier to determine what has been going incorrect 
4. Allow for more bandwidth to the communication. 




With respect to multimodal interaction: a multimodal HCI scheme is only one that responds to the insertion 
of more than one modality or communication channel (record, gesture, writing and others) [58]. With 
regards to the rating of vision techniques for MMHCI per human body - wide body movements, there are 
three significant issues in articulated motion analysis: (a) Representation (b) Computational paradigms (c) 
Computation reduction. On the one hand, gesture recognition, as per psychology studies, indicates that 
there is a relation between conceptualising capacities and our language abilities. Gaze is defined as the 
direction to which the eyes are a strong indicator of attention [58]. 
2.4 Visual Display 
A visual presentation is a channel which is used to display objects generated in the computer by an 
interface. The vision sense is used to display an object in a space and can also be represented by text or 
diagrams [59]. In visual modality, the designer is considered to be using a common graphic for example 
more images or graphics [60]. Examples include the Rational Rose [61]  software which makes a visual 
model by converting a user‘s class diagram to class directly in UML linguistic. Essentially, there is a good 
impact achieved by using a visual model because it allows for a smoother and easier interaction between 
the user and the interface. On the other hand, using more images and graphics in the interface might cause 
overloading and confuse the user. Therefore, it is imperative that the interface be made simpler in order to 
meet the objective of refining user interaction. With visual presentations, the user should be keeping 
his/her eyes on the interface so as to focus on what is going on. Nevertheless, auditory channels will make 
a contribution to other senses. 
Visual show is accountable for representing the required information in a manner so that it can be seen 
visually and it is achieved by a range of methods for example, via designing a web page (the world wide 
web) and representing the information on it, creation of graphs, tables, images, or offering a summary in 
pictures or text; all are the methods via which the useful information can be shown to the required 
individuals. In actual fact, using the visual displays is the easiest and most efficient methods of 




disabilities and require specifically designed methods and ways for information communication and 
understanding. 
2.4.1 Auditory Modal 
This paradigm deals with the representation of information in a system so that it can be easily explained 
and perceived via the human auditory senses. The auditory exemplar is typically represented via the 
speech. 
2.4.2 Speech 
A speech modal is a channel that is used to represent particular information to users using voice [63]. 
Natural speech can be classified as usual speech spoken by humans, which has been recorded via particular 
software and stored as digital files. When played, it offers natural human-like interaction with computer 
schemes [52]. The use of sound in an auditory modal as an alarm has been proven. In fact, this is primarily 
focussed on using an indication to bring attention to the user that there is something wrong or right. This 
was first practised or used via [64] and [65]. As was mentioned in the former section,  the overloading of 
information might be beneficial for schemes having a limited screen area. Therefore, the presentation of 
some information in sound will assist in decreasing the amount of text and graphic required in the interface 
[63].  
Also, this will utilise other senses, such as hearing and sight. Mountford and Gaver [66] suggest that voice 
is useful because the sound is well-known and common for processing information which is used in the 
user‘s daily life. There are several ways of utilising sound, such as supporting an object which is focussed 
on a visual model where the sound can be used for instructions, thereby directing the user [67]. Examples 
of this include the car navigator, where the sound is used to inform the driver about what is drawn on the 
map. It is important to have some information regarding the perception of sound [63]. This explains the 
relationship between the features of voice that takes place inside the ears and the feelings which are 




2.4.3 Recorded Speech 
The speech comes first between the metaphors that can be used simply without much hardship and effort 
because of the human computer interaction. This is the case because a simple microphone followed by an 
analog to digital converter is used to make the interaction of the speech with the computers. More recently, 
computers have been using speech recognition software and fixed algorithms that insert the speech signal 
of the human and convert it to the digital form understood via the computer [68, 69]. 
2.4.4 Non-speech 
Non-speech sound metaphors in auditory channels are non-verbal cues that transmit information around 
objects in the computer interface. These can be made of digitally recorded or synthesised musical 
instruments, everyday sound effects, or electronically produced pure tones [70], [71], [72]. Published in 
1989, the particular issue around non-speech audio of the Human–Computer Interaction journal set an 
example for the auditory channel theory and practice in computer interfaces [73]. Further techniques of 
non-speech sound applications in computer interfaces related to the use of earcons (abstract musical tones 
that convey information around procedure, events, or objects at a computer interface). It is significant to 
observe that the mappings among the information and the earcons should be learned, because the sounds 
do not have a direct meaning related to the represented information [71]. The methods of addressing and 
delivery of the information around a product cause the user to be bombarded with a surplus of information 
known as information overload, and this situation is difficult, especially when dealing with the introduction 
of new strategies and systems such as making use of multimodal interactions and metaphors [74]. To 
illustrate this, it can be observed that an MCKMS mode works to deliver the information and knowledge 
around the product by collecting speech, environmental sound, and metaphors focussing on the rising 
pitch. In another instance, the ACKMS scheme combines the speech, earcons, and avatars to deliver the 
knowledge and information [75]. Therefore, the use of multimodal metaphors allows the users to save time 
and acquire the requested information in an efficient and fast method when compared to the technique of 




visual interfaces display a better choice to the users searching for the information, it has had severe 
problems when the communication of the audio messages took place as previously shown through the 
experimentation phase. Later on when the users had knowledge of the scheme, the performance of the 
scheme guaranteed the user‘s satisfaction. It was also found that the diverse components of the multimodal 
metaphors had diverse performance when attempting to communicate the knowledge. An example of this 
is where the performance of the auditory icons was greater compared to other components of the 
multimodal metaphors whereas communication of knowledge by sounds was found to be familiar with the 
exterior sounds in the environment. Earcons, however, were found not to be used as much as the auditory 
icons in communicating knowledge, yet they showed to be better for communicating knowledge. 
Moreover, experiments proved that recording and summarisation of the speech, metaphors and a collection 
of them during the communication of the respective long and small messages was a promising idea with 
beneficial outcomes. Moreover, models for combining the recorded speech with other modalities have 
shown development in the performance of the CKM scheme with improved and raised interactions 
between users of the scheme [76]. In other words, it is valid to say that it is a good idea to use the 
multimodal metaphors for delivery of knowledge and information around the products and bring 
development in the E-CKMS schemes and its use, which can be confirmed from the research achievement 
in the Specialty as software engineering, Internet browsing, and e-commerce [76]. 
2.4.5 Auditory Icons 
There is a growing demand for research that recommends merging non-speech sounds (earcons and 
auditory icons) with graphical interfaces to decrease the visual workload which impact the users‘ 
performance [77]. According to [78] auditory icons are defined as ―everyday sounds mapped to computer 
events by analogy with the everyday sound producing events‖. They provide a method that sounds natural 
in representing data that is dimensional and also represents the objects that are conceptually in specific 
computer schemes. The auditory icons allow the data to be categorised into different sets using a single 




which people hear in their daily lives, and link them with a specific action [80]. An example of this can be 
found in the virtual world where we would hear the sound of an object crashing into a wastebasket when 
the file is deleted, or marked for deletion. This category of auditory icons is like the sound effects which 
complement the visual events with an appropriate sound in a computer scheme. Yet, their purpose is not 
just simply to serve as entertainment tools, but also to convey very important information regarding the 
events taking place in a computer scheme – this allows the user to listen to the sounds from a computer as 
he does from the everyday world. 
 
Systems like EAR (Environmental Audio Reminders) play a variety of the non-speech audio cues for 
offices and the common areas within EuroPARC in order to keep us up to date regarding the various events 
taking place around its building; Share Mon utilises background sounds in order to spread awareness; 
Sound Shark, the sonic finder, is useful when incorporating the auditory icons in an interface that is well 
known and used often – the simplicity of it leads people to underestimate the functions that auditory icons 
are capable of. For this reason, Gaver and Smith [81] demonstrated auditory icons used in a large-scale, 
multiprocessing, collaborative system called SharedARK, and called the resulting auditory interface 
SoundShark [82]. Whoever [83] said the analysis of both source and sound are not usually significant, 
although that [83] has introduced an ad-hoc synthesis to let users recognise sound instead of the analysis of 
source and sound. These systems display the extensive range of functions performed by the auditory icons. 
These include provision of information regarding the user‘s actions, the possibility of new actions and also 
the object‘s attributes that are not visible in the system. They also provide the background information 
regarding the modes as well as processes in a system that is more complex. 
2.4.6 Earcons 
Tuuri et al [84] define earcons as, ―nonverbal audio messages used in the user-computer interface to 
provide information to the user about some computer object, operation, or interaction.‖ Examples of 




compiling, editing, and executing. An interaction between an object and an operation can be exemplified 
by the editing of a file. The earcons are short, non-speech, musical sounds that are used in the interaction 
processes between computers and humans, and their job is to convey and communicate the information 
about different objects, operations, and the interfaces involved within the human-computer interaction. ―An 
earcon is defined as a combination of musical notes, called motives, or even a single one, with specific 
characteristics, such as changes in duration, tone/timbre and loudness‖ [85]. Earcons are associated with 
either objects or actions presented in a computer interface. Because earcons make abstract associations 
with data, users must learn them in an initial training process [86]. Earcons related with device palettes 
were examined in a computer drawing program to emphasise its usability [87]. They are constructed from 
the short term musical tones and can be further made shorter and in this way they can be used to convey 
and communicate the information about the complex systems. A number of experiments have been 
accomplished in different domains to check the information conveying contents of the earcons. All the 
experiments have proven that earcons are the best form of communicating information within sound 
signals. 
2.5 Avatars 
An avatar is a new function that is used in the interface to interact with a user and represents a real human 
being‘s face as a graphical image of a user [88]. The avatar can be either the head of a man or woman, or a 
whole body. So it is an image which represents the expression. The idea behind the avatar is to simulate a 
user by using an actual human. When the user is in front of the screen of a computer, it may not be very 
interesting if the communication is largely human to computer. To combat this, the avatar combines all 
modal senses, ―visual and auditory‖, in 3D. The link between the user and the data is the avatar [89]. The 
avatar is used in many fields. As we can see, it is used in computer games, ATM machines, advertisements 
and e-learning. It is noticed that people spend a lot of time playing games because they find there is 
something interacting with them. Also, in e-learning, it can be used as a lecturer to teach the students and 




give information about a new product with brief explanations. The avatar is not a video clip; it is built on 
interactive elements. That means the avatar communicates with the user, reacting to the user‘s requests 
[89] in a clear manner. 
 Avatars were categorised as naturalistic, abstract or realistic in form according to McLaughlin et al. A 
feature of abstract, otherwise known as symbolic avatars is the ability to represent the real users whilst 
maintaining complete anonymity. It is therefore not recommended, due to the fact that it falls deficient in 
providing a user-friendly environment to enrich the experience of the user which is expected from 
communication through multimodal [92]. Recently, the avatar became commonly used in many aspects to 
develop interactivity – both learning engagement and cultural factors are important design considerations 
[89]. 
It is another kind of the non-speech multimodal metaphors that combines the use of audio and visual senses 
in the interactions of humans with computers. Since it combines the two senses, all the advantages of the 
audio and visual metaphors are combined in these metaphors. In general, avatars can be classified as 
abstract, realistic and naturalistic. Abstract avatars are cartoon-like interactive characters with limited 
animation. The help avatar embodied in Microsoft‘s ‗Office‘ applications is an apparent example of these 
avatars, designed to provide the users with helpful information during the preparation of their documents 
[90, 93]. Realistic avatars offer a real representation of humans being generated based on captured static or 
video images and are used in several applications such as games, movies and teleconferences. 
2.5.1 Body Gestures 
Non-verbal messages, communicate a significant amount of information [44, 94]. Although body gestures 
are culturally dependent, strong messages of emotion and attitudes are communicated [95]. Body gestures 
in avatars are used to enhance speech and add emphasis [44, 96]. By using our hands, heads and feet, we 
can represent a very wide range of signs, signals and movements [95] For example, instead of calling 
someone, we can use a hand to point to him/her; also nodding the head means it is agreed to something and 




define the meaning of gesture [95], such as a person who taps his temple with a forefinger may be implying 
that the other person is intelligent or crazy. Basically, using body communication is highly recommended 
because it sends a strong message that it can emphasise personal feeling or a specific object. 
2.6 Multimodal Systems Interaction 
The assumption of a collection of information pertaining to multimodal features in human beings exists as 
established by human cognitive studies, and this can take place through the conversion of all raw input 
data, as extracted via auditory, visual, and tactile sensations. The process thereafter coordinates the flow of 
information, facilitating the production of cognitive responses which can be perceived. The natural method 
as used by Hamas in unconscious communication exercises is multimodiality which makes use of a diverse 
range of information through various channels. It is possible through multimodiality for humans to move, 
listen and speak at one time [97, 98]. However, most of the computer scheme developers focus primarily 
and sometimes exclusively, on the visual sense to carry information; consequently this might cause 
confusion to the users and limit their retention as a result of overloading the visual channel through the 
developmental interaction [48]. 
2.7 Why Multimodality 
Improvements to the interaction between machines and humans can be observed through the linkage of 
multimodal metaphors to more than one channel, allowing for the conveyance of diverse information [99] 
which subsequently reduces the memory capacity employed [100]. Dependent upon the speech, setting, 
touch, gesture or movement, the use of input and output styles will be allowable due to the method of 
adapting the elasticity environment to interact with computers [97]. It is a characteristic of a successful 
multimodal interaction that problems faced by the users during interaction with e-learning schemes are 
overcome, and users are able to base their understanding on the content rather than the technology itself. 
Instead, users may benefit through the cultivation of their knowledge of technology interaction combined 
with this as a basis for focussing on learning [48]. As a further incentive, computer-human and human-




may help overcome the issue of the absence of face-to-face communication as found in computer user 
interfaces [96, 101]. It is also observed that without contribution via a common visual input or a signal 
gesture, spoken utterances are typically unclear [97]. Consequently, human-to-human messages are 
enriched through the inclusion of nonverbal activities, examples of which are gestures and facial 
expressions. Furthermore, information similar to what is intended can be offered through diverse channels 
via multimodal interaction, [99] thereby allowing users alternative ways for computer application 
interaction in line with that which is more compatible and appropriate to their abilities, requests and 
preferences [102]. After careful examination of a diverse combination of earcons, avatars and speech, these 
multimodal were found to have delivered effective outcomes and assisted the development of the interface 
usability as well as the performance of users [96, 103, 104]. Finally, another use of multimodal metaphors 
was identified through assisting disabled people in their communication with the interface, facilitating the 
process and displaying a more improved outcome than before [50]. 
2.8 Humanising Interfaces 
Humanising interfaces have long been one of the fundamental purposes of majority of thesis‘ pertaining to 
Human Computer Interaction. Humanisation has two objectives; to make the interfaces easier and more 
enjoyable to use and to make the interface more similar to humans [105]. The process of 
anthropomorphism offers interfaces to computer schemes via the provision of some human-like 
characteristics. This is predominantly achieved using speech output, the ability to identify speech, by 
speech recognition, providing examples of speech and kinaesthetic feedback, social cleverness and the 
possibility of identifying faces [106]. On another note, researchers are focusing on developing an 
understanding of the technological schemes essential to integrate some or all of these diverse methods, 
particularly understanding the output of the computer with specific reference to the designs of interaction 





 To illustrate the basic concepts and some of the problems mentioned above, we'll use the overall research 
of the Human Computer Interaction, according to which, there are two participants in the interaction, man 
and machine, which are seen as two separate agents. They are physically separated, but are able to 
interchange information by a series of channels of information. As we saw in the first chapter, there are 
two methods that include the human user: the perception and interaction [108]. Within the methods of 
perception and interaction that take place in a multimodal interface, you can determine diverse stages of 
epistemological observation, related to both the man and the machine. 
2.9 Multimodal in E-assessment Critical Review 
Turk [109] argues that our interaction with the world around us is multimodal because we use multiple 
senses in parallel or sequentially and we perceive the world through stimuli using these senses. However, 
this is the human interaction with the natural world and Turk [109] indicates that human–computer 
interaction has traditionally been unimodal whereby people gain information through a single channel. 
However, this idea that the human interaction with the natural world is unimodal is not reflected in the 
ideas put forward by other writers. Alharbi [110] says that there are three modes, namely; visual, audio and 
tactile.  The visual is the use of sight, the audio the sense of hearing and the tactile is the sense of touch. 
When more than one of these modes is used in interaction, then it is referred to as multimodality and it can 
be argued that normal everyday face-to-face social interaction is multimodal because it involves the 
cooperation of visual-spatial and vocal modalities [111].   
Dumas et al. [112] say that multimodal interaction has allowed our interaction with computers to be more 
human because it involves the use of speech and gestures and that multimodal approaches have produced a 
more reliable interaction between human and computer. Dumas et al. [112] also say that people prefer 
multimodal over unimodal interaction and it improves handling and reliability; however, efficiency is not 
an advantage of multimodal interaction because there are only marginal increases in this area. Lee and 
Spence [113] also showed that there is an increase in task performance and longer term benefits to using 




2.10 Summary  
This chapter describes the significance of multimodality, e-assessment and the need for multimodality. 
Multimodality means, including a number of senses such as the visual, audio, and video (visual plus audio) 
into a single and unified mode of communication for clearer user interaction. The speech can be natural or 
synthesised. The use of natural speech is clearer when compared to synthesised speech. The earcons are 
non-speech short musical sounds that are used to communicate information around diverse objects, and 
other events in the interfaces they can be used to communicate better volumes of information in a user 
interface. E-assessment should be conducted in such a method that it should enhance the learning 
capabilities of the students as well as ease the process of human-computer interaction. The primary aim is 
the enhancement of the usability of the user-interface as apparent in e-assessment systems, through 
assisting users and improving levels of learner concentration, allowing users to experience a renewed 
learning method in an endeavour to explore the influence of multimodal metaphors on assisting in and 
improving the overall levels of concentration as experienced by learners.  
This research includes the implementation of three primary experimental interfaces (conditions), each of 
which demonstrates integration with a selection of multimodal features, diverse in nature, examples of 
which included: speech, description text, images, earcons and avatars. The objective was the measurement 
of efficiency, user satisfaction and effectiveness.  The following three chapters outline the outcomes 
acquired from the experimental studies, comparing and discussing them in order to create conclusions of an 
empirical derivation with a focus on identifying the most preferable interface as a yardstick for                  
e-assessment applications from the interfaces which have been examined. 
Recently, e-assessment systems using multimodal metaphors have gained significant importance. It was 
clearly revealed that using one kind of channel to present assessments on the e-assessment interface 
decrease the usability of the interface. The experimental conditions as described in the following chapters 
will demonstrate effective solutions to encourage user involvement in the e-assessment interface and also 





Chapter 3  




Due to the lack of research available on using multimodal metaphors to increase usability of the assessment 
interface, it is important to investigate the use of multimodality to engage users with the assessment. 
This chapter explains and empirically describes the experiment used to examine the usability aspects of    
e-assessment interfaces within an e-learning framework that, incorporate a group of model texts with 
multimodal (avatars, images, description text). The idea is to verify what is the most suitable multimodal 
metaphor to be used in the e-assessment interface to achieve the highest level of usability? 
 Furthermore, this chapter addresses and explains two interfaces whilst utilising the same multimodal 
metaphors that other research groups have used. The first experiments are testing in e-assessment without 
multimodal (control group); and the second interface investigates the role of multimodal (description text, 
images, and avatar) as used in the delivering of information in e-learning. The usability of the features of 
both interfaces will be evaluated. An e-assessment, experimental condition with two interface versions was 
developed to serve as a basis for this investigation. The chosen topic for the e-assessment was one that is 
often used in the design of software systems in education. The study consisted of two groups of users (a 
control group and an experimental group) in which the usability and performance of the two groups, 
specifically in terms of efficiency, effectiveness, and user satisfaction, were compared.   
3.2 Aims 
In line with the overall aims of the study this experiment aims to achieve the following: 
1. To examine the impact of individual modalities on the effectiveness of the e-assessment interface in 




2. To investigate the usability in terms of efficiency (time taken to complete tasks) and user performance 
(score). A post-experiment questionnaire is conducted to derive user satisfaction. 
3. To investigate the implications of varying degrees of difficulty in the questions for each metaphor and 
how this has an impact on overall usability. 
4.  To conduct a control experiment using normal text only which represents a traditional assessment 
interface without multimodal?  The control experiment also tested for usability aspects, chiefly, user 
satisfaction, effectiveness and efficiency. 
3.3 Hypothesis 
Several usability criteria or standards have been improved to help designers to create a usable e-assessment 
system which provides learning content as opposed to just a confusing interface. This was carried out 
through the addition of description text, images and an avatar as components of a multimodal-based 
interaction with the e-assessment interface. Consequently, the hypotheses were formulated regarding the 
aspects of success of e-assessment: 
• Ease of answer: how the online assessment is enhanced for users. 
• Efficiency of use: how quickly students can locate the answer through the use of multimodal (using the 
description text, images and an avatar). 
• Effective test: how effective the use of multimodal are as quantified by the number of questions 
successfully answered. 
• Satisfaction: the student should enjoy achieving a given mission and will be more satisfied when the e-
assessment is more usable. 
In order to measure the learnability of VOAP and VMAP, a set of 4 hypotheses has been stated in order to 





H1: The VMAP interface will be more effective than the VOAP in terms of the time spent by users to 
complete the tasks. 
H2: The VMAP interface will be more effective than the VOAP as the task complexity increases. 
H3: The VMAP interface will be more effective than the VOAP in terms of the provision of correct 
answers. 
H4: The users of the VMAP interface will be more satisfied than the VOAP users. 
3.4 Design of Experimental Condition  
To verify the suggested hypotheses, two interfaces have been designed and advanced according to 
guidelines. The guidelines pertaining to the design of multimodal information, performance, [114] and 
multimodal user interface [115] were followed. An e-assessment condition was developed particularly to 
be used in conducting this experimental investigation. The interfaces provided two different condition 
versions: an assessment ‗text only interface‘ version, and an assessment with multimodal.  
 Both condition versions of the empirical interface were designed to provide similar information about the 
test. This was represented in the form of two types of questions: true or false questions and multiple choice 
questions which included 3 difficult questions and 3 moderate questions as well as 3 easy questions. Each 
interface was presented in a divided screen display.  
 Table 1 shows the difference between the assessment presented and the interaction multimodal 
incorporated in one version of the experimental e-assessment condition. It can be noted that the VOAP use 
text only in communicating every type of task. Furthermore, the presentation of the assessment in the 
VMAP (images, avatar, and description text) was focussed on a multimodal approach in which diverse 




3.4.1 Non Multimodal Condition (VOAP) 
Non-multimodal interface (VOAP) is the text only version. Essentially, it is the e-assessment interface with 
multimodal objects removed. Nevertheless, it still retains the general properties of the original condition 
with the same feel, assessment, order of chapters and level of questions. 
3.4.2 Multimodal E-assessment Condition (VMAP) 
VMAP is used in the assessment interface to introduce the avatar, description texts and images as added 
multimodal, displayed simultaneously in the interface. These avatar's expressions were specifically chosen 
based on the expressions typically used in daily life to express human feelings [116]. The plan is to use the 
facially expressive life-like avatar to narrate the explanation of small pieces of information for questions 
together with an interesting video, where the user may move the mouse cursor over the question and, 
following that, move the mouse cursor over the available answers from the multiple choices. The avatar 
will occupy the right side of the screen, so as to suggest to the user that it might assist them in selecting a 
correct answer and encourages the user to move the mouse cursor over the button to answer the question. 
 
Every page‘s design has incorporated the feature by dividing the screen carefully, question by question, in 
order to avoid overlapping of questions, so the user can easily select answers on the screen. The left part 
shows a text of the question on a blue background, with a font size of 18 for the test. The avatar occupied 
the right side of the screen on a black background. When placing the mouse cursor on play in the video, the 
facially expressive avatar started to speak about and explain the question.  
 
In addition to this, the right part of the screen shows the multiple choices available and allows the user to 
click the correct button. After the user had finished reading and listening to the information, and the user 
had selected an answer they thought was correct, the user moves the mouse cursor over to the button for 




















M √ √ √ √  
NM     √ 
 
Table 3.1: Multimodal used to communicate the information by users in the multimodal 
interface group to answer the questions correctly 
 
The modality used in the test interface to introduce the question helps to explain the question to assist the 
user in selecting the right answer and helps them to save time. The left part shows a text question on the 
blue background, whereas the images occupy the right side of the screen. The images explain information 
about the question. In addition, the right part shows the various answers available, whether they be 
multiple choice or true and false, and permit the user to click the button. After the user has finished reading 
the question, been shown the modality and the available answers, the user takes a decision as to what they 
believe is the right answer and continue on to the next task by moving the mouse cursor over the button.   
The next modality used in the assessment interface, namely, description test, to introduce the question, 
helps to explain the question to assist the user in selecting the right answer and helps them to save time. 
The left part shows a text question on a blue background, with font size 18 for the assessment. The 
description text occupies the right side of the screen on a purple background. In addition, the right part 
shows the answer either multiple-choice or true and false.  
After the user has finished reading the question, been shown the modality and the available answers, the 
user takes a decision as to what they believe is the right answer and continue on to the next task by moving 





Figure 3.1: Snapshots of experimental condition using the multimodal in e-assessment interface 




3.4.3 Implementation of Avatars 
The expressions of the avatars were chosen based on the expressions typically used in daily life to express 
human feelings and emotions [117]. In order to develop avatar presentations, the following tools were 
utilised: 
 the avatar is a different multimodal condition, ingredient that collects information from both 
auditory and visual human senses. It was used as an avatar, to record live speech sound and creates it in 
WAV (Waveform) data coordination. 
; here the avatar most resembles a human as cartoon-like characters [223]. Moreover, this 
software routinely includes mouth movements, eye blinks also head nods to personify the figures.  
As well as this, it has been confirmed via numerous studies that the utilisation of avatars contributed 
definitely in terms of facilitating the learning procedure and enhancing users‘ attitude about online courses 
[118, 119]. 
3.4.4 Implementation of Images 
Nowadays, visual stimuli are utilised to sell products, or to demonstrate the facts. Tests have proven that 
the proposed characteristic adoption strategies really enhance the precision, recall average in image 
retrieval. In addition, usability experiments which realise the effects of multimodal condition in 
information retrieval yielded that users really understand multimodality [120]. Colour images were used in 
this study to explain the questions to users through the information delivered in order to demonstrate the 
different aspects of the images.  
3.4.5 Implementation of Description Text 
This condition, as seen in Figure 3.1, included text and description text (VMAP). It therefore does not need 




in a textbox. The question is explained to the user through the provision of information about the correct 
answer in e-assessment, thereby assisting the user in completing the e-assessment. 
3.4.6 Design of Tasks  
Each condition Figure 3.1 includes nine questions and each page contains one question. The task was 
divided into 2 types consisting of multiple-choice or true and false questions.  Additionally the questions 
were arranged in terms of the levels of complexity (easy/moderate/difficult). This was conducted in order 
to investigate the impact of multimodal metaphors in condition and to identify which interface would be 
enhanced in terms of effectiveness, efficiency, and user satisfaction for the e-assessment procedure. One 
group tested the ‗text only‘ interface, acting as a control group, and the other group tested the multimodal 
interface condition as an experimental group. 
The design methods allowed users to be tested according to various experimental conditions, in order to 
determine if the effects were as a result of the individual conditions [121]. This design methodology, 
between-subjects testing, involves the assignment of different users to test different experimental 
conditions and therefore, guarantees controlling the learning effect [121]. Overall, 30 users contribute 
individually in the experiments and equally to both groups. 
Users E-assessment (VOAP) E-assessment (VMAP) 
15 T1, T2, T3, T4, T5, T6, T7, T8, T9 T1, T2, T3, T4, T5, T6, T7, T8, T9 
 
Table 3.2: Tack system 
 
Tasks Distribution Question Type  
Complexity level Easy Moderate Difficult 
 
Tasks 
T 3 T 2 T1 
T 6 T 5 T 4 
T 9 T 9 T 7 
 




3.5 Variables  
The variables identified in the experimental design can be classified into three types: dependent, 
independent and controlled and are described in the following sections. 
3.5.1 Independent Variables 
Independent variables represent the aspects important in the experiment and are expected to be the reason 
of the results. The independent variable in this experiment was the test condition which is the role of the 
avatar with human-like expressions, text and also images. These variables included three levels of 
complexity in questions for the e-assessment interfaces; namely, easy, moderate and complex. 
3.5.2 Dependent Variable 
The dependent variable in this study was used to measure efficiency, by recording the time spent to 
complete tasks by each user; and effectiveness, by the correctness of answers to tasks; and monitored 
responses to subject satisfaction using the Likert criteria in both conditions. 
3.5.3 Controlled Variable 
The variables expected to influence the experimental process were controlled. The variables in this 
experiment were: 
1. Tasks: every user was knowledgeable of the same number of tasks in all of the interface conditions.  
2. Subject: the subject tested in the experiment was similar in both interface versions, with questions about 
the same level of difficulty. 




4. Time: users had sufficient time to complete all particular tasks in both interfaces. Consequently, a task 
completed within the time allocated would be regarded as successful or else the task would be envisaged as 
unsuccessful. 
5. Condition familiarity: each user was given the same instructions and it was the first time that each user 
tested the interface or condition. 
6. Consistency: The execution of the experimental interfaces execution was examined among the similar 
users on a personal basis to all users.  
Furthermore, the same process was followed during the procedure of the experiment whilst using the same 
computer for demonstrations. 
3.6 Data Gathering and Questionnaire 
Both user groups were made to follow the same procedure in a bid to keep the experiment consistent. Both 
experimental and post-experimental elements were components of the nine-page-long questionnaire (see 
Appendix A-1). An introduction to the study can be found on page 1, outlining the experiment‘s aim as 
well as informative steps as to how the questionnaire should be completed along with an explanation of the 
five-point Likert scale. Page 2 allowed users to enter information such as gender, age, internet and 
computer experience, education level as well as previous knowledge of e-learning and avatars. The 
questionnaire‘s post-experimental element assisted in determining user satisfaction under the e-assessment 
conditions tested.  
The satisfaction score was calculated through user responses, both for the experimental and control groups. 
The tasks testing the second set of conditions were placed thereafter, structured in a similar manner to the 




3.7 Pilot Study 
A preliminary pilot study was arranged and conducted on a small scale with six users in order to achieve 
the following: 
1. Evaluate whether the questionnaires were simple to understand. 
2. Evaluate feasibility and whether the interfaces and the instructions were simple to recognise. 
3. Validate the experimental process and assessment, as well as the desired typical time to complete the 
tasks. 
4. Determine some other usability issues that were not already picked up through the design model which 
could then be adjusted. 
5. Gather some other feedback that the pilot users provided so that it could be consider in experimental 
design. 
6. The pilot study helped in the experiment to control time. 
7. The pilot study helped in the experiment by showing levels of the question from easy to difficult. 
3.8 Users Sampling 
Overall, 30 users participated in this thesis independently. The users were equals and randomly assigned; 
(N = 15) to the experimental conditions; text with e-assessment interface for the control group, and a 
multimodal interface, (N = 15) for the experimental group in the library of De Montfort University. All 
students used both e-assessments: VMAP and VOAP. They were distributed randomly and equally for 
each user, VOAP to the experimental conditions; e-assessment interfaces without multimodal for the 
control group, and multimodal condition VMAP for the experimental group. Moreover, the sample was 
chosen randomly, and there was no agreement or proposed time. 
 Also, the selected users were selected within the university library and the bulks were unaware of what 
they were being asked to do. Most of the users in each group had some prior experience of e-assessment, 






 Figure 3.2: Users profile in terms of age, gender, education level and area of study and prior experience  



































































































































































3.9 Results and Analysis 
3.9.1 Users Profiling 
The data in relation to users‘ profiling as well as educational information, as shown in Figure 3.2, 
demonstrates that the age range in the control group was varied, with around 60% within the 18– 24 
demographic and 40% consisting of 25 - 30 years old; 60% of students who participated in this study 
were males (9 altogether) and 40% (6 altogether) were female; these constituted members of the control 
group. In the experimental group, the ages were 80% within 18 – 24, 20% within 25 – 34, and 0.0% 31 
– 40 years of age. The education stage was found to be predominantly undergraduates with 67 % present 
in the control group, the remaining 33.3% being postgraduates. In the experimental group, 73.3% of the 
participants were undergraduates with 26.7% taking part as postgraduates. Also, as can be noted in 
Figure 3.2, 13.3% of the control group reported to use computers for 1-5 hours a week, and 40% 
reported to use them between 6 – 10 hours a week. Furthermore, 46.7% of participants said they used 
computers for more than ten hours a week and 26.7% for 1-5 hours and a further 26.7% between 6 – 10 
hours per week. The remaining 46.7% reported to use computers for more than ten hours a week. With 
respect to e-learning system experience, around 66% of the control group had more experience 
compared with 46.7% who had some experience with HCI. It was also found that the most popular 
reason for internet use was surfing with 53.3% of the control group claiming this was the main usage of 
the internet and a further 60% of the experimental group claiming the same. 
 Furthermore, more than 66.7% and 46.7% had good multimodal knowledge in both groups, 
respectively, and at the very least, users had a limited background in multimodal knowledge in both 
groups. Additionally, Figure 3.2 demonstrates that from the experimental group, the majority of the 
users (80%) said yes: e-assessment is a good way to enhance e-learning applications, in comparison 




3.9.2 Experiment Sessions 
The test took between 3 and 6 minutes with a mean time of 5.46 minutes, not including post-
experimental and pre-experimental questionnaires. The time was distributed as follows: Users engaged 
with the pre-test questionnaire for around 3 minutes and read the tasks from the questionnaire for 
about 4 minutes. 
The users started with the first interface, for example, VOAP, for around 10 minutes. Upon 
completion, students filled out the five-point Likert scale presented in the questionnaire which took 
about 4 minutes. This process was similar for the second interface. In conclusion, the user would finish 
the experiment along with the post-questionnaire: all tasks taking approximately 4 minutes. 
 
 























































































































































































































































3.9.3. Individual User   
Figure 3.3 shows the overall time spent by every user in all groups to answer all of the nine questions. 
Users of VOAP spent more time on the questions compared to users of the VMAP. However, the observed 
time differences between tasks are highly significant, with the lowest and highest recorded times for the 
first condition control group being 4.40 minutes (User 7) and 7.04 minutes (User 8) respectively; the mean 
time being 5.46 minutes. In the second condition experimental group, the maximum time recorded was 
slightly lower (2.49 minutes by User 4) and the minimum time (4.36 minutes by user 15). The mean time 
recorded was 3.22 minutes. In short, using multimodal metaphors in communicating the e-assessment 
material enabled the users in the experimental group to outperform their counterparts in the control group 
in time spent answering the required questions. (See Appendix A3 and A4).  
3.9.4 Efficiency 
The diagram 3.4 shows the mean value of the time taken by users to answer the questions this was used as 
a measure of efficiency. This measure was considered for both VOAP and VMAP groups, for all tasks, in 
accordance with the question complexity (moderate/easy/complex), for all questions and all users in both 
control and experimental groups. It can be seen that overall, the time taken to answer questions was shorter 
in the VMAP group. Experimental observations showed that users in the control group regularly divided 
their visual attention between the symbols provided, which indicated assessment code and assessment 
content to understand the presented information, and in some cases a visual overload may have occurred. 
The users in the experimental group, however, kept their visual attention directed towards the assessment 
content. The raw data for all questions, answering time can be found in Appendix A-3 and A-4. 
3.9.4.1 Levels 
Figure 3.4 explains the answering time grouped by the complexity of the questions which were designed to 




to answer nine questions in total. Figure 3.5 illustrates the mean time taken to answer all questions using 
the VMAP condition. This did not include reading time as well as the time taken to fill out the pre-task and 
post-task questionnaire. 
 
Figure 3.4: Mean values of time taken by users in both groups to answer all and grouped 
through question complexity 
 
Overall, the total time taken recorded by users of the VOAP in the control group was 5175 seconds, 
averaging 5.46 minutes for each user, compared with users of the VMAP in the experimental group who 
took a total of 3099 seconds to answer questions, averaging 3.19 minutes for each user. It can be observed 
that users of the VMAP were 2076 seconds faster than those who used the VOAP. The t-test calculations 
illustrate that the difference between both groups in answering time was significant (t = 32.252, MD = 345, 
sig < 0.5). The experiments revealed that users in the VOAP group directed their vision towards the 
questions located in the text box.  However, users in the VMAP group maintained their visual awareness to 
the images and description text, though they were listening to the avatar‘s messages which helped them to 

































To summarise, the users in the VMAP group were considerably aided through the addition of the 
multimodal metaphors in the experimental group, which enabled them to spend less time, compared with 
the users of the control group, in answering the questions in the e-assessment.  Overall, it is observed that 
the answering time in the experimental group was lower for all complexity levels. It can be seen that the 
difference in task completion time between the two groups increased as the level of task complexity 
increased, except in the moderate and complex level questions of the experimental group. 
 
Figure 3.4 illustrates the total time spent by each user in the experimental group VMAP to answer all 
questions. It demonstrates the result of each multimodal implementation (avatar, images, description text), 
which all included 3 questions. Users of the images multimodal observed a time which was slightly shorter 
(815 seconds) when compared with users of description text and avatar multimodal in the experimental 
group. The second shortest answering time was by users of the description text multimodal who took an 
average of 966 seconds, the difference between images and description text being 151 seconds.  Finally, 
users of the avatar multimodal took the longest (1318 seconds) to answer the questions. In short, users of 
the images multimodal using VMAP were 815 seconds quicker compared to users using description text 
and the avatar multimodal to assist in answering the questions. 
 
Figure 3.5 illustrates the total time spent by each user in the experimental group VMAP to answer all 
questions. It demonstrates the result of each multimodal implementation (avatar, images, description text), 
which all included 3 questions. Users of the images multimodal observed a time, which was slightly shorter 
(815 seconds) when compared with users of the description text and avatar multimodal in the same 
experimental group. The second shortest answering time was by users of the description text multimodal 





Finally, users of the avatar multimodal took the longest (1318 seconds) to answer the questions. In short, 
users of the images multimodal using VMAP were 815 seconds quicker than users using description text 
and avatar multimodal to assist in answering the questions. 
3.9.5 Effectiveness 
The percentage of correctly answered questions was used as a measure of effectiveness. This measure was 
considered for all the tasks in total, according to the multimodal type and question complexity (easy, 
moderate and difficult) as well as for each user in both control and experimental groups. 
3.9.5.1 All tasks 
Figure 3.5 presents the variation between users‘ performance in relation to the different multimodal, 
namely; avatar, images, and description text, in terms of correct answers provided by users. In 
consideration of this, for those who used images, 80% gave correct answers, compared with a 75% for 
those who used the avatar multimodal and 71% for those who used description text (Figure 3.6). 
 
 
Figure 3.5: Values of percentage correct answers from all questions taken by users in the 
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Correctly answered questions were used to measure the effectiveness of the metaphors. Figure 3.5 presents 
the correct answers, as a percentage, for questions in both the VOAP and VMAP. For the latter 75% 
answered correctly, more than in the VOAP at 46%. 
 
The total percentage of correct answers given by users of the images multimodal were 36%  indicating that 
users find information, communication via images to be easier than via avatars and description text. 
Subsequently, users of the avatar multimodal achieved a 33% score with the lowest percentage of correct 
answers given by users of the description text multimodal at 32%, making it harder to complete.  The mean 
percentage of correctly answered questions in the VMAP and VOAP was 7 and 5 respectively.  
 
As shown in figure 3.5, the integration of more than one communication metaphor of a different nature in 
the VMAP model assisted users in the experimental group in highlighting the different kinds of 
information which had been delivered through each of the metaphors (description text, avatar, images). As 
a result, they outperformed the users of the VOAP who received the learning information by images firstly, 
followed by an avatar and finally by description text. Conclusively, the multimodal interaction metaphors 
used in the VMAP were more effective in communicating the learning material and considerably assisted 
the users in the experimental group to achieve a more effective rate, as opposed to the control group users. 
 
Figure 3.5 illustrates the percentage of correctly answered questions for all levels of complexity, namely 
easy, moderate and difficult questions for both groups. The results show that the control group was 
outperformed by the experimental group; this was particularly noticeable for difficult questions. What is 
more, for easy questions in the VMAP a score of 80% was achieved, more than that about the VOAP 
condition. However, a larger difference between the two groups was observed for moderate questions and 
the largest difference was noted for difficult questions. For the VMAP condition, the users in the 




and difficult questions respectively. In contrast, the users of the VOAP produced a score of 60%, 46% and 
33% for the easy, moderate and difficult questions respectively.  In summary, it is clear that for easy 
questions both groups of users achieved equivalent levels of accuracy. However, multimodal metaphors 
contributed significantly more to a better score with higher complexity questions. 
 
 
Figure 3.6: Mean total number of correct answers by each user in condition  
 
3.9.5.2 Individual User  
Figure 3.6 illustrates the total number of correct answers given by each user in both groups: VMAP and 
VOAP. It is commendable to note that 2 users (8 and 13) of the experimental group correctly answered all 
nine questions, with a further users (10, 11 and 14) answering all but one (question 8) correctly.  
 
However, none of the control group users were able to reach this level of performance. In fact, the highest 
achievement recorded was 4 correct answers given by users 7 and 9. In addition to this, the users with the 
lowest score in the VMAP group (2, 5 and 9) were able to correctly answer 5 questions, whereas the users 
with the lowest score from the VOAP group (2, 4, 8, 13 and 14) were only able to correctly answer 3 























































































































































































group (6). In summary, the use of multimodal in communicating the information enabled the users of 
VMAP to outperform the users of VOAP in answering the questions correctly. The raw data for all 
questions, answering correctly, can be found in Appendix A-5 and A-6. 
3.10 Satisfactions 
Users were able to express their attitudes to pre-selected statements via the post-experimental element of 
the questionnaire using the five-point Likert scale, thereby enabling the measurement and recording of user 
satisfaction. The pre-selected statements were associated with ease of use, complexity, confidence, ease of 
learning,  and also general satisfaction. Each statement was scored using the five-point Likert scale with 
options ranging from 1 (strong disagreement) to 5 (strong agreement).  When calculating the overall 
satisfaction score, this was conducted using the SUS (System Usability Scale) system [122]. The scoring 
method followed here is to take the average score for each statement. This mostly results in a positive 
impact where users liked the VMAP condition more than VOAP condition. 
 
Statistically, the t-test proved that the difference in users satisfaction among both groups was significant  
(U = 50, CV = 72, p < 0.05). In other words, the VMAP was more satisfactory than the VOAP. Figure 3.7 
shows the frequency of the user agreement with every statement in the satisfaction questionnaire. High 
levels of agreement were shown via the users in control and experimental groups for difficulty using the 
system (S8). Nevertheless, the VMAP was less time while interacting with the system where I felt worried 





Figure 3.7: Frequency of users’ agreement to each satisfaction statement in both VOAP and 
VMAP condition  
In the first statement (S1), 98% and 81% of users in both groups agreed that the tested e-assessment 
interfaces were easy to use. The statement (S2) asked the users whether they discovered the system to be 
unnecessarily complex. Users of the VMAP show a slightly higher level of disagreement 63.2% than the 
users of the VOAP 85%. It can be noticed that 98% of users for S3 in VMAP thought was easy to use the 
system, but in VOAP this was 75%. In relation to (S5), the entire VMAP 95% of users found that all 
functions were well integrated compared with 75% for VOAP. The users found the VMAP condition was 
easy to understand where the mean satisfaction in the experimental groups was 79% compared to 69% for 
the users in the control group.  The users‘ satisfaction is significantly enhanced in the VMAP interface in 
comparison with the VOAP. The raw data for satisfaction can be found in Appendix A-7. 
3.11 Discussion 
The experiment aimed to determine the best use of metaphors to enhance the performance of e-assessment 
and to measure the efficiency of the two conditions for every task by measuring the time spent and correct 
answers. The obtained results have been used to evaluate the two conditions in terms of efficiency, 





































role of multimodal interaction, for example complexity stage, (easy, moderate and complex). 
Consequently, these results are discussed from the following three measures through the multimodal in 
users ‗efficiency, effectiveness and satisfaction. 
1. Time taken to answer the questions in e-assessment in terms of complexity levels and efficiency. 
2. Correctness of users, answers to the questions with respect to the use of avatar, images, description text 
(effectiveness of multimodal performance) in the experimental group. 
3. User satisfaction - with both of the e-assessment condition. 
The experiment (VMAP) produced encouraging outcomes and the results illustrate that the use of 
multimodality (avatar, images, description text) was more efficient and effective also more satisfactory 
compared to using the text without multimodality. The hypothesis assumed that the multimodal                 
e-assessment condition will be more efficient than the text without multimodal in relation to the efficiency 
of users in answering the questions. The experimental (VMAP) results, as shown in Figure 3.3, a show the 
differences between interfaces are not significant, and demonstrates that using the multimodal interaction 
decreases the total time needed by users. The insertion of dissimilar multimodal communications in the 
experiment group assisted the users to focus on the presented information during the auditory channel, 
while at the same time using the visual channel to know this information [123]. 
 
Consequently, users were significantly assisted through the adding of these multimodal in the VMAP in 
terms of consumption reduction and answering time compared with users of the VOAP interface.  
Moreover, these results recommended that using the images, avatar and description text could be 
significantly more efficient than using the text without multimodality in presenting clarification concerning 
the questions in this experiment. With regards to complexity, it was hypothesized that the VMAP will be 
more effective compared to the VOAP with an increasing level of difficulty of the questions. Therefore, the 
results of this experiment in both conditions (refer to Figure 3.6) illustrate an increasing difference in 
answering scores and efficiency which support H3. The VMAP outperformed the VOAP interfaces in 




of the multimodality was that users in the VMAP achieved significantly higher level of correct answers 
compared with the VOAP for questions that were moderate to difficult. This result provided evidence of 
the gradual impact of multimodality with an increasing level of complexity and also demonstrates that 
users‘ performance can be enhanced by the use of these multimodal in e-assessment condition, thus, these 
results proved the assumptions made in H2.  
 
Considering the experimental results, as expected in H3, the users of the VMAP achieved a larger number 
of correct answers and less time to complete the obligatory tasks than the VOAP users. Information in the 
VMAP was provided as images and not movement, while other aspects of the multimodal were presented 
as an avatar and description text. The results of this experiment indicated that images enabled users to learn 
better and easily in terms of time and correct answers (see Figures 3.4 and 3.3). Overall, it was anticipated 
that users of the VMAP could be more satisfying than the users of the VOAP. Consistent with this 
assumption, the multimodal presentation of the e-assessment condition in the VMAP has proved superior 
to the text without multimodality in the VOAP. Consequently, the user expressed a more helpful 
attitude towards images in e-assessment condition.  
 
Nevertheless, both of the tested e-assessment interfaces were easy to use and provided ease of 
learning, and neither was confusing the obtained results did not confirm a significant difference 
between both interfaces in terms of satisfaction. In fact, users in the VMAP retained information 
from e-assessment interface for less time than in the control group, enabling most of these users to 
achieve a higher number of completed answers compare to VOAP.  
 
These findings proved the assumptions in H3. Therefore, the user‘s ability to assimilate and 
understand the information provided through multimodality could furthermore be enhanced         




and users within those groups were offered both condition versions in order to make a 
comparison. Users in the experimental group expected that their learning was improved, aided 
through the multimodal metaphors. It was easier for users to identify the learning information in 
the assessment, which has been facilitated by images, avatars and description text. When user 
satisfaction, effectiveness and efficiency outcomes are combined, the argument that users in the 
VMAP were assisted by multimodality becomes stronger. It can conclude that the use of 
multimodality helped in e-assessment condition is more likely to result in an enjoyed and greater 
satisfying experience for the user.  
 
This experience is related to the ability to achieve learning tasks correctly.  In brief, the results of 
this experiment suggest the importance of integrating multimodality in e-assessment condition, 
especially images, to improve learning performance and usability in terms of efficiency, 
effectiveness and user satisfaction.  
 
The experimental e-assessment interface will be further developed in order to test the hypothesis of 
this research and to answer the research question and finally to achieve an aim of this research which 
is to generate guidelines for the inclusion of multimodality in e-assessment interfaces. The addition of 
multimodality such as avatars with body gestures could also be employed. A significant number of 
comparative usability experiments can be carried out in order to test multimodal features in the 
interface of the e-assessment, and to find out the role of each type of metaphor and which give the best 
results.  
3.12 Summary 
This chapter has presented the empirical experiments for investigating the role of e-assessment interfaces, 




efficiency, effectiveness and user satisfaction) and learning performance in e-assessment of Human-
Computer Interaction. The major objective was to enhance the learning process during the development of 
two different versions of the experimental e-assessment interfaces. The first version, VOAP, was based on 
text without multimodality in presenting the task assessment. 
 
 On the other hand, the second version, VMAP, employed multimodal metaphors (avatar, images and 
description text) to deliver information. Both e-assessment interfaces were evaluated via two independent 
groups of users. The first group control VOAP tested text without multimodal condition and the second 
experiment VMAP tested the multimodality in terms of how it helped in achieving tasks and answering 
questions. The results of the experiment presented in this chapter indicated that the multimodal metaphors 
could indeed assist in the enhancement of the usability of e-assessment interfaces by reducing the time 
taken and enabling users to find the correct answers, thereby facilitating the assessment and increasing user 
enjoyment, as well as making the improved additions to interfaces more satisfactory. 
 
In brief, it can be summarised that the multimodal metaphors which were tested could have supported the 
enhancement of users learning performance as well as the usability of the e-assessment condition of                    
e-learning interfaces in terms of effectiveness, efficiency and user satisfaction. As a result of this, the next 
experiment (Chapter 4) was designed to identify and determine the usability (in terms of effectiveness, 
efficiency and user satisfaction) and learning performance pertaining to the utilisation of images with 






Chapter 4  
Experiment II: The Role of Avatar in E-assessment 
4.1 Introduction  
Experimental results from the first experiment indicated that the use of multimodal metaphors has the 
potential to enhance user-performance and the importance of images, Avatar and the usability of the 
proposed e-assessment interface. Specifically, integration of Avatar, images, and description text, proved 
to be effective for assisting users in their learning. Experimental results shown from the first experiment, 
do not very obviously represent the role of all of the individual multimodal metaphors, as the objective of 
the study was to investigate the use of multimodal metaphors in terms of their effectiveness in assisting 
students during the e-assessment, user satisfaction and enhancing efficiency. Therefore, an investigation 
and comparison of the three new conditions, integrated with different aspects assisted students. This 
chapter describes the second experiment that has been conducted to discover and compare the role of 
avatars with images and naturally recorded speech with images and description text within e-assessment 
interfaces, to present three different questions. The question in the condition includes of two types of 
questions involving true, false and multiple choice questions, including 3 difficult questions and 3 
moderately difficult questions as well as 3 easy questions.  Additionally, the next sections offer a detailed 
explanation of the study‘s aims and objectives, hypotheses, experimental interfaces, design of the 
experiment, outcome and discussion. 
4.2 Aims 
In line with the overall aims of the study this experiment aims to achieve the following: 
1. To examine the impact of a combination of images with avatar, recorded speech and description text 




2. To investigate the usability in terms of efficiency (time taken to complete tasks) and user performance 
(score). A post-experiment questionnaire is conducted to derive user satisfaction. Here a usability scale 
(SUS) is employed. 
3. To investigate the implications of varying degrees of difficulty in the questions for each combination of 
metaphors and how this has an impact on overall usability. 
4. To explore whether there were any significant differences with regards to effectiveness, efficiency and 
user satisfaction between the three interfaces that were tested. 
5. To determine the improvement in learning performance of each metaphor combination. 
4.3 Tasks 
1. Formulate experimental hypotheses. 
2. An improvement of three experimental conditions that use three different presentation modes, recorded 
speech with images, Avatar with images, and finally description text with images. 
3. Experimental violation of the three conditions (recorded speech with images RI, Avatar with images AI, 
description text with images DI) using a study to examine and assess each condition. This comparative 
study will assist the evaluation of usability. 
4. Measure efficiency in terms of time taken by users to complete each task in all interfaces. 
5. Measure effectiveness through correct answers.  
6. Measure user satisfaction for all experiments by allowing users to rate the three experimental interfaces 
against a set of criteria. 
7. Analysis of the outcomes in a comparative study in order to determine the suitability of each of the 





This section determines six hypotheses based on the inclusion of multimodal namely; images with avatar, 
recorded speech and description text and how they would impact the usability and learning performance in   
e-assessment condition. Based on this the following hypotheses were formulated: 
H 1: A video using an avatar will be evaluated more positively by user when used in interactive                 
e-assessment condition for communicating information. 
H 2: The efficiency of images with avatar, recorded speech and description text will be dissimilar in terms 
of time spent to complete the same tasks by users. 
H 3: The effectiveness of images with avatar, recorded speech and description text will be dissimilar in 
terms of number correct answers made and number of questions completed successfully. 
H 4: There will be differences among the experimental interfaces in terms of user‘s satisfaction. 
H 5: Avatar with images will be more efficient than description text with images and recorded speech with 
images in terms of shortening task achievement time. 
H 6: Avatar with images will be more effective than recorded speech with images and description text with 
images in terms of reducing frequency of incorrect answers. 
4. 5 Experimental Condition  
Although the previous experimental interface proved to be successful, this section provides the                  
e-assessment experimental interface used to empirically achieve a number of multimodal interaction 
metaphors proposed to enhance the usability of the e-assessment condition.  
 Three different e-assessment interfaces were designed to utilize speaking avatars and images as well as 
naturally recorded speech and description text in order to present audio-visual learning material. These 




images and (DI) description text with images. It is thought that using avatars in this method imitates the 
traditional face-to-face interaction that typically takes place in human computer interaction. The 
implementation of AI, DI and RI condition involved similarities and differences.  
4. 5. 1 First Interface Design (Record Speech and Images RI) 
The approach used in this interface differs from the previous condition ; simply the user is shown images 
and listens to specific naturally recorded speech (see figure 4.1(A,B,C))  and must go directly to the task 
(questions) designed to be ―general questions‖,  the interface also provides pause / repetition connected to 
the delivered information that can be requested to get additional explanations from the naturally recorded 
speech  to enable the user to think in order to help them extract the answers at any point and to enable users 
to interact with recorded speech and images only when they want to do so. 
Each experiment is timed to show the time spent by the users for every task, and a particular button to stop 
the recorded speech if the user chooses not to continue or pause if the user gets the answer early.   Time is 
limited for the users to listen to the recording to a minimum of 1-2 minutes. When the users have 
completed listening to the recorded speech seeing the images with color, it might assist the user in addition 
to the recorded speech. Additionally, this makes the likelihood of finding the correct answer higher and 
easier.   Also, it encourages the users to get the answers from their first try; on other hand, without the 
multimodal the chance of finding the correct answers will decrease with the second and third attempts. 
The user navigates to the right answer and chooses the true button or false button and the page 
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                                                               (L) 
Figure 4.1: Snapshots of Experimental, Record speech and images A,B,C Interface.  




4. 5. 2 Second Interface Design (Description Text and Images DI) 
Description text with images in figure 4.1(D, E, F) has now become an effective method of information 
conveyance to users. In fact in this experiment description text with images was tested in an e-assessment 
interface, used to provide information to answer in an interactive way. The information is presented 
through a description text with the images acting as an extra multimodal. Directly under the description 
text is a clock showing the user the time spent on every task, when the users have completed the reading of 
the description text and see the images with color, it might assist the user in addition to the description text. 
4.5. 3 Third Interface Design (Avatar and Images AI) 
 
This Interface employed an avatar with images as can be seen in Figure 4.1 (G, K, L). The condition offers 
command buttons to enable the opening of the Avatar to be presented. The Avatar on the right hand side of 
the condition presents the information supported by a brief textual display in the condition to introduce the 
learning materials, as well as aspects to assist users. The condition provided pause / repetition 













M √ √ √ √ 
 
Table 4.1: The condition multimodal features 
A similar procedure has to be followed by asking and answering questions in the next interface, in order to 
insure the consistency of the experiment, assessment questions were similar for all users. The system 
interacts with users and delivers information through an Avatar. Directly beneath the avatar, is a timer 
showing the user the time spent to complete each task, with a special button to stop the avatar if the user 




to listen for a minimum 1-2 minutes for every Avatar, measured according to the usual reading rate by the 
developer and according to the avatar‘s speech length. When the users have completed listening to the 
Avatar, the images with color may assist the user in addition to the Avatar, the user navigates to the right 
answer and chooses the button and the page automatically navigates to the following interface until the 
user completed all question. 
4. 5. 4 Experiments Design 
  
This design guarantees the involvement of all users in evaluation of all the systems being tested; thus, it 
reduces the impact of any other external factors that might affect user performance [121].  Furthermore, it 
requires all users to offer an effective contribution in the testing of each and every system. In order to 
fulfill this, one group of users participated in the testing of the experimental e-assessment interfaces, 
namely: AI, RI, and DI. Nine questions in the assessment were communicated using the experimental 
interface with 30 users participating in the experiment individually. 
All the conditions were shown in a random order to avoid the impact of any other factors. All variables in 
this experimental study, including those of an independent, dependent and controlled nature were specified. 
4.5.5 Experiment Tasks 
 
The systems offer nine tasks (Questions) and all questions are multiple choice and true-false questions. 
These questions were created in the system, and every question is considered as one task. All three 
interfaces have variation in complexity level of questions, namely; easy, moderate and difficult. The 
system provides the user with 3 tries for each task and includes a timing mechanism. In order to confirm 





4.5.6 Implementation of Avatars and Record Speech and Description Text 
  
The following tools have been utilised to enhance the components incorporated later on in the experimental 
interface: 
1. Microsoft Office PowerPoint 2007, used to create the textual information connected to the 
communicated information. 
2. Camtasia Studio by TechSmith Corporation [2] used mostly for recording female and male speech 
sounds where the PowerPoint presentation of the learning material is running, and then producing the video 
file in a AVI format (Audio Visual Interleave). The output file was a visual presentation of the learning 
content accompanied by the spoken information by the Avatar. 
The presentation process was timed consuming mainly because occasionally the number of frames became 
larger and the machine became suspended. To resolve this problem, each information was divided into 2 or 
3 parts each of which was separately processed via improvement tools such as Crazy Talk [3] which was 
utilised in the production of the avatar‘s torso (head and shoulders), due to the requirements of this 
experimental condition entailing the necessity for movements of the head and eyes symbolising human 
expressions. Crazy Talk provides better 3D facial orientation, face profile for all kinds of creatures, 
enhanced hair mesh for natural head movement. Additionally, Crazy Talk transforms the action of photos 
and images into talking animated characters and brings them to life with real-time actions; turning any PC 
into a face animation movie studio. Within Crazy Talk, one can also apply many types of special effects to 
enrich one‘s animation. Figure 1 and Figure 2 show the audio-visual message used in the VI and RI 
experimental system. It can be seen that the message format differed from that used in the previous 
experimental condition. This experiment assumed that communicating this type of information and 
knowledge simultaneously has the potential to enhance the usefulness of e-assessment interface. Thus, the 
order, in which information and knowledge was communicated to the user, differed considerably in the 




4.5.7 Pre-Experimental Questions 
 
Thirty users participated in the study, mostly students of undergraduate in higher education. The questions 
were related to the subject matter to be examined as the e-assessment content. Everything is written clearly 
and is easy to understand. The questionnaire and questions about the time limitation for the users, task 
order and to answers to specific questions were layout in order to reduce the possibility of users making 
mistakes. The experiment was clearly explained to all users before it started via the pre-experimental 
information for users, which included profiling and to get their viewpoints in regard to the use of images 
with avatars, recorded speech, images and description text in e-assessment interfaces. In this questionnaire, 
users were asked to: 
1. Provide personal and educational information. 
2. Record previous knowledge about each of the metaphors and e-assessment. 
3. Provide their opinions about the use of multimodality in e-assessment interfaces. 
4.6 Variables 
 
The types of variables considered in this experiment were: independent, dependent and controlled 
variables. The tasks were similar for all users. The level of difficulty of the subject matter was varied 
according to moderate, difficult and very difficult. The time distribution was not the same for all tasks and 
depended on the user, the users were aware of the tasks that would be provided to them. 
4.6.1 Dependent Variables 
Dependent variables were observed: 




DV 2: Number of correct answers: measured by the percentage of correct answers attained through users in 
answer to the required questions.  
DV 3: User satisfaction: measured through user ratings in reply to the satisfaction questionnaire  





DV 1 Question answering time Efficiency 
DV 2 Number of correct answers Effectiveness and users learning performance 
DV 3 User Satisfactions Satisfactions 
 





Variables Condition 1 Condition 2 Condition 3 
IV 1 Presentation mode AI RI DI 
IV 2 Question complexity Easy Moderate Difficult 
 
Table 4.3: Independent variables 
 
4.6.2 Independent Variables 
Independent variables are the factors in the experiment that are the cause of outcomes. These variables 




 IV 1: Presentation mode: the experimental e-assessment condition offered three different modes for the 
presentation of the learning material; Avatar with images (AI) description text with images (DI) and 
Record speech with images (RI). 
 IV 2: Question complexity: the experiments investigate usability in relation to three levels of complexity, 
namely; easy, moderate and difficult. 
4.7 Questionnaire 
 
Eight pages were contained within this questionnaire; with the first element detailing the instructions to the 
user and providing a space for the input of personal details (see Appendix B1). At this stage, users start by 
reading the instructions which are similar for each of the three conditions. Instructions for completing the 
tasks are similar for all interfaces. Included with the standard satisfaction statements are additional 
statements provided with each interface in accordance with the type of modalities prevalent within the 
respective interface. The final page of the questionnaire was divided into two sections: the first requiring 
users to select the condition they found most enjoyable, with a provision for them to rank them according 
to their experience; and the second section allowing for users to detail any problems that they experienced 
along with any other comments or suggestions. 
4.7.1 Sampling 
 
For equal distribution of the assessment among the three interfaces, the number of users should be a 
multiple of 15. Thus, the test sample consisted of 30 users who were both undergraduate and postgraduate 
students at De Montfort University. All of them were volunteers and used the multimodal experimental 
interface for the first time because the involvement of expert users in this subject would impact the 
experimental outcome because most probably they would rely on their previous knowledge in answering 




performance will be negated. It also gives users the ability to provide observations and feedback about the 
questions. The users participating in the multimodal experiment had to be fluent English speakers because 
the correct pronunciation was required for using this experiment to reduce the occurance of speech 
recognition errors, which could also affect the results negatively. 
4.7.2 Data Gathering  
 
The prime focus of the data gathering exercise was predominantly the questionnaires and the experimental 
observations. Two types of data were products of the study measurements, namely: objective data and 
subjective data. The former type represents the outcome from the system used for observation which was 
also used to measure efficiency and effectiveness, whereas the latter type represents an outcome from the 
questionnaire which was used in the evaluation of user satisfaction. To guarantee that the results would be 
accurate, data was collected automatically by the system due to the installation of a built-in system capable 
of such feats. This demonstrated greater precision in the measurement of efficiency. This applied to the 
data associated with effectiveness, where the accuracy of users' answers was gained and the number of 
successfully answered questions for every user was counted via the system. The students who participated 



















































































































































4.8 Users Profiles 
 
This experimental stage involved 30 users; who contributed individually to the experiment. Users also gave 
their prior experience and views to the pre-experimental questionnaire which were analyzed to determine 
their personal and educational information related to the use of multimodality in e-assessment. Figure 4.4 
shows that 43% of the students participants had an average age of between 18 - 24, and another 40 % of 
between 25 – 30 years, and 13 % between 31 – 40 years. There were 66 % female and 33% male users. As 
for the educational level, 66% were undergraduates and 33 % postgraduates. As can be seen in Figure 4.2 
53 % of the users were using computers on a weekly basis for longer than 10 hours, 26 % for six to ten 
hours and 20 % for one to five hours. With respect to e-Learning experience 26 % of the users were 
experienced in e-Learning methods, frequently used e-learning websites or software on a weekly basis, 
however, for different periods of time, and 73 % of the users had no knowledge about e-Learning systems.  
Regarding Multimodal knowledge 53% of the users had no knowledge at all, and 46% had good 
knowledge about Avatars and recorded speech. Concerning internet use 53 % use the internet for surfing, 
46% for education and 13% for email. With respect to e-assessment enhancing e-learning 66 % agreed with 
this idea and 33% disagreed. The frequency of user profiles, raw data can be found in the Appendix (B1).  
4.9 Results and Analysis 
 
In total, 30 users took part in the study, which took over 4 weeks, mainly in the De Montfort University 
library.  Both assessments were distributed randomly, but were similar for each volunteer. The obtained 
outcomes were analysed in terms of the use of multimodality use in the experimental interface, correctly 
answered questions (effectiveness and users‗ learning performance), answering time (efficiency) also user 
satisfaction. The nonparametric Chi-square test was used to examine the significance of differences in 
terms of categorical data such as users‘ views [124] . In addition, Wilcoxon Signed-rank test was used as 
the non-parametric equivalent of the dependent t-test [121] to execute follow-up pair-wise comparisons 




analysis tests was α = 0.05 which shows the existence of dissimilarity if the p-value was less than that 
value. 
4.9.1 Efficiency 
The timing notes were collected from the users on the condition, via taking the mean different time users 
spent in each interface. The efficiency of each experimental interface was measured using the time taken 
via users to answer questions connected to the e-assessment offered by that interface. This measure was 
considered for every question and according to question type (moderate, difficult, complex) and different 
multimodal condition.  In condition RI the mean time was 69.6 seconds, for Condition AI 47.7 seconds, 
and condition DI was 79.8 seconds, the time spent in condition DI was clearly higher than in the other 
condition as depicted in Figure 4.6. 
 
 
Figure 4.3: Mean values of time taken by users to answer all questions in experimental by 
































4.9.2 Task Complexity 
Figure 4.3 shows the mean values for task accomplishment, according to the three task complexity levels, 
using the AI, DI and RI experimental systems. These questions were designed to increase in difficulty and 
were divided into three easy, three moderate and three difficult of each interface. It can be noted that the AI 
condition  outperformed the DI also RI condition  in all levels of complexity for task completion time of 
the difficult questions it was slightly lower 47.7 minutes to answer all questions. In particular, the use of 
multimodal metaphors has been shown to have a considerable impact on task completion time and the 
average of task accomplishment for each interface. In easy questions, the mean value for AI condition time 
(11 minutes) was slightly lower than those of the DI and RI condition. While the mean values in moderate 
and complex task for AI condition were 15.46 and 21.23 minutes, considerably lower than that for DI and 
RI. In fact, the use of multimodal metaphors enhanced the user‗s efficiency to perform complex tasks, 
because the analysis of the users‘ performance showed that the mean task accomplishment per unit of time 
was less in AI condition  than in the DI and RI condition, the raw data of the average time spent can be 
found in the Appendix (B5).  
 
Figure 4.4: Mean answering time for questions related to each question the experimental 



















































































































































































































































































4.9.3 Individual User 
Figure 4.4 shows the entire time taken for each user to answer the required task for the experimental 
condition.  In each task, it can be noted that users were quicker in providing the answers when Avatar with 
images and slower for the other multimodal combinations. In all, the average time for all users was 179 
seconds, however, the average answering time for all tasks was found to be medium. The quickest time 
was 172 seconds by user 28 who was the quickest of the users and the slowest was 215 seconds by user 18. 
As far as the experimental interfaces are concerned, users were more efficient using the AI interface 
averaging (477 seconds) seconds per user as opposed to the use of RI (696 seconds) and DI (798 seconds) 
(see Figure 4.4) The raw data of the spent time can be found in the Appendix (B5). 
4.9.4 Effectiveness 
The number of correct answers was used to determine the effectiveness of the experimental interface. This 
measure was a total for all the questions. As for question complexity (easy, moderate and difficult) figure 
4.6 shows the score of correct answers to all questions and for each user. It can be seen that users‘ 
performance was the highest with the implementation of the Avatar with images. Figure 4.5 shows the 
percentage of correct answers to all questions in relation to question complexity. The raw data for the 






Figure 4.5: Percentage of correct answers achieved by users question complexity in 
experimental by each condition, (A) record speech with images, (B) description text with 
images, (C) avatar with images 
 
The results reveal that the users of the AI outperformed DI and AI users in terms of correctness of answers 
to all questions as well as to each complexity level. In easy questions, the mean value of AI condition for 
correctness of answers at 93% was clearly higher than those of the DI and RI condition. While the 
moderators‘ questions were 83% also clearly higher than those of the DI and RI and for complex questions 
about the AI condition was at 63%, again considerably higher than that for DI and RI. In fact, the use of 
Avatar with images enhanced user efficiency to perform complex tasks, because the analysis of the users‘ 
performance showed that the mean task accomplishment per unit of correctness of answers was higher in 
AI condition than the DI and RI condition.  The raw data for the correctness of users‘ answers can be found 
































Figure 4.6: Number of correct answers achieved by users for all questions 
4.9.5 Individual User 
Figure 4.6 shows the total number of correct answers achieved by each user in the experimental groups. 
None of these experimental users were able to reach a similar performance level of an average of 8 correct 
answers.  It is worthy to note the average was 6, the questions of the most correctly answered by users (3, 
6, 9, 11, 14, 22, 27 and 29) achieve 7 correct answers. On the other hand, the weakest performers in the 
experiment (Users 1, 4, 21) scored only 4 correct answers; this may be due to the fact that the users don‘t 
have knowledge of multimodality. Using multimodal metaphors like avatar with images result in capturing 
the users‘ attention and communicating the learning material assisted users to answer questions correctly. 
Thus, such a combination could assist in enhancing learners‘ performance in responding to different 
assessment questions. More details about the correctness of users‘ answers to the learning evaluation 























































































































































































4.9.6 Users Satisfaction 
Users‘ responses to the SUS questionnaire (10 statements) measure the user‘s enjoyment and pleasure and 
assist with understanding the impact of the multimodal metaphors in enhancing users‘ satisfaction after 
they have had the chance to use all three experimental interfaces. The SUS questionnaire used a Likert 
five-point scale [125].  SUS scoring process to calculate the satisfaction score for every user in each 
condition and also to determine which interface; users enjoyed the most and were motivated to continue 
using. The five-point Likert scales were structured with 1 representing ―strongly disagree‖ and 5 
representing ―strongly agree‖. The occurrence of the user agreement for every statement was accumulated 
to discover the users' judgment towards the interface, multimodal aspects and learning experience. The 
users on the AI condition thought the learning was better than the DI and RI condition. It was easier for 
them to identify the correct answer communicated by an avatar with the image. The raw data for user 
satisfaction can be found in the Appendix (B7, B8, B9). 
 





















4.10 Normality Test 
 
In statistics, statistical methods are based on various underlying assumptions, normality tests are used to 
determine if a data set that has a random variable is normally distributed.  In several statistical analyses, 
normality is usually without any empirical evidence or test. However, normality is significant in several 
statistical systems. When this supposition is violated, interpretation and inference might not be reliable. 
Consequently, before conducting the ANOVA test, normality was tested using SPSS software to analyse 
the time and correctness of the data in this experiment, the tables 4.3, 4.4, 4.6 and 4.5 concluded the test 
outcomes. In Kolmogorov-Smirnova distribution the RI was, D (189) = 0.235, P< .05, and D (201) = 
0.178, P< 0.05, and D (202) = 0.171, P< 0.05,   this appears to be normal, the DI, D (149) = > 0.522,        
P< 0.05,and D (175) = 0.314, P< 0.05 and D (213) = 0.132, P< 0.05, appears normally distributed, and in 
AI (205) = 0.162, P< 0.05, and D (139) = 0.606, P<  0.05 and D (120) = 0.782, P< 0.05 also appears 
normal. Thus, the result as stated here is that all variables are significantly normally distributed. 
 Chi-square tests showed a significant difference between AI and DI with regard to the rate of task 
completion (p = 4.55 > 0.05). In fact, there was a difference in task completion between the two interfaces. 
Thus, it can be said that the presence of difference has a positive effect on the contribution of multimodal 
metaphors (Avatar and images). The task completion rate for AI was lower than that for RI (p = 0.0 < 
0.05). In addition, the task completion rate for DI was lower than that for RI (p = 0.0 < 0.05) 
 
One-Sample Kolmogorov-Smirnov Test 
 (RI) (DI) (AI) 
T1 T2 T3 T4 T5 T6 T 7 T8 T9 
N 30 30 30 30 30 30 30 30 30 
Normal 
Mean 
17.30 22.76 29.56 18.56 26.23 35.03 11.06 15.46 21.23 







.189 .201 .202 .149 .175 .213 .205 .139 .120 
Positive .118 .201 .202 .090 .175 .196 .205 .139 .110 
Negative -.189 -.141 -.175 -.149 -.146 -.213 -.095 -.139 -.120 
Kolmogorov-
Smirnov Z 
1.03 1.10 1.10 .814 .961 1.16 1.12 .762 .657 
Asymp. Sig. 
(2-tailed) 
.235 .178 .171 .522 .314 .132 .162 .606 .782 
a. Test distribution is Normal. 
b. Calculated from data. 
Table 4.4: Test of normality for time 
 
In addition, a normality was conducted on the number of correct answers, where the data as summarised in 
Table 4.5 below. The Kolmogorov-Smirnova distribution showed the RI was D (488) = 0, P< 0.05, and D 
(440) = 0, P< 0.05and D (372) = 001, P< 0.05 and appeared to be non-normal. For the DI it was D (406) = 
000, P< 0.05, and D (354) = 001, P< 0.05 and D (372) = 0, P< 0.05 which appeared to be a non-normal 
distribution and in AI it was D (537) = 0, P< 0.05, and D (503) = 0, P< 0.05 and D (406) = 0, P< 0.05, 
again a non-normal distribution. Thus, the overall finding here is that all variables are significantly non-
normally distributed. There are no variables that are normally distributed and a non-parametric test 
(Friedman test) should be conducted to compare and find out the differences between the conditions. 
 
One-Sample Kolmogorov-Smirnov Test 
 (RI) (DI) (AI) 
T1 T2 T3 T4 T5 T6 T 7 T8 T9 
N 30 30 30 30 30 30 30 30 30 
Normal Mean .800 .700 .566 .633 .466 .366 .933 .833 .633 
Std. 
Deviation 
.406 .466 .504 .490 .507 .490 .253 .379 .490 
Extreme 
Differences 
.488 .440 .372 .406 .354 .406 .537 .503 .406 
Positive .312 .260 .303 .269 .354 .406 .396 .330 .269 






2.676 2.411 2.036 2.224 1.941 2.224 2.941 2.756 2.224 
Sig. (2-tailed) .000 .000 .001 .000 .001 .000 .000 .000 .000 
 
a. Test distribution is Normal. 
b. Calculated from data. 
Table 4.5: Test of normality for correct answer 
 
4. 10. 1 Friedman’s ANOVA Test 
Friedman‘s ANOVA test is a non-parametric statistical test, it is used to detect and test differences between 
conditions when there are more than two conditions, and the same users have engaged in all condition, 
which is same as the experiment presented here. Also, this test can be used to test the dissimilarities among 
experimental conditions within subject design when the assumption of normal distribution of the data is 
violated [126, 127].   In addition, the Friedman test focuses on the fact that the samples should be randomly 
taken and independent of each other. Consequently, this test has been conducted for the time in all 
conditions using the SPSS statistical software and the output of the result is shown in the Table 4.6. 
 










Table 4.6: Friedman’s ANOVA test results for correct answer 
              
Due to the fact that the p-value = 0.00 ≤ 0.01 = α, the null hypothesis is rejected, and we can say that at the 
α = 0.01 level of significance, there is enough proof to elicit that a difference exists in the true mean correct 












4.10. 2 Wilcoxon Signed-rank Test 
Wilcoxon signed-rank test focuses on the differences between scores in the two experimental conditions to 
be compared with this experiment. Consequently, each experimental condition  has been tested separately, 
since three conditions  are examined here, once these differences have been calculated they are ranked and 
the result is assigned to each rank, thus the comparison distribution for the interface is achieved through AI 
comparison with interface RI  and AI with interface DI and DI with interface RI. The outcomes of the test 
are shown in Table 4.6. The first table shows the positive and negative ranks. While the positive rank 
indicates the users score compared to the other condition, the negative rank shows the opposite. The first 
result of a comparison between recorded speech with images (RI) and Avatar with images (AI) was 6 out 
of a potential 30 positive rank, whereas in (AI) compared with (DI), there were 22 positive rankings out of 
30 rankings, thus the score was greater  in (AI) than for (DI). In the comparison between (RI) and (DI) 14 
of the 30 users gave a positive rank to (RI). There also ties in the ranking in the table, which means there 
are some users that gave the same score for each condition. The table shows as well the mean number of 
negative and positive ranks as well as their sums. Below the table refers to the comparison outcomes 
represented arithmetically, the significance stage used in these statistical tests was α = 0.05 indicating the 
existence of significant dissimilarity if p-value was less than that value [126].  The Table 4.6 below 
contains the output of the test statistics of correct answers. The value of Z was 1.65 and this value is 
significant at p= 0.98 because this value is focused on the positive rank; therefore, the correctness 
increased in the (AI) condition more than the (RI) (Z= -1.65, p< 0.05). In the case of the comparison of 
(DI) with (AI), Z was -3.621  and this value is significant at p= 0.0, and because this score was related to 
negative ranks, the users provided more correct answers in the (AI) condition  than they did in (DI)  (Z =     
-3.621, p<.05). The value of Z in the comparison of (RI) with (DI) was -2.851 and this value is significant 
at p=.004. Because this value is related to the negative rank, consequently, the correctness were 







 N Mean Rank Sum of Ranks 
RI – AI   Negative Ranks 
               Positive Ranks 
               Ties 









AI – DI   Negative Ranks 
               Positive Ranks 
               Ties 









RI – DI    Negative Ranks 
                Positive Ranks 
                Ties 









    
   a. RI < AI            b. RI = AI        c. AI > DI       d. RI < DI     e. RI = DI  
   f. RI > AI            g. AI < DI          H. AI = DI           i. RI > DI 
 

















a. Based on positive ranks       b. Based on negative ranks     c. Based on negative ranks 
 




4. 11 Discussion 
The aim of this chapter was to investigate how a combination of metaphors assists users while engaged in 




accuracy; and user satisfaction levels. Through the experiments, it was noticed that the users who 
participated in the valuation of the e-assessment in the AI interface were confident in performing most of 
the tasks, because they have had prior experience with avatars. 
The results indicate that the AI (Avatar with images) condition was more successful than the other 
condition in increasing usability. This was evidenced by the fact that the users made fewer mistakes while 
using the AI condition; their performance was increased and there was a high level of satisfaction and 
enjoyment. These positive results were regardless of the time taken for the tasks. It was found in relation to 
H3 there were significant differences in accuracy for the different multimodal interfaces, specifically, 88% 
for the AI condition, and 75% for the RI condition and for the DI condition, 63% (see Figure 4.7). 
Accordingly, the results advocated H3.  
 
 The experiment‘s dependent variable measurements were suitably managed, to provide accurate results. 
These measurements were achieved through incorporating a fitted integral time design into all interfaces. 
In this way, the users in the AI achieved greater interaction with this interface. Generally speaking, the 
results reported were positive. Moreover, the overall test outcomes highlighted significant areas and 
implications for more studies, with the data analysis outcomes affording additional opportunities for 
research. 
The outcomes from Figures 4.3 showed that the efficiency of AI, in terms of time was different in the three 
interfaces. This difference, mostly, caused by the existence of differences between the three interfaces in 
task accomplishment as shown in Figure 4.3. The existences of difference in efficiency of completing tasks 
were noticeable between AI, DI, and RI as was expected in H2. It is noteworthy that the time spent on DI 
was longer than on the other interfaces; a result supporting H2. A possible explanation for the differences 
in mean times is that the AI condition was designed to be more time consuming, because of the 




Furthermore, it is clear that the percentage of correct answers decreased, gradually adding strength to H6, 
from the AI condition to the RI condition and finally, to the DI condition. The majority of users had limited 
previous knowledge of multimodality.  It should be remembered that the impact of an avatar on AI 
condition may explain this success. The results gave additional evidence of the impact of multimodal 
metaphors, represented by video, sound and speech on the AI interface, in further enhancing usability. 
An overall improvement was noticeable in the performance of users on the AI condition. However, 
although the results in the condition RI show a degree of improvement, it was not as significant as in AI, 
whereas, in condition DI, the results showed a lower impact on usability. This also emphasises the power 
of the avatar as a tool for conveying information to users and enhancing the interaction between students 
and   e-learning systems; a finding borne out by previous research [128]. In addition, the avatar is not a 
video clip; it is created on interactive elements, and communicates with the user as a reaction to what the 
user requests. Recently, the avatar became commonly used in several areas to improve interactivity, 
learning engagement and cultural issues [128].  
A comparison of the scores between all condition systems rated the interface with the AI condition higher 
than the other conditions;, therefore, adding strength to H3. The mean score calculated for the condition RI 
was 62 %, compared to 72 % of AI, and 44 % for DI. Thus, the design of interface, AI was found to be the 
most effective for assisting users to find the correct answer. User satisfaction levels were a little higher for 
the AI interface than for RI interface. Thus, multimodality provided greater user satisfaction and also 
encouraged the users to persevere with the tasks. This enabled the users to acquire the information, where 
they actually enjoyed the avatar, despite the time spent on the task. H4 is therefore supported by these 
results. 
In addition to the evidence that the AI condition was the users‘ condition of preference, a number of serial 
tests (ANOVA) were also conducted using the data, in order to establish the differences among the 




significant variations, as expected, and the hypotheses were rejected. A Wilcoxon test result also 
differentiated between the interface as stated above and error rates were significantly lower in the AI 
condition than they were the RI and DI condition. 
In terms of user preference, the AI condition was the main condition of preference, followed by the RI 
condition, with the DI condition being the least favoured. Moreover, a user's order of preference for the 
different condition  further supported the AI interface, which achieved the highest mean user satisfaction, at 
88% in comparison to 75% for the RI condition  and 63% for the DI condition. This chapter has also 
investigated three various modes of multimodality, the data analysis proved, unequivocally, that AI 
condition was, ultimately, the superior interface, compared to the other two conditions. The obtained 
results were used to compare these experimental conditions in terms of efficiency, effectiveness and user 
satisfaction. 
4. 12 Summary 
 
This chapter describes a comparative valuation study carried out to assess the impact of incorporating 
avatars with images, description text with images and recorded speech with images into e-assessment 
condition  and not only to evaluate the usability of e-assessment, but also to investigate assisting users with 
different levels of ability. In order to the aims of experimenting with combinations of multimodal 
metaphors, three experimental interfaces were implemented and compared. The assessed usability 
measures included efficiency (in terms of task completion quickly), effectiveness (in terms of tasks 
completed correctly answer) and user satisfaction. The obtained outcomes demonstrated that facial 
expression avatars were considered as a positive contribution in the e-assessment interface. These findings 
suggest that the adoption of avatars played an enjoyable and attractive role in delivering information to 
users. Moreover, the general test outcomes highlighted several significant areas and implications for future 
research. In addition, the results established that the AI condition proved more efficient, more effective and 




Consequently, it is essential for designers of e-assessment condition to be aware of the potential that 
multimodal interaction has to enhance visual communication of knowledge. Thus, the following chapter 
describes the third phase of this experimental programme that looks at interfaces from the user acceptance 
point.  The third experiment also evaluates the users‘ acceptance under usability. 
 Finally, this study recommends some empirically derived guidelines for incorporating expressive avatars 















Chapter 5  
Experimental Phase III: The Role of Expressive Body Gesture and Earcons 
and Auditory Icons in E-assessment Interfaces 
5.1 Introduction 
 
This chapter leads on from the previous chapters that examined the effectiveness of multimodal metaphors 
from a participant‘s perspective. The previous experiment (Chapter 4) demonstrated how the use of Avatar 
with images outperformed the other multimodal combinations trialled in the last experiment in terms of 
enhancing users‗ learning performance. Moreover, the AI interface proved valuable in e-assessment and 
had noticeable effect in reducing error rates, in the topic sample. However, the majority of the users chose 
the Ai interface as the condition of preference, because the users preferred a video and sound, compared 
learning contents passively. 
5.2 Aims 
In line with the overall aims of the study (chapter one) this experiment aims to achieve the following: 
1. To examine the impact of the use of more advanced metaphors, namely, a combination of avatars with 
full body gestures, earcons and auditory icons on the effectiveness of the e-assessment interface. 
2. To investigate the most effective metaphors for specific types of assistance in the e-assessment process, 
types of assistance include, for example, involved thinking and explaining questions.  
3. To investigate the usability in terms of efficiency (time taken to complete tasks) and user performance 
(score). A post-experiment questionnaire is conducted to derive user satisfaction. Here a usability scale 
(SUS) is employed. 
4. To measure the recall and recognition ability of users when engaged avatars with full body gestures, 




5. To investigate the implications of varying degrees of difficulty in the questions for each metaphor and 
how this has an impact on overall usability. 
6. Determine the improvement on learning performance of a combination of the three metaphors. 
5.3 Tasks 
In order to achieve the above mentioned aims the following tasks were required to be accomplished: 
1. Design and implement of an experimental assessment, assist condition that employs avatars in a 
different method to that applied in the experiment with the addition of avatars body gestures earcons and 
auditory icons as non-speech auditory memos to link definite structure assessment assist types.   
2. Empirical evaluation of the Auditory Avatar Body Gestures interface by one group of users. 
3. Measuring the effectiveness by calculating the percentage of correct answer e-assessment interface, to 
measure the users‟ learning performance.  
4. Measure the user‘s involving of testing non-speech, metaphors by users‘ learnability to involve with 
presenting assessment, assist types, to see out which interface is more attractive for the users. 
5. Measure the satisfaction of users by their answers to questionnaire dedicated to assess users' attitudes in 
relative to the applied e-assessment interface. 
5.4 Hypotheses 
In chapter 4 the only obvious attribute that proved to be valuable is the AI condition, but the question that 
this experiment seeks to establish is which multimodal attribute is responsible for improving the usability 
stage and the users‘ learning achievements in the e-assessment interface? Based on this question the 




H1: The earcons and auditory icons will have an impact upon the enhancement of the achievement stage of 
the Auditory Avatar Body Gestures interface in terms of assessment assist types and in terms of the 
number of tasks completed successfully; of both types of question, namely recall and recognition. 
H2: Users of the Auditory Avatar Body Gestures interface will increase user involvement through 
assessment, assist types when information is communicated via earcons and auditory icons. 
H3: Users of the experiment will express positive views towards the use of earcons and auditory icons in 
terms of reduced irritation and frustration, and improved usefulness and concentration. 
H4: Users of the Auditory Avatar Body Gestures interface will benefit from the non-speech sounds used 
assessment assists types. 
H5: Users will be satisfied with the Auditory Avatar Body Gestures experiment. 
5.5 Experimental Condition  
As stated earlier, this chapter aims to investigate the role of earcons, auditory icons and Avatar Body 
Gestures context in improving users‘ attention and interest as well as usability of e-assessment assist 
systems. The AI condition used in previous experimental work demonstrated better performance compared 
to other condition regarding usability and user achievement levels. The Avatar Body Gestures condition 
was found to be as usable as the Face to Face Condition with respect to both efficiency and effectiveness in 
assessment recall and recognition questions. It has been shown in these sections  [96, 103, 104, 129, 130] 
that  previous experimental studies showed the potential of multimodal metaphors in enhancing the 
usability of condition  and users‘ performance, thus, integrated earcons have been proven by several 
researchers to be useful in enhancing the usability of systems [131]. Moreover, auditory icons as 
environmental sounds were successfully used to communicate information in user condition [77].  In 
addition, Avatar Body Gestures together with earcons and auditory icons condition provides a more 
realistic interaction in human computer interfaces. This assisted in making the learning process more fun to 




earcons and auditory icons were used in the interface to capture users‘ attention towards the key parts of 
the learning content while communicating information to assist users by Avatar Body Gestures full body. 
This study revealed there are 6 diverse types of assist which are: Error, Comment, Involved thinking, 
Explain question, Suggestions and Mark. Thus, three types of multimodal interaction metaphors were 
incorporated in this interface: visual- (text which is assist type, content), audio-visual- (speaking avatar 
with body gestures) and metaphors (earcons and auditory icons). 
Ability of Assistance Level 
                                     High                                  Medium                                       Low 
Assistance type             Error        Comment        involved            Explain            More            Mark 
                                                                                   thinking         question      suggestions 
Auditory Icons            √                     √                    √                    √                    √                   √   
Earcons                                 √                         √                                             √       
 
Table 5.1: Mapping among the important level of assessment Types and non-speech sound 
used in auditory avatar body gestures condition 
 
5.5.1 Assistance Types  
There are six types of assessment that communicate information to users through interfaces. The first type 
of assistance is related to Error where the instructor determines where errors have been made (or where 
work is correct). The second type of assistance is Comment where the instructor represents techniques or 
procedures the users might not have used suitably or correctly. The third assistance type is about involved 
thinking which is involving users in some thinking relative to what they have written? The fourth 
assistance type is Explain questions, where questions or concepts the users have not exactly understood are 
explained. The fifth assistance type is Suggestions whereby the user is provided with suggestions for 




5.5.2 Implementation of Non-speech Auditory Metaphors 
Earcons used in this experiment were utilised to communicate the correct answer to the question when 
spoken by the Body gestures avatar. The aforementioned six types of assistance were grouped in three 
levels in terms of their ability to help; high, medium and low. Each of these levels were represented by a 
rank as follows: 1 for low, 2 for medium and 3 for high. This ranking refers to the potential of each 
metaphor (earcons and auditory icons) to assist in communicating the correct answer. The tone used in 
these earcons was generated through visual music [220] and three different single-meaning earcons were 
designed. In a simple and meaningful format, the design of these musical stimuli was based on the 
guidelines for the creation of earcons [132, 133]   where the sound of a drum instrument was chosen to 
play a dissimilar number of notes to link the required auditory messages. It can be seen that the first earcon 
consisted of only one note to communicate low ability, while the second earcon consisted of two increasing 
notes to show medium rank. Moreover, these earcons were short and helpful in the presentation of the 
provided oral concept to communicate assessment types were the representation of these aspects, via 
auditory icons, could supply natural mapping to assist the users to learn and interpret it accurately. As 
shown in Table 5.2, the sound of broken glass communicated that Error (type of assist) will start, and the 
sound of opening a bottle lid communicated that the Comment (type of assist) is about to start. 
Furthermore, the sound of a honking horn was used to indicate that the involving thinking (type of assist)  
has started, while the Explain questions (type of assist) was communicated through the sound of a closing 
window. The sound of an opening door indicated that the more Suggestion (type of assist) will start and the 
Mark (type of assist) is communicated by a clapping sound. Both earcons and auditory icons were 
performed in the presentation during pause intervals so that they do not interfere with the speech of the 
body gestures avatar. 
5.6 Experimental Design 
Usability and users‘ learning performance when using AI, RI, DI in the e-assessment condition was tested 




experiment to evaluate non-speech auditory sounds and body gestures avatar. Although dissimilar tasks 
were designed in this empirical investigation, it was believed that the obtained results could serve to 
explore if the earcons and auditory icons and Avatar Body Gestures are better than the metaphors used in 
the second experiment, meaning that this condition enhanced usability and users‘ learning performance. In 
total, 30 users participated in the experiment individually. 
Assistance Type Sound Duration (seconds) 
Error 
Comment 

















Table 5.2: Auditory icons are used in auditory avatar body gestures interface to indicate users 
that specific assistance type will start 
 
5.6.1 Procedure 
Throughout the experiment 30 users took part in the experiment individually. The procedure that was 
followed in performing the experiment with each user is a follows: 
1. Provide personal and educational information, relation to age, gender and educational level. 
2. Record previous knowledge about assessment and multimodal metaphors. 
This is followed by the presentation a short one-minute demonstration video about the tested interface. 
Thereafter, six assistance types provided students the opportunity to listen to the implemented non-speech 
sounds. The object of this training was to ensure the user‘s ability to understand and interpret each of these 




then assist 3). Then, the user was instructed to perform the required tasks, the last part of the experiment 
was devoted to obtain user‗s opinion about body gestures and non-speech sounds as well as to provide any 
comments or suggestions. 
5.6.2 Tasks 
These tasks were required to be performed upon completion of assistance type and were aimed at assessing 
the impact on the users‘ achievement for a particular. Each user was asked to answer 6 questions connected 
to the delivered assessment type. These questions were of two types; recall and recognition. Moreover, the 
users were engaged in test performs to test their involvement with assistance types when using non-speech 
metaphors. Lastly, the final task was aimed at obtaining the users‘ opinion using the satisfaction 
questionnaire, this SUS questionnaire was composed of 10 statements of which each had a 5-point Likert 
scale ranging from strongly disagree to strongly agree. Additionally, users were asked to express their 
views towards the use of body gestures and earcons and auditory icons in terms of Irritation, Frustration, 
Usefulness and Concentration. 
5.6.3 Independent Variables 
1. Multimodal metaphors. In this experiment the effects of earcons and auditory icons will be 
investigated when incorporated with the full-body gesture avatar.  
2. There are six different types of assessment. These assistance types (Error, Comments, Involving 
thinking, Explain question, more Suggestions and Mark) are used as independent variables. 
3. Assessment Recall and Recognition question are used to evaluate the users‘ learning achievement 
attained from the information presented by the tested e-assessment interface. 
5.6.4 Dependent Variables 
1. Completion level (correct answers): This is the number of successfully achieved tasks. It is measured 




2.  The involvement of users with the type of assessment: This was measured by the number of students 
who correctly indicated these features after being communicated by the non-speech sounds. 
3. Users‘ recognition of earcons and auditory icons used: This was measured via the number of users 
who successfully interpreted the auditory stimuli in the context of being communicated in the experimental 
interface. 
4. User USU: measured by users‘ responses to satisfaction questionnaire. 
5.7 Data Collection and User’s Profile 
The same procedure which was used in the second experiment, in collecting the obtained data, including 
observations and questionnaires were used again in the same way, in terms of personal information and 
previous experience as well as their views regarding the use of body gestures and earcons and auditory 
icons in e-assessment interface. The tasks contributed to the evaluation of users‘ involvement by obtaining 
the data related to effectiveness and learning performance, learnability, and users‘ satisfaction. The test 
sample consisted of 30 users in the experiment who took part individually. The ages in the sample group 
were between 18 – 24 (13%), 25-30 (26%) and 31- 41 (60%), the gender ratio was 60% male and 40% 
female. With regards to educational achievement 14 users (43%) were postgraduate and 17 users (56%)   
were undergraduates. In reference to weekly use of computers 26% of users used a computer for between 1 
and 5 hours per week, 20% for 6 to 10 hours and 53% for more than 10 hours. Of all the users 76% had 
excellent knowledge about multimodality. The number of users who had experience of e-Learning was 
76%. The majority of users (66%) used the internet for surfing and 23% for education. Users who thought 
















































































































































5.8 Results and Analysis 
The following provide descriptive and statistical analysis of the results obtained from the experiment in  
terms of achievement level, involving (in terms of correct and incorrect users‘ answers) in addition, user 
satisfaction, and users‘ views regarding the non-speech sounds that accompanied the avatar body 
gestures as assist. This was the results of the experimental group consisting of 30 volunteers who took 
part in the study. In addition, the levels of significance in students' responses were examined using the 
nonparametric Chi-square statistical test at α = 0.05 indicating a significant difference when the p-value 
was found less than 0.05. 
5.8.1 Achievement Stage 
The numbers of correct and incorrect answers to the assessment questions were used to assess the users‘ 
achievement stage of Auditory Avatar Body Gestures. Each user answered nine questions focussed on 
the two assessment question types; recall and recognition. The total number of questions was 180 (30 
users @ 6 questions per user) equally distributed over the two types. Figure 5.2 illustrates the 
percentage of correct and incorrect answers achieved by each user for the questions, grouped via 
assessment type and question types. Figure 5.2 illustrates that the percentage of correct answers was 78 
% compared to 22% for incorrect answers. These outcomes were statistically significant (1) = 0.200, 
CV = 3.84, p < 0.05). In terms of assessment question types, Figure 5.2 explained that the percentage of 
successfully answered recall questions was higher than that for the recognition questions. In response to 
90 questions in every type, the numbers of correct answers were (78.8%) and (87.7%) in recall and 
recognition questions respectively. Although users‘ execution was better in the recall tasks, the 
difference between correct and incorrect answers was significant in both assessment question types; 
recall (1) = 16.8, CV = 0.200 p < .05) and recognition ((1) = 7.4, CV = .200, p < 0.05). 
Figure 5.2 illustrates the correct answers attained by student for every question connected to the 




specifically, the percentage of students who correctly answered questions linked to and involving 
thinking and error levels was 86.7% and 83.3% respectively. Nevertheless, it seems that the remaining 
assessment question types were difficult to answer. The percentage of correct answers for assistance 
types decreased to 73.7% for more suggestion, 70% for explaining question, 60% for a mark and 53.3% 
for comment. Table 5.3 shows that the outcomes were significant in terms of the dissimilarity among 
correct and incorrect answers for error, involving thinking, explain, question and more suggestion while 
no significance has been obtained for comment and mark assistance types. 
Figure 5.3 illustrates the number of correct answers provided by each user. It can be noted that nine 
users (1,4,11,13,17,18,27,28 and 29) answered each question successfully while another 13 users 
accomplished 5 correct answers. 
To sum up, it can be said that the incorporation of well-known environmental sounds and short musical 
stimuli along with the virtual Body Gestures was discovered to enhance and improve the delivery of the 
assessment content in e-assessment interfaces. Using these auditory messages can complement the role 
of the virtual Body Gestures which is more likely to result in capturing the users‘ attention. Therefore, it 
enhances significantly the achievement of users in successfully responding to diverse evaluation 










Variable                   Chi-square value               Asymp. Sig.                        Significance 
All assessment question               .200a                             .905                                         No 
Assistance Type   
Error                                                  13.333a                                                   .000                                              Yes 
Comment                                          .133a                                                        .715                                              No 
Involving Thinking                            16.133                                 .000                                            Yes 
Explain Questions                             4.800a                           .028                                           Yes 
More Suggestion                               6.533a                           .011                                     Yes 
Mark                                                   1.200a                                                         .273                                                       No 
Assessment questions 
Recall                                                   16.800b                                                     .000                                            Yes 
Recognition                                         7.400b                                                        .025                                            Yes 
 
Table 5.3: Chi-square values and significance levels relating to the achievement level 
 
Variable                   Chi-square value                       Sig.                        Significance 
All Non-Speech                                15.600                            .008                                    Yes 
Auditory Icon 
Error                                                   4.800a                                   .028                                           Yes 
Comment                                           6.533a                                                     .011                                            Yes 
Involving Thinking                            3.333a                                  .068                                           Yes 
Explain Questions                             19.200a                              .000                                           Yes 
More Suggestion                               10.800a                             .001                                        Yes 
Mark                                                   16.133a                                 .000                                                      Yes 
Earcons for Assessment  ( Ability  )                                              
High                                                      19.200a                                                   .000                                            Yes 
Medium                                                8.533a                                                     .003                                            Yes 
Low                                                        3.333a                                                     .068                                            Yes 
 





Figure 5.2: Correct and incorrect percentages of answers achieved by users for all 
questions, assessment types and assessment question types 
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Upon completion of the achievement tasks, students were asked to do two Involving tests. Firstly, users 
were provided with six different assistance types and they were requested to indicate the type of non-
speech sound that was the most effective. In consideration of this, the total number of questions was 
180 (30 user * 6 questions per user). Figure 5.4 illustrates the correct responses of users to this task 
related to all non-speech sounds, earcons and auditory icons. More details are provided in Appendix C4. 
Figure 4 shows that the assessment that was indicated as ability as communicated by earcons and 
assessment types by auditory icons, was correctly recognised by students.  
Therefore, statistically this result was significant ((1) = 15.6, CV = 3.84, P < 0.05). Also, Figure 5.4 
demonstrates that the majority of users recognised correctly the assessment types communicated via 
auditory icons. More specifically, 93.3% (28 users) recognised Error (Type of assistance) by the sound 
of broken glass correctly, while 90% (27 students) accurately determined many suggestions (type of 
assistance) by the sound of an opening bottle and 80% (24 users) for a mark (type of assistance) by an 






Figure 5.4: Correct recognition of users of the assessment types that were communicated by non-speech sounds,                     






















































Users were requested to do three questions communicated using non-speech, metaphors to determine the 
high, medium or low assistive capability of the assistant types. Figure 5.4 shows that 90% (27 users) 
responded correctly when using a high importance assistance type compared to 76.7% (23 users) for a 
medium importance assistant type and 66.6% (20 users) for the low importance assistance type. The Chi-
square outcomes (Table 5.3) shows that the involvement of users was increased given the correct answers 
as measured in the experiment. In the second involvement test 2, three sounds were played for each of the 
assessment types and the important level of the assistant type was determined. Users had to distinguish the 
sound that linked each of the assessment types and its level of importance. 
Variable                   Chi-square value                        Sig.                        Significance 
All Non-Speech                                15.6b                               .004                                     Yes 
Auditory Icon 
Error                                                    4.5a                                     0.031                                         Yes 
Comment                                           8.5a                                     .003                                            Yes 
Involving Thinking                             5.8a                                     .003                                           Yes 
Explain Questions                             4.8a                                .028                                           Yes 
More Suggestion                              22.5a                              .000                                      Yes 
Mark                                                    6.5 a                                     .000                                                        Yes 
Eercons for Assessment  
(Ability )                                              
High                                                       22.5a                                                         .000                                          Yes 
Medium                                                19.2a                                                         .003                                          Yes 
Low                                                        13.3a                                     068                                         Yes 
 
Table 5.5: Chi-square and significance calculations relating to involving test 2 
The obtained results are shown in Figure 5.5 for all non-speech sounds, earcons and auditory icons. In 
total, 84% of the tested sounds were correctly recognised by users. This outcome was highly significant   
(1) = 15.6, cv = 3.84, p < .05, see also Table 5.5) as can be seen in Figure 5.5 that 100% (30 users) 





However, this percentage for the other sounds was only 76.6 % and 70% respectively. For earcons, Figure 
5.5 illustrates that the sounds used for high, medium and low assistive importance were correctly 
recognised by all users.  
The Chi-square results can be seen in in Table 5.3 and proved a significant difference among correct and 
incorrect recognition for all the tested sounds. In short, the obtained outcomes suggest that the tested 
auditory icons and earcons might be successfully interpreted and more easily remembered by users when 





















































5.8.3 User Evaluation  
Prior to the experiment, users were requested to express their views (agreement or disagreement), in terms 
of frustration, usefulness and concentration, based on the use of earcons and auditory icons that 
complemented the voice of body gesture in an e-assessment interface.  
 
Figure 5.6: Results of the user evaluation toward the non-speech sound 
The responses of users were positive, as shown in Figure 5.6, with respect to their views and feelings about 
earcons and auditory icons used interactively in the Auditory Avatar Body Gestures interface.  However, 
70% of the users felt irritated when they heard the sounds through the experiment. It is noteworthy that 
there was no large difference in frustration. In terms of student participants who felt frustration when 
earcons and auditory icon were offered in the interface, there was a small difference between agreement 
and disagreement of 53.3% and 46.7% respectively. In reference to usefulness, 86.6% of users found these 
sounds to be helpful. In addition, 76.6% of users felt that the presentation of sound assisted them to 






























User satisfaction was measured using a questionnaire composed of 10 statements each of which had a 5-
point Likert scale [134, 135].  Ratings for this scale were 1 to 2 were for ‗Disagree‘ and ‗Very Disagree‘, 3 
for ‗Undecided‘ and 4 to 5 for ‗Agree and ‗Very Agree‘ to obtain users‘ attitude towards the different 
aspects of the Auditory Avatar Body Gestures Condition.  
The mean score for user satisfaction calculated using the SUS approach was 81% indicating a high level of 
overall satisfaction. The percentage of users‘ responses to each statement in the satisfaction questionnaire 
is shown in Figure 5.7. Most of the advantages statements (S1, S3, S5, S7, and S9) in the SUS 
questionnaire attained high levels of users‘ agreement. More topically, the condition and learning 
















































integrated (S5) and that most people well learn how to use it very quickly (S7). The percentage of users 
who felt confident about (S9) through the interaction with the Auditory Avatar Body Gestures interface 
was 78.5%. The number of users who felt that they would use the system frequently was 80% and 94.1% 
felt that the system was simple to use. Whereas, users‘ disagreement regarding the disadvantages 
statements (S2, S4, S6, S8, and S10) was observed to be high and fluctuated between 68.2% and 81.5%. It 
can be noticed from these results that the majority of the users, 81.5%, need to learn before using the 
system (S10). On the other hand, a slightly lower percentage, 68.2%, did not agree that using the tested 
condition requires the need for technical support (S4). 
Overall, users were excited and interested about the Auditory Avatar Body Gestures condition attributes as 
well as the learning materials and it was easy for the users to use. A more significant outcome was noticed 
in terms of a higher level of users‘ agreement as opposed to disagreement for the questions; this was 
because of the amusing earcons and auditory icons in addition to the other amusing body gestures. 
5.9 Discussion 
This experiment reveals that the users had an increased level of concentration on the delivered assessment 
content. This increased concentration was due to the inclusion of interaction metaphors of diverse 
modalities in the tested condition. The textual metaphors combined in the condition with body gestures of 
the assistant avatar contributed to capturing the user‗s visual attention towards the provided information. 
At the same time, additional auditory explanations about this information were presented by the voice of 
the full body gesture avatar.  
The experiment also revealed that using non-speech sounds provided users with a mechanism to know 
important sign posts, for example, the ability assessment level.  Non-speech sounds did not frustrate 
concentration and the users found it useful (see Figure 5.6). Furthermore, users were able to be fully 
involved with the assessment content which was communicated by these sounds (see Figure 5.4 and 5.5). 




The first experimental hypothesis (H1) was concerned with the impact on achievement of the Auditory 
Avatar Body Gestures interface and non-speech sounds. The results of this experiment show that users‘ 
achievement levels were significantly assisted by the addition of earcons and auditory icons and aided in 
extending the contribution of the body animated virtual instructor to achieve both types of the required 
evaluation activities, namely, assistance types and recall and recognition. Auditory icons significantly 
assisted users‘ achievement level in assessment recall and recognition questions where the desire to answer 
these questions is attached to well recognise everyday sounds. However, earcons were more effective in 
recall questions than in recognition questions. The earcons used in this experiment were less helpful 
compared to auditory icons. The results related to users‘ achievement levels were significant in recall and 
recognition performance supporting what has been hypothesised in H1. The outcomes of the experiment 
indicated that the students were satisfied, significantly with the inclusion of auditory icons and earcons in 
the evaluated e-assessment interface (see Figure 5.6). Most users‘ indicated that these sounds were neither 
irritating nor frustrating, assisted their involvement and did not divert their concentration. Moreover, the 
auditory icons were chosen to assist in making a natural mapping among the assistance content types and 
used sounds from the immediate environment. Additionally, each of these sounds indicated one meaning at 
a time and was used consistently throughout the Auditory Avatar Body Gestures interface. These aspects 
were important particularly when they are incorporated with other auditory and visual metaphors (see 5.2, 
5.3 and 5.4). This multimodality generated positive feelings with respect to the e-assessment interface. 
These outcomes supported all the assumptions made by the experimental hypotheses H2, H3 and H4.  
Finally, the obtained results suggest that utilising non-speech sound with body gestures in the form of 
avatars enhances, to a large extent, the usability and user involvement within the delivery of e-assessment. 
5.10 Summary 
The experiment presented in this chapter investigated the achievement level and user involvement with the 
use of earcons and auditory icons used as complementary auditory signals to indicate the dissimilar 




A total of 30 students took part in the experiment to assess the e-assessment interface as an extension to the 
interface tested in the previous experiment by adding of Non-Speech sounds. The results show that these 
sounds were effective in directing the users‘ attention to important parts of the assessment, and contributed 
positively to enhance user achievement levels in different learning activities. Furthermore, these sounds 
were memorable, understood, and increased users‘ satisfaction and enjoyment. Consequently, the use of 
these metaphors was discovered to be significantly useful to enhance the usability of an             e-
assessment interface. Ultimately, this chapter showed the addition of auditory non-speech metaphors to an 
Avatar Body Gestures condition to allow the user to engage with diverse types of Assessment and 
questions. Three types of multimodal metaphors were presented which were included in the interface: 
visual-only metaphors (text which is Assessment type content), audio-visual metaphors (speaking avatar 
with body gestures) and auditory metaphors (earcons and auditory icons). The collection of experimental 
data was mostly focussed on observations and questionnaires and contributed to the valuation of user‘s 
involvement and enhanced user performance ability, such as achievement level and user satisfaction. The 
results indicated that the users were satisfied, significantly with the inclusion of auditory icons and earcons. 
Mostly of students stated that these sounds were neither irritating nor frustrating, helped their involvement 
and did not divert their concentration.   
The results of this study highlight the significance of the multimodal metaphors in enhancing learnability 







Conclusions and Empirically Derived Guidelines for Assessment 
 
6.1 Introduction 
This Chapter discusses the conclusions and empirically derived guidelines of the thesis for the 
incorporation of multimodal metaphors within interface structures for e-assessment applications in order to 
determine the usability. A brief summary of the main conclusions and empirically derived guidelines and 
recommendations. 
6.2 Review of the Experimental Work 
Here, a critical review of the experiments is presented. Specifically, there is a review of how the 
experiments were successful in achieving their aims. Overall, the aim of the experiments was to investigate 
the effect on usability of different types and combinations of multimodal metaphors in e-assessment. The 
experiment tested the use of multimodal metaphors against usability which included time taken to complete 
assessment successfully, overall score and satisfaction in terms of enjoyment, confidence, ease of use and 
independence. In order to achieve this aim, three experiments were carried out and here a review of these 
experiments is presented.  
 
The aim of the first experiment was to assess the usability of different e-assessment designs that 
incorporated desecration text, images, and avatars. Two experimental conditions were designed for the 
experiment. The first condition (VOAP) was the control for the experiment and assessed usability using 
only text. The control was required as a measure for which the results of the experiments including 
multimodality were measured against. The use of the control was successful because it demonstrated 
usability without any multimodality; furthermore, it demonstrated a clear improvement between the control 
using only text and the main part of experiment one, which was the second condition (VMAP), using a 





The second condition of experiment one successfully measured efficiency using the time spent by each 
user to answer questions and complete tasks. Effectiveness was measured successfully using the correct 
answers and user satisfaction was measured using a questionnaire (chapter 3) that covered all of the 
predetermined areas considered to be within the scope of satisfaction. Furthermore, experiment one 
included a variation in terms of the difficulty of the questions and the results showed that there was a 
correlation between question level of difficulty and time taken and overall score. 
 
It was expected in experiment one that users of the VMAP condition would be more satisfied than the users 
of the VOAP. Related to this assumption, the experiments were instrumental in determining that 
multimodal presentation of the learning material in the VMAP offers significantly greater satisfaction than 
the text only in the VOAP.  
 
The focus of experiment two was primarily to investigate the role of images with other multimodal 
metaphors in improving usability. The experiment was successful because it revealed the effects on the 
users of different combinations of multimodal metaphors, additionally, it revealed the most effective 
combination in terms of usability and the opinion that users had about the e-assessment exercise. 
Specifically, the experiment revealed that the best combination was images with avatars and it is important 
to note that this result was important in informing the next experiment, experiment three, where there was a 
more in-depth assessment of the use of avatars with multimodal metaphors.  
 
Both experiments one and two measured the effect of multimodal metaphors against varying difficulties in 
the questions, namely, easy, moderate and difficult. This was important because the study aimed to 
understand the effect of multimodal metaphors in assessment where varying degrees of difficulty are 




metaphors had an effect on the user when they were answering difficult questions; this is not in terms of 
providing clues, but rather to provide more clarity about the question (see Chapter 5).      
 
The third experiment was concerned with the effect on usability of using an avatar, specifically; here the 
avatar was a full body gesture avatar, together with earcons and auditory icons. The aim of the experiment 
was to determine usability as well as the opinions of the users when engaged in an interactive e-assessment 
context using more recently developed and sophisticated multimodal metaphors. The experiment included 
30 users and the results derived from this experiment showed that the tested multimodal metaphors 
significantly contributed to enhancing user learning performance and the usability of e-assessment 
interfaces, in terms of efficiency, effectiveness and user satisfaction (see Chapter 5). 
6.3 Limitations 
The main limitation of the experiments is that they could have included more combinations of multimodal 
metaphors. The reason this is important is because it will extend the experimentation to more combination 
possibilities, thus increasing the validity of the proposed derived guidelines. Although the experiments do 
determine the best types of multimodal metaphors, both singular, such as images in experiment one, and in 
combination, such as images and avatars in experiment two and avatars (body gesture) with earcons and 
auditory icons in experiment three, there are obvious further combinations that be assessed.   
 
Experiments one and two included a variable which measured usability against varying levels of difficulty 
in the questions, namely, easy, moderate and difficult, this was not included in experiment three and 
although it was an important focus of experiment three to include further variables, there was still scope to 
include the various levels of difficulty in the questions. 
Another limitation of the study was that the participants were often in a rush to complete the e-assessment 
experiments, a possible solution to this limitation is to establish proper assessment conditions and consider 





Finally, the use of sounds, specifically, earcons and auditory icons, were not investigated as 
multimodalities that could be used to help those who are visually impaired. The same was true for full 
body gesture avatars, where the benefits for those who are hearing impaired were not considered.  
6.4 Derived Guidelines for the Use of Multimodality 
One of the two main aims of this study was to present guidelines based on the empirical results. 
Specifically, the study aimed to find out the most appropriate approach to the utilisation of multimodal 
metaphors in e-assessment interfaces to improve usability and based on these finding a set of guidelines are 
presented here. These guiding principles based on the findings of this study can be used with those derived 
from previous studies that measured usability in terms of efficiency, effectiveness and user satisfaction. 
6.4.1 Description Text 
The findings showed that clear description text with minimal information was more effective in terms of 
usability. From the results the recommendation is made that description text, as a multimodal metaphor, is 
more effective when used alone and not with another metaphor. This recommendation is based on the fact 
that description text alone is more effective in terms of the user providing the correct answer (see Figure 
3.5) than in combination with images (see Figure 4.5). This recommendation is also supported by the fact 
that description text used alone is more effective (see Figure 3.4) than used in conjunction with images in 
reference to the time taken to complete tasks (see Figure 4.3), in fact for the latter it was found that this 
combination was the least effective combination in terms of completion time.  
6.4.2 Images 
Based on the results of experiment one, it is highly recommended that designers of this type of interface 
should consider the use of images. The results showed that images were the most effective in terms of 




later experimentation showed that images worked well with other metaphors, it is recommended that when 
using a combination of metaphors that images are considered.  
6.4.3 Avatar 
Any use of avatars should be considered in combination with other metaphors. The reason for this is that 
avatars used alone were found to be less effective than in combination with, for example, images. More 
specifically, the maximization of the avatar in the e-assessment interfaces is achieved when other 
metaphors (textual, images or both) are placed beside the avatar in the same scene.  This strategy is more 
useful when it is desired to bring the attention of the users to the offered information. 
 
Consequently, the advice to designers is to create a design that causes users to base their visual and 
auditory attention in one area within the interface and minimise the probability of users switching their 
attention from one part of the interface to another. The results showed that users will be more involved 
when their attention is focussed in one location and efficiency and effectiveness of users decreases when 
their visual attention is diverted. This recommendation is also based upon other experiments that 
highlighted the scope of the fusing of a diverse set of information components into a single place in the 
interface [137]. 
Designers should aware of the fact that the speech given by avatars may be too time consuming which has 
a detrimental impact both in terms of the assessment taking too long and the user receiving too much 
information. In fact, in relation to the latter it was found that shorter speech by the avatar had a more 
beneficial impact on the user in terms of usability. 
6.4.4 Recorded Speech with Images 
Developers of e-assessment interfaces should employ natural recorded speech because it was found to 
increase the user‘s attention, however, it should be noted that this should be done in combination with 




interfaces are considering the use of recorded speech in combination with images, then is would be better 
for them to consider avatars with images instead because this combination was more effective in increasing 
usability.  As with the avatar, it is recommended here that natural recorded speech should be used for 
shorter messages for communication in e-assessment, for example, to give instructions to users.  
6.4.5 Images with Description Text 
If designers wish to incorporate the use of description text in the e-assessment interface, then it is 
recommended that they are used alone. The reason for this is that description text alone was found to be 
more effective in terms of improving usability than in combination with images. Designers should note that 
this is the only instance where the exclusion of images is more effective. 
6.4.6 Full Body Gestures Avatar with Earcons and Auditory Icons 
It is highly recommended than designers always consider the use of an avatar in the e-assessment interface, 
as the results have shown this to be beneficial. However, given a choice between the avatar that is a 
recorded talking head with facial expressions or a full body gesture avatar, then the latter should be 
preferred. The reason for this was that usability was higher for the full body gesture avatar. Specifically, 
using full body gestures avatar performed better in terms of helping users. Furthermore, positive body 
gestures should be implemented in design of the full body gesture avatar in order that it may communicate 
more effectively areas such as error, mark and suggestion. Overall, there a positive perception from the 
users about the use of this type of avatar and that designers should consider the use of full body movements 
as it will attract the user‘s attention in a real face-to-face interaction. Furthermore, it is recommended that 
the use of a full body gesture avatar is in combination with earcons and auditory icons. The combination of 
speech (avatar) and non-speech (earcons and auditory icons) stimuli was found to be effective for 
communication in the e-assessment interface. Furthermore, this combination helps in clarifying the types 





In reference to non-speech stimuli specifically, they caused users to be more engaged in the assessment and 
more likely to provide the correct answers. Designers should be aware that such non-specch stimuli, i.e. 
earcons and auditory icons, should be used in conjunction with full body gesture avatars as supporting 
metaphors. The results show that such a combination reduces confusion and ambiguity. Recommended 
examples include the sound of a bottle opening (auditory icon) to indicate that an important statement is 
about to commence and the sound of a window closing for the closing of a statement, and earcons can be 
used to annotate parts of assessment or statements. Designers should use non-speech stimuli during the 
pause intervals of the spoken messages by the avatar in order to avoid interference and confusion. This is 
important because it is more likely that the user will be able to decipher the critical parts of the assessment 
and have increased attention. It is important for designers to note that auditory icons were successful in 
assisting users in both recall and recognition questions where the required answer was communicated using 
auditory icons only.  For earcons they were less effective in recall questions than they were in recognition 
questions. Furthermore, in this specific context earcons were less beneficial compared to auditory icons. In 
light of these findings it is recommended that designers prefer the use of auditory icons.  
 
It is recommended that the designer uses positive expressions for example neutral, happy, and thinking 
because it has a significant effect on usability, and they should also note that the use of negative 
expressions has no impact on usability, and therefore, they should disregard expressions such as irritation 
and frustration. 
6.4.7 Complexity of Assessment 
Designers can be confident in using multimodal metaphors for all levels of difficulty and complexity. The 
result showed that the use of metaphors was more effective in terms of usability for easy, moderate and 
difficult questions in comparison to assessments that do not use metaphors. Moreover, the use of 
metaphors is highly recommended for communicating more complex ideas in the assessment and where the 




6.5 Future Work  
6.5.1 Smart Virtual Instruction 
The avatars that were used in this study were used to communicate information related to the question, if 
the user needs more elaboration about the question they could ask the avatars then the avatars are capable 
of providing this. In relation to this idea, it is proposed that this facility is extended to include a more 
interactive dialogue through an avatar that has a smart facility. This could be achieved through an avatar 
that has a certain level if artificial intelligence which includes speech recognition technology and is 
connected to the content of the assessment. Example, this could include speech recognition technology. 
This will enable the avatar to understand the user‘s needs and to assist them with understanding questions 
accordingly.  
6.5.2 Personalised Virtual Instructor 
Although the research considered the expressions of the face and body of the avatar, it does not consider 
other attributes of the avatar that may also have an impact on users and usability, these could include, for 
example, tone and intonation of the avatar‘s speech or gender, culture and age of the avatar. Therefore, 
future work could examine these and more attributes of an avatar and how this effects the user in order to 
create more tailored or personalised avatars suitable for different types of user. Moreover, the users who 
participated in the present study were a homogenous group, i.e. students, thus a future investigation could 
examine the different attributes of different groups and how this would impact on the design of                  
e-assessment interfaces.  
6.5.3 Virtual Instructor for Less-able Users 
Another area that deserves more investigation is the design of avatars and other multimodal metaphors for 
users with disabilities. Suggestions for this include avatars that use sign language for the hearing impaired, 
or the full body gestures could be used more extensively to give information, assistance or instruction. 




6.5.4 Other Types of Assistance 
The types of assistance that were investigated were related to suggestion, comments, and error. Based on 
the specific needs of users any future study could investigate the use of other types of assistance. This will 
provide a more specialised approach to communicating ideas through the e-assessment interface.   
6.5.5 Mobile E-assessment 
This research focussed on an online electronic environment. However, portable mobile computing is 
becoming a more popular medium and can be used for e-assessment as well. Therefore, there is a need in 
future studies to examine how multimodality can be exported for use in the mobile computing medium, for 
example, the implications of the use of multimodal metaphors on smaller screens can be investigated. 
6.6 Conclusion  
This part addresses the conclusions and limitations of the experimental outcomes in this research. The first 
experiment provided the fact that the usability of the experimental condition with the multimodal 
metaphors was better than the condition with text in offering e-assessment to users.  Combining description 
text, avatar, and images had greater efficiency in terms of reducing the time required to answer the task and 
complete tasks successfully. They were helpful in enabling the student participants to respond correctly to 
a greater number of assessments, specifically if they were of higher complexity. Also, the percentage of the 
users using the multimodal e-assessments condition was better compared to the users using the text 
interface. This experiment nevertheless measured the total contribution of the multimodal metaphors and 
the combined impact in terms of usability.  The second experiment with the facially expressive avatars and 
images showed greater efficiency, effectiveness, and user satisfaction compared to using record speech and 
description text with images. In addition, it was found to be empirically preferable to combine the body 
animated virtual tutor and the presented assessment material in one interface. In addition, the second 





The outcomes of the third experiment presented that combining earcons and auditory icons attracts user 
attention to the communicated assessment. The combination and synchronisation of the voice with the 
body gestures in the virtual tutor assisted users to involving better with the several types of activities 
connected to assessment. Finally, the obtained results demonstrated that users detected, comprehended, and 
interpreted assessment better with the aid of non-speech sounds. 
 
Overall, when considering the results of the experiment, it can be extrapolated that it is more likely for 
majority of the users to enjoy (and attain satisfaction from) the multimodal assisted e-assessment 
experience. One of the key reasons for this is the enabling of users to complete learning tasks quicker and 
more accurately. Consequently, the general results found by this experimental study confirm the 
significance and the role of the multimodal communication metaphors, in enhancing student learning 
performance, as well as the usability of e-assessment interfaces, in terms of efficiency, effectiveness and 
user satisfaction. 
 
The overall aim of this study was to investigate the impact on usability of multimodal metaphors. The 
conducted research assessed specific designs of multimodal metaphors (e.g. description text, image, avatar, 
full body gesture avatars, earcons and auditory icons) and their use for communication in e-assessment in 
interfaces, in terms of their impact on usability and the involvement of the users. Overall, the results of all 
the experiments showed that the use of metaphors increased usability, however, different metaphors and 
different combinations of metaphors had differing success in this regard. Specifically, the study showed the 
interplay between user‘s cognitive reasoning, interest, satisfaction and motivation, and multimodality in the 
user interface.  
Currently there is shift taking place between using traditional methods for assessing learners and the 
introduction of e-assessment which is a relatively new approach to assessment using emerging 




appropriateness, applicability and effectiveness in the area of assessment. This study has served to address 
these issues for the use of multimodality in e-assessment interfaces and will be invaluable to those who are 
responsible for bringing together technology with assessment, namely, academics and interface designers.  
These results were instrumental in the development of set guidelines for the development of e-assessment 
interfaces using multimodal metaphors which will be of particular use to developers and software 
designers. Moreover, the results contribute significantly to the research literature and offer numerous 
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Appendix A – Experimental Phase 1:  The Role of Multimodal E-assessment Interfaces 
 
A.1.1: Experimental Group. 
 
 I am happy to introduce myself to you as one of the postgraduate research students in the School of 
Technology at the University of De Montfort fort. I am at present investigating the use of multimodal 
metaphors in e-assessment interfaces, and I would like to find your views about the use of multimodal 
metaphors such as: Avatar, also visual text and images. Please follow the next procedure:  
 
 Answer the pre-experiment questions.  
 
 Read every task carefully.  
 
 Execute the task.  
 
 In conclusion of the task, answer the essential link questions.  
 
 After that completion of every task, answer the satisfaction questions.  
 
Please answer every part of the question as honestly as possible. It would be appreciative if you could fill 
in the next questionnaire sincerely and give your views. Thank you and me greatly your participation. 
 
Part 1   Pre- experiment 
1- What is your age? 
  18 - 24.  25 - 34.  35 - 44.  45 - 54.  55 +. 
2- What is you gender? 






3- What is your education stage?  
 High School  College  Under-graduate  Master Degree  Doctorate Degree  Other Area of  
study: ……………………………………………………….. 
4- How usually do you use the computer (rate) per week? 
  1-5 hours      6-10 hours        More than 10 hours 
5- Did you perform the use of any e-learning web sites or software? 
  Yes  No 
6- Do you have knowledge about Multimodal? 
  Yes   No 
7- What are the major reasons you use the Internet? 
  Surveying  Email  Education  
8- Do you think the exam in e-assessment is good way to enhance E-learning? 
  Yes  No 
“Input interface” 
Task 1: 
 Please open program  www.ebookexam.com  
 enter  your name and number  in the box  
 enter login in the task are coming in the first page  
 choose exam 1 
 
 Task 2 : 
  To achieve this task, perform the following requirements and answer the questions: 
       Move the mouse cursor over the "question". 




 Move the mouse over the arrow the answer and press now on the right answer T or F please the following 
question; show the text it might be help you to get a right answer. 
 
1- Print is machine passes information from the user to the computer (    ) 
 Move the mouse cursor over the ―Next to page ". 
Task 3 : To achieve this task, perform the following requirements and answer the questions : 
 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer please the following       
question, but before press the answer press on the Avatar might be help you to get a right answer. 
 
2- which one of the following is a water soluble vitamin : 
o Vitamin C 
o Vitamin D 
o  Vitamin K    
 Move the mouse cursor over the ―Next to page ". 
Task 4: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer please the following 





3- The  most  abundant  element in the earth's crust is :  
o Silicon  
o Nitrogen 
o Oxygen     
 Move the mouse cursor over the ―Next to page ". 
Task 5: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer please the following 
question, show the text it might be help you to get a right answer. 
4- Multimedia is : 
o text, graphics, sound, and/ video  
o Virtual environment   
o Both of them   
 Move the mouse cursor over the ―Next to page ". 
Task 6: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer please  the following 
questions, but before press the answer press on the Avatar  might be help you to get a right answer. 






 Kidney         
 Move the mouse cursor over the ―Next to page ". 
Task 7 : To achieve this task, perform the following requirements and answer the questions : 
 Move the mouse cursor over the "question". 
 Move the mouse cursor over the True or Foals of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer T or F please the following 
question, show the image might be help you to get a right answer. 
6- Mosaic is the decorative art of creating pictures and patterns on a surface by setting small coloured 
pieces of glass (     ) 
 Move the mouse cursor over the ―Next to page ". 
 
Task 8: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer please the following 
questions, show the text it might be help you to get a right answer. 
 
20 % of 2 are equal to:  
A. 20  




C. 0.4  
D. 0.04        
 Move the mouse cursor over the ―Next to page ". 
Task 9: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the "question". 
 Move the mouse cursor over the True or Foals of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer T or  F  please  the 
following questions, but before press the answer press on the Avatar  might be help you to get a right 
answer. 
8- Australia was discovered by James Cook (    ). 
 Move the mouse cursor over the ―Next to page ". 
Task 10: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer please the following 
question, show the image might be help you to get a right answer. 
9- Famous  graffiti  artists  by:   
o A master- Antoni Gaudi 
o Jean-Michel Basquiat 
o Leonardo da Vinci      
 Move the mouse cursor over the ―Finish ―to show your time and your score and click to logout. 
 Satisfaction Questionnaire  
For each statement below, please express your view by placing a circle in the appropriate column.  





If you have any comments or suggestions can you write please.  
............................................................................................................................................................................
........................................................................................................................................................................  








(SA) (A) (N) (D) (SD) 
S1  I think that I would like to  
use this system frequently 
5 4 3 2 1 
S2  I found the system unnecessarily 
complex 
5 4 3 2 1 
S3  I thought the system was easy to 
use 
5 4 3 2 1 
S4 I think that I would need the 
support of a technical person to be 
able to use this system 
5 4 3 2 1 
S5 I found the various functions in this 
system were well integrated 
5 4 3 2 1 
S6 I thought there was too much 
inconsistency in this system 
5 4 3 2 1 
S7 I would imagine that most people 
would learn to use this system very 
quickly 
5 4 3 2 1 
S8 I found the system very 
cumbersome to use 
5 4 3 2 1 
S9 I felt very confident using the 
system 
5 4 3 2 1 
S10 I needed to learn a lot of things 
before I could get going with this 
system 




A.1.2: Control Group 
 I am happy to introduce myself to you as one of the postgraduate research students in the School of 
Technology at the University of De Montfort. I am at present investigating the use of multimodal 
metaphors in e-assessment interfaces, and I would like to find your views about the use of multimodal 
metaphors such as: Avatar, also visual text and images. Please follow the next procedure:  
 Answer the pre-experiment questions.  
 Read every task carefully.  
 Execute the task.  
 In conclusion of the task, answer the essential link questions.  
 After that completion of every task, answer the satisfaction questions.  
Please answer every part of the question as honestly as possible. It would be appreciative if you could fill 
in the next questionnaire sincerely and give your views. Thank you and I greatly your participation. 
Part 1            Pre- experiment 
1- What is your age? 
  18 - 24.  25 - 34.  35 - 44.  45 - 54.  55 +. 
2- What is your gender? 
  Male  Female 
3- What is your education stage?  
 High School (College, undergraduate, Master Degree, Doctorate Degree, or Other Area of  
Study) : ……………………………………………………….. 
4- How usually do you use the computer (rate) per week? 
  1-5 hours      6-10 hours        More than 10 hours 
5- Did you perform the use of any e-learning web sites or software? 
  Yes  No 
 




  Yes   No 
7- What are the major reasons you use the Internet? 
  Surveying  Email  Education  
8- Do you think the exam in e-Assessment is good way to enhance E-learning? 
  Yes  No 
“Input interface” 
Task 1: 
 Please open program  www.ebookexam.com  
 Enter  your name and number  in the box  
 Enter login in the task are coming in the first page  
 Choose assessment 1 
 
Task 2: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the "question". 
 Move the mouse cursor over the True or False of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer T or F please the following 
question. 
5- Print is machine passes information from the user of the computer () 
 Move the mouse cursor over the ―Next to page ". 
 
Task 3: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 




 Move the mouse over the arrow the answer and press now on the right answer please the following 
question. 
6- Which one of the following is a water soluble vitamin: 
o  Vitamin C 
o  Vitamin D 
o  Vitamin K    
 Move the mouse cursor over the ―Next to page ". 
Task 4: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer please the following 
question. 
7- The  most  abundant  element in the earth's crust is :  
o Silicon  
o Nitrogen 
o Oxygen     
 Move the mouse cursor over the ―Next to page ". 
Task 5: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 





8- Multimedia is : 
o Text, graphics, sound, and/ video  
o Virtual environment   
o Both of them   
 Move the mouse cursor over the ―Next to page ". 
 
Task 6: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer  please  the following 
questions. 
      5-  Thalassaemia is a hereditary disease  affecting: 
o Blood 
o Heart 
o Kidney         
 Move the mouse cursor over the ―Next to page ". 
Task 7: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the "question". 
 Move the mouse cursor over the True or Foals of - the answer. 





7- Mosaic is the decorative art of creating pictures and patterns on a surface by setting small coloured 
pieces of glass (     ) 
 Move the mouse cursor over the ―Next to page ". 
 
Task 8: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer please the following 
questions. 
8- 20 % of 2 is equal to:  
A. 20  
B. 4  
C. 0.4  
D. 0.04        
 
 Move the mouse cursor over the ―Next to page ". 
Task 9: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the "question". 
 Move the mouse cursor over the True or Foals of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer T or F please the following 
questions, but before press the answer press on the Avatar might be help you to get a right answer. 
9- Australia was discovered by James Cook  (    ) . 




Task 10: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the ―Next to page ". 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer please the following 
question. 
10- Famous  graffiti  artists  by:   
o A master- Antoni Gaudi 
o Jean-Michel Basquiat 
o Leonardo da Vinci      
 Move the mouse cursor over the ―Finish ―to show your time and your score and click to logout. 
















Satisfaction Questionnaire  
For each statement below, please express your view by placing a circle in the appropriate column.  
5= (SA) Strongly Agree. 4= (A) Agree. 3= (U) Undecided. 2= (D) Disagree. 1= (SD) Strongly Disagree. 
 
If you have any comments or suggestions can you write please.  
............................................................................................................................................................................ 
Thank you for your help. 
Statement (SA) (A) (N) (D) (SD) 
S1  I think that I would like to use this 
system frequently 
5 4 3 2 1 
S2  I found the system unnecessarily 
complex 
5 4 3 2 1 
S3  I thought the system was easy to 
use 
5 4 3 2 1 
S4 I think that I would need the 
support of a technical person to be 
able to use this system 
5 4 3 2 1 
S5 I found the various functions in 
this system were well integrated 
5 4 3 2 1 
S6 I thought there was too much 
inconsistency in this system 
5 4 3 2 1 
S7 I would imagine that most people 
would learn to use this system very 
quickly 
5 4 3 2 1 
S8 I found the system very 
cumbersome to use 
5 4 3 2 1 
S9 I felt very confident using the 
system 
5 4 3 2 1 
S10 I needed to learn a lot of things 
before I could get going with this 
system 




A2: User Profile Data: 
 Experiment group Control Group 
 
Age 
18- 24 80% 60% 
25- 30 20% 40% 
31- 40   
 
Gender 
Male 40% 60% 











1 – 5 hours 26.7% 13.3% 
6 – 10 hours 26.7% 40% 
More than 10 hours 46.7% 46.7% 
E-learning 
experience 
Yes 53.3% 66.7% 
No 46.7% 33.3% 
Multimodal 
Knowledge 
Yes 66.7% 53.3% 




Surveying 60% 53.3% 
Email 13.3% 20% 




Yes 80% 60% 













Easy task Moderate task Complexity task 
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 
U1 10 20 8 27 30 28 40 45 38 
U2 12 23 10 28 35 17 35 45 30 
U3 11 27 10 22 25 20 33 46 31 
U4 11 22 10 15 23 12 22 30 24 
U5 9 25 8 20 27 15 17 34 20 
U6 12 15 9 18 22 19 23 39 22 
U7 13 20 12 17 30 14 31 42 23 
U8 14 22 12 22 27 15 32 36 26 
U9 11 16 8 23 22 16 29 30 25 
U10 16 23 12 24 32 22 30 34 24 
U11 10 19 9 18 22 19 25 30 21 
U12 17 24 13 26 31 21 31 39 27 
U13 14 20 11 19 22 15 21 33 22 
U14 17 25 14 23 27 18 25 37 24 
U15 22 30 17 30 41 23 41 51 21 
Sum 199 331 163 332 416 274 435 571 378 
Std 3.49 3.95 2.53 4.35 5.54 4.13 6.86 6.56 4.75 
 
A 4: Raw data of time spent to answer questions in Control group 
User Level complexity 
Easy task Moderate task Complexity task 
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 
U1 20 15 20 40 45 35 50 1:3 
1:5 
U2 30 25 13 40 37 55 1:8 1:6 
1:2 
U3 33 19 15 40 43 44 1:2 1:3 
1:1 
U4 24 14 22 35 40 37 1: 1:5 
1:2 
U5 10 27 16 50 43 31 1:3 1:10 
55 
U6 22 17 13 48 38 36 1: 10 55 
1:1 
U7 15 10 14 47 27 30 1: 2 35 
40 
U8 24 35 33 50 34 58 1:3 1: 1:7 
U9 13 17 22 40 35 41 45 1:2 
1: 
U10 13 16 21 26 36 31 42 40 1: 
U11 23 14 21 40 34 42 45 1:2 1:1 
U12 21 21 11 36 30 34 42 41 1:1 
U13 
11 14 
15 35 40 38 52 40 50 
U14 26 13 17 44 38 40 1:3 1:2 1: 
U15 27 35 18 40 27 35 53 1:3 43 
Sum 312 
 
219 271 611 547 587 789 847 868 
Std 
 




A5: Raw data of answering questions correctness in Experimental group 
1: Correct answer, 0: Incorrect answer 
User Level complexity 
Easy task Moderate task Complexity task  
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Score 
U1 1 1 1 0 1 1 0 0 1 6 
U2 0 1 1 1 1 1 0 0 0 5 
U3 1 0 1 1 0 1 1 1 1 7 
U4 1 1 1 1 0 0 1 1 0 6 
U5 0 1 1 1 1 0 0 1 0 5 
U6 1 1 0 1 1 1 1 0 1 7 
U7 1 1 1 0 1 1 0 1 0 6 
U8 1 1 1 1 1 1 1 1 1 9 
U9 0 0 1 0 1 1 1 0 1 5 
U10 1 1 1 1 1 0 1 1 1 8 
U11 1 1 1 0 1 1 1 1 1 8 
U12 0 1 1 0 1 1 1 0 1 6 
U13 1 1 1 1 1 1 1 1 1 9 
U14 1 1 0 1 1 1 1 1 1 8 
U15 1 0 1 1 0 1 1 1 1 7 
 
A6: Raw data of answering questions correctness in Control group 
1: Correct answer, 0: Incorrect answer 
User Level complexity 
Easy task Moderate task Complexity task  
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Score 
  U1 0 1 1 0 0 1 1 1 0 5 
  U2 1 0 1 1 0 0 0 0 0 3 
  U3 1 1 0 0 1 0 1 0 0 4 
  U4 0 1 0 1 1 0 0 0 0 3 
  U5 1 0 1 1 0 1 0 0 1 5 
  U6 0 1 1 1 1 0 0 1 0 5 
  U7 1 1 1 0 1 0 1 0 1 6 
  U8 1 1 0 0 0 1 0 0 0 3 
  U9 0 1 1 1 0 0 1 1 1 6 
U10 1 0 0 1 1 1 0 1 0 5 
U11 0 1 1 0 0 1 0 1 0 4 
U12 0 0 0 1 1 0 1 1 0 4 
U13 1 1 0 0 0 0 0 1 0 3 
U14 0 0 1 1 0 1 0 0 0 3 
































1 4 1 5 1 5 3 5 3 5 4 
2 3 3 3 2 4 1 4 1 3 1 
3 3 2 5 1 4 2 2 2 5 2 
4 3 1 3 2 3 1 5 4 5 2 
5 3 3 4 3 4 3 3 3 3 3 
6 5 3 4 3 4 2 5 2 4 5 
7 5 5 4 3 3 3 3 1 3 5 
8 5 3 3 1 4 3 3 3 5 1 
9 3 3 3 3 5 2 5 1 5 3 
10 5 3 3 3 5 1 3 4 3 5 
11 4 2 4 1 3 2 5 2 4 2 
12 3 3 4 3 1 3 5 1 3 5 
13 5 1 5 2 5 2 3 3 4 2 
14 3 3 5 1 3 3 5 2 3 5 
15 5 2 4 1 5 2 3 5 5 1 


























1 3 3 3 1 3 1 2 3 1 4 
2 3 3 3 2 4 3 4 3 3 1 
3 3 2 4 4 2 2 2 2 2 2 
4 3 5 3 2 3 1 4 1 3 1 
5 3 3 4 3 3 3 3 3 3 3 
6 4 5 3 1 3 4 4 2 4 1 
7 3 5 1 3 3 3 3 1 3 3 
8 4 3 3 1 3 1 3 3 1 1 
9 3 3 2 4 3 3 2 3 3 1 
10 3 4 3 3 2 3 3 4 3 3 
11 4 5 4 4 3 2 2 2 2 2 
12 3 3 3 3 3 3 3 3 3 5 
13 4 1 2 4 3 2 3 1 4 2 
14 3 5 3 3 3 3 2 3 3 3 
15 3 2 4 3 3 1 3 2 1 3 





Appendix B– Experimental Phase II: The Role of Avatar, Record speech, Description Text 
with Images in E-assessment: A Three Condition Approach  
 
A.1.1: Experimental Group. 
 I am happy to introduce myself to you as one of the postgraduate research students in the School of 
Technology at the University of De Montfort t. I am at present investigating the use of multimodal 
metaphors in e-Assessment interfaces, and I would like to find your views about the use of multimodal 
metaphors such as: Avatar, also visual text and images. Please follow the next procedure:  
 Answer the pre-experiment questions.  
 Read every task carefully.  
 Execute the task.  
 In conclusion of the task, answer the essential link questions.  
 After that completion of every task, answer the satisfaction questions.  
Please answer every part of the question as honestly as possible. It would be appreciative if you could fill 
in the next questionnaire sincerely and give your views. Thank you and me greatly your participation. 
 
 Part 1            Pre- experiment 
 
1- What is your age? 
  18 - 24.  25 - 34.  35 - 44.  45 - 54.  55 +. 
2- What is your gender? 
  Male  Female 
3- What is your education stage?  






4- How usually do you use the computer (rate) per week? 
  1-5 hours      6-10 hours        More than 10 hours 
5- Did you perform the use of any e-learning web sites or software? 
  Yes  No 
6-  Do you have knowledge about Multimodal ? 
  Yes   No 
7- What are the major reasons you use the Internet? 
  Surveying  Email  Education  
8- Do you think the exam in e-assessment is a good way to enhance E-learning? 





 Please open program  www.e-assessment.com  
 Enter  your name and number  in the box  
 Enter login in the task are coming in the first page  
 Choose assessment 2 
 
 Task 2: To achieve this task perform the following requirements and answer the questions: 
 Move the mouse cursor over the "question" 
 Move the mouse cursor over the multiple-choice of - the answer 
 Move the mouse arrow over the  answer and press now on the right answer multiple-choice of please  the 








 Move the mouse cursor over the " Next to page ". 
Task 3: To achieve this task, perform the following requirements and answer the questions : 
 
  Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the  answer and press now on the right answer multiple-choice of 
please  the following question, show the images and lesson to record it might be help you to get a right 
answer. 
2- Which of the following is not a method of accessing the web: 
 ISDN  
 Modem 
 CPU  
Move the mouse cursor over the " Next to page ". 
Task 4: To achieve this task, perform the following requirements and answer the questions : 
 Move the mouse cursor over the "question". 
 Move the mouse cursor over the True or False of  the answer. 
 Move the mouse over the arrow the answer and press now on the right answer please the following 
question, show the image and lesson to record it might be help you to get a right answer. 
3- Who invented the internet Tim Berners (     ). 




Task 5: To achieve this task, perform the following requirements and answer the questions : 
 Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer, please the following 
question, show the visual text and images it might be help you to get a right answer. 
4- Which Vitamin helps in the absorption of Calcium: 
 Vitamin D 
 Vitamin C 
 Vitamin A 
 Move the mouse cursor over the " Next to page " 
Task 6: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer, please the following 
questions, but before press the answer shows the visual text and images might be help you to get a right 
answer.  
5-Which is the smallest ocean in the world  
 Atlantic Ocean 
 Arctic Ocean 
 Indian Ocean 
Move the mouse cursor over the " Next to page ". 
Task 7: To achieve this task, perform the following requirements and answer the questions: 




  Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer, please the following 
questions, but before press the answer shows the visual text and images might be help you to get a right 
answer. 
6- The human body is made up of several chemical elements; the element present in the highest 
proportion (65%) in the body is: 
 Carbon  
 Nitrogen 
 Hydrogen 
 Move the mouse cursor over the " Next to page ". 
Task 8: To achieve this task perform the following requirements and answer the questions: 
 Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer. 
 Move the mouse over the arrow the answer and press now on the right answer, please the following 
questions press on the Avatar and show images it might be help you to get a right answer 





 Move the mouse cursor over the " Next to page ". 
Task 9: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the "question". 




 Move the mouse over the arrow the answer and press now on the right answer T or F please the following 
questions, but before press the answer press on the Avatar might be help you to get a right answer. 
8- Electric current is measured by the voltmeter  () 
 Move the mouse cursor over the " Next to page " 
Task 10: To achieve this task, perform the following requirements and answer the questions: 
 Move the mouse cursor over the "question". 
 Move the mouse cursor over the multiple-choice of - the answer 
 Move the mouse over the arrow the answer and press now on the right answer the multiple-choice of 
please the following questions, but before press the answer press on the Avatar might be help you to get a 
right answer 




 Move the mouse cursor over the ―Finish ―to show your time and your score and click to logout. 









Satisfaction Questionnaire  
For each statement below, please express your view by placing a circle in the appropriate column.  
5= (SA) Strongly Agree. 4= (A) Agree. 3= (N) Natural. 2= (D) Disagree. 1= (SD) Strongly Disagree. 
 




(SA) (A) (N) (D) (SD) 
S1  I think that I would like to use this 
system frequently 
5 4 3 2 1 
S2  I found the system unnecessarily 
complex 
5 4 3 2 1 
S3  I thought the system was easy to use 5 4 3 2 1 
S4 I think that I would need the support 
of a technical person to be able to use 
this system 
5 4 3 2 1 
S5 I found the various functions in this 
system were well integrated 
5 4 3 2 1 
S6 I thought there was too much 
inconsistency in this system 
5 4 3 2 1 
S7 I would imagine that most people 
would learn to use this system very 
quickly 
5 4 3 2 1 
S8 I found the system very cumbersome 
to use 
5 4 3 2 1 
S9 I felt very confident using the system 5 4 3 2 1 
S10 I needed to learn a lot of things before 
I could get going with this system 




B2: User Profile Data 
 Experiment group Control Group 
 
Age 
18- 24 80% 60% 
25- 30 25% 40% 
31- 40   
 
Gender 
Male 40% 60% 













1 – 5 hours 26.7% 13.3% 
6 – 10 hours 26.7% 40% 





Yes 53.3% 66.7% 
No 46.7% 33.3% 
Multimodal 
Knowledge 
Yes 66.7% 53.3% 
No 33.3% 46.7% 
Internet 
use reason 
Surveying 60% 53.3% 
Email 13.3% 20% 




Yes 80% 60% 








B3: Time spent to answer Assessment questions for Assessment types  
User Different multimodal 
Record speech with 
images task RI 
description text with 
images task DI 
Avatar with images 
task AI 
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 
U1 20 20 31 16 29 30 10 15 23 
U2 19 24 31 19 31 41 10 14 20 
U3 16 19 29 20 21 40 10 18 23 
U4 20 22 28 18 27 33 13 19 18 
U5 18 32 29 21 23 30 9 15 19 
U6 10 25 19 16 20 41 11 15 21 
U7 20 27 27 22 24 33 10 16 20 
U8 18 18 28 18 23 41 9 13 24 
U9 20 19 31 17 30 31 15 18 21 
U10 14 20 27 14 30 40 10 13 22 
U11 21 19 31 20 30 43 12 17 20 
U12 15 22 27 19 27 30 17 13 23 
U13 12 26 38 18 25 30 9 10 25 
U14 21 24 21 21 23 34 12 13 18 
U15 19 26 35 19 31 31 13 15 17 
U16 20 20 31 22 29 36 10 15 23 
U17 20 24 31 20 33 41 8 18 20 
U18 16 19 29 15 32 30 16 18 22 
U19 20 19 28 17 23 42 8 19 18 
U20 18 29 29 21 23 33 13 15 24 
U21 18 18 35 20 26 41 11 15 21 
U22 19 32 27 16 22 30 10 16 20 
U23 15 33 28 18 23 31 9 18 24 
U24 20 19 31 18 25 40 7 18 21 
U25 14 20 27 19 22 33 10 13 22 
U26 21 21 31 20 30 41 12 17 20 
U27 15 22 27 19 27 30 14 20 23 
U28 12 19 26 15 25 31 9 10 25 
U29 14 19 40 20 23 34 12 13 18 
U30 14 26 35 19 30 30 13 15 22 









B4: Raw data of time spent to watch Assessment multimodal in each condition  
User Different multimodal 
Record speech with 
images task 




RI DI AI 
U1 71 75 48 
U2 74 91 44 
U3 64 81 51 
U4 70 78 50 
U5 79 74 43 
U6 54 77 47 
U7 74 79 46 
U8 64 82 46 
U9 70 78 54 
U10 61 84 45 
U11 71 93 49 
U12 64 76 53 
U13 76 73 44 
U14 66 78 43 
U15 80 81 45 
U16 71 87 48 
U17 75 94 46 
U18 64 77 56 
U19 67 82 45 
U20 76 77 52 
U21 71 87 47 
U22 78 68 46 
U23 76 72 51 
U24 70 83 46 
U25 61 74 45 
U26 73 91 49 
U27 64 76 57 
U28 57 71 44 
U29 73 77 43 
U30 75 79 50 








B5: Raw data of time spent to watch Assessment time complexity Task 
User Level complexity 
Easy task Moderate task Complexity task 
T1RI T4DI T7AI T2RI T5DI T8AI T3RI T6DI T9AI 
U1 20 16 10 20 29 15 31 30 23 
U2 19 19 10 24 31 14 31 41 20 
U3 16 20 10 19 21 18 29 40 23 
U4 20 18 13 22 27 19 28 33 18 
U5 18 21 9 32 23 15 29 30 19 
U6 10 16 11 25 20 15 19 41 21 
U7 20 22 10 27 24 16 27 33 20 
U8 18 18 9 18 23 13 28 41 24 
U9 20 17 15 19 30 18 31 31 21 
U10 14 14 10 20 30 13 27 40 22 
U11 21 20 12 19 30 17 31 43 20 
U12 15 19 17 22 27 13 27 30 23 
U13 12 18 9 26 25 10 38 30 25 
U14 21 21 12 24 23 13 21 34 18 
U15 19 19 13 26 31 15 35 31 17 
U16 20 22 10 20 29 15 31 36 23 
U17 20 20 8 24 33 18 31 41 20 
U18 16 15 16 19 32 18 29 30 22 
U19 20 17 8 19 23 19 28 42 18 
U20 18 21 13 29 23 15 29 33 24 
U21 18 20 11 18 26 15 35 41 21 
U22 19 16 10 32 22 16 27 30 20 
U23 15 18 9 33 23 18 28 31 24 
U24 20 18 7 19 25 18 31 40 21 
U25 14 19 10 20 22 13 27 33 22 
U26 21 20 12 21 30 17 31 41 20 
U27 15 19 14 22 27 20 27 30 23 
U28 12 15 9 19 25 10 26 31 25 
U29 14 20 12 19 23 13 40 34 18 
U30 14 19 13 26 30 15 35 30 22 






B6: Raw data of answering questions correctness and level complexity of each user Record speech with 
images Condition (RI) description text with images Condition (DI) Avatar with images Condition (AI) 
level complexity ( E ) Easy ( M ) Moderate ( D ) Difficult   
User Level complexity 
RI condition  DI condition  AI condition  
QI E Q2 M Q3 D Q4 E Q5 M Q6 D Q7 E Q8 M Q9 D Score 
U1 1 0 0 0 0 1 1 0 1 4 
U2 0 1 1 1 1 0 1 1 0 6 
U3 1 0 1 1 0 1 1 1 1 7 
U4 1 1 0 0 0 0 1 1 0 4 
U5 0 0 1 1 1 0 1 1 0 5 
U6 1 1 0 1 0 1 1 1 1 7 
U7 1 1 1 0 1 0 0 1 0 5 
U8 1 1 1 1 0 1 1 1 1 8 
U9 1 0 1 0 1 1 1 1 1 7 
U10 1 1 0 1 1 0 1 1 0 6 
U11 1 1 1 0 0 1 1 1 1 7 
U12 1 1 0 0 1 0 1 1 1 2 
U13 1 1 1 1 0 0 1 1 0 6 
U14 1 1 0 1 1 0 1 1 1 7 
U15 1 0 1 1 0 1 1 1 0 6 
U16 1 1 1 0 1 0 1 0 1 6 
U17 1 1 0 1 1 1 1 0 0 6 
U18 1 0 1 1 0 0 1 1 1 6 
U19 1 1 0 0 0 0 1 1 1 5 
U20 1 1 1 1 1 0 0 1 0 6 
U21 0 1 0 1 0 0 1 0 1 4 
U22 1 1 1 0 1 0 1 1 1 2 
U23 1 1 0 1 0 0 1 1 1 6 
U24 0 0 1 0 1 1 1 1 1 6 
U25 1 1 1 1 0 0 1 0 1 6 
U26 1 0 0 0 0 1 1 1 1 5 
U27 0 1 1 1 1 0 1 1 1 5 
U28 0 1 1 1 0 0 1 1 0 7 
U29 1 1 0 1 1 0 1 1 1 5 
U30 1 0 0 1 0 1 1 1 0 7 
SUM 24 21 17 19 14 11 28 25 19  




B7: Raw data of satisfaction questionnaire score of each satisfaction statement of Record and 




Record and images condition  
USER S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 Scor
e 
U1 1 3 1 3 3 3 1 3 4 3 62.5% 
U2 1 4 1 1 1 1 4 2 4 4 60% 
U3 4 4 1 4 4 4 4 4 4 4 100% 
U4 4 1 3 1 2 2 3 2 4 1 57.5% 
U5 2 2 2 2 3 3 4 4 2 2 65% 
U6 1 4 3 3 1 1 2 1 4 4 60% 
U7 2 2 1 1 3 3 2 3 3 2 100% 
U8 3 1 3 2 2 2 3 1 4 1 100% 
U9 1 4 2 1 4 2 1 2 1 3 52.5% 
U10 3 1 2 2 3 3 2 2 4 1 57.5% 
U11 4 4 4 4 4 4 4 4 4 4 100% 
U12 1 3 4 2 4 2 1 3 2 1 57.50% 
U13 1 3 1 1 3 1 1 2 4 3 50% 
U14 3 1 3 3 4 1 3 1 3 2 60% 
U15 2 4 1 4 1 1 1 4 4 1 57.50% 
U16 2 2 2 1 4 3 1 1 3 2 100% 
U17 3 1 4 4 4 4 4 4 2 2 80% 
U18 1 3 2 2 3 3 4 4 2 3 67.5% 
U19 1 4 1 1 3 3 1 2 4 4 60% 
U20 1 3 4 1 4 4 2 1 2 3 62.5% 
U21 3 1 3 1 2 4 1 4 1 1 52.5% 
U22 3 3 1 3 2 4 4 2 3 1 65% 
U23 2 2 2 1 4 1 3 1 3 2 52.5% 
U24 1 4 3 3 4 4 1 3 1 4 70% 
U25 4 4 4 4 4 4 4 4 4 4 100% 
U26 4 4 4 4 4 4 4 4 4 4 100% 
U27 4 4 4 4 4 4 4 4 4 4 100% 
U28 4 4 4 4 4 4 4 4 4 4 100% 
U29 4 4 4 4 4 4 4 4 4 4 100% 
U30 4 4 4 4 4 4 4 4 4 4 100% 




B8: Raw data of satisfaction questionnaire score of each satisfaction statement of description 




description text and images condition  
USER S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 Score 
U1 3 1 3 1 3 3 2 4 3 4 67.5% 
U2 2 4 1 3 4 1 1 1 3 4 60% 
U3 1 2 1 3 1 4 4 1 1 2 50% 
U4 3 1 3 1 2 2 3 2 3 1 52.5% 
U5 2 2 2 2 3 3 3 1 2 1 52.5% 
U6 2 4 3 3 1 1 2 1 2 4 57.5% 
U7 3 2 1 1 3 2 2 1 3 2 50% 
U8 4 3 3 4 2 2 3 1 2 1 62.5% 
U9 1 4 4 1 2 2 4 2 1 3 60% 
U10 1 1 3 2 3 3 2 1 1 1 45% 
U11 4 4 1 1 1 1 2 1 1 2 45% 
U12 2 3 4 2 1 1 1 3 2 1 50% 
U13 1 1 2 2 2 1 1 1 1 3 100% 
U14 3 2 1 3 4 2 3 2 3 2 62.5% 
U15 4 4 3 2 1 1 4 1 4 1 62.5% 
U16 3 1 2 1 1 3 4 1 3 2 52.5% 
U17 1 2 4 4 4 1 2 2 4 2 65% 
U18 2 3 2 2 3 3 4 4 2 3 60% 
U19 1 1 1 4 1 2 1 4 1 1 100% 
U20 1 3 1 1 4 4 2 2 2 3 57.5% 
U21 1 2 3 3 2 3 1 2 1 1 47.5% 
U22 2 1 1 3 2 2 4 2 3 1 52.5% 
U23 2 2 2 1 3 2 3 1 3 2 52.5% 
U24 1 4 3 3 4 1 4 3 1 4 70% 
U25 1 2 1 1 4 2 4 2 4 4 62.5% 
U26 2 2 2 3 1 3 1 3 2 1 50% 
U27 2 3 1 2 2 3 3 3 2 1 57.5% 
U28 4 4 4 4 4 4 4 4 4 4 011%  
U29 4 4 4 4 4 4 4 4 4 4 011%  
U30 4 4 4 4 4 4 4 4 4 4 011%  





B9: Raw data of satisfaction questionnaire score of each satisfaction statement of Avatar and 
images condition  
 
 




















U1 3 4 4 2 4 4 4 3 3 4 87.5% 
U2 4 2 1 4 3 1 3 4 4 4 75% 
U3 3 4 4 3 4 3 2 1 3 2 72.5% 
U4 4 4 4 4 4 4 4 4 4 4 100% 
U5 1 4 4 4 4 1 4 4 2 2 75% 
U6 4 4 4 4 4 4 4 4 4 4 100% 
U7 4 4 4 4 4 4 4 4 4 4 100% 
U8 4 4 4 4 4 4 4 4 4 4 100% 
U9 4 4 4 4 4 4 4 4 4 4 100% 
U10 4 1 2 4 3 3 2 4 4 1 70% 
U11 4 4 4 4 4 4 4 4 4 4 100% 
U12 4 4 4 4 4 4 4 4 4 4 100% 
U13 4 3 4 1 3 4 3 4 4 3 82.5% 
U14 4 4 4 4 4 4 4 4 4 4 100% 
U15 4 4 4 4 1 2 4 2 2 1   70% 
U16 3 3 2 2 4 3 2 1 3 4 67.5% 
U17 2 4 3 4 3 4 4 4 4 2 85% 
U18 4 4 4 4 4 4 4 4 4 4 100% 
U19 4 4 1 4 3 3 4 2 4 4 82.5% 
U20 4 4 4 4 4 4 4 4 4 4 100% 
U21 4 4 3 3 4 3 4 4 4 4 92.5% 
U22 4 4 4 4 4 4 4 4 4 1 100% 
U23 4 2 2 4 4 1 3 2 3 2 67.5% 
U24 4 4 4 2 3 4 4 3 1 4 82.5% 
U25 4 4 4 4 4 4 4 1 4 4 100% 
U26 2 2 2 3 4 4 3 3 2 2 67.5% 
U27 4 4 4 4 4 4 4 4 4 4 100% 
U28 4 4 4 4 3 2 2 4 2 4 82.5% 
U29 4 4 4 2 4 4 4 4 3 1   85% 
U30 4 4 4 4 3 3 4 4 4 4   95% 




Appendix C: Experimental Phase III: The Role of Expressive Body Gesture and Earcons and 
Auditory Icons in E-assessment Interfaces 
 
I am pleased to present myself to you as one of the postgraduate research students in the Faculty of 
Technology at the De Montfort University. I am currently investigating the use of multimodal 
metaphors in e-assessment interfaces, and I would like to obtain your views regarding the use of 
auditory non-speech metaphors in e-assessment interface. 
Please complete the following procedure: 
r the pre-experiment questions. 
Execute the tasks. 
 
-speech metaphors used. 
 
Please complete all the requirements as honestly as possible. It would be grateful if you could fill in 
the following questionnaire sincerely and express your views. Your privacy is guaranteed as you will 
not be mentioned in any part of the study. Thank you very much, and I highly appreciate your 
contribution. 
Part 1            Pre- experiment 
1- What is your age? 
  18 - 24.  25 - 34.  35 - 44.  45 - 54.  55 +. 
2- What is you gender? 
  Male  Female 
3- What is your education stage?  
 High School  College  Under-graduate  Master Degree  Doctorate Degree  Other Area of  
Study: ……………………………………………………….. 




  1-5 hours      6-10 hours        More than 10 hours 
5-  Did you perform the use of any e-learning web sites or software? 
  Yes  No 
6-  Do you have knowledge about Multimodal ? 
  Yes   No 
7-  What are the major reasons you use the Internet? 
  Surveying  Email  Education  
8- Do you think the exam in E-assessment is good way to enhance E-learning? 
  Yes  No 
Tasks:  
Achievement stage:  
Part 1:  
In this experiment you will see and listen to the assessment that provide via tutor. It should be noted there 
are six dissimilar types of assistance content you see or listen. These assistance types are as next Error, 
Comments, involving Thinking, Explain question, more Suggestions and Mark. First, you need to press on 
Error button in the top of the condition (at this moment you will hear auditory non-speech) then you will 
see the tutor talk on the left of the condition. At same time you will see the text about Error on the center of 
the condition.  
Then you need to press on Comments button on the in the top of the condition (at this moment you will 
hear auditory non-speech) after that you will see the tutor talk on the left of the condition. At same time 
you will see the text about Comments on the center of the condition. It is requested to focus on what is 
provided because you will be asked some questions about that. Then press on Questions button at the 
bottom of the condition, in this page you need to answer these questions select correct answer. These 
questions about what are provide on the previous condition regarding assessment provided. 





2- The part that supposed out well and determined strength and weakness of the method is: (select one)  
a- Preface b- key body c-literature review d- illation.  
After completing correct answering questions press on following button. In this question you ask to 




Thereafter, press on following button. Secondly, you need to press on Involve Thinking button in the 
highest of the interface (at the same this moment you will get auditory non-speech) then you will listen to 
the teacher speaking around this type of assistance. At same time you will get the text about Involve 
Thinking on the central of the interface. Then you need to press on Explain question button on the in the 
highest of the interface (at the same this moment you will listen to the auditory non-speech) then you will 
see the teacher speaking around this type of assistance. At same time you will see the text around Explain 
question on the central of the interface. It is order to concentrate on what is offered because you will be 
requested some questions about that. Then, press on Questions button at the bottom of the interface, in this 
sheet you need to answer these questions also writes answer or select correct answer. These questions 
around what are offered on the previous interface regarding assessment offered.  
1- To which part the instructor involved user thinking in conclusion?  
……………………………………………………………………………  
2- What is the user requested to do in this part: (Select one)  
a- Investigate using new method b- Get advantages with the new methodology  
c- Get disadvantages with the new methodology  
After completing correct answering questions press on following button. In this question you ask to 






Thereafter, press on following button .Thirdly, you need to press on More Suggestions button in the top of 
the interface (at the same this moment you will get auditory non-speech) then you will see the teacher 
conversation on the left of the interface. At same time you will get the text about More Suggestions on the 
central of the interface. Then you need to press on Marks button on the in the top of the interface (at this 
moment you will listen to the auditory non-speech) then you will get the teacher conversation on the left of 
the interface. At same time you will see the text around Marks on the central of the interface. It is order to 
concentrate on what is offered because you will be requested some questions about that. Then, press on 
Questions button at the bottom of the interface, in this sheet you need to answer these questions also writes 
answer or select correct answer. These questions around what are offered on the previous interface 
regarding assessment offered. 
1- What is suggested to user to record for each task? 
……………………………………………………………... 
2- Which mark is assumed to Presentation part? (Select one) 












The subsequent six assistance types is going to be submission, point out where sound used to indicate each 







Assistance high Important. 
Assistance Medium Important. 
Assistance, Low Important. 
Part 2: 
In this experiment you will hear two sounds for each of assessment types and assistance ability level.  
 
Select the correct sound (write number 1, 2,…. In box). 
 
Assistance types/stage Non-speech sounds 
Error  
Comment  
Involve Thinking  
Explain Question  
More Suggestion  
Mark  
Assessment high Important  
Assessment Medium Important  




Valuation of Non-speech sounds: 
How did you discovery the use of the further Non-speech sounds in the tested e-assessment interface? 
(Tick in appropriate place). 
Agree Feeling Disagree 
 Irritation  
 frustration  
 Usefulness  




For each statement below, please express your view by placing a circle in the appropriate column. 
5= (SA) Strongly Agree. 4= (A) Agree. 3= (N) Neutral. 2= (D) Disagree. 1= (SD) Strongly Disagree 
 
Statement    SA 
 






I think that I would like to use this system 
frequently 
5 4 3 2 1 
S
2 
I found the system unnecessarily complex 5 4 3 2 1 
S
3 
I thought the system was easy to use 5 4 3 2 1 
S
4 
There have been time while interacting with the 
method where I felt worried 
5 4 3 2 1 
S
5 
I found the various functions in this system were 
well integrated 
5 4 3 2 1 
S
6 
I thought there was too much inconsistency in this 
system 
5 4 3 2 1 
S
7 
I would imagine that most people would learn to 
use this system very quickly 
5 4 3 2 1 
S
8 
I found the system very cumbersome to use 5 4 3 2 1 
S
9 
I felt very confident using the system 5 4 3 2 1 
S10 I needed to learn a lot of things before I could get 
going with this system 





C2: User Profile Data: 
 
Age 
18- 24 43% 
25- 30 46% 







Undergraduate level 56% 
postgraduate level 43% 
 
Use of computer 
1 – 5 hours 13% 
6 – 10 hours 26 % 
More than 10 hours 60 % 
 
E-learning experience 
Yes 76 % 
No 23 % 
Multimodal 
Knowledge 
Yes 76 % 
No 23 % 
 














C3: Raw data of Correctness Answer for Achievement Level of Assistance Types and 

































































 Q1  Q2  Q3  Q1  Q2  Q3  
1  1 0 1 0 0 0 1 1 
1 1 1 1 
6 
2  1 0 1 1 1 1 1 1 1 0 1 1 5 
3 1 0 1 1 1 1 1 1 1 0 0 1 4 
4 0 1 1 1 1 0 1 1 1 1 1 1 6 
5 1 1 0 1 0 1 1 0 0 1 1 1 5 
6 1 1 1 1 1 1 1 1 0 1 1 0 4 
7 1 0 1 1 1 1 1 1 1 0 1 1 5 
8 1 1 1 0 1 1 0 1 1 1 0 1 4 
9 1 0 1 1 1 0 1 1 1 0 1 0 4 
10 1 1 1 0 1 0 1 1 1 1 0 1 5 
11 1 1 1 1 1 1 1 1 1 1 1 1 6 
12 0 1 1 0 0 1 0 1 0 1 1 1 4 
13 1 0 1 1 1 1 1 1 1 1 1 1 6 
14 1 1 1 0 1 1 1 1 1 1 0 1 5 
15 1 1 1 1 0 0 1 1 0 1 1 1 5 
16 0 0 1 1 1 1 1 1 1 0 1 1 5 
17 1 1 1 1 1 1 1 1 1 1 1 1 6 
18 1 0 1 0 1 1 1 1 1 1 1 1 6 
19 1 1 1 1 0 0 1 1 0 1 1 1 5 
20  1 1 0 0 1 1 0 1 1 1 0 1 4 
21  1 0 1 1 1 0 1 1 1 0 1 0 4 
22  1 0 1 1 1 1 1 1 1 0 1 1 5 
23  1 1 1 1 0 1 1 1 
0 1 1 1 
5 
24  1 0 1 1 1 0 1 1 1 0 1 1 5 
25 0 0 0 0 1 0 0 1 1 1 1 0 4 
26 1 1 1 1 1 0 1 1 1 0 1 1 5 
27 1 1 1 1 1 1 1 1 1 1 1 1 6 
28 1 0 1 1 1 0 1 1 1 1 1 1 6 
29 0 1 1 0 0 0 1 1 1 1 1 1 6 























































































































1  1 1 0 1 1 1 1 1 1 
2  1 1 1 1 1 1 1 1 1 
3  1 1 1 1 1 1 1 0 1 
4  1 1 1 0 1 0 1 1 1 
5  1 0 1 1 1 1 1 1 1 
6  1 0 0 1 1 0 1 1 0 
7  1 1 1 0 1 1 1 1 1 
8  1 1 1 1 1 1 1 0 1 
9  1 1 1 0 1 1 1 0 0 
10  1 0 1 0 1 1 1 1 1 
11  0 0 0 1 0 0 0 1 0 
12  1 1 0 1 1 1 1 0 1 
13  1 1 1 1 1 1 1 1 1 
14  1 1 1 1 1 1 1 1 1 
15  1 1 1 0 1 1 1 1 0 
16  1 1 1 1 1 1 1 0 1 
17  1 1 1 1 1 0 1 1 1 
18  1 1 1 0 1 1 1 1 0 
19  1 1 1 1 1 1 1 0 0 
20  1 0 1 1 1 1 0 1 1 
21  1 1 1 0 0 1 1 1 1 
22  1 0 0 1 1 1 1 0 1 
23  1 1 1 1 1 1 1 1 0 
24  1 0 0 0 1 1 0 1 1 
25 1 1 0 1 1 1 1 1 1 
26 1 0 1 1 1 0 1 1 0 
27 1 1 1 0 1 1 1 1 1 
28 1 1 1 1 0 1 1 1 0 
29 0 0 1 1 1 1 1 1 1 























































































































1  1 1 1 0 1 0 1 1 0 
2  1 1 1 1 1 1 1 1 1 
3  1 1 1 1 1 1 1 1 1 
4  1 1 1 0 1 1 1 1 1 
5  1 1 1 1 1 1 1 1 1 
6  1 0 1 1 1 0 1 1 1 
7  1 1 1 0 1 1 1 1 1 
8  1 1 1 1 1 1 1 1 1 
9  1 1 1 1 1 0 1 1 1 
10  1 1 1 0 1 1 1 1 1 
11  1 0 0 1 1 1 1 1 0 
12  1 1 0 1 1 1 1 0 1 
13  1 1 1 1 1 1 1 1 1 
14  1 1 1 0 1 1 1 1 1 
15  1 1 1 1 1 1 1 1 1 
16  1 1 1 1 1 1 1 0 1 
17  1 1 1 1 1 0 1 1 1 
18  1 1 1 0 1 1 1 1 1 
19  1 1 1 1 1 1 1 1 0 
20  1 0 1 1 1 0 0 1 1 
21  1 1 1 0 1 1 1 1 1 
22  1 0 0 1 1 1 1 1 1 
23  1 1 1 1 1 1 1 0 0 
24  1 0 0 0 1 1 1 1 1 
25 1 1 0 1 0 1 1 1 1 
26 1 0 1 1 1 0 1 1 0 
27 1 1 1 0 1 1 1 1 1 
28 1 0 1 1 0 0 1 1 1 
29 1 1 0 1 1 1 1 1 1 








C6: Raw Data of User’s evaluation of Non-speech Sounds used 
Agree: 1. Disagree: 0.  
User ID Usefulness Concentration  Irritation  frustration 
1 1 1 1 1 
2 1 1 0 0 
3 1 0 1 0 
4 1 1 0 1 
5 1 1 1 0 
6 1 1 1 1 
7 1 1 1 0 
8 1 1 1 1 
9 1 0 1 0 
10 0 1 1 1 
11 0 1 1 1 
12 1 1 1 0 
13 1 1 1 1 
14 1 1 1 1 
15 1 1 0 1 
16 1 0 1 0 
17 1 1 1 0 
18 1 1 0 0 
19 1 0 1 0 
20 1 1 0 1 
21 1 1 1 1 
22 0 1 0 0 
23 1 0 0 1 
24 1 1 1 0 
25 1 1 0 1 
26 1 1 0 1 
27 0 0 1 1 
28 1 0 1 0 
29 1 1 1 1 








C7: Raw Data of Satisfaction Questionnaire for Each Satisfaction Statement 
5= (SA) Strongly Agree. 4= (A) Agree. 3= (N) Natural. 2= (D) Disagree. 1= (SD) Strongly Disagree. 
User 
ID  
S1  S2  S3  S4  S5  S6  S7  S8  S9  S10  Score  
1  4  3 3  3  4  4  3  3  3 4  85 
2  3 4 4  3  4  4 4 4 4 3 92.5 
3  4 4  4  2 4  2 3  4  4  4  87.5 
4  4 4  4  4  3  4  4  3  3  4 92.5 
5  2 2  3  4  3  3  3  4 4  4  80 
6  4  2  3  1  4  4  3  4  3  4  80 
7  3  3  4  2  2  4  4  3 4  4  82.5 
8  4  4  4  3  4  2  3  4 4  4  90 
9  3 4  4  3  2  4 4 2 3  3  80 
10  4  3  3  4  4 1  2  4 4  4  82.5 
11  1  4  3  2  3  3  3 4  4  2  72.5 
12  2  4  4  3  2  1 4  3  4 3 75 
13  3  3  4  2  4  3  3  4  3 4  82.5 
14  4 2  4  3 4  3  2  4  4  4  85 
15  3  4  4  2  3  4  4  3  3  4  85 
16  3  4  4  3 4  2  4  4  4  4  90 
17  4  2  3  3  4  4  3  3  3  3 80 
18  3 4  4  4  4  3  4  3  4  4  92.5 
19  4  1  4  3  3 4  4  3  4  3  82.5 
20  3 3 3  3  3  2  3  4  4  3  77.5 
21  2 4  4  2  4  3 3  4  4  4  85 
22  4  2  4  2 3  3 4  4  3 2  77.5 
23  3  4  4  4  3  1 3 2  4  3  77.5 
24  4  4  4  3  4  4  4  4  4  3  95 
25 5 1 5 1 4 2 2 1 3 2 65 
26 4 1 3 1 3 1 5 4 3 3 70 
27 3 4 4 2 4 1 3 1 4 4 75 
28 1 3 4 3 3 4 4 3 1 3 72.5 
29 2 2 3 4 4 3 4 3 4 1 75 
30 4 3 5 3 2 3 5 2 2 1 75 
 
 
