The Wills functional W(K) of a convex body K, defined as the sum of its intrinsic volumes Vi(K), turns out to have many interesting applications and properties. In this paper we make profit of the fact that it can be represented as the integral of a log-concave function, which, furthermore, is the Asplund product of other two log-concave functions, and obtain new properties of the Wills functional (indeed, we will work in a more general setting). Among others, we get upper bounds for W(K) in terms of the volume of K, as well as Brunn-Minkowski and Rogers-Shephard type inequalities for this functional. We also show that the cube of edge-length 2 maximizes W(K) among all 0-symmetric convex bodies in John position, and we reprove the well-known McMullen inequality W(K) ≤ e V 1 (K) using a different approach.
The Grassmannian of k-dimensional linear subspaces of R n is denoted by G(n, k), and for H ∈ G(n, k), the orthogonal projection of M onto H is denoted by P H M , whereas the orthogonal complement of H is represented by H ⊥ . Moreover, for v ∈ S n−1 and t ∈ R, we write H v,t = x ∈ R n : x, v = t . With int M , bd M and conv M we denote the interior, boundary and convex hull of M , respectively. Finally, as usual in the literature, SL(n) stands for the subgroup of volume-preserving and orientation-preserving linear transformations.
For convex bodies K, E ∈ K n and a non-negative real number λ, the wellknown Steiner formula states that the volume of the Minkowski sum K +λE can be expressed as a polynomial of degree (at most) n in the parameter λ,
here, W i (K; E) are the relative quermassintegrals of K with respect to E, and they are a special case of the more general defined mixed volumes (see e.g. [25, Section 5.1] ). In particular, W 0 (K; E) = vol(K) and W n (K; E) = vol(E). As usual in the literature, we shorten W i (K; B n 2 ) = W i (K). In this case we observe that if K ∈ K n has dimension dim K = k, then we can obtain the i-th quermassintegral W i (K) in R n , but also its i-th quermassintegral computed in the k-dimensional affine subspace where K is contained (identified with R k ), which we denote by W with W i (K) = 0 for i = 0, . . . , n − k − 1. In order to avoid the issue that quermassintegrals depend on the space where the convex body is embedded, McMullen [21] defined the intrinsic volumes of a convex body K ∈ K n as V i (K) = n i κ n−i W n−i (K), i = 0, . . . , n.
The particular case i = 1 defines another well-known functional associated to a convex body: the mean width b(K) of K. More precisely,
and so it can be expressed in terms of the support function h K of K as (1.2) V 1 (K) = 1 κ n−1 S n−1 h K (u) du ([25, page 50 and (5.57)]); here du stands for the Lebesgue measure on S n−1 .
We recall that the support function of K, h K (u) = max z, u : z ∈ K for u ∈ S n−1 , is a convex function that uniquely determines the convex body (see e.g. [25, Section 1.7] ).
In 1973 (see [28] ) Wills introduced and studied the functional
because of its possible relation with the so-called lattice-point enumerator G(K) = #(K ∩ Z n ), and conjectured that W(K) bounded by above G(K). Although Hadwiger [16] showed that Wills' conjecture was wrong (see also [9] ), the Wills functional turned out to have several interesting applications, e.g., in Discrete Geometry, where there exist nice relations of this functional with the so-called successive minima of a convex body [30] , or in deriving exponential moment inequalities for Gaussian random processes [26] . It has also been studied in a probabilistic context, [26, 27] , and the behavior of its roots has been analyzed when it is seen as a formal polynomial in a complex variable, [17, 18, 29] . The Wills functional exhibits many nice and engaging properties. For instance, observe that W(K) depends only on the convex body, but not on the dimension of the embedding space. In the next theorem we enumerate some properties of W(K). iii) Hadwiger [15, (2.4) ]: for all v ∈ S n−1 and any r ≥ 0,
iv) Wills [29, (4.4) ]: the i-th derivative of W(−λB n 2 ) satisfies d i W(−λB n 2 ) dλ i = n! κ n i! κ i W(−λB i 2 ). v) McMullen [22, Theorem 2] :
Moreover, in [15] Hadwiger also showed several integral representations of W(K). We emphasize the following ones (see [15, (1 (1.4)
In this paper we obtain new properties of the Wills functional (indeed, we will work in a more general setting that will be stated in Section 2). The paper is organized as follows. In Section 2 we motivate and introduce, on one hand, an extension of the classical Wills functional in a more general setting, as well as further notation and basic results for functions that will be needed later on. On the other hand, we prove some preliminary results as, for instance, the useful property that the Wills functional can be seen as the Asplund product of two log-concave functions (Lemma 2.2), which will be a key result throughout the paper.
Next, Section 3 is devoted to providing upper and lower bounds for the classical Wills functional of a convex body K in terms of other functionals. For instance, W(K) can be bounded by the volume of K as follows: Theorem 1.1. Let K ∈ K n be a convex body with non-empty interior. Then
Here γ n denotes the standard Gaussian probability measure on R n , this is,
We will also reprove McMullen's result (see Theorem A v)) using a different approach, and will obtain a lower bound for the Wills functional in the same spirit as McMullen's bound. To this end we denote by R(K) the circumradius of K, i.e., R(K) = min{R > 0 : ∃ x ∈ R n with K ⊂ x + RB n 2 }. Theorem 1.2. Let K ∈ K n . Then
Next, we show that the cube [−1, 1] n maximizes the Wills functional among all 0-symmetric convex bodies in John position. We recall that a convex body K is said to be in John position if the maximum volume ellipsoid contained in K is the Euclidean unit ball. Theorem 1.3. Let K ∈ K n be a 0-symmetric set in John position. Then
In Section 4 we study some Brunn-Minkowski type inequalities for the Wills functional. As we will see, W(·) is not, in general, (1/n)-concave and so, either less restrictive concavity or additional constants are needed. In this regard we show, among others, the following results: Theorem 1.4. Let K, L ∈ K n and let λ ∈ (0, 1). Then
Theorem 1.5. Let K, L ∈ K n and let λ ∈ (0, 1). Then
However, although W(·) does not satisfy a Brunn-Minkowski inequality in its classical form (i.e., with exponent 1/n), a reverse Brunn-Minkowski inequality, analogous to the one for the volume proved by Milman [23] , holds for the Wills functional: Theorem 1.6. Let K, L ∈ K n . Then there exist T ∈ SL(n) and an absolute constant C > 0 such that
The last section of the paper is devoted to studying Rogers-Shephard type inequalities for the classical Wills functional. Among others, we get a section/projection Rogers-Shephard type relation for W(·), as well as an upper bound for the Wills functional of the difference body K − K := K + (−K). Theorem 1.7. Let K ∈ K n with 0 ∈ K and let H ∈ G(n, k). Then
In particular we get
The generalized Wills functional. Some preliminary results
The integral expressions (1.4) showed by Hadwiger in [15] have turned out crucial in many respects. Recently, Kampf [19] proved certain generalizations of them when the 'distance' d E (x, K), between x ∈ R n and K, relative to a convex body E with 0 ∈ int E, is considered, i.e., for
(see also [18] for the more general case in which the assumption 0 ∈ int E is not required). He showed that
We observe that f (x) = e −πd E (x,K) 2 is a log-concave function because the distance function d E ( ·, K) is convex (cf. e.g. [25, Lemma 1.5.9]); we recall that f :
The study of log-concave functions has become very important in the recent years, among others in the study of problems related to the distribution of mass in a convex body (we refer the reader, for instance, to [13, 20] and the references therein). Notice also that convex bodies are contained inside the class of log-concave functions via either the negative exponential of the Minkowski functional | · | K of a convex body K (whose integral is, up to a constant, the volume), or its characteristic function, which we will denote throughout the paper by χ K , i.e.,
Going back to the integral representation (2.2), we observe that a more general functional can be obtained by replacing e −πt 2 by another function G(t) properly associated to a log-concave measure µ on the non-negative real line R ≥0 . Thus, let µ be the measure on R ≥0 given by dµ(t) = φ(t) dt, where φ : R ≥0 −→ R ≥0 is log-concave. Then, the associated function G(t) = µ [t, ∞) is decreasing and log-concave, and hence G(t) = e −u(t) for a convex function u : R ≥0 −→ R ∪ {∞} which is increasing and, without loss of generality, can be assumed to be continuous in t ∈ R ≥0 : u(t) = ∞ . Moreover, if µ is a probability measure, then G(0) = 1, i.e., u(0) = 0.
Thus, we may consider the more general expression
where u : R ≥0 −→ R ∪ {∞} satisfies the above assumptions (monotonicity, continuity and convexity). From now on, and for the sake of brevity, we will denote by C(R ≥0 ) the family of all convex functions u : R ≥0 −→ R ∪ {∞} which are continuous in t ∈ R ≥0 : u(t) = ∞ and increasing. The desired outcome that integration of our function f u K,E provides a Steiner type formula (with weights) indeed holds (see also [19, Proposition 3] and [18, Lemma 1.1]). Proposition 2.1. Let K, E ∈ K n with 0 ∈ int E and let u ∈ C(R ≥0 ) be strictly increasing. Then
We notice that when dealing with a differentiable function u, the numbers m u i are nothing else but the moments of the measure µ associated to u, i.e., such that G(t) = µ [t, ∞) = e −u(t) :
Proof of Proposition 2.1. Using Fubini's theorem we get
Now, the strict monotonicity of u(t) ensures the existence of the inverse u −1 (s), and hence, by (2.1),
Thus, via the Steiner formula (1.1) we can conclude that 
As mentioned in the introduction, W(K) depends only on the convex body, but not on the dimension of the embedding space. However, in the most general case of the function f u K,E , it does not come true anymore. Therefore, we need a special notation which allows us to distinguish the dimension in which the Wills functional is computed, as well as the involved sets. Thus, if K, E ∈ K n with dim K = dim E = k and we compute the extended Wills functional in R k (assuming that both K, E lie in the same affine k-dimensional space), we will write
whereas the n-dimensional functional will be denoted just by W u (K; E). Moreover, we will keep the classical notation for the usual Wills functional, i.e., W(K) := W π(·) 2 (K; B n 2 ). 
, provided that f and g have non-zero integrals, and where q = p/(np + 1).
The case p = 0 of the Borell-Brascamp-Lieb inequality is known as the Prékopa-Leindler inequality:
For p ≥ 1, we recall that the p-norm of a function f : R n −→ R ≥0 is defined as
where the case p = ∞ has to be understood as
Next we set the definition of three important operations for functions: convolution, Asplund product and difference function.
and their convolution is defined as
For λ ∈ (0, 1), the λ-difference function associated with f and g is given by
Notice that in the case of characteristic functions of two convex bodies K, L ∈ K n , the convolution χ K * χ L = vol K ∩ ( · − L) whereas the Asplund product χ K ⋆ χ E = χ K+E , and so it plays the role of the Minkowski addition of convex bodies in the setting of log-concave functions. In the last decades, many efforts have been made in order to extend geometric inequalities for convex bodies to the more general setting of log-concave functions.
In [5, Theorem 1.8] it is proved that if f, g : R n −→ R ≥0 are log-concave functions and λ ∈ (0, 1), then the following Rogers-Shephard type inequality holds:
Another outstanding result for log-concave functions, providing a reverse Brunn-Minkowski inequality, was obtained by Klartag and Milman in [20, Theorem 1.3 and Remark (2) in page 181]:
Theorem C. Let f, g : R n −→ R ≥0 be log-concave functions with finite and positive integrals, such that f ∞ = g ∞ = f (0) = g(0) = 1. Then there exist T 1 , T 2 ∈ SL(n) and an absolute constant C > 0 such that
We conclude this subsection recalling one last concept: the projection of a function (see e.g. [20] ).
The geometric meaning of this definition is easy: the (strict) hypograph of P H f is the projection of the (strict) hypograph of f onto H. In particular, for K ∈ K n , P H χ K = χ P H K .
Regarding the projection of a function f : R n −→ R ≥0 , very recently [1, Theorems 1.1 and 1.2] the following Rogers-Shephard type inequalities for log-concave (integrable) functions have been obtained: for H ∈ G(n, k),
moreover, if f ∞ = f (0) then, for any λ ∈ (0, 1),
2.2. Some preliminary lemmas. We start this subsection showing several properties for the Asplund product that will be needed later on.
Proof. With the changes of variable w = T 1 y and z = T 1 x, we get
The function f u K,E defining the generalized Wills functional can be seen as the Asplund product of two log-concave functions. This property will be helpful in the subsequent results.
Proof. By definition of Asplund product and since u is increasing,
for all x ∈ R n .
Also the projection of a function "behaves well" with our function f u K,E :
Then, for every x ∈ H,
then we immediately get the first equality, because in such case
Therefore, from the definition of d E (see (2.1)) we conclude that
Then we can conclude that
as required. The proof of the second assertion of the lemma is straightforward: since
In particular, for u = π(·) 2 and E = B n 2 , we get the following relation. Lemma 2.4. Let K ∈ K n and 1 ≤ p < ∞. Then
Bounding the Wills functional of a convex body
In this section we provide upper and lower bounds for the Wills functional of a convex body K in terms of other functionals. Our first aim will be to relate W u (K; E) with the volumes of the involved sets.
3.1.
Relating the Wills functional to the volume. We start this subsection by showing Theorem 1.1, which will be a consequence of a more general result for W u (K; E). First we study the lower bound.
In particular, for u = π(·) 2 and E = B n 2 , we have
Proof. We consider the functions
Then, the Prékopa-Leindler inequality (Theorem B for p = 0) applied to f , g and h yields (3.1).
When E = B n 2 and u = π(·) 2 , and since the standard Gaussian measure γ n is a probability measure, we get (cf. (1.5))
This finishes the proof.
Following the idea of the above proof but now using the linear refinement of the Prékopa-Leindler inequality (see [12, Theorem 1.5]), we immediately get the following improvement of (3.2) for the classical Wills functional.
for some λ ∈ (0, 1). Then
Proof. Given two log-concave functions f, g : R n −→ R ≥0 (decaying to zero at infinity), if there exists a hyperplane H ∈ G(n, n − 1) such that P H f and P H g have the same (finite) integral, then the right-hand side in the Prékopa-Leindler inequality (2.6) (Theorem B for p = 0) can be replaced by the arithmetic mean of the integrals of f and g (see [12, Theorem 1.5]):
and hence we are in the above conditions and we can apply the mentioned refinement of the Prékopa-Leindler inequality. Thus, using Lemma 2.2,
and so, integrating f , g and h, doing the change of variable y = x/ √ 1 − λ and applying (3.4), we get
. This finishes the proof.
By taking λ = 1/2 in (3.2), we obtain the lower bound in Theorem 1.1:
Next we show the upper bound in Theorem 1.1: up to a factor depending on the standard Gaussian measure γ n of K, the (classical) Wills functional W(·) can be bounded from above by 8 n/2 vol(K). This is the content of the following result in the more general setting of the generalized Wills functional W u (· ; E). Theorem 3.2. Let K, E ∈ K n be convex bodies with non-empty interior such that 0 ∈ int E and let u ∈ C(R ≥0 ) be strictly increasing. Then
where µ u,E is the measure on R n given by dµ u,E (x) = e −u(|x| E ) dx. In particular, for u = π(·) 2 and E = B n 2 , we have
where C n := min 2n n , 8 n/2 is given by C 2 = 6, C 3 = 20 and C n = 8 n/2 for all n ≥ 4.
Proof. Let f = e −u(| · | E ) and let g = χ K . Then, by Lemma 2.2, we have that
On one hand, by applying (2.8) to the functions f and g we get On the other hand, by applying (2.7) for λ = 1/2 to the functions f and g, we obtain
≤ 4 n m u n vol(K)vol(E). Since both W u/2 (· ; E) and vol(·) are translation invariant we get (from the above inequality for 2u) that 1 κ n (see (2.5) ) and µ π(·) 2 ,B n 2 (y − K) = γ n − √ 2πy + √ 2πK , then (3.5) yields (3.6) . Finally, since 2n n ≥ 2n i for all i = 0, . . . , 2n, we have that
which, jointly with the fact that 2 n/2 ≥ 2n + 1 for all n ≥ 9, implies that C n = min 2n n , 8 n/2 = 8 n/2 for all n ≥ 9.
Straightforward computations show the remaining cases n = 2, . . . , 8 of the last assertion. This concludes the proof.
In view of Theorem 3.2, the question arises whether an upper bound for W u (K; E) can be obtained involving vol(K) as the only functional of K. A different technique will allow us to get additional upper and lower bounds for the Wills functional just in terms of the volumes of the involved sets.
On the one hand, it is well-known that the (relative) quermassintegrals of two convex bodies satisfy the inequalities
which are particular cases of the Aleksandrov-Fenchel inequality (see e.g. [25, Section 7.3] ). Then, we get in particular that (3.9) W i (K; E) 2 ≥ W 0 (K; E)W n (K; E) = vol(K)vol(E), and hence, for any u ∈ C(R ≥0 ) strictly increasing,
On the other hand, we see from (3.9) that it is not possible to bound from above the Wills functional only in terms of the volumes of the involved sets, because there are convex bodies with volume arbitrarily small but having the remaining quermassintegrals bounded from below. Therefore, in order that such an upper bound for W u (K; E) makes sense, it is necessary to 'modify' either K or E. In this regard we prove the following result. Proof. We assume without loss of generality that 0 ∈ K because the involved functionals are translation invariant. Since f u K,E = e −u(| · | E ) ⋆ χ K and both e −u(| · | E ) and χ K attain their maximums at the origin and e −u(| · | E ) ∞ = χ K ∞ = 1, Theorem C yields the existence of T 1 , T 2 ∈ SL(n) and an absolute constant C > 0 such that
(see also Lemma 2.1). Then, writing z = T 1 y and T = T 1 T −1 2 , and doing the change of variable x = T −1 1 w we get, using again Lemma 2.2,
and clearly (see (3.7))
Altogether we obtain the result.
In the particular case of the classical Wills functional we obtain the following bounds. 
3.2.
Relating W(·) to other functionals. Next we reprove McMullen's result (see Theorem A v)) using a different approach, obtaining also a lower bound for the Wills functional in terms of the first intrinsic volume and the circumradius of the set: we show Theorem 1.2. To this end, we will use the so-called Legendre transform of a convex function, as well as some of its properties. We recall its definition.
The Legendre transform of a convex function f :
which is also a convex function (see e.g. [25, Subsection 1.6.2]). Directly related to the Legendre transform we find the polar function of a log-concave function f : R n −→ R ≥0 , which is defined as
Next we prove that the Legendre transform of the Euclidean distance from a convex body is closely related to the support function of the set.
Proof. First we observe that, by the definition of the Legendre transform, Then, using (3.10) we conclude the result:
We are now in a position to prove Theorem 1.2.
Proof of Theorem 1.2. First we note that since all the involved functionals, namely, V 1 (K), R(K) and W(K), are invariant under translations, we may assume that the origin is the circumcenter of K, i.e., that K ⊂ R(K)B n 2 . Then |y| ≤ R(K) for all y ∈ K.
We start showing the lower bound. For any convex body K ∈ K n we have So it remains to compute the above integral in the exponential function:
r n e − r 2 2 dr du, and with the change of variable r 2 /2 = t and using (1.2) we get (3.11)
Therefore, we conclude that
To prove the upper bound we note again that, since V 1 (K) and W(K) are invariant under translations, we may assume that 0 ∈ K. We also observe that, by Lemma 3.1,
and so, doing the change of variable x = √ 2πz and using Jensen's inequality and (3.11) we get 
which finishes the proof. 
In particular, m i=1 c i = n. From B n 2 ⊂ K and v i ∈ S n−1 ∩ bd K for i = 1, . . . , m, we get K ⊂ x ∈ R n : x, v i ≤ 1 and thus, since K is 0-symmetric, we have K ⊂ L = x ∈ R n : | x, v i | ≤ 1 . This implies that W(K) ≤ W(L).
As usual in the literature, we write e i to represent the i-th canonical unit vector. Let span{v} denote the 1-dimensional linear subspace spanned by the vector v ∈ R n , and let f i (t) = e −πd(tv i ,P span{v i } L) 2 , t ∈ R, for i = 1, . . . , m. Using that m i=1 c i = n together with Theorem A i) and the fact that W [−v, v] = W [−e i , e i ] for all v ∈ S n−1 and all i = 1, . . . , n, one gets
, and the geometric Brascamp-Lieb inequality (see [25, Theorem 10.13 .1] and the references therein) gives
Thus, to conclude the proof, it is enough to show that
because, in that case, we have that
To this end we notice that, for any given x 0 ∈ L, all x ∈ R n and any i = 1, . . . , m, we have
and thus, using that
Brunn-Minkowski type inequalities for the Wills functional
Relating the volume with the Minkowski addition of convex bodies, one is led to the famous Brunn-Minkowski inequality. One form of it states that if K, L ∈ K n are convex bodies, and λ ∈ (0, 1), then In other words, the volume functional vol(·) is (1/n)-concave. The above inequality admits a generalization in the context of intrinsic volumes. Indeed, V i (·) is a (1/i)-concave functional for all i = 1, . . . , n (see e.g. [25, Theorem 7.4.5] ), namely
for any K, L ∈ K n and all λ ∈ (0, 1). In particular, V i (·) is (1/n)-concave for all i = 0, . . . , n (we recall that V 0 (K) = 1 for any K ∈ K n ) and thus one might expect that the same holds for the Wills functional W(·) = n i=0 V i (·). In general, this is not the case, as the following example shows.
Example 4.1. The i-th intrinsic volume of the Euclidean ball is V i (rB n 2 ) = n i /κ n−i W n−i (rB n 2 ) = n i κ n /κ n−i r i . Then, one can see that the inequality
is, in general, not true, just taking r = 1, R = 2 and n = 2, 3, 4 . . . The Euclidean balls B n 2 and 2B n 2 also show that the additive version of the Brunn-Minkowski inequality for the Wills functional, namely,
Although, as seen, the Wills functional is not a (1/n)-concave functional, it is not "far" from being so. Indeed, when dealing with K and L orthogonal boxes we have W (1 − λ)K + λL 1/n ≥ (1 − λ)W(K) 1/n + λW(L) 1/n : this can be shown as a direct consequence of Theorem A i), using the arithmeticgeometric mean inequality, and the fact that the Wills functional of a segment ℓ is W(ℓ) = 1 + vol 1 (ℓ). Moreover, by adding the additional constant 1/(n!) 1/n on the right-hand side of the above inequality, it becomes true for arbitrary convex bodies, as Theorem 1.5 shows. We notice that this constant is of the order of e/n. We state and prove it in the more general setting of the generalized Wills functional.
Theorem 4.1. Let K, L, E ∈ K n with 0 ∈ int E, λ ∈ (0, 1) and u ∈ C(R ≥0 ) strictly increasing. Then The same holds for L in place of K. Altogether, from (4.3), (4.4) and (4.5), we get (4.2).
In the case of the classical Wills functional, from (4.2) for u = π(·) 2 and E = B n 2 , we get Theorem 1.5:
W (1 − λ)K + λL 1/n ≥ 1 (n!) 1/n (1 − λ)W(K) 1/n + λW(L) 1/n . Aiming to get a "real" concavity property for the Wills functional, we will exploit its integral formula via a log-concave function (cf. (2.3)) as well as the corresponding machinery: the Prékopa-Leindler inequality (Theorem B for p = 0). This gives rise to Theorem 1.4. Again we state and prove it in the general setting: we see that the generalized Wills functional is log-concave. Theorem 4.2. Let E ∈ K n with 0 ∈ int E and let u ∈ C(R ≥0 ). Then W u ( · ; E) is log-concave, i.e., for any K, L ∈ K n and all λ ∈ (0, 1),
Proof. By the triangle inequality for | · | E we have that
for every x, y ∈ R n , and hence, from the convexity and monotonicity of u,
Therefore, the functions f = f u K,E , g = f u L,E and h = f u (1−λ)K+λL,E are in the conditions of the Prékopa-Leindler inequality (Theorem B for p = 0), and thus (2.6) yields (4.6).
Remark 4.1. Under the assumption that the involved convex bodies have a common projection onto a hyperplane, the concavity of the Wills functional can be improved. More precisely, if K, L ∈ K n are convex bodies with nonempty interior such that P H K = P H L for some hyperplane H ∈ G(n, n − 1) then, for any E ∈ K n with 0 ∈ int E, all λ ∈ (0, 1) and any u ∈ C(R ≥0 ),
Indeed, this follows from the concavity of the relative quermassintegrals in this setting (see e.g. [25, Theorem 7.7.2] ) jointly with Proposition 2.1, namely, W u ( · ; E) = n i=0 n i m u i W i ( · ; E). Coming back to the classical Wills functional, from (4.6) for u = π(·) 2 and E = B n 2 , we have Theorem 1.4:
Without any extra assumption on the convex bodies (cf. Remark 4.1), this (log-)concavity seems not possible to be improved: considering again the Wills functionals of Euclidean balls (see Example 4.1), numerical computations show that for the balls 0.2B n 2 and 0.05B n 2 (with λ = 1/2), the (1/(n + 1))-concavity does not hold in general for n > 2, i.e.,
moreover, these numerical calculations for the previous balls suggest that for any p > 3, there exists a value of the dimension n < p such that the (1/p)-concavity does not hold. However, dimension n = 2 is a singular case: here, the classical Wills functional is (1/(n + 1))-concave; we recall that, even in the planar case, the Wills functional is not (1/n)-concave, as mentioned in Example 4.1. This is the content of the following result, in which we exploit a suitable generalized Wills functional to derive additional information for the classical one. Theorem 4.3. Let K, L ∈ K 2 and λ ∈ (0, 1). Then
Proof. First we assume that there exists an increasing non-negative continuous function φ : [0, a] −→ R ≥0 , for some a > 0, such that
Then, the function G : 
for any convex body M ∈ K 2 . We consider the functions f = G d( · , K) , g = G d( · , L) and h = G d · , (1 − λ)K + λL . By the fundamental theorem of calculus, the derivative of G fulfils G ′ (t) = −φ(t) for all t ∈ [0, a], which, from the monotonicity of φ, implies that G is concave on [0, a]. This, together with (4.7) for E = B n 2 and the fact that G is a decreasing function, yields h (1 − λ)x + λy ≥ (1 − λ)f (x) + λg(y) for all x, y ∈ R 2 such that f (x)g(y) > 0. Thus, by the Borell-Brascamp-Lieb inequality (Theorem B), we get that
which, using (4.10), gives (4.8).
To conclude we prove the existence of such a function φ. We define it by φ(t) = a 1 + a 2 t + a 3 t 2 , for suitable a 1 , a 2 , a 3 ∈ R to be determined later on. Then, conditions (4.9) yield the system of linear equations in (a 1 , a 2 , a 3 )
whose solution is
By studying the sign of the above quadratic polynomials in the variable a, one finds we can choose an appropriate value of a, for instance a = 0.91, so that a i > 0 for all i = 1, 2, 3; therefore, φ is non-negative and increasing on [0, a]. This finishes the proof.
We conclude this section by showing that, although the additive version of the Brunn-Minkowski inequality does not hold for the Wills functional (cf. Example 4.1), W(·) satisfies a reverse Brunn-Minkowski inequality with exponent 1/n: we prove Theorem 1.6. Indeed, we state and show it in the more general setting of the generalized Wills functional. Proof. We may assume without loss of generality that 0 ∈ K ∩ L because the involved functionals are invariant under translations.
Theorem C yields the existence of T 1 , T 2 ∈ SL(n) and an absolute constant C > 0 such that
and, analogously,
On the other hand, writing T = T 2 T −1 1 and using Lemma 2.1 and Lemma 2.2, we have
we have, from Lemma 2.2, that
, and so we get
Altogether concludes the proof.
Rogers-Shephard type inequalities for the Wills functional
In this last section we obtain Rogers-Shephard type inequalities for the Wills functional. First we study section/projection Rogers-Shephard type relations.
5.1. The Wills functional for projections and sections. We start proving Theorem 1.7, for which we use the following result that we state in the general setting of the generalized Wills functional.
for every x ∈ H and
for all y ∈ H ⊥ , doing the suitable change of variable in each integral we get
this is,
Then, taking λ = 1/2,
or equivalently,
Together with (5.1) we get the result.
Remark 5.1. Since the maximum of the function (1 − λ) k/2 λ (n−k)/2 when λ ∈ (0, 1) is attained for λ = (n − k)/n, the best inequality which can be obtained from (5.2) would be W k n 1/2 P H K W n−k n 1/2 K ∩ H ⊥ ≤ n n/2 k k/2 (n − k) (n−k)/2 W(K).
Remark 5.2. The minimum in Theorem 1.7 may be attained in both values, even for the same sets, depending on k. For instance, if we consider the unit cube K = [0, 1] n and E = B n 2 , since W i (K) = κ i for i = 0, . . . , n, then n k W(K) = n k 2 n and 2 n/2 W √ 2K = n i=0 n i 2 n−i/2 .
In dimension n = 10, if k = 5 then 2 n/2 W √ 2K < n k W(K), whereas we get the opposite inequality when k = 5. |v| Π * f = 2
Then, using polar coordinates, we have
where σ denotes the Lebesgue probability measure on S n−1 (cf. [ vol Π * f κ n n−1 ≤ κ n n .
Using the above relations we can derive the maximal and minimal values of the Wills functional of the projections onto hyperplanes of a convex body, in terms of the Wills functional of the original set.
where C n and D n are given by C n = 1 2 n − 1 n n−1 κ n−1 κ (n−1)/n n and D n = (n!) 1/n κ 1/n n .
Moreover,
In particular, there exist absolute constants C and D such that
Proof. For the sake of brevity we write f = f π(·) 2 K,B n 2
. On one hand, from (5.3) and Lemma 2.3 we obtain (5.9) |v| Π * f = 2W P H v,0 K .
On the other hand, since f ∞ = 1, then
This fact, jointly with (5.5), implies that
vol Π * f and hence, together with (5.6), we get 1 2(n!) 1/n f
Taking into account (5.4), (2.14) and (5.9), the above inequality yields 1 (n!) 1/n κ 1/n n W(K) (n−1)/n ≤ 
Then, taking s = t κ (n−1)/n n 2 f n n−1 κ n−1 and using (5.6), we get
This inequality for s = 1/2 jointly with (2.14) and (5.9) yield
which implies (5.8), from the monotonicity (and the translation invariance) of the classical Wills functional.
The last assertion follows from the fact that both C n and D n / √ n are convergent to 1/2 and 2π/e, respectively, as may be seen by using Stirling's formula and the value of κ n .
We note that Theorem 5.1 holds true in the general setting of the generalized Wills functional W u ( · , E), but in that case, the bounds are given in terms of the functional W pu ( · , E) for the suitable p ≥ 1 (cf. (2.13)). We have settled the result for the classical functional because in this case the bounds are given in terms of W( ·) itself.
Rogers-Shephard inequalities for the classical Wills functional.
The classical Rogers-Shephard inequality for the difference body states that vol(K − K) ≤ 2n n vol(K) (see e.g. [25, Theorem 10.1.4]). A strengthening of this inequality was conjectured independently by Godbersen and Makai Jr., namely, that the mixed volume V K[i], −K[n − i] ≤ n i vol(K) (see [25, Note 5 for Section 10.1] and the references therein). Engaging progresses have been made recently on this conjecture in [5] . Also the corresponding upper bounds for the intrinsic volumes V i (K − K), i = 1, . . . , n − 1, are still unknown.
This subsection is devoted to studying Rogers-Shephard type inequalities for the classical Wills functional. We will provide two different upper bounds for W(K − K), which are obtained by using distinct techniques (we will exploit either the difference function, or a Rogers-Shephard type inequality for a log-concave function). These bounds will be not comparable in the sense that, depending on the dimension, one is better than the other.
First we prove Theorem 1.8. Indeed, profiting from (2.7), we get the following more general result for two convex bodies K, L ∈ K n . When λ = 1/2, we obtain Theorem 1.8.
Proof of Theorem 5.2. Let f = f π(·) 2 K,B n 2
(1 − λ) · and g = f π(·) 2 L,B n 2 (λ ·). Using Lemma 2.2 as well as the basic properties of the Asplund product we see that the λ-difference function associated to f and g can be written as = e − π 1−λ | · | 2 ⋆ e − π λ | · | 2 ⋆ χ (1−λ)K−λL (z).
(5.10)
Since, for any v ∈ R n , e − π 1−λ | · | 2 ⋆ e − π λ | · | 2 (v) = sup This concludes the proof.
It is known (see [4, Theorem 2.2] as well as [11] for related inequalities) that for a log-concave function f : R n −→ R ≥0 ,
wheref : R n −→ R ≥0 is given byf (x) = f (−x). We conclude the paper by using this result to obtain the last announced upper bound for the classical Wills functional of the difference body. Proof. Using (5.11) for λ = 1/2, namely e −2π| · | 2 ⋆ e −2π| · | 2 = e −π| · | 2 , we obtain that e −π| · | 2 ⋆ e −π| · | 2 = e − π 2 | · | 2 and thus, by Lemma 2.2, f π(·) 2 K,B n 2 ⋆f π(·) 2 K,B n 2 = e −π| · | 2 ⋆ χ K ⋆ e −π| · | 2 ⋆ χ −K = e − π 2 | · | 2 ⋆χ K−K = f π(·) 2 /2 K−K,B n 2
.
Since Remark 5.3. We observe that the bounds (1.6) and (5.13) are not comparable. For instance, if we consider the cube K = [0, 1/2] n , for which W i (K) = κ i /2 n−i , i = 0, . . . , n, then it is easy to check that 2 n W(2K) = 4 n < 2n n n i=0 n i 1 2 (n+i)/2 = 2n n 2 n/2 W √ 2 K for n = 9, whereas we get the opposite inequality when n = 3.
