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The logarithmic transformation is commonly applied to a lognormal data set to
improve symmetry, homoscedasticity, and linearity. Simple to implement and easy to
understand, the logarithm function transforms the original data to closely resemble a nor-
mal distribution. Analysis in the normal space provides point estimates and confidence
intervals, but transformation back to the original space using the naive approach yields
confidence intervals of impractical width. The naive approach applies the exponential func-
tion e to the parameter of interest in normal space to obtain the corresponding parameter
of interest in the original space. The naive approach offers results that are often inadequate
for practical purposes. We present an alternative approach that provides improved results
in the form of decreased interval width, increased confidence level, or both. Our alternative
approach yields dramatically improved results at small sample sizes drawn from the right
tail of the lognormal distribution.
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ŷ . . . . . . . . . . . . . . 22
3.5 Naive vs. Proposed Approach . . . . . . . . . . . . . . . . . . 25
IV. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Appendix A. Functions g(t) and g1(t) . . . . . . . . . . . . . . . . . . . . . 31
Appendix B. C factors: Land’s Exact Confidence Limits . . . . . . . . . . 33
Appendix C. Results of Zhou and Gao Simulation . . . . . . . . . . . . . . 35
Appendix D. Results of Olsson Simulation . . . . . . . . . . . . . . . . . . 38
Appendix E. Simulation Code . . . . . . . . . . . . . . . . . . . . . . . . . 39
Appendix F. Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . 44
Appendix G. Percent to Standard z-score Conversion . . . . . . . . . . . . 56
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57




1 Compression of Values with the Natural Logarithm . . . . . . . . . 2
2 Stretching of Values with the Natural Logarithm . . . . . . . . . . . 3
3 Equation trendlines . . . . . . . . . . . . . . . . . . . . . . . . . . . 23




1 Summary statistics for sample data . . . . . . . . . . . . . . . . . . 15
2 Percentiles and associated values in log space and normal space . . 19
3 Values of tn−1,α/2 where n = sample size and α = 0.95 . . . . . . . 20
4 Naive Approach Simulation Results – z-statistic . . . . . . . . . . . 20
5 Naive Approach Simulation Results – t-statistic . . . . . . . . . . . 21
6 Values of c providing superior results . . . . . . . . . . . . . . . . . 22
7 Equation comparison at percentile p . . . . . . . . . . . . . . . . . . 23
8 Percentile Dependent Equation Simulation Results . . . . . . . . . . 24
9 Small Sample and High Percentile Confidence Level and Interval Width 26
10 Comparison of Naive Approaches with p equation . . . . . . . . . . 27
11 The function g(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
12 The function g(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
13 The function g1(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
14 One-sided (upper) confidence limits - 15 degrees of freedom . . . . . 33
15 One-sided (upper) confidence limits - 15 degrees of freedom . . . . . 34
16 Coverage probabilities, coverage errors, length and relative biases of
two-sided 90% CI for various methods with µ = −σ22 and n = 11 . . 35
17 Coverage probabilities, coverage errors, length and relative biases of
two-sided 90% CI for various methods with µ = −σ22 and n = 101 . 36
18 Coverage probabilities, coverage errors, length and relative biases of
two-sided 90% CI for various methods with µ = −σ22 and n = 400 . 37
19 Percent of all intervals that cover the true parameter value . . . . . 38
20 10th Percentile: ŷ ± m
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√
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SMALL SAMPLE CONFIDENCE INTERVALS IN LOG SPACE
BACK-TRANSFORMED FROM NORMAL SPACE
I. Introduction
1.1 General Issue
In regression modeling, transformations are often applied to satisfy the homogeneity
of variance assumption and to linearize the fit as much as possible (Transformations to
Improve Fit, 2005). In practice, the logarithmic transformation often works well to satisfy
these requirements. Thus a data set may be transformed to normal space by taking the
logarithm of each data point. The two most commonly applied logarithms are the natural
logarithm (base e) and the common logarithm (base 10). It is necessary to specify which
logarithm is being applied and the same logarithm must be used throughout the regression.
However, switching between different kinds of logarithms involves multiplying by the proper
constant.
According to Dallal, “there are three reasons why logarithms should interest us”(Dallal,
2005).
• First, many statistical techniques work best with data that are single-peaked and
symmetric (symmetry).
• Second, when comparing different groups of subjects, many techniques work best
when the variability is roughly the same within each group (homoscedasticity).
• Third, it is easier to describe the relationship between variables when it’s approxi-
mately linear (linearity). (Dallal, 2005).
When these conditions are not true in the original data, they can often be achieved by
applying a logarithmic transformation. However, since the logarithm of a non-positive
number does not exist, a positive constant must be added to a data set not bounded below
by zero. This allows for the use of a logarithmic transformation but shifts the central
tendency of the data. Once again, the specific logarithm used is not as important as
maintaining the same logarithm throughout the regression, as it is easy to change between
logarithms.
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A logarithmic transformation produces from a skewed right distribution, a distribu-
tion in which “the left tail (the smaller values) is tightly packed together and the right tail
(the larger values) is widely spread apart,...a data set that is closer to symmetric” (Simon,
2005). Symmetry is accomplished by compressing the upper tail of the distribution while
stretching out the lower end (Dallal, 2005). The logarithm function compresses together
large data values (values greater than 1) and stretches small values apart (values less than
1). The further the data points are from 1, the greater the effect of the logarithm function.
The compression and stretching of the logarithm only have a significant impact with data
having a wide range, i.e. the maximum value is at least three times larger than the min-
imum value (Simon, 2005). The compression and stretching of values are demonstrated
with the natural logarithm in Figures 1 and 2.
Figure 1 Compression of Values with the Natural Logarithm
In Figure 1, the first two values of 2.0 and 2.2 have respective logarithms of 0.69 and
0.79 which are much closer together than the original data points. The second two values
of 2.6 and 2.8 have respective logarithms of 0.96 and 1.03 which are compressed even more.
In Figure 2, the first two values of 0.4 and 0.45 have respective logarithms of -0.92 and
-0.80 which are further apart, or stretched, in relation to the original data. The second two
values of 0.2 and 0.25 have respective logarithms of -1.61 and -1.39 which are stretched even
2
Figure 2 Stretching of Values with the Natural Logarithm
further. Thus, applying a logarithmic transformation to a right skewed distribution often
results in a more symmetric distribution. As a note of caution, a logarithmic transformation
could actually make things worse in a symmetric or left skewed distribution (Simon, 2005).
In addition to producing a more symmetric distribution, a logarithmic transforma-
tion can improve homoscedasticity. Homoscedasticity implies constant variability over
the range of the dependent variable or similarity of within-group variability. When data
is partitioned into groups, it is common for groups with larger values to have greater
within-group variability (Dallal, 2005). “A logarithmic transformation will often make the
within-group variability more similar across groups” (Dallal, 2005). This is due to the
compression property of the logarithmic transformation demonstrated in Figure 1. The
logarithmic transformation compresses groups with larger standard deviations more than
it compresses groups with smaller standard deviations (Simon, 2005). We next look at the
third of Dallal’s reasons as to why the logarithm should interest us: linearity.
When a statistical model is used to describe the relationship between two measure-
ments, there is no guarantee that the association between the measurements will be linear.
When logarithmic transformations are applied to both variables, the association often be-
3
comes linear. As Dallal stated earlier, an approximately linear relationship is much easier
to describe.
Another factor to consider is the data points classified as outliers on the high end, or
to the far right, of a distribution. The compression of large values under the logarithmic
transformation can pull the outlier back in closer to the data (Simon, 2005). However,
if a value is close to the low end of the distribution, or to the far left and less than one,
a logarithmic transformation can force a non-outlier to become an outlier, due to the
stretching property of the logarithm.
We have now seen that a logarithmic transformation may improve symmetry, ho-
moscedasticity, and linearity. This transformation is used “because sometimes it’s easier
to analyze or describe something in terms of log-transformed data than in terms of the
original values” (Dallal, 2005).
1.2 Specific Issue
Once data has been transformed, using a logarithm function, and analysis performed,
it is often necessary to back-transform and report results on the original scale. This back-
transformation is cause for both concern and interest. Certain parameters in the original
scale are easily obtained, while other parameters are not so trivial.
The mean, median, and confidence interval for the median of the original scale can
be obtained from the log scale. The median (or geometric mean) on the original scale is
found by the back-transform of the mean on the log-scale. Similarly, the confidence interval
for the median in the original space is found by back-transforming the confidence interval
for the mean on the log scale. The median and the confidence interval are merely simple
back-transforms from the log scale to the original scale. However, the simplicity ends at
this point. It is possible to obtain the mean on the original scale from the mean on the log
scale. Schwarz provides the following equation for log-normal data,







Distributions transformed using a function other than the logarithm will result
in a different formula for the mean on the original scale (Schwarz, 2005). The back-
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transformation of the standard deviation does not work. A close approximation, given by
Schwarz, is





Now that the specific issue concerning the back-transformation from normal space to the
original (log) space has been identified, we turn our focus to the specific research objec-
tives.
1.3 Research Objectives
The lack of a back-transformation for the standard deviation motivates the primary
focus of this paper. This problem arose after reviewing Estimate at Completion: A Regres-
sion Approach to Earned Value (Tracy, 2005). In this thesis, a data set was transformed us-
ing the natural logarithm to obtain normalization and symmetry. Upon back-transforming
the data to the original scale, confidence intervals in the original space appeared quite large.
In particular, the variance and associated confidence intervals seemed large. This research
looks to reduce the width of the confidence interval while maintaining or increasing the
confidence level when back-transforming from normal space to the original space.
1.4 Synopsis of Research
The logarithmic transformation can be highly beneficial in regression models. The
logarithm function can be applied to a data set to facilitate the description and the com-
putations of a particular distribution. Back-transforming from the log space to the original
space is of special interest. In the following chapter, this thesis examines previous studies
dealing with this back-transformation. We introduce a series of alternative approaches for
improving and/or reducing the width of the confidence intervals after back-transformation
in Chapter III. Through this series we propose an approach that yields improved results




A logarithmic transformation is often applied to a data set to facilitate the ease of obtaining
parameter estimates and confidence intervals about these estimates. However, in many
applications it is desirable to have these estimates and confidence intervals in terms of the
untransformed data, rather than in terms of the transformed data. Thus, we first explore
previous research focusing on this topic.
2.1 Distribution of a Variate whose Logarithm is Normally Distributed
According to Finney, “the object . . . is to derive, from the sufficient statistics for the
normal distribution obtained from the transformed data, efficient estimates both of the
mean and of the variance of the population” (Finney, 1941). Let X be a variate of the
original data and let Y = log X be normally distributed with mean µ and variance σ2.





From (1), the moments of the distribution may be obtained; in particular, the mean, θ,












To determine an estimation for the moments, Finney supposes that a sample of n
objects is taken from the population. The sufficient statistics for the estimation of the












(yi − y)2 , (5)
where
yi = sample points,
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y = sample mean.
Finney determined, through some derivation, that efficient estimates of the mean m and

























j=2(n + 2j − 3)
, (9)







Tables of g(t) and g1(t) have been calculated (Aitchison and Brown, 1957) and abbreviated
versions are given in Appendix A. The series g(t) converges slowly, utilizing the available
computing power at that time, making it unsuitable for computational purposes except for




1− t(t + 1)
n
+
t2(3t2 + 22t + 21)
6n2
+ . . .
)
, (11)






































Finney proposes that a sample size of n > 50 in (12) and n > 100 in (13), both clearly not
small samples, are safe limits for estimation (Finney, 1941).
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2.2 The Lognormal Distribution
Aitchison and Brown define the lognormal distribution as “the distribution of a vari-
ate whose logarithm obeys the normal law of probability” (Aitchison and Brown, 1957). In
The Lognormal Distribution (Aitchison and Brown, 1957), credit is given to D. McAlister
for explicitly defining the theory of the lognormal distribution. In a paper presented in
1879 to the Royal Society of London, McAlister “gave expressions for the mean, median,
mode and the second moment of the distribution, together with the quartiles and octiles”
(Aitchison and Brown, 1957). The history of the lognormal distribution, as described by
Aitchison and Brown, was precarious and sporadic having “remained the Cinderella of dis-
tributions” (Aitchison and Brown, 1957). A detailed history of the lognormal distribution
is outlined in The Lognormal Distribution (Aitchison and Brown, 1957).
Let X (0 < x < ∞) be a positive random variable such that Y = log X is normally
distributed with mean µ and variance σ2. Then X is lognormally distributed denoted a
Λ-variate. The distribution functions of X and Y are denoted by Λ(x|µ, σ2) and N(y|µ, σ2)
respectively.
Before determining which estimation procedures yield better estimates, it is necessary
to define what properties a good estimator is expected to possess.
The three main criteria usually suggested are the following, of which the first
two are theoretical, and the third is practical in nature (Aitchison and Brown,
1957):
1. The estimator should be unbiased [when the expected value, with respect
to θ, of a point estimate W of a parameter θ = θ (EθW = θ)], or, when
only large samples are in question, asymptotically unbiased (consistent).
2. The variance of the estimator should be as small as possible.
3. The calculations involved should be reasonable and within the capabilities
of the available computing machinery (Aitchison and Brown, 1957).
The first two criteria combine to make up the mean squared error (MSE) of an estimator
(Casella and Berger, 2002:330). Thus, the estimation procedure should offer a small MSE
and should be reasonable to implement and compute.
Aitchison and Brown (1957) examined the method of maximum likelihood, the
method of moments, the method of quantiles, and a graphical method in determining
which estimation procedure was better for determining estimates of the mean and variance
8
of a lognormal distribution. The method developed by Finney, which is equivalent to the
method of maximum likelihood, was found to be the most desirable and is the procedure
recommended by Aitchison and Brown. Established theory provides no means of obtaining
exact confidence intervals for the mean and variance of a lognormal distribution (Aitchison
and Brown, 1957).
2.3 Tables of Confidence Limits for Linear Functions of the Normal Mean and Variance
The tables provided by Land “define exact confidence intervals for linear functions
of the normal mean and variance, and approximate confidence intervals for nonlinear func-
tions” (Land, 1975). Land reemphasizes the idea that data transformation permits infer-
ences to be made easily in terms of means in the transformed (normal) scale, but inferences
about means in the original, untransformed scale are difficult and non-trivial (Land, 1975).
These difficulties arise due to the means of the original variates being functions of both
the means and variances of their normal transforms (Land, 1975). The tables provided by
Land provide an exact and optimal solution when X is lognormal (Land, 1975).
The tables consist of factors C such that µ̂ + 12 σ̂
2 + σ̂ν−
1
2 is an exact one-sided
confidence limit for µ + 12σ
2 based on the mean µ̂ and variance σ̂2 from a normal (µ, σ2)
random sample of size ν + 1 (Land, 1975). The factors C = C(S; ν, 1 − α) consist of the
arguments
S = σ̂ times an appropriate multiplier,
ν = degrees of freedom for σ̂2,
1− α = confidence level.







estimate µ̂ of µ [where γ is a function of a constant (possibly n)] and
a statistically independent σ
2χ2(ν)
ν estimate σ̂
2 of σ2 ” (Land, 1975). For example, if






estimates. Land provides the
following exact one-sided upper confidence limit of level 1− α for µ + λσ2:
Qλ = µ̂ + λσ̂2 + kSν−
1
















 α if λ > 01− α if λ < 0.
This limit also provides an exact one-sided level α lower confidence limit for µ + λσ2.
Two-sided limits, of level 1− 12α, with equal tail probabilities can be obtained in pairs.
As an example of this method (Land, 1975), let µ̂ = 1.6 and σ̂2 = 0.81 be the sample
estimates of the mean and variance of a lognormal variate. Consider a simple model in
which σ̂2 has 15 degrees of freedom and Var µ̂ = σ
2
16 . Then, λ =
1
2 , k = 1, and S = 0.9.
The values of the arguments for C are provided in the tables and inputting these values
yields C(0.9; 15, 0.95) = 2.554 (Land, 1975). From (12), the one-sided upper confidence
limit of level 0.95 is 2.598, whose exponential, 13.44, is the corresponding confidence limit
for E[X] (Land, 1975). From the tables, C(0.9; 15, 0.05) = −1.686, from which the one-
sided level 0.95 lower limit is obtained and is equal to 1.613, whose exponential, 5.019,
is the corresponding limit for E[X]. Also, the equi-tailed two-sided confidence interval
of level 0.90 is (1.613, 2.598), and the interval of the exponentials, (5.019, 13.44), is the
corresponding confidence interval for E[X] (Land, 1975).
Land (1975) indicates that for values of S, ν not listed in tables, C = C(S; ν, 1 −
α) must be obtained by interpolation. The table for the above example can be found
in Appendix B; a complete table for the values C can be found in Selected Tables in
Mathematical Statistics, Volume III published in American Mathematical Society in 1975.
2.4 Calculating Confidence Intervals for the Mean of a Lognormally Distributed Variable
T. B. Parkin, S. T. Chester, and J. A. Robinson conducted a study to report efficacy
of different methods for “constructing confidence intervals about the mean of a lognormally
distributed variable” (Parkin and others, 1990). Performance was assessed by identifying
the proximity of the calculated probability levels for the confidence limits to the actual
probability levels.
10
Three of these methods provided close approximations with one in particular pro-
viding exact levels. The three methods are: a method devised by Cox (see Land, 1972); a
quantile method developed by the authors of this study; and an exact method developed
















where t is the critical value from the Student’s t distribution with n−1 degrees of freedom.
The quantile method “is based on the quantile corresponding to the mean p of the
lognormal distribution,” (Parkin and others, 1990) defined by






where X is distributed as a lognormal random variable and Φ is the cumulative distribution
function of a normal distribution. An estimate p̂ can be obtained from (16) using σ̂ (the
positive square root of the variance of the log-transformed values). The confidence limits
are estimated by selecting the appropriate order statistics,
LCL = x(r), (17)
UCL = x(s), (18)














p̂i (1− p̂)n−i ≤ 0.95 (20)
Precisely, r is the smallest integer such that (19) holds and s is the largest integer such
that (20) holds (Parkin and others, 1990).
For n > 20, values for r and s can be defined by




s = np̂ + z0.95
√
np̂(1− p̂), (22)
where z0.95 is the critical value from the standard normal distribution with α = 0.95. Since
(21) and (22) rarely yield integer solutions, r and s are obtained by rounding the results
to the next highest integer (Parkin and others, 1990).






















where CL and CU are calculated from a function depending on n (the number of observa-
tions), σ (the standard deviation of the log-transformed values) and the α level selected
(Parkin and others, 1990). Land developed an algorithm for computing these factors (Land,
1988).
Land’s method is preferred over the other methods, as it provides exact coverage at
the stated probability level for every lognormal population evaluated (Parkin and others,
1990). A small sample size (n < 20) posed problems for every method with the exception
of the method proposed by Land. The quantile method developed by Parkin, Chester,
and Robinson provided accurate results for n > 20. For 60 ≤ n ≤ 100, Cox’s method
yielded almost exact coverage. Cox’s method performed better (by providing nearly exact
coverage) than the quantile method for highly skewed distributions. Several conclusions
came out of this study.
1. Land’s method is the preferred method for all situations, as it provides exact confi-
dence limits.
2. With large sample sizes (n > 60), Cox’s method is a suitable alternative, since it
provides reasonably accurate coverage and it is simple to implement.
3. The quantile method developed by Parkin, Chester, and Robinson has applications
for medium to large sample sizes (n = 40− 100) (Parkin and others, 1990).
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2.5 Confidence Intervals for the Log-normal Mean
In a simulation study conducted by Zhou and Gao (1997), four main methods for the
construction of confidence intervals of lognormal means were evaluated for three criteria:
(i) coverage error, the absolute value of the difference between the nominal level of coverage
and the actual coverage probability; (ii) interval width; and (iii) relative bias, a measeure
of the magnitude of the bias. The four methods evaluated include a naive approach,
Cox’s method (Land, 1972), Angus’s conservative method (Angus, 1988), and a parametric
bootstrap method (Angus, 1994).
First, Zhou and Gao made the same initial assumptions as Finney. That is, X has
a two-parameter lognormal distribution and Y = log X is normally distributed with mean
µ and variance σ2. Then, equations (1), (2), (4), and (5) hold true. Zhou and Gao note
that the naive approach is the most commonly applied approach; Land’s exact method is
computationally complicated and the numerical algorithms are sometimes unstable; and
the three main approximate methods are Cox’s method and two different methods proposed
by Angus (Zhou and Gao, 1997).
The naive method involves two steps. First, a confidence interval for µ is constructed
using the normal theory. Second, an antilogarithm function is applied to these limits to
transform the limits back to the original scale. However, this confidence interval is for eµ
rather than for θ = eµ+
σ2
2 and is therefore biased for large σ2 (Zhou and Gao, 1997).
Cox’s method is based upon complete sufficient statistics and uniformly minimum
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Because the probability that log θ lies in the bounded region is at least 1−α, Angus


































































with χα(n− 1) denoting the α-percentile of the chi-square distribution with n− 1 degrees
of freedom.
In addition, Angus (1994) described a bootstrap method applied to (26). Letting
t0 and t1 be the lower and upper limits of V(θ), respectively, a theoretical 1 − α level

























The unknown quantiles t0 and t1 can be estimated by a parametric bootstrap sample (Zhou
and Gao, 1997).
The simulation study consisted of two-sided confidence intervals with equal tail prob-
abilities, three sample sizes of n = 11, 101, and 400, and variance ranging from 0.1 to 20.0.
The results of this study can be viewed in the tables of Appendix C. This simulation
study concluded that the naive method is inappropriate for constructing the desired con-
fidence intervals, Cox’s method is recommended for moderate to large sample sizes, and
the bootstrap method is recommended for small sample sizes (Zhou and Gao, 1997).
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2.6 Confidence Intervals for the Mean of a Log-Normal Distribution
Ulf Olsson (2005) examines five different methods for calculating confidence intervals
about the mean of a lognormal distribution. The same assumptions hold here as used by
Finney (1941) and Zhou and Gao (1997). That is, a logarithmic transformation is applied
to the original variable X and inferences are based on the transformed variable Y = log X.
In comparing the five methods for calculating the confidence intervals for E[X] = θ,
Olsson generated a numerical example using SAS r© (1997) software. A sample of n = 40
observations was generated from a lognormal distribution with mean µ = 5 and standard
deviation σ = 1. The population mean of X was calculated to be θ = 244.69. A log-
transform was then applied to the data and is summarized in Table 1 (Olsson, 2005).
Using the sample data provided in Table 1, confidence intervals about the mean of x were
Table 1 Summary statistics for sample data
Variable Mean Median Standard Deviation
x 274.963 177.350 310.343
y = log x 5.127 5.170 1.004
calculated using several methods, including a naive method, Cox’s method, a modified
version of Cox’s method, a method motivated by large sample theory, and a method based
on generalized confidence intervals.
The naive approach, as described previously, resulted in a point estimate for θ of
θ̂ = e5.127 = 168.51. A 95% confidence interval for µ was calculated to be [4.806, 5.448]
which resulted in confidence limits for θ of [122.24, 232.29]. Olsson notes that the naive
approach confidence interval is biased, in that it covers neither the population mean, 244.69,
nor the sample mean, 274.963 (Olsson, 2005).
Using Cox’s method, the resulting point estimate was θ̂ = 279.22. The 95% confi-
dence interval for log X is [5.248, 6.016] resulting in [190.24, 409.82] as the 95% confidence
interval for θ. The modified version of the Cox method consists of replacing z, the critical
value for the standard normal distribution, with t, the critical value of the Student’s t
distribution with degrees of freedom based on the degrees of freedom for the estimate of σ2
(Olsson, 2005). Two reasons for this modification is that a confidence interval for µ would
be based on t, and the resulting confidence interval coverage is closer to the nominal level
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(Olsson, 2005). This modified version yielded a 95% confidence interval for log X of [5.237,
6.027]. Taking the antilogarithm results in a 95% confidence interval for θ of [188.0, 414.7].
Another method (Krishnamoorthy and Mathew, 2003:108) for computing a confi-
dence interval for the mean of a lognormal distribution is as follows:
1. Calculate y and s2 from the data.
2. For i = 1 to m (where m is large, i.e. m = 10000)
• Generate Z ∼ N(0, 1) and U2 ∼ χ2(n−1)









3. (end i loop)
“For a 95% confidence interval, the 2.5% and 97.5% percentiles for T2 are calculated
from the 10000 simulated values” (Olsson, 2005). These percentiles form the limits in
a confidence interval for log θ. Thus, a 95% confidence interval for the lognormal mean is
calculated as [exp(t2;0.025), exp(t2;0.975)] (Olsson, 2005).
The last method is based on the untransformed data. The Central Limit Theorem
(CLT) gives us that if n is reasonably large, the distribution of a sample mean x can be
approximated with a normal distribution for a large class of distributions (Olsson, 2005).






With the sample data provided, (31) yields the confidence interval [178.84, 371.16].
After exploring each method, Olsson performed a simulation study comparing the
five methods with respect to the percentage of intervals that covered, were below, or were
above the true parameter value. The results of this simulation, summarized in Appendix
D, demonstrated that the modified Cox method and the generalized confidence interval
method provided better results. Both of the aforementioned methods yielded intervals
covering θ close to the desired 95% level for all sample sizes. “[T]he confidence intervals
based on the modified Cox method work well for practical purposes . . . a small disadvantage
[of the generalized confidence interval approach] is that it requires a computer to simulate
the sampling distribution” (Olsson, 2005).
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2.7 Comparison Between Prior Research and Current Research
All of the research reviewed in this chapter involves a static process. That is, the mean
of the lognormal distribution is determined from values, including the mean and variance,
corresponding to transformed data. This data, transformed with the natural logarithm,
takes on the form of a normal distribution. Values are then calculated in normal space
and equations are given to determine the mean of the untransformed data.
The method proposed in the following chapter defines a more dynamic process. While
the mean remains of utmost importance, it is the mean of a sample of data points rather
than the mean of the entire data set that is of interest. The alternative approach works
in a regression setting, in which the sample mean is a function of the sample data points.
The sample mean varies over the range of the sample data values, depending upon the
data points chosen for the random sample. The dynamics lie in the fact that removing,
adding, or changing a data point changes the output; namely, the sample mean. Therefore,
different samples result in different points along the regression line to be analyzed. The
confidence intervals of interest are those intervals about the sample mean.
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III. Methodology & Results
3.1 Background & Scope
Common practice involves transforming a lognormal distribution to a normal dis-
tribution, by taking the natural logarithm, to create symmetry, homoscedasticity, and
linearity. The transformed data is easily analyzed, as the normal distribution is well
known. However, given a point estimate and the associated confidence interval in the
normal space, the transformation back to log space poses problems. The width of the
confidence intervals, especially in the upper percentile region of the distribution, appear
to be large. In some cases, the intervals tend to be somewhat irrelevant due to their large
size. Also, the confidence itself comes into question as the confidence does not appear to
have a one-to-one relationship upon back-transformation. This research strives to increase
the confidence and decrease the width of the confidence interval upon back-transformation
from the normal space to the log space.
A simulation approach aims to answer the research questions. Transforming data
that follows or closely resembles a lognormal distribution to a normal distribution by
taking the natural logarithm is common, due in part to its simplicity. Thus, to stay in this
framework, simulation begins by generating a normal distribution, taking random samples,
and back-transforming to log space. Therefore, simulation, rather than another method,
such as bootstrapping, was chosen to allow the research to examine this very common
process.
3.2 Simulation Approach
Without loss of generality (WLOG), simulation occurs from a standard N(0,1) dis-
tribution. Each simulation consists of 100,000 runs conducted at seven different sample
sizes: 5, 10, 15, 20, 25, 30, and 100. Note that simulation utilizing the t-statistic, generally
used for small samples, excludes n = 100 and thus has only six different sample sizes.
Furthermore, simulation utilized five different percentiles of the distribution: 0.10, 0.25,
0.50, 0.75, and 0.90. Thus, sample sizes generated at five different percentiles allow for
both sample size and the percentile of the distribution from which the sample was drawn
from to be analyzed.
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In order to use simulation, the numerical value of each of these percentiles in both
the log space and the normal space had to be identified. The LOGINV function in
Microsoft r© Excel 2000 (1999) calculated the corresponding values in log space. The
random variables ln[X] and X are related to each other by either ln[·] or exp[·], depending
on the direction of the transformation (Burmaster and Hull, 1997). Therefore, the per-
centiles are related by the same transforms (Burmaster and Hull, 1997). Thus, finding the
corresponding values in normal space involved taking the natural logarithm of the values
in log space. Table 2 summarizes the findings.
Table 2 Percentiles and associated values in log space and normal space







The first step involved using the known naive approach to establish a baseline for
the back-transformation of point estimates and their associated confidence intervals. As
stated previously, the naive approach works by taking the natural exponent and raising it
to the lower and upper confidence limit and the point estimate itself. Performing simu-
lation using both the z-statistic and the t-statistic offers more comparison and takes into
consideration the fact that small sample sizes generally utilize the t-statistic for interval
estimation. The simulation code for the naive approach, using the z-statistic, is shown in
Appendix E. The simulation code for the naive approach using the t-statistic is slightly
different. The difference is in how L transformed and U transformed are computed. The
1.96 corresponding to z0.95 is replaced with the appropriate value for tn−1,α/2 given in
Table 3.
The code works by creating a 100,000 by n matrix, (where n is the sample size), with
entries from a normal random number generator. The percentile from which the samples
are drawn is dictated by the variable j (see Table 2). The mean and standard deviation are
then recorded for each row of the matrix. The lower and upper 95% confidence limits for
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the transformed data (normal space) are then recorded and back-transformed to log space.
The interval (Upper Confidence Limit - Lower Confidence Limit) for each of the 100,000
runs is recorded, the mean width is computed, and the total number of means falling in
that interval is determined. Counting the number of times that i, calculated as ej , falls
between the lower and upper confidence limit provides the empirical confidence level. The
results for the simulation of the naive approach using the z-statistic and the t-statistic are
given in Tables 4 and 5 respectively.
Table 4 Naive Approach Simulation Results – z-statistic
Sample Size
percentile 5 10 15 20 25 30 100
0.10 interval 0.5143 0.3552 0.2874 0.2478 0.2208 0.2011 0.1092
confidence 0.84483 0.90354 0.92068 0.92904 0.93321 0.93559 0.94646
0.25 interval 0.9387 0.6537 0.5269 0.4546 0.4049 0.3694 0.2005
confidence 0.84410 0.90441 0.92114 0.92852 0.93265 0.93651 0.94595
0.50 interval 1.8518 1.2796 1.0363 0.8918 0.7953 0.7248 0.3934
confidence 0.84452 0.90378 0.92138 0.92944 0.93584 0.93616 0.94707
0.75 interval 3.6295 2.5089 2.0337 1.7527 1.5615 1.4228 0.7722
confidence 0.84610 0.90381 0.92016 0.92821 0.93369 0.93567 0.9454
0.90 interval 6.6483 4.6199 3.7343 3.2180 2.8613 2.6080 1.4165
confidence 0.84499 0.90586 0.92118 0.92787 0.93310 0.93824 0.94615
The results from the naive approach demonstrate a wider interval and lower confi-
dence for smaller sample sizes with smaller intervals and greater confidence as the sample
sizes increase. As expected, the intervals at the lower percentiles are smaller than the in-
tervals for the higher percentiles. This observation stems from the lognormal distribution
being right-skewed. The observations suggest that the 95% confidence interval desired will
be attained as n approaches infinity.
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Table 5 Naive Approach Simulation Results – t-statistic
Sample Size
percentile 5 10 15 20 25 30
0.10 interval 0.8258 0.4187 0.3358 0.2657 0.2331 0.2105
confidence 0.93183 0.93897 0.95297 0.94543 0.94542 0.94512
0.25 interval 1.5121 0.7691 0.5828 0.4877 0.4279 0.3860
confidence 0.93106 0.93984 0.94258 0.94350 0.94500 0.94577
0.50 interval 2.9751 1.5055 1.1434 0.9572 0.8408 0.7583
confidence 0.93329 0.94017 0.94402 0.94577 0.94559 0.94662
0.75 interval 5.8301 2.9654 2.2417 1.8824 1.6504 1.4867
confidence 0.93179 0.93931 0.94315 0.94542 0.94593 0.94557
0.90 interval 10.6495 5.4290 4.1142 3.4503 3.0245 2.7286
confidence 0.93128 0.93966 0.94184 0.94423 0.94657 0.94616
3.4 Alternative Approaches
The naive approach calculation is based upon both the mean and the standard de-
viation in normal space. We propose a series of alternative approaches in which it is not
necessary to utilize the mean and the standard deviation. Our suggested method relies on
only the point estimate itself. The series of approaches posed in the upcoming sections
have the form ŷ±c
√
ŷ. In all simulations, ŷ = ey, where ŷ is the point estimate in log space
and y is the point estimate in normal space. WLOG, the variance has been standardized
to 1. Standardizing the variance removes the possibility of having to deal with different
formulas corresponding to different variances. We will now present our series of approaches
and compare these with the naive approach.
3.4.1 Approach 1: ŷ ± m
√
ŷ. In attempting to decrease the interval width and
increase the confidence, the first approach involved analyzing ŷ± m
√
ŷ with m ranging from
2 to 100. Originally, m ranged from 2 to 10. However, there appeared to be a trend in the
interval width further supported by taking roots up to 100. The data demonstrated that
the interval width seemed to approach 2 with larger m. The interval width has the form
2 m
√







2e(ln ŷ/m) = 2e0 = 2.
The simulation code can be seen in Appendix E and the results of the simulation can be
seen in Tables 20-24 in Appendix F.
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3.4.2 Approach 2: ŷ± 1m
√
ŷ. Looking specifically at ŷ±
√
ŷ, the confidence levels
appeared quite large with many extremely close to or at 100% confidence. This observation
led to a second approach, ŷ ± 1m
√
ŷ with m ranging from 2 to 10. Again, the code can be
found in Appendix E and the results of the simulation are in Tables 25-29 in Appendix F.
3.4.3 Approach 3: ŷ ± 1√n
a
√
ŷ. From these results, it appeared at first glance
that
√
n worked better than m. That is, it appeared that ŷ± 1√
n
√
ŷ offered better results.
However, with an increase in percentile it was necessary to divide n by a variable a to
obtain desirable results. The values attempted for a ranged from 1 to 15 depending on
the percentile being tested. In testing the 10th percentile, a = 1 provided superior results.
For the 25th percentile, values of 1 and 2 were used for a. Values of 3 and 4 were tried in
testing the 50th percentile, values of 5 through 8 for the 75th percentile, and values of 8
through 15 for testing the 90th percentile. The code utilized for these tests is in Appendix
E and the results are in Tables 30-34 in Appendix F.







ŷ. The equation offering better results, a smaller
interval width and increased confidence, appears to have the form ŷ ± c√
n
√
ŷ where c is
some constant. Through simulation, a numerical value for c at each percentile could be
found that offered desirable results. These values are given in Table 6.







With these values, the Microsoft r© Excel 2000 (1999) chart wizard plotted the data,
added an exponential trendline, and provided the equation of the trendline. The equation of





, where p is the percentile.
The second equation was approximated using Microsoft r© Excel 2000 (1999) with 89 =
0.8889 approximating 0.8821 and 3π2 = 4.7124 approximating e
1.5532 = 4.7266. The second
equation was also plotted using the Microsoft r© Excel 2000 (1999) chart wizard. Figure 3
shows the result of the chart wizard.
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Figure 3 Equation trendlines
Series 1 represents the original equation and Series 2 represents the approximated equation.
Figure 3 demonstrates that the two equations are very similar.







ŷ will be referred to as
the p equation. The two equations are compared at each percentile in Table 7. Thus, the
Table 7 Equation comparison at percentile p










p equation should offer desirable results in the form of reduced interval width, increased
confidence, or both. The simulation code is shown in Appendix E and Table 8 shows the
results.
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Table 8 Percentile Dependent Equation Simulation Results
Sample Size
percentile 5 10 15 20 25 30 100
Naive(z) 0.10 interval 0.5143 0.3552 0.2874 0.2478 0.2208 0.2011 0.1092
confidence 0.84483 0.90354 0.92068 0.92904 0.93321 0.93559 0.94646
Naive(t) 0.10 interval 0.8258 0.4187 0.3358 0.2657 0.2331 0.2105
confidence 0.93183 0.93897 0.95297 0.94543 0.94542 0.94512
p eqn 0.10 interval 0.5018 0.3502 0.2845 0.2461 0.2198 0.2006 0.1095
confidence 0.94452 0.94720 0.94876 0.95013 0.94863 0.94863 0.95067
Naive(z) 0.25 interval 0.9387 0.6537 0.5269 0.4546 0.4049 0.3694 0.2005
confidence 0.8441 0.90441 0.92114 0.92852 0.93265 0.93651 0.94595
Naive(t) 0.25 interval 1.5121 0.7691 0.5828 0.4877 0.4279 0.3860
confidence 0.93106 0.93984 0.94258 0.94350 0.94500 0.94577
p eqn 0.25 interval 0.8581 0.5982 0.4869 0.4206 0.3758 0.3427 0.1872
confidence 0.92547 0.92889 0.93023 0.92976 0.93093 0.93175 0.93172
Naive(z) 0.50 interval 1.8518 1.2796 1.0363 0.8918 0.7953 0.7248 0.3934
confidence 0.84452 0.90378 0.92138 0.92944 0.93584 0.93616 0.94707
Naive(t) 0.50 interval 2.9751 1.5055 1.1434 0.9572 0.8408 0.7583
confidence 0.93329 0.94017 0.94402 0.94577 0.94559 0.94662
p eqn 0.50 interval 1.7699 1.2351 1.0043 0.8688 0.7758 0.7075 0.3864
confidence 0.93936 0.94171 0.94447 0.94552 0.94482 0.94518 0.94703
Naive(z) 0.75 interval 3.6295 2.5089 2.0337 1.7527 1.5615 1.4228 0.7722
confidence 0.8461 0.90381 0.92016 0.92821 0.93369 0.93567 0.9454
Naive(t) 0.75 interval 5.8301 2.9654 2.2417 1.8824 1.6504 1.4867
confidence 0.93179 0.93931 0.94315 0.94542 0.94593 0.94557
p eqn 0.75 interval 3.6519 2.5501 2.0741 1.7927 1.6010 1.4604 0.7977
confidence 0.95158 0.95460 0.95474 0.95554 0.95677 0.95620 0.95624
Naive(z) 0.90 interval 6.6483 4.6199 3.7343 3.2180 2.8613 2.6080 1.4165
confidence 0.84499 0.90586 0.92118 0.92787 0.93310 0.93824 0.94615
Naive(t) 0.90 interval 10.6495 5.4290 4.1142 3.4503 3.0245 2.7286
confidence 0.93128 0.93966 0.94184 0.94423 0.94657 0.94616
p eqn 0.90 interval 6.2421 4.3580 3.5441 3.0627 2.7362 2.4959 1.3633
confidence 0.93409 0.93818 0.93926 0.93837 0.94015 0.94026 0.94026
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3.5 Naive vs. Proposed Approach
Comparing the p equation to the naive approach using the z-statistic, the results from
Table 8 demonstrate that the p equation provides smaller interval width and increased
confidence in most cases. At the 25th percentile, sample sizes of 25, 30, and 100 offer
smaller intervals; however, the confidence level falls slightly lower than that of the naive
approach. Similarly, a sample size of 100 at the 90th percentile offers a smaller interval
with a slightly smaller confidence level. Unfortunately, at the 75th percentile this approach
yields an increased interval width by approximately 0.04 units across the different sample
sizes. The benefit however, lies with the confidence level. At the 75th percentile, the
confidence level is greater than 95% at all sample sizes. In fact, the greatest benefit of this
approach is the higher confidence levels, especially at the smaller sample sizes. The naive
approach offers approximately 85%, 90%, and 92% confidence at sample sizes of 5, 10, and
15 respectively, while the new approach offers confidence levels greater than 92.5% in all
cases with many near or above the desired 95% level.
Comparing the p equation to the naive approach using the t-statistic, the results
demonstrate that the p equation provides smaller interval width, much smaller at the
small sample sizes, with a confidence level generally within ±1% of the naive approach
confidence level. The greatest benefit of the p equation over the t-statistic naive approach
can be seen at the small sample sizes, n = 5, 10, 15, towards the tail, p = 0.75, 0.90, of the
distribution. From the given results, an educated conjecture would be that as p → 1, the
benefit of the p equation would further increase.
The main drawback of this approach is the dependency upon the percentile p. Often
times, the user will not know p. Without knowing the percentile, the p equation can not
be utilized. However, with some work, the user is able to determine p. The question that
remains is whether the amount of work necessary to determine p is worth the improved
results of this approach.
The original desired result involved an equation free from dependency upon the
percentile. However, due to the nature of the lognormal distribution and the increased
variability of the estimates at higher percentiles, it became apparent that this method
required a knowledge of p. Methods for finding p are examined in the following chapter.
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IV. Conclusion
Starting with a lognormal distribution, or a data set that closely resembles a lognormal
distribution, a natural logarithm transformation converts the data to a normal distribution.
In the normal distribution, data is easily analyzed with respect to regression modeling, and
the confidence intervals are narrow with the desired level of confidence. However, upon
back-transformation to the original space, the confidence levels either drop to a level less
than that of the normal space or the interval width increases to a sometimes impractical
width. This phenomenon is more apparent with small sample sizes and towards the right
tail of the distribution, i.e. the higher percentiles of the distribution. This is demonstrated
for sample sizes of 5, 10, and 15 at the 50th, 75th, and 90th percentile in Table 9. To
view full results, see Table 8. Apparent from Table 9 is that the naive approach using
Table 9 Small Sample and High Percentile Confidence Level and Interval Width
Sample Size
percentile 5 10 15
Naive(z) 0.50 interval 1.8518 1.2796 1.0363
confidence 0.84452 0.90378 0.92138
Naive(t) 0.50 interval 2.9751 1.5055 1.1434
confidence 0.93329 0.94017 0.94402
Naive(z) 0.75 interval 3.6295 2.5089 2.0337
confidence 0.8461 0.90381 0.92016
Naive(t) 0.75 interval 5.8301 2.9654 2.2417
confidence 0.93179 0.93931 0.94315
Naive(z) 0.90 interval 6.6483 4.6199 3.7343
confidence 0.84499 0.90586 0.92118
Naive(t) 0.90 interval 10.6495 5.4290 4.1142
confidence 0.93128 0.93966 0.94184
the z-statistic offers a lower confidence level [than the 95% desired level] and the naive
approach using the t-statistic provides much wider intervals.
Table 9 demonstrates some disturbing properties. The naive approach using the z-
statistic increases the risk factor in making a decision by approximately threefold. A 95%
confidence interval in normal space correlates to an 85% confidence interval in the original
space. This implies that a decision-maker believes the risk of being incorrect is only 5%,
but the risk is actually 15%. Hence, the risk after back-transformation is three times
greater. In addition, the naive approach using the t-statistic generates much wider interval
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widths. Especially in the tail of the distribution, these interval widths do not provide a
reliable measure, as they are too large to be of practical use. Providing a method that
offers equal and/or higher confidence levels with equal and/or smaller intervals define the
overall goal of this thesis. That is, one wishes not only to decrease the risk factor involved
in making a decision, but also provide practical interval widths upon back-transformation.
The ad hoc simulation approach adopted permits the common framework of the nat-
ural logarithm transformation to be explored. That is, the simplicity and the commonality
of the natural logarithm transformation created a desire to explore a method that uti-
lized this common approach. The first approach, using ŷ ± m
√
ŷ, created a starting point.








ŷ demonstrated promising results. The results for sample sizes of 5, 10, and
15 are shown in Table 10.
Table 10 Comparison of Naive Approaches with p equation
Sample Size
percentile 5 10 15
Naive(z) 0.10 interval 0.5143 0.3552 0.2874
confidence 0.84483 0.90354 0.92068
Naive(t) 0.10 interval 0.8258 0.4187 0.3358
confidence 0.93183 0.93897 0.95297
p eqn 0.10 interval 0.5018 0.3502 0.2845
confidence 0.94452 0.94720 0.94876
Naive(z) 0.25 interval 0.9387 0.6537 0.5269
confidence 0.8441 0.90441 0.92114
Naive(t) 0.25 interval 1.5121 0.7691 0.5828
confidence 0.93106 0.93984 0.94258
p eqn 0.25 interval 0.8581 0.5982 0.4869
confidence 0.92547 0.92889 0.93023
Naive(z) 0.50 interval 1.8518 1.2796 1.0363
confidence 0.84452 0.90378 0.92138
Naive(t) 0.50 interval 2.9751 1.5055 1.1434
confidence 0.93329 0.94017 0.94402
p eqn 0.50 interval 1.7699 1.2351 1.0043
confidence 0.93936 0.94171 0.94447
Naive(z) 0.75 interval 3.6295 2.5089 2.0337
confidence 0.8461 0.90381 0.92016
Naive(t) 0.75 interval 5.8301 2.9654 2.2417
confidence 0.93179 0.93931 0.94315
p eqn 0.75 interval 3.6519 2.5501 2.0741
confidence 0.95158 0.95460 0.95474
Naive(z) 0.90 interval 6.6483 4.6199 3.7343
confidence 0.84499 0.90586 0.92118
Naive(t) 0.90 interval 10.6495 5.4290 4.1142
confidence 0.93128 0.93966 0.94184
p eqn 0.90 interval 6.2421 4.3580 3.5441
confidence 0.93409 0.93818 0.93926
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From Table 10, the p equation provides interval widths comparable to those using the
z-statistic naive approach and confidence levels comparable to those using the t-statistic
naive approach. Also, the p equation provides confidence levels of 92.5% or greater. Thus,
the threefold increase in risk when using the z-statistic naive approach is virtually erased.
The risk only slightly increases (from 5% to a maximum of 7.5%) upon back-transformation
to the original space. Since small sample confidence intervals are generally evaluated using
the t-statistic, comparing the p equation to the t-statistic method demonstrates the true
benefits. The intervals are much smaller when evaluated by the p equation than when
evaluated by the t-statistic naive approach. When the sample size is 5 (n = 5), the intervals
provided by the p equation are approximately 40% smaller than the intervals generated
by the t-statistic naive approach. Similarly, when the sample size is 10 (n = 10), there is
an approximate 20% decrease in interval width and when the sample size is 15 (n = 15),
there is an approximate 10-15% decrease in interval width. Because the interval widths are
wider at higher percentiles, it appears that the p equation offers even greater benefits, in
the form of total numeric decrease in interval width, as the percentile approaches 1. This is
beneficial since the interval widths of impractical width are generally at higher percentiles
where the variance is higher.
Obviously, the p equation offers better results, especially at small sample sizes and
higher percentiles. However, there remains some work for the user to accomplish to be
able to utilize the p equation. The percentile of the sample mean must be known. Find-
ing the percentile proves to be fairly simple. After the transformation to normal space,
the range (R) can be calculated as R = maximum observation - minimum observation.
Next, calculating the standard deviation (s) via the empirical rule follows, using s = R4
(Mendenhall and others, 1999:66-67). Dividing the range by 4 stems from using small
sample sizes; large sample sizes would warrant dividing the range by 6. Determining the






x = sample mean,
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x̄ = normal mean,
s = standard deviation.
From the standard z-score, a conversion to percentile uses a table such as the one in
Appendix G (Appendix A: The Conversion Table: How to Use it For Converting Scores,
2000-06). Figure 4 (The Empirical Rule, 2006) demonstrates approximate percentile and
z-score conversion. With p known, the user can utilize the p equation to find more desirable
results.
Figure 4 Percentile Relative to Standard z-score
Working within the normal distribution, the probability content within 1, 2, or 3
standard deviations of the mean is (Casella and Berger, 2002:104)
P (|X − µ| ≤ σ) = P (|Z| ≤ 1) = .6826
P (|X − µ| ≤ 2σ) = P (|Z| ≤ 2) = .9544
P (|X − µ| ≤ 3σ) = P (|Z| ≤ 3) = .9974
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where
X ∼ n(µ, σ2)
Z ∼ n(0, 1).
Since it is known that the p equation works well for percentiles above 50, if the sample
mean is greater than 1 standard deviation above the mean of the normal distribution, then
the p equation will definitely offer better results than the naive approach.
The p equation definitely offers better results than the naive approach at small sam-
ple sizes and high percentiles. With the percentile being fairly easy to calculate, this
alternative approach is simple to implement. While the p equation provides promising
results everywhere, the dramatic results fall under small sample size.
Several questions arise when considering the p equation. With the demonstrated
benefits and results of the p equation, is the approach suggested here the only approach
or the best approach? The answer to this question is probably not. The p equation is not
provided to be the ultimate answer to our original dilemma. The p equation is offered to
provide an alternative approach to the commonly applied naive approach. In addition, we
have demonstrated that our p equation performs better than the naive approach. Also, one
could explore the analytical properties of the p equation to attempt to determine exactly
why it performs better than the naive approach.
The p equation offers an alternative to the naive approach. Easy to implement, the
p equation outperforms the naive approach, especially at small sample sizes. The results
demonstrate a considerable decrease in interval width (40% at a sample size of 5) when
compared to the t-statistic naive approach and a dramatic decrease in risk (at least 50%)
when compared to the z-statistic naive approach. Possibly not the ultimate equation, the
p equation offers very promising results and provides an example for further research.
30
Appendix A. Functions g(t) and g1(t)
Table 11 The function g(t)
t \ n 10 20 30 40 50 100 200 500 1000
0.05 1.0458 1.0485 1.0494 1.0499 1.0502 1.0507 1.0510 1.0512 1.0512
0.10 1.0934 1.0992 1.1012 1.1022 1.1028 1.1040 1.1046 1.1049 1.1050
0.15 1.1427 1.1521 1.1553 1.1569 1.1579 1.1598 1.1608 1.1614 1.1616
0.20 1.1938 1.2072 1.2118 1.2142 1.2156 1.2185 1.2199 1.2208 1.2211
0.25 1.2468 1.2648 1.2710 1.2742 1.2761 1.2800 1.2820 1.2832 1.2836
0.30 1.3018 1.3248 1.3329 1.3370 1.3395 1.3446 1.3472 1.3488 1.3493
0.35 1.3587 1.3874 1.3976 1.4028 1.4060 1.4124 1.4157 1.4177 1.4184
0.40 1.4177 1.4527 1.4652 1.4716 1.4756 1.4836 1.4877 1.4902 1.4910
0.45 1.4788 1.5207 1.5359 1.5437 1.5485 1.5582 1.5632 1.5663 1.5673
0.50 1.5421 1.5917 1.6097 1.6191 1.6248 1.6366 1.6426 1.6463 1.6475
0.55 1.6076 1.6657 1.6869 1.6980 1.7048 1.7188 1.7259 1.7303 1.7318
0.60 1.6754 1.7428 1.7676 1.7806 1.7886 1.8050 1.8135 1.8186 1.8204
0.65 1.7457 1.8231 1.8519 1.8670 1.8763 1.8955 1.9054 1.9115 1.9135
0.70 1.8184 1.9068 1.9399 1.9574 1.9681 1.9904 2.0019 2.0090 2.0114
0.75 1.8936 1.9940 2.0319 2.0519 2.0643 2.0900 2.1033 2.1115 2.1142
0.80 1.9714 2.0848 2.1279 2.1508 2.1650 2.1944 2.2098 2.2192 2.2223
0.85 2.0519 2.1794 2.2283 2.2542 2.2703 2.3040 2.3215 2.3323 2.3360
0.90 2.1352 2.2779 2.3330 2.3624 2.3807 2.4189 2.4389 2.4512 2.4554
0.95 2.2214 2.3804 2.4424 2.4755 2.4962 2.5395 2.5622 2.7075 2.5809
1.00 2.3104 2.4872 2.5565 2.5938 2.6170 2.6659 2.6916 2.5762 2.7129
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Table 12 The function g(t)
t \ n 10 20 30 40 50 100 200 500 1000
1.05 2.4025 2.5984 2.6757 2.7174 2.7435 2.7985 2.8275 2.8454 2.8515
1.10 2.4977 2.7141 2.8002 2.8467 2.8759 2.9376 2.9702 2.9904 2.9973
1.15 2.5961 2.8345 2.9300 2.9818 3.0144 3.0834 3.1200 3.1427 3.1504
1.20 2.6978 2.9597 3.0655 3.1231 3.1594 3.2363 3.2773 3.3027 3.3114
1.25 2.8028 3.0901 3.2069 3.2707 3.3110 3.3967 3.4424 3.4709 3.4806
1.30 2.9114 3.2257 3.3544 3.4250 3.4696 3.5649 3.6158 3.6476 3.6584
1.35 3.0235 3.3668 3.5084 3.5862 3.6356 3.7412 3.7978 3.8332 3.8453
1.40 3.1393 3.5135 3.6689 3.7547 3.8092 3.9260 3.9889 4.0282 4.0417
1.45 3.2589 3.6661 3.8364 3.9307 3.9908 4.1199 4.1895 4.2332 4.2481
1.50 3.3824 3.8247 4.0111 4.1146 4.1807 4.3231 4.4001 4.4485 4.4650
1.55 3.5099 3.9897 4.1933 4.3068 4.3793 4.5361 4.6212 4.6747 4.6930
1.60 3.6415 4.1612 4.3832 4.5074 4.5870 4.7594 4.8532 4.9124 4.9326
1.65 3.7774 4.3394 4.5813 4.7171 4.8042 4.9935 5.0968 5.1621 5.1844
1.70 3.9176 4.5247 4.7878 4.9360 5.0313 5.2389 5.3525 5.4244 5.4490
1.75 4.0623 4.7173 5.0031 5.1646 5.2687 5.4961 5.6209 5.7000 5.7271
1.80 4.2116 4.9174 5.2275 5.4034 5.5170 5.7657 5.9027 5.9896 6.0194
1.85 4.3657 5.1253 5.4614 5.6527 5.7764 6.0482 6.1984 6.2938 6.3265
1.90 4.5246 5.3413 5.7052 5.9129 6.0477 6.3444 6.5087 6.6134 6.6493
1.95 4.6885 5.5657 5.9592 6.1847 6.3312 6.6547 6.8345 6.9491 6.9886
2.00 4.8575 5.7988 6.2239 6.4684 6.6276 6.9800 7.1764 7.3019 7.3451
Table 13 The function g1(t)
t \ n 10 20 30 40 50 100 200 500 1000
0.05 0.0527 0.0533 0.0535 0.0536 0.0536 0.0538 0.0538 0.0539 0.0539
0.10 0.1112 0.1135 0.1143 0.1148 0.1151 0.1156 0.1159 0.1161 0.1162
0.15 0.1757 0.1812 0.1833 0.1844 0.1851 0.1865 0.1873 0.1877 0.1879
0.20 0.2468 0.2573 0.2613 0.2634 0.2648 0.2675 0.2690 0.2697 0.2701
0.25 0.3249 0.3423 0.3491 0.3527 0.3550 0.3597 0.3622 0.3635 0.3642
0.30 0.4105 0.4372 0.4477 0.4534 0.4569 0.4644 0.4682 0.4705 0.4714
0.35 0.5041 0.5428 0.5582 0.5666 0.5718 0.5828 0.5887 0.5920 0.5935
0.40 0.6063 0.6599 0.6817 0.6935 0.7010 0.7167 0.7250 0.7299 0.7320
0.45 0.7176 0.7897 0.8194 0.8356 0.8459 0.8676 0.8792 0.8861 0.8888
0.50 0.8386 0.9332 0.9726 0.9943 1.0081 1.0374 1.0531 1.0625 1.0662
0.55 0.9699 1.0916 1.1429 1.1713 1.1894 1.2281 1.2490 1.2616 1.2664
0.60 1.1123 1.2660 1.3317 1.3683 1.3917 1.4420 1.4692 1.4858 1.4921
0.65 1.2664 1.4579 1.5408 1.5873 1.6170 1.6815 1.7166 1.7380 1.7461
0.70 1.4329 1.6687 1.7720 1.8303 1.8678 1.9494 1.9939 2.0214 2.0317
0.75 1.6128 1.8999 2.0273 2.0996 2.1463 2.2485 2.3046 2.3395 2.3523
0.80 1.8067 2.1531 2.3088 2.3978 2.4554 2.5822 2.6522 2.6959 2.7120
0.85 2.0155 2.4301 2.6189 2.7274 2.7981 2.9541 3.0408 3.0951 3.1150
0.90 2.2402 2.7329 2.9600 3.0915 3.1774 3.3681 3.4746 3.5417 3.5662
0.95 2.4817 3.0634 3.3350 3.4932 3.5969 3.8285 3.9586 4.0410 4.0709
1.00 2.7410 3.4239 3.7467 3.9359 4.0605 4.3401 4.4981 4.5986 4.6349
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Appendix B. C factors: Land’s Exact Confidence Limits
Table 14 One-sided (upper) confidence limits - 15 degrees of freedom
S .0025 .005 .01 .025 .05 .10
0.10 -3.057 -2.753 -2.442 -2.012 -1.663 -1.278
0.20 -2.959 -2.675 -2.383 -1.974 -1.639 -1.267
0.30 -2.883 -2.616 -2.339 -1.949 -1.625 -1.261
0.40 -2.828 -2.575 -2.310 -1.934 -1.618 -1.262
0.50 -2.791 -2.548 -2.293 -1.928 -1.620 -1.269
0.60 -2.769 -2.535 -2.288 -1.931 -1.629 -1.280
0.70 -2.759 -2.533 -2.292 -1.942 -1.643 -1.296
0.80 -2.761 -2.540 -2.304 -1.959 -1.662 -1.315
0.90 -2.774 -2.557 -2.324 -1.983 -1.686 -1.338
1.00 -2.794 -2.581 -2.351 -2.012 -1.715 -1.364
1.25 -2.878 -2.670 -2.443 -2.104 -1.803 -1.441
1.50 -2.997 -2.790 -2.563 -2.218 -1.909 -1.533
1.75 -3.144 -2.935 -2.704 -2.351 -2.029 -1.634
2.00 -3.311 -3.099 -2.862 -2.496 -2.162 -1.746
2.50 -3.693 -3.468 -3.216 -2.821 -2.452 -1.987
3.00 -4.118 -3.878 -3.605 -3.174 -2.767 -2.248
3.50 -4.572 -4.314 -4.019 -3.547 -3.099 -2.522
4.00 -5.047 -4.769 -4.449 -3.935 -3.443 -2.805
4.50 -5.536 -5.237 -4.891 -4.332 -3.794 -3.095
5.00 -6.037 -5.716 -5.343 -4.738 -4.153 -3.390
6.00 -7.062 -6.694 -6.264 -5.564 -4.882 -3.989
7.00 -8.109 -7.692 -7.204 -6.404 -5.624 -4.599
8.00 -9.170 -8.702 -8.154 -7.254 -6.374 -5.213
9.00 -10.24 -9.721 -9.113 -8.111 -7.129 -5.833
10.00 -11.32 -10.75 -10.08 -8.972 -7.888 -6.455
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Table 15 One-sided (upper) confidence limits - 15 degrees of freedom
S .90 .95 .975 .99 .995 .9975
0.10 1.325 1.743 2.130 2.618 2.978 3.337
0.20 1.361 1.800 2.212 2.737 3.130 3.525
0.30 1.406 1.871 2.311 2.880 3.312 3.749
0.40 1.460 1.954 2.428 3.047 3.523 4.010
0.50 1.524 2.050 2.562 3.239 3.763 4.307
0.60 1.596 2.160 2.712 3.453 4.032 4.638
0.70 1.677 2.280 2.879 3.687 4.326 4.998
0.80 1.765 2.412 3.059 3.940 4.642 5.384
0.90 1.861 2.554 3.251 4.209 4.976 5.791
1.00 1.963 2.704 3.454 4.491 5.325 6.215
1.25 2.242 3.109 3.998 5.240 6.249 7.332
1.50 2.544 3.544 4.579 6.034 7.223 8.502
1.75 2.862 4.000 5.183 6.857 8.228 9.707
2.00 3.191 4.470 5.804 7.699 9.254 10.93
2.50 3.870 5.435 7.078 9.415 11.34 13.43
3.00 4.565 6.422 8.376 11.17 13.47 15.96
3.50 5.271 7.422 9.689 12.93 15.61 18.51
4.00 5.983 8.429 11.01 14.71 17.76 21.07
4.50 6.699 9.442 12.34 16.49 19.92 23.64
5.00 7.418 10.46 13.67 18.28 22.09 26.22
6.00 8.862 12.50 16.35 21.87 26.43 31.39
7.00 10.31 14.55 19.03 25.46 30.78 36.56
8.00 11.77 16.60 21.72 29.06 35.14 41.74
9.00 13.22 18.65 24.41 32.67 39.51 46.93
10.00 14.68 20.71 27.10 36.28 43.87 52.12
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Appendix C. Results of Zhou and Gao Simulation
Table 16 Coverage probabilities, coverage errors, length and relative biases of two-sided
90% CI for various methods with µ = −σ22 and n = 11
σ2 Methods Coverage Coverage Length % CI % CI Relative
probability error > log θ < log θ bias
0.1 naive 0.8134 0.0866 0.3053 0.0242 0.1624 0.7406
conservative 0.9582 0.0582 0.5166 0.0374 0.0044 0.7895
parametric B 0.8996 0.0004 0.3557 0.0510 0.0494 0.0159
Cox’s method 0.8636 0.0364 0.3144 0.0508 0.0856 0.2551
0.5 naive 0.6442 0.2558 0.6828 0.0042 0.3516 0.9764
conservative 0.9660 0.0660 1.2687 0.0260 0.0080 0.5294
parametric B 0.9108 0.0108 0.9513 0.0438 0.0454 0.0179
Cox’s method 0.8664 0.0336 0.7783 0.0344 0.0992 0.4850
1.0 naive 0.4758 0.4242 0.9656 0.0008 0.5234 0.9969
conservative 0.9744 0.0744 1.9748 0.0140 0.0116 0.0938
parametric B 0.9170 0.0170 1.5901 0.0380 0.0450 0.0843
Cox’s method 0.8638 0.0362 1.2195 0.0240 0.1122 0.8238
2.0 naive 0.2404 0.6596 1.3655 0.0002 0.7594 0.9997
conservative 0.9768 0.0768 3.2401 0.0054 0.0178 0.5345
parametric B 0.9334 0.0334 2.8540 0.0230 0.0436 0.3093
Cox’s method 0.8614 0.0386 2.0167 0.0108 0.1278 0.8442
5.0 naive 0.0246 0.8754 2.1591 0.0000 0.9754 1.0000
conservative 0.9706 0.0706 6.8054 0.0012 0.0282 0.9184
parametric B 0.9506 0.0506 6.7812 0.0094 0.0400 0.6194
Cox’s method 0.8514 0.0486 4.2774 0.0024 0.1462 0.9677
20.0 naive 0.0000 0.9000 4.3182 0.0000 1.0000 1.0000
conservative 0.9576 0.0576 24.1736 0.0000 0.0424 1.0000
parametric B 0.9632 0.0632 27.4496 0.0044 0.0324 0.7609
Cox’s method 0.8376 0.0624 15.3278 0.0004 0.1620 0.9951
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Table 17 Coverage probabilities, coverage errors, length and relative biases of two-sided
90% CI for various methods with µ = −σ22 and n = 101
σ2 Methods Coverage Coverage Length % CI % CI Relative
probability error > log θ < log θ bias
0.1 naive 0.5102 0.3898 0.1032 0.0008 0.4890 0.9967
conservative 0.9306 0.0306 0.1181 0.0446 0.0248 0.2853
parametric B 0.9076 0.0076 0.1093 0.0460 0.0464 0.0043
Cox’s method 0.8946 0.0054 0.1058 0.0454 0.0600 0.1385
0.5 naive 0.0280 0.8720 0.2308 0.0000 0.9720 1.0000
conservative 0.9298 0.0298 0.2883 0.0386 0.0316 0.0997
parametric B 0.9288 0.0288 0.2861 0.0348 0.0364 0.0225
Cox’s method 0.8964 0.0036 0.2585 0.0408 0.0628 0.2124
1.0 naive 0.0002 0.8998 0.3264 0.0000 0.9998 1.0000
conservative 0.9284 0.0284 0.4468 0.0360 0.0356 0.0056
parametric B 0.9408 0.0408 0.4683 0.0272 0.0320 0.0811
Cox’s method 0.8982 0.0018 0.4009 0.0366 0.0652 0.2809
2.0 naive 0.0000 0.9000 0.4616 0.0000 1.0000 1.0000
conservative 0.9306 0.0306 0.7300 0.0308 0.0386 0.1124
parametric B 0.9538 0.0538 0.8140 0.0192 0.0270 0.1688
Cox’s method 0.9000 0.0000 0.6555 0.0314 0.0686 0.3720
5.0 naive 0.0000 0.9000 0.7298 0.0000 1.0000 1.0000
conservative 0.9314 0.0314 1.5274 0.0250 0.0436 0.2711
parametric B 0.9682 0.0682 1.8319 0.0118 0.0200 0.2579
Cox’s method 0.9028 0.0028 1.3729 0.0252 0.0720 0.4815
20.0 naive 0.0000 0.9000 1.4596 0.0000 1.0000 1.0000
conservative 0.9302 0.0302 5.4161 0.0230 0.0468 0.3410
parametric B 0.9728 0.0728 6.9070 0.0098 0.0174 0.2794
Cox’s method 0.8962 0.0038 4.8731 0.0236 0.0802 0.5453
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Table 18 Coverage probabilities, coverage errors, length and relative biases of two-sided
90% CI for various methods with µ = −σ22 and n = 400
σ2 Methods Coverage Coverage Length % CI % CI Relative
probability error > log θ < log θ bias
0.1 naive 0.0670 0.8330 0.0520 0.0000 0.9330 1.0000
conservative 0.9154 0.0154 0.0560 0.0490 0.0356 0.1584
parametric B 0.9092 0.0092 0.0546 0.0482 0.0426 0.0617
Cox’s method 0.9012 0.0012 0.0532 0.0494 0.0494 0.0000
0.5 naive 0.0000 0.9000 0.1162 0.0000 1.0000 1.0000
conservative 0.9136 0.0136 0.1366 0.0472 0.0392 0.0926
parametric B 0.9286 0.0286 0.1426 0.0368 0.0346 0.0308
Cox’s method 0.8992 0.0008 0.1299 0.0474 0.0534 0.0595
1.0 naive 0.0000 0.9000 0.1643 0.0000 1.0000 1.0000
conservative 0.9144 0.0144 0.2117 0.0442 0.0414 0.0327
parametric B 0.9388 0.0388 0.2330 0.0306 0.0306 0.0000
Cox’s method 0.9006 0.0006 0.2013 0.0446 0.0548 0.1026
2.0 naive 0.0000 0.9000 0.2324 0.0000 1.0000 1.0000
conservative 0.9170 0.0170 0.3457 0.0410 0.0420 0.0120
parametric B 0.9506 0.0506 0.4041 0.0228 0.0266 0.0040
Cox’s method 0.9010 0.0010 0.3289 0.0412 0.0578 0.1677
5.0 naive 0.0000 0.9000 0.3674 0.0000 1.0000 1.0000
conservative 0.9140 0.0140 0.7230 0.0394 0.0466 0.0837
parametric B 0.9662 0.0662 0.9052 0.0134 0.0204 0.2071
Cox’s method 0.8968 0.0032 0.6881 0.0398 0.0634 0.2287
20.0 naive 0.0000 0.9000 0.7348 0.0000 1.0000 1.0000
conservative 0.9138 0.0138 2.5635 0.0354 0.0508 0.1787
parametric B 0.9746 0.0746 3.3932 0.0098 0.0156 0.2283
Cox’s method 0.8960 0.0040 2.4402 0.0356 0.0684 0.3154
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Appendix D. Results of Olsson Simulation
Table 19 Percent of all intervals that cover the true parameter value
Naive approach Cox method Modified Cox method
n Below Covering Above Below Covering Above Below Covering Above
5 13.5 86.2 0.3 10.6 87.2 2.2 5.9 93.5 0.6
10 31.3 68.5 0.0 8.2 91.1 0.7 5.9 93.9 0.2
20 54.8 45.2 0.0 4.8 94.2 1.0 3.6 95.7 0.7
30 75.9 24.1 0.0 6.5 92.6 0.9 5.4 93.9 0.7
50 94.3 5.7 0.3 4.0 95.4 0.6 3.9 95.5 0.6
100 99.9 0.1 0.0 3.3 95.5 1.2 3.2 95.7 1.1
200 100.0 0.0 0.0 2.6 95.2 2.2 2.6 95.2 2.2
500 100.0 0.0 0.0 3.0 95.1 1.9 3.0 95.1 1.9
1000 100.0 0.0 0.0 3.3 94.4 2.3 3.3 94.4 2.3
Large sample approach Generalized CI
n Below Covering Above Below Covering Above
5 16.8 83.0 0.2 1.3 94.1 4.6
10 16.4 83.6 0.0 2.2 93.7 4.1
20 12.0 87.9 0.1 1.9 95.2 2.9
30 14.0 85.6 0.4 2.1 94.6 3.3
50 9.4 90.4 0.2 2.2 95.0 2.8
100 7.6 92.1 0.3 2.9 93.7 3.4
200 6.5 92.2 1.3 1.3 95.9 2.8
500 4.9 94.0 1.1 2.8 94.2 3.0
1000 4.8 93.8 1.4 2.3 95.8 1.9
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Appendix E. Simulation Code
X = zeros(100000, n);
for k = 1 : 100000
X(k, :) = j + randn(1, n);
end
y = mean(X ′, 1);
s = std(X ′, 1);
L transformed = y − 1.96s/
√
n;
U transformed = y + 1.96s/
√
n;
L = exp(L transformed);
U = exp(U transformed);
interval = U − L;
int = mean(interval′, 1)
ininterval = length(find(i ≤ U & i ≥ L))
percent = ininterval/100000
where
n = 5, 10, 15, 20, 25, 30, 100
i = 0.2776, 0.5094, 1.0000, 1.9630, 3.6022
j = −1.2816,−0.6745, 0.0000, 0.6745, 1.2816
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Simulation Code: ŷ ± m
√
ŷ
X = zeros(100000, n);
for k = 1 : 100000
X(k, :) = j + randn(1, n);
end
y = mean(X ′, 1);
s = std(X ′, 1);
for m = 2 : 100
L = exp(y)− m
√
exp(y);
U = exp(y) + m
√
exp(y);
interval = U − L;
int = mean(interval′, 1)




n = 5, 10, 15, 20, 25, 30, 100
i = 0.2776, 0.5094, 1.0000, 1.9630, 3.6022
j = −1.2816,−0.6745, 0.0000, 0.6745, 1.2816
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Simulation Code: ŷ ± 1m
√
ŷ
X = zeros(100000, n);
for k = 1 : 100000
X(k, :) = j + randn(1, n);
end
y = mean(X ′, 1);
s = std(X ′, 1);
for m = 2 : 10
L = exp(y)− 1m
√
exp(y);
U = exp(y) + 1m
√
exp(y);
interval = U − L;
int = mean(interval′, 1)




n = 5, 10, 15, 20, 25, 30, 100
i = 0.2776, 0.5094, 1.0000, 1.9630, 3.6022
j = −1.2816,−0.6745, 0.0000, 0.6745, 1.2816
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X = zeros(100000, n);
for k = 1 : 100000
X(k, :) = j + randn(1, n);
end
y = mean(X ′, 1);









interval = U − L;
int = mean(interval′, 1)
ininterval = length(find(i ≤ U & i ≥ L))
percent = ininterval/100000
where
n = 5, 10, 15, 20, 25, 30, 100
a = 1, 2, . . . , 15
i = 0.2776, 0.5094, 1.0000, 1.9630, 3.6022










X = zeros(100000, n);
for k = 1 : 100000
X(k, :) = j + randn(1, n);
end
y = mean(X ′, 1);

















interval = U − L;
int = mean(interval′, 1)




n = 5, 10, 15, 20, 25, 30, 100
p = 0.10, 0.25, 0.50, 0.75, 0.90
i = 0.2776, 0.5094, 1.0000, 1.9630, 3.6022
j = −1.2816,−0.6745, 0.0000, 0.6745, 1.2816
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Appendix F. Simulation Results




m 5 10 15 20 25 30 100
naive(z) interval 0.5143 0.3552 0.2874 0.2478 0.2208 0.2011 0.1092
confidence 0.84483 0.90354 0.92068 0.92904 0.93321 0.93559 0.94646
naive(t) interval 0.8258 0.4187 0.3358 0.2657 0.2331 0.2105
confidence 0.93183 0.93897 0.95297 0.94543 0.94542 0.94512
2 interval 1.0813 1.0672 1.0624 1.0602 1.0590 1.0578 1.0554
confidence 0.99988 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
3 interval 1.3200 1.3121 1.3094 1.3082 1.3076 1.3068 1.3056
confidence 0.99990 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
4 interval 1.4614 1.4564 1.4546 1.4539 1.4535 1.4543 1.4524
confidence 0.99986 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
5 interval 1.5545 1.5510 1.5498 1.5493 1.5490 1.5486 1.5483
confidence 0.99982 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
6 interval 1.6203 1.6177 1.6168 1.6164 1.6162 1.6159 1.6157
confidence 0.99981 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
7 interval 1.6692 1.6672 1.6665 1.6662 1.6661 1.6658 1.6657
confidence 0.99979 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
8 interval 1.7070 1.7054 1.7048 1.7046 1.7045 1.7043 1.7042
confidence 0.99979 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
9 interval 1.7370 1.7357 1.7352 1.7350 1.7350 1.7348 1.7348
confidence 0.99978 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
10 interval 1.7615 1.7604 1.7600 1.7598 1.7598 1.7596 1.7596
confidence 0.99978 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
20 interval 1.8765 1.8760 1.8758 1.8760 1.8760 1.8760 1.8759
confidence 0.99978 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
60 interval 1.9578 1.9577 1.9577 1.9578 1.9578 1.9577 1.9577
confidence 0.99977 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
100 interval 1.9746 1.9745 1.9745 1.9746 1.9745 1.9745 1.9745
confidence 0.99977 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
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m 5 10 15 20 25 30 100
naive(z) interval 0.9387 0.6537 0.5269 0.4546 0.4049 0.3694 0.2005
confidence 0.8441 0.90441 0.92114 0.92852 0.93265 0.93651 0.94595
naive(t) interval 1.5121 0.7691 0.5828 0.4877 0.4279 0.3860
confidence 0.93106 0.93984 0.94258 0.94350 0.94500 0.94577
2 interval 1.4645 1.4468 1.4401 1.4367 1.4339 1.4322 1.4295
confidence 0.99649 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
3 interval 1.6157 1.6072 1.6037 1.6020 1.6003 1.5993 1.5984
confidence 0.99636 0.99992 1.0000 1.0000 1.0000 1.0000 1.0000
4 interval 1.7007 1.6957 1.6936 1.6925 1.6913 1.6907 1.6903
confidence 0.99541 0.99989 1.0000 1.0000 1.0000 1.0000 1.0000
5 interval 1.7550 1.7517 1.7503 1.7495 1.7486 1.7482 1.7481
confidence 0.99475 0.99986 1.0000 1.0000 1.0000 1.0000 1.0000
6 interval 1.7926 1.7904 1.7893 1.7887 1.7880 1.7877 1.7877
confidence 0.99432 0.99985 1.0000 1.0000 1.0000 1.0000 1.0000
7 interval 1.8203 1.8186 1.8178 1.8173 1.8168 1.8165 1.8166
confidence 0.99405 0.99984 1.0000 1.0000 1.0000 1.0000 1.0000
8 interval 1.8414 1.8401 1.8395 1.8391 1.8386 1.8384 1.8385
confidence 0.99381 0.99982 1.0000 1.0000 1.0000 1.0000 1.0000
9 interval 1.8581 1.8571 1.8565 1.8563 1.8558 1.8556 1.8558
confidence 0.99368 0.99981 1.0000 1.0000 1.0000 1.0000 1.0000
10 interval 1.8716 1.8708 1.8703 1.8701 1.8697 1.8695 1.8697
confidence 0.99355 0.99980 1.0000 1.0000 1.0000 1.0000 1.0000
20 interval 1.9343 1.9340 1.9338 1.9338 1.9337 1.9337 1.9338
confidence 0.99320 0.99978 0.99999 1.0000 1.0000 1.0000 1.0000
60 interval 1.9777 1.9777 1.9777 1.9777 1.9776 1.9776 1.9777
confidence 0.99268 0.99966 0.99999 1.0000 1.0000 1.0000 1.0000
100 interval 1.9866 1.9866 1.9866 1.9866 1.9865 1.9865 1.9866
confidence 0.99261 0.99966 0.99999 1.0000 1.0000 1.0000 1.0000
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m 5 10 15 20 25 30 100
naive(z) interval 1.8518 1.2796 1.0363 0.8918 0.7953 0.7248 0.3934
confidence 0.84452 0.90378 0.92138 0.92944 0.93584 0.93616 0.94707
naive(t) interval 2.9751 1.5055 1.1434 0.9572 0.8408 0.7583
confidence 0.93329 0.94017 0.94402 0.94577 0.94559 0.94662
2 interval 2.0510 2.0256 2.0155 2.0129 2.0106 2.0100 2.0025
confidence 0.96845 0.99753 0.99981 1.0000 1.0000 1.0000 1.0000
3 interval 2.0226 2.0155 2.0066 2.0058 2.0048 2.0048 2.0011
confidence 0.96572 0.99600 0.99932 0.99994 0.99997 1.0000 1.0000
4 interval 2.0127 2.0065 2.0036 2.0033 2.0028 2.0029 2.0006
confidence 0.96091 0.99403 0.99901 0.99986 0.99995 0.99998 1.0000
5 interval 2.0082 2.0042 2.0022 2.0021 2.0018 2.0020 2.0004
confidence 0.95739 0.99257 0.99864 0.99978 0.99993 0.99998 1.0000
6 interval 2.0057 2.0029 2.0015 2.0015 2.0013 2.0015 2.0003
confidence 0.95470 0.99144 0.99843 0.99969 0.99992 0.99997 1.0000
7 interval 2.0042 2.0022 2.0010 2.0011 2.0010 2.0012 2.0002
confidence 0.95228 0.99072 0.99826 0.99959 0.99992 0.99997 1.0000
8 interval 2.0032 2.0017 2.0007 2.0009 2.0008 2.0010 2.0002
confidence 0.95052 0.99017 0.99814 0.99953 0.99991 0.99997 1.0000
9 interval 2.0025 2.0013 2.0006 2.0007 2.0006 2.0008 2.0001
confidence 0.94903 0.98958 0.99805 0.99945 0.99988 0.99997 1.0000
10 interval 2.0021 2.0011 2.0004 2.0006 2.0005 2.0007 2.0001
confidence 0.94797 0.98921 0.99795 0.99937 0.99987 0.99996 1.0000
20 interval 2.0003 2.0003 2.0001 2.0001 2.0001 2.0003 2.0000
confidence 0.94518 0.98737 0.99705 0.99926 0.99979 0.99994 1.0000
60 interval 2.0000 2.0000 2.0000 2.0000 2.0000 2.0001 2.0000
confidence 0.94207 0.98622 0.99669 0.99911 0.99974 0.99992 1.0000
100 interval 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000
confidence 0.94151 0.98597 0.99662 0.99908 0.99969 0.99992 1.0000
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m 5 10 15 20 25 30 100
naive(z) interval 3.6295 2.5089 2.0337 1.7527 1.5615 1.4228 0.7722
confidence 0.8461 0.90381 0.92016 0.92821 0.93369 0.93567 0.9454
naive(t) interval 5.8301 2.9654 2.2417 1.8824 1.6504 1.4867
confidence 0.93179 0.93931 0.94315 0.94542 0.94593 0.94557
2 interval 2.8723 2.8387 2.8263 2.8183 2.8177 2.8134 2.8052
confidence 0.88117 0.97273 0.99296 0.99820 0.99959 0.99987 1.0000
3 interval 2.5317 2.5189 2.5139 2.5103 2.5106 2.5086 2.5053
confidence 0.84061 0.95158 0.98320 0.99378 0.99786 0.99909 1.0000
4 interval 2.3819 2.3753 2.3725 2.3705 2.3709 2.3696 2.3679
confidence 0.82097 0.93768 0.97491 0.98970 0.99549 0.99785 1.0000
5 interval 2.2978 2.2938 2.2921 2.2907 2.2911 2.2902 2.2891
confidence 0.80917 0.92879 0.96886 0.98632 0.99335 0.99679 1.0000
6 interval 2.2440 2.2414 2.2402 2.2391 2.2396 2.2389 2.2381
confidence 0.80128 0.92239 0.96442 0.98360 0.99176 0.99594 1.0000
7 interval 2.2066 2.2048 2.2039 2.2031 2.2035 2.2030 2.2024
confidence 0.79554 0.91816 0.96154 0.98164 0.99058 0.99518 0.99999
8 interval 2.1792 2.1779 2.1772 2.1765 2.1769 2.1764 2.1760
confidence 0.79161 0.91460 0.95926 0.98013 0.98958 0.99448 0.99999
9 interval 2.1582 2.1572 2.1566 2.1561 2.1564 2.1560 2.1557
confidence 0.78839 0.91183 0.95719 0.97890 0.98858 0.99392 0.99999
10 interval 2.1416 2.1408 2.1403 2.1399 2.1402 2.1398 2.1396
confidence 0.78599 0.90980 0.95554 0.97803 0.98770 0.99327 0.99999
20 interval 2.0690 2.0689 2.0690 2.0687 2.0686 2.0687 2.0686
confidence 0.77584 0.89988 0.94872 0.97244 0.98422 0.99115 0.99999
60 interval 2.0226 2.0227 2.0227 2.0226 2.0226 2.0226 2.0226
confidence 0.76920 0.89360 0.94390 0.96886 0.98139 0.98925 0.99999
100 interval 2.0135 2.0136 2.0136 2.0135 2.0135 2.0135 2.0135
confidence 0.76767 0.89256 0.94290 0.96815 0.98080 0.98890 0.99999
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m 5 10 15 20 25 30 100
naive(z) interval 6.6483 4.6199 3.7343 3.2180 2.8613 2.6080 1.4165
confidence 0.84499 0.90586 0.92118 0.92787 0.93310 0.93824 0.94615
naive(t) interval 10.6495 5.4290 4.1142 3.4503 3.0245 2.7286
confidence 0.93128 0.93966 0.94184 0.94423 0.94657 0.94616
2 interval 3.8942 3.8422 3.8279 3.8192 3.8458 3.8106 3.7998
confidence 0.75639 0.90047 0.95618 0.98036 0.99040 0.99581 1.0000
3 interval 3.1012 3.0822 3.0773 3.0741 3.0731 3.0709 3.0671
confidence 0.65825 0.82045 0.89841 0.94047 0.96370 0.97934 0.99995
4 interval 2.7733 2.7634 2.7611 2.7595 2.7591 2.7578 2.7559
confidence 0.60957 0.77455 0.86017 0.91173 0.94092 0.96207 0.99962
5 interval 2.5952 2.5891 2.5878 2.5868 2.5866 2.5857 2.5846
confidence 0.58178 0.74656 0.83467 0.89081 0.92383 0.94926 0.99924
6 interval 2.4835 2.4794 2.4786 2.4779 2.4778 2.4771 2.4764
confidence 0.56364 0.72720 0.81714 0.87628 0.91174 0.93878 0.99877
7 interval 2.4071 2.4040 2.4035 2.4030 2.4029 2.4024 2.4019
confidence 0.55110 0.71286 0.80393 0.86492 0.90272 0.93038 0.99834
8 interval 2.3514 2.3491 2.3487 2.3483 2.3483 2.3479 2.3475
confidence 0.54139 0.70220 0.79421 0.85650 0.89582 0.92419 0.99798
9 interval 2.3092 2.3073 2.3070 2.3067 2.3067 2.3064 2.3061
confidence 0.53398 0.69387 0.78661 0.84950 0.88963 0.91939 0.99767
10 interval 2.2759 2.2744 2.2742 2.2740 2.2740 2.2737 2.2735
confidence 0.52781 0.68757 0.77997 0.84422 0.88467 0.91543 0.99735
20 interval 2.1329 2.1325 2.1326 2.1325 2.1324 2.1324 2.1323
confidence 0.49820 0.65858 0.75563 0.81857 0.86331 0.89540 0.99509
60 interval 2.0432 2.0432 2.0432 2.0432 2.0432 2.0432 2.0432
confidence 0.48166 0.63981 0.73651 0.80125 0.84712 0.88073 0.99338
100 interval 2.0258 2.0258 2.0258 2.0258 2.0258 2.0258 2.0258
confidence 0.47805 0.63585 0.73254 0.79746 0.84389 0.87757 0.99289
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m 5 10 15 20 25 30 100
naive(z) interval 0.5143 0.3552 0.2874 0.2478 0.2208 0.2011 0.1092
confidence 0.84483 0.90354 0.92068 0.92904 0.93321 0.93559 0.94646
naive(t) interval 0.8258 0.4187 0.3358 0.2657 0.2331 0.2105
confidence 0.93183 0.93897 0.95297 0.94543 0.94542 0.94512
2 interval 0.5401 0.5336 0.5313 0.5302 0.5293 0.5293 0.5275
confidence 0.95944 0.99640 0.99960 0.99995 0.99999 1.0000 1.0000
3 interval 0.3601 0.3557 0.3542 0.3535 0.3529 0.3529 0.3517
confidence 0.83515 0.95003 0.98381 0.99516 0.99808 0.99932 1.0000
4 interval 0.2701 0.2668 0.2656 0.2651 0.2647 0.2647 0.2638
confidence 0.70581 0.86311 0.93015 0.96525 0.98103 0.98992 1.0000
5 interval 0.2161 0.2134 0.2125 0.2121 0.2117 0.2117 0.2110
confidence 0.60029 0.76629 0.85416 0.91095 0.94040 0.96149 0.99985
6 interval 0.1800 0.1779 0.1771 0.1767 0.1764 0.1764 0.1758
confidence 0.51849 0.68001 0.77687 0.84429 0.88532 0.91587 0.99833
7 interval 0.1543 0.1524 0.1518 0.1515 0.1512 0.1512 0.1507
confidence 0.45433 0.60644 0.70511 0.77647 0.82387 0.86110 0.99279
8 interval 0.1350 0.1334 0.1328 0.1325 0.1323 0.1323 0.1319
confidence 0.40343 0.54493 0.64174 0.71504 0.76503 0.80426 0.98145
9 interval 0.1200 0.1186 0.1181 0.1178 0.1176 0.1176 0.1172
confidence 0.36191 0.49327 0.58579 0.65829 0.70939 0.75017 0.96338
10 interval 0.1080 0.1067 0.1063 0.1060 0.1059 0.1059 0.1055
confidence 0.32829 0.44936 0.53717 0.60663 0.65865 0.69992 0.94036
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m 5 10 15 20 25 30 100
naive(z) interval 0.9387 0.6537 0.5269 0.4546 0.4049 0.3694 0.2005
confidence 0.8441 0.90441 0.92114 0.92852 0.93265 0.93651 0.94595
naive(t) interval 1.5121 0.7691 0.5828 0.4877 0.4279 0.3860
confidence 0.93106 0.93984 0.94258 0.94350 0.94500 0.94577
2 interval 0.7305 0.7228 0.7197 0.7179 0.7174 0.7167 0.7148
confidence 0.87604 0.97091 0.99217 0.99783 0.99950 0.99984 1.0000
3 interval 0.4870 0.4819 0.4798 0.4786 0.4783 0.4778 0.4766
confidence 0.69915 0.85835 0.92792 0.96180 0.97973 0.98864 0.99999
4 interval 0.3653 0.3614 0.3599 0.3589 0.3587 0.3584 0.3574
confidence 0.56424 0.72922 0.82524 0.88234 0.91900 0.94374 0.99945
5 interval 0.2922 0.2891 0.2879 0.2871 0.2870 0.2867 0.2859
confidence 0.46720 0.62126 0.72260 0.78907 0.83846 0.87510 0.99480
6 interval 0.2435 0.2409 0.2399 0.2393 0.2391 0.2389 0.2383
confidence 0.39636 0.53723 0.63640 0.70373 0.75686 0.79981 0.98036
7 interval 0.2087 0.2065 0.2056 0.2051 0.2050 0.2048 0.2042
confidence 0.34404 0.47051 0.56368 0.62983 0.68240 0.72683 0.95392
8 interval 0.1826 0.1807 0.1799 0.1795 0.1794 0.1792 0.1787
confidence 0.30269 0.41884 0.50491 0.56830 0.61747 0.66199 0.92034
9 interval 0.1623 0.1606 0.1599 0.1595 0.1594 0.1593 0.1589
confidence 0.27038 0.37659 0.45451 0.51521 0.56130 0.60574 0.88150
10 interval 0.1461 0.1446 0.1439 0.1436 0.1435 0.1433 0.1430
confidence 0.24501 0.34122 0.41388 0.47041 0.51445 0.55749 0.84129
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m 5 10 15 20 25 30 100
naive(z) interval 1.8518 1.2796 1.0363 0.8918 0.7953 0.7248 0.3934
confidence 0.84452 0.90378 0.92138 0.92944 0.93584 0.93616 0.94707
naive(t) interval 2.9751 1.5055 1.1434 0.9572 0.8408 0.7583
confidence 0.93329 0.94017 0.94402 0.94577 0.94559 0.94662
2 interval 1.0260 1.0126 1.0075 1.0062 1.0054 1.0044 1.0011
confidence 0.73305 0.88225 0.94521 0.97316 0.98592 0.99352 1.0000
3 interval 0.6840 0.6751 0.6717 0.6708 0.6703 0.6696 0.6674
confidence 0.54139 0.70583 0.80245 0.86225 0.90185 0.93036 0.99913
4 interval 0.5130 0.5063 0.5038 0.5031 0.5027 0.5022 0.5006
confidence 0.42155 0.57205 0.66765 0.73339 0.78833 0.82640 0.98717
5 interval 0.4104 0.4051 0.4030 0.4025 0.4022 0.4017 0.4004
confidence 0.34348 0.47323 0.56212 0.62677 0.68229 0.72424 0.95331
6 interval 0.3420 0.3375 0.3358 0.3354 0.3351 0.3348 0.3337
confidence 0.28912 0.40251 0.48271 0.54220 0.59476 0.63536 0.90281
7 interval 0.2931 0.2893 0.2879 0.2875 0.2873 0.2870 0.2860
confidence 0.24937 0.34900 0.42111 0.47563 0.52406 0.56278 0.84641
8 interval 0.2565 0.2532 0.2519 0.2516 0.2514 0.2511 0.2503
confidence 0.21960 0.30724 0.37235 0.42294 0.46793 0.50376 0.78740
9 interval 0.2280 0.2250 0.2239 0.2236 0.2234 0.2232 0.2225
confidence 0.19611 0.27450 0.33333 0.37954 0.42202 0.45492 0.73254
10 interval 0.2052 0.2025 0.2015 0.2012 0.2011 0.2009 0.2002
confidence 0.17588 0.24902 0.30158 0.34402 0.38315 0.41348 0.68155
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m 5 10 15 20 25 30 100
naive(z) interval 3.6295 2.5089 2.0337 1.7527 1.5615 1.4228 0.7722
confidence 0.8461 0.90381 0.92016 0.92821 0.93369 0.93567 0.9454
naive(t) interval 5.8301 2.9654 2.2417 1.8824 1.6504 1.4867
confidence 0.93179 0.93931 0.94315 0.94542 0.94593 0.94557
2 interval 1.4362 1.4182 1.4122 1.4099 1.4085 1.4065 1.4026
confidence 0.57163 0.74042 0.82902 0.88844 0.92361 0.94917 0.99948
3 interval 0.9575 0.9454 0.9415 0.9399 0.9390 0.9377 0.9350
confidence 0.40417 0.54839 0.64136 0.70962 0.76376 0.80729 0.98205
4 interval 0.7181 0.7091 0.7061 0.7049 0.7042 0.7033 0.7013
confidence 0.30994 0.42762 0.50834 0.57217 0.62670 0.67081 0.92617
5 interval 0.5745 0.5673 0.5649 0.5639 0.5634 0.5626 0.5610
confidence 0.24949 0.34843 0.41780 0.47502 0.52451 0.56458 0.84760
6 interval 0.4787 0.4727 0.4707 0.4700 0.4695 0.4688 0.4675
confidence 0.21053 0.29398 0.35456 0.40213 0.44886 0.48451 0.76690
7 interval 0.4103 0.4052 0.4035 0.4028 0.4024 0.4019 0.4007
confidence 0.18114 0.25372 0.30687 0.34980 0.39184 0.42324 0.69244
8 interval 0.3590 0.3545 0.3531 0.3525 0.3521 0.3516 0.3506
confidence 0.15888 0.22279 0.26907 0.30865 0.34630 0.37436 0.62831
9 interval 0.3192 0.3151 0.3138 0.3133 0.3130 0.3126 0.3117
confidence 0.14165 0.19834 0.24015 0.27622 0.30985 0.33441 0.57376
10 interval 0.2871 0.2836 0.2824 0.2820 0.2817 0.2813 0.2805
confidence 0.12780 0.17926 0.21674 0.24982 0.28079 0.30255 0.52705
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m 5 10 15 20 25 30 100
naive(z) interval 6.6483 4.6199 3.7343 3.2180 2.8613 2.6080 1.4165
confidence 0.84499 0.90586 0.92118 0.92787 0.93310 0.93824 0.94615
naive(t) interval 10.6495 5.4290 4.1142 3.4503 3.0245 2.7286
confidence 0.93128 0.93966 0.94184 0.94423 0.94657 0.94616
2 interval 1.9459 1.9220 1.9130 1.9094 1.9078 1.9066 1.9003
confidence 0.44044 0.59592 0.69040 0.75962 0.81229 0.84996 0.99086
3 interval 1.2973 1.2813 1.2753 1.2729 1.2719 1.2711 1.2669
confidence 0.30280 0.42230 0.50247 0.56479 0.62141 0.66433 0.91968
4 interval 0.9730 0.9610 0.9565 0.9547 0.9539 0.9533 0.9501
confidence 0.23045 0.32373 0.39026 0.44344 0.49235 0.52900 0.81117
5 interval 0.7784 0.7688 0.7652 0.7637 0.7631 0.7626 0.7601
confidence 0.18521 0.26310 0.31668 0.36188 0.40338 0.43665 0.70615
6 interval 0.6486 0.6407 0.6377 0.6365 0.6359 0.6355 0.6334
confidence 0.15536 0.22065 0.26530 0.30404 0.34188 0.36972 0.61922
7 interval 0.5560 0.5491 0.5466 0.5455 0.5451 0.5447 0.5429
confidence 0.13339 0.19011 0.22964 0.26211 0.29620 0.32000 0.54688
8 interval 0.4865 0.4805 0.4782 0.4773 0.4770 0.4766 0.4751
confidence 0.11623 0.16620 0.20165 0.23037 0.26135 0.28210 0.48767
9 interval 0.4324 0.4271 0.4251 0.4243 0.4240 0.4237 0.4223
confidence 0.10403 0.14805 0.17969 0.20506 0.23227 0.25216 0.43773
10 interval 0.3892 0.3844 0.3826 0.3819 0.3816 0.3813 0.3801
confidence 0.09330 0.13309 0.16189 0.18443 0.20895 0.22766 0.39830
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Approach 5 10 15 20 25 30 100
naive(z) interval 0.5143 0.3552 0.2874 0.2478 0.2208 0.2011 0.1092
confidence 0.84483 0.90354 0.92068 0.92904 0.93321 0.93559 0.94646
naive(t) interval 0.8258 0.4187 0.3358 0.2657 0.2331 0.2105
confidence 0.93183 0.93897 0.95297 0.94543 0.94542 0.94512
a = 1 interval 0.4832 0.3374 0.2744 0.2371 0.2119 0.1932 0.1055
confidence 0.93378 0.93892 0.93934 0.93951 0.94106 0.94023 0.94205





Approach 5 10 15 20 25 30 100
naive(z) interval 0.9387 0.6537 0.5269 0.4546 0.4049 0.3694 0.2005
confidence 0.8441 0.90441 0.92114 0.92852 0.93265 0.93651 0.94595
naive(t) interval 1.5121 0.7691 0.5828 0.4877 0.4279 0.3860
confidence 0.93106 0.93984 0.94258 0.94350 0.94500 0.94577
a = 1 interval 0.6549 0.4569 0.3716 0.3213 0.2869 0.2616 0.1429
confidence 0.83068 0.83666 0.83747 0.83799 0.83567 0.83854 0.83906
a = 2 interval 0.9259 0.6464 0.5259 0.4544 0.4058 0.3701 0.2022
confidence 0.94554 0.94863 0.95008 0.95035 0.94995 0.95135 0.95229





Approach 5 10 15 20 25 30 100
naive(z) interval 1.8518 1.2796 1.0363 0.8918 0.7953 0.7248 0.3934
confidence 0.84452 0.90378 0.92138 0.92944 0.93584 0.93616 0.94707
naive(t) interval 2.9751 1.5055 1.1434 0.9572 0.8408 0.7583
confidence 0.93329 0.94017 0.94402 0.94577 0.94559 0.94662
a = 3 interval 1.5877 1.1092 0.9012 0.7793 0.6961 0.6352 0.3468
confidence 0.90904 0.91183 0.91390 0.91535 0.91591 0.91552 0.91547
a = 4 interval 1.8355 1.2802 1.0412 0.8999 0.8038 0.7332 0.4006
confidence 0.94731 0.95283 0.95151 0.95330 0.95348 0.95444 0.95392
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Approach 5 10 15 20 25 30 100
naive(z) interval 3.6295 2.5089 2.0337 1.7527 1.5615 1.4228 0.7722
confidence 0.8461 0.90381 0.92016 0.92821 0.93369 0.93567 0.9454
naive(t) interval 5.8301 2.9654 2.2417 1.8824 1.6504 1.4867
confidence 0.93179 0.93931 0.94315 0.94542 0.94593 0.94557
a = 5 interval 2.8773 2.0067 1.6304 1.4101 1.2592 1.1486 0.6274
confidence 0.88178 0.88396 0.88661 0.88780 0.88798 0.88760 0.89105
a = 6 interval 3.1520 2.1982 1.7860 1.5447 1.3794 1.2582 0.6873
confidence 0.91093 0.91525 0.91650 0.91702 0.91795 0.91818 0.92031
a = 7 interval 3.4045 2.3744 1.9291 1.6684 1.4899 1.3590 0.7424
confidence 0.93303 0.93662 0.93815 0.93889 0.93905 0.94022 0.94151
a = 8 interval 3.6396 2.5383 2.0623 1.7836 1.5928 1.4529 0.7936
confidence 0.94861 0.95268 0.95400 0.95448 0.95484 0.95530 0.95672





Approach 5 10 15 20 25 30 100
naive(z) interval 6.6483 4.6199 3.7343 3.2180 2.8613 2.6080 1.4165
confidence 0.84499 0.90586 0.92118 0.92787 0.93310 0.93824 0.94615
naive(t) interval 10.6495 5.4290 4.1142 3.4503 3.0245 2.7286
confidence 0.93128 0.93966 0.94184 0.94423 0.94657 0.94616
a = 8 interval 4.9187 3.4345 2.7969 2.4143 2.1580 1.9679 1.0749
confidence 0.85705 0.86080 0.86030 0.86172 0.86147 0.86443 0.86455
a = 9 interval 5.2170 3.6429 2.9666 2.5608 2.2889 2.0873 1.1401
confidence 0.87953 0.88297 0.88240 0.88376 0.88389 0.88623 0.88725
a = 10 interval 5.4992 3.8399 3.1270 2.6993 2.4127 2.2002 1.2018
confidence 0.89782 0.90171 0.90082 0.90241 0.90181 0.90434 0.90510
a = 11 interval 5.7677 4.0273 3.2797 2.8310 2.5305 2.3076 1.2605
confidence 0.91280 0.91666 0.91666 0.91786 0.91748 0.91933 0.91968
a = 12 interval 6.0241 4.2064 3.4255 2.9569 2.6430 2.4102 1.3165
confidence 0.92533 0.92894 0.92884 0.93033 0.93006 0.93126 0.93292
a = 13 interval 6.2701 4.3782 3.5654 3.0777 2.7509 2.5086 1.3703
confidence 0.93583 0.93939 0.93965 0.94074 0.94063 0.94134 0.94297
a = 14 interval 6.5068 4.5435 3.7000 3.1938 2.8548 2.6033 1.4220
confidence 0.94515 0.94827 0.94815 0.94949 0.94969 0.95054 0.95171
a = 15 interval 6.7352 4.7029 3.8298 3.3059 2.9550 2.6946 1.4719
confidence 0.95253 0.95538 0.95605 0.95761 0.95734 0.95770 0.95888
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Appendix G. Percent to Standard z-score Conversion
Table 35 Percent to Standard z-score Conversion
% z % z % z % z
0 -3.00
1 -2.33 26 -0.64 51 0.03 76 0.71
2 -2.05 27 -0.61 52 0.05 77 0.74
3 -1.88 28 -0.58 53 0.08 78 0.77
4 -1.75 29 -0.55 54 0.10 79 0.81
5 -1.65 30 -0.52 55 0.13 80 0.84
6 -1.56 31 -0.50 56 0.15 81 0.88
7 -1.48 32 -0.47 57 0.18 82 0.92
8 -1.41 33 -0.44 58 0.20 83 0.95
9 -1.34 34 -0.41 59 0.23 84 0.99
10 -1.28 35 -0.39 60 0.25 85 1.04
11 -1.23 36 -0.36 61 0.28 86 1.08
12 -1.18 37 -0.33 62 0.31 87 1.13
13 -1.13 38 -0.31 63 0.33 88 1.18
14 -1.08 39 -0.28 64 0.36 89 1.23
15 -1.04 40 -0.25 65 0.39 90 1.28
16 -0.99 41 -0.23 66 0.41 91 1.34
17 -0.95 42 -0.20 67 0.44 92 1.41
18 -0.92 43 -0.18 68 0.47 93 1.48
19 -0.88 44 -0.15 69 0.50 94 1.56
20 -0.84 45 -0.13 70 0.52 95 1.65
21 -0.81 46 -0.10 71 0.55 96 1.75
22 -0.77 47 -0.08 72 0.58 97 1.88
23 -0.74 48 -0.05 73 0.61 98 2.05
24 -0.71 49 -0.03 74 0.64 99 2.33
25 -0.67 50 0.00 75 0.67 100 3.00+
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