Since word embeddings have been the most popular input for many NLP tasks, evaluating their quality is of critical importance. Most research efforts are focusing on English word embeddings. This paper addresses the problem of constructing and evaluating such models for the Greek language. We created a new word analogy corpus considering the original English Word2vec word analogy corpus and some specific linguistic aspects of the Greek language as well. Moreover, we created a Greek version of WordSim353 corpora for a basic evaluation of word similarities. We tested seven word vector models and our evaluation showed that we are able to create meaningful representations. Last, we discovered that the morphological complexity of the Greek language and polysemy can influence the quality of the resulting word embeddings.
Introduction
Many unsupervised learning techniques have been proposed to obtain representations of words from text. Word embeddings, have been found to provide meaningful representations for words in an efficient way, so that they have become very common in many NLP tasks.
In most cases word embeddings are obtained as a product of training neural network-based models. Language modelling is a typical NLP task, where the objective is to predict the probability of the distribution over the next word. In these models, a word embedding is a vector that has a finite dimension, with the value of each dimension being a feature that weights the relation of the word with a "latent" aspect of the language. These features are jointly learned during unsupervised learning, with plain text data as input, which is not annotated. This principle is known as the distributional hypothesis (Harris, 1954) . The direct implication of this hypothesis is that the word meaning is related to the context where it usually occurs, so it is possible to compare the meanings of two words by applying statistical comparisons of their contexts. The latter is aligned with (Wittgenstein, 1953) who claimed that in most cases, the meaning of a word is its use. All these implications were confirmed by empirical tests carried out on human groups in (Rubenstein and Goodenough, 1965; Charles, 2000) .
Word embeddings are produced by performing unsupervised learning techniques, so the evaluation of them is an important issue. Much has been investigated about word embeddings of English words and phrases, but only little attention has been dedicated to other languages. The main objective of this work is to explore the behavior of state-of-the-art word embedding methods on Greek, which is a language that is characterised by a very rich morphology.
We introduce a new corpus for the word analogy task that inspects syntactic, morphosyntactic and semantic properties of Greek words and phrases. The proposed evaluation scheme is based on word analogies that were presented in (Mikolov et al., 2013b) . One of our main goals was to compare empirically the performance of different models trained on the largest so far available corpus, collected from about 20M URLs with Greek language content (Outsios et al., 2018) . Moreover, we introduce the basic word similarity corpora based on the original dataset WordSim353 (Finkelstein et al., 2002) translated to Greek.
Related Work
One of the most popular techniques for building distributional models is to train a neural network (Mikolov et al., 2013b) to predict a word given a context (CBOW), or a context given a word (Skip- gram), on the basis of a corpus in which every word occurrence represents one learning example. In this approach, word sense is represented as a vector of the neural network layer. Since word embeddings are produced by performing unsupervised learning techniques, the evaluation of them is an important issue. There is a wealth of research on evaluating unsupervised word embeddings, which can be broadly divided into intrinsic and extrinsic evaluation methods. Intrinsic evaluation mostly relies on word analogy questions and measures the similarity of words in the low-dimensional embedding space (Mikolov et al., 2013a; Gao et al., 2014; Schnabel et al., 2015) . Extrinsic evaluation assesses the quality of the word embeddings as features in models for other tasks, such as part-of-speech tagging (Collobert et al., 2011) , noun-phrase chunking and sentiment analysis (Schnabel et al., 2015) . In this work, we focus on intrinsic evaluation.
Most of the proposed evaluation schemes are based on word analogies that were presented in (Mikolov et al., 2013b) for English. However, there are several publications about other languages as well. For the Arabic language (Elrazzaz et al., 2017) , a benchmark has been created so that it can be utilized to perform intrinsic evaluation of different word embeddings.
It consists of nine relations, each consisting of over 100 word pairs. Next, an evaluation analogy corpus has been proposed for Croatian (Svoboda and Beliga, 2017) , which it consists of two groups of analogy questions, one for semantic analogies and one for syntactic as in the original one presented in (Mikolov et al., 2013b) for the English language. Semantic questions are divided into 9 categories, each having around 20-100 question pairs. The Syntactic part of corpus is divided into 14 categories. Moreover, research on the evaluation of word embeddings has been published for the Polish language (Mykowiecka et al., 2017) as well as Czech (Svoboda and Brychcin, 2016) . To the best of our knowledge, no work has been done so far on the evaluation of word embeddings produced from Greek text data.
Greek Web Corpus
Recently, the largest so far corpus available, collected/crawled from about 20M URLs with Greek language content was presented (Outsios et al., 2018) . Greek language n-grams are also offered. Some statistics of the Greek corpus are: raw crawled text: 10TB, final text: 50GB, tokens: ∼3B, unique sentences: 120M, unigrams ∼7M, bigrams: ∼90M, trigrams: ∼300 million. For evaluation, we produced different word embeddings, based on the latter as well as other corpora.
Evaluation Framework
Two different types of evaluation are mainly used, intrinsic and extrinsic. In intrinsic evaluation, we evaluate the trained word embeddings using semantic and syntactic analogies. For extrinsic evaluation, the trained models are applied to NLP tasks as POS tagging, sentence similarity, sentiment analysis and others. In this work, we focus on intrinsic evaluation and particularly in word similarity and word analogy.
Word Similarity
Word similarity method is based on the idea that the distances between words in an embedding space could be evaluated through human heuristic judgments on the actual semantic distances between these words. The assessor is given a set of pairs of words and asked to assess the degree of similarity for each pair. The distances between these pairs are also collected in a word embeddings space, and the two obtained dis- tances sets are compared. The more similar they are, the better the embeddings are (Baroni et al., 2014) . The most popular dataset for performing word similarity evaluation of word embeddings is WordSim-353, which includes 353 pairs assessed by semantic similarity with a scale from 0 to 10 (Finkelstein et al., 2002) . Word similarity in a specified vector-space can be obtained by computing the cosine similarity between the word vectors of a pair of words. Once the vectorspace similarity between the words is computed, we are able to obtain the lists of pairs of words sorted according to vector-space similarity, and human similarity. Computing Spearmans correlation (Well and Myers, 2003) between these ranked lists provides some insight into how well the learned word vectors capture intuitive notions of word similarity. To compare our different models, WordSim-353 dataset has been translated from English to Greek assuming that the grade of the evaluation of each pair is the same.
Word Analogy Evaluation
The first work to demonstrate the possibility of capturing relations between words as the offset of their vectors, was presented in (Mikolov et al., 2013b) . Solving word analogies became one of the most popular benchmarks for word embeddings on the assumption that linear relations between word pairs (such as king:man :: woman:queen) are indicative of the quality of the embedding. Word analogy evaluation is based on the idea that arithmetic operations in a word vector space could be predicted by humans: given a set of three words, a, a * and b, the task is to identify such word b * that the relation b : b * is the same as the relation a : a * and b (Turian et al., 2010; Pereira et al., 2016) . For example, with a=Paris, b=France, c=Moscow, then the target word would be Russia since the relation a : b is capital:country, so someone needs need to find which country's capital is Moscow. Particularly, to test if two pairs of words (a − b; c − d) represent analogy, we can perform the standard test on the vectors representing words: (b + c) − a and it is expected that, as a result, the nearest vector to the resulting one, would represent the word d. For the computation of the nearest vector to the resulting one, we consider the cosine similarity measure, which means that we consider as the nearest vector the one with the minimum angular distance from vector (b + c) − a. We will refer to this method as 3CosAdd (Mikolov et al., 2013b ). An alternative method was introduced by (Levy and Goldberg, 2014) for achieving better balance among the different aspects of similarity, who proposed switching from an additive to a multiplicative combination. The latter is known as 3CosMul method. 3CosAdd, method being a linear sum, allows one large similarity term to dominate the expression. It ignores that each term reflects a different aspect of similarity, and the different aspects have different scales. On the other hand, 3CosMul method amplifies the differences between small quantities and reduces the differences between larger ones. We show our greek word analogy benchmark in Table 1 .
Another issue is the number of nearest vectors that we consider for a successful prediction of the requested word d. In the evaluation of Polish word embeddings in (Mykowiecka et al., 2017) they consider the top-10 nearest vectors and in the evaluation of the Arabic word embeddings in (Elrazzaz et al., 2017) they consider the top-1 and top-10 similar vectors respectively. For our experiments, we consider top-1 and top-5.
Models
We explored seven different models of Greek word embeddings. In Table 2 we present their parameters. 5 of these models have been generated from large scale web content (Outsios et al., 2018) . One model has been trained on Wikipedia data using fastText and it includes 300d-vectors that have been obtained using skip-gram (Bojanowski et al., 2017) . The last model has been trained on Common Crawl and Wikipedia data using fastText based on CBOW model with position-weights, with character n-grams of length 5, a window of size 5 and 10 negatives (Grave et al., 2018) .
We compared these models in word analogy. Due to space limitations, we show summarized results only for 3CosAdd in Tables 3, 4 and move tic word analogies respectively and both 3CosAdd and 3CosMul metrics, cc.el.300 model has outperformed all the other models apart from the case of the Syntactic category when we included the oov terms where the model gr def had the best performance. Model cc.el.300 was the only one that was trained with CBOW and position-weights. Model wiki.el, trained only on Wikipedia, was the worst almost in every category (and sub-category). The 5 models that were trained on the large scale web content (Outsios et al., 2018) had lower percentage of out-of-vocabulary (oov) terms in comparison with the other two. In some cases where oov were considered, they outperformed cc.el.300 or had a better ranking considering the accuracy rate in most categories or sub-categories. In the basic categories, syntactic and semantic, gr cbow def was the only one that performed much worse in the semantic category than in the syntactic one.
All the other models did not have large differences in performance between symantic and syntactic categories. In sub-categories, the major factors that had a negative impact on the performance were the high percentage of oov terms and polysemy (Gladkova and Drozd, 2016) . We noticed that the sub-category in which most models had the worst performance was CurrencyCountry category, again due to polysemy. Most words that are actual currencies seemed to be repeated for many different countries. For example, euro is the currency of Greece, Spain or Germany and dollar is the currency of America and Canada. Sub-categories as Adjective-Antonym and Perfomer-Action had the highest percentage of out-of-vocabulary terms, so we observed lower for perfomarnce in these categories for all models. For comparison in the word analogy task, we used both 3CosAdd and 3CosMul methods. Results using 3CosMul method instead of 3CosAdd were slightly better in most cases. Considering word similarity, using the Greek version of WordSim353, the percentage for oov terms is low in every case. According to Pearson correlation, gr def had the highest correlation with human ratings of similarity. An extended experimental analysis can be found in Appendix A.
Conclusion & Future work
In this paper we provide an evaluation framework for Greek word embeddings. A newly introduced corpus was also used for training. Moreover, some of the specific linguistic aspects of the Greek language were added in the word analogy questions. We compared 7 models in total, 5 of them trained on large scale web content. WordSim353 corpus was translated from English to Greek, in order to perform word similarity. In the future we would like to perform an extrinsic evaluation of our models considering tasks as semantic analysis or text classification. Moreover, another metric like the 3CosAvg (Drozd et al., 2016) 
