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Resumo
A competitividade no mercado global exige cada vez mais a fabricac¸a˜o de produtos de
alta qualidade em curto tempo de fabricac¸a˜o, evitando tempos de parada para manutenc¸a˜o
e reparo de ma´quinas e equipamentos, exigindo assim um eficiente controle de qualidade do
processo e dos produtos para evitar a ocorreˆncia de falhas de fabricac¸a˜o e utilizac¸a˜o.
A integrac¸a˜o de novas tecnologias em produtos industriais (ex. tecnologias mecatroˆnicas)
exige a utilizac¸a˜o de te´cnicas avanc¸adas para o diagno´stico de falhas, a partir de ana´lise dos
sinais obtidos a partir do sensoriamento dos equipamentos, minimizando assim os custos de
utilizac¸a˜o de ma˜o de obra especializada para controle de qualidade do produto.
Neste trabalho e´ apresentado inicialmente, um estudo sobre o estado da arte em te´cnicas
de manutenc¸a˜o industrial, com eˆnfase nas estrate´gias utilizadas para manutenc¸a˜o corretiva,
perio´dica e baseada no comportamento com eˆnfase no estudo das te´cnicas de processamento
do sinal e identificac¸a˜o de sistemas, frequentemente utilizadas no diagno´stico de sistemas
mecatroˆnicos, que exigem uma grande quantidade de informac¸o˜es, e forte dependeˆncia da
ana´lise criteriosa de um te´cnico especializado.
Assim, neste trabalho sa˜o utilizados sistemas de ordem fraciona´ria, que permite a aproxi-
mac¸a˜o do comportamento real do sistema por meio de modelos com menos coeficientes que o
sistema real, simplificando a ana´lise do sistema em estudo. Um estudo experimental de caso
para validac¸a˜o do trabalho e´ realizado a partir de uma bancada experimental de um sistema
de transmissa˜o por engrenagens que permitiu introduzir falhas particulares no sistema e sua
identificac¸a˜o.
Palavras Chave: Manutenc¸a˜o de sistemas mecatroˆnicos, tratamento de Sinais, diagno´stico
inteligente, identificac¸a˜o de ordem fraciona´ria.
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Abstract
The global market competitiveness requires to make high quality products in a short
time of manufacturing, avoiding stop-times due to maintenance and repairing of machines
and devices, therefore, demanding an efficient quality control of the manufacturing process,
in order to shun failures in fabrication and utilization.
The integration of new technologies into industrial products (e.g. mechatronics technolo-
gies) requires the use of advanced techniques to a precise failure diagnosis. They are typically
based on signal analyses, which are obtained from the machines’ instrumentation, and con-
sequently, reduce the manpower costs associated to quality control of particular products.
In this work it is introduced a literature review of industrial maintenance techniques,
focusing in the strategies used into corrective, periodic and condition based maintenance,
specially using signal processing and system identification. Those paradigms are frequently
applied into the mechatronics systems diagnosis, but requires a huge amount of information
and it is strongly dependent on the specialist criterion.
In this sense, we introduced a fractional order system approach, which results in a better
approximation of the actual system through an few parameters architecture, hence simplifying
the analysis of the actual system. A real experimental setup was used to validate the strategies
studied in this work. It consist in a gear transmission that lets to introduce particular failures
for a posterior identification.
Keywords: Maintenance of mechatronics systems, signal processing, intelligent diagnosis,
fractional order identification.
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1 INTRODUC¸A˜O
Competir no mercado global exige a fabricac¸a˜o de produtos de alta qualidade, com baixo
tempo de desenvolvimento e fabricac¸a˜o, mediante o uso de um sistema ra´pido de controle
de qualidade dos produtos manufaturados, minimizando tempos de parada de equipamentos
devido a ocorreˆncia de falhas ou para a realizac¸a˜o de manutenc¸o˜es perio´dicas.
Da mesma forma, a rapidez de desenvolvimento de um produto e a integrac¸a˜o de tecnolo-
gias diversas no processo de desenvolvimento e fabricac¸a˜o torna mais complexa a utilizac¸a˜o
de estrate´gias tradicionais de inspec¸a˜o, controle de qualidade e diagno´stico de falhas, onde
normalmente sa˜o utilizadas te´cnicas de ana´lise dos sinais emitidos por esses equipamentos,
mostrando a interac¸a˜o dos diversos componentes e exigindo assim, ma˜o de obra especializada
com profundo conhecimento nas diferentes tecnologias envolvidas.
Em um sistema t´ıpico de detecc¸a˜o de falhas, pode ser obtido um conjunto de sinais com
informac¸a˜o acerca do estado atual da ma´quina, a partir de fenoˆmenos diversos como vibrac¸a˜o,
acu´stica, temperatura e impurezas do sistema de lubrificac¸a˜o, entre outros. Cada um deles
precisa de ser tratado, descartando informac¸a˜o na˜o relevante do sinal. Numa etapa posterior,
o sinal resultante e´ analisado utilizando uma ou mais te´cnicas de processamento, onde as
falhas possam ser detectadas mais facilmente. A partir da ana´lise dos dados processados,
tem-se informac¸a˜o suficiente para identificar se a ma´quina essa falhando, e se for o caso,
diagnosticar qual e´ o tipo de falha para posteriormente realizar uma ac¸a˜o corretiva. Um
diagrama desse processo e´ ilustrado na Figura 1.1.
Na pra´tica todos os dispositivos ele´tricos e mecaˆnicos incluindo elementos de software e
hardware requerem manutenc¸a˜o (SU et al., 2005), devido aos mesmos se degradam por causa
de efeitos f´ısicos como quebras, rachaduras ou por efeitos qu´ımicos como corrosa˜o. Um exem-
plo t´ıpico sa˜o as caixas de engrenagens utilizadas para transmitir poteˆncia rotacional, como
no caso da maioria das ma´quinas rotativas existentes na indu´stria, transmissa˜o de poteˆncia
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Figura 1.1: Diagrama em blocos de um sistema t´ıpico de diagno´stico de falhas.
nas he´lices dos helico´pteros, geradores de energia eo´lica, entre outros (CHOY; MUGLER;
ZHOUJ, 2003; RANDALL, 2004; BARSZCZ; RANDALL, 2009). Com o uso continuado,
estes dispositivos sofrem desgastes, produzindo no futuro algum tipo grave de falha. Como
consequeˆncia, a maquinaria tem um consumo maior de energia, pode gerar acidentes de tra-
balho, e em caso extremo apresentar dano de uma pec¸a particular ou geral do equipamento,
interrompendo temporariamente a cadeia de produc¸a˜o (LTD., 2006).
O propo´sito da manutenc¸a˜o e´ prolongar a vida u´til de uma ma´quina, operando a mesma
em condic¸o˜es o´timas de utilizac¸a˜o (GONC¸ALVES, 2011), minimizando o tempo requerido
para conserta´-la, isto e´, fazer uma parada de manutenc¸a˜o somente quando for necessa´rio, na˜o
quando a falha e´ ta˜o menor como para fazer uma parada de manutenc¸a˜o desnecessa´ria ou
quando esta seja ta˜o evidente como para ocasionar um dano a` ma´quina ou aos seus opera´rios
(LIU; MAKIS, 2008). Desta forma e´ poss´ıvel aumentar a produtividade e ao mesmo tempo
reduzir custos de manutenc¸a˜o.
A pra´tica de manutenc¸a˜o comec¸ou com a revoluc¸a˜o industrial, prestando atenc¸a˜o particu-
larmente a consertar o equipamento somente quando a falha e´ evidente, ja´ que naquela e´poca
os equipamentos eram compostos por poucas pec¸as, simplificando o diagno´stico, e superdi-
mensionando os componentes fazendo desses empiricamente confia´veis (MARC¸AL, 2000).
Portanto as empresas investiam pouco dinheiro em pesquisa em manutenc¸a˜o (ENDRENYI et
al., 2001). Ja´ na de´cada de 1950, os processos produtivos dependiam mais do equipamento,
no entanto os mesmos eram cada vez mais complexos e portanto dif´ıceis de diagnosticar,
precisando de paradas para manutenc¸a˜o mais longas e caras. Na de´cada de 1960, impo˜e-se a
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manutenc¸a˜o perio´dica, na qual se realizam paradas programadas para manutenc¸a˜o, concer-
tando as pec¸as mais desgastadas antes de acontecer uma falha catastro´fica (NUNES, 2001).
Como principal vantagem dessa estrate´gia, as paradas de fabricac¸a˜o sa˜o programadas, per-
mitindo tomar ac¸o˜es para minimizar o impacto no tempo de fabricac¸a˜o. Ale´m disto, as
tarefas de manutenc¸a˜o seguem um protocolo espec´ıfico para cada equipamento, reduzindo
o tempo de manutenc¸a˜o requerido (SHIKARI; SADIWALA, 2004; DJURDJANOVIC; LEE;
NI, 2003). Aproveitando o desenvolvimento das cieˆncias da informac¸a˜o, durante a de´cada de
70 comec¸am a utilizar-se te´cnicas de ana´lise e processamento do sinal atrave´s de computa-
dores. Ja´ para essa e´poca, percebe-se claramente a importaˆncia da manutenc¸a˜o preventiva
como fator relevante para minimizar os custos devidos a`s paradas para manutenc¸a˜o. Con-
sequentemente, existe na indu´stria uma grande preocupac¸a˜o por estabelecer as melhores
condic¸o˜es para realizar a ac¸a˜o de manutenc¸a˜o, de forma a conhecer com precisa˜o a causa da
falha. Consequentemente, daquele momento ate´ agora, desenvolveram-se mu´ltiplas te´cnicas
para melhorar os sistemas de manutenc¸a˜o, desde o sistema f´ısico de medic¸a˜o, passando pelo
tratamento do sinal adquirido, a sua interpretac¸a˜o, avaliac¸a˜o e finalmente a recomendac¸a˜o
de diagno´stico (BENGTSSON et al., 2004; BYINGTON; ROEMER; GALIE, 2002).
Segundo o modelo OSA/CBM (BENGTSSON et al., 2004), a primeira camada concerne
os sensores embarcados na aquisic¸a˜o de dados, cuja selec¸a˜o depende do tipo de sinal de
interesse. Existem diferentes alternativas, como observar fisicamente o desgaste das pec¸as de
um equipamento, pore´m requer a parada da ma´quina e a retirada de suas pec¸as gastando
tempo e produtividade (CHOY et al., 1996). Outra forma e´ monitorar o o´leo usado para
lubrificar as partes mo´veis da ma´quina, ja´ que pec¸as em contato deixam cair res´ıduos de
metal no o´leo devido ao desgaste, tornando-se assim um indicador de probabilidade de falha.
Desta forma, com equipamento adequado como o microsco´pio, pessoas altamente qualificadas
analisam as amostras de lubrificante, avaliando o grau de pureza do mesmo (JAYASWAL;
WADHWANI; MULCHANDANI, 2008). Um caminho menos invasivo para identificac¸a˜o de
falhas e´ a ana´lise do sinal de vibrac¸a˜o. Esta e´ uma te´cnica de baixo custo, ja´ que os sensores
utilizados teˆm um custo menor do que nas demais. Ela consiste em colocar aceleroˆmetros
em lugares espec´ıficos da ma´quina, com o objetivo de monitorar qualquer variac¸a˜o no sinal
comparado a um sinal padra˜o na condic¸a˜o ideal (LEBOLD et al., 2000; LTD., 2006).
O sinal adquirido conte´m componentes de ru´ıdo que muitas vezes e´ dif´ıcil e mesmo im-
poss´ıvel serem interpretados direitamente. E´ por isso que se prefere aplicar te´cnicas de trata-
3
mento e processamento do sinal, levando esses a domı´nios onde sejam mais simples de analisar.
Possivelmente a aproximac¸a˜o mais simples e´ extrair paraˆmetros descritivos da distribuic¸a˜o
estat´ıstica dos dados, especificamente kurtosis, erro quadra´tico me´dio (uma estimac¸a˜o da
me´dia) e o fator de pico (uma estimac¸a˜o da varianc¸a). Por outro lado, existem as te´cnicas
no domı´nio da frequeˆncia, que sa˜o u´teis quando se analisa sinais perio´dicos estaciona´rios
ou ciclo-estaciona´rios. Na atualidade, tambe´m se dispo˜e de ferramentas matema´ticas que
disponibilizam para o usua´rio informac¸a˜o da frequeˆncias excitadas a cada instante de tempo,
fornecendo uma maior quantidade de informac¸a˜o para decisa˜o atrave´s do diagno´stico, mas re-
querendo maior habilidade para analisa´-la (FORRESTER, 1996; JAYASWAL; WADHWANI;
MULCHANDANI, 2008).
Em todos os casos, sem importar com o tipo de processamento do sinal, o pessoal espe-
cialista em manutenc¸a˜o analisa as mudanc¸as do comportamento do sinal obtido com padro˜es
relacionados com diferentes fontes de falha. Na pra´tica, os sinais obtidos do equipamento
sa˜o o resultado da interac¸a˜o dos componentes que o constituem. Quando um desses com-
ponentes altera a sua interac¸a˜o com os outros (a presenc¸a de um defeito) o sinal sensoreado
muda e, portanto, a relac¸a˜o sinal de entrada/sa´ıda do equipamento. Utilizando este fato,
foram desenvolvidas tambe´m aproximac¸o˜es baseadas na identificac¸a˜o do sistema. No en-
tanto, uma identificac¸a˜o precisa a partir do conhecimento do equipamento nem sempre e´
poss´ıvel, portanto prefere-se identificar sistemas de baixa ordem inteira, desconhecendo as-
sim comportamentos gerados por efeitos dinaˆmicos de ordens maiores. Por outro lado, na
u´ltima de´cada o ca´lculo de ordem fraciona´ria tem sido uma a´rea de pesquisa com renovado
interesse por parte da comunidade cient´ıfica, especificamente a sua aplicac¸a˜o em problemas
reais de engenharia. Um modelo baseado em derivadas de ordens na˜o inteiras captura com-
portamentos complexos envolvendo fenoˆmenos como memo´ria do sistema, comportamentos de
alta ordem e sistemas na˜o conservativos mediante equac¸o˜es com poucos coeficientes. Quando
se identifica um sistema tomando como base este tipo de modelo, utiliza-se a ordem como
um paraˆmetro adicional, proporcionando-se assim uma maior flexibilidade para aproximac¸a˜o
aos dados reais.
Sem importar com o tipo de sinal utilizado para ana´lise do estado atual do equipamento,
estes devem ser sempre interpretados por opera´rios experientes e altamente preparados, que
e´ o resultado de va´rios anos de treinamento espec´ıfico (FUNK; JACKSON, 2005). Portanto
quando eles saem da a´rea de manutenc¸a˜o, esta experieˆncia e´ uma grande perda para os
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empregadores, que tem que preparar novamente pessoal qualificado para este tipo de tarefa.
O foco principal deste trabalho e´ fornecer uma ferramenta para ana´lise de sinais que permita
uma interpretac¸a˜o simples dos dados para opera´rios com pouca experieˆncia, reduzindo assim
o tempo de treinamento requerido, e realizac¸a˜o de diagno´sticos igualmente precisos.
Partindo dessas propostas foi identificada a necessidade de se contar com um indicador
diagno´stico de falha que seja de simples interpretac¸a˜o por te´cnicos com pouca experieˆncia
em manutenc¸a˜o. Nosso trabalho de pesquisa, primeiramente sera´ feita uma revisa˜o acerca
das te´cnicas utilizadas atualmente. Em seguida sa˜o avaliadas as te´cnicas mais utilizadas em
manutenc¸a˜o em sistemas simulados com o fim de isolar os sinais das falhas introduzidas, onde
o pro´ximo passo e´ propor um algoritmo de diagno´stico de falha, baseando-se no modelo do
sistema. Finalmente, as diferentes aproximac¸o˜es sera˜o comparadas quando aplicadas a um
sistema real.
1.1 Objetivos
Esta tese tem por objetivo o desenvolvimento de uma estrate´gia para diagno´stico de
falhas em sistemas mecatroˆnicos, aplicando te´cnicas de processamento do sinal de ordem
fraciona´ria. A partir dessa meta inicial o presente trabalho atende aos seguintes objetivos
espec´ıficos:
1. Apresentar conceitos ba´sicos sobre manutenc¸a˜o. Pretende-se apresentar as es-
trate´gias normalmente usadas na indu´stria para detecc¸a˜o de falhas em diversos tipos
de ma´quinas e produtos.
2. Testar as estrate´gias mais representativas de ana´lise dos sinais para detecc¸a˜o
de falhas. Uma vez realizada a pesquisa bibliogra´fica passa-se aos testes das metodolo-
gias mais representativas, para em uma etapa posterior do trabalho serem comparadas
com uma estrate´gia proposta baseada no uso do ca´lculo de ordem fraciona´ria.
3. Propor uma te´cnica de ana´lise de sinal baseada em operadores de ordem
fraciona´ria para detecc¸a˜o de falhas. A comparac¸a˜o das te´cnicas cla´ssicas eviden-
ciam a dificuldade de ser interpretadas por um te´cnico inexperiente no uso da tecnologia
envolvida. Portanto, se estuda identificac¸a˜o de sistemas como ferramenta para diag-
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no´stico, principalmente identificac¸a˜o de sistemas de ordem fraciona´ria. Finalmente, e´
proposto um novo algoritmo para diagno´stico baseado na utilizac¸a˜o desta ferramenta.
4. Avaliar as estrate´gias desenvolvidas neste trabalho. As te´cnicas cla´ssicas e a
proposta sera˜o avaliadas primeiramente em modelos simulados e, em seguida, numa
bancada projetada para este fim.
5. Elaborar um algoritmo para detecc¸a˜o de falhas. Finalmente sera´ proposto um
algoritmo implementa´vel em sistemas embarcados para detecc¸a˜o de falhas em equipa-
mentos espec´ıficos.
1.2 Principais contribuic¸o˜es do trabalho
1. Apresentac¸a˜o do desenvolvimento da manutenc¸a˜o industrial e as te´cnicas mais comu-
mente utilizadas para identificac¸a˜o de falhas.
2. Comparac¸a˜o das te´cnicas cla´ssicas aplicadas em um caso pra´tico.
3. Apresentac¸a˜o dos fundamentos do ca´lculo de ordem fraciona´ria, aplicac¸o˜es e como essa
e´ uma ferramenta bem desenvolvida para aplicac¸a˜o em diagno´stico de falhas.
4. Estudo de caso em uma bancada real.
1.3 Organizac¸a˜o da tese
Este trabalho de doutoramento esta´ organizado da seguinte forma:
Cap´ıtulo 1: Introduc¸a˜o ao problema e motivac¸a˜o do trabalho de doutoramento.
Cap´ıtulo 2: Apresenta uma revisa˜o bibliogra´fica sobre o desenvolvimento da manutenc¸a˜o in-
dustrial e as te´cnicas mais comumente utilizadas para identificac¸a˜o de falhas, mostrando
as suas vantagens e desvantagens.
Cap´ıtulo 3: Estudo de te´cnicas de processamento do sinal utilizadas em identificac¸a˜o de
falhas sa˜o apresentadas com profundidade, com maior eˆnfase nas te´cnicas baseadas em
ana´lise de sinais no tempo, frequeˆncia e tempo/frequeˆncia.
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Cap´ıtulo 4: Apresenta-se um estudo comparativo das te´cnicas estudadas anteriormente,
avaliando-as em um sistema simulado com falhas conhecidas. Tambe´m se enfatiza a
simplicidade de leitura de cada te´cnica, tomando como medida a quantidade de coefi-
cientes que o usua´rio experiente tem que interpretar.
Cap´ıtulo 5: Apresenta-se a aplicac¸a˜o das diferentes te´cnicas baseadas no processamento
do sinal em uma bancada de teste experimental, ressaltando as caracter´ısticas mais
relevantes de cada uma das estrate´gias utilizadas.
Cap´ıtulo 6: A teoria do ca´lculo de ordem fraciona´ria e´ introduzida neste cap´ıtulo, apresen-
tando as definic¸o˜es e interpretac¸o˜es geome´tricas mais comumente aceitas na literatura
e a sua implementac¸a˜o por meio de sistemas f´ısicos.
Cap´ıtulo 7: Apresenta-se um estudo de caso real de uma caixa de transmissa˜o na qual sa˜o
introduzidas diversas falhas conhecidas, sensoreando o sinal de vibrac¸a˜o em um mancal.
Neste cap´ıtulo propo˜e-se um algoritmo baseado na te´cnica de identificac¸a˜o de sistemas
de ordem fraciona´ria com o objetivo de detectar falhas em ma´quinas rotativas sem
conhecimento a priori do sistema, ale´m de uma identificac¸a˜o do sistema em estado de
operac¸a˜o normal.
Concluso˜es: Considerando o estudo desenvolvido nesta tese de doutorado, apresentam-se
as principais concluso˜es do trabalho e suas perspectivas futuras.
Com o fim de permitir ao leitor uma melhor compreensa˜o do texto, no anexo A desta tese
sa˜o apresentados os principais trabalhos relacionados com ela, publicados pelo autor durante
o per´ıodo de doutoramento.
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2 REVISA˜O DA LITERATURA
Nos u´ltimos anos, com o aumento do desenvolvimento econoˆmico e a competitividade
industrial cada vez mais acelerada, nota-se uma excessiva preocupac¸a˜o e necessidade na pre-
venc¸a˜o de falhas de equipamentos industriais. Problemas esses que podem acarretar grandes
preju´ızos, na˜o so´ no reparo ou substituic¸a˜o do equipamento, mas principalmente com a parada
da produc¸a˜o, onde pode-se perder muito dinheiro. Muitas vezes, a substituic¸a˜o de compo-
nentes danificados no equipamento, possuem um custo bem menor em relac¸a˜o aos preju´ızos
com a parada da linha de produc¸a˜o na qual o mesmo esta inserido (HOCENSKI; KESER,
2007).
Um dos principais exemplos disso e´ o rolamento, que representa 40% das ocorreˆncias
de falhas dentro de uma ma´quina (BONALDI; OLIVEIRA; SILVA, 2008). Portanto, e´ im-
prescind´ıvel monitorar o estado de funcionamento desses componentes, atrave´s de te´cnicas
preditivas, evitando que falhas inesperadas ocorram (HASHEMIAN, 2011). Em diversos
tipos de indu´stria o acompanhamento e a ana´lise de sinais tornaram-se um dos mais impor-
tantes me´todos de predic¸a˜o, verificando-se a eficieˆncia dos me´todos de ana´lise de vibrac¸a˜o
atrave´s da identificac¸a˜o dos espectros de frequeˆncia para cada tipo de defeito, permitindo
caracteriza´-los antes do aparecimento de um defeito no equipamento monitorado.
2.1 Definic¸a˜o de Falha
Pode-se definir como falha, a situac¸a˜o que na˜o permite que uma ma´quina ou dispositivo
continue trabalhando em condic¸o˜es normais, interrompendo seu funcionamento por crite´rios
de seguranc¸a ou impossibilidade de ser ligada novamente. Normalmente, essas falhas sa˜o
causadas por condic¸o˜es inadequadas de operac¸a˜o, tais como o uso de materiais inadequados
ou estarem submetidas a esforc¸os diferentes a`queles em que foi projetado, cargas c´ıclicas,
fadiga, desgaste, etc. Quando uma destas falhas ocorrem, e a ma´quina continue trabalhando,
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isto tende-se a agravar e ocasionar outras falhas diferentes.
Atualmente as empresas utilizam programas de manutenc¸a˜o perio´dica, com base em
conhecimentos que consideram a causa de uma determinada falha, mantendo-se assim es-
toques de reposic¸a˜o para troca de pec¸as e componentes que podem falhar, necessitando de
ferramental de troca apropriado e te´cnicos altamente qualificados para consertar e reparar
equipamentos no momento correto, antes da ocorreˆncia da falha, considerando ainda que este
procedimento deva acontecer no menor tempo poss´ıvel de parada do equipamento (BENGTS-
SON; OLSSON; FUNK, 2004).
A detecc¸a˜o de falha em equipamentos mecatroˆnicos tornou-se primordial no cena´rio in-
dustrial, a fim de aumentar a produtividade industrial e diminuir a ocorreˆncia de tempos
de parada por interrupc¸a˜o de funcionamento dos equipamentos. Com o interesse de evitar
acidentes e preju´ızos ocasionados por falhas inesperadas nos equipamentos, surgiu a neces-
sidade de monitora´-los. O monitoramento de uma ma´quina e´ capaz de detectar um defeito
na sua fase inicial quando na˜o ha´ riscos de quebra, permitindo um melhor planejamento na
manutenc¸a˜o do equipamento (SOUZA, 2008).
Consequentemente, na˜o e´ suficiente conhecer se a ma´quina esta´ falhando, mas tambe´m
a fonte da falha (JAYASWAL; WADHWANI; MULCHANDANI, 2008). Com o objetivo de
solucionar este problema na indu´stria, tem-se proposto diferentes estrate´gias de manutenc¸a˜o
sempre procurando em reduzir custos de produc¸a˜o a me´dio e longo prazos.
2.2 Estrate´gias de Manutenc¸a˜o e Diagno´stico em Au-
tomac¸a˜o
No mercado global, os clientes dispo˜em de fornecedores de produtos de diferentes qua-
lidades ao redor do mundo. Portanto para permanecer competitivos a indu´stria precisa
produzir bens de alta qualidade e em pouco tempo, de forma que satisfac¸am a demanda
internacional dos clientes antigos e adquiridos recentemente (DJURDJANOVIC; LEE; NI,
2003). Em consequeˆncia, a cadeia de produc¸a˜o e´ mais vulnera´vel a diferentes perturbac¸o˜es,
a possibilidade de falha e o tempo necessa´rio para conserta´-la. Isto somente pode-se alcanc¸ar
quando a fa´brica encontra-se em operac¸a˜o em va´rios turnos ao dia e o equipamento encontre-se
totalmente funcional. Portanto se requer aplicar uma estrate´gia de manutenc¸a˜o que permita
aproximar-se a situac¸a˜o ideal antes descrita (MARSEGUERRA; ZIO; PODOFILLINI, 2002).
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Na cadeia de produc¸a˜o, os problemas t´ıpicos que podem interromper um sistema produtivo,
apresentados nos trabalhos (ZENG, 1997; MARSEGUERRA; ZIO; PODOFILLINI, 2002)
sa˜o os seguintes:
• Falhas presentes em sistemas automatizados, que podem ser desde um cabo danificado
ate´ ocorreˆncia de falhas das pec¸as internas.
• Falhas que ocorrem na linha de transporte.
• Falhas na qualidade das pec¸as fabricadas, onde apo´s a detecc¸a˜o do problema, necessita-
se a busca do equipamento que esta´ causando esta falha e a soluc¸a˜o do problema.
• Fadiga das pec¸as pelo movimento repetitivo.
• Causas ambientais.
• Diagno´stico incorreto da falha de funcionamento do equipamento.
Cada sistema na cadeia produtiva pode apresentar problemas devido a deteriorac¸a˜o das
pec¸as por uso ou por falhas estoca´sticas, como queda de uma ferramenta, ma´quinas mal
montadas, etc. Com a finalidade de minimizar os custos de reparac¸a˜o e parada da produc¸a˜o
sa˜o realizados procedimentos de prevenc¸a˜o corretiva e predic¸a˜o de falhas, que quando real-
izados em conjunto sa˜o chamados de manutenc¸a˜o (BOSA, 2009). Na literatura, diferentes
autores classificam as estrategias de manutenc¸a˜o (SHIKARI; SADIWALA, 2004; BOSA, 2009;
GROBA et al., 2007) como:
Corretiva: Estrate´gias que ocorrem em longo prazo. Este tipo de estrate´gia e´ a mais onerosa,
e a ac¸a˜o de manutenc¸a˜o se realiza somente quando os sintomas do sistema sa˜o evidentes.
Oportuna: Permite que o dispositivo continue em operac¸a˜o com pequenas falhas que na˜o
comprometem o funcionamento do mesmo. Quando uma falha maior acontece, aproveita-
se o tempo de parada de manutenc¸a˜o para substituir todas as pec¸as danificadas.
Preventiva: Te´cnica que normalmente e´ baseada nas informac¸o˜es especificadas pelo fabri-
cante e experieˆncia de te´cnicos e especialistas que atuem na planta produtiva. Sa˜o
planificadas ac¸o˜es perio´dicas de manutenc¸a˜o, nos momentos de parada da ma´quina.
E´ importante destacar que muitas vezes a falha podera´ ocorrer antes do momento de
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manutenc¸a˜o, em decorreˆncia na˜o prevista dos componentes ou mesmo, por causa de
uma falha aleato´ria.
Preditiva: O sistema devera´ ser monitorado constantemente e os sinais analisados em in-
tervalos perio´dicos. Quando o te´cnico responsa´vel pelo monitoramento observa que o
equipamento apresenta uma situac¸a˜o poss´ıvel de falha em um futuro pro´ximo, uma
ac¸a˜o de manutenc¸a˜o sera´ realizada.
Atrave´s da mecatroˆnica, as ma´quinas esta˜o se tornando mais complexas, contendo mu´lti-
plas componentes integradas de diversas tecnologias (ele´trica e mecaˆnica), adicionando com-
ponentes aos sinais normalmente utilizados para diagno´stico. Este fator complica o planeja-
mento de manutenc¸a˜o de um equipamento, ja´ que atualmente te´cnicos especializados diag-
nosticam os sistemas com base na sua experiencia, consequentemente, quanto mais complexo
o sistema, maior a dificuldade para isolar o problema e custo econoˆmico do especialista.
Pode-se citar o exemplo que entre 1975 e 1991 nos Estado Unidos o custo de manutenc¸a˜o
aumenta em um 10-15% por ano (WIREMAN, 1990). Nas sec¸o˜es seguintes introduziremos
detalhadamente os principais tipos de manutenc¸a˜o utilizados na indu´stria.
2.2.1 Manutenc¸a˜o Corretiva e Oportuna.
Ate´ o ano 2001 as tarefas de manutenc¸a˜o mais utilizadas na indu´stria eram reativas, ou
seja, a ac¸a˜o era realizada somente quando ocorresse uma grave falha (YAM et al., 2001). Esta
estrate´gia era aplicada para equipamentos na˜o cr´ıticos para produc¸a˜o, onde a reparac¸a˜o era
geralmente simples de ser realizada. Essa tarefa de manutenc¸a˜o de uma linha de produc¸a˜o
tornava imprevis´ıvel o comportamento da linha, podendo resultar em muito tempo de parada,
alto custo de conserto e tempo excessivo de reparac¸a˜o, ale´m da necessidade da disponibilizac¸a˜o
de um grande armaze´m para reposic¸a˜o de pec¸as, etc. (TSANG, 1995; ZENG, 1997).
Tipicamente a manutenc¸a˜o corretiva e´ realizada em combinac¸a˜o com a manutenc¸a˜o opor-
tuna, aproveitando-se dos tempos de parada dos equipamentos para realizac¸a˜o de atividades
rotineiras, tais como lubrificac¸a˜o e limpeza.
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2.2.2 Manutenc¸a˜o Preventiva.
E´ uma estrate´gia baseada na realizac¸a˜o de reviso˜es perio´dicas dos sistemas embasada na
estat´ıstica, recomendac¸o˜es te´cnicas especificadas pelo fabricante e a experieˆncia dos usua´rios
especializados da empresa, e permitem a indicac¸a˜o e previsa˜o de um poss´ıvel momento para
ocorreˆncia de uma falha e onde ela podera´ ocorrer, possibilitando assim a troca do componente
deteriorado antes da ocorreˆncia da falha do equipamento. Isto reduz o tempo de parada,
considerando o conhecimento do elemento que esta´ falhando. Esta e´ condic¸a˜o deseja´vel
em manutenc¸a˜o ja´ que 90% do tempo de parada e´ destinado para encontrar a origem da
ocorreˆncia falha (ZENG, 1997). No entanto, isto na˜o elimina completamente os tempos de
parada de um equipamento, devido a possibilidade de ocorrer falhas aleato´rias, e quando as
mesmas acontecem, normalmente na˜o se possui nenhuma informac¸a˜o que permita realizar a
ra´pida reparac¸a˜o do equipamento (YAM et al., 2001).
O maior problema da estrate´gia preventiva e´ propor um calenda´rio o´timo de manutenc¸a˜o,
e que o mesmo possa contar com as diferentes ferramentas e dados do sistema. Por exemplo,
os trabalhos mostrados em (MORCOUS; LOUNIS, 2005) e (CHEN; CHEN; ZHANG, 2008),
nos quais os autores geraram um modelo de degradac¸a˜o de uma edificac¸a˜o baseado em redes
de Markov, com modelador de processos no tempo, aproveitando a caracter´ıstica destas para
abstrair dependeˆncia em se´ries temporais. Entretanto, qualquer outro modelo tambe´m sera´
va´lido, como mostrado em (LIU; FRANGOPOL, 2004) que utilizaram uma me´trica de Mon-
tecarlo. Com esta informac¸a˜o procuraram um calenda´rio de manutenc¸a˜o o´timo usando um
algoritmo gene´tico que minimizava o custo da ac¸a˜o de manutenc¸a˜o e maximizava o tempo
de vida da estrutura, ale´m de outros dados que tambe´m podera˜o ser considerados, como
risco de na˜o realizar a ac¸a˜o de manutenc¸a˜o e considerar o ciclo de vida da estrutura. Mesmo
este me´todo sendo matematicamente elegante, na pra´tica preferem-se os me´todos eur´ısticos de
baixa precisa˜o, como o proposto em (SHIKARI; SADIWALA, 2004), devido a` baixa complex-
idade, porque sa˜o baseados no conhecimento de especialistas, e que os modelos de degradac¸a˜o
na˜o sa˜o simples de serem obtidos, e quando obtidos tipicamente simplificac¸o˜es e suposic¸o˜es
de linearidade afetam a precisa˜o do modelo (MARSEGUERRA; ZIO; PODOFILLINI, 2002).
A manutenc¸a˜o preventiva e´ comumente utilizada na manutenc¸a˜o de embarcac¸o˜es, ja´
que as pec¸as desses equipamentos podem falhar aleatoriamente, onde as principais causas
sa˜o as condic¸o˜es clima´ticas, colisa˜o com outros botes etc. Para estas aplicac¸o˜es utiliza-se
um programa de Inspec¸a˜o, Manutenc¸a˜o e Reparac¸a˜o (IMR) que neste caso pode-se reduzir
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os custos de manutenc¸a˜o em cerca de 12%, quando comparado com a estrate´gia corretiva
(WIRSCHING et al., 1991).
Esse tipo de manutenc¸a˜o tambe´m e´ frequentemente utilizada em equipamentos antigos,
que na˜o dispo˜em de instrumentac¸a˜o, e na˜o e´ via´vel a sua instrumentac¸a˜o ou uso de tec-
nologias da informac¸a˜o. Um caso t´ıpico e´ o das gruas nos cais, que sa˜o dispositivos e de
baixa renovac¸a˜o, podendo ocorrer falhas por fadiga ou fatores ambientais que degradam o
equipamento. Os mesmos possuem baixo grau de automac¸a˜o e as tarefas de manutenc¸a˜o sa˜o
decididas pelos opera´rios. O problema de ter uma grua avariada e´ ta˜o grave que os barcos
preferem utilizar outra grua que esteja em servic¸o, gerando grandes perdas para o proprieta´rio
(LUNG; MOREL; LE´GER, 2003). Consequentemente devera˜o ser realizadas manutenc¸o˜es
regulares, onde o intervalo entre reviso˜es e´ calculado utilizando o tempo me´dio de ocorreˆncia
de falhas.
No entanto nem sempre e´ poss´ıvel ou necessa´rio seguir um calenda´rio de manutenc¸a˜o.
Pode-se citar o exemplo na indu´stria aerona´utica, onde 89% dos elementos na˜o apresentam
desgaste pela idade, e na indu´stria esta porcentagem baixa ate´ 70% (DONG et al., 2004),
consequentemente outra estrate´gia de manutenc¸a˜o devera´ ser utilizada, ja´ que uma falha leve
nestes equipamentos pode provocar a perda total do mesmo (KNIGHT; COOK; AZZAM,
2005).
2.2.3 Manutenc¸a˜o preditiva, baseada em condic¸a˜o
Uma ac¸a˜o de manutenc¸a˜o sempre leva a interrupc¸a˜o de funcionamento de um dispositivo
em um determinado momento, e muitas vezes podem acontecer paradas de funcionamento im-
previstas devido a` ocorreˆncia de falhas na˜o detectadas ou aleato´rias. Pode-se considerar treˆs
situac¸o˜es poss´ıveis onde normalmente e´ obrigato´rio realizar manutenc¸a˜o em um equipamento:
1. A frequeˆncia de manutenc¸a˜o e´ adequada e a ma´quina na˜o tem paradas adicionais,
somente situac¸o˜es de falhas aleato´rias;
2. A frequeˆncia e´ baixa e a ma´quina falha antes da ac¸a˜o programada de manutenc¸a˜o,
consequentemente apresenta-se uma parada adicional por uma falha na˜o detectada ou
aleato´ria, e
3. A frequeˆncia de manutenc¸a˜o e´ ta˜o alta que aumenta o custo de manutenc¸a˜o desneces-
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sariamente.
Na de´cada de 1990 outra ideia comec¸a ser adotada na indu´stria, onde sa˜o realizadas
de modo frequente a aquisic¸a˜o de sinais do equipamento, e quando sa˜o detectadas anor-
malidades no sinal, sa˜o realizadas ana´lise e diagno´sticos sem que haja a necessidade de se
interromper um processo produtivo, realizando ac¸o˜es de manutenc¸a˜o somente quando for
necessa´rio (CADICK, 1999; ZENG, 1997).
A tomada de deciso˜es de manutenc¸a˜o baseando-se na condic¸a˜o (CBM - Condition Based
Maintenace) requer a necessidade de paraˆmetros precisos para a realizac¸a˜o de um progno´stico
de uma falha e prevenc¸a˜o de sua degradac¸a˜o no futuro. O CBM tem treˆs objetivos principais
(YAM et al., 2001):
1. Estruturar uma estrate´gia de manutenc¸a˜o para equipamento sofisticado em ambientes
complexos de operac¸a˜o;
2. Reduzir custos de armazenamento e reposic¸a˜o de estoques, e finalmente,
3. Reduzir falhas catastro´ficas e eliminar paradas na˜o programadas.
Um modelo proposto para fazer manutenc¸a˜o baseada em condic¸a˜o e´ o modelo de camadas
OSA/CBM que e´ um sistema consistente em (BENGTSSON et al., 2004; DONG et al., 2004;
BYINGTON; ROEMER; GALIE, 2002):
1. Camada de sensores: Representa a camada f´ısica e agrupa todos os sensores, com que
a ma´quina esteja instrumentada, que possam disponibilizar sinais relevantes para diag-
no´stico.
2. Camada de tratamento do sinal: Os sinais sa˜o filtrados, e atrave´s de uma transfor-
mac¸a˜o matema´tica, tornam-se mais simples a interpretac¸a˜o e ana´lise dessas informac¸o˜es.
Como exemplo, a ana´lise em frequeˆncia ou a utilizac¸a˜o de sistemas fraciona´rios.
3. Camada de monitoramento de condic¸a˜o: Basicamente e´ realizada uma ana´lise com-
parativa entre os dados obtidos atrave´s da aquisic¸a˜o de sinais e as condic¸o˜es o´timas de
funcionamento do equipamento, possibilitando assim a estimac¸a˜o de indicadores de fun-
cionamento do mesmo, podendo-se gerar alarmes, no caso da constatac¸a˜o de diferenc¸as
(falhas).
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4. Camada de avaliac¸a˜o de diagno´stico: Recebe os indicadores gerados na camada an-
terior e realiza o diagno´stico mostrando a gravidade da falha, levando em considerac¸a˜o
todo o histo´rico do equipamento.
5. Camada de progno´stico: A partir das informac¸o˜es obtidas nas camadas anteriores do
modelo, tenta-se estabelecer o estado dos componentes no futuro, incluindo o seu tempo
de vida. Normalmente sa˜o utilizadas treˆs estrate´gias:
a. Baseada em regras: Utilizam-se ferramentas como ana´lise heur´ıstica, lo´gica ne-
bulosa, inteligeˆncia de ma´quina e estat´ıstica para gerar a´rvores de decisa˜o, essas
fortemente ligadas aos dados adquiridos e recomendac¸o˜es do fabricante.
b. Baseada em estudo de casos: E´ realizada a comparac¸a˜o dos sinais adquiridos
com outros ocorridos no passado na presenc¸a de falhas, consequentemente, ale´m da
ana´lise do problema em questa˜o estabelece-se uma soluc¸a˜o poss´ıvel, considerando
ac¸o˜es corretivas que tomou-se anteriormente e suas consequeˆncias quando foram
tomadas. Infelizmente contar com uma base de dados consistente e´ uma tarefa
dif´ıcil de se conseguir.
c. Baseado no modelo: Um modelo inicial e´ gerado com o equipamento em estado
operativo e depois e´ comparado com o sistema identificado em um determinado
momento. No caso da margem de erro entre os dois modelos ser maior que uma
faixa predefinida, pode-se constatar a ocorreˆncia de uma falha e possivelmente
sua localizac¸a˜o. Entretanto, a complexidade do modelo limita o tipo de falhas
plenamente identifica´veis, ale´m de ser dif´ıcil de ser extra´ıdo em uma ma´quina
complexa. Alia´s se o modelo conte´m muitos paraˆmetros, o processo de identificac¸a˜o
e´ lento demais para ser utilizado em tempo real.
6. Camada de suporte de decisa˜o: Com a informac¸a˜o das camadas 4 e 5 sa˜o realizadas
recomendac¸o˜es, indicando as ac¸o˜es corretivas a serem tomadas, e ate´ a sua realizac¸a˜o
o dispositivo na˜o podera´ ser utilizado.
7. Apresentac¸a˜o: Nesta u´ltima fase e´ apresentado aos operadores e especialistas do equipa-
mento, um conjunto de informac¸o˜es concernentes a todas as camadas, permitindo que
o mesmo possa realizar ac¸o˜es corretivas no equipamento.
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2.3 Te´cnicas de Diagno´stico e Progno´stico Inteligente
Um sistema de diagno´stico automa´tico permite identificar a localizac¸a˜o de uma falha
(BENGTSSON et al., 2004), e mesmo possibilitando a reduc¸a˜o de custos e ainda permitir
um elevado n´ıvel de automac¸a˜o do processo de manutenc¸a˜o, entretanto, os mesmos ainda
na˜o sa˜o muito utilizados na indu´stria. Um dos motivos e´ a necessidade de um elevado
n´ıvel profissional dos opera´rios, que vem aumentando nos u´ltimos anos, e tambe´m o medo
de realizar altos investimentos na aquisic¸a˜o dos equipamentos necessa´rios para obtenc¸a˜o de
resultados confia´veis (principalmente sensores e bases de dados com grande capacidade de
armazenamento de informac¸o˜es) (DONG et al., 2004).
No entanto este tipo de sistema fornece recomendac¸o˜es para os te´cnicos especializados
desses equipamentos, realizadas a partir das informac¸o˜es obtidas dos sensores, onde apo´s
a realizac¸a˜o da etapa de processamento e quantizac¸a˜o dos sinais, estes sa˜o agrupados nos
diferentes tipos de falhas poss´ıveis (YAM et al., 2001). Nesse processo, torna-se necessa´rio
desenvolver classificadores artificiais normalmente embarcados, projetados a partir do co-
nhecimento de especialistas de um a´rea espec´ıfica, melhorando assim a qualidade da decisa˜o,
mediante a comunicac¸a˜o entre usua´rio do equipamento/sistema diagno´stico, realimentando-se
com informac¸a˜o de falhas anteriores, erros de diagno´stico, histo´rico da ma´quina, probabilidade
de falhas, entre outros (BENGTSSON et al., 2004).
Um exemplo disto foi aplicado no metroˆ de Hong Kong (LIU; SIN, 1999), onde uma
grande quantidade de subsistemas e´ monitorado, como portas de acesso (entrada e sa´ıda de
passageiros), ma´quinas trocadoras de dinheiro, etc. Nesse caso, foi projetado o modelo a
partir do conhecimento de especialistas em regras nebulosas, e ajustadas mediante o me´todo
de otimizac¸a˜o Hill Climbing, que consiste na resoluc¸a˜o do problema atrave´s de me´todo de
buscas utilizando um me´todo iterativo. A informac¸a˜o obtida e´ assim comparada com o
sistema com falha, permitindo assim, a recomendac¸a˜o de uma soluc¸a˜o.
Para identificar e localizar falhas em equipamentos, o ideal e´ a utilizac¸a˜o de poucos
sensores, entretanto isso nem sempre e´ poss´ıvel devido principalmente aos seguintes fatores:
n´ıvel de ru´ıdo adicionado ao sinal por outros componentes mecaˆnicos, falta de precisa˜o nos
sensores, erros de quantizac¸a˜o, e outros. Para resolver isto, utilizam-se sinais redundantes,
pore´m a classificac¸a˜o de muitas varia´veis na˜o e´ uma tarefa simples. Uma soluc¸a˜o proposta
e´ reduzir a dimensionalidade dos dados utilizando te´cnicas como ana´lise de componentes
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principais (PCA) , que limita o espac¸o de paraˆmetros em um espac¸o menor, atrave´s de
combinac¸o˜es lineares dos paraˆmetros originais (DONG et al., 2004).
Pode-se considerar atualmente treˆs propostas de localizac¸a˜o automa´tica de falhas em
sistemas:
1. Aproveitamento da infra-estrutura computacional atrave´s da utilizac¸a˜o de um computa-
dor central com uma base de dados compartilhada contendo o histo´rico de funciona-
mento de todas as ma´quinas de uma indu´stria no aˆmbito local, nacional ou mundial,
onde poucos especialistas, normalmente apresentando um alto n´ıvel de qualificac¸a˜o,
possam diagnosticar os diferentes sistemas (GROBA et al., 2007). Entretanto nessa
situac¸a˜o na˜o e´ poss´ıvel a realizac¸a˜o de um diagno´stico em tempo real;
2. Utilizac¸a˜o de sistemas embarcados dedicados a um sistema espec´ıfico, que envie um
alarme ao te´cnico especializado no equipamento, no momento da suspeita da ocorreˆncia
de falha (ZHAO; LIU, 2007). Esta proposta requer uma maior quantidade de te´cnicos
qualificados, e embora, estes sistemas apresentem limitac¸o˜es de memo´ria e velocidade
de processamento, a resposta a poss´ıveis falhas e´ mais ra´pida.
3. Atrave´s de um sistema de diagno´stico que integre dispositivos embarcados para aquisic¸a˜o
de dados, identificac¸a˜o da ma´quina, tratamento do sinal e encaminhamento dos da-
dos processados a um u´nico servidor, onde o mesmo realiza o processo diagno´stico e
progno´stico (SU et al., 2005). Esta u´ltima estrate´gia utiliza uma grande quantidade de
largura de banda e com forte possibilidade de sobrecarregar o servidor, que causaria a
interrupc¸a˜o de funcionamento do sistema de diagno´stico.
2.4 Sinais utilizados em identificac¸a˜o de falhas
Dependendo dos equipamentos e estrate´gia de manutenc¸a˜o a ser realizada, pode-se utilizar
diferentes formas de ana´lise do sinal. Dentre as mais utilizadas, destacam-se as seguintes:
Observac¸a˜o direita. O funcionamento dos equipamentos e´ interrompido para realizac¸a˜o
de uma inspec¸a˜o manual. Pode-se citar o exemplo de uma caixa de transmissa˜o por
engrenagens, onde a mesma e´ desmontada e aberta para depois se observar a existeˆncia
de uma poss´ıvel falha na superf´ıcie das engrenagens. Esta metodologia consume um
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determinado tempo que poderia ser aproveitado no processo produtivo, aumentando
a frequeˆncia de manutenc¸a˜o e os custos envolvidos. Ale´m disto, e´ dif´ıcil diagnosticar
uma falha inicialmente, considerando que a mesma pode ser impercept´ıvel para o olho
humano (JAYASWAL; WADHWANI; MULCHANDANI, 2008; BENGTSSON et al.,
2004).
Ana´lise de res´ıduos no o´leo. Cerca de 30% de ocorreˆncia de falhas em pec¸as lubrificadas
pode ser detectada por meio dessa te´cnica. Atrave´s do efeito do atrito, pequenas
part´ıculas de metal desprendem-se da superf´ıcie das pec¸as, deixando impurezas no
o´leo, onde este e´ monitorado e analisado periodicamente. Quando as part´ıculas no o´leo
alcanc¸am certo n´ıvel de tamanho e/ou quantidade, uma falha poderia estar ocorrendo
(PENG; KESSISSOGLOU, 2003). No entanto o me´todo nem sempre pode localizar
a falha, ja´ que, por exemplo, em caixas de transmissa˜o fechadas com engrenagens do
mesmo tipo de material, na˜o consegue-se diferenciar a pec¸a que esta´ com problema
(FORRESTER, 1996).
Ana´lise de temperatura. Proporciona informac¸a˜o de quando acontece uma falha devida
tipicamente a falta de refrigerac¸a˜o ou lubrificac¸a˜o. Um dos principais inconvenientes
desta te´cnica e´ o fato que atrave´s dos dados obtidos com a mesma, e´ dif´ıcil isolar a
fonte da falha (ZAREMBA, 1997).
Ana´lise de corrente do sistema de acionamento ele´trico. Muitas ma´quinas rotativas
sa˜o acionadas atrave´s de um motor ele´trico acoplado a uma caixa de transmissa˜o,
que produz um torque Tm em func¸a˜o da corrente de entrada I, com uma constante
de toque kt , torque gerado pela carga Tc, e´ representado atrave´s da equac¸a˜o 2.1 (RA-
JAGOPALAN et al., 2006):
Tm u ktI−Tc (2.1)
Consequentemente, quando uma pec¸a de transmissa˜o conte´m uma falha, Tc varia, e a
corrente se altera para manter o torque do motor constante. Quando esta corrente e´
monitorada, pode-se discriminar no sinal diferentes frequeˆncias fundamentais, como a
de interac¸a˜o dos dentes das engrenagens, falhas em dentes particulares, etc. (KAR;
MOHANTY, 2006). No entanto, quanto maior a taxa de reduc¸a˜o, esta variac¸a˜o de
frequeˆncia e´ menos acentuada, considerando que a ine´rcia “sentida” no eixo do motor e´
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bem menor do que a real.
Emissa˜o acu´stica. E´ uma estrate´gia na˜o destrutiva baseada no ana´lise sonora do ru´ıdo
gerado pelo equipamento, e no caso de transmisso˜es mecaˆnicas por engrenagens, princi-
palmente pela aresta na superf´ıcie dos dentes, e´ por esse motivo, os sensores tipicamente
utilizados para este tipo de ana´lise sa˜o microfones. Dentre as suas principais vanta-
gens pode-se considerar o fato de que um microfone pode ser muito sens´ıvel para a
detecc¸a˜o de propagac¸a˜o de ondas sonoras, e que o sinal de som e´ multidirecional, con-
sequentemente torna-se necessa´rio somente um sensor por ponto de recompilac¸a˜o de
dados do dispositivo. Entretanto, uma das principais desvantagens desta te´cnica e´ o
fato do sinal ficar contaminado com uma grande quantidade de ru´ıdo proveniente do
ambiente, necessitando a utilizac¸a˜o de de te´cnicas de ana´lise de sinal robusto para fil-
tragem e processamento do mesmo (BAYDAR; BALL, 2001); que pode se alterar em
func¸a˜o da variac¸a˜o da carga, considerando que o n´ıvel de ru´ıdo diminui com o des-
gaste das pec¸as, ja´ que a superf´ıcie dos dentes vai-se alisando com o tempo de trabalho
(EFTEKHARNEJAD; MBA, 2009; LOUTAS et al., 2008).
Ana´lise de vibrac¸o˜es. De acordo com (RAO, 2008), pode-se definir como vibrac¸a˜o todo
movimento que se repete apo´s um intervalo de tempo. O balanc¸o de um peˆndulo e
o movimento do dedilhar de uma corda sa˜o t´ıpicos exemplos de vibrac¸a˜o. O nu´mero
de ciclos de movimento em um segundo e´ chamado de frequeˆncia, medido em hertz
(Hz). Um sistema vibrato´rio pode apresentar um u´nico componente de frequeˆncia, como
ocorre com o diapasa˜o, ou em va´rios componentes com diversas frequeˆncias simultaˆneas,
como no caso de um conjunto de engrenagens. A frequeˆncia fundamental e´ a frequeˆncia
ba´sica que um corpo apresenta quando vibra. Os harmoˆnicos sa˜o frequeˆncias mu´ltiplas
das frequeˆncias fundamentais.
Na pra´tica, os sinais de vibrac¸a˜o consistem em um somato´rio de sinais perio´dicos de
diferentes frequeˆncias, na˜o sendo poss´ıvel a distinc¸a˜o clara entre elas no domı´nio do
tempo. Atrave´s da ana´lise espectral (domı´nio da frequeˆncia) e´ poss´ıvel a identificac¸a˜o
de cada frequeˆncia, com seus respectivos n´ıveis de vibrac¸a˜o (BARSZCZ, 2009).
Quando se analisa um equipamento atrave´s da representac¸a˜o da amplitude em func¸a˜o da
frequeˆncia, pode-se observar um grande nu´mero de componentes perio´dicas. Tais com-
ponentes esta˜o diretamente relacionadas a`s frequeˆncias fundamentais de va´rias partes
da ma´quina, facilitando a identificac¸a˜o de sinais caracter´ısticos, que podem representar
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uma determinada falha (HOCENSKI; KESER, 2007; DAI et al., 2008).
Uma importante ferramenta matema´tica utilizada na ana´lise de vibrac¸a˜o e´ a Trans-
formada Ra´pida de Fourier (FFT, do ingleˆs Fast Fourier Transform). Segundo Alm e
Walker (2002) ela e´ responsa´vel pela transic¸a˜o entre as varia´veis de um sinal no domı´nio
do tempo para o domı´nio da frequeˆncia (espectro de frequeˆncia). Em aplicac¸o˜es cient´ı-
ficas e em processamentos digitais sa˜o utilizadas func¸o˜es discretas. Para isso, usa-se a
Transformada Discreta de Fourier (DFT, do ingleˆs Discrete Fourier Transform).
O sinal de vibrac¸a˜o das ma´quinas muda quando acontece uma falha. Esse sinal conte´m
uma se´rie de informac¸o˜es concernentes a natureza, gravidade e sua localizac¸a˜o para uma
grande faixa de problemas (FORRESTER, 1996; MITCHELL, 2007), entretanto e´ dif´ıcil
interpretar quando se trata de uma ma´quina complexa, ja´ que podem apresentar um
grande nu´mero de vibrac¸o˜es individuais de cada elemento, complicando a identificac¸a˜o
da fonte da falha (YESILYURT, 2003; MCFADDEN, 2000). Na literatura se pode
encontrar que a ana´lise do sinal pode ser perio´dico, quando os sinais sa˜o adquiridos e
analisados a cada faixa de tempo, e de ana´lise cont´ınua, quando o sinal e´ monitorado
o tempo todo (JAYASWAL; WADHWANI; MULCHANDANI, 2008).
Identificac¸a˜o de sistemas. Outra te´cnica utilizada para detecc¸a˜o de falhas e´ atrave´s da
identificac¸a˜o da ana´lise do comportamento dinaˆmico do dispositivo em estudo, entre-
tanto muitas vezes este sistema pode ser fortemente na˜o linear e acoplado.
Sera´ considerado o caso de um sistema de transmissa˜o mecaˆnica atrave´s de engrenagens,
onde o mesmo pode possuir folgas entre os dentes das engrenagens e o modelo dos
rolamentos apresenta escorregamento na˜o linear pelo efeito viscoso de seu sistema de
lubrificac¸a˜o, etc. Tipicamente o processo de identificac¸a˜o consiste em quatro etapas
(LJUNG, 1987):
1. Aquisic¸a˜o do sinal,
2. Pre´processamento dos dados,
3. Proposta de uma famı´lia de sistemas, e
4. Escolha do modelo que melhor descreva o sinal original.
Para realizac¸a˜o eficiente destas etapas e´ necessa´rio um sistema de sensoriamento ade-
quado para estimar paraˆmetros utilizando te´cnicas de otimizac¸a˜o. Este e´ um problema
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que necessita de equipamentos muito onerosos, e ao mesmo tempo este processo e´ ite-
rativo e lento, com necessidade de ser implementado em tempo real (GIAGOPULOS;
SALPISTIS; NATSIAVAS, 2006). Ale´m disso, o modelo identificado pode ser pouco
preciso devido aos erros de modelagem, existeˆncia de paraˆmetros dif´ıceis de estimar,
como atrito nos rolamentos, coeficientes de viscosidade do o´leo que podem apresentar
alterac¸o˜es com a temperatura, erros de montagem como desalinhamento, existeˆncia de
ru´ıdo no sinal, variac¸o˜es ambientais e outros (VANIA; PENNACCHI, 2004).
Para um estudo mais aprofundado o leitor pode-se referir ao trabalho desenvolvido por
(JAYASWAL; WADHWANI; MULCHANDANI, 2008). Esse trabalho apresenta as inu´meras
vantagens da utilizac¸a˜o de estrategias que incorporem a ana´lise do sinal (ana´lise da corrente,
emissa˜o acu´stica, vibrac¸o˜es e outros) em relac¸a˜o aos me´todos. No desenvolvimento deste
trabalho sera´ abordada essa te´cnica.
Com o objetivo de trabalhar com este tipo do sinal, as metodologias utilizadas na litera-
tura podem ser divididas em te´cnicas baseadas no:
1. Domı´nio do tempo: nenhum dos dados e´ modificado, consequentemente na˜o existe
perda de informac¸a˜o do sinal, existindo somente perda decorrente da frequeˆncia de
amostragem.
2. Domı´nio da frequeˆncia: tipicamente utiliza a transformada de Fourier, ou seja, na
obtenc¸a˜o do espectro de frequeˆncias, onde os eventos repetitivos geram picos de sinal.
3. Domı´nio do tempo e da frequeˆncia: Atrave´s destes se analisa quais das frequeˆncias
sa˜o exitadas em um tempo determinado.
Existem diferentes fontes de vibrac¸a˜o atrave´s da ocorreˆncia de falhas em um sistema
automatizado, dentre as quais, pode-se encontrar a existeˆncia de forc¸as repetitivas (desali-
nhamento de eixos, massas na˜o balanceadas, eixos flexionados, desgaste de pec¸as girato´rias,
etc), existeˆncia de folgas e frequeˆncias de ressonaˆncia (MA; LI, 1996). Entretanto, estas
podem na˜o ser as u´nicas, como pode acontecer no caso das caixas de transmissa˜o que teˆm
sinais de vibrac¸a˜o complexos devido a grande quantidade de componentes das mesmas.
As principais componentes de vibrac¸a˜o em caixas de transmissa˜o por engrenagens sa˜o
(FORRESTER, 1996; ZEMAN; BYRTUS, 2007; HALIM et al., 2008):
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1. Engrenagens.
(a) Devida a interac¸a˜o dos dentes entre engrenagens. Sa˜o de dois tipos:
i. Vibrac¸a˜o perio´dica: causada quando os dentes de duas engrenagens inter-
agem.
ii. Vibrac¸a˜o na˜o perio´dica: causada pela ocorreˆncia de uma falha em um
determinado dente. Este tipo de comportamento de sinal e´ na˜o linear, ja´
que os dentes interagem, e depois de determinado tempo, deixam de fazeˆ-lo,
aparecendo-se assim, sinais causados pelo atrito de Coulomb entre dentes.
(b) Excentricidade da carga/engrenagem: Ocorre quando o centro de massa de
algum dos elementos na˜o esta´ localizado no eixo de rotac¸a˜o, aparecendo assim,
um pulso curto no sinal devido a` interac¸a˜o dos dentes na frequeˆncia de rotac¸a˜o do
eixo.
(c) Efeito de carga: Os dentes se deformam devido a` carga causando componente
adicional de forma“quadrada”na frequeˆncia de batimento dos dentes. Assim tem-
se componentes harmoˆnicos em todo o espectro da frequeˆncia, e a amplitude deste
sinal e´ regulada pela carga colocada no eixo da caixa de transmissa˜o.
(d) Erros de fabricac¸a˜o: Este tipo de sinal acontece na frequeˆncia de interac¸a˜o en-
tre as engrenagens e seus harmoˆnicos, tendo amplitude varia´vel para cada dente e
portanto se repetindo cada vez que os mesmos dentes de cada engrenagem inter-
agem.
(e) Componente fantasma: O dispositivo de corte em que cada engrenagem e´
fabricada pode adicionar uma componente no sinal de vibrac¸a˜o em cada ciclo de
rotac¸a˜o. Esta componente produz uma vibrac¸a˜o relacionada com a frequeˆncia
de interac¸a˜o de dentes com uma engrenagem imagina´ria com frequeˆncia e seus
harmoˆnicos devido ao nu´mero de dentes da mesa rotacional onde a engrenagem
foi fabricada.
(f) Deslizamento superficial: Devido a` forc¸a de atrito entre os dentes dos engrena-
gens.
(g) Batida de dentes: Cada vez que um dente toca um dente de outra engrenagem,
e´ gerado um pequeno impulso, entretanto no caso da falta de um dente, o impacto
nesta frequeˆncia e´ a maior componente do sinal, e tambe´m no caso de poss´ıveis
jogos e folgas, o mesmo tera´ um efeito na˜o linear.
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2. Devido ao eixo.
(a) Rotac¸a˜o do eixo: E´ um sinal relacionado com a rotac¸a˜o do eixo e seus harmoˆni-
cos.
(b) Na˜o balanc¸amento: Acontece quando o centro de massa na˜o corresponde ao
eixo de giro. A amplitude do sinal varia com a velocidade de rotac¸a˜o.
(c) Desalinhamento: A forma do sinal depende do acoplamento utilizado entre os
eixos. Geralmente produz sinais com a mesma frequeˆncia de rotac¸a˜o e os primeiros
harmoˆnicos.
(d) Eixo com entranha: Uma entranha abre-se uma vez por revoluc¸a˜o, gerando um
sinal escada com frequeˆncia de giro do eixo e seu harmoˆnicos.
3. Devido aos rolamentos: Tipicamente teˆm amplitudes menores que as vibrac¸o˜es
devidas aos eixos ou as engrenagens. No caso de possuir uma falha, podem ocorrer
alguns sinais de frequeˆncia devido as esferas e suas frequeˆncias de rotac¸a˜o dentro das
guias dos rolamentos.
4. Caminho de transmissa˜o: Os sinais de vibrac¸a˜o de cada componente sa˜o deformados
no percurso desde a fonte do sinal ate´ o sensor de aquisic¸a˜o.
5. Sinais de modulac¸a˜o: A vibrac¸a˜o das caixas de transmissa˜o apresentam dois tipos
de modulac¸a˜o:
(a) Modulac¸a˜o em amplitude: produzida por erros na excentricidade da engrenagem.
Essas acontecem como um pulso com curta durac¸a˜o no momento da interac¸a˜o entre
dentes do par de engrenagens.
(b) Modulac¸a˜o de frequeˆncia: gerada tipicamente a` poss´ıvel existeˆncia de espac¸os
entre os dentes da engrenagem, e outras causas que possam acarretar a variac¸a˜o
de velocidade angular, ainda com a mesma frequeˆncia.
6. Adic¸a˜o de impulsos: Praticamente todo defeito nos dentes de uma engrenagem vai
produzir um impulso que se adiciona ao efeito de modulac¸a˜o, pore´m na˜o sime´trico ao
eixo do tempo/frequeˆncia (no caso de um projeto onde necessita-se da visualizac¸a˜o da
amplitude), ja´ que modificam o valor DC do sinal.
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2.5 Te´cnicas de identificac¸a˜o baseadas em sinais
Dentre as principais te´cnicas utilizadas para identificac¸a˜o de sinais de ma´quinas rotativas,
pode-se destacar as te´cnicas baseadas no domı´nio do tempo, da frequeˆncia e as que utilizam
ao mesmo tempo os domı´nios do tempo e da frequeˆncia, conforme apresentado a seguir:
Domı´nio do tempo. A` primeira vista, o tratamento natural de um sinal variante no tempo
e´ mediante estrate´gias estat´ısticas ou o processamento do mesmo no domı´nio do tempo.
A principal vantagem de sinais temporais e´ o fato de trabalhar com o sinal completo,
sem perda de nenhum tipo de informac¸a˜o. Como os sinais vibrato´rios conteˆm ru´ıdos
aleato´rios misturados com sinais determin´ısticos, utiliza-se um processo de filtragem
no tempo, com a finalidade de encontrar o sinal fundamental. Ale´m disto, o compor-
tamento da distribuic¸a˜o de probabilidade conte´m informac¸a˜o para progno´stico de um
equipamento.
Domı´nio da frequeˆncia. As ma´quinas rotativas produzem sinais de vibrac¸a˜o perio´dicos,
devido a fato de que a posic¸a˜o dos elementos da ma´quina repete-se em um per´ıodo
que depende da velocidade do eixo de entrada de poteˆncia. Consequentemente, algu-
mas informac¸o˜es a respeito da ocorreˆncia de uma determinada falha, conseguem ser
visualizadas quando representamos estes sinais no domı´nio da frequeˆncia. Dentre as
estrate´gias mais utilizadas pode-se considerar a transformada de Fourier que repre-
senta o sinal em termos de uma combinac¸a˜o linear de sinais senoidais, e a transformada
Cepstrum que e´ uma representac¸a˜o em frequeˆncia do logaritmo do espectro de Fourier.
Domı´nio do tempo/frequeˆncia. No entanto os me´todos ate´ o presente momento mostram
que para que a distribuic¸a˜o de probabilidade dos dados seja aproximadamente esta-
ciona´rias ou ciclo-estaciona´rios, e´ equivalente afirmar que as mesmas na˜o podem ser
aplicadas diretamente quando a ma´quina tem velocidade ou carga varia´vel (BARSZCZ;
RANDALL, 2009; YESILYURT, 2004; LIU; RIEMENSCHNEIDERA; XU, 2006), en-
tretanto as mesmas na˜o permitem detectar a diferenc¸a entre duas falhas com sintomas
similares (GONZA´LEZ; FIGUEROA; IRIBARREN, 1996). Com o objetivo de estudar
transientes, diferentes autores propuseram o uso de transformac¸o˜es que descrevem o
comportamento simultaˆneo do sinal nos domı´nios do tempo e da frequeˆncia. As te´c-
nicas mais utilizadas para detecc¸a˜o de falhas sa˜o as Wavelets (WT ) , a decomposic¸a˜o
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emp´ırica de modos (EMD) e as transformadas de Cohen, especificamente a distribuic¸a˜o
de Wigner-Ville (WV D) .
As te´cnicas apresentadas embora sejam muito utilizadas para a detecc¸a˜o de falhas, na˜o
sa˜o as mais apropriadas para serem usadas em um sistema de diagno´stico automa´tico, devido
a` grande quantidade de paraˆmetros que devem ser interpretados pelo usua´rio, necessitando a
utilizac¸a˜o de me´todos diretos que utilizam um conjunto menor de paraˆmetros, e na medida
do poss´ıvel que possam ser embarcados em interfaces eletroˆnicas incorporadas aos pro´prios
equipamentos. A utilizac¸a˜o de sistemas de ordem fraciona´ria pode permitir a identificac¸a˜o
direta de sistemas, e essa vai ser o objeto do estudo apresentado a seguir e detalhado nos
pro´ximos cap´ıtulos desta tese de doutoramento.
2.6 Sistemas de Ordem Fraciona´ria.
Ate´ o presente momento a utilizac¸a˜o de ca´lculo de ordem fracionaria (FOC) tem sido
pouco aplicada em problemas de engenharia, devido a` complexidade do mesmo, como tambe´m
a aparente suficieˆncia da utilizac¸a˜o do ca´lculo de ordem inteira (IOC) e ainda a falta de uma
interpretac¸a˜o geome´trica ou f´ısica simples do mesmo (MACHADO, 2003; ZENG; CAO; ZHU,
2002; PODLUBNY, 2002).
Os sistemas de ordem fraciona´ria permitem a modelagem do comportamento de fenoˆ-
menos da natureza relacionados com aplicac¸o˜es da engenharia, de forma mais precisa, e esta´
comec¸ando a ser utilizado como uma ferramenta promissora em diferentes a´reas de engen-
haria, dentre as quais a bioengenharia (MAGIN; OVADIA, 2008; SOMMACAL et al., 2008),
viscoelasticidade (HEYMANS, 2008; ESPI´NDOLA; BAVASTRI; LOPES, 2008; MAINARDI,
2009), eletroˆnica (KRISHNA; REDDY, 2008; PU et al., 2006), mecatroˆnica e robo´tica (LIMA;
MACHADO; CRISO´STOMO, 2007; ROSARIO; DUMUR; MACHADO, 2006; DEBNATH,
2003), teoria de controle (BOHANNAN, 2008; CERVERA; BAN˜OS, 2008) e processamento
do sinal (PANDA; DASH, 2006; YANG; ZHOU, 2008) entre outros.
O ca´lculo de ordem fraciona´ria consegue representar sistemas dinaˆmicos de alta ordem
e fenoˆmenos complexos na˜o lineares utilizando poucos coeficientes (DUARTE; MACHADO,
2006; TORVIK; BAGLEY, 1984; ESPI´NDOLA; BAVASTRI; LOPES, 2008), ja´ que a pos-
sibilidade de ter uma ordem arbitra´ria das derivadas permite ter um grau de liberdade adi-
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cional para aproximar um comportamento espec´ıfico. Outra caracter´ıstica importante e´ que
as derivadas de ordem fracionaria na˜o dependem das condic¸o˜es locais da func¸a˜o, mas depen-
dem de todo o histo´rico da mesma. Este fato e´ u´til quando o sistema tem memo´ria de longo
prazo.
Consequentemente muitos sistemas reais sa˜o identifica´veis a partir de teoria de sistemas
fraciona´rios (PETRAS, 2006; ESPI´NDOLA; SILVA; LOPES, 2005), considerando que a
func¸a˜o de transfereˆncia e´ de ordem fraciona´ria ou que a resposta em tempo na˜o e´ apro-
xima´vel atrave´s de func¸o˜es exponenciais (VINAGRE, 2007), ale´m de que a ordem varia´vel e´
um grau de liberdade adicional que permite ajustar-se melhor ao sistema e descreveˆ-lo sob a
forma compacta (HARTLEY; LORENZO, 2003).
Isto e´ uma caracter´ıstica deseja´vel como entrada para um sistema automa´tico para classi-
ficac¸a˜o de falhas, ja´ que os mesmos requerem o uso de indicadores que representem geralmente
o estado atual da ma´quina. Quando os sistemas automatizados obteˆm muitos indicadores os
mesmos tendem a se equivocar devido ao efeito da “maldic¸a˜o da dimensionalidade”, ou seja,
quanto a maior e´ a dimensionalidade dos dados, mais complexo sera´ a extrac¸a˜o de informac¸a˜o
deles (KANTARDZIC, 2003). Consequentemente, a identificac¸a˜o de um sistema utilizando
ca´lculo de ordem fraciona´ria, permite a obtenc¸a˜o de um conjunto pequeno de indicadores do
estado da ma´quina, um indicador associado a cada paraˆmetro do sistema fraciona´rio.
2.7 Concluso˜es.
Neste cap´ıtulo foram apresentados os principais conceitos relacionados com te´cnicas de
manutenc¸a˜o de equipamentos utilizadas atualmente na indu´stria. Como foi abordado pode-se
constatar a existeˆncia de diferentes estrate´gias de manutenc¸a˜o, sendo nos dias atuais quase
todas elas ainda utilizadas, em func¸a˜o do estado cr´ıtico do processo industrial. As estrate´gias
corretivas e oportunas em relac¸a˜o a`s preventivas sa˜o mais simples de serem implementadas,
e possuem um custo menor em aplicac¸o˜es de curto prazo, ja´ que o investimento na aquisic¸a˜o
em equipamento especializado e´ relativamente baixo. Por outro lado, as estrate´gias baseadas
em dados permitem diminuir o n´ıvel de especializac¸a˜o e aprendizagem dos opera´rios, con-
siderando que o processo de diagno´stico fica completamente assistido. Ao mesmo tempo,
estas te´cnicas requerem menos investimentos a longo prazo, e ainda podem ser utilizadas
como informac¸a˜o de entrada para um sistema de classificac¸a˜o automatizado de falhas.
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Tambe´m foram apresentados, de maneira breve e objetiva, um estudo comparativo dos
principais tipos de sinais emitidos pelos sistemas que sa˜o geralmente utilizados para identi-
ficac¸a˜o de falhas. Normalmente, estes sinais sa˜o analisados mediante o estudo de te´cnicas
de tratamento do sinal no tempo, frequeˆncia e tempo/frequeˆncia, e este estudo sera´ abor-
dado detalhadamente no cap´ıtulo 3 deste trabalho. Finalmente estes sinais correspondem
a` resposta de um sistema dinaˆmico que pode ser identificado, assim pode-se mostrar que
uma te´cnica de identificac¸a˜o de sinal pode apresentar diferenc¸as em relac¸a˜o a modelagem do
mesmo atrave´s de equac¸o˜es diferenciais de ordem inteira, permitindo ainda a modelagem do
sistema utilizando poucos coeficientes, permitindo uma ana´lise e interpretac¸a˜o mais simples
pelo usua´rio.
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3 TE´CNICAS DE IDENTIFICAC¸A˜O DE FALHAS
NO DOMI´NIO DO TEMPO, FREQUEˆNCIA E
TEMPO/FREQUEˆNCIA
A teoria moderna de manutenc¸a˜o requer a estimac¸a˜o de ı´ndices de falha que indiquem a
localizac¸a˜o e gravidade da mesma. Uma etapa fundamental para isto e´ utilizar te´cnicas de
processamento do sinal, que posteriormente sera˜o analisados por um te´cnico especialista em
manutenc¸a˜o de um equipamento espec´ıfico. A precisa˜o do diagno´stico depende em grande
parte da simplicidade para interpretar o resultado destas te´cnicas e o n´ıvel de treinamento
do usua´rio. Consequentemente, uma forma de minimizar erros de diagno´stico, e´ utilizar
te´cnicas de processamento do sinal que resultem em poucos paraˆmetros com alta capacidade
para descrever de forma precisa o estado de um equipamento particular. Neste cap´ıtulo
apresenta-se as te´cnicas mais representativas utilizadas em identificac¸a˜o de falhas em sistemas
mecatroˆnicos, mostrando seus fundamentos e analisando suas vantagens e desvantagens. As
estrate´gias de ana´lise do sinal foram divididas em te´cnicas no domı´nio do tempo, domı´nio da
frequeˆncia e domı´nio do tempo/frequeˆncia como se mostra nas sec¸o˜es seguintes deste cap´ıtulo.
3.1 Te´cnicas no domı´nio do tempo
Em uma primeira abordagem, o tratamento natural de um sinal variante no tempo e´
mediante estrate´gias estat´ısticas ou processando-as no domı´nio do tempo. A maior vantagem
desse e´ que trabalha-se com o sinal completo sem perdas de informac¸o˜es. Como os sinais
de vibrac¸a˜o conteˆm ru´ıdos aleato´rios misturados com um sinal determin´ıstico, tipicamente
utiliza-se uma filtragem no tempo que tem a capacidade de encontrar o sinal fundamental.
Ale´m disto, o comportamento da distribuic¸a˜o de probabilidade conte´m informac¸o˜es para
realizar progno´stico de um equipamento particular.
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3.1.1 Me´dia sincroˆnica no tempo (TSA)
A vibrac¸a˜o proveniente de uma ma´quina rotativa com engrenagens tem um componente
perio´dico e um aleato´rio, portanto, quando combinadas, o sinal tem uma distribuic¸a˜o de
probabilidade perio´dica relacionada com a posic¸a˜o de cada engrenagem, iniciando quando esta
e´ exatamente igual a` sua posic¸a˜o inicial, isto e´ cicloestaciona´ria com per´ıodo T (HALIM et
al., 2008). Tipicamente se considera que somente a componente perio´dica conte´m informac¸a˜o
da falha, e que a func¸a˜o de probabilidade do sinal tambe´m e´ ergo´dica periodicamente, uma
estrate´gia simples consiste em extrair o sinal determin´ıstico atrave´s da me´dia das amostras
em cada tempo T . Segundo (ROSA´RIO; ARRUDA, 1983), formalmente pode-se escrever:
yT SA(t) =
1
N
N
∑
i=0
y(t + iT ) (3.1)
Quanto maior e´ o nu´mero de amostras N utilizadas para calcular a me´dia, obte´m-se o sinal
fundamental com maior precisa˜o, atuando assim como um filtro passa-baixo. Esta estrate´gia
foi utilizada com sucesso por va´rios autores (BARSZCZ; RANDALL, 2009; MCFADDEN,
2000; RANDALL, 2004), e tem como desvantagem que pode requerer de grandes per´ıodos de
tempo no caso de ma´quinas complexas, e ale´m disso, precisa de um sinal de sincronismo que
em muitos casos e´ imposs´ıvel de fazer coincidir com a posic¸a˜o exata dos elementos rotacionais
em relac¸a˜o a sua posic¸a˜o inicial (LIN; ZUO, 2003), ou conhecer precisamente quais sa˜o as
frequeˆncias relevantes para na˜o perdeˆ-las no processamento. Ale´m disto nem sempre o sinal
aleato´rio e´ desnecessa´rio, pore´m esta te´cnica na˜o considera esta componente, que pode conter
informac¸o˜es importantes sobre a falha (LEBOLD et al., 2000).
3.1.2 A me´dia do erro quadra´tico (RMS)
O RMS e´ uma medida estat´ıstica usada para encontrar a me´dia dos dados sem ter que
considerar a variac¸a˜o do sinal (LEBOLD et al., 2000). Espera-se que o valor efetivo do sinal
proveniente de uma sistema eletromecaˆnico com falhas seja diferente do proveniente de um
mesmo ponto de operac¸a˜o em um sistema sem falhas. Formalmente para sinais discretos,
calcula-se como
29
xrms =
√
1
N
N
∑
i=1
x2i (3.2)
Este ı´ndice permite reconhecer a existeˆncia de uma falha no sistema, mas o usua´rio
dificilmente consegue identificar o elemento da falha nem a sua gravidade.
3.1.3 O Fator de Pico
O fator de pico e´ uma medida que indica a dispersa˜o dos dados em relac¸a˜o ao valor
efetivo do sinal (LEBOLD et al., 2000). Do mesmo jeito que o valor do RMS, espera-se que
os valores de pico ma´ximo do sinal e o RMS do mesmo mudem na presenc¸a de uma falha.
Este e´ calculado como a raza˜o entre o valor ma´ximo do valor absoluto do sinal e o valor
efetivo, assim:
C =
|x|pico
xrms
(3.3)
Este ı´ndice permite conhecer que existe uma falha no sistema, mas na˜o pode-se identificar
a localizac¸a˜o da falha nem a sua gravidade com exatida˜o.
3.1.4 Ana´lise de Kurtosis
Existem te´cnicas que permitem comparar a forma da distribuic¸a˜o estat´ıstica dos dados
em relac¸a˜o de uma distribuic¸a˜o gaussiana. Por exemplo, no caso das caixas de engrenagens,
quando analisa-se uma falha de dente quebrado em uma engrenagem, a func¸a˜o de densidade
de probabilidade tipicamente na˜o e´ gaussiana. A mudanc¸a da forma pode ser detectada entre
outras mediante ana´lise de kurtosis, isto e´, uma me´trica estat´ıstica que indica a forma do
pico da func¸a˜o de densidade de probabilidade com relac¸a˜o ao desvio padra˜o. Esta se define
como o quarto momento central da distribuic¸a˜o de uma varia´vel aleato´ria X , dividido pelo
desvio padra˜o elevado ao quadrado, isto e´
SK = E(x−µ)
4
σ4
=
1
N ∑Ni=1 (xi− x¯)4(
1
n ∑ni=1 (xi− x¯)2
)2 (3.4)
Quando o sinal e´ determin´ıstico, SK e´ constante para todo o espectro de frequeˆncia. Caso
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a func¸a˜o de densidade de probabilidade e´ uma gaussiana, SK = 0 (ANTONI, 2007).
Esta te´cnica foi usada em (BARSZCZ; RANDALL, 2009), inicialmente calculando-se
um kurtograma do sinal, isto e´, calculo do kurtosis para diferentes janelas de frequeˆncia,
encontrando as frequeˆncias mais relevantes para ana´lise, e filtrando mediante T SA com o
propo´sito de extrair os componentes fundamentais de vibrac¸a˜o. Apo´s este procedimento
a informac¸a˜o e´ analisada, reportando que conseguiu encontrar uma falha ate´ oito semanas
antes que uma falha catastro´fica acontece em uma bancada experimental implementada para
realizac¸a˜o de testes.
3.2 Te´cnicas no domı´nio da Frequeˆncia
As ma´quinas rotativas produzem sinais de vibrac¸o˜es perio´dicas, devido que a posic¸a˜o
dos elementos da ma´quina repetem-se em um per´ıodo dependente da velocidade do eixo
de entrada de poteˆncia, consequentemente algumas informac¸o˜es a respeito de uma falha
se ressaltam quando se representa o sinal no domı´nio da frequeˆncia. As estrate´gias mais
utilizadas para fazer este ana´lise sa˜o a transformada de Fourier que representa o sinal em
termos de uma combinac¸a˜o lineal de sinais senoidais e a transformada Cepstrum que e´ uma
representac¸a˜o em frequeˆncia do logaritmo do espectro de Fourier.
3.2.1 Transformada de Fourier
Na maioria das vezes e´ mais simples analisar um sinal complexo no domı´nio do tempo
t, representando-o mediante termos das frequeˆncias ω que o compo˜em, para isso aplica-se
a transformada de Fourier, que e´ simples de ser utilizada e tem um significado f´ısico bem
definido (YUAN; CAI, 2005). Considere f (t) como uma func¸a˜o real perio´dica de per´ıodo T .
Define-se a transformada de Fourier atrave´s da forma (JOHN; DIMITRIS, 1998):
F (ω) =
1
2pi
∫
∞
−∞
f (t)e−iωtdt (3.5)
Por exemplo, em uma caixa de transmissa˜o por engrenagens, na ana´lise no domı´nio
da frequeˆncia, um fato amplamente aceito e´ que as maiores amplitudes em uma caixa de
transmissa˜o sem falhas, coincidem com a frequeˆncia de rotac¸a˜o do eixo, e aquela de interac¸a˜o
dos dentes, mais algumas outras conforme apresentadas na sec¸a˜o 2.4. Quando uma o mais
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falhas acontecem, o espectro de frequeˆncia muda. No entanto, este me´todo pode apresentar
dois problemas:
1. Nem todos os casos se tem o sinal na faixa [−∞,∞], e
2. O sinal tem que ser estaciona´rio na faixa de ana´lise, consequentemente na˜o consegue-se
analisar efetivamente os sinais com transientes no tempo, ja´ que os componentes de
frequeˆncia sa˜o modulados pelos mesmos.
Para trabalhar com estes problemas, alguns autores usam a transformada de Fourier (FT)
em uma faixa finita de tempo a≤ t ≤ b, isto se chama de transformada de Fourier em janela,
partindo da equac¸a˜o 3.5:
F (ω) =
1
2pi
∫ b
a
f (t)e−iωtdt (3.6)
que e´ valida em faixas de tempo, onde a velocidade de rotac¸a˜o pode-se considerar constante
e sem transientes.
Outra alternativa e´, realizar a amostragem do sinal de forma varia´vel, dependendo da
frequeˆncia de rotac¸a˜o do eixo, assegurando que em uma volta tem-se um nu´mero finito de
amostras (NAHRATH; BAUER; SEELIGER, 1999), e´ como deformar a abscissa no domı´nio
do tempo para manteˆ-la constante no domı´nio da frequeˆncia.
3.2.2 Se´rie de Fourier com coeficientes varia´veis
Outra abordagem proposta em (YUAN; CAI, 2005) e´ aproveitar o sinal de vibrac¸a˜o de
uma caixa de transmissa˜o, que e´ constitu´ıda por va´rias componentes de frequeˆncia, assim
como as se´ries de Fourier (JOHN; DIMITRIS, 1998), pore´m este e´ va´lido somente quando
o sinal e´ estaciona´rio. Para solucionar este inconveniente, os autores propo˜em variar com o
tempo as constantes da se´rie original da forma:
FVAFS(ω) =
n
∑
i=1
Ai(t)sin(iωt +φi) (3.7)
O autor chama esta transformac¸a˜o de se´rie de Fourier de coeficientes varia´veis (VAFS por
sua sigla em ingleˆs), e como e´ esperado esta serie consegue melhores resultados que a FT com
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Tabela 3.1: Glossa´rio da Transformada Cepstrum.
Domı´nio de Fourier Domı´nio Cepstrum
Frequeˆncia Quefrency
Espectro Cepstrum
Fase Saphe
Amplitude Gamplitude
Filtro Liftering
Harmoˆnico Rahmonic
Per´ıodo Repiod
sinais de vibrac¸a˜o. Calcular os coeficientes Ai requer um algoritmo apresentado em (YUAN;
CAI, 2005).
3.2.3 Cepstrum
O Cepstrum e´ uma transformac¸a˜o matema´tica proposta pela primeira vez em (BORGET;
HEALY; TURKEY, 1963) com o fim de medir a distaˆncia em tempo entre ecos de uma onda
fundamental em um sinal espec´ıfico (RANDALL; KJAER; DENMARK, 1974). Esta consiste
em encontrar as ondas harmoˆnicas que compo˜em o sinal original, atrave´s da transformada de
Fourier. Apo´s isto, com o objetivo de ressaltar a informac¸a˜o de frequeˆncia de cada harmoˆnico,
utiliza-se uma func¸a˜o logar´ıtmica sobre os dados. Finalmente obte´m-se uma aproximac¸a˜o no
tempo entre as ondas fundamentais e seus harmoˆnicos usando novamente a transformada de
Fourier. Formalmente podemos expressar atrave´s da equac¸a˜o:
X (ωˆ) = |F (log(∣∣F (x(t))|2))∣∣2 (3.8)
Apo´s esta operac¸a˜o, o sinal encontra-se no domı´nio do tempo, mas na˜o no sentido usual,
sendo que esta´ escala e´ dependente da frequeˆncia de amostragem (CHILDERS; SKINNER;
KEMERAIT, 1977). No entanto a informac¸a˜o significativa esta relacionada com a informac¸a˜o
de frequeˆncia. Para se evitar poss´ıveis confuso˜es, em (BORGET; HEALY; TURKEY, 1963)
propuseram um glossa´rio de termos que relacionam os termos de frequeˆncia com termos
cepstrum, como se mostra na Tabela 3.1 1.
1A fim de evitar erros de interpretac¸a˜o, deixa-se os termos Cepstrum em ingleˆs.
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Ao contrario da transformada de Fourier, na˜o e´ deseja´vel sobre-amostrar um sinal, ja´ que
adiciona-se um ru´ıdo repetitivo de alta frequeˆncia ao sinal de origem em tempo. Este sera´
amplificado, tornando-se possivelmente na quefrency mais relevante.
Apesar de que o diagno´stico de uma longa variedade de sistemas se realiza atrave´s do
sinal de vibrac¸a˜o, os sintomas percebidos sa˜o uma mistura de diferentes problemas em va´rios
n´ıveis de falha, ale´m da resoluc¸a˜o do espectro ficar limitado ao nu´mero de componentes e
faixa de frequeˆncia, e portanto sa˜o dif´ıceis de interpretar, e se requer um grande n´ıvel de
experieˆncia por parte do te´cnico especialista (GILABERT; ARNAIZ, 2006).
3.3 Te´cnicas no domı´nio do Tempo/Frequeˆncia
Os me´todos ate´ aqui apresentados precisam que a distribuic¸a˜o de probabilidade dos dados
seja aproximadamente estaciona´ria ou cicloestaciona´ria, ou seja, na˜o podem ser aplicados di-
retamente quando o equipamento tem velocidade ou carga varia´vel (BARSZCZ; RANDALL,
2009; YESILYURT, 2004; LIU; RIEMENSCHNEIDERA; XU, 2006), nem permitem difer-
enciar duas falhas com sintomas similares (GONZA´LEZ; FIGUEROA; IRIBARREN, 1996).
Com a finalidade de estudar transientes, diferentes autores propuseram o uso de transfor-
mac¸o˜es que descrevem o que acontece com o sinal tanto em tempo como em frequeˆncia. As
mais utilizadas para detecc¸a˜o de falhas sa˜o as Wavelets (WT ), Decomposic¸a˜o emp´ırica de
modos (EMD) e as transformadas de Cohen, especificamente a distribuic¸a˜o de Wigner-Ville
(WV D), que va˜o ser explicadas detalhadamente nos pro´ximos to´picos.
3.3.1 Wavelets
Um sinal pode ser representado em termos de func¸o˜es base {eikt}k∈Z : f (t) = ∑k∈Z fkeikt
com coeficientes de Fourier fk = 〈eikt , f 〉 (MALLAT, 1999). Como esta representac¸a˜o cla´ssica
precisa de infinitos coeficientes em frequeˆncia, consequentemente a localizac¸a˜o em frequeˆncia
na˜o e´ o´tima
Para isto, devem-se trocar estes coeficientes por func¸o˜es base com suporte finito tanto no
tempo como em frequeˆncia. Se desejar incluir todas as frequeˆncias, isso podera´ ser realizado
contraindo e esticando a func¸a˜o base. Estas func¸o˜es dependem de dois paraˆmetros ψ(2nt−
k),n,k ∈ Z. Formalmente, sendo a a varia´vel de escala e b a varia´vel de deslocamento, a WT
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e´ calculada atrave´s da Equac¸a˜o 3.9:
[Wψ f ](a,b) = 1√
a
∫
∞
−∞
ψ
(
t−b
a
)
f (t)dt (3.9)
E portanto a representac¸a˜o wavelet do sinal f (t) e´:
f (t) =
∞
∑
j,k=−∞
c j,kψ j,k(t) (3.10)
com
c j,k = [Wψ ](2− j,k2− j). (3.11)
A representac¸a˜o da Equac¸a˜o 3.10 permite deslocar-se no tempo e por diferentes escalas
(maior ou menor detalhe do sinal) e frequeˆncias, em partic¸o˜es dia´dicas. Muitas func¸o˜es base ψ
cumprem as restric¸o˜es impostas nesta formalizac¸a˜o, das quais as mais comumente utilizadas
sa˜o as wavelets de Haar, Daubechis, Chape´u Mexicano e Morlet, conforme a Figura 3.1.
Conceitualmente as Wavelets sa˜o bancos de filtros. Assim a principal dificuldade para
encontrar defeitos com elas e´ escolher uma famı´lia de filtros (func¸o˜es base) que ressalte
informac¸a˜o da falha e o tamanho de janela mais apropriado (suporte da func¸a˜o base) (LIN;
ZUO, 2003; CHOY; MUGLER; ZHOUJ, 2003). No entanto, cada tipo de falha e´ ressaltado
melhor por diferentes Wavelets de base, entretanto os resultados obtidos precisam da avaliac¸a˜o
de um te´cnico especialista em manutenc¸a˜o. Por exemplo, quando acontece uma avaria devido
a` falta de um dente de uma engrenagem, pequenos impulsos se adicionam ao sinal de vibrac¸a˜o,
portanto em (LIN; ZUO, 2003) aplica-se uma wavelet de Morlet, o qual tem demonstrado
uma alta eficieˆncia isolando este tipo de sinal. O autor calcula o fator de kurtosis em cada
sub-banda de frequeˆncia, com o fim de escolher partic¸o˜es em tempo, onde os dados variem
pouco em relac¸a˜o com outras.
Outra propriedade importante da Wavelet e´ que a partir do valor dos coeficientes obti-
dos teˆm-se um ı´ndice da gravidade de uma falha localizada, ja´ que a amplitude dos sinais
associados aos mesmos muda com o grau de degradac¸a˜o do componente (CHOY; MUGLER;
ZHOUJ, 2003).
No trabalho de (HALIM et al., 2008) propo˜e-se a filtragem do sinal de vibrac¸a˜o mediante
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(d) Wavelet de Morlet.
Observac¸a˜o: Eixo x representa o tempo e o eixo y representa a amplitude da base para essa
resoluc¸a˜o.
Figura 3.1: Principais func¸o˜es de base wavelets comumente utilizadas para identificac¸a˜o de
falhas.
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o uso de uma transformada Wavelet em combinac¸a˜o com a te´cnica T SA, aplicando-a em cada
subbanda de frequeˆncia fazendo o sinal mais simples de se analisar. No entanto ao tentar-
se analisar uma frequeˆncia baixa, perde-se resoluc¸a˜o no tempo, ja´ que a janela de tempo e´
grande de mais para este propo´sito (YESILYURT, 2004). Existe outro conjunto de te´cnicas
que melhoram estas caracter´ısticas como sera´ apresentado no pro´ximo to´pico.
3.3.2 Wigner-Ville
Para isolar uma componente do sinal espec´ıfico em um instante de tempo a transformada
wavelet precisa definir uma wavelet base que ressalte o componente do sinal adicionado pela
falha, entretanto isto na˜o e´ sempre simples de ser realizado. Existe outro tipo de ferramentas
matematicamente bem definidas, que extraem este tipo de informac¸a˜o, as transformadas
de Cohen, especificamente a distribuic¸a˜o de Wigner-Ville (WV D) (YUAN; CAI, 2005). As
vantagens daWV D sobre outras representac¸o˜es como a Wavelet e a transformada em janela de
Fourier, e´ que pelo fato de na˜o ser linear, a mesma na˜o e´ regida pelo principio de incerteza de
Heisenberg, e permite diferenciar simplesmente quando uma componente esta modulada em
frequeˆncia ou tempo (GONZA´LEZ; FIGUEROA; IRIBARREN, 1996; YESILYURT, 2004),
portanto e´ poss´ıvel conhecer o espectro de frequeˆncia para cada instante de tempo. Isto e´
deseja´vel em detecc¸a˜o de falhas, ja´ que algumas componentes do sinal geram-se somente em
pequenos intervalos temporais. Formalmente, sendo x∗ o complexo conjugado de x, a WV D
e´ definida como:
W f (t,ω) =
∫
∞
−∞
x(t− τ/2)x∗(t + τ/2)e− jωtdτ (3.12)
Em contraste com a transformada de Fourier, que mostra a me´dia das frequeˆncias na
janela, a WV D tem alta resoluc¸a˜o no domı´nio do tempo e da frequeˆncia (CHOY et al., 1996).
A energia da WV D se concentra nas frequeˆncias fundamentais do sinal e seus harmoˆnicos
(BAYDAR; BALL, 2000), sendo mais robusta ao ru´ıdo que a` janela de ana´lise da WT .
Infelizmente os resultados sa˜o dif´ıceis de serem interpretados, ja´ que sendo uma transformac¸a˜o
na˜o linear, as informac¸o˜es tempo/frequeˆncia aparecem em lugares inesperados (BAYDAR;
BALL, 2001; CHOY; MUGLER; ZHOUJ, 2003).
Em (CHOY; MUGLER; ZHOUJ, 2003), os autores utilizaram esta representac¸a˜o em
uma bancada de teste com duas engrenagens com o mesmo nu´mero de dentes, conseguindo
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identificar uma falha localizada em um dente, pore´m devido a dificuldade para interpretac¸a˜o
dos dados, na˜o foi poss´ıvel diagnosticar a ma´quina em presenc¸a de va´rias falhas diferentes,
nem localizar o instante de tempo em que estas acontecem.
3.3.3 A decomposic¸a˜o emp´ırica de modos
Outra estrate´gia multiresoluc¸a˜o e´ a decomposic¸a˜o emp´ırica de modos (EMD), que na˜o
tem suporte matema´tico, mas consegue extrair as componentes fundamentais do sinal, sem
se importar com a func¸a˜o geradora (LIU; RIEMENSCHNEIDERA; XU, 2006; LIU, 2006).
Diferente da DWV as componentes resultantes de aplicar a operac¸a˜o sa˜o lineares e, portanto,
na˜o aparecem coeficientes em lugares na˜o esperados, ale´m disto na˜o requere de especificar uma
func¸a˜o base que poderia ressaltar algumas componentes nem ocultar outras que poderiam
conter informac¸a˜o importante para o diagno´stico da falha (LOUTRIDIS, 2004).
O EMD e´ definido de forma iterativa como aparece no algoritmo 3.1, que procura decom-
por os sinais em um conjunto finito de modos de oscilac¸a˜o intr´ınsecos (IMF), que dependem
do sinal original e representam as escalas temporais embarcadas nos dados, definidas como
a distaˆncia em tempo entre dois ma´ximos. Os IMF devem satisfazer dois requerimentos
(HUANG et al., 1998):
1. O nu´mero de extremos e passagens do IMF por zero tem que ser aproximadamente
iguais.
2. A me´dia da func¸a˜o envolvente dos ma´ximos locais e os mı´nimos locais tem que ser igual
a zero.
As IMF na˜o se encontram relacionados com o per´ıodo de amostragem como as escalas
da WT, mas com as variac¸o˜es do sinal (YU; YANG; CHENG, 2007). Consequentemente,
na˜o se obte´m necessariamente escalas dia´dicas, e por depender do sinal original, no caso de
dois sinais distintos o nu´mero de resoluc¸o˜es pode diferir dificultando sua interpretac¸a˜o em
processos reais (LOUTRIDIS, 2004). Formalmente o sinal x(t) pode ser representado como
a combinac¸a˜o linear de bases Hn.
Finalmente, os dados sa˜o representados em um gra´fico com tempo - velocidade instan-
taˆnea que deve ser avaliado por um te´cnico especialista.
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Input: Func¸a˜o Original s(t).
Output: Componentes IMF do sinal original (H(t))
i ← 0;1
for s(t) na˜o e´ uma func¸a˜o constante do2
Identificar os ma´ximos ou mı´nimos locais no sinal original s(t);3
Conectar os ma´ximos locais entre eles para encontrar uma func¸a˜o envolvente4
superior u(t);
Conectar os mı´nimos locais entre eles para encontrar uma func¸a˜o envolvente5
inferior l(t);
Aproximar as func¸o˜es u(t) e l(t) mediante splines cu´bicas;6
Calcular a me´dia das envolventes, m(t)← u(t)+l(t)2 ;7
Subtrai-se m(t) do sinal s(t);8
Define-se o IMF como h(t)← s(t)−m(t);9
if h(t) na˜o cumpre com as condic¸o˜es para ser IMF then10
Executar o algoritmo 3.1 com h(t) como entrada.11
end12
Hi(t)← h(t);13
s(t)← s(t)−h(t);14
i ← i+1;15
return H ;16
end17
Algoritmo 3.1: Definic¸a˜o da decomposic¸a˜o emp´ırica de modos.
3.4 Concluso˜es
A detecc¸a˜o de falhas e´ uma a´rea bem estabelecida que consiste em analisar os diferentes
tipos do sinal proveniente de um equipamento. No entanto, alguns sinais sa˜o mais dif´ıceis
de serem interpretados do que outros, e nem sempre consegue-se isolar os diferentes tipos de
falhas. A literatura apresentada sugere que o sinal de vibrac¸a˜o conte´m informac¸a˜o do estado
dos diferentes componentes da ma´quina, mas se requer um alto n´ıvel de treinamento para
identificar o tipo de falha e sua fonte.
Atualmente, o tratamento do sinal de vibrac¸a˜o se realiza no domı´nio do tempo, que
fornece informac¸a˜o da existeˆncia de uma falha, pore´m indica pouco a respeito da fonte ger-
adora; no domı´nio da frequeˆncia, que permite distinguir de forma mais evidente o sinal de
falha, pois ressalta a informac¸a˜o referente a`s variac¸o˜es repetitivas, que acontecem em prati-
camente todos os elementos da ma´quina, localizando-se em diferentes faixas do espectro
de frequeˆncia. Outro tipo de representac¸a˜o do sinal de grande interesse para pesquisa e´ a
representac¸a˜o em tempo/frequeˆncia, que idealmente, permite conhecer que frequeˆncias se
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excitam em cada instante de tempo, entregando maior quantidade de informac¸a˜o ao te´cnico
especializado em manutenc¸a˜o. Infelizmente estes tipos de representac¸a˜o esta˜o limitados pelo
princ´ıpio de incerteza de Heisenberg, dificultando em alguns casos a interpretac¸a˜o dos dados
ou restringindo a resoluc¸a˜o da ana´lise.
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4 ESTUDO COMPARATIVO DE TE´CNICAS DE
AVALIAC¸A˜O DE QUALIDADE
Como ilustrado nos cap´ıtulos anteriores, os usua´rios encarregados na manutenc¸a˜o e a-
valiac¸a˜o de qualidade dispo˜em de uma ampla faixa de te´cnicas para avaliar o estado atual
de um determinado equipamento. No entanto, interpretar os dados resultantes com ex-
atida˜o, requer um n´ıvel de experieˆncia e conhecimento espec´ıfico, podendo exigir um vasto
treinamento (FUNK; JACKSON, 2005). Este cap´ıtulo apresenta um estudo comparativo das
te´cnicas estudadas anteriormente (cap´ıtulos 3 e 6), aplicando-as em sistemas simulados com
a finalidade de isolar as fontes de falha e minimizar ru´ıdos indesejados para ana´lise. A quan-
tidade e simplicidade de interpretac¸a˜o dos dados foram considerados para a interpretac¸a˜o dos
experimentos apresentados.
As te´cnicas baseadas na ana´lise do sinal agrupam os me´todos que na˜o se importam
com a analise do sinal de entrada do dispositivo, mas com os sinais de vibrac¸a˜o gerados
pelo equipamento, na˜o sendo necessa´rio o conhecimento do modelo do sistema. O sistema
experimental utilizado para avaliar estas te´cnicas e´ constitu´ıdo pelo sinal de vibrac¸a˜o de uma
caixa de transmissa˜o de poteˆncia mostrado na Figura 4.1.
4.1 Configurac¸a˜o experimental.
Uma caixa de engrenagens foi modelada conforme o proposto em (FORRESTER, 1996),
supondo que o sinal de vibrac¸a˜o das engrenagens e os eixos e´ muito maior do que aqueles
produzidos por outras fontes. O modelo consiste em adicionar as frequeˆncias de vibrac¸a˜o
produzidas pelo batimento dos dentes, rotac¸a˜o de cada engrenagem em separado, rotac¸a˜o do
eixo, etc.
Analisando os primeiros M harmoˆnicos e sendo θs a posic¸a˜o em radianos do eixo, ¯L a
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Figura 4.1: Modelo de uma caixa transmissora de poteˆncia atrave´s de engrenagens. A entrada
deste sistema e´ o torque T (t) e a sa´ıda e´ o sinal de vibrac¸a˜o no mancal da engrenagem 2.
me´dia das forc¸as aplicadas, Asgm a amplitude de vibrac¸a˜o devida a` deflexa˜o dos dentes no
harmoˆnico m, ¯Esgm a media da vibrac¸a˜o devida aos erros de fabricac¸a˜o no harmoˆnico m, Nsg
o nu´mero de dentes da engrenagem, βsg a modulac¸a˜o de fase devida a`s variac¸o˜es da forc¸a
aplicada e φsgm a fase do harmoˆnico m quando θ = 0, as vibrac¸o˜es na˜o devidas ao erros
geome´tricos se escrevem como:
V (1)gs (t) =
M
∑
m=1
[Asgm( ¯L,θs)+ ¯Esgm cos(mNsg (θs+βsg(θs))+φsgm)] (4.1)
com
Asgm(t) = ( ¯L,θs) = ¯Asgm( ¯L)(1+αsg(θs)). (4.2)
As vibrac¸o˜es resultantes da modulac¸a˜o se modelaram como:
βsg(θs) =
K
∑
k=1
bsgk cos(kθ + γsgk)
αsg(θs) =
K
∑
k=1
cos(kθ +λsgk)
(4.3)
sendo γsgk e λsgk o deslocamento de fase de βsg(θs) e αsg(θs) quando θs = 0 rad.
Outros efeitos adicionais sa˜o modelados para cada harmoˆnico como:
V (2)sg (t) =
K
∑
k=0
Esgk cos(kθs(t)+ξsgk) (4.4)
42
Tabela 4.1: Paraˆmetros do sistema de simulac¸a˜o 1.
Paraˆmetro Valor
Velocidade de rotac¸a˜o medida na engrenagem de sa´ıda [rpm]
698
930
1123
1395
1628
1860
2093
2326
Frequeˆncia de amostragem [Hz] 2500
Quantidade de dentes de cada engrenagem 9
Quantidade de dentes quebrados
Caso A: 0
Caso B: 1
Caso C: 2, um cada 180o
Quantidade de harmoˆnicos (M) 20
Valor dos paraˆmetros α e β 0.1
Valor dos paraˆmetros γ , λ , φsgm, ξ , ψsk 0.0
Amplitude da vibrac¸a˜o Asg1 1
Decaimento da amplitude de vibrac¸a˜o em cada harmoˆnico m 1/m
Observac¸a˜o: Neste caso admite-se que na˜o existem componentes de vibrac¸a˜o fora de fase.
sendo ξsgk o deslocamento de fase de V (2)sg (t) em t = 0. Neste caso o valor me´dio na˜o e´
necessariamente nulo.
A vibrac¸a˜o devida ao eixo para cada frequeˆncia de rotac¸a˜o fs, considerando-se os primeiros
k harmoˆnicos e´ calculado como:
Vs =
K
∑
k=0
As( fs)cos(kθs+φsk). (4.5)
Finalmente a vibrac¸a˜o total na caixa de transmissa˜o e´:
Vsg =V
(1)
sg +V
(2)
sg +Vs. (4.6)
Este modelo e´ suficientemente geral para abranger um grande nu´mero de ma´quinas sub-
metidas a vibrac¸o˜es mecaˆnicas. Os paraˆmetros utilizados nesta simulac¸a˜o sa˜o apresentados
na Tabela 4.1.
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Cada uma das te´cnicas explicadas no cap´ıtulo 3 tem vantagens espec´ıficas para cada
me´todo. Neste trabalho foram divididas em treˆs grupos: (1) te´cnicas no tempo que sa˜o
estrate´gias estat´ısticas aplicadas diretamente sobre os dados recompilados, (2) te´cnicas em
frequeˆncia, que aplicam a transformada de Fourier com a finalidade de encontrar um domı´nio
onde os dados teˆm uma interpretac¸a˜o mais simples e (3) te´cnicas em tempo/frequeˆncia que
permitem localizar na˜o somente as frequeˆncias inesperadas, mas tambe´m o momento exato
em que estas frequeˆncias ocorrem.
4.2 Aplicac¸a˜o de te´cnicas no tempo
Com a simulac¸a˜o descrita anteriormente foram obtidas informac¸o˜es durante um intervalo
de tempo de um minuto de simulac¸a˜o que foi dividido, em segmentos de um segundo. Sobre
cada conjunto de dados se aplicaram as te´cnicas RMS, kurtosis e fator de pico 1. A Figura
4.2 mostra os resultados maior, menor e me´dia para te´cnica com diferentes velocidades de
entrada para trinta segmentos de simulac¸a˜o tomados aleatoriamente.
A te´cnica RMS produz pequenas diferenc¸as para os tipos de falha testados, perto de
0.2 entre os conjuntos de dados para cada caso. Tambe´m pode-se notar da Figura 4.2(a)
que para um conjunto de dados de velocidades, na˜o e´ poss´ıvel classificar os tipos de falha,
entre um e dois dentes quebrados. O fator de pico e´ uma te´cnica derivada do RMS, o teste
realizado mostrou que ao se aumentar a velocidade de entrada, e´ mais dif´ıcil distinguir entre
os diferentes estados de falha (veja a Figura 4.2(b)). Finalmente a te´cnica kurtosis, que e´
um ı´ndice que permite mostrar a diferenc¸a de distribuic¸a˜o do sinal de vibrac¸a˜o com uma
distribuic¸a˜o gaussiana, conseguindo diferenciar o caso A dos estados de falha testados. No
entanto e´ dif´ıcil classificar uma falha como pertencente ao caso de falha B ou C (veja a Figura
4.2(c)).
4.3 Aplicac¸a˜o de te´cnicas em frequeˆncia
Outra abordagem poss´ıvel e´ analisar o sinal no espac¸o da frequeˆncia, partindo do princ´ıpio
que neste espac¸o a informac¸a˜o e´ estatisticamente mais independente. A grande diferenc¸a com
os me´todos no domı´nio do tempo, e´ que analisar a informac¸a˜o em frequeˆncia requer maior
1Crest em ingleˆs.
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(c) Kurtosis
Observac¸a˜o: Os s´ımbolos 3 , +, 2 representam a media do valor de cada te´cnica em cada
velocidade testada.
Figura 4.2: I´ndices das te´cnicas no tempo (a) RMS, (b) fator de pico e (c) kurtosis em tempo
obtidos para diferentes velocidades, quebrando 0 (Caso A), 1 (Caso B) e 2 (Caso C) dentes.
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conhecimento por parte do especialista sobre o funcionamento do equipamento, ja´ que se
obte´m uma grande quantidade de coeficientes por velocidade estudada, ale´m de requerer que
o sistema seja estatisticamente esta´vel, e´ dizer, os paraˆmetros do sistema sa˜o os mesmos em
qualquer instante de tempo.
4.3.1 Transformada de Fourier
Possuindo um conhecimento aprofundado do sistema e analisando um sinal suficiente-
mente preprocessado para eliminar a maior quantidade de ru´ıdo se utiliza a transformada de
Fourier. A Figura 4.3 apresenta a ana´lise de assinatura do dispositivo, ou seja, a transfor-
mada de Fourier do sistema em estudo tomada para diferentes velocidades do mesmo, sem a
presenc¸a de falhas. Quando o per´ıodo do sinal aumenta 2, o espectro de frequeˆncia diminui,
e portanto requer se amostrar o sinal mais rapidamente do que com velocidades menores.
Quando se tem suficiente conhecimento do funcionamento de um equipamento, uma falha
pode ser identificada a partir de qualquer dos espectros de frequeˆncia mostrados na Figura
4.3. Um exemplo disto e´ apresentado na Figura 4.4. Quando o sistema na˜o apresenta falhas,
as frequeˆncias mais importantes para ana´lise sa˜o a frequeˆncia de rotac¸a˜o das engrenagens,
neste caso de 11.6 Hz e a frequeˆncia de batimento dos dentes 104.7 Hz. No espectro de
frequeˆncia da Figura 4.4(a) e´ visualizado como o maior pico do espectro e o primeiro pico de
magnitude na˜o decrescente com respeito aos picos de frequeˆncias mais baixos.
No caso em que o sistema apresenta um dente quebrado (caso B), a engrenagem na˜o
tera´ um batimento esperado de engrenagem em cada volta, portanto esta falha modifica o
espectro na frequeˆncia de rotac¸a˜o das engrenagens. A Figura 4.4(b) mostra que o valor de
amplitude do primeiro harmoˆnico aumenta em mais de 200 unidades, junto com as bandas
laterais do mesmo, e que a amplitude de frequeˆncia correspondente ao batimento dos dentes
diminuiu.
Quando o sistema tem dois dentes de uma engrenagem quebrados, defasados em 180o
(caso C), a frequeˆncia de auseˆncia de batimento e´ o dobro daquela de rotac¸a˜o do sistema,
portanto o segundo harmoˆnico tem um aumento, quando comparado com aquele do sistema
sem falhas, isto tambe´m e´ evidente nos harmoˆnicos deste evento. Outro efeito gerado pela
falha e´ que a amplitude da frequeˆncia de batimento dos dentes diminui como mostra na
2No caso de estudo, isto esta inversamente relacionado com a velocidade de giro das engrenagens.
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Figura 4.3: Ana´lise de assinatura em frequeˆncia do sistema sem presenc¸a de falhas.
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Observac¸a˜o: O eixo x representa a frequeˆncia e o eixo y o valor da transformada de Fourier.
Figura 4.4: Detalhe dos primeiros dez harmoˆnicos do sistema (a) sem falhas, (b) com um
dente quebrado e (c) com dois dentes quebrados, defasados a cada 180o com velocidade
constante de 698 RPM.
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Observac¸a˜o: O eixo x representa a frequeˆncia e o eixo y o valor da transformada de Fourier.
Figura 4.5: Ana´lise de assinatura a partir da transformada Cepstrum sem presenc¸a de falhas.
Figura 4.4(c). E´ importante observar que a quantidade de informac¸a˜o que deve-se conhecer
do sistema para sua ana´lise: a velocidade de rotac¸a˜o de cada eixo e a quantidade de dentes
de cada engrenagem. Estas informac¸o˜es permitem a obtenc¸a˜o do espectro em frequeˆncia do
sistema em condic¸a˜o normal de funcionamento.
4.3.2 Transformada Cepstrum
A transformada Cepstrum permite analisar o tempo requerido para receber um do sinal de
repetic¸a˜o. A interpretac¸a˜o do Cepstrum requer maior n´ıvel de experieˆncia do que o espectro
de frequeˆncia devido que este usar uma operac¸a˜o na˜o linear durante a transformac¸a˜o do
domı´nio do tempo para o domı´nio cepstrum. Como e´ ilustrado na Figura 4.5 em velocidades
maiores aumenta-se a intensidade e regularidade dos ecos.
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Figura 4.6: Detalhe das primeiras cem ordens de quefrency do sistema (a) sem falhas, (b)
com un dente quebrado e (c) com dois dentes quebrados, defasados de 180o com velocidade
constante de 698 RPM.
Muitos dos ecos aparecem devido a` mudanc¸a dos harmoˆnicos do sinal na presenc¸a de
falhas, como podera´ ser observado na Figura 4.6. Quando o sistema na˜o apresenta falhas,
a transformada Cepstrum obtida para este caso e´ uma func¸a˜o suave (Figura 4.6(a)). No
entanto, a falta de um dente de uma engrenagem origina picos no sinal que correspondem
aos ecos produzidos pela falta do dente (Figura 4.6(b)). Na Figura 4.6(c) os pentes do
sinal sa˜o mais evidentes e esta˜o distribu´ıdos por todo o cepstrum. Note-se tambe´m que as
baixas ordens do Cepstrum aumentam suas amplitudes devido os ecos levarem menor tempo
em acontecer. Neste caso a experieˆncia adquirida pelo especialista em manutenc¸a˜o permite
diferenciar os diferentes estados do dispositivo, possivelmente pela distaˆncia entre ecos. No
entanto esta e´ uma te´cnica dif´ıcil de interpretar, considerando a sua forte dependeˆncia da
frequeˆncia de amostragem. A operac¸a˜o na˜o linear permite diferenciar mais claramente entre
os diferentes ecos. E´ importante observar que as amplitudes dos Cepstrums apresentados na
Figura 4.6 sa˜o similares, mas o seu conteu´do em quefrency e´ muito diferente.
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4.4 Te´cnicas Tempo/Frequeˆncia
Ao contrario das te´cnicas estudadas ate´ agora, as te´cnicas tempo/frequeˆncia permitem
localizar uma falha em uma banda de frequeˆncia e em um tempo espec´ıfico. Este tipo de
estudo e´ u´til quando o opera´rio procura por uma falha localizada, como por exemplo, falhas
que acontecem unicamente quando uma pec¸a entra em contato com outra. A aplicac¸a˜o
espec´ıfica da transformada Wavelet divide o espac¸o tempo/frequeˆncia em partic¸o˜es dia´dicas,
isto e´, a falha podera´ ser localizada com pouca reso-luc¸a˜o tempo/frequeˆncia; tambe´m se
estuda o uso da decomposic¸a˜o emp´ırica dos modos, que ainda tendo baixa resoluc¸a˜o no
domı´nio tempo/frequeˆncia, as suas partic¸o˜es na˜o sa˜o determinadas por um fator dia´dico,
permitindo assim assegurar que a partic¸a˜o conte´m um componente do sinal relevante para
diagno´stico de falha. Finalmente analisaremos o uso da distribuic¸a˜o de Wigner-Ville, que
oferece alta resoluc¸a˜o, tanto para o domı´nio do tempo como para o da frequeˆncia, entretanto,
pelo fato de ser uma operac¸a˜o na˜o linear, podera´ adicionar coeficientes em locais inesperados.
4.4.1 Transformada Wavelet
A transformada Wavelet e´ uma generalizac¸a˜o da transformada em janela de Fourier, com
janelas de ra´pido decaimento e apresentando formas suaves. Dependendo da func¸a˜o base uti-
lizada durante a transformada, os resultados podem ressaltar componentes diferentes. Como
norma de projeto, recomenda-se utilizar uma func¸a˜o com alta correlac¸a˜o com a componente
de sinal de interesse. Neste estudo foram testados diferentes func¸o˜es base, ma´s neste trabalho
sera´ apresentado apenas os dois com melhores resultados, chape´u mexicano e Morlet. Isto e´
devido a que as falhas testadas aparecem no domı´nio do tempo como impulsos.
Na Figura 4.7, e´ mostrado o resultado da transformada Wavelet dos diferentes sinais
utilizando o chape´u mexicano como func¸a˜o base. No caso o sistema de transmissa˜o sem
falha (caso A), as diferentes resoluc¸o˜es mostram uma componente harmoˆnica, a rotac¸a˜o do
eixo. No entanto quando falta um dente (caso B), o sinal na maior resoluc¸a˜o apresenta uma
pequena diferenc¸a, dificilmente detectada em um sistema especializado. Na presenc¸a de uma
falha maior (caso C), novamente e´ apresentada uma pequena distorc¸a˜o no sinal de maior
resoluc¸a˜o.
Estes resultados mudam drasticamente ao trocar a func¸a˜o base. Na Figura 4.8, a trans-
formada wavelet utilizou uma func¸a˜o ma˜e Morlet. No caso sem falha (caso A), as diferentes
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(a) Caso A. As resoluc¸o˜es do sinal esta˜o organizadas desde a menor
(figura superior) ate´ a resoluc¸a˜o 5 (figura inferior).
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(b) Caso B. As resoluc¸o˜es do sinal esta˜o organizadas desde a menor
(figura superior) ate´ a resoluc¸a˜o 5 (figura inferior).
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(c) Caso C. As resoluc¸o˜es do sinal esta˜o organizadas desde a menor
(figura superior) ate´ a resoluc¸a˜o 5 (figura inferior).
Observac¸a˜o: No eixo x os coeficientes wavelet, no eixo y as amplitudes.
Figura 4.7: Transformada wavelet utilizando a func¸a˜o Chape´u Mexicano como func¸a˜o base.
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resoluc¸o˜es mostram uma componente harmoˆnica, a rotac¸a˜o do eixo, isto e´ especialmente
vis´ıvel na quarta resoluc¸a˜o. No entanto quando falta um dente (caso B), o sinal na quarta
resoluc¸a˜o apresenta duas componentes diferentes de vibrac¸a˜o: a rotac¸a˜o do eixo e a falta de
contato de um dente. Finalmente no caso C, novamente aparecem duas componentes, isto
devido ao fato que os dentes faltantes gerem um sinal com o dobro da frequeˆncia de rotac¸a˜o
e as resoluc¸o˜es escolhidas na˜o permitem diferenciar a ocorreˆncia deste sinal no domı´nio do
tempo.
Note-se que o funciona´rio de manutenc¸a˜o ale´m de conhecer quando acontece um sinal
de falha e a frequeˆncia de ocorreˆncia (onde procurar), tem que conhecer com antecedeˆncia
a forma do componente que adiciona uma falha determinada (func¸a˜o base de convoluc¸a˜o),
requerendo um alto n´ıvel de especializac¸a˜o e treinamento no uso da ferramenta e do funciona-
mento do equipamento a ser analisado.
4.4.2 Decomposic¸a˜o Emp´ırica de Modos (EMD)
Esta te´cnica permite decompor o sinal em bases de tempo na˜o necessariamente perio´di-
cas nem similares entre elas, mas que representem diferentes resoluc¸o˜es do sinal. Como e´
mostrado nas Figuras 4.9, 4.10 e 4.11, o EMD encontra o sinal de batimento dos dentes das
engrenagens (subfiguras superiores).
No sistema sem a ocorreˆncia de falhas (Fig. 4.9), o sinal mostrado na segunda subfigura
corresponde ao sinal de rotac¸a˜o do eixo, que neste caso e´ um sinal senoidal. O u´ltimo sinal
encontrado pelo algoritmo e´ o erro de aproximac¸a˜o.
Quando o sistema apresenta uma falha, neste caso a ocorreˆncia de falta de um dente (caso
B), o segundo sinal encontrado pela decomposic¸a˜o na˜o e´ mais um sinal senoidal, no ponto de
contato do onde falta um dente e´ mostrado no sinal como pico sobre o sinal de rotac¸a˜o do
eixo, sendo que este fato e´ identificado rapidamente por um opera´rio.
No entanto, quando o sinal do sistema e´ mais complexo, como no caso da quebra de dois
dentes defasados de 180o, mostrado na Figura 4.11, os sinais encontrados pelo algoritmo na˜o
teˆm uma explicac¸a˜o direta. Neste caso reconhecer os sinais correspondentes a` rotac¸a˜o do eixo
na˜o e´ simples, e os sinais gerados pela falta de dentes tambe´m na˜o sa˜o identifica´veis. Pode-se
notar que a te´cnica realiza a decomposic¸a˜o do sinal em 5 bases. No entanto para sinais reais
este me´todo e´ dificilmente aplica´vel, ja´ que na˜o se tem domı´nio do nu´mero de bases nem de
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(a) Caso A. As resoluc¸o˜es do sinal esta˜o organizadas desde a menor
(figura superior) ate´ a resoluc¸a˜o 5 (figura inferior).
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(b) Caso B. As resoluc¸o˜es do sinal esta˜o organizadas desde a menor
(figura superior) ate´ a resoluc¸a˜o 5 (figura inferior).
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(c) Caso C. As resoluc¸o˜es do sinal esta˜o organizadas desde a menor
(figura superior) ate´ a resoluc¸a˜o 5 (figura inferior).
Observac¸a˜o: No eixo x os coeficientes wavelet, no eixo y as amplitudes.
Figura 4.8: Transformada wavelet utilizando a func¸a˜o Morlet como func¸a˜o base.
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Figura 4.9: Decomposic¸a˜o emp´ırica de modos para o caso A.
Figura 4.10: Decomposic¸a˜o emp´ırica de modos para o caso B.
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Figura 4.11: Decomposic¸a˜o emp´ırica de modos para o caso C.
seu significado f´ısico.
4.4.3 Distribuic¸a˜o de Wigner-Ville
A distribuic¸a˜o de Wigner-Ville permite obter uma transformada tempo/frequeˆncia de alta
resoluc¸a˜o, de um espectro em frequeˆncia por cada amostra. No entanto toda esta informac¸a˜o
e´ dif´ıcil de ser analisada. Exemplos desta distribuic¸a˜o se apresenta na Figura 4.12.
No caso de um sistema sem ocorreˆncia de falhas (Fig. 4.12(a)), dois grupos de sinais
em frequeˆncia sa˜o identifica´veis, o primeiro correspondente a`s frequeˆncias de rotac¸a˜o do eixo
e o segundo a` frequeˆncia de batimento dos dentes. No entanto pode-se notar que neste
espectro aparecem bandas laterais inexistentes, isto e´, devido ser uma operac¸a˜o na˜o linear.
Na Figura 4.12(a) sa˜o mostrados que para todo sinal em tempo somente se excitam estas
duas frequeˆncias preferencialmente.
Quando existe uma falha de falta de um dente (caso B), como e´ esperado, excitam-se
frequeˆncias adicionais (Figura 4.12(b)), no entanto devido a` quantidade de dados e a na˜o
linearidade da operac¸a˜o, a superf´ıcie resultante e´ dif´ıcil de ser interpretada por um opera´rio
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(a) Caso A.
(b) Caso B.
(c) Caso C.
Figura 4.12: Distribuic¸a˜o de Wigner-Ville aplicada nos diferentes casos de ocorreˆncia de falha.
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inexperiente. Como se esperava, se excitaram as frequeˆncias correspondentes a rotac¸a˜o da
engrenagem, entretanto aparecem frequeˆncias inesperadas por todo o domı´nio do sinal. Este
mesmo efeito acontece para o caso de dois dentes quebrados (Figura 4.12(c)), e quanto mais
complexo e´ o sinal, a distribuic¸a˜o e´ mais dif´ıcil de se interpretar.
4.5 Concluso˜es
No presente cap´ıtulo foram aplicadas diferentes metodologias de detecc¸a˜o de falhas com
o objetivo de analisar a interpretabilidade dos resultados. As principais concluso˜es sa˜o enu-
meradas a seguir:
1. Me´todos baseados no tratamento estat´ıstico do sinal temporal. Estes per-
mitem a obtenc¸a˜o de um u´nico paraˆmetro para identificac¸a˜o, no entanto em um sinal
de simulac¸a˜o, na˜o e´ simples diferenciar os tipos de falha, sua ana´lise devera´ ser com-
plementada atrave´s de resultados obtidos a partir de outras metodologias.
2. Me´todos frequenciais. Conte´m mais informac¸a˜o em relac¸a˜o ao funcionamento do
sistema que os me´todos estat´ısticos. No entanto os te´cnicos especialistas devem ter
conhecimento ba´sico sobre o funcionamento do equipamento, tais como o conhecimento
das frequeˆncias de rotac¸a˜o dos diferentes elementos, ale´m de ter capacidade de inter-
pretac¸a˜o dos espectros resultantes, precisa-se tambe´m que o opera´rio tenha experieˆncia
em ana´lise do sinal.
3. Me´todos em tempo - frequeˆncia. Estes possuem uma grande quantidade de in-
formac¸a˜o, permitindo isolar os elementos com falha, mas o opera´rio devera´ ter alto
n´ıvel de experieˆncia e conhecimento. Por exemplo, aquelas baseadas em transformada
wavelet precisam de conhecer a forma da falha que se procura para escolher a func¸a˜o
base. Outros me´todos como a decomposic¸a˜o emp´ırica de modos, na˜o precisa de escolha
de uma func¸a˜o base, entretanto na˜o se tem controle da quantidade de resoluc¸o˜es para
ana´lise nem do significado f´ısico das bases escolhidas pelo me´todo. Finalmente da dis-
tribuic¸a˜o de Wigner - Ville se obte´m muito mais dados do que as outras te´cnicas, mas
devido a` na˜o linearidade da transformac¸a˜o, o n´ıvel de experieˆncia do opera´rio deve ser
muito alto, ja´ que nesta te´cnica aparecem coeficientes em lugares inesperados e uma
grande quantidade de informac¸o˜es que dificulta a sua interpretac¸a˜o direta.
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5 ESTUDO COMPARATIVO DAS TE´CNICAS
BASEADAS EM ANA´LISE DO SINAL PARA
UM SISTEMA DE TRANSMISSA˜O MECAˆNICA
As te´cnicas descritas no cap´ıtulo 3 sa˜o as mais aplicadas na indu´stria devido a sua ge-
neralidade, possibilitando analisar inclusive sistemas na˜o lineares, nos quais na˜o somente
sa˜o relevantes os harmoˆnicos dos sinais fundamentais, mas tambe´m as suas bandas laterais.
Pore´m destas se obte´m uma grande quantidade de coeficientes, dificultando assim um diag-
no´stico automatizado, ou a avaliac¸a˜o por um opera´rio com pouca experieˆncia em seu uso
espec´ıfico. Tipicamente, para facilitar a ana´lise, estes coeficientes sa˜o apresentados mediante
uma representac¸a˜o gra´fica, na qual um opera´rio diagnostica um equipamento baseando-se na
informac¸a˜o apresentada pelo mesmo (YUAN; CAI, 2003).
No cap´ıtulo 3 desta tese foram testadas as diferentes te´cnicas de ana´lise de sinal em
uma interface de simulac¸a˜o, que permitiu obter resultados na auseˆncia de ru´ıdo, testando
a sua capacidade para detectar e localizar falhas particulares. No entanto, na realidade,
os sinais obtidos dos diferentes equipamentos conteˆm componentes de ru´ıdo intr´ınsecas a`
aquisic¸a˜o do sinal (BARSZCZ, 2009). Estes dificultam a leitura dos dados, resultando em
diagno´sticos imprecisos que podem aumentar os custos de manutenc¸a˜o na linha de produc¸a˜o.
Neste cap´ıtulo foram testadas te´cnicas estudadas em um estudo de caso real, uma caixa de
engrenagens. Este tipo de bancada foi escolhido por representar aplicac¸o˜es muito usadas na
engenharia, dentre elas transmisso˜es de ma´quina rotativa, utilizada em tornos, fresas, ve´ıculos
de transporte e outros mecanismos.
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(a) Vista lateral (b) Vista frontal
Figura 5.1: Bancada Experimental.
5.1 Configurac¸a˜o da Bancada Experimental
A bancada experimental para testar o algoritmo de detecc¸a˜o de falhas proposto e´ uma
caixa de transmissa˜o de poteˆncia atrave´s de engrenagens com mu´ltiplas etapas, acionada
por um motor de corrente cont´ınua, como mostra a Figura 5.1. Um modelo preciso deste
equipamento e´ dif´ıcil de obter analiticamente devido a` grande quantidade de componentes
interagindo como engrenagens, rolamentos e mancais. Ale´m do mais, a interac¸a˜o entre duas
rodas dentadas e´ ainda um fenoˆmeno pouco conhecido, com va´rios paraˆmetros dif´ıceis de
serem medidos ou estimados, ja´ que dependem de varia´veis como imperfeic¸o˜es na superf´ıcie
dos dentes, forma do perfil, tempo de contato entre dentes, etc. E´ importante ressaltar,
que a literatura mostra que na maioria de aplicac¸o˜es ainda utilizam os me´todos baseados na
ana´lise de sinais apresentados no cap´ıtulo 3 deste trabalho. Pore´m, os me´todos baseados em
identificac¸a˜o de sistemas ideais permitem diagnosticar o equipamento monitorando poucas
varia´veis.
A bancada de testes projetada e´ composta por uma fonte de tensa˜o que alimenta atuado-
res e equipamentos de instrumentac¸a˜o, um motor de corrente cont´ınua para o acionamento
da caixa de transmissa˜o, engrenagens feitas a partir de prototipagem ra´pida, que permite
introduzir falhas nas mesmas de forma simples e barata. Um aceleroˆmetro que mede a
vibrac¸a˜o no mancal de sa´ıda, como mostra a Figura 5.2. Sinais gerados pelo atuador sa˜o
medidos mediante uma resisteˆncia em se´rie com o circuito do motor (corrente do motor), um
tacoˆmetro como sistema de medida de velocidade do eixo do motor. Os sinais dos diferentes
sensores sa˜o encaminhados para um computador central atrave´s da interface de aquisic¸a˜o
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Figura 5.2: Detalhe da caixa de transmissa˜o por engrenagens da bancada experimental.
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Figura 5.3: Diagrama em blocos da bancada experimental.
de dados PCI − 6221 da National Instrumentsr complementada com a placa CB− 68LP.
O conjunto de aquisic¸a˜o utilizado tem precisa˜o de 16 bits na leitura de sinais analo´gicos
e uma frequeˆncia ma´xima de amostragem de 2.5 MHz. Finalmente os sinais adquiridos sa˜o
armazenados em uma base de dados gerada a partir de um programa de controle de aquisic¸a˜o
implementado em Labviewr. O diagrama de funcionamento da bancada e´ apresentado na
Figura 5.3. Devido ao fato que na˜o e´ poss´ıvel medir o sinal de falha diretamente da fonte,
pois o sinal se modula devido ao caminho de transmissa˜o, isto e´, o caminho que deve seguir
fisicamente o sinal antes de ser medido. A Figura 5.4 mostra o caminho de transmissa˜o entre
uma falha localizada na engrenagem 4 e o aceleroˆmetro (sensor de vibrac¸a˜o) e o resistor
(sensor de corrente do motor).
Neste trabalho sa˜o introduzidos no sistema quatro tipos de falha conhecidas:
Caso 1. Condic¸a˜o normal de operac¸a˜o. O sistema na˜o apresenta nenhum tipo de falha
e opera em condic¸o˜es normais de funcionamento.
Caso 2. Dente quebrado na engrenagem 2. A segunda engrenagem na˜o tem um de
seus nove dentes. O sinal de vibrac¸a˜o relacionado com a falha se propaga atrave´s das
engrenagens 2, 3 e 4 ate´ ser sensoreado pelo aceleroˆmetro. Esta e´ a falha que menos
afeta o sinal obtido pelo aceleroˆmetro, ja´ que tem um caminho de transmissa˜o longo
que reduz a sua intensidade. Por outro lado, o sinal medido pelo resistor se propaga
pelas engrenagens 1 e 2 e pelo circuito do motor afetando a corrente de entrada.
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Figura 5.4: Caminho de transmissa˜o do sinal associado a` falha de falta de um dente na
engrenagem 4 ate´ os correspondentes sensores.
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Caso 3. Dente quebrado na engrenagem 3. O padra˜o de vibrac¸a˜o relacionado com a
falha na engrenagem 3 se modula pelas engrenagens 3 e 4 (caminho de transmissa˜o ate´
o aceleroˆmetro). O sinal de falha que afeta a corrente do motor se propaga atrave´s das
engrenagens 1, 2, 3, e o circuito do motor.
Caso 4. Dente quebrado na engrenagem 4. Quando ocorre uma falha de falta um dente
na engrenagem 4, o caminho de transmissa˜o do sinal associado a esta falha se propaga a
trave´s da engrenagem 4 ate´ chegar ao aceleroˆmetro. Por outro lado, ocorre propagac¸a˜o
atrave´s das engrenagens 1, 2, 3 e o circuito do motor, como mostra a Figura 5.4.
5.2 Resultados
Utilizando a bancada descrita no cap´ıtulo 7 desta tese de doutorado, foram adquiridos
dados de velocidade de rotac¸a˜o do motor, corrente ele´trica no circuito de armadura do motor
e vibrac¸a˜o no mancal de sa´ıda da transmissa˜o mecaˆnica. Sobre os dados de vibrac¸a˜o cole-
tados foram aplicadas as diferentes te´cnicas estudadas no cap´ıtulo 3, ja´ que e´ o sinal mais
comumente utilizado para diagno´stico de falhas.
5.2.1 Te´cnicas no domı´nio do tempo
Sobre os sinais de vibrac¸a˜o adquiridos se aplicaram as te´cnicas de RMS, fator de pico e
Kurtosis, cada uma delas relacionadas com um paraˆmetro estat´ıstico do sinal. As te´cnicas
em tempo tem como grande vantagem gerem um ı´ndice de gravidade da falha. Na figura
5.5 sa˜o apresentados os resultados obtidos da utilizac¸a˜o RMS com diferentes velocidades de
rotac¸a˜o na transmissa˜o.
A diferenc¸a do caso de simulac¸a˜o proposto anteriormente (Figura 4.2(a)), o RMS na˜o
permite discriminar os diferentes tipos de falha introduzidos na bancada em nenhuma faixa
de velocidade testada. Portanto este e´ um indicador pouco confia´vel para este caso. Um
resultado similar se obteve ao aplicar a te´cnica de fator de pico sobre os dados, que no caso
de teste em simulac¸a˜o conseguia diferenciar em praticamente todas a velocidades testadas o
sistema em operac¸a˜o normal dos outros (Figura 4.2(b)), mas como mostrado na Figura 5.6,
quando utilizado diretamente sobre os dados de vibrac¸a˜o obtidos da bancada de teste na˜o
permitem discriminar um sistema em operac¸a˜o normal de um sistema em presenc¸a de falhas.
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Figura 5.5: Resultado obtido ao aplicar RMS sobre os dados da bancada.
Finalmente, em teste de simulac¸a˜o, calcular o kurtosis do sistema tinha-se mostrado uma
ferramenta suficiente para identificar o estado de um sistema (veja Figura 4.2(c)), pore´m,
quando calculamos o valor de kurtosis sobre dados extra´ıdos da bancada de teste, na˜o e´ um
bom discriminante para nenhuma das falhas testadas (veja Figura 5.7). Quando sa˜o obser-
vadas detalhadamente, as estrate´gias utilizadas correspondem a treˆs dos quatro paraˆmetros
necessa´rios para descrever uma distribuic¸a˜o segundo Pearson. Como conclusa˜o da aplicac¸a˜o
das te´cnicas no domı´nio do tempo testadas, pode-se afirmar que os mesmos sa˜o insuficientes,
pois as distribuic¸o˜es dos dados sa˜o muito similares para cada uma das falhas.
5.2.2 Te´cnicas no domı´nio da frequeˆncia
As te´cnicas no domı´nio da frequeˆncia oferecem maior quantidade de informac¸o˜es ac-
erca da composic¸a˜o do sinal. Por tanto, quando se tem conhecimento o suficiente sobre o
equipamento que se esta´ avaliando, permite diagnosticar com exatida˜o a fonte de falha. Este
processo requer da interpretac¸a˜o da representac¸a˜o em frequeˆncia do sinal, interpretando quais
frequeˆncias teˆm valores na˜o t´ıpicos no espectro, baseando-se nos per´ıodos de interac¸a˜o entre
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Figura 5.6: Resultado obtido ao aplicar a estrate´gia fator de pico sobre os dados da bancada.
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Figura 5.7: Resultado obtido ao aplicar kurtosis sobre os dados da bancada.
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Observac¸a˜o: Eixo z corresponde a amplitude em [m/s2].
Figura 5.8: Ana´lise de assinatura obtida a partir da transformada de Fourier do sinal de
vibrac¸a˜o, com o sistema operando em condic¸o˜es normais.
pec¸as espec´ıficas. Uma estrate´gia comum e´ analisar o espectro em frequeˆncia do equipamento
em diferentes velocidades de utilizac¸a˜o, como e´ mostrado na Figura 5.8.
O caso mostrado na Figura 5.8, apresenta o comportamento em condic¸o˜es normais do
sistema utilizado. Analisando mais detalhadamente, como mostra a Figura 5.9, o valor
da frequeˆncia de 60 Hz corresponde com a` frequeˆncia de rotac¸a˜o do motor Fr, portanto,
considerando que todas as engrenagens contam com 9 dentes, a outra frequeˆncia importante
fica em aproximadamente 540 Hz. Os outros picos mostrados na figura correspondem a`s
frequeˆncias pro´prias da bancada relacionadas com outros componentes como os diferentes
suportes e rolamentos.
Ja´ no caso de ocorreˆncia da falha na engrenagem 2, o sinal em frequeˆncia muda, como
mostra a Figura 5.10, onde pode-se observar que pro´ximo da frequeˆncia Fr aparecem bandas
laterais e que o coeficiente nesta frequeˆncia perdeu energia. Do outro lado, na frequeˆncia de
interac¸a˜o dos dentes, tambe´m perdeu energia, devido a que um dos dentes ja´ na˜o interage
com os outros.
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Figura 5.9: Transformada de Fourier da bancada em condic¸o˜es normais de funcionamento
com velocidade de rotac¸a˜o de 360 rpm.
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Figura 5.10: Transformada de Fourier da bancada no caso de falha 2 (Engrenagem 2 sem um
dente).
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Figura 5.11: Transformada de Fourier da bancada no caso de falha 3 (Engrenagem 3 sem um
dente).
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Figura 5.12: Transformada de Fourier da bancada no caso de falha 4 (Engrenagem 4 sem um
dente).
No entanto, sendo vis´ıvel a diferenc¸a entre o caso 1 e o caso 2, na˜o e´ ta˜o simples diferenciar
entre dois sistemas com falhas distintos, como aquele do espectro mostrado na Figura 5.11,
onde tambe´m aparecem bandas laterais perto da frequeˆncia Fr, e tambe´m perto de Fm, nos
dois casos com valores menores quando comparado com o espectro do sistema em condic¸o˜es
normais. Se comparamos com o caso 1, as diferenc¸as entre os dois espectros podem-se explicar
devido ao “caminho de transmissa˜o”, segundo o qual apesar de esperar espectros similares, o
sinal de vibrac¸a˜o se modula pelo caminho percorrido desde a origem da falha ate´ o sensor.
Finalmente quando a falha do caso 4 e´ introduzida, a perda de energia nas frequeˆncias
Fr e Fm sa˜o mais evidentes (veja a Figura 5.12), isto e´ devido a que esta falha se encontra
mais pro´xima do sensor (aceleroˆmetro).
No entanto, discriminar entre os diferentes tipos de falha baseando-se unicamente no
espectro de frequeˆncia exige te´cnicos em manutenc¸a˜o experientes para identificar o lugar da
falha, ale´m de requerer a interpretac¸a˜o do espectro completo. Quando se deseja tirar um
u´nico indicador a partir do espectro, e´ utilizado um ı´ndice de frequeˆncia Fi definido como a
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Figura 5.13: Transformada Cepstrum dos dados de vibrac¸a˜o obtidos a 360 RPM em condic¸o˜es
normais de operac¸a˜o.
maior magnitude de frequeˆncia fmax dividida pela magnitude na frequeˆncia de rotac¸a˜o feixo
(SUN et al., 2004):
Fi =
fmax
feixo (5.1)
como pode ser comprovado, esta te´cnica obte´m um ı´ndice de falha local, que exige de um
conhecimento aprofundado do equipamento para seu uso.
Outra te´cnica baseada no uso da transformada de Fourier pretende salientar o tempo que
toma uma repetic¸a˜o (eco) em aparecer em um sinal, a transformada Cepstrum. Novamente,
e´ calculado o valor de esta transformada para as diferentes velocidades de ana´lise e com todos
os tipos de falhas introduzidas.
As ordens do cepstrum representam uma escala de tempo diferente, na qual a primeira
ordem fica fortemente relacionada com a frequeˆncia de amostragem, por isso e´ o pico mais
alto em todos os sinais. Ja´ observando com maior n´ıvel de detalhe, o cepstrum do sistema em
condic¸o˜es normais de funcionamento mostrado na Figura 5.13, as repetic¸o˜es mais relevantes
na faixa mostrada se encontram nas ordens 170, 340 e 510 em ordem decrescente. Levando
em conta que a frequeˆncia de amostragem utilizada e´ de 2500 Hz, significa que a primeira
repetic¸a˜o aparece em 7 Hz do cepstrum e seus rahmonics.
Quando se apresenta uma falha na engrenagem 2, o Cepstrum apresenta menor amplitude
no segundo rahmonic e maior no terceiro, isto e´, repetic¸o˜es mais pequenas perto da ordem
340 e outros maiores no terceiro rahmonic, como e´ mostrado na Figura 5.14.
No caso de introduzir uma falha na engrenagem 3, o deslocamento em que f rency do
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Figura 5.14: Transformada Cepstrum dos dados de vibrac¸a˜o obtidos a 360 RPM com a
presenc¸a de falha 2.
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Figura 5.15: Transformada Cepstrum dos dados de vibrac¸a˜o a 360 RPM com a presenc¸a de
falha 3.
cepstrum em relac¸a˜o aquele obtido em condic¸o˜es normais podera´ ser facilmente identificado
considerando que estas falhas teˆm diferentes caminhos de transmissa˜o, modificando assim
o tempo de aparecimento das diferentes repetic¸o˜es. Por exemplo, as que f rencies relevantes
neste caso aparecem perto da ordem 196 e seus rahmonics. No entanto quando se desconhece
a velocidade de rotac¸a˜o da transmissa˜o estudada, o deslocamento em que f rency na˜o e´ u´til
para discriminar o caso de falha.
No entanto, parece ser uma ferramenta eficiente para diagnosticar uma falha com um
caminho de transmissa˜o mais curto, como aquele que precisa percorrer o sinal quando se
introduz uma falha na engrenagem 4. Neste caso a que f rency fundamental perde muita
energia, como tambe´m seus rahmonics (veja Figura 5.16), ale´m de ter um deslocamento na
que f rency.
Apesar que estas te´cnicas permitam a identificac¸a˜o de algumas falhas particulares, neste
caso tem falhado para discriminar entre todos os casos introduzidos. Um dos enfoques e´
fornecer maior quantidade de informac¸a˜o para o pessoal encarregado da manutenc¸a˜o da
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Figura 5.16: Transformada Cepstrum dos dados de vibrac¸a˜o a 360 RPM com a presenc¸a de
falha 4.
maquinaria, como se explana na secc¸a˜o seguinte.
5.2.3 Te´cnicas no Tempo/Frequeˆncia
Sobe o conceito que obtendo mais informac¸a˜o sobre os dados maior e´ a precisa˜o do diag-
no´stico, tem-se utilizado te´cnicas de tratamento do sinal no tempo/frequeˆncia, que tentam
localizar em que momento do tempo se excitam determinadas frequeˆncias. Uma das te´cnicas
mais utilizadas em aplicac¸o˜es industriais tem sido a transformada Wavelet, a qual depende
de que func¸a˜o base seja escolhida cuidadosamente para o tipo de falha que se pretende di-
agnosticar. Neste trabalho se aplicaram diferentes tipos de func¸o˜es base, mas somente se
mostraram os resultados daqueles que mostraram o melhor comportamento. Na Figura 5.17
e´ mostrado o resultado de aplicar a Wavelet sobre os dados obtidos em condic¸o˜es de fun-
cionamento normais durante uma rotac¸a˜o, utilizando como base a func¸a˜o chape´u mexicano.
As sub-bandas mais relevantes sa˜o analisadas na tabela 5.1. Observe que apesar de
apresentar diferenc¸as entre os valores das transformadas Wavelet, o resultado na˜o fornece
informac¸a˜o espec´ıfica sobre o tipo de falha introduzido, ja´ que o uso de uma base Wavelet
determinada pode ocultar informac¸o˜es relacionadas com o caminho de transmissa˜o.
Outra func¸a˜o base utilizada para detecc¸a˜o de falhas e´ a func¸a˜o Morlet. A Figura 5.21
mostra o resultado de aplicar uma func¸a˜o Morlet nos dados de uma rotac¸a˜o de um sistema
em condic¸o˜es normais de funcionamento (caso 1). A func¸a˜o Morlet tem um decaimento mais
lento do que o chape´u mexicano, portanto adquire componentes em uma maior durac¸a˜o de
tempo. No entanto esta escolha mostra-se insuficiente para realizar diagno´stico sobre os
dados estudados, ja´ que como se observa nas Figuras 5.22, 5.23 e 5.24, a mesma na˜o fornece
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Observac¸o˜es: (1) Os dados esta˜o organizados desde a wavelet com maior resoluc¸a˜o (curva 1)
ate´ a menor resoluc¸a˜o (curva 5). (2) O eixo x corresponde ao coeficiente wavelet e o eixo y
corresponde a amplitude em [m/s2].
Figura 5.17: TransformadaWavelet do sistema em condic¸o˜es de operac¸a˜o normais e utilizando
um func¸a˜o base de Chape´u Mexicano.
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Tabela 5.1: Caracter´ısticas mais relevantes da aplicac¸a˜o da transformada Wavelet utilizando
a base Chape´u Mexicano.
Caso Descric¸a˜o
1. Sistema com
condic¸o˜es normais de
operac¸a˜o. Figura 5.17
Curva 3: Esta sub-banda de frequeˆncia coincide com a frequeˆncia
de batimento dos dentes das engrenagens.
Curva 4 e 5: Apresentam as sub-bandas de frequeˆncia passabaixo
com frequeˆncias de corte 1/2 e 1/4 da resoluc¸a˜o 3. Nenhuma delas
coincide com um paraˆmetro de vibrac¸a˜o f´ısico medido, mas se
espera que as falhas inseridas nas engrenagens modifiquem estas
sub=bandas preferencialmente.
2. Dente quebrado na
engrenagem 2. Figura
5.18
Curva 3: Claramente se observa a falta de um pico de sinal entre
os coeficientes Wavelet 30 e 40, indicando assim que o sistema
esta´ na presenc¸a de uma falha. No entanto a localizac¸a˜o desta
na˜o e´ poss´ıvel utilizando somente esta informac¸a˜o.
Curva 4 e 5: Apresentam modulac¸o˜es devidas ao caminho de
transmissa˜o, mas localizar exatamente a falha somente e´ poss´ıvel
atrave´s de treinamento espec´ıfico sobre este equipamento.
3. Dente quebrado na
engrenagem 3. Figura
5.19
Curva 3: Apesar do caminho de transmissa˜o ser mais curto que
nas falhas anteriormente estudadas, esta sub-banda de frequeˆncia,
a distorc¸a˜o desta na˜o permite estabelecer o instante de tempo que
que o sinal de falha e´ emitido.
Curva 4 e 5: A func¸a˜o base utilizada na˜o e´ uma boa escolha para
os sinais obtidos nestas sub-bandas de frequeˆncia.
4. Dente quebrado na
engrenagem 4. Figura
5.20
Os resultados obtidos na˜o permitem discriminar entre o tipo de
falha 3 e 4.
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Observac¸o˜es: (1) Os dados esta˜o organizados desde a Wavelet com maior resoluc¸a˜o (curva 1)
ate´ a de menor resoluc¸a˜o (curva 5). (2) O eixo x corresponde ao coeficiente wavelet e o eixo
y corresponde a amplitude em [m/s2].
Figura 5.18: Transformada Wavelet do sistema com a falha de caso 2 e utilizando um func¸a˜o
base de Chape´u Mexicano.
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Observac¸o˜es: (1) Os dados esta˜o organizados desde a Wavelet com maior resoluc¸a˜o (curva 1)
ate´ a de menor resoluc¸a˜o (curva 5). (2) O eixo x corresponde ao coeficiente wavelet e o eixo
y corresponde a amplitude em [m/s2].
Figura 5.19: Transformada Wavelet do sistema com a falha de caso 3 e utilizando um func¸a˜o
base de Chape´u Mexicano.
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Observac¸o˜es: Os dados esta˜o organizados desde a Wavelet com maior resoluc¸a˜o (curva 1) ate´
a de menor resoluc¸a˜o (curva 5). (2) O eixo x corresponde ao coeficiente wavelet e o eixo y
corresponde a amplitude em [m/s2].
Figura 5.20: Transformada Wavelet do sistema com a falha de caso 4 e utilizando um func¸a˜o
base de Chape´u Mexicano.
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caracter´ısticas bem diferenciadas para cada um dos casos de estudo. Uma escolha inadequada
da func¸a˜o base, como esperado, na˜o ressalta os componentes de falha, isto e´, quando se
utilizar uma transformada wavelet para fazer diagno´stico do equipamento a partir de sinais,
e´ obrigato´rio conhecer a componente da forma do sinal de falha, portanto dependente de cada
falha existente no sistema.
Uma opc¸a˜o poss´ıvel para evitar a escolha de uma base equivocada, e´ utilizar uma ferra-
menta que permita utilizar diferentes tipos de bases para representar um sinal. Uma destas
estrate´gias e´ a decomposic¸a˜o emp´ırica de modos (EMD). Esta apresenta duas vantagens prin-
cipais sobre a transformada wavelet, a primeira e´ na˜o necessitar da escolha de uma func¸a˜o
base, mediante a busca de func¸o˜es que capturem os componentes principais do sinal, que
podem ser perio´dicos ou na˜o. A segunda vantagem e´ que as resoluc¸o˜es encontradas podem
na˜o ser dia´dicas, permitindo encontrar as melhores escalas intr´ınsecas ao sinal. No entanto,
analisar a interpretac¸a˜o f´ısica das componentes na˜o e´ sempre uma tarefa simples, ja´ que o
me´todo utilizado pode resultar em mu´ltiplas resoluc¸o˜es na˜o controladas pelo analista. A
Tabela 5.2 resume os resultados de aplicar a te´cnica EMD sobre os dados obtidos da bancada
experimental.
Apesar de fornecer informac¸a˜o detalhada sobre o sistema, esta te´cnica como se tem apre-
sentado requer um alto conhecimento por parte do pessoal de manutenc¸a˜o acerca do fun-
cionamento espec´ıfico do equipamento.
Uma u´ltima aproximac¸a˜o em tempo/frequeˆncia explorada neste trabalho e´ a distribuic¸a˜o
de Wigner-Ville, esta obte´m uma representac¸a˜o em alta resoluc¸a˜o tanto para tempo como
para frequeˆncia. E´ claro que este tipo de te´cnica incrementa o custo computacional junto com
a quantidade de dados a serem analisados pelo especialista em manutenc¸a˜o, pore´m, quando
analisados corretamente pode fornecer informac¸a˜o sobre o momento espec´ıfico em que uma
falha particular acontece.
Na Figura 5.29 e´ mostrado o resultado da distribuic¸a˜o de Wigner-Ville quando aplicada
sobre os dados obtidos da bancada operando em condic¸o˜es normais. Como pode-se perceber
da figura, este tipo de informac¸a˜o na˜o e´ simples de interpretar devido a` quantidade de dados e
a aparic¸a˜o de componentes em lugares na˜o esperados devido a que se aplica uma operac¸a˜o na˜o
linear. As componentes com maior valor da distribuic¸a˜o esta˜o concentrados na faixa pro´xima
dos 500 - 600 Hz, para posic¸a˜o θ de rotac¸a˜o do motor, coerentemente com a frequeˆncia de
interac¸a˜o dos dentes das diferentes engrenagens.
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Observac¸o˜es: (1) Os dados esta˜o organizados desde a wavelet com maior resoluc¸a˜o (curva 1)
ate´ a menor resoluc¸a˜o (curva 5). (2) O eixo x corresponde ao coeficiente wavelet e o eixo y
corresponde a amplitude em [m/s2].
Figura 5.21: TransformadaWavelet do sistema em condic¸o˜es de operac¸a˜o normais e utilizando
um func¸a˜o base de Morlet.
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Observac¸o˜es: (1) Os dados esta˜o organizados desde a wavelet com maior resoluc¸a˜o (curva 1)
ate´ a menor resoluc¸a˜o (curva 5). (2) O eixo x corresponde ao coeficiente wavelet e o eixo y
corresponde a amplitude em [m/s2].
Figura 5.22: Transformada Wavelet do sistema com a falha de caso 2 e utilizando um func¸a˜o
base de Morlet.
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Observac¸o˜es: (1) Os dados esta˜o organizados desde a wavelet com maior resoluc¸a˜o (curva 1)
ate´ a menor resoluc¸a˜o (curva 5). (2) O eixo x corresponde ao coeficiente wavelet e o eixo y
corresponde a amplitude em [m/s2].
Figura 5.23: Transformada Wavelet do sistema com a falha de caso 3 e utilizando um func¸a˜o
base de Morlet.
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Observac¸o˜es: (1) Os dados esta˜o organizados desde a wavelet com maior resoluc¸a˜o (curva 1)
ate´ a menor resoluc¸a˜o (curva 5). (2) O eixo x corresponde ao coeficiente wavelet e o eixo y
corresponde a amplitude em [m/s2].
Figura 5.24: Transformada Wavelet do sistema com a falha de caso 4 e utilizando um func¸a˜o
base de Morlet.
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Tabela 5.2: Caracter´ısticas mais relevantes da aplicac¸a˜o da decomposic¸a˜o emp´ırica de modos.
Caso Descric¸a˜o
1. Sistema com
condic¸o˜es normais de
operac¸a˜o. Figura 5.25
Quantidade de componentes: 7
Curva 1: Corresponde a` frequeˆncia de amostragem.
Curva 3: Encontra-se relacionada com a frequeˆncia de batimento
dos dentes.
Curva 7: Esta´ relacionada com a frequeˆncia de rotac¸a˜o do motor.
2. Dente quebrado na
engrenagem 2. Figura
5.26
Quantidade de componentes: 7
Curva 1: Corresponde a` frequeˆncia de amostragem.
Curva 3: Na˜o esta´ relacionada com a frequeˆncia de batimento
dos dentes.
Curva 7: Aparece uma anomalia relacionada com cada rotac¸a˜o.
3. Dente quebrado na
engrenagem 3. Figura
5.27
Quantidade de componentes: 5
Curva 1: Corresponde a` frequeˆncia de amostragem.
Curva 3: Na˜o esta relacionada com a frequeˆncia de batimento
dos dentes.
Curva 7: Esta´ relacionada com a frequeˆncia de rotac¸a˜o do motor.
A deformac¸a˜o desta componente pode servir como ind´ıcio de uma
falha na engrenagem 3.
4. Dente quebrado na
engrenagem 4. Figura
5.28
Quantidade de componentes: 7
Curva 1: Corresponde a` frequeˆncia de amostragem.
Curva 3: Na˜o esta´ relacionada com a frequeˆncia de batimento
dos dentes.
Curva 4: Apresenta relac¸a˜o direta com a frequeˆncia de batimento
dos dentes. Neste caso a falta de um pico revela o instante em
que a falha tem contato com o caminho de transmissa˜o.
Curva 7: Na˜o esta´ relacionada com o sinal de rotac¸a˜o do motor,
e´ o erro de aproximac¸a˜o da representac¸a˜o EMD.
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Observac¸a˜o: Eixo x representa o tempo em [s] e o eixo y a amplitude em [m/s2].
Figura 5.25: Decomposic¸a˜o emp´ırica de modos do sinal de vibrac¸a˜o da bancada quando na˜o
se introduzem falhas.
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Observac¸a˜o: Eixo x representa o tempo em [s] e o eixo y a amplitude em [m/s2].
Figura 5.26: Decomposic¸a˜o emp´ırica de modos do sinal de vibrac¸a˜o da bancada quando se
introduzem falhas na engrenagem 2.
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Observac¸a˜o: Eixo x representa o tempo em [s] e o eixo y a amplitude em [m/s2].
Figura 5.27: Decomposic¸a˜o emp´ırica de modos do sinal de vibrac¸a˜o da bancada quando se
introduzem falhas na engrenagem 3.
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Observac¸a˜o: Eixo x representa o tempo em [s] e o eixo y a amplitude em [m/s2].
Figura 5.28: Decomposic¸a˜o emp´ırica de modos do sinal de vibrac¸a˜o da bancada quando se
introduzem falhas na engrenagem 4.
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Figura 5.29: Distribuic¸a˜o de Wigner-Ville quando aplicados sobre os dados obtidos da ban-
cada em condic¸o˜es de operac¸a˜o normais.
Quando se introduz uma falha na segunda engrenagem da bancada (caso 2), os coeficientes
se concentram entre faixa de posic¸o˜es de 6 - 8 rad, uma frac¸a˜o pro´xima ao espac¸o ocupado
por um dente, ale´m de apresentar valores menores na faixa de 500 - 600 Hz devidos a` falta
de contato, como e´ mostrado na Figura 5.30.
Ao introduzir uma falha na engrenagem 3 (caso 3), o caminho de transmissa˜o desde a
falha ate´ o sensor e´ menor do que no caso 2, aumentando o valor dos coeficientes envolvidos
com o sinal de falha. Neste caso os coeficientes sa˜o agrupados perto da faixa de 600 - 800
Hz, mas neste caso entre 8 - 10 rad e com valores dos coeficientes maiores do que os outros
caso de falha 2, devido a que o caminho de transmissa˜o e´ mais curto, como e´ mostrado na
Figura 5.31.
Finalmente no u´ltimo caso de falha testado (caso 4), os valores dos coeficientes mais altos
esta˜o agrupados ao redor da faixa 10 - 12 rad, mas em uma faixa de frequeˆncia maior, entre
os 400 e 1000 Hz, como e´ apresentado na Figura 5.32. Nos quatro casos mostrados o caminho
de transmissa˜o atua sobre o sinal de falha regulando o valor do mesmo em relac¸a˜o a` distaˆncia
que o sinal de falha tem que se propagar.
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Figura 5.30: Distribuic¸a˜o de Wigner-Ville quando aplicados sobre os dados obtidos da ban-
cada no caso 2 de operac¸a˜o.
Como se tem mostrado requerendo um alto grau de treinamento do especialista para
utilizar uma te´cnica particular em uma ma´quina espec´ıfica e analisar os dados. A dificuldade
para diagnosticar este sistema, em parte se deve a que os componentes f´ısicos do mesmo
teˆm assinaturas similares, isto e´, todos os eixos das engrenagens giram a mesma velocidade e
as frequeˆncias de batimento dos diferentes dentes sa˜o similares. Tipicamente este problema
e´ atacado utilizando um sensor no local de cada uma das pec¸as de interesse, mas isto na˜o
e´ sempre poss´ıvel, ja´ que incrementa os custos do produto e e´ dif´ıcil de implementar em
maquinaria antiga. Uma poss´ıvel soluc¸a˜o para este problema e´ identificar o modelo dinaˆmico
do equipamento em cada um dos casos t´ıpicos de falha.
5.3 Concluso˜es
Neste anexo sa˜o apresentadas as te´cnicas mais comumente utilizadas para diagno´stico de
falhas em ma´quinas rotativas atrave´s de ana´lise de sinal, com as quais e´ poss´ıvel analisar a
frequeˆncia dos componentes de sinal envolvidos. No entanto, o caso de estudo escolhido tem
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Figura 5.31: Distribuic¸a˜o de Wigner-Ville quando aplicados sobre os dados obtidos da ban-
cada no caso 3 de operac¸a˜o.
pec¸as funcionando a frequeˆncias similares e utilizando poucos sensores, dificultando a tarefa
de diagno´stico. Os principais resultados obtidos sa˜o resumidos a seguir:
1. Te´cnicas no domı´nio tempo. As te´cnicas que utilizam descritores da distribuic¸a˜o dos
dados obte´m resultados mais dif´ıceis de serem analisados por parte dos te´cnicos inex-
perientes, ja´ que estes dados sa˜o similares em qualquer caso de falha analisado.
2. Te´cnicas no domı´nio da frequeˆncia. Estas te´cnicas requerem uma maior ana´lise por
parte do pessoal de manutenc¸a˜o, ja´ que precisa examinar uma faixa espec´ıfica de fun-
cionamento do equipamento. Devido ao fato que va´rias pec¸as da bancada adicionavam
componentes do sinal nas mesmas frequeˆncias de ocorreˆncia de falha, estes se confun-
diam dificultando assim o diagno´stico. Consequentemente, esta te´cnica necessita con-
hecer as frequeˆncias de aparecimento da falha, mas tambe´m a deformac¸a˜o da mesma
devida a` propagac¸a˜o do sinal pelo caminho de transmissa˜o. Assim, a ana´lise deste
tipo de te´cnicas exige te´cnicos com um alto n´ıvel de experieˆncia, e na˜o somente com
o conhecimento em processamento do sinal utilizada, mas tambe´m no diagno´stico do
equipamento espec´ıfico.
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Figura 5.32: Distribuic¸a˜o de Wigner-Ville quando aplicados sobre os dados obtidos da ban-
cada no caso 4 de operac¸a˜o.
3. Te´cnicas no domı´nio tempo/frequeˆncia. Apesar que se esperava que uma maior quan-
tidade de informac¸a˜o simplificaria a tarefa de diagno´stico, isto complica a analise dos
dados, ja´ que aumenta a quantidade de coeficientes a serem examinados. Ale´m do mais,
te´cnicas como a transformada Wavelet, requerem conhecimento pre´vio de como uma
falha espec´ıfica que modifica o comportamento do sinal para assim fazer uma escolha
coerente da func¸a˜o base utilizada. Por parte do EMD, e´ uma transformada da qual
na˜o se tem domı´nio das escalas de resoluc¸a˜o, nem na quantidade nem em seu tamanho,
dificultando a interpretac¸a˜o de cada uma delas. Portanto, para diagnosticar a par-
tir desta ferramenta e´ preciso conhecimento espec´ıfico do equipamento com o fim de
comparar com cada uma das escalas e detectar qual delas poderia conter informac¸a˜o
acerca da falha em particular, processo que tambe´m se dificulta para se realizar de
forma automatizada. Finalmente a distribuic¸a˜o de Wigner-Ville, permite localizar com
alta resoluc¸a˜o as frequeˆncias exitadas para cada instante de tempo. Na pra´tica resulta
em uma grande quantidade de informac¸o˜es que precisam ser analisadas levando-se em
conta que aparecem coeficientes em locais inesperados devido ao fato que esta e´ uma
transformac¸a˜o na˜o linear, tarefa que requer um te´cnico altamente qualificado.
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6 FUNDAMENTOS DO CA´LCULO DE ORDEM
FRACIONA´RIA
Uma te´cnica comumente utilizada para diagno´stico de falhas e identificac¸a˜o do sistema
dinaˆmico de um equipamento e´ atrave´s de equac¸o˜es diferenciais ordina´rias (DUVAR; ELDEM;
SARAVANAN, 1990; ROFE, 1997). Este tipo de estrate´gia e´ u´til quando o dispositivo de
interesse e´ simples e seu modelo pode ser identificado satisfatoriamente utilizando poucos
paraˆmetros (LJUNG, 1987). No entanto, esta na˜o e´ uma situac¸a˜o comum, os sistemas reais
tipicamente conte´m uma grande quantidade de componentes interagindo entre eles, ale´m de
fenoˆmenos dif´ıceis de serem modelados, tais como memo´ria, na˜o linearidades e autoseme-
lhanc¸a entre outros (WANG; WANG; HAN, 2010). Na u´ltima de´cada o ca´lculo de ordem
fraciona´ria vem ganhando interesse por parte dos pesquisadores de diferentes a´reas, precisa-
mente porque tem a capacidade de aproximar com poucos paraˆmetros o comportamento
complexo da natureza.
O uso de ca´lculo de ordem fraciona´ria (FOC) foi pouco aplicado na engenharia, devido a`
complexidade deste, a` aparente suficieˆncia do ca´lculo de ordem inteira (IOC) e a falta de uma
interpretac¸a˜o geome´trica ou f´ısica simples do mesmo (MACHADO, 2003; ZENG; CAO; ZHU,
2002; PODLUBNY, 2002). No entanto permite encontrar um modelo mais preciso do com-
portamento de alguns sistemas na natureza relacionados com diferentes a´reas da engenharia,
e e´ utilizado como uma promisso´ra ferramenta nas a´reas de bioengenharia (MAGIN; OVA-
DIA, 2008; SOMMACAL et al., 2008), viscoelasticidade (HEYMANS, 2008; ESPI´NDOLA;
BAVASTRI; LOPES, 2008; MAINARDI, 2009), eletroˆnica (KRISHNA; REDDY, 2008; PU
et al., 2006), robo´tica (LIMA; MACHADO; CRISO´STOMO, 2007; ROSARIO; DUMUR;
MACHADO, 2006; DEBNATH, 2003), teoria de controle (BOHANNAN, 2008; CERVERA;
BAN˜OS, 2008) e processamento do sinal (PANDA; DASH, 2006; YANG; ZHOU, 2008) entre
outros.
Nos u´ltimos anos estes conceitos teˆm atra´ıdo a atenc¸a˜o dos engenheiros, considerando
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a que atrave´s dos mesmos pode-se realizar o modelamento do comportamento de muitos
sistemas f´ısicos na˜o lineares de forma compacta, considerando as caracter´ısticas na˜o locais
como“memo´ria infinita” (PETRAS, 2006; DORCAK et al., 2002; CAFAGNA, 2007). Alguns
exemplos disto sa˜o o fenoˆmeno de difusa˜o de calor (BENCHELLAL; POINOT; TRIGEAS-
SOU, 2006), impedaˆncia ele´trica das frutas e vegetais (JESUS; MACHADO; CUNHA, 2006),
modelamento de comportamentos sociais (AHMAD; EL-KHAZALI, 2007), o comportamento
da a´gua nas entranhas dos penhascos, onde a raza˜o de amortecimento e´ constante sem impor-
tar com a massa da a´gua em movimento (OUSTALOUP; SABATIER; MOREAU, 1998a),
etc. Por outro lado, dirigir o comportamento de um processo com controladores de ordem
fraciona´ria constitui uma vantagem, ja´ que a resposta do sistema na˜o fica restringida a` adic¸a˜o
de func¸o˜es exponenciais, portanto existe uma grande faixa de comportamentos alcanc¸a´veis
onde a resposta de ordem inteira e´ um caso particular (PODLUBNY, 1994).
Considerando estas ideias, neste cap´ıtulo apresenta-se conceitos ba´sicos do FOC e a sua
definic¸a˜o anal´ıtica, expondo a seguir algumas das interpretac¸o˜es geome´tricas mais relevantes
encontradas na literatura. Nas sec¸o˜es finais deste cap´ıtulo sa˜o apresentadas aplicac¸o˜es de
interesse para diferentes a´reas da engenharia, como identificac¸a˜o de sistemas dinaˆmicos, con-
trole e aplicac¸o˜es em robo´tica. Finalizando o cap´ıtulo com a apresentac¸a˜o de concluso˜es
e a perspectiva da aplicac¸a˜o desta ferramenta para identificac¸a˜o de falhas em sistemas de
transmissa˜o mecaˆnica.
6.1 Ca´lculo de Ordem Fraciona´ria
A noc¸a˜o do ca´lculo de ordem fraciona´ria existe desde o tempo da criac¸a˜o do ca´lculo
de ordem inteira e isto pode ser comprovado atrave´s de uma carta enviada por Leibniz
ao L’Hopital em 1695 (XUE; ZHAO; CHEN, 2006b). O ca´lculo de ordem fraciona´ria e´ a
generalizac¸a˜o do ca´lculo de ordem inteira em ordem real ou complexa (ADAMS; HARTLEY;
LORENZO, 2006). Formalmente no caso da ordem real pode ser escrito como:
Dα =

dα
dtα α > 0,
1 α = 0∫ t
a(dτ)−α α < 0
(6.1)
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com α ∈ R .
Uma das causas poss´ıveis pelas quais este tipo de ferramenta e´ pouco aplicado em enge-
nharia e´ que o ca´lculo de ordem fraciona´ria apresenta mu´ltiplas definic¸o˜es (CAFAGNA, 2007;
ORTIGUEIRA; MACHADO; COSTA, 2005), dificultando sua interpretac¸a˜o geome´trica, e ao
mesmo tempo, o ca´lculo de ordem inteira parecia ser suficiente para modelar a natureza. No
entanto muitos fenoˆmenos se descrevem melhor por formulac¸o˜es de ordem fraciona´ria, ja´ que
leva em considerac¸a˜o o comportamento passado e tem a capacidade de expressar atrave´s
de poucos coeficientes sistemas dinaˆmicos considerados de alta ordem (XUE; CHEN, 2002;
MAGIN; OVADIA, 2006). Algumas definic¸o˜es de FOC sa˜o encontradas em (ORTIGUEIRA;
MACHADO; COSTA, 2005; CAFAGNA, 2007), dentre elas pode-se destacar:
• Riemann-Liouville
Integral:
Jαc f (t) =
1
Γ(α)
∫ t
c
f (τ)
(t− τ)1−α dτ (6.2)
Derivada:
Dα f (t) = d
m
dtm
[
1
Γ(m−α)
∫ t
0
f (τ)
(t− τ)α+1−m dτ
]
,m ∈ Z+,m−1 < α ≤ m. (6.3)
• Gru¨nwald-Letnikov
Integral:
D−α = lim
h→0
hα
t−a
h∑
m=0
Γ(α +m)
m!Γα
f (t−mh) (6.4)
Derivada:
Dα = lim
h→0
1
hα
t−a
h∑
m=0
(−1)m Γ(α +1)
m!Γ(α −m+1) f (t−mh) (6.5)
• Caputo:
Dα∗ f (t) =
1
Γ(m−α)
∫ t
0
f (m)(τ)
(t− τ)α+1−m dτ (6.6)
onde a func¸a˜o Γ e´ a generalizac¸a˜o da func¸a˜o fatorial (OLDHAM; SPANIER, 2006), que e´
definida como:
Γ(x)≡
∫
∞
0
yx−1e−ydy, x > 0,x ∈ R (6.7)
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Ou com maior generalidade:
Γ(x)≡ lim
N→∞
[
N!Nx
x(x+1)(x+2) . . .(x+N)
]
, ∀x /∈ Z−∪0. (6.8)
O uso de cada uma destas definic¸o˜es dependem da aplicac¸a˜o e da prefereˆncia do projetista.
Outras ferramentas de interesse em engenharia sa˜o as transformadas de Laplace e Fourier,
que ainda sa˜o va´lidas para simplificar operac¸o˜es como a convoluc¸a˜o e que podem ser utilizadas
para resolver equac¸o˜es diferenciais de ordem fraciona´ria. Utilizando a definic¸a˜o de Riemann-
Liouville, a transformada de Laplace esta´ definida como (MA; HORI, 2004):
L {0Dαt f (t)}= sαF(s)−
n−1
∑
j=0
s j
[
0Dα− j−1 f (0)
]
, n−1 < q < n, n ∈ Z (6.9)
Desta forma, a transformada leva em conta todas as condic¸o˜es iniciais desde a primeira
ate´ a n-e´sima−1 derivada. Outra operac¸a˜o de interesse para sua aplicac¸a˜o em engenharia e´
a transformada de Fourier, que generalizando para uma ordem α se define como
F{0Dαt f (t)}= ( jω)αF( jω) (6.10)
Adicionalmente ao problema de que definic¸a˜o escolher baseado nas propriedades ou na
complexidade de implementac¸a˜o, deve-se conhecer a implicac¸a˜o de utilizar uma ferramenta
matema´tica. Uma forma de entendeˆ-la e´ atrave´s de uma representac¸a˜o gra´fica, e observar
que acontece quando se aplica a operac¸a˜o. Infelizmente, ate´ a agora na˜o existe uma interpre-
tac¸a˜o gra´fica do efeito da aplicac¸a˜o de uma derivada de ordem arbitra´ria, no entanto tem-se
proposto algumas aproximac¸o˜es que podem ser utilizadas para projetar aplicac¸o˜es do FOC.
6.2 Interpretac¸a˜o Geome´trica
No caso do ca´lculo de ordem inteira existe uma interpretac¸a˜o geome´trica muito aceita
que relaciona claramente quantidades f´ısicas, por exemplo a taxa instantaˆnea de troca. No
entanto, ate´ a de´cada passada na˜o existia uma interpretac¸a˜o geome´trica das derivadas de
ordem fraciona´ria, como ocorre no ca´lculo de ordem inteira. Em (MACHADO, 2003), o autor
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Figura 6.1: Interpretac¸a˜o geome´trica do FOC proposta em (MACHADO, 2003).
interpretou este ca´lculo utilizando uma abordagem probabil´ıstica, baseando-se na formulac¸a˜o
de Gu¨nwald-Letnikov (Equac¸a˜o 6.4 e 6.5). Seja α um valor entre 0 e 1, e γ e´ definido como:
γ(α,m) = (−1)k Γ(α +1)k!Γ(α −m+1) . (6.11)
Para m = 0 obte´m-se γ = 1, o valor no tempo atual ocorre com probabilidade de 1.
Se m > 0
− ∑
m=1
γ(α,m) = 1 (6.12)
Para valores de m 6= 0 o valor de γ vai diminuindo quando afasta-se do ponto de avali-
ac¸a˜o (presente). Portanto, o autor sugere que a expressa˜o −∑∞m=1 γ(α,m)x(t−mh) e´ o valor
esperado de uma varia´vel aleato´ria X tal que:
P(X = x(mh)) = |γ(α,k)|, m = 1,2, . . . , 0 < α < 1 (6.13)
A interpretac¸a˜o geome´trica do FOC proposta em (MACHADO, 2003) e´ apresentada na
Figura 6.1. Pode-se observar que os valores pro´ximos ao presente teˆm maior influeˆncia sobre
o resultado do que os valores mais distantes no passado.
Outra interpretac¸a˜o e´ baseada na definic¸a˜o de Riemann-Liouville (Equac¸a˜o 6.2 e 6.3)
proposta em (PODLUBNY, 2002). O autor reescreve a definic¸a˜o como:
96
Plano de projec¸a˜o da integral de ordem inteira
Plano de projec¸a˜o da derivada de ordem fracionaria
A´rea baixo da func¸a˜o avaliada
t,τ
gt(τ)
Figura 6.2: Interpretac¸a˜o geome´trica do FOC proposta em (PODLUBNY, 2002). Os
paraˆmetros deste gra´fico sa˜o f (t) = t e α = 0.3 avaliado no intervalo [0, 3].
Jα0 =
∫ t
0
f (τ)dg(τ) (6.14)
com
g(τ) =
1
Γ(α +1)
[tα(t− τ)α ] (6.15)
Com esta formulac¸a˜o e´ poss´ıvel desenhar um gra´fico tridimensional com eixos g(τ), f (τ),τ
como mostra a Figura 6.2. A projec¸a˜o da a´rea desta func¸a˜o sobre o plano 〈τ, f (τ)〉 e´ ∫ t0 f (τ)dτ ,
isto e´, a definic¸a˜o de uma integral de ordem inteira. Sobre o plano 〈 f (τ),g(τ)〉 projeta-se∫ t
0 f (τ)dg(τ), a mesma definic¸a˜o apresentada na Equac¸a˜o 6.14, sendo a mesma uma interpre-
tac¸a˜o geome´trica da derivada de ordem fraciona´ria para um tempo fixo t. Nota-se que g(τ)
e´ uma func¸a˜o que deforma o tempo em uma escala do tempo na˜o homogeˆnea dependente do
paraˆmetro α .
Outra interpretac¸a˜o, agora baseada na dimensa˜o fractal, foi proposta em (MOSHREFI-
TORBATY; HAMMOND, 1998) argumentando que a formulac¸a˜o de Riemann-Liouville (Equac¸a˜o
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Figura 6.3: Func¸a˜o h∞ avaliada para diferentes valores de α .
6.2) e´ a convoluc¸a˜o da func¸a˜o f (t) com o nu´cleo:
h∞ =
tα−1
Γ(α)
. (6.16)
Para α = 0, a func¸a˜o h∞ e´ exatamente a definic¸a˜o do delta de Dirac, consequentemente a
Equac¸a˜o 6.2 tem como resultado a func¸a˜o f (t) e o operador fraciona´rio na˜o tem memo´ria. Se
α > 0 (caso da integral fraciona´ria), o nu´cleo h∞ leva em conta o efeito dos valores passados,
ponderando-os (Figura 6.3). Se α = 1 (caso da integral de ordem inteira), enta˜o Jαc apresenta
memo´ria perfeita e cada valor no passado afeta o presente com o mesmo fator de ponderac¸a˜o.
No caso da derivada de ordem fraciona´ria (−1 < α < 0), a interpretac¸a˜o na˜o pode ser
obtida explicitamente da Equac¸a˜o 6.2. Usando a regra de Leibniz na Equac¸a˜o 6.3 obte´m-se:
Dα f (t) = f (0)t
−α
Γ(1−α) +
1
Γ(1−α)
∫ t
a
(t− τ)−α f ′(τ)dτ, 0 ≤ α < 1 (6.17)
Note que o nu´cleo da Equac¸a˜o 6.16 aparece de forma natural quando α e´ substitu´ıdo por
1−β e regula o efeito do passado proporcionalmente a este u´ltimo. O valor da derivada e´ a
soma do efeitos dos valores iniciais e a integral de ordem inteira, sendo os dois controlados
pelo nu´cleo de convoluc¸a˜o h∞. O comportamento deste nu´cleo e´ similar aos conjuntos de
Cantor (MIYAZIMA; OOTA; HASEGAWA, 1996), uma func¸a˜o fractal obtida mediante a
retirada iterativa da sec¸a˜o do meio de uma linha reta, como mostra a Figura 6.4. A dimensa˜o
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Figura 6.4: Conjunto de Cantor com α = 1/3.
fractal de um conjunto de Cantor e´ definida como:
D =
ln2
ln(1/α)
, 0 < α < 1
2
. (6.18)
Neste caso a dimensa˜o D-e´sima representa a densidade das barras remanescentes e e´
equivalente ao nu´cleo de convoluc¸a˜o h∞, mas em tempo discreto. Portanto os autores inter-
pretam a derivada de ordem fraciona´ria geometricamente como a convoluc¸a˜o da func¸a˜o de
Cantor com uma func¸a˜o bidimensional “quadrada”.
6.3 Implementac¸a˜o do FOC em Engenharia
O ca´lculo de ordem fraciona´ria consegue representar sistemas dinaˆmicos de alta ordem
e fenoˆmenos complexos na˜o lineares utilizando poucos coeficientes (DUARTE; MACHADO,
2006; TORVIK; BAGLEY, 1984; ESPI´NDOLA; BAVASTRI; LOPES, 2008), considerando
que ao ter uma ordem arbitra´ria nas derivadas sa˜o acrescentados graus de liberdade adicionais
para aproximar um comportamento espec´ıfico. Outra caracter´ıstica importante e´ que as
derivadas de ordem fraciona´ria na˜o dependem das condic¸o˜es locais da func¸a˜o, mas de todo o
histo´rico da mesma. Este fato e´ u´til quando o sistema tem memo´ria de longo ou curto prazos.
Infelizmente isto tambe´m e´ uma de suas grandes desvantagens quando se implementa em
circuitos lo´gicos, porque requer uma grande quantidade de memo´ria f´ısica. As estrate´gias para
simular sistemas de ordem fraciona´ria podem ser classificados em treˆs grupos (BALEANU;
I.MUSLIH, 2006; POINOT; TRIGEASSOU, 2003):
• Me´todos computacionais baseados na soluc¸a˜o anal´ıtica. Estas apresentam mu´ltiplas
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varia´veis e sa˜o dif´ıceis de serem analisadas, ja´ que e´ necessa´rio avaliar todo o passado
da func¸a˜o para cada ponto dela, ale´m disto sa˜o tipicamente dif´ıceis de serem obtidos.
• Aproximac¸a˜o por meio de sistemas racionais em tempo discreto. O sistema anal´ıtico e´
substitu´ıdo por um equivalente no espac¸o da frequeˆncia. A partir disto obte´m-se coe-
ficientes irracionais, que sa˜o aproximados novamente mediante o truncamento da se´rie
polinomial, o que implica truncar o modelo no espac¸o do tempo, consequentemente,
necessita-se quando menos tantos coeficientes como amostras da func¸a˜o, perdendo as-
sim a caracter´ıstica de memo´ria infinita. Por outro lado, quando a se´rie tem muitos
coeficientes, limita-se a simulac¸a˜o em tempo real, porque exige mais ciclos de processa-
mento.
• Aproximac¸a˜o mediante func¸o˜es racionais em tempo cont´ınuo. O sistema de ordem
fraciona´ria e´ substitu´ıdo por outro racional, mas as se´ries sa˜o truncadas e limitam-se a
uma faixa de frequeˆncia onde os dois sistemas sa˜o equivalentes.
Outra forma de simular uma resposta de ordem fraciona´ria, e´ utilizando circuitos analo´gi-
cos. Na literatura aparecem treˆs tipos:
• Implementac¸a˜o componente por componente (OLDHAM; SPANIER, 2006; MOSHREFI-
TORBATY; HAMMOND, 1998): A func¸a˜o de transfereˆncia se aproxima mediante o
circuito recursivo mostrado na Figura 6.5. O ganho do sistema entre Vo e Vi no espac¸o
de frequeˆncia generalizado e´ uma se´rie de frac¸o˜es cont´ınuas (OH; HORI, 2007), isto e´:
Vo
Vi
= 1+
wn
s+
wn−1
1+ wn−2
s+
wn−3
...
(6.19)
com wn−2 j = 1R jC j e wn−2 j+1 =
1
R j+1+C j .
Este circuito apresenta duas desvantagens: (1) tem-se uma largura de banda de trabalho
muito limitada em frequeˆncia, e (2) e´ uma aproximac¸a˜o, portanto precisa de uma grande
quantidade de componentes com baixa toleraˆncia, dependendo da precisa˜o requerida
pelo projetista.
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Figura 6.5: Filtro passabaixo implementado recursivamente.
• Circuito de componentes analo´gicas programa´veis (FPAA) (CAPONETTO; PORTO,
2006): o projetista implementa o circuito da Figura 6.5, componente por componente,
em uma FPAA. Isto permite trocar o comportamento dinaˆmico do sistema de ordem
fraciona´ria com poucas modificac¸o˜es e cada elemento pode ter uma toleraˆncia desejada.
• Componente de impedaˆncia de ordem fraciona´ria (HABA et al., 2005): em geral, con-
siste em um capacitor de placas planas, onde destas placas tem desenhado um fractal,
como e´ mostrado na Figura 6.6(a). O comportamento de cada ramo se modela como um
filtro passabaixo resistor/capacitor (RC), cada um ligado a um ramo principal (Figuras
6.6(b) e 6.6(c)). Em conjunto, o comportamento do componente e´ de ordem fraciona´ria.
Todas estas te´cnicas podem ser aplicadas em engenharia. Nas sec¸o˜es finais deste cap´ı-
tulo sa˜o apresentadas algumas aplicac¸o˜es em identificac¸a˜o de sistemas, teoria de controle e
robo´tica.
6.3.1 Identificac¸a˜o de Sistemas
Os sistemas dinaˆmicos de ordem fraciona´ria podem ser descritos atrave´s de func¸o˜es de
transfereˆncia da forma (PODLUBNY et al., 2002)
G(s) = bms
βm +bm−1sβ[m−1+ · · ·+b0sβ0
ansαn +an−1sαn−1 + · · ·+a0sα0 (6.20)
com α,β ∈ R, αn > α < n−1 > · · ·> α0 e βm > β < m−1 > · · ·> β0.
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(a) A´rvore fractal.
(b) Rama fractal.
(c) Circuito equivalente de uma rama fractal.
Figura 6.6: Princ´ıpio de funcionamento de um Fractor.
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Muitos sistemas reais sa˜o identifica´veis a partir de teoria de sistemas fraciona´rios (PE-
TRAS, 2006; ESPI´NDOLA; SILVA; LOPES, 2005), considerando que a func¸a˜o de trans-
fereˆncia e´ de ordem fraciona´ria ou que a resposta em tempo na˜o e´ aproxima´vel atrave´s de
func¸o˜es exponenciais (VINAGRE, 2007), ale´m do que a ordem varia´vel e´ um grau de liber-
dade adicional que permite ajustar-se melhor ao sistema e descreveˆ-lo sob a forma compacta
(HARTLEY; LORENZO, 2003). Djouambi (DJOUAMBI; CHAREF; BESANC¸ON, 2006)
utilizou este fato para identificar um sistema fractal, aproximando-se aos dados atrave´s da
equac¸a˜o:
F(s) =
K
sα +a
, α ∈ R (6.21)
Ajustando o modelo para encontrar os paraˆmetros {K,a,α} que minimizem a me´dia do
erro quando comparado com os dados reais.
Um outro exemplo, e´ apresentado em (VINAGRE; FELI6; FELIU, 1998), onde e´ identi-
ficado o comportamento de uma estrutura flex´ıvel com cinco modos de vibrac¸a˜o utilizando
o sinal de um sensor piezoele´trico. O autor utilizou uma equac¸a˜o com poucos coeficientes,
e demonstrou que apesar disto e´ va´lida para uma grande faixa de frequeˆncias. A func¸a˜o de
transfereˆncia proposta e´ apresentada atrave´s da Equac¸a˜o 6.22:
G(s) = ∑
m
i=0 ai(s
α)i
(sα)n+∑n−1j=0 b j(sα) j
(6.22)
para α = 1, α = 2 e α = 0.5. Utilizar um valor real para α permite incorporar o efeito
de amortecimento sem incrementar a ordem do sistema e usando poucos coeficientes, esta
equac¸a˜o e´ valida para uma faixa de frequeˆncia de [0.1Hz−200Hz].
Uma outra forma, apresentada em (BENOIT-MARAND et al., 2006), utiliza uma rede
neural cont´ınua para identificar sistemas na˜o lineares. Nestas redes utilizam-se blocos inte-
gradores em lugar de atrasos do sinal. Isto faz com que a informac¸a˜o seja cont´ınua e na˜o
tenha comportamento de uma caixa preta, e e´ poss´ıvel separar o sistema na˜o linear esta´tico
(rede neural) do dinaˆmico (efeito do bloco de integrac¸a˜o). Se o bloco de integrac¸a˜o e´ de
ordem na˜o inteira, identifica-se o comportamento fraciona´rio do sistema. Como paraˆmetro
de treinamento da rede neural utiliza-se o erro quadra´tico me´dio entre a sa´ıda do sistema yr
e a sa´ıda da rede yc. Este esquema do treinamento e´ apresentado na Figura 6.7.
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Tabela 6.1: Classificac¸a˜o de sistemas de ordem fraciona´ria, agrupados pelo tipo de planta e
controlador.
ordem do sistema ordem do controlador
inteira inteira
inteira fraciona´ria
fraciona´ria inteira
fraciona´ria fraciona´ria
6.3.2 Controladores de Ordem Fraciona´ria
Os sistemas dinaˆmicos sa˜o tipicamente de ordem fraciona´ria, mas geralmente somente se
projeta o controlador assim, devido ao fato que a planta e´ calculada tipicamente como um
sistema de ordem inteira. Os controladores robustos de ordem fraciona´ria requerem menor
quantidade de coeficientes que os de ordem inteira (XUE; ZHAO; CHEN, 2006a). Agrupando
por tipo de planta e controlador, os sistemas podem ser divididos em quatro casos (CHEN,
2006), como mostra-se na Tabela 6.1.
Em (CHEN, 2006), o autor mostra que os controladores de ordem fraciona´ria sa˜o mais
robustos que aqueles de ordem inteira. O autor propoˆs dois esquemas para um controlador,
(1) um de segunda ordem para o caso inteiro e (2) um controlador com 3 coeficientes para o
caso fraciona´rio. Estes foram otimizados para minimizar o erro de estado estaciona´rio e por-
centagem de sobre-pico. O controlador fraciona´rio obteve uma melhor resposta com relac¸a˜o
ao de ordem inteira devido a equac¸a˜o diferencial de ordem fraciona´ria do controlador possuir
dois graus de liberdade adicionais.
Os casos de controladores fraciona´rios mais comuns sa˜o apresentados em (XUE; CHEN,
2002):
• TID1 . E´ um controlador com arquitetura similar ao PID de ordem inteira, mas a com-
ponente proporcional e´ substitu´ıda por uma func¸a˜o do tipo s−1/n. Isto proporciona ao
sistema um grau de liberdade adicional, que permite alcanc¸ar comportamentos melho-
res que um controlador de ordem inteira. Um diagrama deste controlador pode ser
observado na Figura 6.8.
1do ingleˆs Tilted Proportional and Integral.
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• Controle Robusto de Ordem na˜o inteira (CRONE2) . Este tipo de controlador e´ baseado
em “robustez fractal” (baseado na observac¸a˜o de que o comportamento do amorteci-
mento no poros de um dique e´ independente da massa de a´gua em movimento) (OUSTALOUP;
SABATIER; MOREAU, 1998b), na qual as ra´ızes conjugadas do sistema podem ser
deslocadas no semiplano negativo da carta de Nichols, sempre mantendo aˆngulo fixo.
Quando realimenta-se, o sistema tem fase constante (Equac¸a˜o 6.25). Este resultado
e´ ideˆntico a` fase do sistema em malha aberta para as altas frequeˆncias. Portanto, o
controlador e´ robusto para esta caracter´ıstica, que esta´ relacionada diretamente com a
porcentagem de sobre pico e o fator de amortecimento.
O sistema proposto em (OUSTALOUP; SABATIER; MOREAU, 1998b) foi;
G(s) = 1
(as)α +1
(6.23)
Portanto, para o sistema realimentado com ganho negativo tem-se:
G( jω) = 1
eα lnτω
|G( jω)|= e−α lnτω (6.24)
∠G( jω) =−α pi
2
(6.25)
• Controlador PIαDµ : Este controlador e´ a extensa˜o de ordem fraciona´ria do PID. A
formulac¸a˜o para este tipo de controlador e´ a seguinte:
O(s)
I(s)
= P+ Is−α +Dsµ . (6.26)
Utilizando ordem fraciona´ria, este e´ um filtro linear de dimensa˜o infinita, na˜o existindo
ate´ agora nenhuma metodologia rigorosa para projetar este tipo de controlador. E´
poss´ıvel ajusta´-o usando te´cnicas de inteligeˆncia artificial, como inteligeˆncia de enxame
(SADATI, 2007) ou algoritmos gene´ticos (CAO; LIANG; CAO, 2005), onde o espac¸o
de busca constitui-se por [Kp,Ki,Kd,α,µ]. O diagrama em blocos de um controlador
PIαDµ e´ apresentado na Figura 6.9.
• Controlador lead - lag fraciona´rio: E´ a forma geral do controlador de lead - lag de ordem
inteira. O mesmo podera´ ser representado como:
2do franceˆs Crontroˆle Robuste d’Ordre Non Entier.
105
Cr(s) =C0
(
1+ s/ωb
1+ s/ωh
)r
(6.27)
com 0 < ωb < ωh, C0 > 0 y r ∈ (0,1).
Em (AGRAWAL, 2006), o autor propoˆs um esquema geral de otimizac¸a˜o, baseado na
formulac¸a˜o de Caputo, onde a equac¸a˜o do sistema e´ otimizada em termos do Lagrangiano na
forma:
Dαx = G(x,u, t), (6.28)
Dα =
δF
δx +λ
δG
δx = 0 (6.29)
onde λ e´ o multiplicador de Lagrange e as condic¸o˜es iniciais sa˜o conhecidas.
6.4 Concluso˜es
Neste cap´ıtulo foram apresentados conceitos ba´sicos de FOC e algumas aplicac¸o˜es no
campo da engenharia. No entanto, sua complexidade inerente, na˜o apresentar uma interpre-
tac¸a˜o geome´trica simples e a aparente suficieˆncia do ca´lculo de ordem inteira, teˆm atrasado a
sua utilizac¸a˜o dentro da a´rea da engenharia. Nos u´ltimos anos muitas aplicac¸o˜es comec¸am a
aparecer, mas ainda as mesmas se encontram em fase inicial de desenvolvimento. Num futuro
pro´ximo, tendo uma maior compreensa˜o das implicac¸o˜es do uso do FOC, sua utilizac¸a˜o em
controle e em identificac¸a˜o de sistemas dinaˆmicos vai aumentar, ja´ que tem a capacidade
de capturar comportamento complexo com poucos coeficientes, e sendo que em controle de
sistemas e´ uma ferramenta que permite alcanc¸ar uma grande faixa de comportamentos onde
a ordem inteira e´ somente um caso especial.
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Sistema
Rede Neural Integral Fracionaria
b b b b
f (t) yr +
dα
dtα yc
−
Erro
Figura 6.7: Diagrama em blocos do sistema de identificac¸a˜o com redes neurais artificiais
cont´ınuas.
T
I
D
1/sα
1/s
s
Planta SaídaReferência b bb
Figura 6.8: Diagrama em blocos de um controlador T ID, com 0 ≤ α ≤ 1.
P
I
D
1/sα
sµ
Planta bb b
Referência Saída
Figura 6.9: Diagrama em blocos de um controlador PIαDµ , com 0 ≤ α ≤ 1 e 0 ≤ µ ≤ 1.
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7 PROPOSTA DE UMA ESTRATE´GIA DE
DIAGNO´STICO ATRAVE´S DO CA´LCULO DE
ORDEM FRACIONA´RIA. ESTUDO DE CASO:
UM SISTEMA DE TRANSMISSA˜O MECAˆNICA
As te´cnicas descritas no cap´ıtulo 3 sa˜o as mais aplicadas na indu´stria devido a sua ge-
neralidade, possibilitando analisar inclusive sistemas na˜o lineares, nos quais na˜o somente sa˜o
relevantes as harmoˆnicas dos sinais fundamentais, mas tambe´m as suas bandas laterais. En-
tretanto a partir das mesmas se obte´m uma grande quantidade de coeficientes, dificultando
assim um diagno´stico automatizado, ou a avaliac¸a˜o por um opera´rio com pouca experieˆncia
em seu uso espec´ıfico. Tipicamente, para facilitar a ana´lise, estes coeficientes sa˜o apresentados
mediante uma representac¸a˜o gra´fica, na qual um te´cnico especialista diagnostica um equipa-
mento baseando-se na informac¸a˜o apresentada pelo mesmo (YUAN; CAI, 2003). A Tabela 7.1
resume as principais caracter´ısticas observadas no cap´ıtulo 4 deste trabalho e detalhadas no
cap´ıtulo 5. Note-se que a precisa˜o do diagno´stico depende do grau de complexidade envolvido
na te´cnica e a experieˆncia espec´ıfica do te´cnico especialista para interpretar o resultado em
um equipamento particular.
Considerando as caracter´ısticas apresentadas, uma estrategia ideal para diagno´stico de
equipamento deve utilizar o menor nu´mero coeficientes para serem interpretados e armazena-
dos em dispositivos digitais, dados que podem ser recuperados para comparac¸a˜o com o estado
atual da maquinaria; estes coeficientes tambe´m devem conter informac¸a˜o suficientemente
diferencia´vel para que um te´cnico pouco especializado os interprete de forma simples e pre-
cisa, fator que esta intimamente relacionado com o quanto se ressalta o sinal de falha no
resultado da te´cnica utilizada.
Ao mesmo tempo, existe outro conjunto de te´cnicas que identificam o sistema dinaˆmico
do equipamento. Estes geralmente possuem menor quantidade de paraˆmetros para serem
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Tabela 7.1: Ana´lise do conhecimento requerido para diagnosticar um sistema a partir das
te´cnicas de processamento do sinal estudadas.
Te´cnica
Quantidade
de coefi-
cientes
Nı´vel de co-
nhecimento
Nı´vel do sinal
de falha
Quantidade
de Memo´ria
Utilizada
RMS 1 Baixo Baixo Baixa
Fator de pico 1 Baixo Baixo Baixa
Kurtosis 1 Baixo Baixo Baixa
Transformada
de Fourier
Nu´mero de
amostras/2
Me´dio Alto Me´dia
Transformada
Cepstrum
Nu´mero de
amostras
Alto Me´dio Me´dia
Transformada
Wavelet
Nu´mero de
amostras *
Nu´mero de
subbandas
Muito Alto Me´dio Alta
Decomposic¸a˜o
Emp´ırica de
Modos
Nu´mero de
amostras *
Nu´mero de
subbandas
Muito Alto Me´dio Alta
Distribuic¸a˜o
de Wigner-
Ville
Quadrado do
nu´mero de
amostras
Muito Alto Alto Muito Alta
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analisados do que os me´todos baseados em ana´lise do sinal, mas ainda assim permitem a
localizac¸a˜o e avaliac¸a˜o de falhas particulares. No entanto, na realidade os sistemas dinaˆmicos
dos equipamentos nem sempre sa˜o lineares invariantes no tempo, portanto os sistemas com
poucos paraˆmetros de ordem inteira na˜o conseguem atingir modelos precisos na maioria
dos casos em que se trabalha com ma´quinas complexas. Os modelos de ordem fraciona´ria
por outro lado, modelam comportamentos ignorados por sua contrapartida inteira, como o
fenoˆmeno de memo´ria, auto semelhanc¸a e comportamento cao´tico. Ale´m do mais os modelos
de ordem fraciona´ria representam com poucos coeficientes comportamentos de alta ordem,
fato que pode-se utilizar para aproximar sistemas complexos atrave´s da soma de menos
coeficientes que a sua contrapartida inteira (AHMED; EL-SAKA, 2010; ROCCO; WEST,
1999; STANISLAVSKY, 2000).
Neste cap´ıtulo e´ apresentado um caso de simulac¸a˜o para identificac¸a˜o de um sistema,
atrave´s de uma estrutura de ordem inteira e uma de ordem fraciona´ria, comparando a ca-
pacidade de aproximac¸a˜o de cada te´cnica a um sistema de ordem superior. Baseando-se nos
resultados de aproximac¸a˜o obtidos, e´ introduzida uma estrate´gia de diagno´stico inteligente
baseada na identificac¸a˜o do sistema real atrave´s de um modelo de ordem fraciona´ria uti-
lizando como caso de estudo uma caixa de transmissa˜o de poteˆncia atrave´s de engrenagens.
Este tipo de bancada foi escolhido por representar uma aplicac¸a˜o muito usada na engenharia,
dentre delas em transmisso˜es de ma´quina rotativa, utilizado em tornos, fresas, ve´ıculos de
transporte e outros mecanismos.
7.1 Identificac¸a˜o da dinaˆmica do sistema
Um enfoque para diagnosticar um sistema, e´ identificar os paraˆmetros do sistema. Difer-
entemente dos me´todos de ana´lise do sinal, nesta situac¸a˜o e´ necessa´rio o conhecimento das
entradas e sa´ıdas do sistema em estudo. Os paraˆmetros do sistema possuem a informac¸a˜o
a respeito da localizac¸a˜o da falha, no entanto exige de um modelo preciso do mesmo. Os
sistemas reais apresentam termos na˜o lineares, mu´ltiplas interac¸o˜es entre pec¸as, comporta-
mentos de alta ordem que dificultam a tarefa de identificac¸a˜o, que tipicamente se simplifica
atrave´s de uma aproximac¸a˜o por um modelo linear de baixa ordem. A propo´sito nesta tese
estuda-se dois casos de identificac¸a˜o: aproximac¸a˜o por uma func¸a˜o de ordem inteira de baixa
ordem e uma aproximac¸a˜o utilizando um sistema de ordem fraciona´ria de poucos coeficientes.
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M1 M2 M3 M4
f (t)
B1
K1 K2
B2
K3
B3
K4
B4
x2(t)x1(t) x3(t) x4(t)
Figura 7.1: Sistema linear com 12 paraˆmetros para modelamento.
7.1.1 Configurac¸a˜o experimental
O sistema de simulac¸a˜o utilizado e´ apresentado na Figura 7.1, e neste aplica-se uma forc¸a
na extremidade direita da massa M4, utilizando-se um sensor de posic¸a˜o na massa M2. A forc¸a
aplicada na entrada e´ um sinal senoidal com frequeˆncia varia´vel na faixa de 1Hz− 100Hz.
Na Tabela 7.2 encontra-se a definic¸a˜o do sistema estado e na Tabela 7.3 sa˜o apresentados os
paraˆmetros utilizados para a simulac¸a˜o do modelo.

˙X1
˙X2
˙X3
˙X4
˙X5
˙X6
˙X7
˙X8

=

0 1 0 0
K4
M4 −
B4
M4
K4
M4
B4
M4
0 0 0 1
K4
M3
B4
M3 −
K4+K3
M3 −
B4+B3
M3
0 0 0 0
0 0 K3M2
B3
M2
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
K3
M3
B3
M3 0 0
0 1 0 0
−K3+K2M2 −
B3+B2
M2
K2
M2
B2
M2
0 0 0 1
K2
M1
B2
M1 −
K2+K1
M1 −
B2+B1
M1


X1
X2
X3
X4
X5
X6
X7
X8

+

0
−F
0
0
0
0
0
0

(7.1)
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Tabela 7.2: Definic¸a˜o do espac¸o de estados.
Estado Varia´vel Estado Varia´vel
X1 x4(t) X5 x2(t)
X2
dx4(t)
dt X6
dx2(t)
dt
X3 x3 X7 x1(t)
X4
dx3(t)
dt X8
dx1(t)
dt
Tabela 7.3: Paraˆmetros f´ısicos do modelo.
Paraˆmetro Valor Paraˆmetro Valor
K1 100 [Nm] B1 200 [Nm/s]
K2 300 [Nm] B2 150 [Nm/s]
K3 300 [Nm] B3 320 [Nm/s]
K4 300 [Nm] B4 50 [Nm/s]
M1 3 [Kg] M3 5 [Kg]
M2 4 [Kg] M4 4 [Kg]
Para efeitos de simulac¸a˜o, o sistema e´ tratado como desconhecido, como ocorre em muitos
sistemas reais.
7.1.2 Algoritmo de ajuste dos modelos
O procedimento de identificac¸a˜o utilizado foi, em primeiro lugar escolher uma famı´lia
de modelos poss´ıveis, deixando um conjunto de paraˆmetros para identificar o sistema. Estes
foram obtidos a partir dos dados atrave´s o algoritmo de Levenberg-Marquardt (MARQUARDT,
1963). Esta e´ uma estrate´gia tipicamente utilizada em otimizac¸a˜o na˜o linear, no entanto, out-
ras estrateguias de otimizac¸a˜o podem ser utilizada sem perda da generalidade do me´todo de
identificac¸a˜o. O algoritmo consiste em procurar o melhor vector de paraˆmetros P que min-
imize o erro ε entre os dados originais y e os dados obtidos com o modelo yˆ. Formalmente, o
modelo e´ calculado como uma func¸a˜o f sobre o espac¸o de paraˆmetros:
yˆ = f (P). (7.2)
O vector P minimiza o erro entre os dados reais e os obtidos com o modelo:
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ε = argmin
P
(y− yˆ(P)). (7.3)
O autor recomenda utilizar a te´cnica de optimizac¸a˜o de Hill climbing baseada na primeira
derivada. Para este propo´sito, utilizamos a expansa˜o em serie de Taylor na expressa˜o Equac¸a˜o
7.2 obtendo a seguinte func¸a˜o ao redor do ponto A :
f (A )≈ f (A )+ ∂ f (A )∂P (P−A ) (7.4)
portanto o problema e´ resolvido procurando iterativamente o argumento que minimize P−
A .
7.1.3 Identificac¸a˜o de ordem inteira
Supondo que o sistema na˜o e´ conhecido, e´ proposto um sistema com menor quantidade de
paraˆmetros em relac¸a˜o ao sistema a ser aproximado. O sistema proposto utiliza 7 coeficientes,
5 a menos que o sistema de teste. A func¸a˜o de aproximac¸a˜o utilizada e´ expressa atrave´s da
Equac¸a˜o 7.5:
G(s) = X2(s)
F(s)
≈ T (s+a)(s+b)(s+ c)
(s+d)(s+ e)(s+ f ) . (7.5)
Depois de ajustar os paraˆmetros partindo do algoritmo apresentado na sec¸a˜o anterior,
obtiveram-se as aproximac¸o˜es apresentadas na Figura 7.2. E´ importante observar que apesar
da quantidade de paraˆmetros utilizados na aproximac¸a˜o e´ pouco precisa.
Esta aproximac¸a˜o somente e´ precisa para o caso em que a mola M1 encontra-se quebrada
(K1 = 0), considerando que e´ uma aproximac¸a˜o pobre para identificar corretamente o sistema,
e que uma restric¸a˜o importante e´ utilizar poucos paraˆmetros para obter uma aproximac¸a˜o
interpreta´vel para o operador, tendo a necessidade de se realizar um estudo mais aprofundado,
possivelmente levando em considerac¸a˜o o uso de um nu´mero maior de coeficientes. Esta
limitac¸a˜o exige aplicar outro tipo de modelo que aproxime melhor os sistemas de alta ordem,
como e´ o caso dos sistemas de ordem fraciona´ria.
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(a) Aproximac¸a˜o do sistema sem falha.
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(b) Aproximac¸a˜o do sistema quando a rigidez da
mola K1 = 0.
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(c) Aproximac¸a˜o do sistema quando a rigidez da mola
K3 = 0.
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(d) Aproximac¸a˜o do sistema quando o amorteci-
mento B2 = 0.
Figura 7.2: Aproximac¸o˜es de ordem inteira de um sistema com diferentes tipos de falha.
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(a) Aproximac¸a˜o do sistema sem falha.
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(b) Aproximac¸a˜o do sistema quando a rigidez da
mola K1 = 0.
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(c) Aproximac¸a˜o do sistema quando a rigidez da mola
K3 = 0.
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(d) Aproximac¸a˜o do sistema quando o amorteci-
mento B2 = 0.
Figura 7.3: Aproximac¸o˜es de ordem fraciona´ria de um sistema com diferentes tipos de falha.
7.1.4 Identificac¸a˜o de ordem fraciona´ria
Utilizando os dados de simulac¸a˜o, e´ proposto um sistema de ordem fraciona´ria da forma:
G(s) = X2(s)
F(s)
≈ T (s
β +b)(sγ +g)
sα +a
, {α,β ,γ} ∈ ℜ, β · γ ≤ α (7.6)
onde X2(s) e´ a posic¸a˜o da massa 2 (sa´ıda do sistema) e F(s) e´ a forc¸a aplicada na massa 4
(entrada do sistema). O modelo foi ajustado mediante o algoritmo de Levenberg-Marquardt.
Diferentes falhas foram simuladas, igualando a 0 algum dos paraˆmetros K1, K3, B2, como
mostrado nas Figuras 7.3(b), 7.3(c) e 7.3(d) respectivamente.
Mudar qualquer paraˆmetro f´ısico do sistema resultara´ na mudanc¸a de todos os paraˆmetros
da func¸a˜o de transfereˆncia, ou seja, o comportamento do sistema em operac¸a˜o normal tem
grande diferenc¸a com aquele que apresenta uma falha. Portanto este fato podera´ ser utilizado
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Tabela 7.4: Diferenc¸a em percentagem entre os paraˆmetros identificados para um sistema
com falha e um no ponto de operac¸a˜o normal.
Falha T a α b β g γ Erro me´dio
Sem falha 0 0 0 0 0 0 0 0
K1 Quebrado 90.47 99.96 84.52 99.36 42.43 83.42 90.54 84.39
K2 Quebrado 6.10 2.07 10.83 13.75 3.71 14.79 90.79 20.29
K3 Quebrado 75.35 99.79 72.62 91.05 53.41 84.41 85.28 80.27
K4 Quebrado 1.01 4.37 0.24 40.98 56.57 56.44 42.72 28.9
B2 Quebrado 97.07 99.99 59.98 99.99 33.82 44.69 99.19 76.39
B3 Quebrado 19.76 99.84 78.94 99.78 93.79 75.22 86.83 79.17
B4 Quebrado 94.76 99.74 42.67 99.86 99.40 33.71 98.42 81.22
para identificar a presenc¸a de uma falha particular. Neste trabalho com o objetivo de avaliar
esta caracter´ıstica para um paraˆmetro p1 correspondente ao ponto de operac¸a˜o normal e um
paraˆmetro p2 como um paraˆmetro identificado no ponto atual de operac¸a˜o, a me´trica de
diferenc¸a d foi definida como:
d = 100max(p1, p2)−min(p1, p2)
max(p1, p2)
%. (7.7)
Aplicando esta me´trica nos diferentes casos estudados obte´m-se os valores apresentados
na Tabela 7.4. E´ importante observar que a diferenc¸a d e´ grande o suficiente para classificar
o sistema como em operac¸a˜o normal ou na˜o.
Portanto a presenc¸a de uma falha particular pode alterar o valor de um paraˆmetro em
torno de 84%, em um sistema que utiliza bem menos paraˆmetros em relac¸a˜o ao sistema exato
de ordem inteira.
7.2 Proposta de um Sistema de Diagno´stico
A metodologia aplicada para o desenvolvimento da estrate´gia proposta e´ baseada no
modelo de camadas OSA/CBM apresentada no cap´ıtulo 2 deste trabalho. Inicialmente se
adquirem diferentes sinais de interesse para diagno´stico de falha, tais como vibrac¸a˜o, posic¸a˜o,
corrente ele´trica, etc (camada 1 e 2 do modelo OSA/CBM). A seguir e´ realizada a filtragem
das componentes aleato´rias do sinal adquirido e identificando-se o modelo de poucos paraˆme-
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tros utilizando os to´picos apresentados no cap´ıtulo 6 (camada 3). Estes permitem gerar um
conjunto de ı´ndices que permitiram avaliar o estado da ma´quina (camada 4), que finalmente e´
diagnosticado por um opera´rio experiente ou atrave´s de um sistema de inteligeˆncia artificial
(camada 5). Nas sec¸o˜es subsequentes deste cap´ıtulo e´ introduza a estrate´gia desenvolvida
para diagno´stico de falha (camada 5) e a avaliac¸a˜o objetiva da efetividade da metodologia
em geral.
7.2.1 Configurac¸a˜o da Bancada Experimental
Utizando a bancada descrita na sec¸a˜o 5 desta tese de doutorado, foram adquiridos dados
de velocidade de rotac¸a˜o do motor, corrente ele´trica no circuito de armadura do motor e
vibrac¸a˜o no mancal de sa´ıda da transmissa˜o mecaˆnica. Sobre os dados de vibrac¸a˜o coletados
fora aplicada a proposta de diagno´stico projetada e avaliada como se mostra nas sec¸o˜es
seguintes.
7.2.2 Te´cnica de avaliac¸a˜o da estrate´gia proposta
Uma forma simples de avaliar a qualidade de um conjunto processamento do sinal –
classificador e´ mediante a ferramenta estat´ıstica de teste de hipo´teses. A mesma explica que
os quatro poss´ıveis resultados atrave´s de uma classificac¸a˜o bina´ria:
Verdadeiros Positivos (V P). Corresponde ao nu´mero total de sinais/sistemas de exemplo
corretamente classificados na hipo´tese de funcionamento correto do equipamento sem
uma falha espec´ıfica.
Verdadeiros Negativos (V N). Corresponde ao nu´mero total de sinais/sistemas de exemplo
corretamente classificadas na hipo´tese de equipamento com uma falha espec´ıfica.
Falsos Positivos (FP). Corresponde ao erro tipo I, total de sinais/sistemas provenientes
de sistemas com uma falha espec´ıfica que o classificador identifica erroneamente como
sistemas sem apresentar esta falha.
Falsos Negativos (FN). Corresponde ao erro tipo II, total de sinais/sistemas provenientes
de sistemas sem uma falha espec´ıfica mas que o classificador identifica erroneamente.
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A partir destes quatro resultados fundamentais, obte´m-se mais duas me´tricas de interesse
neste trabalho, estas sa˜o:
• Precisa˜o (Prec): a quantidade de sistemas corretamente classificados por na˜o ter uma
falha espec´ıfica dividido o total dos sistemas identificados como sistemas sem essa falha,
formalmente:
Prec =
V P
V P+FP
(7.8)
• Sensibilidade (Sens) definida como a quantidade de sistemas corretamente classificados
por ter uma falha espec´ıfica dividido pelo total de sistemas realmente sem essa falha:
Sens = V P
V P+V N
(7.9)
7.2.3 Metodologia Diagno´stica Proposta
As estrate´gias t´ıpicas de diagno´stico se encontram baseadas no uso de ana´lise do sinal
de vibrac¸a˜o, para isto, se aplica uma transformac¸a˜o matema´tica sobre os dados para serem
posteriormente interpretados por um especialista. Como mostrado, o tipo de bancada na
qual foram introduzidos os erros possui mu´ltiplas pec¸as interagindo em frequeˆncias similares,
e utilizando poucos sensores, situac¸a˜o que dificulta o diagno´stico. Ale´m do mais, o protocolo
OSA/CBM recomenda encontrar um ı´ndice de falha depois de utilizar uma transformada,
mas infelizmente este na˜o e´ um processo completamente padronizado, para todas as te´cnicas
mostradas neste trabalho. Os ı´ndices gerados devem ser escolhidos de forma que representem
informac¸a˜o relevante do sinal, muitas vezes ignorando outros dados. Vale a pena ressaltar que
nem sempre todas as pec¸as do equipamento esta˜o instrumentadas com sensores, isto devido
ao aumento do custo e complexidade do dispositivo e mesmo pelo fato de muitas vezes se
tratar de um equipamento mais antigo ainda em utilizac¸a˜o.
Para diagnosticar este tipo de equipamento se requer de te´cnicos com alto n´ıvel de exper-
ieˆncia, tanto em ana´lise de sinal como no conhecimento do equipamento em estudo, ja´ que o
tipo de dispositivo mostrado pode gerar sinais dif´ıceis de interpretar pelos motivos apresen-
tados anteriormente. Uma alternativa proposta neste trabalho baseia-se na hipo´tese de que o
sistema dinaˆmico do dispositivo muda quando se apresenta uma falha, e se a mesma e´ falha
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comum, enta˜o pode ser diagnosticada a partir do modelo do sistema em estudo. Infelizmente
nem sempre e´ poss´ıvel conhecer com precisa˜o o modelo dinaˆmico de um equipamento, ja´
que estas informac¸o˜es podem ser muito complexas e na˜o sa˜o fornecidas pelos fabricantes. A
estrate´gia a seguir e´ realizar a identificac¸a˜o do sistema, proporcionando uma entrada que
excite mu´ltiplas frequeˆncias, observando-se o que acontece em um sinal de sa´ıda espec´ıfico.
A relac¸a˜o entrada/sa´ıda possui informac¸a˜o do estado de todas as pec¸as do equipamento
considerando tambe´m o caminho de transmissa˜o.
Uma das limitantes mais fortes deste tipo de estrate´gia, e´ que os equipamentos complexos
teˆm uma grande quantidade de paraˆmetros, dificilmente identifica´veis devido ao fenoˆmeno
da “maldic¸a˜o da dimensionalidade” (WOODWARD; WUI; GRIFFIN, 2005), onde quanto
mais paraˆmetros a serem identificados, mais dif´ıcil se torna a tarefa de identificac¸a˜o. Conse-
quentemente os analistas de sistemas tendem a realizar simplificac¸o˜es do modelo do sistema
com o objetivo de reduzir a ordem do mesmo, restringindo a sua validade em faixas de fun-
cionamento espec´ıficos, simplificando assim o processo de identificac¸a˜o, mas penalizando a
precisa˜o do modelo. No entanto, os modelos de ordem inteira de baixa ordem dificilmente
conseguem capturar os efeitos de altas ordens devidas a` interac¸a˜o de mu´ltiplas pec¸as ao in-
terior do dispositivo e efeitos relacionados com memo´ria, entre outros. Ao mesmo tempo,
hoje e´ reconhecido que os modelos de ordem fraciona´ria permitem modelar com uma maior
precisa˜o sistemas complexos utilizando poucos coeficientes. Isto acontece pois a generalidade
fornecida atrave´s de ordens arbitra´rias, permite reduzir ou explanar a quantidade de memo´ria
e complexidade associada com cada coeficiente. Consequentemente, utilizar este tipo de mo-
delo na˜o somente permite modelar comportamentos complexos com equac¸o˜es compactas, mas
tambe´m permite reduzir o esforc¸o computacional associado a` tarefa de identificac¸a˜o.
Da mesma forma que foi explanado no cap´ıtulo 4, neste trabalho se utiliza a definic¸a˜o de
ca´lculo de ordem fraciona´ria procedente da definic¸a˜o da transformada de Laplace (Equac¸a˜o
6.9) baseada na definic¸a˜o de Riemann-Liouville, ja´ que permite modelar sistemas sem alterar
os conceitos pre´vios aprendidcos durante um curso engenharia.
7.2.4 Ajuste do modelo
A identificac¸a˜o de um modelo consiste principalmente em quatro atividades sequenciais:
1. Obter e preprocessar os dados. Estes tipicamente sa˜o obtidos de sensores estrategica-
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mente localizados no dispositivo a identificar. Comumente, requer-se filtrar os dados
ja´ que podem estar afetados com ru´ıdo do acoplamento de sensores, o ambiente ou a
aquisic¸a˜o digital. Especificamente neste trabalho, os dados foram gerados mediante a
mudanc¸a de velocidade do motor de entrada de torque, com a aquisic¸a˜o da corrente de
entrada e vibrac¸a˜o no mancal de sa´ıda. Para filtragem das informac¸o˜es utiliza-se um
filtro de deslocamento da me´dia (MA) .
2. Supor uma estrutura do modelo para ser identificada. Idealmente se utiliza o conheci-
mento dispon´ıvel em relac¸a˜o ao comportamento f´ısico do sistema, infelizmente isto nem
sempre e´ poss´ıvel, pois dificilmente o fabricante fornece este tipo de informac¸a˜o. Como
foi explicado anteriormente, tipicamente supo˜e-se um sistema de representac¸a˜o com-
pacto e o mesmo e´ analisado a partir da precisa˜o com que se aproxima aos dados. Para
o experimento atual, foi suposto um sistema de ordem fraciona´ria de treˆs coeficientes
no denominador.
3. Identificac¸a˜o dos paraˆmetros do modelo. Comumente isto significa encontrar os paraˆ-
metros da estrutura escolhida que melhor se ajusta e replicam o comportamento do
sistema com os dados obtidos.
4. Validac¸a˜o do modelo comparando com um conjunto de dados que na˜o foram utilizados
para encontrar os paraˆmetros.
Consequentemente, a identificac¸a˜o de um sistema pode ser tratada como um problema de
minimizac¸a˜o do erro obtido entre os dados reais e o modelo, ou, em outras palavras, deve-se
encontrar o melhor vetor de paraˆmetros ~p que minimize a func¸a˜o objetiva de erro fe entre o
sistema real Gr(s) e o modelo Gm(~p,s):
fe(~p) = |Gr(s)−Gm(~p,s)|. (7.10)
Diferentes alternativas podem ser utilizadas para minimizar a Equac¸a˜o 7.10 sem perder
generalidade do me´todo utilizado. Neste trabalho utilizou-se o me´todo simplex (LAGARIAS
et al., ), que consiste em um algoritmo iterativo que procura por um ponto candidato me-
diante o ca´lculo do centro´ide a partir de treˆs pontos iniciais. Posteriormente, e´ analisado
se o centro´ide e´ melhor que algum dos pontos iniciais, e caso seja, substitui-se o pior deles.
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O algoritmo e´ executado novamente ate´ que o mesmo converge ou depois de um nu´mero
especificado de iterac¸o˜es.
7.2.5 Func¸a˜o Objetiva
O sinal de entrada para o sistema e´ obtido a partir do aceleroˆmetro localizado no mancal
de sa´ıda, que devera´ obter o sinal de vibrac¸a˜o devido a` falha. Por outro lado, esse sinal
de vibrac¸a˜o inesperado deve mudar a assinatura da corrente do motor. Portanto, este e´ o
sinal correspondente ao comportamento da sa´ıda do sistema e e´ medido com um resistor
em se´rie com o circuito do motor. Para cada um dos casos de falha apresentados neste
trabalho foram adquiridas informac¸o˜es da bancada experimental trabalhando em diferentes
velocidades, e assim os sinais sa˜o compostos pela superposic¸a˜o de diferentes frequeˆncias.
Apo´s, realiza-se uma filtragem cada um desses sinais utilizando MA para reduzir o efeito
do ru´ıdo ambiental. Com estes sinais calculamos uma transformada de Fourier utilizando
a janela de Hanning com durac¸a˜o de um segundo para reduzir ru´ıdo introduzido durante o
processo de digitalizac¸a˜o. Aqui se considerou como sa´ıda do sistema a corrente do motor (I)
e a tensa˜o gerada pelo aceleroˆmetro como entrada (V ). Assim definimos o estado atual do
dispositivo com a estimac¸a˜o emp´ırica da func¸a˜o de transfereˆncia (ETFE ) (LJUNG, 1987)
como:
GET FEi(ω) =
F{Ii(t)}
F{Vi(t)} i ∈ {1,2,3,4} (7.11)
onde F (·) representa a transformada de Fourier avaliada em uma func¸a˜o, i denota o i−e´simo
caso de falha e ω a frequeˆncia que se esta´ analisando, este caso na faixa de 100 ate´ 1000 rad/s,
de onde verifica-se que a frequeˆncia de batimento dos dentes das diferentes engrenagens se
encontra nessa largura de banda.
Propo˜e-se identificar cada ET FEi usando um modelo com uma estrutura treˆs coeficientes
no denominador e dois paraˆmetros de ordem da derivada, definida assim:
Gi(s) =
1
asα +bsβ + c
, {a,b,c,α,β} ∈ ℜ (7.12)
Os paraˆmetros deste modelo foram ajustados utilizando um conjunto de 20 se´ries de
dados para treinamento e 10 se´ries de dados para avaliac¸a˜o com uma func¸a˜o objetivo que
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minimize o error entre GET FEi e Gi, formalmente:
fe = |GET FEi (ω)−Gi (ω, [a,b,c,α,β ])| . (7.13)
Supondo que um sistema bem identificado tera´ um erro menor do que comparado com um
modelo do sistema apresentando outro tipo de falha, utiliza-se o erro me´dio quadra´tico entre
cada sistema GET FE no estado atual do equipamento com um modelo identificado Gi da falha
i como um ı´ndice de falha para ser avaliado por um sistema de classificac¸a˜o automatizado.
7.2.6 Diagno´stico de falha
Com o objetivo de avaliar a estrate´gia proposta para diagno´stico de falha, utiliza-se uma
te´cnica de classificac¸a˜o automatizada que permite testar de forma simples se um equipa-
mento particular encontra-se falhando, ou localizar a pec¸a com problema e avaliar o estado
da mesma, partindo da identificac¸a˜o de sistema em estudo. Neste trabalho as falhas sa˜o
classificadas mediante o algoritmo dos k – vizinhos mais pro´ximos – (kNN1 ). Esta estrate´-
gia consiste em comparar o modelo identificado do estado atual do equipamento com uma
base de dados que conte´m modelos identificados durante falhas conhecidas. A classificac¸a˜o
integraliza as categorias dos k sistemas mais pro´ximos mediante uma estrate´gia de escolha
(COVER; HART, 1967). Este me´todo e´ apresentado atrave´s do Algoritmo 7.1.
Data: sistemaatual
Result: Tipo f alha
i ← 0;1
while i < quantidade de sinais/sistemas guardados na base de dados do2
di ← |sistemai	 sistemaatual|;3
i ← i+1;4
end5
while k−e´simo sistema de menor valor di do6
Tipo f alha ← Tipo(sistemai)⊕Tipo f alha;7
end8
Algoritmo 7.1: k vizinhos mais pro´ximos, onde o tipo de falha estimada e´ aquele com
mais representantes na k−vizinhanc¸a
1Do ingleˆs k-nearest neighbor.
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Tabela 7.5: Erro me´dio de treinamento e teste quando se compara o sistema ET FEi ± com
o modelo de ordem fraciona´ria identificado.
Caso Erro de treinamento ± desvio padra˜o Erro de teste ± desvio padra˜o
1 1.84±0.15 2.06±0.23
2 1.12±0.05 1.05±0.02
3 1.44±0.34 1.41±0.09
4 0.74±0.05 0.89±0.07
7.2.7 Resultados
Seguindo a metodologia descrita anteriormente, utilizaram-se 240 sistemas GET FE nunca
antes usados para a identificac¸a˜o dos paraˆmetros dos modelos Gi(s) padra˜o, 60 de cada tipo de
falha introduzida. A Figura 7.4 mostra os resultados de identificac¸a˜o obtidos com a estrate´gia
proposta junto com as informac¸o˜es utilizadas para teste de identificac¸a˜o. Note que e´ uma
aproximac¸a˜o coerente com a me´dia dos dados. Na Tabela 7.5 foi introduzido o erro me´dio
e o desvio padra˜o tanto para os dados utilizados para treinamento do modelo como para
os dados utilizados como teste. Nos dois casos o agrupamento dos dados praticamente na˜o
superpo˜e um conjunto ao outro (caso 1, caso 2, etc.), portanto, esta me´trica simples pode ser
utilizada como ı´ndice de falha, ja´ que descreve inequivocamente cada caso em estudo.
Identificac¸a˜o da Falha
Considerando-se os resultados obtidos durante a aproximac¸a˜o do sistema, foram tomados
aleatoriamente 60 amostras GET FE para cada caso em estudo, com o objetivo de testar uma
estrate´gia de classificac¸a˜o. O espac¸o dos ı´ndices obtidos e´ ilustrado na Figura 7.5. Note que
conforme era esperado os tipos de falha se agrupam em regio˜es diferentes do espac¸o, e isto
significa que se pode utilizar uma te´cnica de classificac¸a˜o muito simples, provando que os
ı´ndices descritores de cada caso permitem que operadores com pouca experieˆncia realizem o
diagno´stico do equipamento.
Ale´m do mais, com a finalidade de testar a generalidade da te´cnica, utilizou-se a estrate´gia
de avaliac¸a˜o de 10 subconjuntos, utilizando um como conjunto de teste e nove como conjuntos
de treinamento. Neste trabalho e´ utilizada a versa˜o mais simples do kNN onde k = 1. No
passo seguinte, constitui-se outro dos subconjuntos como conjunto de teste, e se repete esta
operac¸a˜o ate´ ter testado todos os dados. No entanto devido a alta eficieˆncia dos ı´ndices
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Figura 7.4: Aproximac¸a˜o do modelo de ordem fraciona´ria para cada um dos modelos ETFE
obtidos para cada caso de falha.
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Figura 7.5: Espac¸o dos ı´ndices encontrados para diagno´stico de falha.
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Tabela 7.6: Matriz de classificac¸a˜o obtida a partir do algoritmo proposto.
Diagno´stico
Caso 1 Caso 2 Caso 3 Caso 4
F
al
h
a
Caso 1 60 0 0 0
Caso 2 0 60 0 0
Caso 3 0 0 60 0
Caso 4 0 0 0 60
Tabela 7.7: Ana´lise quantitativa dos resultados obtidos a partir do diagno´stico dos sistemas
testados.
Caso V P[%] V N[%] Sens[%] Prec[%]
1 100 100 100 100
2 100 100 100 100
3 100 100 100 100
4 100 100 100 100
de falha propostos, o resultado foi sempre o mesmo, a estrate´gia identificac¸a˜o de ordem
fraciona´ria – erro quadra´tico me´dio com o sistema real – kNN diagnostico´ corretamente
todos os casos testados como se mostra na Tabela 7.6, que mostra a correspondeˆncia entre o
caso de falha testado com o diagno´stico gerado pela estrate´gia proposta. Como consequeˆncia
destes resultados, a estrate´gia possui uma eficieˆncia de 100 % encontrando V P, FP e ı´ndices
de precisa˜o e sensibilidade em torno de 100 %, como mostram os resultados apresentados na
Tabela 7.7.
7.3 Concluso˜es
Neste cap´ıtulo foi proposta uma estrate´gia de diagno´stico automa´tico para falhas comuns
(conhecidas) em dispositivos mecatroˆnicos. A utilizac¸a˜o de modelos de ordem fraciona´ria
permite utilizar estruturas de modelo compacta, e mesmo assim identificar corretamente o
sistema em estudo. Partindo de um modelo pro´ximo ao sistema, e´ poss´ıvel extrair ı´ndices
de falha simples que sejam bons descritores do estado atual do dispositivo, tal como foi
apresentado neste cap´ıtulo. Devido a este fato, conseguiu-se utilizar uma das te´cnicas de
classificac¸a˜o mais simples apresentadas na literatura kNN, e inclusive utilizando sua forma
mais simples, ou seja, utilizando-se somente 1 vizinho.
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8 CONCLUSO˜ES E PERSPECTIVAS FUTURAS
Inicialmente, neste trabalho foram abordadas as te´cnicas de processamento do sinal mais
comumente utilizadas para diagnosticar equipamentos na indu´stria, utilizando como base os
sinais de vibrac¸a˜o emitidos por dispositivos particulares. Essas te´cnicas foram agrupadas
e classificadas considerando o domı´nio no qual os resultados sa˜o analisados, nominalmente,
domı´nio no tempo, domı´nio na frequeˆncia e domı´nio no tempo/frequeˆncia.
Cada um deles apresenta caracter´ısticas pro´prias que fazem de uma te´cnica deseja´vel para
ser utilizada em um dispositivo particular, entre as quais deve levar em considerac¸a˜o o n´ıvel
de instrumentac¸a˜o do equipamento.
Por outro lado, levando em considerac¸a˜o os requisitos industriais, explora-se uma estrate´-
gia alternativa para obter o estado de um dispositivo, atrave´s de identificac¸a˜o do sistemas,
baseando-se no fato que uma falha particular (comum) altera o funcionamento do sistema de
uma forma conhecida, que tambe´m pode ser identificada, atrave´s de um modelo de poucos
paraˆmetros. A estrate´gia proposta gera um ı´ndice de falhas na˜o local em frequeˆncia que pode
ser utilizado para diagnosticar um dispositivo em particular.
Considerando o estudo realizado nesta tese de doutoramento, apresenta-se a seguir as
principais concluso˜es, ale´m das perspectivas futuras de pesquisa que podera˜o ser realizadas
a partir do trabalho desenvolvido.
8.1 Concluso˜es
Foram apresentados os principais conceitos ba´sicos relacionados com te´cnicas de manutenc¸a˜o
atualmente utilizadas na indu´stria, comec¸ando pelas te´cnicas corretivas ate´ a manutenc¸a˜o
baseada em condic¸a˜o, recomendada para equipamentos cr´ıticos que na˜o devem parar por
muito tempo no cha˜o de fa´brica. As estrate´gias corretivas e oportunas em relac¸a˜o as preven-
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tivas sa˜o mais simples de serem implementadas, e possuem um custo menor em aplicac¸o˜es
de curto prazo, ja´ que o investimento na aquisic¸a˜o em equipamento especializado e´ relati-
vamente baixo. Por outro lado, as estrate´gias baseadas em condic¸a˜o permitem diminuir o
n´ıvel de especializac¸a˜o e aprendizagem do pessoal da a´rea de manutenc¸a˜o, considerando que
o processo de diagno´stico fica completamente assistido. Ao mesmo tempo, estas te´cnicas re-
querem menos investimentos no longo prazo, e ainda podem ser utilizadas como informac¸a˜o
de entrada para um sistema de classificac¸a˜o automa´tico de falhas. Tambe´m foram abordados
os tipos de sinais tipicamente utilizados para ana´lise e o tipo de processamento utilizado.
Tambe´m foram apresentadas as te´cnicas de processamento de sinais tipicamente empre-
gadas na indu´stria para diagno´stico de falhas. Estas te´cnicas foram divididas em treˆs grupos:
Domı´nio do tempo: Sa˜o baseadas em valores estat´ısticos do sinal. No experimento de
simulac¸a˜o, mostraram que utilizando-os como ı´ndices de falha podem por si mesmos diag-
nosticar algumas das falhas introduzidas no sistema. No entanto, quando foram aplicadas no
caso da bancada experimental, os ı´ndices resultantes conformam espac¸os superpostos, isto
e´, dificilmente separa´veis e portanto, as falhas introduzidas sa˜o dif´ıceis de se diagnosticar
somente a partir desta informac¸a˜o.
Domı´nio da frequeˆncia: Estas se baseiam na frequeˆncia de ocorreˆncia de determinados
eventos associados ao funcionamento do equipamento. Para a sua interpretac¸a˜o, te´cnicos
especialistas na a´rea de manutenc¸a˜o devera˜o possuir conhecimento a priori do funcionamento
do dispositivo, tais como velocidade de funcionamento, frequeˆncias fundamentais esperadas,
ale´m de condic¸o˜es espec´ıficas deste tipo de te´cnicas como que os dados adquiridos sejam
estatisticamente esta´veis (na˜o possuir transientes). Ao utilizar uma te´cnica mais elaborada,
tambe´m deve-se ter conhecimento do caminho de transmissa˜o percorrido pelos sinais que
conformam as informac¸o˜es adquiridas pelos sensores.
Domı´nio tempo/frequeˆncia: Este tipo de estrate´gia permite analisar quando um sinal
de falha acontece em um dispositivo. E´ um domı´nio u´til quando se conhece o instante de
tempo em que as diferentes pec¸as entram em contato. No teste de simulac¸a˜o, estas te´cnicas
conseguem isolar as falhas introduzidas, no entanto, a interpretac¸a˜o de cada uma das sub-
bandas de frequeˆncia resultantes na˜o e´ direta. Quando se utiliza uma estrate´gia como as
wavelets, tem-se domı´nio da durac¸a˜o da janela e das sub-bandas de frequeˆncia geradas, mas
a escolha da base de convoluc¸a˜o pode dificultar a interpretabilidade dos resultados obtidos.
Outra estrate´gia pode ser: utilizar uma estrate´gia que gere subbandas, mas que na˜o dependa
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de uma func¸a˜o base, como e´ o caso de EMD, no entanto, como na˜o se tem domı´nio sobre
bases e resoluc¸a˜o utilizadas, as sub-bandas podem na˜o ter um significado u´til para diagno´stico.
Finalmente, ao utilizar uma estrate´gia de alta resoluc¸a˜o, tanto no domı´nio do tempo como
da frequeˆncia, a quantidade de dados para serem analisados aumenta consideravelmente,
exigindo de um n´ıvel de experieˆncia muito alto para ser interpretado, tanto no uso da te´cnica
(WVD), como no conhecimento do equipamento, como tambe´m as frequeˆncias que devera˜o
ser excitadas e a intensidade das mesmas.
Abordagem por identificac¸a˜o de sistemas: Uma estrate´gia alternativa para diagnosticar
dispositivos, e´ realizar uma identificac¸a˜o precisa de sua dinaˆmica. No entanto, nem sempre
e´ poss´ıvel utilizar conhecimento a priori de seu funcionamento interno, ja´ que dificilmente os
fabricantes fornecem esta informac¸a˜o. Ao inve´s disso, prefere-se identificar um modelo com
poucos coeficientes que se comporte como o sistema para uma faixa restrita de frequeˆncia.
Neste trabalho foi utilizada uma abordagem baseada no uso de ca´lculo de ordem fraciona´ria,
ja´ que este tem demonstrado uma capacidade superior de aproximac¸a˜o e modelamento de
sistemas complexos do que o ca´lculo atrave´s de ordem inteira. Assim, contamos com um
modelo de poucos coeficientes que aproxima coerentemente o comportamento do dispositivo
real. Isto permite formular um indicador simples do estado do equipamento, que incorpora
informac¸a˜o de todo o espectro de frequeˆncia estudado.
Finalmente foi proposta uma estrate´gia de diagno´stico coerente com o protocolo OSA/CBM.
Para isto, seleciona-se os tipos de sinais para serem utilizados como entrada e sa´ıda de um
modelo de ordem fraciona´ria (camada 1 e 2). Os sinais obtidos sa˜o filtrados com o objetivo de
retirar as componentes aleato´rias relacionadas com o ru´ıdo inerente ao sistema (camada 3).
Com os sinais determin´ısticos, calcula-se um ı´ndice de falha, integrado pela informac¸a˜o do
comportamento atual do sistema e um conjunto de modelos de poucos paraˆmetros relaciona-
dos com o sistema em condic¸o˜es de falha conhecida (camada 4). Finalmente, com os ı´ndices
gerados, utiliza-se um algoritmo de classificac¸a˜o simples que diagnostica o estado do sistema
(camada 5). A estrate´gia proposta tem mostrado grande precisa˜o para o diagno´stico, como
foi mostrado no cap´ıtulo 6. Isto se deve basicamente ao uso de uma estrutura de ordem fra-
ciona´ria como base do sistema de identificac¸a˜o, que permitiu utilizar uma estrutura canoˆnica
simples, e utilizando somente 3 coeficientes e 2 ordens foi capaz de aproximar suficientemente
o comportamento do dispositivo para cada caso de falha estudado.
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8.2 Perspectivas futuras
Como principal resultado desta tese, foi proposta uma estrate´gia de diagno´stico de falhas
comuns de equipamentos baseando-se no uso de identificac¸a˜o de sistemas de ordem fraciona´ria
ja´ que o mesmo, permite modelar de forma compacta comportamentos pro´prios de sistemas
complexos com memo´ria, interac¸a˜o de mu´ltiplas componentes f´ısicos entre outros, que difi-
cilmente sa˜o modelados atrave´s de sistemas inteiros de baixa ordem.
Podemos considerar que a tendeˆncia para os pro´ximos anos na a´rea de manutenc¸a˜o a-
presenta um futuro promissor, com o desenvolvimento de outras estrate´gias de diagno´stico
baseadas no uso de ferramentas do ca´lculo de ordem fraciona´ria. Algumas propostas neste
sentido sa˜o listadas a seguir:
Implementar a estrate´gia proposta em um sistema embarcado, de modo a permitir a
avaliac¸a˜o da condic¸a˜o de funcionamento de um dispositivo particular em tempo real. Isto
permite que os fabricantes fornec¸am o equipamento ao usua´rio com um sistema de diagno´stico
embarcado no mesmo, permitindo, enviar alarmes sobre o estado do equipamento ao pessoal
encarregado da manutenc¸a˜o, permitindo a planificac¸a˜o de ac¸o˜es de manutenc¸a˜o no momento
de ocorreˆncia de uma falha.
Integrar a estrate´gia proposta em uma rede de manutenc¸a˜o, na qual os estados da ma´quina
fornecem modelos compactos, que permitam ser comparados com estados anteriores (signal
retrieval), e realizar assim um recomendac¸a˜o de ac¸a˜o de manutenc¸a˜o a curto e me´dio prazos.
O desenvolvimento desta tese mostrou mais uma aplicac¸a˜o do ca´lculo de ordem fraciona´ria
na engenharia, onde uma a´rea de pesquisa que o autor considera interessante para desenvolver
e´ o estudo de um modelo compacto, que poderia na˜o somente localizar a falha, como foi
realizado neste trabalho, mas tambe´m avaliar a sua degradac¸a˜o, ainda em casos da ocorreˆncia
de falhas desconhecidas.
Ate´ onde conhece-se, a literatura na˜o se tem apresentado trabalhos sobre o uso de mode-
lagem de ordem fraciona´ria para a realizac¸a˜o de modelos de progno´stico de falhas. O ca´lculo
de ordem fraciona´ria e´ uma ferramenta promissora para este tipo de modelagem, ja´ que o
comportamento do sistema depende do histo´rico de funcionamento do mesmo, do desgaste
das pec¸as, e quais delas ja´ foram trocadas.
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Abstract — To compete in the global market the manufacturers must introduce
new high quality products in short time. This ideal requires a fast evaluation of new
products and the guarantee of availability of the critical machines in a production
line, typically by reducing the maintenance shut-downs. Roughly, the diagnosis’ pro-
cess consist in comparing the machine’s actual behavior with the known one under a
specific (common) failure, namely monitoring any change of its dynamics. Unfortu-
nately, the manufacturers rarely supply any dynamical model and consequently it is
identified using naive transfer function structures of integer order. In this respective,
we evaluate an integer second order model and a similar structure of a fractional one
to identify a system under different types of failures. The fractional order model out-
performs the integer one, suggesting that it represents better the machine condition
when using compact equations.
1 Introduction
For competing in the global market industries must introduce high quality products and
have agile fabrication [1]. This ideal just may be approached by ensuring that the pro-
duction line is fully available at any time [2]. Unfortunately this is not always possible
as the machines get wear and fails, or must shut-down during a programed maintenance
task, reducing its availability. In the other hand, the quality of the new merchandise must
be quickly evaluated before being introduced in the market. In both cases, the main-
tenance/quality inspection must be done in short time in order to avoid increasing the
production time. Therefore, a competitive factory requires a fast and accurately quality
inspection technique that involves short training time and a simple interpretation by the
maintenance personal.
The classical approach to supervise condition in rotatory machines is the signature in-
spection technique. It consist of a frequency analysis of the vibratory/acoustic signal
emitted by the device [3, 4, 5, 6]. Typically this strategy needs trained technicians with
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a high knowledge of the machine operation: frequency of movement of each piece, ex-
pected harmonics in the vibratory/acoustic signal, among others [7, 8]. Another strategy
mentioned in the literature uses multiresolution analysis, that is to say, a good localization
of a failure signal both in time and frequency. However, that approach implies consider-
able additional data, that are typically complex to analyze, and consequently, requires
very specialized workers [9, 10]. Finally, another strategy is based in the model identi-
fication of the machine [11, 12, 13]. In that approach, it is possible to locale failures by
interpreting the different parameters of the model. Nevertheless, building accurate mod-
els is not always possible due to the non-linearities within and the inherent complexity
of many systems. Furthermore, the maintenance team may not know perfectly the dy-
namics of each machine in the product line. Alternately, a dynamical system with only a
few parameters is sometimes a valid approach to handling the real machine in a limited
frequency range [14]. The more accurate the model that represent the actual state, better
is the diagnosis associated with it [15].
Unfortunately a low Integer Order Model (IOM ) hardly captures high order dynamics
resulting of the complex interaction of several pieces within the machine. In contrast, the
literature reports that the Fractional Order Models (FOM ) deal with complex systems of
high order dynamics using a few parameters as shown in [16, 17, 18, 19].
In this work, we test the FOM ’s ability to accurately represents the data acquired from
a system with several known failures and compares the fitting accuracy with an IOM .
Bearing this ideas in mind, the article is organized as follows. Section 2 introduces the
fundamentals of our method and the methodology used to evaluate it. Section 3 presents
the experimental case of study. Section 4 discusses the major results of identification
based on data taken form a real device. Finally, section 5 outlines the main conclusions.
2 Methods
Nowadays, manufacturer’s recommendations guide the frequency of maintenance over a
particular machine with the aim of preventing damages on the machine due to well known
failures [20, 21, 22]. However, periodic maintenance is a low efficient strategy, because
the action may be programed unnecessarily early, or so rarely that the failures appear
before a programed maintenance action [23]. Consequently, in the literature it is proposed
an alternative kind of strategy in which the machine is subjected to a maintenance action
just when it is necessary. To achieves this ideal, the maintenance experts monitor a set
of signals looking for anomalies corresponding to a failure signature, that is, a change in
the machine behavior [24, 25]. Unfortunately, this is a task that requires a considerable
experience of high qualified technicians.
It is well accepted that a change in the system dynamics explains deterministic changes
in any signal taken from the machine. Hence, an intuitive alternative is to compare a
dynamical model, obtained from the machine in a normal operation point, with the current
behavior. Although, obtaining accurate models is not a simple task, because the machines
components interact in a complex manner (memory effects, non-linear behavior, among
others) and lead to in a high order model that is difficult to identify. A common solution
is to suppose that the entire system obeys a simple model, namely a second order model,
disregarding other effects. This scheme simplifies the identification task but penalizes the
model accuracy.
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It is presently known that fractional order models capture dynamical behaviors that the
integer ones overlook. In fact this is, due to the generality that gives an arbitrary order by
reducing or expanding the amount of memory and complexness related to each fractional
coefficient. Consequently, this type of models not only represent complex behaviors with
compact equations, but also reduces the identification effort.
2.1 Fractional Order Model
A FOM is defined by set of differential equations of arbitrary order. A FOM allows the
Bode representation of systems with decaying/rising slopes different to 20dB per decade
which is typical in systems with multiples interactions [26, 27]. In the Laplace space,
the fractional order equations have a similar handling as the integer one. Formally, being
0D
α
t the differential α-order operator actuating between 0 and t, and F the Laplace’s
transform of the function f , the Laplace’s transform of a fractional order derivative is
defined as [28]:
L{0Dαt } = sαF (s)−
n−1∑
j=0
sj
[
0D
α−j−1f(0)
]
, n− 1 < α < n, n ∈ Z (1)
Note that this representation follows the Laplace’s transform of the integer order deriva-
tive if α ∈ Z+.
By extension, a linear invariant fractional order model is defined as:
G(s) =
∑N
i=0 ais
αi∑M
j=0 bjs
βj
, {ai, bj} ∈ <, {αi, βj} ∈ <+ (2)
2.2 Identification Algorithm
In case of system identification, it is necessary to follow four sequential steps [14]:
– To obtain and pre-process the data, this typically comes from several sensors lo-
cated strategically in the machine of interest. It is necessary to filter the data as it
maybe contaminated with noise from the sensors, the environment and the digital
acquisition.
– To suppose a model structure: it is a common practice to use physical knowledge
about the system, but it is not always possible, because the manufacturer rarely
shares this kind of information. In those cases it is common to suppose a system
with compact representation as the second order ones and to test how well it fits the
data.
– To identify the parameters of the model. It is common to use a set of data to find the
best set of parameters that explain the data.
– To validate the model by comparing it to a set of data that was not used to find the
model’s parameters.
Accordingly, system identification can be seen as a minimization of the error between
the data and the proposed model or, by other words, to, find the best parameter vector
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~p that minimizes an objective function of error fe between actual system Ga(s) and the
model Gm(~p, s):
fe(~p) = |Ga(s)−Gm(~p, s)| (3)
Many alternatives can be applied to minimize the Eq. 3 without loosing generality.
Specifically, in this work we use the simplex search [29], that consists of an iterative
algorithm that looks for a candidate point by computing the centroid of three initial test
points. It is checked if the centroid is a better candidate than any of the test points.
Then, it replace the worst point of the initial set. The algorithm executes again until get a
convergence point or after a number of iteration specified by the user.
3 Case of Study
We propose simple mechanical transmission as experimental setup, because its ubiquity in
rotatory machines. Using it we compare the fitting ability of IOM and FOM in systems
with known failure. The experiment consist in a permanent magnet DC motor as a torque
input to a four stage gearbox composed by four spur gears of nine teeth each. Figure
1 shows a detail of the transmission. The input signal is taken from an accelerometer
located at the output of the gearbox, sensing the vibration due to a given failure. In the
other hand, this anomalous vibration must change the motor current signature. Therefore,
it corresponds to the output system signal and it is sensed by a resistance in series with
the motor circuit. As it is impossible to acquire the failure signature directly in its source,
the signal is modulated by the transmission path, it is, the physical pathway that the wave
related to the failure travel across from the its source until a sensor. As an instance,
the Figure 2 introduce the transmission path between a failure located at the gear 4 and
the accelerometer (vibration sensor) and the resistance (motor’s current sensor). In this
configuration, we acquired the vibration on the output bushing and motor motor-current
signals using and acquisition toolkit compatible with Labviewr. In this work we analyze
four possible cases of failure:
Case 1. Normal condition. The system does not present any failure and it is working in
the normal conditions.
Case 2. A tooth broken in the gear 2. The second gear does not have one of the nine
teeth. The vibration signal, related to the failure, travels through the gears 2, 3 and
4 to be sensed by the accelerometer. Hence, it is the test failure that less affects
the accelerometer measurement. On the other hand, the signal signature makes a
shorter travel passing by the gears 1 and 2 and the motor circuit affecting the current
applied.
Case 3. A tooth broken in the gear 3. The pattern of the vibration signal related to a
failure in the gear 3 is modulated by the gear 3 and 4 (transmission path to the
accelerometer). The failure signal that affects the motor’s current travels through
the gears 1, 2, 3 and the motor’s circuit.
Case 4. A tooth broken in the gear 4. In the absence of a tooth in the gear 4, the trans-
mission path between the failure and the accelerometer is the is the body of the gear
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Figure 1: Principal components of the mechanical transmission. Here, the motor provides
the torque necessary to rotate the load. Each of the gears may have a known failure that
affects the vibration and current signatures.
4, and the gears 1,2,3 and the motor’s circuit to the current sensor as shown in Figure
2.
Each of those cases is tested at several speeds, in order to provide a signal composed
by a wide range of frequencies. After that, we filter each signal using a moving average
(MA) filter to reduce the environmental noise. Later we compute a windowed Fourier
transform over a Hanning’s window of one seconds lenght, in order to reduce the noise
due to the digitization process. Hence, for any of the cases, we take the motor current (I)
as the model output and the voltage generated at the accelerometer as the input (V ), we
define the actual system as the empirical transfer function estimate (ETFE) [14] as:
GETFEi(ω) =
F{Ii(t)}
F{Vi(t)} i ∈ {1, 2, 3, 4} (4)
where F(·) represents the Fourier’s transform over a function, i denotes the i-th case and
ω the frequencies of analysis, in this cases between 100 to 1000 rad/s, because it was
verified that the meshing gear angular frequency lie in this bandwidth.
We propose the identification of each ETFEi model using two types of structures:
a classical second order model as shown in (5) and a fractional order model with the
structure defined in (6).
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Figure 2: Transmission line between a failure at the gear 4 and each sensor. In solid black
the transmission path to the accelerometer, the vibration wave travels through gear 4. In
dashed line, the path of the vibration wave until be sensed as a change in the motor current
signature.
Gi(s) =
1
as2 + bs+ c
, {a, b, c} ∈ < (5)
Gi(s) =
1
asα + bsβ + c
, {a, b, c, α, β} ∈ < (6)
Those models were adjusted using the algorithm explained in the section 2.2, adopting
20 aleatory sets of one second of duration to train and 10 sets of data to test.
4 Results
In order to evaluate the efficiency of FOM and IOM to describe complex dynamics and
how the they are sensitive to failures in a machine, we formulate naive models with the
structures presented in (5) and (6) for each case of failure using 20 aleatory sets of data.
After that the resultant models were tested with a new dataset of 10 ETFEs not previously
presented in order to find the parameters. As result, Figure 3 shows the residuals of
each model with the test dataset using a logarithmic scale. Note that the FOM approach
consistently gets a better fitting behavior to the data than the integer one. It is due to a
main reasons: The FOM actually captures very high order dynamics, in this case due to
the interaction between several pieces [30, 31].
Accordingly, an IOM requires a more careful structure choice, locating a priori enough
degrees of freedom (poles and zeros) increasing, therefore, the amount of knowledge in-
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Figure 3: Fractional and integer fitting to the ETFE in each case of study. The more
negative the residual, the better the approximation.
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Train error ± deviation Test Error ± deviation
IOM FOM IOM FOM
Case 1 3.23± 0.18 1.84± 0.15 3.47± 0.27 2.06± 0.23
Case 2 2.26± 0.05 1.12± 0.05 2.17± 0.03 1.05± 0.02
Case 3 2.43± 0.38 1.44± 0.34 2.37± 0.10 1.41± 0.09
Case 4 1.36± 0.06 0.74± 0.05 1.51± 0.07 0.89± 0.07
Table 1: Train and test mean errors ± standard deviation of the integer and the fractional
order models when compared with real data. As expected the FOM fits better the whole
dataset than the IOM .
volved in this process. Moreover, to model a high order degree system using integer order
equations, we need a large number of parameters, penalizing the identification conver-
gence as it will be affected by the course of dimensionality [32]: the higher the number
of unknown parameters, the harder the identification becomes.
Table 1 presents the mean square error (MSE) and the standard deviation between the
dataset and FOM and IOM approaches, it is computed as the difference between the
actual ETFE values with the model’s ones (Gmi) for the i-case at the angular frequency
(ω), and N sampling frequencies:
MSEi =
1
N
N∑
n=1
(GETFEi(ωn)−Gmi(ωn))2 i ∈ {1, 2, 3, 4} (7)
Although the results shows a comparable variability, the fractional order is in average
better suited to fit the data. In fact, analysing the results, we verify that FOM outperforms
clearly the IOM approach both on the train and in the test datasets.
5 Conclusions
In this paper we compared the fitting flexibility of two models, namely, a second order
integer model and a fractional one with a similar structure and we use a common opti-
mization method to identify their parameters. The fractional order model demonstrate it
ability to lead with complex data, consistently better than the integer approach. It is owing
to the arbitrary order brings an additional degree of freedom that regulates by itself the
complexness represented by the model.
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Abstract — Competition in the global market requires high quality of products
with short time of manufacture. In this paradigm the minimization of the time that
the machinery is stopped and a rapid quality control of manufactured products is
needed. In this paper we propose an strategy of failure identification based on fit a
fractional order system to the actual system data, because it has demonstrated that
can approximated accurately complex systems via few parameters.
1 Introduction
A failure is something does not allow a machine to keep working properly. Typically
malfunctions are caused by problems such as the use of a material primed for the task, the
application of a force in a different direction that it was designed, cyclic loading, fatigue,
wear, etc. When a failure occurs and the machine continues working it tends to be worse
and to cause other problems. Maintenance is as good as the knowledge of the cause of
failure, in order to determine the maintenance action over the parts, the tools needed to
replace them, the experts and workers involved, everything in place and time needed to
repair the equipment before a seriously fault occurs and keeping it the shortest time of
detention. Therefore, it is not enough to know that the machine is failing, but also the
source of failure [1]. To solve this problem in the industry has proposed several strategies
maintenance strategies in order to reduce costs of production over time.
In mechatronics, the machines are increasingly more expensive and complex, including
multiple integrated components of several technologies (as electrical, mechanical, etc.),
adding components to the signals used in diagnosis. This fact complicates the task of
maintenance as it the more complexity of the system, more difficult to isolate the problem.
It increases the economic cost of the expert, as an instance between 1975 and 1991 in the
United States the average maintenance cost increases in by 10-15 % a year [2].
In order avoid this problem, some researchers try to automate the maintenance task;
therefore, some studies have proposed the use of artificial intelligence techniques over
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signals usually analyzed by experts [3, 4, 5]. However only few are applied because
the signals are so complex, then the expertise level of the workers must to increase, and
because of the high investment on equipment without total trust in computer decisions
[6].
Bearing this ideas in mind, the rest of the article is organized as follows. Section 2 in-
troduces the general aspects of the strategy of intelligent maintenance. Section 3 presents
the fundamentals of the fractional order calculus and its applications in identification of
dynamical systems. In the section 5 the result of apply fractional order identification to a
complex system is introduced. Finally in section 6 the main conclusions are presented.
2 Intelligent Maintenance
In the global market, customers have suppliers of several qualities around the world. The
factories need to produce goods of high quality and in a short time to remain competitive
satisfying the demand of clients and customers recently acquired [7]. Consequently the
production chain is more vulnerable to various disturbances. A perfect balance only can
be achieved when the factory is in operation with several shifts a day, and the machines
are fully functional. Therefore, it requires a maintenance strategy that leads to approach
the ideal situation described above [8].
Each system in the chain presents problems due to deterioration of parts, leading to
stochastic failures, such as dropped a tool, machine dovetailed bad, etc. In order to min-
imize costs of repair and stop the production, there are used some procedures to prevent,
predict and correct a failure, whose together are called maintenance [9]. In literature, the
strategies of maintenance are classified in [10, 9, 4]: (1) Correction. Over time this strat-
egy is more expensive, the maintenance action takes place when the system symptoms
are evident. (2) Timely. When the system has minor flaws as to keep the machine in
operation. When a failure happens more, takes advantage of the maintenance stop in to
play all the parts worn. (3) Preventive. Based on the information delivered by the manu-
facturer and experience of staff of the plant are planned periodic maintenance actions, in
which possibly the machine is stopped. Moreover, the failure may occur before the time
of maintenance for unusual wear of parts or because of a random failure. (4) Predictive.
The system must be constantly monitored and the signals analyzed at the time. When
the operator observes that the machine presents a possible situation of failure in the near
future, will be held the maintenance action.
If the maintenance action needs to hold the device, then it has three possible effects:
(1) the frequency of maintenance is adequate and the machine has no additional stops,
only to repair random failures, (2) the frequency is low and the machine fails before
the scheduled maintenance action; therefore, presents an additional stop for a random or
undetected failure, or (3) the frequency is so high that it increases the maintenance costs
unnecessarily. In the 1990s another idea starts to be used in industry, where signals of
equipment are monitored constantly, diagnosing the system even without stopping the
production, performing the maintenance action only when it is need [11, 12].
Making decisions maintenance based on condition (CBM) requires to predict failure
and its severity. It has three goals: (1) Design a strategy for the maintenance of sophisti-
cated equipment in complex operating environments, (2) reduce cost of storage of spare
parts and finally (3) reduce catastrophic failures and eliminate unscheduled stops [6].
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The typical techniques used in CBM are: (1) Statistics index, a single value indicating
health asset of the machine is obtained by calculating one of the next measures: the
root mean square, the pick to pick average ratio or kurtosis of the signal. However this
value is easy to interpret does not give information about the failure localization. (2)
Frequency analyzes, the data is transformed to another space where it is less correlated.
By analyzing the signal carefully, it is possible to identify and localize a singular failure,
but the information is typically hard to understand as it is noisy. Therefore, the analyzer
is a high trained operator. This method does not give any information about when the
failure occurs. (3) System identification, it could give the exact location of the failure and
how it affect the machine behavior. Although, obtain a good model of the actual machine
is difficult as it must consider interaction between several pieces, non-linear behavior and
high order dynamics. In addition if an accurately complex model is obtained, rarely is
applicable, because it consumes a lot of computational resources. Therefore, this designer
must find the balance between accurately and usability.
The use of a fractional order technique could fill the lack of the integer system identifi-
cation strategy, because it models complex systems with only a few parameters.
3 Fractional Order Calculus
Fractional order calculus (FOC) was rarely used in engineering because of its complexity,
the apparent sufficiency of the integer order calculus (IOC) and the lack of a physical
or geometric interpretation [13, 14]. However, it models more accurately the behavior
of some systems in nature related to several areas of engineering, and it is used as a
promising tool in bioengineering [15, 16], viscoelasticity [17, 18], electronics [19, 20],
robotics [21, 22, 23], control theory [24, 25] and signal processing [26, 27] among others.
In the latter years these concepts have attracted the attention of engineers because it
models the behavior of many physical systems nonlinear compact taking into account
non-local features as “infinite memory” [28, 29, 30]. Some examples are the phenomenon
of heat diffusion [31], electrical impedance of fruits and vegetables [32], modeling the
love triangles between human [33], the behavior of water in the pores of the dyes, where
the radio damping is constant regardless of the mass of water in motion [34], etc. On
the other hand, directing the behavior of a process with fractional-order controllers is
an advantage, since the system response is not restricted to the addition of exponential
functions; therefore, there is a wide range of behaviors reached where the integer order
response is just a particular case [35].
The concept of FOC has existed since the creation of the IOC, this can be proved across
a letter from Leibniz to L’ ˆOpital in 1965 [36]. This is a generalization of the IOC in real
or complex order [37]. Formally for real order can be written as:
Dα =

dα
dtα
α > 0,
1 α = 0∫ t
a
(dτ)−α α < 0
(1)
with α ∈ <.
One possible cause of why it was little used in engineering is that FOC has multiple
definitions [30, 38], a lack of its geometric interpretation and because the IOC seemed to
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be enough to model the nature behavior. However, many phenomena are better described
by fractional order formulations, since it takes into account past behavior and have the
ability to express with few coefficients dynamic systems considered of high order [39, 40].
A tools of interest in engineering is the Laplace transform, which is still valid to simplify
operations such as convolution and can be used to solve differential equations of fractional
order. FOC in the Laplace transform is defined as [41]:
L{0Dαt } = sαF (s)−
n−1∑
j=0
sj
[
0D
α−j−1f(0)
] (2)
with n − 1 < q < n, n ∈ Z. Thus, the transform takes into account all the initial
conditions from the first to the n − 1th derivative. Using this result is clear that any
dynamic system of an arbitrary order could described by transfer functions of the form
[42]:
G(s) =
bms
βm + bm−1sβm−1 + · · ·+ b0sβ0
ansαn + an−1sαn−1 + · · ·+ a0sα0 (3)
Wwith α, β ∈ <, αn > α < n− 1 > · · · > α0 and βm > β < m− 1 > · · · > β0
Many real systems can be identified from the theory of fractional systems [28, 43],
whereas the transfer function response in time could not be achieved through a linear
combination of exponential functions [44], in addition the order is a variable degree of
freedom that lets to adjust accurately to the system describing it in a compact way [45].
Djouambi [46] used this fact to identify a fractal system, bringing data to the equation:
F (s) =
K
sm + a
, m ∈ < (4)
Adjusted the template to find the parameters {K, a, α} that minimize the mean error
when fitting the actual data.
4 Algorithm for System Identification
We use an approach based on the Levenberg-Marquardt algorithm in order to obtain the
best parameters that fit the real data [47]. This is the typical strategy for nonlinear op-
timization, but other methods are allowed without loosing specificity of the method. It
consist in looking for the best parameter vector P that minimizes the error  between the
original data y and the data obtained with the model yˆ. Formally, the model is calculated
as a function f over the obtained parameter vector:
yˆ = f(P) (5)
A vector P minimize the error between real and obtained data as:
 = argmin
P
(y − yˆ(P)) (6)
the author proposed a hill descent strategy based on the first derivative. For that it is used
the Taylor expansion over Eq. 5 obtaining at the evaluation point A:
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Figure 1: Case of Study. A high order system with several coupled subsystems.
f(A) ≈ f(A) + ∂f(A)
∂P (P −A) (7)
Then the problem is solved by looking for the best P −A argument iteratively.
5 Results
In order to evaluate the efficiency of the FOC to describe complex systems and how the
fractional order approximation is sensitive to failures in a machine, we propose the model
shown in the Fig. 1 as experimental setup. It was modeled in the space state presented in
the equation 8. Each state is equivalent to a function of the system as shown in table 1.
The parameters used in simulation as the normal point of operation of the system are
presented in table 2.

X˙1
X˙2
X˙3
X˙4
X˙5
X˙6
X˙7
X˙8

=

0 1 0 0
K4
M4
− B4
M4
K4
M4
B4
M4
0 0 0 1
K4
M3
B4
M3
−K4+K3
M3
−B4+B3
M3
0 0 0 0
0 0 K3
M2
B3
M2
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
K3
M3
B3
M3
0 0
0 1 0 0
−K3+K2
M2
−B3+B2
M2
K2
M2
B2
M2
0 0 0 1
K2
M1
B2
M1
−K2+K1
M1
−B2+B1
M1


X1
X2
X3
X4
X5
X6
X7
X8

+

0
−F
0
0
0
0
0
0

(8)
The system was exited with a sinusoidal force with unitary amplitude, varying the fre-
quency of oscillation between 1 until 100 Hz. It was supposed that there is a single sensor
of displacement monitoring at x2(t). With that information a Bode’s plot of the system
in normal operation was constructed as shown in Fig. 2(a) and other equivalents to add
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State Variable State Variable
X1 x4(t) X5 x2(t)
X2
dx4(t)
dt
X6
dx2(t)
dt
X3 x3 X7 x1(t)
X4
dx3(t)
dt
X8
dx1(t)
dt
Table 1: Space state definition.
Parameter Value Parameter Value
K1 100 B1 200
K2 300 B2 150
K3 300 B3 320
K4 300 B4 50
M1 3 M3 5
M2 4 M4 4
Table 2: Physical parameters of the model.
failures at the parameters K1, K3, B2 as shown in Figs. 2(b), 2(c) and 2(d) respectively
and approximated by:
G(s) =
X2(s)
F (s)
≈ T (s
β + b)(sγ + g)
sα + a
, {α, β, γ} ∈ < (9)
where X2(s) is the position of the block 2 (output) and F (s) is the force applied on
the block 4 (input). The model was adjusted via the Levenberg-Marquardt algorithm
explained above.
Change any of the physical parameters of the system resulting a severe change of all
parameters in the transfer function (Eq. 9). By other words, the system’s behavior in the
normal point of operation is very different to the one occurring when a failure is present.
Therefore, this fact would be used to identify the presence of particular failure. In order
to compare two identified parameters, p1 a parameter of the system in normal operation
and p2 the parameter identified in the system with failure, we use a metric of difference d
in percentage between p1 and p2, it is:
d = 100
max(p1, p2)−min(p1, p2)
max(p1, p2)
% (10)
Applying this metric over several cases of failure yields the table 3. Note that the
difference d is long enough to classify the system as healthy or not.
Therefore the presence of a singular particular failure could change the value of the
parameters an average of 84% in a system that use less parameters than the exact integer
one.
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(c) Approximation of the system when the
spring K3 = 0 via a fractional order system.
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(d) Approximation of the system when the
damper B2 = 0 via a fractional order system.
Figure 2: Approximation of a system with different failures via G(s) =
T (s
β+b)(sγ+g)
sα+a
|{T,a,b,g,α,β,α}∈<. Note that it is a good approximation for almost all sys-
tems in the frequency band of [1Hz − 100Hz].
Failure T a α b β g γ Mean Error
Not failing 0 0 0 0 0 0 0 0
K1 Broken 90.47 99.96 84.52 99.36 42.43 83.42 90.54 84.39
K2 Broken 6.10 2.07 10.83 13.75 3.71 14.79 90.79 20.29
K3 Broken 75.35 99.79 72.62 91.05 53.41 84.41 85.28 80.27
K4 Broken 1.01 4.37 0.24 40.98 56.57 56.44 42.72 28.9
B2 Broken 97.07 99.99 59.98 99.99 33.82 44.69 99.19 76.39
B3 Broken 19.76 99.84 78.94 99.78 93.79 75.22 86.83 79.17
B4 Broken 94.76 99.74 42.67 99.86 99.40 33.71 98.42 81.22
Table 3: Distance in percentage between identified parameters of a system with a failure
and one in the normal operation point.
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6 Conclusions
Nowadays the availability of a method for measure the healthy of a machine or a product
in short time minimizing production line stops is a paramount problem in the industry.
Here were introduced some aspects of condition based monitoring (CBM) and how the
fractional order calculus (FOC) is a mathematical tool suited to identify and evaluate some
failures over a known system.
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The fractional order calculus FOC is as old as the integer one although up to recently its
application was exclusively in mathematics. Many real systems are better described with FOC
differential equations as it is a well-suited tool to analyze problems of fractal dimension, with long-
term “memory” and chaotic behavior. Those characteristics have attracted the engineers’ interest in
the latter years, and now it is a tool used in almost every area of science. This paper introduces the
fundamentals of the FOC and some applications in systems’ identification, control, mechatronics,
and robotics, where it is a promissory research field.
1. Introduction
The fractional order calculus FOC was unexplored in engineering, because of its inherent
complexity, the apparent self-sufficiency of the integer order calculus IOC, and the fact
that it does not have a fully acceptable geometrical or physical interpretation 1, 2.
Notwithstanding it represents more accurately some natural behavior related to different
areas of engineering, and now it is used as a promissory tool in bioengineering 3, 4,
viscoelasticity 5, 6, electronics 7, 8, robotics 9–11, control theory 12, 13, and signal
processing 14, 15 between others.
In the latter years FOC attracted engineers’ attention, because it can describe
the behavior of real dynamical systems in compact expressions, taking into account
nonlocal characteristics like “infinite memory” 16–18. Some instance are thermal diffusion
phenomenon 19, botanical electrical impedances 20, model of love between humans 21,
the relaxation of water on a porous dyke whose damping ratio is independent of the mass of
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moving water 22, and so forth. On the other hand, direction the behavior of a process with
fractional order controllers would be an advantage, because the responses are not restricted
to a sum of exponential functions, therefore a wide range of responses neglected by integer
order calculus would be approached 23.
Bearing these ideas in mind, this paper is organized as follows. Section 2 presents
the fundamentals and analytical definitions. Section 3 introduces several approaches to the
solution of the 300-years-old problem of the geometrical interpretation of the FOC. Then in
Section 4 some applications in systems’ identification, control, and robotics are presented.
Finally Section 5 introduces the main conclusions and future applications of FOC.
2. Fractional Order Calculus (FOC)
The intuitive idea of FOC is as old as IOC, it can be observed from a letter written by Leibniz
to L’Hopital in 1695 24. It is a generalization of the IOC to a real or complex order 25.
Formally the real order generalization is introduced as follows:
Dα 
⎧
⎪
⎪
⎪
⎪⎨
⎪
⎪
⎪
⎪⎩
dα
dtα
α > 0,
1 α  0,
∫ t
a
dτ−α α < 0
2.1
with α ∈ R.
Its applications in engineering were delayed because FOC has multiple definitions
18, 26, there is not a simple geometrical interpretation and the IOC seems, at first sight, to
be enough to solve engineering problems. However, many natural phenomena may be better
described by a FOC formulation, because it takes into account the past behavior and it is
compact when expressing high-order dynamics 27, 28. Some common definitions of FOC
are listed as follows 18, 26:
i Riemann-Liouville:
Integral:
Jαc ft 
1
Γα
∫ t
c
fτ
t − τ1−α
dτ, 2.2
Derivative:
Dαft 
dm
dtm
[
1
Γm − α
∫ t
0
fτ
t − τα
1−m
dτ
]
, m ∈ Z
, m − 1 < α ≤ m, 2.3
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ii Gru¨nwald-Letnikov:
Integral:
D−α  lim
h→ 0
hα
t−a/h∑
m0
Γα 
m
m!Γα
ft −mh, 2.4
Derivative:
Dα  lim
h→ 0
1
hα
t−a/h∑
m0
−1m Γα 
 1
m!Γα −m 
 1ft −mh, 2.5
iii Caputo:
Dα∗ft 
1
Γm − α
∫ t
0
f mτ
t − τα
1−m
dτ, 2.6
iv Cauchy:
f
α

 
∫
fτ
t − τ−α−1
Γ−α dτ, 2.7
where the function Γα is the generalization of factorial function 29 and it is
defined as:
Γx ≡
∫∞
0
yx−1e−ydy, x > 0 2.8
or without a restriction for x
Γx ≡ lim
N→∞
[
N!Nx
xx 
 1x 
 2 · · · x 
N
]
. 2.9
We can choose one definition or another, depending on the application and the
preference of the designer. In 26 the authors compare these definitions in applications of
control and signals processing, finding that the Cauchy definition preserves some important
frequency properties, that also exist in IOC simplifying the data’s interpretation.
Some other tools of interest for engineers are the classical transforms of Laplace and
Fourier, that are valid and used in order to simplify operations like convolution and can be
applied to solve FOC differential equations. In FOC the Laplace transform is defined as 30
L{0Dαt
}
 sαFs −
n−1∑
j0
sj
[
0D
α−j−1f0
]
, n − 1 < α < n, n ∈ Z. 2.10
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As shown, this transform takes into account all initial conditions from the first to the
nth − 1 derivative. In practice, the Fourier transform can be achieved by replacing s by jw in
2.10.
In addition to the problem for which definition must be chosen based on its
properties or implementation complexity, the engineers may know the implications of using
a mathematical tool. An easy way to understand it, is by plotting it in a figure and seeing
what is happening when it is applied. Pitifully for FOC it is a lack, but some approaches were
proposed in the last decade, as will be presented in Section 3.
3. Geometrical Interpretation
In the case of integral order calculus, there is a well-accepted geometrical explanation which
clearly relates some physical quantities, for example, instant rate of change of a function
completely explains the relationship between concepts like position and speed of an object.
Unfortunately, until the last decade there was no geometrical interpretation of the fractional
order derivatives. One of them was proposed in 1 explaining FOC from a probabilistic point
of view, using the Gru¨nwald-Letnikov definition 2.4 and 2.5. If α is a value between 0
and 1, and γ is defined as
γα,m  −1m Γα 
 1
m!Γα −m 
 1 . 3.1
Then for m  0 we obtain γ  1, that is, the value of the function at evaluation time
present appears with probability of 1.
If m > 0,
−
∑
m1
γα,m  1. 3.2
For values of m/ 0 the γ value vanishes when the analysis point is far from the
evaluation one. Therefore, the author suggests that the expression −∑∞m1 γα,mxt −mh is
the expected value of a random variable X, where
PX  xmh 
∣
∣γα,m
∣
∣, m  1, 2, . . . , 0 < α < 1. 3.3
Therefore the values near to the evaluation time present have more influence over
the result than those that are far from it. This interpretation is shown in Figure 1.
A geometric interpretation based on Riemann-Louville-definition 2.2 and 2.3 was
presented in 31. This definition can be written as
Jα0 
∫ t
0
fτdgτ 3.4
with
gτ 
1
Γα 
 1
[
tαt − τα]. 3.5
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h∞
x3h γα, 3
x2h γα, 2
θ
EX
xh γα, 1
x2hxh
x3h x0
Past
Present
t
Figure 1: Tenreiro fractional order derivative interpretation. Here values near the evaluation point have a
more significant effect over “the present” than others.
gtτ
t, τ
Integer wall
Fractional wall non-linear scale
Area below the function
Figure 2: Podlubny fractional order derivative interpretation. ft  t and α  0.3 evaluated in the interval
0, 3. The fractional derivative is the projection of the area below the functions over a nonlinear time scale
gτ, with a deformation parameter α order of the derivative.
With this information a tridimensional graph is drawn with axes gτ, fτ, and τ as
shown in Figure 2. The projection of the area below ft, over the plane 〈τ, fτ〉, is ∫ t0 fτdτ ,
the same as the integer integral definition. The projection of the area below the curve, over
the plane 〈fτ, gτ〉, is ∫ t0 fτdgτ. Note that it is the same definition as 3.4, that is, the
integral of the function with a non homogeneous time scale that depends on the parameter α.
Another geometrical interpretation, this time based fractal dimension was proposed in
32. Here the author argues that the Riemman-Lioville 2.2 is the convolution of the function
ft with kernel:
h∞ 
tα−1
Γα
. 3.6
For α  0, the function h∞ is undetermined. By increasing α fractional integral case,
the kernel h∞ takes into account the effect of the past values, weighting them Figure 3. If
α  1 integer integral case, then Jαc has perfect memory and all the past is equally weighted.
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Figure 3: Function kernel h∞ evaluated for different α values. When convoluted with a function, ft drives
the weigh of the “memory” in the output.
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Figure 4: Cantor set with α  1/3. Note that the density of the remaining segments is similar to the decay
of the kernel function h∞.
In the derivative case −1 < α < 0, the interpretation cannot be explicit obtained from
2.2. Using the Leibniz rule on 2.3 we obtain
Dαft 
f0t−α
Γ1 − α 

1
Γ1 − α
∫ t
a
t − τ−αf ′τdτ, 0 ≤ α < 1. 3.7
Note that the kernel of 3.6 naturally appears when α is replaced by 1 − β and it
regulates the effect of the past in a β-proportional rate. The derivative value is the sum of the
effect of the initial condition and the value of the integer derivative, both regulated by the
kernel h∞. The kernel behavior is similar to the Cantor set 33, that is, an iterative function
that removes the middle section of a line Figure 4. The fractal dimension of the Cantor set
is defined by
D 
ln 2
ln 1/α
, 0 < α <
1
2
. 3.8
In this case the Dth dimension represents the density of the remaining bars and it is
analogous to the kernel h∞, but in discrete time.
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4. Engineering Applications
Fractional order can represent systems with high-order dynamics and complex nonlinear
phenomena using few coefficients 6, 34, 35, since the arbitrary order of the derivatives gives
an additional degree of freedom to fit an specific behavior. Another important characteristic
is that the fractional order derivatives depend not only on local conditions of the evaluated
time, but also on all the history of the function. This fact is often useful when the system has
long-term“memory” and any evaluation point depends on the past values of the function.
However, it is also a problem when fractional derivative functions are implemented in logical
circuits, because they require a huge quantity of physical memory. The strategies to simulate
fractional order systems are classified in three groups 36, 37.
i Computational methods based on the analytic equation. These methods present multiple
parameters and are complicated to analyze, as it is necessary to evaluate every
single point in the function and its history; moreover, the explicit equation if often
difficult to obtain.
ii Approximation through a rational system in discrete time. The analytical system is
replaced by its discrete equivalent in frequency space. Those methods result in
irrational coefficients, that are approximated again by truncating the polynomial
series, which is equivalent to truncate the model in the time domain; therefore,
it requires as minimum the same number of coefficients as samples, losing the
characteristic of “infinite memory”. On the other hand, if the series has a lot of
coefficients, it limits simulation in real time, as it requires more processing cycles.
iii Approximation of the fractional system using rational function in continuous time. This is
approximated by rational continuous approach, but the series must be truncated;
therefore, it must be limited to a specific frequency range of operation.
4.1. Electronics Applications
Another way to obtain the response of a fractional order system is by using analogical circuits
with fractional order behavior as shown in Figure 5 or systems with fractal configuration as
shown in Figure 6a. Here three methods are introduced.
i Component by component implementation 29, 32. The approximation of the transfer
function is done by the recursive circuit shown in Figure 5. The gain between Vo
and Vi in Laplace transform is the continuous fraction approximation to the original
system 38, that is
Vo
Vi
 1 

wn
s 

wn−1
1 
 wn−2
s 

wn−3
...
, 4.1
where wn−2j  1/RjCj and wn−2j
1  1/Rj
1 
 Cj.
This circuit has two principal disadvantages: 1 it has a limited frequency band of
work, and 2 this is an approximation, therefore it requires a lot of low tolerance
components, depending on the accuracy required by the designer.
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I1
R1
I2
R2
Io
RoC1 C2
Figure 5: Recursive low pass RC filter.
ii Field Programmable Analog Array (FPAA) 39. The designer implements the circuit
component by component into a FPAA. It allows changing of the dynamical
behavior of the fractional order system with a few simple modifications and each
element has custom tolerance.
iii Fractional order impedance component. It is a capacitor with fractional order behavior
introduced in 40. In general it consists in a capacitor of parallel plates, where one
of them presents fractal dimension Figure 6a. Each branch could be modeled
as a low pass resistor/capacitor RC circuit filter and it is linked to the principal
branch, as shown in Figures 6b and 6c.
Anyone of these approaches could be used in engineering applications, in this paper
we introduce its use in systems’ identification, control theory and robotics.
4.2. Fractional Order Identification of Dynamical Systems
Fractional order dynamical systems can be modeled using the Laplace transform-like transfer
functions 41 as
GS 
bms
βm 
 bm−1sβm−1 
 · · · 
 b0sβ0
ansαn 
 an−1sαn−1 
 · · · 
 a0sα0
4.2
with α, β ∈ R, αn > αn−1 > · · · > α0, and βm > βm−1 > · · · > β0.
Some high-order systems would be approximated with a compact fractional order
expression, it is useful in cases where an approach between holistic and detailed description
of the process is required. As an instance the model of the 5th order 7
Gs 
s4 
 36s3 
 126s2 
 84s 
 9
9s4 
 84s3 
 126s2 
 36s 
 1
. 4.3
This 8-parameter system would be well approximated by Gs ≈ 1/s0.5, a compact
fractional order system with just a parameter, valid in the frequency range from 100 to
10000 Hz, as shown in Figure 7.
Many real systems are better identified as fractional order equations 16, 42 than
integer ones. In fact, some responses cannot be approximated just as a linear combination
of exponential functions 43, and the arbitrary order is an additional degree of freedom that
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a Fractal tree
C1
C2
C3
C4
C5
C6
C7
C8
C9
· · ·
b Fractal branch
R5 R7
C5 C8
R1 R2 R3 R4
C1 C2 C3 C4 Ro
R6
C6
c Equivalent circuit of a fractal branch
Figure 6: Fractor is a parallel capacitance with fractional order behavior. It uses fractal geometry when
fabricated. a Introducing a type of fractal tree. b Presenting the link diagram, and c The circuit
equivalence.
yields a better approximation to the real system while describing it in a compact way 44. In
45 it was used this fact to identify a fractal system, typically modeled in frequency as:
FS 
K
sm 
 a
, m ∈ R, K, a ∈ Z
, s  jw. 4.4
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Figure 7: Comparison between a high-order integer system and its approximation by a fractional one.
Adjusting the model is accomplished by finding the parameters {K, a, α} that
minimize the mean error with the real data.
Another instance of the fractional order formulation is presented in 46, the authors
approximated a complex system, a flexible structure with five vibration modes, modeling
it with few parameters, being still valid for a wide range of frequencies. They propose the
transfer function:
GS 
∑m
i0 aiS
αi
Sαn 

∑n−1
j0 bjSα
j 4.5
with α  1, α  2, and α  0.5. A real value of α models the damper behavior without
increasing the order of the system, and maintaining a compact expression too, valid for the
frequency range 0.1 Hz–200 Hz.
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R
∼ Fruit/vegetable
Figure 8: Circuit used for identification of fractance in fruits and vegetables.
ft
System
yr 

−
Neural network
dα/dtα
Fractional integral
yc
Error
Figure 9: Block diagram of the identification of a system by CNN. Two sorts of systems would be identified,
the neural network and the continuous fractional system.
Another example of identification of a biological system was presented in 20, the
authors note that their frequency response does not decay/increase in multiples of 20 dB/dec
in the Bode’s plot. It may occurs because fruit and vegetable’s electrical properties depends
on several parameters as type of fruit/vegetable, size, temperature, and pressure between
others. As the author demonstrate by the experiment shown in Figure 8, by applying
a sine voltage and analyzing the current over the object. They found that the response
in frequency has a fractional order behavior with a constant slope, depending on the
fruit/vegetable.
A nonparametric method introduced in 47 uses a continuous neural network CNN
in order to identify nonlinear systems. This type of networks uses integral blocks instead
of time delays. This fact makes the model continuous and its behavior is not a “black box”
anymore. From this kind of network is possible to separate the static nonlinear system neural
network from the dynamical one integral blocks. If the integral blocks are fractional order
blocks, then the CNN captures the fractional behavior too. In order to train the network, the
authors used the square mean error between the system output yr and the neural network
output yc Figure 9.
Just as an example, we propose an experiment with synthetic data, simulating the
vibration present in a gearbox. These kinds of systems are highly complex as several
frequencies and their harmonics are exited by the rotation of the axes, unbalanced pieces,
meshing between gears, bearing balls interaction, backslash between pieces among others.
When the system has a failure, harmonics and side-bands are added to the frequency
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Figure 10: Magnitude of the Bode’s plot of two complex systems, one represents the vibration signal of a
rotational system without a failure a and the other is b a system with a teeth broken on the transmission
box. Note that when approximating by a fractional order equations the order changes from a system to
another.
spectrum and the dynamical model of the system may change. If these models were
known a predictive maintenance strategy would be proposed based on comparison between
them.
Unfortunately as there are many components interacting and some have nonlinear
behavior, a dynamical model of integer order is frequently difficult to obtain and involve
several parameters that are hardly comparable. Notwithstanding, as shown in Figure 10
the signal on the Bode’s plot does not decay by 20 dB/dec, hence the systems would be
approximate by a fractional order equations. When a failure is introduced, the model of the
system change. In this case the failure was identified with just one parameter, the order of the
equation.
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Table 1: Classification of dynamical system grouping by order of the plant and the controller.
Order of system Order of controller
Integer Integer
Integer Fractional
Fractional Integer
Fractional Fractional
Reference
T
I
D
1/sα
1/s
s
Plant
Output
Figure 11: Block diagram of TID controller, where 0 ≤ α ≤ 1.
4.3. Fractional Order Control
Dynamic systems are typically fractional order, but often just the controller is designed as
that, as the plant is modeled with integer order differintegral operators. A robust fractional
order controller requires less coefficients than the integer one 48. Grouping by type of plant
and controller, the systems are classified in four sets 49, as shown in Table 1.
In 49 it is proved that fractional order controllers are more robust than integer order.
The authors proposed two dynamic systems with three coefficients, 1 an integer system
of second order and 2 a system of fractional order with three coefficient. They optimized
those controllers and found that fractional algorithms were more stable taking into account
stationary error and the overshoot percentage.
The typical fractional controller in literature are 27 as follows.
i Tilted Proportional and Integral (TID). It is a controller similar to the PID of integer
order in its architecture, but replacing the proportional component by a function like s−α,
with α ∈ R. It gives an additional degree of freedom to the system and allows a better
behavior than that of the integer order controller. A block diagram of TID controllers is shown
in Figure 11.
ii Acronym in French of Crontroˆle Robuste d’Ordre Non Entier (CRONE). These type
of controllers are based on “fractal robustness” a damping behavior that is independent of
the mass observed in water dykes 50 in which the conjugated roots of the characteristic
equation of the system can move over a fixed angle in the complex plane. When analyzed
in feedback, the system has a constant phase 4.8. This result is identical to the phase of the
proposed system in open loop for high frequencies. Therefore, it implies that the controller
is robust in this characteristic, which is directly related with the overshoot and the damper
factor.
The function approximation to the dyke behavior was
Gs 
1
τaα 
 1
. 4.6
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Reference
P
I
D
1/sα
sμ
Plant
Out
Figure 12: Block diagram of the PIαDμ controller, where 0 ≤ α ≤ 1 and 0 ≤ μ ≤ 1.
Therefore, in feedback with a negative gain
Gs 
1
eα ln τω
∣
∣G
(
jω
)∣
∣  e−α ln τω, 4.7
〈
G
(
jω
)〉
 −απ
2
. 4.8
iii Algorithm PIαDμ. This is the generalization of the integer PID. The general
structure of this kind of controllers is
OS
IS
 P 
 IS−α 
DSμ. 4.9
There is not a rigorous formula to design this type of controller, some techniques to
adjust it are artificial intelligence, as swarm intelligence 51, genetic algorithms 52 or other
where the parameter space has five variables Kp,Ki,Kd, α, μ. A block diagram of PIαDμ is
shown in Figure 12.
iv Fractional lead-lag controller. It is the generalization of the lead-lag controller of
integer order. It can be written as
CrS  C0
(
1 
 s/ωb
1 
 s/ωh
)r
, 4.10
where 0 < ωb < ωh, C0 > 0 and r ∈ 0, 1
In 53 the author proposes a general optimization architecture, based on Caputo
formula, where the system equation is optimized in Lagrange terms as follow:
Dαx  Gx, u, t,
Dα 
δF
δx

 λ
δG
δx
 0
4.11
where λ is the Lagrange multiplier and the initial conditions are known.
4.4. Applications in Robotics
In industrial environments the robots have to execute their task quickly and precisely,
minimizing production time. It requires flexible robots working in large workspaces;
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Load
Robot1 Robot2
Figure 13: A cooperative cell of robots achieving a desired task.
therefore, they are influenced by nonlinear and fractional order dynamic effects 10. For
instance in 54, 55 the authors analyze the behavior of two links in a redundant robot a
robot that has more degree of freedom than required to carry out its task following a circular
trajectory in the Cartesian space. By calculating the inverse kinematics, the pseudoinverse
matrix does not converge into an optimal solution either for repeatability or manipulability.
In fact, the configuration of those links has a chaotic behavior that can be approximated by
fractional order equations, since it is a phenomena that depends on the long-term history, as
introduced in 56. Another case-fractional order behavior in robotics was presented in 10,
where a robot of three degrees of freedom was analyzed by following a circular trajectory,
controlled with a predictive control algorithm on each joint. Despite it has an integer order
model, the current of all motors at the joints presents clearly a fractional order behavior.
In 57, the authors analyze the effect of a hybrid force and position fractional
controller applied to two robotic arms holding the same object, as shown in Figure 13. The
load of the object varied and some disturbances are applied as reference of force and position.
A PIαDμ controller was tuned by trial and error. The resulting controller was demonstrated
to be robust to variable loads and small disturbances at the reference.
Another interesting problem in robotics which can be treated, with FOC is the control
of flexible robots, as this kind of light robots use low power actuators, without self-destruction
effects when high impacts occurs. Nevertheless significant vibrations over flexible links
make a position control difficult to design, because it reveals a complex behavior difficult
to approximate by linear differential equations 58. However in 59, the authors propose a
PDα for a flexible robot of one degree of freedom with variable load, resulting in a system
with static phase and constant overshoot, independent of the applied load.
Another case was analyzed in 60, simulating a robot with two degrees of freedom,
and some different physical characteristics, as an ideal robot, a robot with backslash and a
robot with flexible joints. In each one of these configurations they applied PID and PIαDμ
controllers and their behavior was compared. These controllers were tuned by trial and error
in order to achieve a behavior close to the ideal and tested 10000 trajectories with different
type of accelerations 61. Over the ideal robot, the PID controller had a smaller response time
and smaller overshoot peak than the fractional order PID. When any kind of nonlinearity is
added to the model, the fractional controller has a smaller overshoot and a smaller stationary
error, demonstrating that these type of controllers are more robust than classical PID to
nonlinear effects.
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A small overshoot in fractional order controllers is an important characteristic when
accuracy and speed are desired in small spaces. In 62 the authors used CRONE controllers
in order to reduce the overshoot on small displacement over a XY robot. The workspace is of
1 mm2 and the overshoot obtained was lower than 1%.
An application in a robot with legs was presented in 63, 64, designing a set of PDα
algorithms in order to control position and force, applied to an hexapod robot with 12 degrees
of freedom. The authors defined two performance metrics, one for quantity of energy and the
other for position error. The controllers with α  0.5 had the best performance in this robot.
5. Conclusions
In this paper some basic concepts of FOC and some applications in engineering were
presented. However, its inherent complexity, the lack of a clear geometrical interpretation
and the apparent sufficiency of the integer calculus have delayed its use outside the area
of mathematics. Nowadays, some applications have begun to appear but they are still at
the initial stage of development. In the near future, with a deep understanding of FOC’s
implications, its use in systems’ identification will increase, as it captures very complex
behavior neglected by IOC, and in control of systems this tool open a wide range of desired
behavior, where the integer one is just a special case.
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Abstract: Compete in the global market requires high qual-
ity of products with short time of manufacture, so it needs to
minimize the time that the machinery is stopped, as well as
a rapid quality control of manufactured products. These pro-
cess are achieved by maintenance strategies that are strongly
based on the subjective knowledge of an expert. In this work
we use the proficiency of the fractional order calculus to ap-
proximate complex behavior with a few parameter, providing
a new tool for quickly health evaluation.
Keywords: Intelligent Maintenance, Fractional Order Calcu-
lus, Identification of Order.
1. INTRODUCTION
A failure is something does not allow a machine to keep
working, because it is impossible to turn it back or safety.
Typically are caused by the use of a material primed for the
task, apply a force in a different direction that it was designed,
cyclic loading, fatigue, wear, etc. When one of these occurs
and the machine continues working tends to worsen and cause
other problems. Maintenance is as good as the knowledge of
the cause of failure, it is determined to thereby maintain the
parts to exchange, have the tools to replace it, experts and
workers, everything in place and time needed to repair the
equipment before a critical failure occurs and fixing it the
shortest time. Therefore, it is not enough to know that the
machine is failing, but also the source of failure [1]. In order
to solve this problem in literature has been proposed several
strategies of maintenance trying to reduce costs of production
over time.
In mechatronics, the machines typically increase cost of
production and complexity, as a single product contains mul-
tiple integrated elements of several technologies ( as electri-
cal, mechanical, optical, etc.), adding components to the sig-
nals used in diagnosis. This fact complicates the task of main-
tenance as currently skilled workers diagnose systems based
on experience, so the more complex the system, more diffi-
cult to isolate the problem and increase the economic cost of
the expert, for example between 1975 and 1991 in the United
States the maintenance cost increase in a 10-15 % a year [2].
In order to avoid this problem, some researchers try to au-
tomate the maintenance task, therefore some works propose
the use of artificial intelligence techniques over signals usu-
ally analyzed by experts [3–5], but they are few applied be-
cause they are so complex consequently the academic level of
the workers must increase, as well as the high investment on
equipment without total trust in computer decisions [6].
Bearing this ideas in mind, the article is organized as fol-
lows: In section 2. introduce generally the strategy of intel-
ligent maintenance, the section 3. present some basis of the
fractional order calculus and its applications in identification
of dynamical systems. In the section 4. the result of apply
fractional order identification to a complex system and finally
in section 5. the main conclusions are presented.
2. INTELLIGENT MAINTENANCE
In the global market, customers have suppliers of several
qualities around the world. Therefore to remain competitive
the factories need to produce goods of high quality and in a
short time, so that satisfy the international demand of clients
and customers recently acquired [7]. Consequently the pro-
duction chain is more vulnerable to various disturbances, the
possibility of failure and the time needed to repair it. A per-
fect balance only can be achieved when the factory is in oper-
ation in several shifts a day and the machines are fully func-
tional. Therefore it requires to apply a maintenance strategy
that allows to approach the ideal situation described above
[8]. In the chain of production the typical problems that stop
the production are [8, 9]:
• Fault present in an automated systems. It would be any-
thing from a bad cable to internal parts.
• Failure to transmission line.
• Fault in the quality of manufactured parts. After de-
tecting the problem has look for equipment failing and
diagnose it.
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• Due to fatigue of parts by repetitive motion.
• Environmental causes.
• Because of false positives in the prognosis of critical
machinery, or due to a catastrophic failure to leave a
machine in operation due to a false negative.
Each system in the chain presents problems due to deteri-
oration of parts because of use or stochastic failures, such as
dropped a tool, machine dovetailed bad, etc. In order to min-
imize costs, stop the production in order to do procedures to
prevent, correct and predict failures, which together is called
maintenance [10]. In literature, the strategies of maintenance
are classified in [4, 10, 11]:
Correction: Over time this strategy is most expensive. The
maintenance action takes place when the system symp-
toms are evident.
Timely: When the system has minor failures as to keep the
machine in operation. When a failure is severe, takes
advantage of the maintenance stop to replace all defec-
tive parts.
Preventive It is based on the information delivered by the
manufacturer and experience of staff of the plant. There
are planned periodic maintenance actions, in which
possibly the machine is stopped. Moreover the failure
may occur before the time of maintenance for unusual
wear of parts or because of a random failure.
Predictive: The system must be constantly monitored and
the signals analyzed at the time. When the operator ob-
serves that the machine presents a possible situation of
failure in the near future, will be held the maintenance
action.
If the maintenance action needs to hold the device, has
three possible effects: (1) the frequency of maintenance is ad-
equate and the machine has no additional stops, only to ran-
dom failures, (2) the frequency is low and the machine failure
before the scheduled maintenance action, therefore presents
an additional stop for an undetected or random failure, or
(3) the frequency is so high that it increases the maintenance
costs unnecessarily. In the 1990s another idea starts to be used
in industry, catching symptoms of equipment constantly, and
when the it is abnormal it is analyzed even without stopping
the production, performing the maintenance action only when
it is needed [9, 12].
Make decisions on maintenance based on condition
(CBM) requires a tough one to predict failure and the severity
of it in the future. It has three goals: (1) Design a strategies
for the maintenance of sophisticated equipment in complex
operating environments, (2) reduce cost of storage of spare
parts and finally (3) reduce catastrophic failures and eliminate
unscheduled stops[6].
A model proposed to CBM is the layered model
OSA/CBM, this consists of [13–15]:
1. Layer of sensors. This is the physical layer comprise
all the sensors in the machine. It’s instrumentation that
can deliver signals relevant to diagnosis.
2. Layer of signal processing: The signals are typically
filtered and transformed to a mathematical space where
the data are easier to interpret such frequency.
3. Layer of condition’s monitor : Basically compares the
data obtained with the system in optimal performance
and a estimated index. In the case that they are very
different, it generates an alarm.
4. Layer of health assessment: Receives the indexes gen-
erated in the previous layer and diagnoses indicated the
seriousness of the failure, taking into account the his-
tory of the system.
5. Layer of prognosis: Taking into account the informa-
tion collected on the other layers, attempts to establish
the state of the components in the future, including life-
time . There are three commonly used strategies:
• Based on rules: Uses heuristic tools, blurred
logic, machine intelligence and statistics to gen-
erate decision trees, it is strongly linked to the
data collected and the manufacturer’s recommen-
dations.
• Based on case study: Compares the signal with
others in the past in the presence of failures,
as well as the problem of establishing a possi-
ble solution, taking into account that corrective
action has been taken previously and that had
consequences. Unfortunately have a consistent
database is a difficult task to achieve.
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• Based on the model: generates an initial model
with the machinery in operating condition and
then is compared with a system identified at cur-
rent time. If the margin of error between the
models and larger than a fixed band, the system
presents a failure and possibly informs its loca-
tion. However, the complexity of the model limits
the type of failure fully identifiable besides being
difficult to draw in a complex machine. Alias the
model contains many parameters, the identifica-
tion process is slow to use it in real time.
6. Layer of decision support: With the information on the
covers 4 and 5 performs recommendations indicating
the corrective actions to be taken as the part becomes
unusable .
7. Presentation: It shows information of all layers to the
experienced operator in order to take corrective action.
As shown before, the OSA/CBM model requires a set of
relevant signals to produce an index ease to interpret by a hu-
man or a software. Currently the most health evaluation are
done by the subjective knowledge of the expert, as in case of
interpret complex graphs like Fourier’s spectrum, cepstrum,
etc. [16]. Nowadays some mathematical techniques would
simplify the task of obtain significant indexes, our approach
consist in approximate complex interaction between several
systems with a fractional order one. Basis of fractional order
calculus will be studied in the next section.
3. FRACTIONAL ORDER CALCULUS
Fractional order calculus (FOC) was little used in engi-
neering because of its complexity, the apparent sufficiency
of the integer order calculus (IOC) and the lack of a simple
physical or geometrical interpretation [17, 18]. However, this
models more accurately the behavior of some systems in na-
ture relating to different areas of engineering, and is used as
a promising tool in bioengineering [19, 20], viscoelasticity
[21, 22], electronics [23, 24], robotics [25–27], control theory
[28, 29] and signal processing [30, 31] among others.
3.1. Basis and applications
In recent years these concepts have attracted the attention
of engineers because of through them can models the behavior
of many physical nonlinear systems in a compact way taking
into account non-local features as “infinite memory” [32–34].
Examples are the phenomenon of heat diffusion [35], elec-
trical impedance of fruits and vegetables [36], modeling the
love triangles between human [37], the behavior of water in
the pores of the cliffs, where the radio damping is constant re-
gardless of the mass of water in motion [38], etc. On the other
hand, directing the behavior of a process with fractional-order
controllers is an advantage, since the system response is not
restricted to the addition of exponential functions, therefore
there is a wide range of behaviors reached where the integer
response is a particular case [39].
The concept of fractional order calculus is as old as the in-
teger order one, this can be proved across a letter from Leibniz
to L’Hopital in 1695 [40]. This is a generalization of the cal-
culation of integer order in real or complex [41]. Formally
can be defined as:
Dα =

dα
dtα α > 0,
1 α = 0∫ t
a
(dτ)−α α < 0
(1)
With α ∈ <.
One possible cause because it is little used in engineer-
ing is that the FOC has multiple definitions [34, 42], hinder-
ing their geometric interpretation, and that the IOC seemed
to be sufficient to model nature. However many phenomena
are better described by fractional order formulations, since it
takes into account past behavior and have the ability to ex-
press with few coefficients dynamic systems considered of
high-order [43, 44].
Another tool of interest in engineering is the Laplace
transforms, which is still valid to simplify operations such as
convolution and can be used to solve differential equations of
fractional order. FOC in the Laplace transform is defined as
[45]:
L{0Dαt } = sαF (s)−
n−1∑
j=0
sj
[
0D
α−j−1f(0)
] (2)
with n − 1 < q < n, n ∈ Z. Thus, the transform takes
into account all the initial conditions from the first to the n-th
derivative −1. Using this result is clear that any dynamic sys-
tem of an arbitrary order could described by transfer functions
of the form [46]:
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G(s) =
bms
βm + bm−1sβ[m−1 + · · ·+ b0sβ0
ansαn + an−1sαn−1 + · · ·+ a0sα0 (3)
With α, β ∈ <, αn > α < n− 1 > · · · > α0 and
βm > β < m− 1 > · · · > β0
Many real systems can be identified from the theory of
fractional systems [32, 47], whereas the transfer function
is fractional order, so the response time is not approached
through several exponential functions [48]. In addition the
order is a variable degree of freedom that enables to adjust
accurately to the system and describes it in a compact form
[49]. Djouambi [50] used this fact to identify a fractal sys-
tem, bringing data to the equation:
F (s) =
K
sα + a
, α ∈ < (4)
Adjusted the template to find the parameters
{K, a, alpha} that minimize the mean error when compared
with the actual data.
3.2. Application in Maintenance of Systems
Real life systems are governed by differential equations
frequently interacting with other systems, complicating the
mathematical description. The behavior of the system change
when a failure occurs, therefore the differential equation
change. Take as an example the system proposed in the Fig.
1, here 4 subsystems interact, and is difficult to have a intu-
itive idea of the behavior of each part. FOC can represent the
system with few parameters, supposing that the system is a
fractional order equivalent as shown if Fig. 2.
J1 J2 J3 J4
ω1(t)
ω2(t)
ω3(t)
ω4(t)
T (t)
Figure 1: Case of Study. A twelve parameter linear system.
Fractional Order System
T (t) ω2(t)
Figure 2: Fractional order equivalent system. This approximation is
valid a wide band of frequencies.
4. RESULTS
In order to valuate the efficiency of the fractional order
calculus to describe complex systems and how the fractional
order approximation is sensitive to failures in the plant, we
propose the model shown in Fig 1 for testing.
In this case the system is known and the signal provided
by ω2(t) is noise free. A general space state of this linear
plant is presented in the equation 5 and table 1. The parame-
ters used in simulation are shown in table 2.
Table 1: Space state definition.
State Variable State Variable
X1 ω4(t) X5 ω2(t)
X2
dω4(t)
dt X6
dω2(t)
dt
X3 ω3 X7 ω1(t)
X4
dω3(t)
dt X8
dω1(t)
dt
Table 2: Parameters of the model
Parameter Value Parameter Value
K1 100 B1 200
K2 300 B2 150
K3 250 B3 320
K4 50 B4 90
J1 3 J3 5
J2 4 J4 4
Just for test, the system is treated as unknown as a cur-
rently happens in the factory. It was exited with a sine force
of amplitude 1, varying the frequency of oscillation between
1Hz to 1000 kHz and supposing a single sensor of displace-
ment monitoring ω2(t) function. With those information was
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
X˙1
X˙2
X˙3
X˙4
X˙5
X˙6
X˙7
X˙8

=

0 1 0 0 0 0 0 0
K4
J4
−B4J4 K4J4 B4J4 0 0 0 0
0 0 0 1 0 0 0 0
K4
J3
B4
J3
−K4+K3J3 −B4+B3J3 K3J3 B3J3 0 0
0 0 0 0 0 1 0 0
0 0 K3J2
B3
J2
−K3+K2J2 −B3+B2J2 K2J2 B2J2
0 0 0 0 0 0 0 1
0 0 0 0 K2J1
B2
J1
− K2+K1J1 −B2+B1J1

+

0
−T
0
0
0
0
0
0

(5)
constructed a Bode’s plot of the system in normal operation
presented in the Fig. 3(a) and adding failures to the parame-
ters K1, K3, B2, B4 shown in figures 3(b), 3(c), 3(d) and 3(e)
respectively and approximated by:
G(s) = T (s+ a)α, α ∈ < (6)
Fitting the parameters via a non-linear least square algorithm
[51].
Note that just three parameter where needed to describe a
twelve parameter system. In the table 3, the error between the
integer and the fractional system is presented.
5. CONCLUSIONS
Nowadays the availability of a method to measure the
quality of a machine or a product in short time minimiz-
ing production line stops is a paramount problem in the in-
dustry. In this paper were introduced some aspects of in-
telligent maintenance and how the fractional order calculus
(FOC) would identify and evaluate some failures using just
few parameters.
ACKNOWLEDGMENTS
The authors acknowledge support received from the Uni-
versidade Estadual de Campinas - UNICAMP (Brazil), Inti-
tuto Superior de Engenharia do Porto - I.S.E.P. (Portugal) and
Coordenação de Aperfeiçoamento de Pessoal de Nível Supe-
rior - CAPES (Brazil), that made this study be possible.
REFERENCES
[1] Pratesh Jayaswal, A. K. Wadhwani, and K. B. Mulchandani. Machine
fault signature analysis. International Journal of Rotating Machinery,
2008.
[2] T. Wireman. World class maintenance management. Industrial Press,
1990.
[3] J.N.K. Liu and D.K.Y. Sin. Evaluating case-based reasoning and evo-
lution strategies for machine maintenance. In Systems, Man, and Cy-
bernetics, 1999. IEEE SMC ’99 Conference Proceedings. 1999 IEEE
International Conference on, volume 2, pages 480–485 vol.2, 1999.
[4] Christin Groba, Sebastian Cech, Frank Rosenthal, and Andreas
Gossling. Architecture of a predictive maintenance framework. Com-
puter Information Systems and Industrial Management Applications,
International Conference on, 0:59–64, 2007.
[5] Jie Zhao and Limei Xu Lin Liu. Equipment fault forecasting based on
arma model. Proceedings of the 2007 IEEE International Conference
on Mechatronics and Automation, August 2007.
[6] R. C. M. Yam, P. W. Tse, L. Li, and P. Tu. Intelligent predictive decision
support system for condition-based maintenance. The International
Journal of Advace Manufacturing Technology, 17:383–391, 2001.
[7] Dragan Djurdjanovic, Jay Lee, and Jun Ni. Watchdog agent–an
infotronics-based prognostics approach for product performance degra-
dation assessment and prediction. Advanced Engineering Informatics,
17(3-4):109 – 125, 2003. Intelligent Maintenance Systems.
[8] Marzio Marseguerra, Enrico Zio, and Luca Podofillini. Condition-
based maintenance optimization by means of genetic algorithms and
monte carlo simulation. Reliability Engineering and System Safety,
77:151–166, 2002.
[9] Shuo Wei Zeng. Discussion on maintenance strategy, policy and corre-
sponding maintenance systems in manufacturing. Reliability Engineer-
ing and System Asfety, pages 151–162, 1997.
[10] Jefferson Luiz Bosa. Sistema embarcado para a manutenção inteligente
de atuadores elétricos. Master’s thesis, Universidade Feredal do Rio
Grande do Sul, 2009.
193
Intelligent Maintenance of Complex Systems: A Fractional Order Approach
Ricardo Enrique Gutiérrez Carvajal, João Maurício Rosário, José Antônio Tenreiro Machado
-80
-70
-60
-50
-40
-30
-20
-10
0
10
10 100 1000
dB
ω
1.27(s− 4.77)−0.602
Normal operation point♦
♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
♦
(a) Approximation of the system in “normal condition” via
a fractional order system
-10
0
10
20
30
40
50
60
70
10 100 1000
dB
ω
47.59(s− 3.8)−0.59
Failure of K1
♦ ♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
♦
(b) Approximation of the system when the spring K1 is
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(c) Approximation of the system when the spring K3 is
boken via a fractioinal order system
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(d) Approximation of the system when the damper B2 is
boken via a fractioinal order system
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Figure 3: Approximation of a system with different failures via G(s) = T (s + a)α|{T,a,α}∈<. Note that it is a good approximation for almost all
systems in the frequency band of [1Hz − 1KHz].
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B4 Broken 2.07(s−5)0.63 0.5± 2× 10−7
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Abstract:  Backlash is a typical defect between two power­
transmission­pieces   that   brings   about   inaccuracy   and 
uncontrollability to the system behavior. A theoretical four 
degree of freedom model  is introduced to simulate resultant 
vibration   on   a   bearing.   Over   this   data   a     time­domain­
averaging   (TDA)   analysis     and   power­cepstrum   analysis 
where tested in order to identify failures.
 
Keywords:  Fault   detection,   Dynamical   model,   Time 
domain average analysis, Power Cepstrum analysis.
1. Introduction
    Gearbox   transmissions   are   widely   used   for   rotational 
speed, position and torque transmission in many mechanical 
systems,   like   automotive,   robots   and   other   hazardous 
mechanisms.   Avoid  malfunction  accidents   and   save 
maintenance   time,   are   important   issues   for   modern 
machines[1]. In Gearboxes, the majority failures are located 
at transmission shaft or over tooth surfaces, typically caused 
by  fatigue   effect   [2].   One   of   this   failures   is   backlash 
between   two power   transmission pieces   that  brings  about 
inaccuracy and uncontrollability to the system behavior.
Many different degree of freedom models were proposed 
in literature, one of the is [3], it propose to use a two degrees 
model, just rotation, to find the effect of backlash between 
two gears, this model has as input a shock created by contact 
between tooth.  In a real gearbox, it is difficult to obtain this 
signals,   in   fact   it   is   easier   to  get  vibration   from  the  box 
gearbox surface. Another models will be cited on section 2.
   One  way   to   determine   a   failure   in   a   component   of   a 
complex multibody rotational system is   signature analysis, 
it  consists  in measure the resultant vibration of the whole 
system   in   few   specific   fixed   locations.   It   lets   compare 
signals from a healthy and the current system in frequency 
domain. 
In [4] an frequency analysis is used to find abnormal sounds 
of   a   combustion  motor,   identifying   shock  occurred  when 
residual gas in the cylinder explodes out of time because of 
pressure.
Another approach introduced in [5] is   to use a wavelet 
transform, i.e a mathematical operation that uses a family of 
filters,   decomposing   the   signal   in   several   bands,   letting 
search and analyze with certain detail in time and  frequency 
domains.     In   this   cases   it   is   used   as   a   zoom   operation 
looking for failures in an induction motor,   sensing current 
input.   The main advantage of this method is  that it is non 
intrusive.
With the aim to isolate failure sources a theoretical four 
degree of freedom model of two spur gear transmission is 
introduced   to  simulate   resultant  vibration on a  bearing  as 
signature of the system. It is modeled in an eight variable 
state space,  giving information about   linear  and rotational 
displacements of each gear. Two type of backlash sources, a 
broken   teeth   and   a   higher   distance   between   centers   than 
distance   of   design;   and   two   techniques,   time   domain 
averaging (TDA) analysis, i.e. a filter in time domain that 
easily extract fundamental  frequencies in a signal [6],  and 
power­cepstrum analysis which is a mathematical transform 
that lets measure of how much time a repetitive signal echo 
takes   to  appear   [7],  were   tested  over   those  datasets.  The 
effectiveness of those techniques to find a particular failure 
were compared.
This paper is structured as follow:   section 2 introduces a 
dynamical model of two gears and two signal techniques for 
failure   detection.     Section   3   presents   some   results   and 
discusses them.   Finally, section 4 present conclusions and 
future work.
2. Materials and Methods
Use dynamical models to study failures in a system let 
test new techniques of detection without the costs of built a 
real plant.  In the developed model two classic methods  for 
failure detection where tested and compared.
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2.2.  Gearbox Model
In order to trial different techniques of failure detection, 
the   four   degrees   of   freedom   system   of   figure   1   was 
developed.   The   gears   are   supposed   as   rigid  wheels  with 
masses   m1,2  and   moments   of   inertia   J1,2    and   some 
components that represent interaction with other bodies in 
the   system.   It   is   similar   to  models   proposed   by   [8,   9], 
assuming   no   friction   between   tooth   and   no   viscous 
environment.     Springs   K1,2  represent   the   stiffness   force 
between   the   shaft   and   the   bearings,   the   dampers   B1,2 
represent   energy   losses,   the   damper   Bt  is   the   combined 
friction force between shaft .
Fig. 1: Gearbox Dynamical Model
 The model presented is valid was calculated for two tooth 
contact.   The   whole   tooth   effect   is   obtained   by   adding 
individual teeth effect with corresponding initial conditions.
Resulting  model  was   represented  on  eight   space   state 
variables   with   physics   meaning   about   movement   ,   as 
described on table 1. This model can be formally written as 
shown  in   equation  1,   for   space   state  variables   and  2   for 
outputs.  
Over signal of vibration over a bearing, two techniques 
of   failure   detection   were   proved.     These   methods   are 
explained in detail in sections 2.2 and 2.3.
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Table 1: Space State Variables description
Space State 
Variable
Description
X1 Linear displacement of gear 1
X2 Linear velocity of gear 1
X3 Linear displacement of gear 2
X4 Linear velocity of gear 2
X5 Rotational displacement of gear 1
X6 Rotational velocity of gear 1
X7 Rotational displacement of gear 2
X8 Rotational velocity of gear 2
2.2.  Time Domain Analysis
Time domain analysis (TDA) is   a widely used method 
for   extraction   of     periodic   signals   in   presence   of   high 
frequency  noise   [10,11].   It   is   the   case  of   the  of   rotative 
machines.
A signal   is  composed  by 3 kind of  waves,  a  periodic 
signal  a(t, T0), a signal with a different period b(t,T) and an 
aleatory component c(t).
x  t =a  t,T 0 +b  t,T +c                            (3)
To correlate   this signal  with a  sawtooth wave one    is 
equivalent to compute a temporal media over N periods  in 
the original signal.  
Then
Rxp=lim
1
τ∫ x  t  . P  t− ,Tτ 0  dt         (4)
where
=NTτ 0         N Zε  
P t,T 0 =T 0Σ−∞∞ δ  t−nT 0   
  =NTτ 0
  Developing the equation (3), it is found that the correlation 
with the signal x(t) is equivalent to correlate the sawtooth 
signal and add the signal a, b and c
Rxp τ =Rap τ +Rbp τ +Rcp τ                         (5)
This result is not surprisingly because it is a lineal 
combination of signals, Also this result is useful in order to 
analyze the aleatory signal c(t) .  It is a logical assumption 
that c(t), in mechanical vibration analysis,  has a normal 
probability density function (pdf) with mean 0 [12], then:
  
Rcp τ = lim Σ n=0
N−1 c  +nTτ 0 =c=0
         (6)
Another  interesting result of this procedure is the fact that 
the correlation of the function a with the sawtooth wave 
function is a sampled version of a(t) as show in equation (7).
Rap τ =lim Σ n=0
N−1 a  +nTτ 0 =a  ,Tτ 0 
     (7)
In the appendix the authors proof that the amplitude of Rbp is 
not significant then 
Rxp τ =a  ,Tτ 0                             (8)
The method has   recover   the meaningful  signal  of   the 
mechanical   system,   filtering   noise   inside   the   mean. 
Typically this method is plotted and interpreted by an expert 
in signature analysis .
2.3  Cepstrum
Cepstrum is a mathematical transform proposed by first 
time in [13] to measure time distance between echoes of a 
fundamental wavelet in a signal.  
The transform consist on find the harmonics waves that 
compose the original signal, by Fourier transform.  In order 
to  avoid non  important   frequencies,  power   information   is 
separated   by   a   nonlinear   a   logarithmic   function.     An 
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approach to time delay between echoes would be obtained 
looking   at   the   frequency   components   of   this   function. 
Formally: 
X t =∣FT log ∣FT x t ∣2∣2           (7)
After this operation the signal domain is again in time, 
but   not   in   then   usually   sense,   this   scale   is   sample   rate 
dependent [7].  In the other hand the meaningful information 
is   highly   related   to   frequency   information.     To   avoid 
misunderstandings    was   propose   a   glossary   just   for   this 
transformation[13],   some   equivalent   information   between 
Fourier domain and Cepstrum domain is showed on table 2.
Oversampling the function is non desirable,  because it 
adds repetitive high frequency noise to the original in time 
domain   signal.   This   noise   may   be   amplified   by   the 
logarithmic function, maybe turning it  in the most relevant 
quefrency in the  cepstrum domain.
RESULTS AND DISCUSSION
Typical  values   for   the model  of   figure 1 were  chosen 
[14,15], and presented on table 3.   Parameters of design of 
gears are listed below:
● Number of tooth: 18 
● External diameter: 46mm 
  
Table 2: Cepstrum Glossary
Fourier Domain Cepstrum Domain
Frequency Quefrency
Spectrum Cepstrum
Phase Saphe
Amplitude Gamplitude
Filtering Liftering
Harmonic Rahmonic
Period Repiod
Table 3: Model's Parameters
Parameter Value Parameter Value
K1 105 B1 0.2
KT 102 BT 1.3 x 10­3
K2 105 B2 0.2
m1 0.182 J1 38.74
m2 0.192 J2 37.92
With this model we analyze three different cases, 1. 
healthy system, backlash caused by distance between shafts 
and backlash produced by a broken teeth.  Figure 2. presents 
a   signal   of   displacement   of     healthy   (2a)   and   backlash 
systems (2b) in time domain, in this is difficult to recognize 
a failure.
As shown in figure 2,   filter   the original  signal  with a 
TDA approach, remove   harmonics with small amplitudes, 
giving  more readable information with few peaks.  Figure 3 
presents different behavior of signal harmonics in presence 
of a failure.    These graphics have a high peak around 18 
harmonic,   in fact   this frequency  represents   the number of 
tooth in each gear. When a backlash of 3 degrees   between 
tooth is included, this frequency signal is practically as the 
same as healthy system, in fact the mean square error (MSE) 
between the signal of the healthy system and the other one 
with backlash is of 8.4x10­4  and with the system without a 
teeth   is  about  1.2x10­2.    In   figures  4a  and  4b,   signals  of 
cepstrum analysis are shown , the MSE between cepstrum of 
4
a) Fourier transform of the original signal
b) Fourier transform after TDA operation over a window 
of 100 samples
Fig. 2: TDA effect in frequency domain
a) Fourier analysis of the original signal
the healthy system and a   cepstrum signal  from a system 
with backlash is  6x10­7 , it is because relation between each 
teeth   touch   the  other  gear   is   still   18   times.    Although  a 
broken teeth appear, figure 4 c), an significant error between 
healthy   and   failure   signal   is   obtained,   in   this   case 
normalized  mean square  error   is      5.17x109,   this value  is 
high because ceptrum is measured in decibels.
CONCLUSIONS AND FUTURE WORK
In this work a 4 degree of freedom dynamical model was 
presented,  over it  two failure detection methodology were 
tested,  TDA and Spectrum, and determined   their  strength 
and   weakness.     When   a   failure   source   is   a   backlash 
produced by a high distance center, TDA + Fourier do not 
present  high  changes,  although   the   cepstrum does.   If   the 
failure   source   is   a   single   broken   tooth,   the   difference 
between original signal and TDA signal is evident.  
This  methods,   one   in   “time”   and   other   in   frequency 
domain detect  this kind of failure.    Although use a single 
method that bring information about both domains would be 
better   for  signal analysis.    A future  approach  will  be use 
fractional   Fourier   transform,   that   is   a   intermediary 
transformation   between   time   and   frequency,   bringing 
information about both domains.  Another method to test is 
change the model by a fractional order model, where not all 
samples in time have same importance, just they coincident 
with relevant frequencies.
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APPENDIX
Without loosing generality, assume 
b  t,T =sin 2 ftπ 
then
Rbp τ =
1
N
Σ n=0
N−1sin2 fπ  +nTτ 0 
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a) Healthy system
b) System with backlash 
c) System without a teeth
Fig. 4: Cepstrum operation over each system
It is a well known result  that
Σn=0
N sin na+b =
sin
N+1
2
a sin
Na
2
+b
sin
a
2
Replacing a= 2 pi f T0 and b = 2 pi  f t
Rbp τ =
1
N
sin N fTπ 0
sin fTπ 0
sin2 fπ  +τ N+12 T 0
  
As result, if N is big then   Rbp is not significant
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