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THE TATE-SHAFAREVICH GROUPS OF MULTINORM-ONE
TORI
T.-Y. LEE
0. Introduction
Let k be a global field and L be a finite dimensional étale algebra over k. In
this paper, we assume that L is a product of cyclic extensions of k. Let TL/k
be the norm-one torus defined by the multinorm equation:
(0.1) NL/k(t) = 1.
Denote by TˆL/k the character group of TL/k.
Let Ωk be the set of all places of k. Define X
i(k, TL/k) as
(0.2) Xi(k, TL/k) := ker(H
i(k, TL/k)→
∏
v∈Ωk
H i(kv, TL/k)).
It is well-known that the elements in X1(k, TL/k) are in one-to-one corre-
spondence to the isomorphism classes of TL/k-torsors which have kv-points for
all v ∈ Ωk. To be precise, let Xc be the variety defined by
(0.3) NL/k(t) = c,
where c ∈ k×. Suppose that Xc has a kv-point for all v ∈ Ωk. Then Xc
corresponds an element [Xc] ∈X1(k, TL/k). By Poitou-Tate duality, the class
[Xc] defines a map X
2(k, TˆL/k)→ Q/Z, which is the Brauer-Manin obstrution
to the Hasse principle for the existence of rational points of Xc. Hence
the group X2(k, TˆL/k) is related to the local-global principle for multinorm
equations (see [PoR13], [DW14] and [BLP18]). In particular for L defined as
above, we give a concrete description of the obstruction to the Hasse principle
for multinorm equations in [BLP18].
For a Galois module M over k, define
X
i
ω(k,M) := {[C] ∈ H i(k,M) such that [C]v = 0 for almost all v ∈ Ωk.}
It is clear that X2(k, TˆL/k) ⊆X2ω(k, TˆL/k).
If X2ω(k, TˆL/k) = X
2(k, TˆL/k), then the weak approximation holds for TL/k
and hence for those Xc with a k-point ([San81] Prop. 8.9 and Thm. 8.12).
In this paper, we compute the groups X2(k, TˆL/k) and X
2
ω(k, TˆL/k) (and
hence the group X2ω(k, TˆL/k)/X
2(k, TˆL/k)). These groups measure the ob-
struction to the local-global principle for existence of rational points of Xc
and the obstruction to the weak appraximation.
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In [BLP18] §8, we give a concrete description ofX2(k, TˆL/k) for L a product
of disjoint cyclic extensions of degree p. In this paper, we generalize the result
to non-disjoint cyclic extensions of p-power degrees.
The paper is structured as follows. Section 1 introduces the notation. We
define the equivalence relation "∼
l
" and the level. We give a combinatorics
description of X2(k, TˆL/k) and X
2
ω(k, TˆL/k) in this section. In Section 2, we
prove some preliminaries about cyclic extensions. In Section 3, we define the
patching degree ∆r (resp. ∆
ω
r ) for a nonnegative integer r.
Write L =
∏
i∈I′
Ki where Ki’s are cyclic extensions. In Section 4, we define
the degree of freedom fU (resp. f
ω
U ) for some nonempty subsets U ⊆ I ′.
We describe the group structure of X2(k, TˆL/k) (resp. X
2
ω(k, TˆL/k)) by the
patching degrees and degrees of freedom in Section 5. The main result is the
following (Thm.6.6 and Thm. 6.7):
Theorem. Let p be a prime and [L : k] be a power of p. Let R, Ur and nl+1(c)
be defined in Section 1.1. Then
(1) X2ω(k, TˆL/K) ≃ ⊕
r∈R\{0}
Z/p∆
ω
r−rZ ⊕
r∈R
⊕
l≥L(Ur)
⊕
c∈Ur/∼
l
(Z/pf
ω
c −rZ)nl+1(c)−1.
(2) X2(k, TˆL/K) ≃ ⊕
r∈R\{0}
Z/p∆r−rZ ⊕
r∈R
⊕
l≥l(Ur)
⊕
c∈Ur/∼
l
(Z/pfc−rZ)nl+1(c)−1.
In the final section, we give some examples.
1. Notation and definitions
Let k be a global field and fix a separable closure ks of k. In the following
all the separable extensions of k are considered as subfields of ks.
Let Ωk be the set of its places. For a k-algebra F and a place v ∈ Ωk, we
denote F ⊗k kv by F v. A finite Galois extension F of k is said to be locally
cyclic at v if F ⊗k kv is a product of cyclic extensions of kv. F is said to be
locally cyclic if it is locally cyclic at all v ∈ Ωk.
Set I = {1, ..., m} and I ′ = {0} ∪ I. In the following, we always assume
that m ≥ 2. For all i ∈ I ′, let Ki’s be non-isomorphic cyclic extensions of k.
Set K ′ =
∏
i∈I
Ki and L =
∏
i∈I′
Ki.
Let p be a prime which divides [L : k], and let L(p) be the largest subalgebra
of L such that [L(p) : k] is a power of p. By [BLP18] Lemma 3.1 and Proposi-
tion 5.16, to compute X2(k, TˆL/k) it is enough to compute X
2(k, TˆL(p)/k) for
each such p. Hence in the following we assume that [L : k] is a power of p
unless we state otherwise.
By renaming these cyclic extensions, we always assume that the degree of
K0 is minimal. Let p
ǫi = [Ki : k] for all i ∈ I ′. For a nonnegative integer
f ≤ ǫi, we denote by Ki(f) the unique subfield of Ki of degree pf .
For all i, j ∈ I ′, set pei,j = [Ki ∩ Kj : k]. Let i ∈ I. Set ei = ǫ0 − e0,i for
all i ∈ I. As K0 is cyclic, for each i ∈ I, the algebra K0 ⊗k Ki is a product
of cyclic fields of degree pei of Ki. Without loss of generality, we assume that
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ei ≥ ei+1. In this paper we assume that K0 ∩ (∩
i
Ki) = k. Hence e0,1 = 0 and
e1 = ǫ0.
Suppose that there are some i, j ∈ I ′ such that Kj ⊆ Ki. Set J = I ′ \ {i}
and set L′ =
∏
i∈J
Ki. It is clear that for any c ∈ k×, the equation NL/k(x) = c
has a solution if and only if NL′/k(x) = c has a solution. Hence X
1(k, TL/k) ≃
X
1(k, TL′/k) and we can assume further that ei,j < min{ei, ej} for all i, j ∈ I ′.
For a nonempty subset C ⊆ I ′, we set KC =
∏
i∈C
Ki. Given C as above
and an integer d ≥ 0, we define the field MC(d) to be the composite field
〈Ki(d)〉i∈C.
1.1. l-equivalence relations and levels
Let i, j ∈ I ′ and l be a nonnegative integer. We say that i, j are l-equivalent
if ei,j ≥ l or i = j. We denote it by i ∼
l
j and say that i is l-equivalent to j.
As Ki’s are cyclic, it is clear that ” ∼
l
” defines an equivalence relation on any
nonempty subset of I ′. For a nonempty subset C of I ′, denote by nl(C) be
the number of l-equivalence classes of C. In particular n0(C) = 1.
For each C ⊆ I ′ with cardinality bigger than 1, we define the level of C to
be the smallest integer l such that nl+1(C) > 1. For each C = {i}, we define
the level of C to be ǫi. Denote by L(C) the level of C.
For 0 ≤ r ≤ ǫ0, set Ur = {i ∈ I|e0,i = r}, U>r = {i ∈ I|e0,i > r} and
U<r = {i ∈ I|e0,i < r}. Recall that we assume ∩
i∈I′
Ki = k. Hence U0 is
nonempty.
Set R = {r|Ur 6= ∅}. Let r ∈ R. For i ∈ Ur, denote by [i]lr the equivalence
class of i in Ur/ ∼
l
.
1.2. Some facts about tori
For a k-torus T , we denote by Tˆ its character group as a Gal(ks/k)-module.
Let A be a field and A′ be a finite dimensional A-algebra. For an A′-torus
T , we denote by RA′/A(T ) its Weil restriction to A. (For more details on Weil
restriction, see [CGR] A.5.)
In this subsection we assume that Ki’s are finite separable extensions of k
(not necessarily cyclic). Let K be a finite Galois extension of k which contains
all Ki’s for all i ∈ I ′. Let G = Gal(K/k). For a G-module M , define
X
2
ω(G,M) = ker(H2(G,M) →
∏
g∈G
H2(〈g〉,M)).
By Chebotarev’s density theorem, we have X2ω(k, TˆL/k) = X
2
ω(G, TˆL/k).
We first prove the following well-known fact.
Lemma 1.1. Let M be a permutation G-module. Then X2ω(G,M) = 0.
Proof. AsM is a permutation module, we can reduce to the caseM = Z. Note
thatH2(G,Z) ≃ H1(G,Q/Z). Let f ∈ H1(G,Q/Z), i. e. f is a homomorphism
from G to Q/Z. If f ∈X1ω(G,Q/Z), then f |〈g〉 is trivial for any g ∈ G. Hence
f = 0. 
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Recall the notation defined in [BLP18]. Set E = K0⊗kK ′ and Ei = K0⊗Ki.
The norm maps NK0/k : K0 → k and NK ′/k : K ′ → k induce NE/K ′ : E → K ′
and NE/K0 : E → K0. Let f : RE/k(Gm) → RL/k(Gm) be defined by
f(x) = (NE/K0(x)
−1, NE/K ′(x)). It is clear that the image of f is contained in
TL/k. Moreover, f is surjective as a map of algebraic groups (easily checked
after base change to the separable closure ks of k).
Consider the torus SK0,K ′ defined by the exact sequence
(1.1) 1 // SK0,K ′ // RE/k(Gm)
f−→ TL/k // 1 .
Note that SK0,K ′ also fits in the exact sequence
(1.2) 1 // SK0,K ′ // RK ′/k(TE/K ′)
NE/K0−−−−→ TK0/k // 1 .
where TE/K ′ is defined by the exact sequence of K
′-tori
1→ TE/K ′ → RE/K ′(Gm)
NE/K′−→ Gm → 1.
Proposition 1.2. Let K0 be a cyclic extension of arbitrary degree. Then
(1) X2(k, TˆK0/k) = 0.
(2) X2ω(k, TˆK0/k) = 0.
Proof. The first statement is [BLP18] Corollary 3.3.
To prove (2), let σ be a generator of Gal(K0/k). Consider the exact sequence
1→ Gm → RK0/k(Gm)→ TK0/k → 1,
where the map from RK0/k(Gm) to TK0/k sends x to x/σ(x). Its dual sequence
is
1→ TˆK0/K → IK0/k(Z)→ Z→ 1.
AsH1(k,Z)=0 andX2ω(k, IK0/k(Z)) = 0 by Lemma 1.1, we haveX
2
ω(k, TˆK0/k) =
0. 
Lemma 1.3. We have
(1) X2(k, TˆL/k) ≃X1(k, SˆK0,K ′).
(2) X2ω(k, TˆL/k) ≃X1ω(k, SˆK0,K ′).
Proof. The first statement is [BLP18] Lemma 3.1.
We now prove (2). Consider the dual sequence of 1.1:
(1.3) 0 // TˆL/k // IE/k(Z)
f−→ SˆK0,K ′ // 0 .
The exact sequence 1.3 gives rise to the following exact sequence:
(1.4) 0 // H1(k, SˆK0,K ′)
δ−→ H2(k, TˆL/K) −→ H2(k, IE/k(Z)) .
By Lemma 1.1, we have X2ω(k, IE/k(Z)) = 0. Therefore X
2
ω(k, TˆL/K) is in
the image of δ. Let [θ] be an element in H1(k, SˆK0,K ′) such that δ[θ] ∈
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X
2
ω(k, TˆL/K). As H
1(kv, IE/k(Z)) = 0 for all v ∈ Ωk , the element [θ]v = 0 if
(δ[θ])v = 0. Hence [θ] ∈X1ω(k, SˆK0,K ′). The lemma then follows. 
1.3. The Shafarevich groupX2(k, TˆL/k) and the definitions of G(K0, K
′)
From now on we assume that K0 is cyclic of degree p
ǫ0 . In order to give a
description of X2(k, TˆL/k), we define G(K0, K
′) and D, which are subgroups
of ⊕
i∈I
Z/peiZ.
Recall the definitions from [BLP18]. Let s and t be positive integers. For
s ≥ t, let πs,t be the canonical projection Z/psZ → Z/ptZ. For x ∈ Z/psZ
and y ∈ Z/ptZ, we say that x dominates y if s ≥ t and πs,t(x) = y; if this
is the case, we write x  y. For x ∈ Z/psZ and y ∈ Z/ptZ, let δ(x, y) be
the greatest nonnegative integer d ≤ min{s, t} such that πs,d(x) = πt,d(y). We
have δ(x, y) = min{s, t} if and only if x  y or y  x.
For a = (a1, ..., am) ∈ ⊕
i∈I
Z/peiZ and n ∈ Z/pe1Z, let In(a) be the set
{i ∈ I| n  ai} and let I(a) = (I0(a), ..., Ipe1−1(a)).
Let E be the set of pe1-tuples (I0, ..., Ipe1−1), where I0, ..., Ipe1−1 are subsets
of I such that ⋃
0≤n≤pe1−1
In = I. Now we characterize the image of the map
I : ⊕
i∈I
Z/peiZ→ E .
An element (I0, ..., Ipe1−1) ∈ E is said to be coherent if for all n1, n2 ∈ Z/pe1Z
we have:
(1) If i ∈ In1 ∩ In2 , then πe1,ei(n1) = πe1,ei(n2).
(2) If i ∈ In1 and πe1,ei(n1) = πe1,ei(n2), then i ∈ In2.
Let E c be the subset of all coherent elements in E . For a ∈ ⊕
i∈I
Z/peiZ, it
is clear that I(a) is a coherent element. Conversely for a coherent element
(I0, ..., Ipe1−1) ∈ E c, we set ai = πe1,ei(n) for i ∈ In. Note that condition (1)
of the definition of a coherent element ensures that the ai’s are well-defined.
Hence a = (a1, ..., am) is a well-defined element in ⊕
i∈I
Z/peiZ; condition (2)
implies that I(a) = (I0, ..., Ipe1−1). This shows that I is a bijection between
⊕
i∈I
Z/peiZ and E c.
Given a positive integer 0 ≤ d ≤ e and i ∈ I, let Σdi be the set of all places
v ∈ Ωk such that at each place w of Ki above v, the algebra K0 ⊗ Kwi is
isomorphic to a product of isomorphic field extensions of degree at most pd
of Kwi . Let Σi = Σ
0
i , in other words, Σi is the set of all places v ∈ Ωk where
K0 ⊗Kvi is isomorphic to a product of copies of Kvi .
Let (I0, ..., Ipe1−1) ∈ E c. For n1 ∈ Z/pe1Z and i ∈ I, set δ(n1, i) =
δ(n1, πe1,ei(n2)), where n2 is an element in Z/p
e1Z such that i ∈ In2. Since
(I0, ..., Ipe1−1) is coherent, δ(n1, i) is independent of the choice of n2 and hence
is well-defined. Note that if we let a = (a1, ..., am) be the element in ⊕
i∈I
Z/peiZ
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corresponding to (I0, ..., Ipe1−1), then δ(n1, i) = δ(n1, ai). For In $ I, define
(1.5) Ω(In) = ∩
i/∈In
Σ
δ(n,i)
i .
For In = I, we set Ω(In) = Ωk.
Set
G = G(K0, K
′) = {(a1, ..., am) ∈ ⊕
i∈I
Z/peiZ|
⋃
n∈Z/pe1Z
Ω(In(a)) = Ωk},
and set D to be the diagonal subgroup generated by (1, 1, ..., 1).
Define X(K0, K
′) as G(K0, K
′)/D. By Poitou-Tate duality we have the
following:
Theorem 1.4. ([BLP18] Cor. 5.4) The Tate-Shafarevich group X2(k, TˆL/k)
is isomorphic to Xk(K0, K
′).
1.4. The algebraic Tate-Shafarevich group X2ω(k, TˆL/k) and the defi-
nition of Gω(K0, K
′)
We keep the notation defined in the previous section.
For a = (a1, ..., am) ∈ ⊕
i∈I
Z/peiZ, we define Sa to be the set Ωk\(
⋃
n∈Z/pe1Z
Ω(In(a))).
Set
Gω = Gω(K0, K
′) = {(a1, ..., am) ∈ ⊕
i∈I
Z/peiZ| Sa is a finite set}.
Clearly G ⊆ Gω. Define Xω(K0, K ′) as Gω(K0, K ′)/D. In this section we
prove that there is an isomorphism between Xω(K0, K
′) and X2ω(k, TˆL/k),
which is similar to Theorem 1.4.
Recall that K0 is a cyclic extension of degree p
ǫ0.
Theorem 1.5. Keep the notation defined as above. Then X1ω(k, SˆK0,K ′) ≃
X(K0, K
′).
Proof. The proof is similar to the proof of [BLP18] Theorem 5.3. We sketch
the proof here. For more details one can refer to [BLP18].
Consider the dual sequence of (1.2),
(1.6) 0 // TˆK0/k
ι−→ IK ′/k(TˆE/K ′) ρ−→ SˆK0,K ′ // 0 ,
and the exact sequence induced by (1.6),
(1.7)
H1(k, TˆK0/k)
ι1−→ H1(k, IK ′/k(TˆE/K ′)) ρ
1−→ H1(k, SˆK0,K ′)→ H2(k, TˆK0/k).
We have X2ω(k, TˆK0/k) = 0 by Proposition 1.2. therefore X
1(k, SˆK,K ′) is in
the image of ρ1.
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By [BLP18] Lemma 1.2 and Lemma 1.3, we can identify H1(k, TˆK/k) to
Z/pǫ0Z and H1(k, IKi/k(TˆEi/Ki)) to Z/p
eiZ for 1 ≤ i ≤ m. Under this identifi-
cation, we can rewrite the exact sequence (1.7) as follows :
(1.8) Z/pǫ0Z ι
1−→ ⊕
i∈I
Z/peiZ
ρ1−→ H1(k, SˆK0,K ′)→ H2(k, TˆK/k),
where ι1 is the natural projection from Z/pǫ0Z to Z/peiZ for each i. Note that
the image of ι1 is the subgroup D, and we have the exact sequence
(1.9) 0→ (⊕
i∈I
Z/peiZ)/D
ρ1−→ H1(k, SˆK,K ′)→ H2(k, TˆK/k).
Let a = (a1, ..., am) ∈ ⊕
i∈I
Z/peiZ and [a] be its image in (⊕
i∈I
Z/peiZ)/D. We
claim that ρ1([a]) is in X1ω(k, SˆK0,K ′) if and only if a ∈ Gω.
We denote by av the image of a in
m⊕
i=1
H1(kv, IKvi /kv(TˆEvi /Kvi )), and by Dv the
image of D in this sum.
By the exact sequence (1.9) over kv, we have ρ
1([a]) ∈X1ω(k, SˆK0,K ′) if and
only if av ∈ Dv for almost all places v ∈ Ωk.
Suppose that a ∈ Gω, and let v ∈ Ωk \ Sa. We claim that av ∈ Dv. As
v ∈ Ωk \ Sa, there is n ∈ Z/pe1Z such that v ∈ Ω(In(a)). If In(a) = I, then
clearly a ∈ D ⊆ Gω. Suppose that In(a) 6= I. This implies that for each
i /∈ In(a) and for each place w of Ki above v, the étale algebra Kwi ⊗ K is
isomorphic to a product of field extensions of Kwi of degree at most δ(n, i).
Let δi = δ(n, i) = δ(n, ai). Note that
H1(kv, IKvi /kv(TˆEvi /Kvi )) = H
1(Kvi , TˆEvi /Kvi ).
We have
H1(Kvi , TˆEvi /Kvi ) ≃ ⊕
w|v
H1(Kwi , TˆKwi ⊗K/Kwi ) ≃ ⊕
w|v
Z/pei,wZ,
where ei,w ≤ δi, and the localization map H1(Ki, TˆEi/Ki) → H1(Kvi , TˆEvi /Kvi )
is the canonical projection πei,ei,w from Z/p
eiZ to each component Z/pei,wZ.
Since for all i /∈ In(a) we have ei,w ≤ δi, and πei,δi(ai) = πe1,δi(n), this implies
that av = (n, ..., n)v. Since Sa is finite, we have a ∈X1ω(k, Sˆ(K0, K ′)).
Suppose conversely that av ∈ Dv for all v ∈ Ωk \ S, where S is a finite set.
We claim that ∪
n∈Z/pe1Z
Ω(In(a)) ⊇ Ωk \ S. Suppose not. Then there exists a
place v ∈ Ωk \ S such that v 6∈ ∪
n∈Z/pe1Z
Ω(In(a)). Since a
v ∈ Dv, there exists
n ∈ Z/pǫ0Z such that av = (ι1(n))v. As v /∈ Ω(In(a)), there exists i /∈ In(a)
and a place w of Ki above v such that K
w
i ⊗K is isomorphic to a product of
field extensions of degree pei,w of Kwi , with ei,w > δi. Then by the definition
of δi = δ(n, ai),we have πei,ei,w(ai) 6= πe1,ei,w(n). Hence the localization avi of
the i-th coordinate of a is not equal to the localization of the i-th coordinate
of (n, ..., n), which is a contradiction. Our claim then follows. Therefore, we
have X1ω(k, SˆK0,K ′) ≃Xω(K0, K ′).
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
2. Preliminary on cyclic extensions
From now on we assume that Ki’s are cyclic extensions of k with degree
pǫi’s. In this section we prove some general facts about the cyclic extensions
which will be used later.
Lemma 2.1. Let i, j ∈ I with i < j. Then ei,j ≥ e0,i.
Proof. Note that e0,i ≤ e0,j by assumption. Hence Ki(e0,i) = K0(e0,i) =
Kj(e0,i). As K0(e0,i) ⊆ Ki ∩Kj , we have ei,j ≥ e0,i. 
Lemma 2.2. Let M and N be two cyclic extensions of k with degree px and py
respectively. Suppose that x ≥ y. Denote the degree of M ∩N by pz. Then the
Galois group Gal(MN/k) ≃ Gal(M/k)×Gal(N/N ∩M) ≃ Z/pxZ×Z/py−zZ.
Proof. If y = z, then N ⊆ M and the lemma is clear. Suppose that y > z.
Then MN is a bicyclic extension of k and the exponent of its Galois group is
px. By the fundamental theorem of finite abelian groups, there is an element
σ in Gal(MN/k) of order px. If x > y, then this element restricted to M is a
generator of Gal(M/k). If x = y, then either σ restricted to M is a generator
of Gal(M/k) or σ restricted to N is a generator of Gal(N/k). Since we can
exchange M and N in this case, we can always assume σ is a generator of
Gal(M/k). Hence the exact sequence
0 // Gal(MN/M) // Gal(MN/k) // Gal(M/k) // 0
splits. Note that Gal(MN/M) is isomorphic to Gal(N/N ∩ M). Therefore
Gal(MN/k) ≃ Gal(M/k)×Gal(N/N ∩M) ≃ Z/pxZ× Z/py−zZ. 
Lemma 2.3. Let M , N , and R be cyclic extensions of k and v ∈ Ωk. Suppose
the following:
(1) RM = NM.
(2) RN ⊆ RM .
(3) RN ⊗k kv is a product of cyclic extensions.
Then either Rv⊗kvNv is isomorphic to a product of copies of Nv or Rv⊗kvMv
is isomorphic to a product of copies of Mv.
Proof. Let M˜ , N˜ and R˜ be cyclic extensions of kv such that M
v ≃ ∏ M˜ ,
Nv ≃ ∏ N˜ and Rv ≃ ∏ R˜. Let eM (resp. eN and eR) be the degree of M˜
(resp. N˜ and R˜) over kv.
Suppose that Rv⊗kvNv =
∏
R˜⊗kv N˜ ≇
∏
Nv. As there is a surjective map
from Rv ⊗kv Nv to RN ⊗k kv and the latter is a product of cyclic extensions,
the algebra Rv ⊗kv Nv is also a product of cyclic extensions. Hence eR > eN
and we can identify N˜ with a subfield of R˜.
Now consider the fields FR = M˜ ∩ R˜ and FN = M˜ ∩ N˜ . As RM = NM , we
have R˜M˜ = N˜M˜ . Therefore [R˜M˜ : M˜ ] = [R˜ : FR] = [N˜ : FN ].
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We claim that N˜ = FN . Suppose not, i.e. FN  N˜ . Since R˜ is cyclic and
N is its subfield, we have FN = FR. As [R˜ : FR] = [N˜ : FN ], we have R˜ = N˜ ,
which is a contradiction. Hence FN = N˜ and [R˜ : FR] = [N˜ : FN ] = 1. Since
R˜ = FR ⊆ M˜ , the algebra Rv ⊗kv Mv is isomorphic to Mv. The conclusion
then follows. 
We immediately have the following corollary.
Corollary 2.4. Let M , N , and R be cyclic extensions of k. Suppose the
following:
(1) RM = NM.
(2) RN ⊆ RM
(3) RN is locally cyclic.
Then for each place v ∈ Ωk, either Rv ⊗kv Nv is isomorphic to a product of
copies of Nv or Rv ⊗kv Mv is isomorphic to a product of copies of Mv.
Lemma 2.5. Let i, j ∈ I ′ and i 6= j. Let R be a cyclic extension of k
with degree pd. Set F = Ki ∩ Kj ∩ R and ph = [F : k]. Suppose that
R ⊆ KiKj and d ≤ min{ǫi, ǫj}. Then d+ ei,j − h ≤ min{ǫi, ǫj} and R ⊆
Ki(d+ ei,j − h)Kj(d+ ei,j − h).
Proof. By the definition of h, we have h ≤ ei,j . If h = ei,j , then d+ ei,j − h ≤
min{ǫi, ǫj} by the assumption of d. If h < ei,j, then R∩Ki = R∩Kj = F . As
RKi ⊆ KiKj , by comparing the degrees of both sides, we have ǫi + d − h ≤
ǫi + ǫj − ei,j and hence d+ ei,j − h ≤ ǫj . One can get d+ ei,j − h ≤ ǫi by a
similar way.
Next we show the second part of the statement. If h = d, then by definition
R = Ki(d) = Kj(d) and the lemma is clear. Suppose h < d. We regard
R, Ki and Kj as extensions of F . Let M = Ki(d+ ei,j − h)Kj(d+ ei,j − h).
Without loss of generality, we assume ǫi ≥ ǫj. By Lemma 2.2, the Galois group
Gal(KiKj/F ) is isomorphic to Gal(Ki/F ) × Gal(Kj/Ki ∩Kj) ≃ Z/pǫi−hZ ×
Z/pǫj−ei,j . Let (a, b) ∈ Z/pǫi−hZ × Z/pǫj−ei,j . If (a, b) fixes M , then a fixes
Ki(d+ ei,j − h) and b fixes Kj(d+ ei,j − h). Hence there are x and y such
that a = pd+ei,j−2hx and b = pd−hy.
On the other hand R is a cyclic extension of degree pd−h of F , so for
every σ ∈ Gal(KiKj/F ), we have pd−hσ ∈ Gal(KiKj/R). Hence we have
Gal(KiKj/M) ⊆ Gal(KiKj/R) and R ⊆M .

Lemma 2.6. Let d be a positive integer and J be a non-empty subset of I ′.
Suppose that M = MJ(d) is bicyclic. Then M = Ki(d)Kj(d), for any i, j ∈ J
such that the degree of Ki(d)Kj(d) is maximal.
Proof. As M is bicyclic, there are at least two elements in J . If |J | = 2, then
the claim is trivial.
Suppose that |J | > 2. Pick i, j ∈ J such that the degree of Ki(d)Kj(d) is
maximal. Note that d > ei,j as M is bicyclic.
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We claim that for any s ∈ J , the field Ks(d) is contained in Ki(d)Kj(d). As
the degree of Ki(d)Kj(d) is maximal, the degree of Ki(d)∩Kj(d) is minimal by
Lemma 2.2. Since Ki is cyclic, this implies that Ki(d)∩Kj(d) ⊆ Ki(d)∩Ks(d).
Set F = Ki(d)∩Kj(d) and regard Ki(d), Kj(d) and Ks(d) as extensions of F .
Set N = Ki(d)Kj(d) ∩Ks(d) and let pl be the degree of [N : k]. Note that N
is a cyclic extension and the degree of N ∩Ki ∩Kj is ei,j.
We claim that N = Ks(d). Suppose that N  Ks(d). As M is a bicyclic
extension of k, the field Ki(d)Kj(d)Ks(d) is also bicyclic over k and hence
bicyclic over N . Since Gal(Ki(d)Kj(d)Ks(d)/N) ≃ Gal(Ki(d)Kj(d)/N) ×
Gal(Ks(d)/N) and Gal(Ks(d)/N) is nontrivial, the group Gal(Ki(d)Kj(d)/N)
is cyclic. By Lemma2.5, we have N ⊆ Ki(l)Kj(l). Since N  Ks(d), we have
l < d and Ki(d)Kj(d) is a bicyclic extension of Ki(l)Kj(l). This contradicts to
Gal(Ki(d)Kj(d)/N) is cyclic. Hence N = Ks(d). The claim then follows. 
Lemma 2.7. Let a = (a1, ..., am) be an element in Gω(K0, K
′)\D. Set ǫ0−d =
min
i/∈Ia1(a)
{δ(a1, ai)}. Choose j /∈ Ia1(a) minimal such that ǫ0 − d = δ(a1, aj). Set
a′ = (a′1, ..., a
′
m) ∈ ⊕
i∈I
Z/peiZ as follows:
(2.1) a′i =
{
πej ,ei(aj), if i /∈ Ia1(a) and ǫ0 − d = δ(a1, ai);
πe1,ei(a1), otherwise.
Then a′ /∈ D and Sa′ ⊆ Sa.
Proof. First note that d > e0,i for all i /∈ Ia1(a). As j /∈ Ia1(a′), we have a′ /∈ D.
We claim that
⋃
n∈Z/pe1Z
Ω(In(a)) ⊆
⋃
n∈Z/pe1Z
Ω(In(a
′)), i.e. for n ∈ Z/pe1Z and
for v ∈ Ω(In(a)), there is some n′ ∈ Z/pe1Z such that v ∈ Ω(In′(a′)). To see
this, it is enough to show that for each n ∈ Z/pe1Z, there is some n′ ∈ Z/pe1Z
such that In(a) ⊆ In′(a′) and δ(n, ai) ≤ δ(n′, a′i) for all i /∈ In′(a′).
case 1. δ(a1, n) > ǫ0 − d. We claim that In(a) ⊆ Ia1(a′) in this case. For
all i ∈ In(a), we have δ(a1, ai) = δ(a1, πe1,ei(n)) = min{δ(a1, n), ei}. Hence we
have either δ(a1, ai) = δ(a1, n) > ǫ0 − d or i ∈ Ia1(a). Therefore a′i = πe1,ei(a1)
and i ∈ Ia1(a′). By the construction of a′, for any i /∈ Ia1(a′), we have
δ(a1, ai) = ǫ0 − d = δ(a′1, a′i).
case 2. δ(a1, n) = ǫ0 − d. Then for all i ∈ In(a) \ Ia1(a), we have δ(a1, ai) =
δ(a1, n) = ǫ0 − d. If i ∈ In(a) ∩ Ia1(a), then ei ≤ ǫ0 − d and hence πe1,ei(a1) =
πej ,ei(aj). In both cases, we have a
′
i = πej ,ei(aj) and i ∈ In′(a′) for any
n′ ∈ Z/pe1Z with aj = πe1,ej(n′). In this case, for any i /∈ In′(a′), we have
ei > ǫ0−d and a′i = πe1,ei(a1). This implies δ(a1, ai) > ǫ0−d for any i /∈ In′(a′).
Hence δ(n, ai) = ǫ0 − d and δ(n′, a′i) = δ(aj , a1) = ǫ0 − d = δ(n, ai).
case 3. δ(a1, n) < ǫ0 − d. Since ǫ0 − d = min
i/∈Ia1(a)
{δ(a1, ai)}, we have In(a) ⊆
Ia1(a) ⊆ Ia1(a′). For i /∈ Ia1(a′), we have δ(a1, ai) = ǫ0 − d and hence
δ(n, ai) = δ(n, a1) < ǫ0 − d = δ(a′1, a′i).
Our claim follows from the above three cases and hence Sa′ ⊆ Sa. 
We immediately have the following corollary.
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Corollary 2.8. Keep notation as above. If a in G(K0, K)\D (resp. Gω(K0, K ′)\
D), then a′ ∈ G(K0, K ′)\D. (resp. Gω(K0, K ′) \D).
Proposition 2.9. Let a = (a1, ..., am) be an element in Gω(K0, K
′) \D. Set
ǫ0 − d = min
i/∈Ia1(a)
{δ(a1, ai)}. For any s, t ∈ I with δ(a1, as) > ǫ0 − d and
δ(a1, at) = ǫ0−d, we set u = max{s, t}. Let β = min{e0,s, e0,t}. Then we have
the following:
(1) The extensionK0(d) ⊆ Fd,s,t := Ks(d+ es,t − β)Kt(d+ es,t − β). More-
over, if e0,s = e0,t, then Fd,s,t = K0(d)Ks(d+ es,t − β) = K0(d)Kt(d+ es,t − β).
(2) Suppose further that a ∈ G(K0, K ′). Then the fieldK0(d)Ku(d+ es,t − β)
is locally cyclic
Proof. Let s, t ∈ I as above. Define a′ as in Lemma 2.7. Then a′ ∈ Gω(K0, K ′)
by Corollary 2.8. At each place v ∈ Ωk\Sa′ , we have either K0(d)⊗Kvs is split
or K0(d)⊗Kvt is split. AsK0 is cyclic, the algebra K0(d)⊗kKsKt is isomorphic
to a product of copies of a cyclic extension R of KsKt. If R is a nontrivial
extension of KsKt, then by Chebotarev’s density theorem there will be infinite
many places v ∈ Ωk such that K0(d)⊗(KsKt)v is not split. This contradicts to
the fact that Sa′ is finite. Hence R = KsKt and K0(d) ⊆ KsKt. By Lemma2.5,
we have K0(d) ⊆ Ks(d+ es,t − β)Kt(d+ es,t − β).
If e0,s = e0,t, then β = e0,s = e0,t. Hence K(d)Ks(d+ es,t − β) and
K(d)Kt(d+ es,t − β) are both contained in Fd,s,t with the same degree p2d+es,t−2β .
Therefore K(d)Ks(d+ es,t − β) = Fd,s,t = K(d)Kt(d+ es,t − β). This proves
the first statement.
Suppose that a ∈ G(K0, K ′). Then a′ ∈ G(K0, K ′) by Corollary 2.8. Since
ǫ0 − e0,s ≥ δ(a1, as) > ǫ0 − d, we have d > β.
Since d > β, the field Fd,s,t is bicyclic, and its Galois group is isomorphic to
Z/pd+es,t−βZ× Z/pd−βZ by Lemma 2.2.
We first assume that e0,s ≤ e0,t. Then β = e0,s and F(d,s,t) = K0(d)Ks(d+ es,t − β)
by the dimension reason. Note that the field K0(d)Kt(d+ es,t − β) is con-
tained in Fd,s,t. Since a
′ ∈ G(K0, K ′), at each place v ∈ Ωk we have either
K0(d)⊗k Kvs splits into a product of Kvs or K0(d)⊗k Kvt splits into a product
of Kvt . For a place v ∈ Ωk, if K0(d) ⊗k Kvs splits into a product of Kvs , then
F vd,s,t is a product of cyclic extensions of kv. As a subalgebra of F
v
d,s,t, the alge-
bra (K0(d)Kt(d+ es,t − β))v is a product of cyclic extensions. If K0(d)⊗k Kvt
splits into a product of Kvt , then (K0(d)Kt(d+ es,t − β))v is a product of cyclic
extensions. Hence K0(d)Kt(d+ es,t − β) is locally cyclic.
For e0,s ≥ e0,t, a similar argument works.

3. Patching conditions
When it comes to computeGω(K0, K
′), it is natural to calculateGω(K0, KUr)
for each nonempty subset Ur and then try to "patch" the elements inGω(K0, KUr)’s
to get the group Gω(K0, K
′). The point is then to find the constraints on
those elements in Gω(K0, KUr) so that they can be patched into an element in
Gω(K0, K
′). The same idea is also applied to the computation of G(K0, K
′).
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In this section, we introduce the algebraic patching degree and the patching
degree which give the constraints as needed.
Recall that R = {r|Ur 6= ∅}. For a nonempty subset C ⊆ I and an integer
d ≥ 0, we define the field MC(d) to be the composite field 〈Ki(d)〉i∈C.
The simplest case to start with is the following:
Question 1. Let r ∈ R. Suppose that Ur 6= I. For x = (xi)i∈Ur ∈
Gω(K0, KUr) (resp. G(K0, KUr)), define ax = (a1, ..., am) ∈ ⊕
i∈I
Z/peiZ as fol-
lows:
(3.1) ai =
{
xi, if i ∈ Ur,
0, otherwise.
Then what is the constraints on x so that ax is an element in Gω(K0, K
′) (resp.
G(K0, K
′))?
To answer this kind of questions, we define the algebraic patching degree ∆ωr
and the patching degree ∆r.
3.1. Algebraic patching degrees
Definition 3.1. Let r ∈ R and suppose that Ur 6= I. Define the algebraic
patching degree ∆ωr of Ur to be the maximum nonnegative integer d satisfying
the following:
(1) If U>r is nonempty, then MU>r(d) ⊆ ∩
i∈Ur
K0(d)Ki(d).
(2) If U<r is nonempty, then MUr(d) ⊆ ∩
i∈U<r
K0(d)Ki(d).
If Ur = I, then we set ∆ωr = ǫ0.
Note that K0(r) = Ki(r) for all i ∈ U≥r. Hence by definition we have
∆ωr ≥ r. By Lemma 2.5 and the definition of ∆ωr , all nonnegative integer
d ≤ ∆ωr satisfy the conditions (1) and (2) in the above definition.
Lemma 3.2. Let r ∈ R and d ≤ ∆ωr be a nonnegative integer. If U<r is
nonempty, then K0(d)Kj(d) ⊆ ∩
i∈U≤r
K0(d)Ki(d) for all j ∈ Ur
Proof. Suppose that U<r is nonempty. If d ≤ r, the claim is trivial. Assume
d ≥ r. By the definition of ∆ωr the field K0(∆ωr )MUr(∆ωr ) is contained in
K0(∆
ω
r )Ki(∆
ω
r ) for all i ∈ U<r. By Lemma 2.5 we have K0(d)Kj(d) ⊆
∩
i∈U<r
K0(d)Ki(d) for all j ∈ Ur. By Lemma 2.6 we have K0(d)MUr(d) =
K0(d)Kj(d) for all j ∈ Ur. Hence K0(d)Kj(d) ⊆ ∩
i∈U≤r
K0(d)Ki(d) for all
j ∈ Ur. 
Proposition 3.3. Let r ∈ R. Suppose that U>r is nonempty. Let r′ ∈ R be
the smallest positive integer bigger than r. Then we have the following:
(1) If r = 0, then ∆ωr = ∆
ω
r′.
(2) ∆ωr ≤ ∆ωr′.
(3) ∆ωr − r ≥ ∆ωr′ − r′.
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Proof. We first show (2). Note that by our choice of r′, we have U<r′ = U≤r,
which is nonempty. By the definition of ∆r and by Lemma 3.2, we have
MUr′ (∆
ω
r ) ⊆ ∩
i∈Ur
K0(∆
ω
r )Ki(∆
ω
r ) ⊆ ∩
i∈U<r′
K0(∆
ω
r )Ki(∆
ω
r ).
Suppose that U>r′ is nonempty. As MU>r(∆
ω
r ) ⊆ K0(∆ωr )Ki(∆ωr ) for all
i ∈ Ur, by Lemma 2.6 we have K0(∆ωr )MU>r(∆ωr ) = K(∆ωr )Kj(∆ωr ) for all
j ∈ Ur′. Hence MU>r′ (∆ωr ) ⊆ ∩i∈Ur′K0(∆
ω
r )Ki(∆
ω
r ) and ∆
ω
r′ ≥ ∆ωr .
Suppose that r = 0. Then U<r′ = U0. By the definition of ∆
ω
r′, we
have MU>r′ (∆
ω
r′) ⊆ ∩
i∈Ur′
K0(∆
ω
r′)Ki(∆
ω
r′) and K0(∆
ω
r′)Kj(∆
ω
r′) is contained in
∩
i∈U0
K0(∆
ω
r′)Ki(∆
ω
r′) for all j ∈ Ur′. Hence MU≥r′ (∆ωr′) ⊆ ∩i∈U0K0(∆
ω
r′)Ki(∆
ω
r′).
Therefore ∆ωr′ ≤ ∆ω0 , which proves statement (1).
Now suppose that r > 0. We claim that ∆ωr′ − r′ ≤ ∆ωr − r. By Lemma 3.2,
we have K0(∆
ω
r′)Ki(∆
ω
r ) ⊆ ∩
j∈U<r′
K0(∆
ω
r′)Kj(∆
ω
r ) for all i ∈ Ur.
Let F = ∩
i∈U<r′
K0(∆
ω
r′)Ki(∆
ω
r′). As ∆
ω
r′ > ∆
ω
r , we have K0(∆
ω
r′)Ki(∆
ω
r ) ⊆ F,
for all i ∈ Ur.
Let i ∈ Ur. As K0(∆ωr′)Ki(∆ωr ) ⊆ F ⊆ K0(∆ωr′)Ki(∆ωr′), there is some
∆ωr ≤ γ ≤ ∆ωr′ such that F = K0(∆ωr′)Ki(γ). By the definition of ∆ωr′ , we have
K0(∆
ω
r′)Kj(∆
ω
r′) ⊆ F for all j ∈ Ur′. Hence ∆ωr′ − r′ ≤ γ − r by the dimension
reason.
Suppose that ∆ωr′ − r′ > ∆ωr − r. Then γ − r ≥ ∆ωr′ − r′ ≥ ∆ωr + 1 − r.
By the dimension reason K0(∆
ω
r′)Ki(∆
ω
r + 1) ⊆ F . Since Ki(∆ωr + 1) ⊆
F ⊆ K0(∆ωr′)Kj(∆ωr′) for all j ∈ U<r′, by Lemma 2.5 we have Ki(∆ωr + 1) ⊆
K0(∆
ω
r + 1)Kj(∆
ω
r + 1) for all j ∈ U<r.
Together with the fact that MU≥r′ (∆
ω
r′) ⊆ ∩
i∈Ur
K0(∆
ω
r′)Ki(∆
ω
r′), we have
∆ωr ≥ ∆ωr + 1, which is a contradiction. Hence ∆ωr′ − r′ ≤ ∆ωr − r. This
proves statement (3).

Definition 3.4. Suppose that Ur is nonempty. Let x ∈ Gω(K0, KUr). We say
that x is algebraically patchable if xi = 0 (mod p
ǫ0−∆ωr ) for all i ∈ Ur. The
subgroup consisting of all algebraically patchable elements of Gω(K0, KUr)
is called the algebraic patchable subgroup of Gω(K0, KUr). We denote by
G˜ω(K0, KUr) the algebraic patchable subgroup of Gω(K0, KUr).
Note that if U0 = I, then by definition every element of Gω(K0, K ′) is
algebraically patchable. Hence in the rest of this subsection we always assume
that Ur 6= I unless we state otherwise explicitly.
In the following we show that x is algebraically patchable if and only if ax
defined in Question 1 is in Gω(K0, K
′).
Proposition 3.5. Let x ∈ Gω(K0, KUr) and ax be defined as in the Question
1. If ax ∈ Gω(K0, K ′), then x is algebraically patchable.
We first prove the following Lemma.
Lemma 3.6. Keep the notation as in Proposition 3.5. Suppose that ax =
(a1, ..., am) ∈ Gω(K0, K ′) \ D. Set ǫ0 − d = min
i/∈Ia1(ax)
{δ(a1, ai)} and U ′r =
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{i ∈ Ur|ǫ0 − d = δ(a1, ai)}. If U ′r and Ur \ U ′r are both nonempty, then
K0(d)Ks(d) = K0(d)Kt(d) for any s ∈ U ′r and any t ∈ Ur \ U ′r. In particular
K0(d)MUr(d) = K0(d)MU ′r(d) = K0(d)MU\U ′r(d).
Proof. Suppose that U ′r is nonempty and U
′
r  Ur. Let t ∈ U ′r and i ∈ Ur \U ′r.
By Proposition 2.9, we have K0(d) ⊆ Ki(d+ ei,t − r)Kt(d+ ei,t − r), and
K0(d)Ki(d+ ei,t − r) = K0(d)Kt(d+ ei,t − r). Regard K0(d)Kt(d+ ei,t − r)
as a cyclic extension of K0(d). Then K0(d)Ki(d) and K0(d)Kt(d) are subfields
with the same degree of the cyclic extension K0(d)Kt(d+ ei,t − r). Hence
K0(d)Ki(d) = K0(d)Kt(d) for all t ∈ U ′r and all i ∈ Ur \U ′r. As a consequence
K0(d)MUr(d) = K0(d)MU ′r(d) = K0(d)MU\U ′r(d). 
Proof of Proposition 3.5. Suppose that ax = (a1, ..., am) ∈ Gω(K0, K ′). If
x = 0, then there is nothing to prove. Hence in the following we assume
x 6= 0. Set e − d0 = δ(a1, 0) and e − d1 = min
i∈Ur
{δ(a1, ai)}. If ax /∈ D, we set
ǫ0 − d = min
i/∈Ia1(ax)
{δ(a1, ai)} and U ′r = {i ∈ Ur|ǫ0 − d = δ(a1, ai)}.
We consider the following two cases.
case 1. r > 0.
Then by our construction a1 = 0 and I \ I0(ax) ⊆ Ur. Since x 6= 0, we have
ax /∈ D. Hence ǫ0 − d = min
i∈Ur
{δ(0, ai)} and U ′r is nonempty. Note that d > r
as x 6= 0. Hence it is enough to prove that ∆ωr ≥ d, i.e. d satisfies condition
(1) and (2) in Definition 3.1.
Note that U<r is nonempty since r > 0. For any s ∈ U<r and t ∈ U ′r, we have
es,t = e0,s. By Proposition 2.9, we have K0(d) ⊆ Ks(d)Kt(d). By the dimen-
sion reason Ks(d)Kt(d) = K0(d)Ks(d). Hence K0(d)Kt(d) ⊆ K0(d)Ks(d). As
s and t are arbitrary, we have K0(d)MU ′r(d) ⊆ ∩s∈U<rK0(d)Ks(d). If Ur = U
′
r,
then we are done. If not, then by Lemma 3.6 we have K0(d)MUr(d) ⊆
∩
s∈U<r
K0(d)Ks(d).
Now suppose that U>r is not empty. For s ∈ U≥d, we have Ks(d) = K0(d).
Let s ∈ U>r \U≥d and t ∈ U ′r. Then es,t = e0,t and by Proposition 2.9, we have
K0(d) ⊆ Ks(d)Kt(d) = K0(d)Kt(d). Since s and t are arbitrary, by Lemma
3.6 we have K0(d)MU>r(d) ⊆ ∩
t∈Ur
K0(d)Kt(d). Therefore ∆
ω
r ≥ d and x is
algebraically patchable.
case 2. r=0 and e− d1 ≥ e− d0.
Then we have d0 > 0 as x 6= 0. In this case, it is enough to prove d0 ≤ ∆ω0 .
Note that K0(d0) = MU≥d0 (d0). If U>0 = U≥d0 , then clearly d0 ≤ ∆ω0 . Suppose
U>0 6= U≥d0 . Then ax /∈ D and e − d = e − d0. Let s ∈ U>0 \ U≥d0 . As
1 ∈ U0 \ U ′0, we have U0 \ U ′0 nonempty. Let t ∈ U0 \ U ′0. Then by Proposition
2.9, we have K0(d0) ⊆ Ks(d0)Kt(d0) = K0(d0)Kt(d0). Since s, t are arbitrary,
we have K0(d0)MU>0(d0) ⊆ ∩
t∈U0\U ′0
K0(d0)Kt(d0). By Lemma 3.6, we have
K0(d0)MU>0(d0) ⊆ ∩
t∈U0
K0(d0)Kt(d0). Therefore∆
ω
r ≥ d0 and x is algebraically
patchable.
case 3. r=0 and e− d1 < e− d0.
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In this case, it is enough to prove d1 ≤ ∆ω0 . As d1 > d0, we have Ia1(ax)  I.
Hence by the construction of ax, we have e− d = e− d1. If U>0 = U≥d1 , then
clearly d1 ≤ ∆ω0 . Suppose U>0 6= U≥d1 . Let s ∈ U>0 \U≥d1 . By Proposition 2.9
we have K0(d1) ⊆ Ks(d1)Kt(d1) = K0(d1)Kt(d1) for any t ∈ U ′0. By Lemma
3.6, we have K0(d1)MU>0(d1) ⊆ ∩
t∈U0
K0(d1)Kt(d1). Therefore ∆
ω
r ≥ d1 and x
is algebraically patchable.

Let x ∈ Gω(K0, KUr) and denote by (I0, ..., Ipǫ0−r−1) the partition of Ur de-
fined by x. Recall that Sx is the finite subset of Ωk such that
⋃
n∈Z/pǫ0−rZ
Ω(In) =
Ωk \ Sx.
Definition 3.7. Suppose that G˜ω(K0, KUr) is nonempty. For a nonnegative
integer d ≤ ∆ωr we define Sr(d) and S>r(d) as follows.
(1) Suppose that U>r is nonempty. Define S>r(d) to be the smallest finite
set of places such that (K0(d)MU>r(d))
v is a product of cyclic extensions
of kv for all v /∈ S>r(d). If U>r is empty, then set S>r(d) = ∅.
(2) Suppose that U<r is nonempty. We define Sr be the smallest finite set
of places such that (K0(d)MUr(d))
v is a product of cyclic extensions of
kv for all v /∈ Sr(d). If U<r is empty, then set Sr = ∅.
Proposition 3.8. Let x ∈ G˜ω(K0, KUr) and ax be defined as in the Question
1. Denote by I(ax) = (I0, ..., Ipǫ0−1) the partition of I defined by ax. Let
d ≤ ∆ωr be a nonnegative integer such that xi = 0 (mod pǫ0−d) for all i ∈ Ur.
Let S = Sx ∪ Sr(d) ∪ S>r(d). Then
⋃
n∈Z/pǫ0Z
Ω(In) ⊇ Ωk \ S. As a consequence
ax ∈ Gω(K0, K ′).
Proof. If d = r, then clearly ax = 0 ∈ Gω(K0, K ′). Hence we can assume
d > r.
We claim that
⋃
n∈Z/pǫ0Z
Ω(In) ⊇ Ωk \S. Set ΩS = Ωk \S. If ΩS ⊆ Ω(I0), then
it is clear. Suppose not. Let v ∈ ΩS \ Ω(I0). Our aim is to find n 6= 0 such
that v ∈ Ω(In). Since v /∈ Ω(I0), there is t ∈ Ur \ I0 such that v /∈ Σδ(0,at)t . As
xt = 0 (mod p
ǫ0−d), we have δ(0, at) ≥ ǫ0 − d. Then clearly K0(d)v ⊗kv Kt(d)v
is not a product of copies of Kt(d)
v.
Suppose that U>r is nonempty. By the definition of d and the choice of
S, we have MU>r(d) ⊆ ∩
i∈Ur
K0(d)Ki(d) and (K0(d)MU>r(d))
v is a product
of cyclic extensions of kv. Let s ∈ Ur>0. Note that es,t = e0,t. Hence
K0(d)Kt(d) = Ks(d)Kt(d). As K0(d)Ks(d) ⊆ K0(d)Kt(d) and (K0(d)Ks(d))v
is a product of cyclic extensions of kv, by Lemma 2.3 we have K0(d)
v⊗kvKs(d)v
is a product of copies of Ks(d)
v.
Suppose that U<r is not empty. AsK0(d)Kt(d) ⊆ K0(d)Ks(d) = Ks(d)Kt(d)
for all s ∈ U<r, by similar arguments we have K0(d)v ⊗kv Ks(d)v is a product
of copies of Ks(d)
v. Hence v ∈ ∩
s/∈Ur
Σǫ0−ds .
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Denote by (I0, ..., Ipǫ0−r−1) the partition of Ur defined by x. Since x ∈
Gω(K0, KUr), by the definition we have
⋃
n∈Z/pǫ0−rZ
Ω(In) = Ωk \Sx. Hence there
is n 6= 0 such that v ∈ Ω(In). Let n ∈ Z/pǫ0Z such that πǫ0,ǫ0−r(n) = n. Then
δ(n, xi) = δ(n, xi) for all i ∈ Ur. We claim that v ∈ Ω(In).
To prove that v ∈ Ω(In), we first show that δ(n, ai) ≥ ǫ0−d for all i /∈ Ur∪In.
case 1. t ∈ In.
As t /∈ I0, we have δ(n, 0) ≤ ǫ0 − r. Hence δ(n, ai) = δ(xt, 0) ≥ ǫ0 − d for
i /∈ Ur ∪ In.
case 2. t /∈ In.
As v /∈ Σǫ0−dt and v ∈ Ω(In), we have δ(n, xt) > ǫ0−d. Since δ(0, xt) ≥ ǫ0−d,
we have δ(0, n) ≥ ǫ0 − d and hence δ(n, ai) ≥ ǫ0 − d for all i /∈ Ur ∪ In.
Since v ∈ ∩
s/∈Ur
Σǫ0−ds and δ(n, ai) ≥ ǫ0 − d for all i /∈ Ur ∪ In, we have
v ∈ ∩
s/∈Ur
Σ
δ(as ,n)
s . Combining this with the fact that v ∈ Ω(In), we have
v ∈ Ω(In). The proposition then follows.

3.2. Patching degrees
Definition 3.9. Let r ∈ R and suppose that Ur 6= I. Define the patching
degree ∆r of Ur to be the maximum nonnegative integer d ≤ ∆ωr satisfying the
following:
(1) If U>r is nonempty, then the field K0(d)MU>r(d) is locally cyclic.
(2) If U<r is nonempty, then the field K0(d)MUr(d) is locally cyclic.
If Ur = I, then we set ∆r = ǫ0.
Note that K0(r) = Ki(r) for all i ∈ U≥r. Hence by definition we have
From the definition of ∆r, we have ∆
ω
r ≥ ∆r ≥ r.
Proposition 3.10. Let r ∈ R. Suppose that U>r is nonempty. Let r′ ∈ R be
the smallest positive integer bigger than r. Then we have the following:
(1) If r = 0, then ∆r = ∆r′.
(2) ∆r ≤ ∆r′ ≤ ∆r + r′ − r.
Proof. We first show that ∆r ≤ ∆r′ . Note that by our choice of r′, we have
U<r′ = U≤r, which is nonempty. By Proposition 3.3 (2), we ∆r ≤ ∆ωr′ .
Suppose that U>r′ is nonempty. By the definition of∆r the fieldK0(∆r)MU>r(∆r)
is locally cyclic. Hence K0(∆r)MUr′ (∆r) and K0(∆r)MU>r′ (∆r) are locally
cyclic by the definition of ∆r. Therefore ∆r′ ≥ ∆r.
If r = 0,then U<r′ = U0. By the definition of∆r′ , we have K0(∆r′)Ki(∆r′) ⊆
∩
i∈U0
K0(∆r′)Ki(∆r′) for all i ∈ Ur′ and K0(∆r′)MUr′ (∆r′) is locally cyclic.
HenceMU≥r′ (∆r′) ⊆ ∩i∈U0K0(∆r′)Ki(∆r′), andK0(∆r′)MU≥r′ (∆r′) = K0(∆r′)MUr′ (∆r′)
is locally cyclic. Therefore ∆r′ ≤ ∆0, which proves statement (1).
Now suppose that r > 0. We claim that ∆r′ − r′ ≤ ∆r − r. Let
F = ∩
i∈U<r′
K0(∆r′)Ki(∆r′). By Lemma 3.2, we have K0(∆r′)Kj(∆r) ⊆
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∩
i∈U<r′
K0(∆r′)Ki(∆r) for all j ∈ Ur. Since ∆′r ≥ ∆r, we have K0(∆r′)Ki(∆r) ⊆
F for all i ∈ Ur.
Let i ∈ Ur. As K0(∆r′)Ki(∆r) ⊆ F ⊆ K0(∆r′)Ki(∆r′), there is some
∆r ≤ γ ≤ ∆r′ such that F = K0(∆r′)Ki(γ). As K0(∆r′)Kj(∆r′) ⊆ F for all
j ∈ Ur′, we have ∆r′ − r′ ≤ γ − r by the dimension reason.
Suppose that ∆r′ − r′ > ∆r − r. Then γ − r ≥ ∆r′ − r′ ≥ ∆r + 1− r. Then
Ki(∆r + 1) ⊆ F ⊆ K0(∆r′)Kj(∆r′) for all j ∈ U<r′, by Lemma 2.5 we have
Ki(∆r + 1) ⊆ K0(∆r + 1)Kj(∆r + 1) for all j ∈ U<r.
We claim that K0(∆r + 1)MUr(∆r + 1) is locally cyclic. Regard F as a
cyclic extension of K0(∆r′). As K0(∆r′)Ki(∆r + 1) and K0(∆r′)Kj(∆r′) are
subfields of F for j ∈ Ur′ , we have K0(∆r′)Ki(∆r + 1) ⊆ K0(∆r′)Kj(∆r′)
by the dimension reason. As K0(∆r′)MUr′ (∆r′) is locally cyclic, we have
K0(∆r + 1)MUr(∆r + 1) is locally cyclic.
Together with the fact that MU≥r′ (∆r′) ⊆ ∩i∈UrK0(∆r′)Ki(∆r′), we have
∆r ≥ ∆r + 1, which is a contradiction. Hence ∆r′ − r′ ≤ ∆r − r. This
proves statement (2).

Definition 3.11. Suppose that Ur is nonempty. Let x ∈ G(K0, KUr). We say
that x is patchable if xi = 0 (mod p
ǫ0−∆r) for all i ∈ Ur. The subgroup consist-
ing of all patchable elements of G(K0, KUr) is called the patchable subgroup of
G(K0, KUr). We denote by G˜(K0, KUr) the patchable subgroup of G(K0, KUr).
Note that if U0 = I, then by above definition every element of G(K0, K ′) is
patchable.
Hence in the rest of the subsection we always assume that Ur 6= I unless we
state otherwise explicitly.
In the following we show that x is patchable if and only if ax defined in
Question 1 is in G(K0, K
′).
Proposition 3.12. Let ax be defined as in the Question 1. If ax ∈ G(K0, K ′),
then x is patchable.
Proof. Suppose that ax = (a1, ..., am) ∈ G(K0, K ′). If x = 0, then there is
nothing to prove. Hence in the following we assume x 6= 0. Set e−d0 = δ(a1, 0)
and e− d1 = min
i∈Ur
{δ(a1, ai)}. If ax /∈ D, we set ǫ0 − d = min
i/∈Ia1(ax)
{δ(a1, ai)} and
U ′r = {i ∈ Ur|ǫ0 − d = δ(a1, ai)}.
By Proposition 3.5, we have that x is algebraically patchable. We consider
the following cases.
case 1. r>0.
Then a1 = 0. As x 6= 0, we have ax /∈ D and U ′r is nonempty. Since ∆ωr ≥ d,
it is enough to prove that d satisfies condition (1) and (2) in Definition 3.9.
Suppose that U<r is nonempty. Let s ∈ U<r and t ∈ U ′r. Then es,t = e0,s.
Since ∆ωr ≥ d, the field K0(d)MUr(d) is contained in K0(d)Ks(d). By Lemma
2.6, the field K0(d)MUr(d) is equal to K0(d)Kt(d). By Proposition 2.9, we
have K0(d)Kt(d) is locally cyclic. As K0(d)Kt(d) is locally cyclic, the field
K0(d)MUr(d) is locally cyclic.
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Now suppose that U>r is not empty. For s ∈ U≥d, we have Ks(d) = K0(d).
Let s ∈ U>r \ U≥d and t ∈ U ′r. Then es,t = e0,t. Again by Proposition
2.9, we have K0(d)Ks(d) is locally cyclic. By similar arguments, we have
K0(d)MU>r(d) is locally cyclic. Therefore ∆r ≥ d and x is patchable.
case 2. r=0 and e− d1 ≥ e− d0.
Then we have d0 > 0 as x 6= 0. In this case, it is enough to prove d0 ≤ ∆0.
Note that K0(d0) = MU≥d0 (d0). If U>0 = U≥d0 , then there is nothing to prove.
Suppose U>0 6= U≥d0 . Then ax /∈ D and e − d = e − d0. Since d0 ≤ ∆ωr ,
we have K0(d0)MU>0(d0) ⊆ K0(d0)K1(d0). By Lemma 2.6, there is some
s ∈ U>0 \ U≥d0 such that K0(d0)MU>0(d0) = K0(d0)Ks(d0). By Proposition
2.9, the field K0(d0)Ks(d0) is locally cyclic. The claim then follows.
case 3. r=0 and e− d1 < e− d0.
In this case, it is enough to prove d1 ≤ ∆0. As d1 > d0, we have Ia1(ax)  I.
Hence by definition U ′0 is nonempty and e− d = e − d1. If U>0 = U≥d1 , then
clearly d1 ≤ ∆0.
Suppose U>0 6= U≥d1 . Let t ∈ U ′0. Since d1 ≤ ∆ωr , we haveK0(d1)MU>0(d1) ⊆
K0(d1)Kt(d1). By Lemma 2.6, there is some s ∈ U>0 \ U≥d1 such that
K0(d1)MU>0(d1) = K0(d1)Ks(d1). By Proposition 2.9, the field K0(d1)Ks(d1)
is locally cyclic. The claim then follows. 
Now we prove the converse.
Proposition 3.13. Let x ∈ G˜(K0, K ′) and ax be defined as in the Question
1. Then ax ∈ G(K0, K ′).
Proof. If ∆r = r, then clearly ax = 0 ∈ G(K0, K ′). Hence we can assume
∆r > r.
As x ∈ G˜(K0, K ′), we have Sx = ∅. Since Sr(∆r) and S>r(∆r) are also
empty by the definition of ∆r, by Proposition 3.8 we have ax ∈ G(K0, K ′). 
4. The degree of freedom
In this section, we define the algebraic degree of freedom (resp. the degree of
freedom), which is used to describe the patchable subgroups of Gω(K0, KUr)’s
(resp. G(K0, KUr)’s). We illustrate the idea by the following lemma.
Lemma 4.1. Assume that U0 = I and let l = L(I). Let d be a nonnegative
integer satisfying the following:
• (1) MU0(d) is a subfield of a bicyclic extension.
• (2) K0(f) ⊆MU0(d) for some 0 ≤ f ≤ d.
For i ∈ I, set b[i]l+10 = (b1, ..., bm) as follows:
(4.1) bj =
{
pe−f , if j ∈ [i]l+10 ,
0, otherwise.
Then b[i]l+10
∈ Gω(K0, K ′).
Proof. By the definition of l, we have [i]l0 = I for all i ∈ I. The field
MU0(d) is cyclic if and only if d ≤ l. In this case we have f = 0 and
b[i]l+10
= 0 ∈ Gω(K0, K ′). Hence we assume MU0(d) is bicyclic in the following.
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As there are more than one equivalence class in I/ ∼
l+1
, the set I \ [i]l+10 is
non-empty. By Lemma2.6, we have MI(d) = Ks(d)Kt(d) for any s ∈ [i]l+10
and t ∈ I \ [i]l+10 .
Denote
S = {v ∈ Ωk|MI(d)v is not a product of cyclic extensions of kv}.
Let s, t as above. We claim that for each place v ∈ Ωk \ S, we have either
K0(f) ⊗k Ks(d)v is a product of copies of Ks(d)v or K0(f) ⊗k Kt(d)v is a
product of copies of Kt(d)
v.
Let v ∈ Ωk \ S. Let γ (resp. γi’s) be integer such that K0(f)v (resp.
Ki(d)) is a product of extensions of degree p
γ (resp. pγi) of kv. Suppose
that K0(f)
v ⊗kv Ks(d)v is not a product of copies of Ks(d)v. Then since
MI(d)
v is a product of cyclic extensions, we have γ > γs. If γ > γt, then
MI(d)
v = (Ks(d)Kt(d))
v is a product of fields of degree less than γ, which is
a contradiction as K0(f) ⊆ MI(d). Hence γ < γt and K0(f)v ⊗kv Kt(d)v is
a product of copies of Kt(d)
v by the cyclicity of MI(d)
v. Therefore b[i]l+10
∈
Gω(K0, K
′). 
Remark 4.2. If MI(d) in Lemma 4.1 is locally cyclic, i.e. S = ∅, then by the
above proof we have b[i]l+10
∈ G(K0, K ′).
Suppose that the element b[i]l+10
defined in Lemma 4.1 is nonzero, i.e. f > 0.
As we have shown in the above proof, this implies that d > L(U0). As
K0(f)Ki(d) ⊆ MU0(d), by the dimension reason, we have f ≤ d − L(U0).
On the other hand, by Lemma 2.5 if K0(f) ⊆ MU0(d), then K0(f) ⊆MU0(f +
L(U0)). Hence we can choose d = f + L(U0) and define the algebraic degree
of freedom of U0 to be the largest f such that f and d = f + L(U0) satisfy
the conditions in Lemma 4.1. Denote by fωU0 the algebraic degree of freedom
of U0.
Inspired by the definition of fωU0 , we define the algebraic degree of freedom
of Ur for each r ∈ R.
Definition 4.3. Let r ∈ R and lr = L(Ur). Let f ≤ ∆ωr be a nonnegative
integer satisfying the following:
(1) The field MUr(f + lr − r) is a subfield of a bicyclic extension.
(2) K0(f) ⊆MUr(f + lr − r).
Then we set fωUr to be the largest f ≤ ∆ωr satisfying above conditions. We call
fωUr the algebraic degree of freedom of Ur.
Remark 4.4. Note that f = r always satisfies the conditions in Definition
4.3. Hence we have fωUr ≥ r.
By recursion we define the algebraic degree of freedom of [i]hr for each i ∈ Ur
and h > L(Ur).
Definition 4.5. Keep the notations as above. Let i ∈ Ur and h > L(Ur). Let
f ≤ fω
[i]h−1r
be a nonnegative integer satisfying the following:
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(1) The field M[i]hr (f + L([i]
h
r )− r) is a subfield of a bicyclic extension.
(2) K0(f) ⊆M[i]hr (f + L([i]hr )− r).
Then we set fω[i]hr
to be the largest f ≤ fω
[i]h−1r
satisfying above conditions. We
call fω[i]hr the algebraic degree of freedom of [i]
h
r .
Inspired by Remark 4.2 we define similarly the degree of freedom.
Definition 4.6. Let r ∈ R, i ∈ Ur and h ≥ L(Ur). We define the degree of
freedom f[i]hr of [i]
h
r to be the maximum integer f ≤ fω[i]hr such that M[i]hr (f +
L([i]hr )− r) is locally cyclic. We call f[i]hr the degree of freedom of [i]hr .
Remark 4.7. From the above definition, we wee that f[i]hr = f
ω
[i]hr
ifM[i]hr (f
ω
[i]hl
+
L([i]hr )−r) is locally cyclic, for exampleM[i]hr (fω[i]hl +L([i]
h
r )−r) is an unramified
extension of k.
Proposition 4.8. Let r ∈ R, i ∈ Ur and h ≥ L(Ur). For all integers
r ≤ f ≤ fω
[i]hr
, we have M[i]hr (f + L([i]
h
r )− r) = K0(f)Ki(f + L([i]hr )− r).
Proof. By the definition of fω[i]hr
and Lemma 2.6, there is j ∈ [i]hr with ei,j =
L([i]hr ) such that M[i]hr (f
ω
[i]hr
+ L([i]hr ) − r) = Ki(fω[i]hr + L([i]hr ) − r)Kj(fω[i]hr +
L([i]hr ) − r). As K0(f) ⊆ M[i]hr (fω[i]hr + L([i]hr ) − r), by Lemma 2.5 we have
K0(f) ⊆ Ki(f + L([i]hr ) − r)Kj(f + L([i]hr ) − r). By the dimension reason
K0(f)Ki(f + L([i]
h
r )− r) = Ki(f + L([i]hr )− r)Kj(f + L([i]hr )− r).
Since M[i]hr (f + L([i]
h
r ) − r) is contained in Ki(fω[i]hr + L([i]hr ) − r)Kj(fω[i]hr +
L([i]hr )− r), by Lemma 2.6 we have M[i]hr (f + L([i]hr )− r) = Ki(f + L([i]hr )−
r)Kj(f+L([i]
h
r )−r). HenceM[i]hr (f+L([i]hr )−r) = K0(f)Ki(f+L([i]hr )−r). 
5. The computation of X2ω(k, TˆL/k)
We first prove a generalization of Lemma 4.1.
Proposition 5.1. Let r ∈ R, l ≥ L(Ur) and i ∈ Ur. Let f be an integer such
that r ≤ f ≤ fω
[i]lr
. Set l1 = L([i]
l
r) and set
S[i]lr = {v ∈ Ωk|M[i]lr(f + l1 − r)v is not a product of cyclic extensions of kv}.
Then Ωk \ S[i]lr ⊆ ( ∩
j∈[i]
l1+1
r
Σǫ0−fj ) ∪ ( ∩
j∈Ur\[i]
l1+1
r
Σǫ0−fj ).
Proof. If f = r, then clearly v ∈ Σǫ0−rj for all j ∈ Ur and all v ∈ Ωk. The
statement is trivial in this case. Hence in the following we assume that f > r,
which implies that |Ur| > 1.. Note that f ≤ fω[i]lr ≤ fω[i]hr for all L(Ur) ≤ h ≤ l.
We prove the statement by induction on l. Consider the case where l =
L(Ur). By definition [i]
l
r = Ur for all i ∈ Ur. As there are more than one
equivalence class in Ur/ ∼
l+1
, the set Ur \ [i]l+1r is non-empty. By Lemma
2.6 the field MUr(f + l − r) = Ks(f + l − r)Kt(f + l − r) for any s ∈ [i]l+1r
and t ∈ Ur \ [i]l+1r . Then by Proposition 4.8 we have K0(f)Ks(f + l − r) =
Ks(f + l − r)Kt(f + l − r) = K0(f)Kt(f + l − r).
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By Lemma 2.3 for all v ∈ Ωk \ SUr , either K0(f) ⊗k Ks(f + l − r)v is a
product of copies of Ks(f + l − r)v or K0(f) ⊗k Kt(f + l − r)v is a product
of copies of Kt(f + l− r)v. Hence Ωk \ SUr ⊆ ( ∩
j∈[i]l+1r
Σǫ0−fj )∪ ( ∩
j∈Ur\[i]
l+1
r
Σǫ0−fj ),
and the statement is true for l = L(Ur).
Suppose that the statement is true for l = h > L(Ur). Let l = h + 1. If
[i]h+1r = [i]
h
r , then the statement is true by the induction hypothesis.
Now suppose that [i]h+1r $ [i]
h
r . Let v ∈ Ωk \ S[i]lr . It suffices to show that
if v /∈ ∩
j∈[i]
l1+1
r
Σǫ0−fj , then v ∈ ∩
j∈Ur\[i]
l1+1
r
Σǫ0−fj . Suppose that v /∈ ( ∩
j∈[i]
l1+1
r
Σǫ0−fj ).
We first prove that v ∈ ( ∩
j∈[i]lr\[i]
l1+1
r
Σǫ0−fj ).
Let s ∈ [i]l1+1r such that v /∈ Σǫ0−fs . By Lemma 2.6 the fieldM[i]lr(f+l1−r) is
equal to Ks(f + l1 − r)Kj(f + l1 − r) for any j ∈ [i]lr \ [i]l1+1r . Hence M[i]lr(f +
l1 − r) = K0(f)Kj(f + l1 − r) = K0(f)Ks(f + l1 − r). Since M[i]lr(f + l1 − r)v
is a product of cyclic extensions of kv and v /∈ Σǫ0−fs , by Lemma 2.3 we have
K0(f)⊗kKj(f + l1 − r)v is a product of copies ofKj(f + l1 − r)v. This implies
v ∈ ( ∩
j∈[i]lr\[i]
l+1
r
Σǫ0−fj ).
Next we show that v ∈ ( ∩
j∈Ur\[i]lr
Σǫ0−fj ). As [i]
h+1
r  [i]
h
r , we have L([i]
h
r ) = h.
By Proposition 4.8 we have M[i]hr (f + L([i]
h
r ) − r) ⊆ M[i]lr(f + l1 − r) and
hence S[i]hr ⊆ S[i]lr . Since Ωk \ S[i]lr ⊆ Ωk \ S[i]hr , by induction hypothesis
Ωk \ S[i]lr ⊆ ( ∩
j∈Ur\[i]
h+1
r
Σǫ0−fj ) ∪ ( ∩
j∈[i]h+1r
Σǫ0−fj ). As [i]
l1+1
r ⊆ [i]h+1r , we have
v /∈ ( ∩
j∈[i]h+1r
Σǫ0−fj ). Hence v ∈ ( ∩
j∈Ur\[i]
h+1
r
Σǫ0−fj ). Combining with the fact that
v ∈ ( ∩
j∈[i]lr\[i]
l1+1
r
Σǫ0−fj ), we have v ∈ ( ∩
j∈Ur\[i]
l1+1
r
Σǫ0−fj ).

Corollary 5.2. Let r ∈ R and i ∈ Ur. For l ≥ L(Ur), set l1 = L([i]lr). Set
xω
[i]
l1+1
r
= (xi)i∈Ur ∈ ⊕
i∈Ur
Z/pe−rZ as follows:
(5.1) xj =
{
p
ǫ0−fω
[i]lr , for all j ∈ [i]l1+1r ,
0, otherwise.
Then xω
[i]
l1+1
r
∈ Gω(K0, KUr).
Proof. It is directly from Proposition 5.1. 
Corollary 5.3. Let r ∈ R and i ∈ Ur. For l ≥ L(Ur), set l1 = L([i]lr). Set
x
[i]
l1+1
r
= (xi)i∈Ur ∈ ⊕
i∈Ur
Z/pe−rZ as follows:
(5.2) xj =
{
p
ǫ0−f[i]lr , for all j ∈ [i]l1+1r ,
0, otherwise.
Then x
[i]
l1+1
r
∈ G(K0, KUr).
Proof. It is directly from Proposition 5.1. 
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6. The computation of X2ω(k, TˆL/k) and X
2(k, TˆL/k)
In this section we use the (algebraic) patching degrees and the degree of
freedom to describe the group structure of X2(k, TˆL/k) and X
2
ω(k, TˆL/k).
6.1. Generators of algebraic patchable subgroups and patchable sub-
groups
For r ∈ R, set
xωUr = (p
ǫ0−∆ωr )i∈Ur ∈ Gω(K0, KUr);
and
xUr = (p
ǫ0−∆r)i∈Ur ∈ G(K0, KUr).
In the following we show that the elements x[i]lr ’s (resp. x
ω
[i]lr
) defined in
Proposition 5.3 are generators of G˜(K0, KUr) (resp. G˜ω(K0, KUr)).
Proposition 6.1. Let r ∈ R. We have the following:
(1) The algebraic patchable subgroup G˜ω(K0, KUr) is generated by the x
ω
[i]lr
’s
for all i ∈ Ur and l ≥ L(Ur).
(2) The patchable subgroup G˜(K0, KUr) is generated by the x[i]lr ’s for all
i ∈ Ur and l ≥ L(Ur).
Proof. Let x = (xi)i∈Ur ∈ G˜ω(K0, KUr) ⊆ ⊕
i∈Ur
(Z/pǫ0−rZ). Let t be the smallest
index in Ur. After modifying x by a multiple of xUr , we can assume xt = 0.
Let I(x) = (I0(x), ..., Ipǫ0−r−1(x)) be the partition of Ur associated to x. Set
J = Ur \ I0(x). We prove the proposition by induction on |J |. If |J | = 0, then
it is clear that x = 0 ∈ 〈xω[i]lr〉i∈Ur,l≥L(Ur). Let c be a positive integer. Suppose
that the statement is true for all |J | < c.
Suppose now that |J | = c. Let ǫ0 − d = min
i∈J
{δ(0, xi)}. As x is patchable,
we have d ≤ ∆ωr . Let J ′ = {i ∈ J | δ(0, xi) = ǫ0 − d}. Choose i ∈ J ′. Let l be
the smallest integer such that [i]l+1r ⊆ J ′. We claim that M[i]hr (d+L([i]hr )− r)
is a subfield of a bicyclic extension for all r ≤ h ≤ l.
Let l′ = L([i]hr ). Note that [i]
h
r = [i]
l′
r ! [i]
l′+1
r by the definition of l
′. Set
J = J ′ ∩ [i]hr . By the choice of l and h, we have [i]hr * J . Pick j ∈ J and
j′ ∈ [i]hr \ J such that
ej,j′ = max{es,t| s ∈ J, t ∈ [i]hr \ J}.
By Lemma 2.9 we have Fd,j,j′ = K0(d)Kj(d+ ej,j′ − r) = K0(d)Kj′(d+ ej,j′ − r).
Again by Lemma 2.9 for s ∈ [i]hr\J , we have Fd,s,j = Ks(d+ es,j − r)Kj(d+ es,j − r) =
K0(d)Kj(d+ es,j − r). Since l′ ≤ es,j ≤ ej,j′, we haveKs(d+ l′ − r)Kj(d+ l′ − r) ⊆
Fd,j,j′ for all s ∈ [i]hr \ J .
By a similar argument, we have Ks(d+ l
′ − r)Kj′(d+ l′ − r) ⊆ Fd,j,j′ for all
s ∈ J . Hence M[i]hr (d+ l′ − r) ⊆ Fd,j,j′.
Now we claim that there is j1, j2 ∈ [i]hr such that M[i]hr (d+ l′ − r) = Fd,j1,j2.
If J ⊆ [j′]l′+1r , then pick j1 ∈ [i]l′r \ [j′]l′+1r and pick j2 ∈ J . If J * [j′]l′+1r , then
pick j2 ∈ J \ [j′]l′+1r and j1 = j′. Then ej1,j2 = l′. By Lemma 2.6, we have
M[i]hr (d+ l
′ − r) = Fd,j,j′.
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By Lemma 2.9K0(d) ⊆M[i]hr (d+l′−r), so we have d ≤ fω[i]hr for all r ≤ h ≤ l.
In particular d ≤ fω[i]lr . By Proposition 5.2, there is an integer n such that
the i-th coordinate of nxω
[i]l+1r
is xi. Since [i]
l+1
r ⊆ J ′, the number of non-
zero coordinates of x − nxω
[i]l+1r
decreases by at least one. By the induction
hypothesis, the element x−nxω
[i]l+1r
is generated by patchable diagonal elements
and xω
[j]hr
’s. The statement (1) then follows.
Suppose further that x ∈ G˜(K0, KUr). Then by Lemma 2.9M[i]hr (d+l′−r) =
Fd,j,j′ is locally cyclic. Hence d ≤ f[i]hr for all r ≤ h ≤ l. By similar argument
we get statement (2). 
Theorem 6.2. Let r ∈ R. Then
(1) G˜ω(K0, KUr) ≃ Z/p∆ωr−rZ ⊕
l≥L(Ur)
⊕
c∈Ur/∼
l
(Z/pf
ω
c −rZ)nl+1(c)−1.
(2) G˜(K0, KUr) ≃ Z/p∆r−rZ ⊕
l≥L(Ur)
⊕
c∈Ur/∼
l
(Z/pfc−rZ)nl+1(c)−1.
Proof. By Proposition 6.1, the group G˜ω(K0, KUr) is generated by the x
ω
[i]lr
’s
for i ∈ Ur and l ≥ L(Ur). For l ≥ L(Ur), it is clear that the cyclic group
〈xω
[i]
L([i]lr)+1
r
〉 is isomorphic to Z/pf
ω
[i]lr
−r
Z and 〈xωUr〉 ≃ Z/p∆
ω
r−rZ. For each
l ≥ L(Ur), we have [i]lr = [i]l+1r if and only if nl+1([i]lr) = 1.
Suppose that [i]lr % [i]
l+1
r . If [i]
l
r 6= Ur, then let l1 be an integer such that
[i]
L([i]
l1
r )+1
r = [i]lr. Then we have the relation∑
[j]l+1r ∈[i]lr/ ∼
l+1
xω
[j]l+1r
= p
fω
[i]
l1
r
−fω
[i]lrxω[i]lr ,
If [i]lr = Ur, then ∑
[j]l+1r ∈[i]lr/ ∼
l+1
xω
[j]l+1r
= p
∆ωr−f
ω
[i]lrxωUr .
We choose nl+1([i]
l
r)-1 distinct classes in [i]
l
r/ ∼
l+1
. Let [j]l+1r ’s be these
classes. Then xω
[j]l+1r
’s generate a group isomorphic to (Z/p
fω
[i]lr
−r
Z)nl+1([i]
l
r)−1
and this group is disjoint to the group generated by 〈xω
[i′]hr
〉i′∈Ur, L(Ur)≤h≤l and
by 〈xω
[j′]l+1r
〉j′ /∈[i]lr .
Hence G˜(K0, KUr) ≃ Z/p∆ωr−rZ ⊕
l≥L(Ur)
⊕
c∈Ur/∼
l
(Z/pf
ω
c −rZ)nl+1(c)−1.
One can prove (2) by a similar argument. 
For U0 = I, we get the group structure of X1(k, TL/k) immediately from
the above theorem.
Corollary 6.3. Suppose that U0 = I. Then
(1) X2ω(k, TˆL/k) ≃ ⊕
l≥L(I)
⊕
c∈I/∼
l
(Z/pf
ω
c Z)nl+1(c)−1.
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(2) X2(k, TˆL/k) ≃ ⊕
l≥L(I)
⊕
c∈I/∼
l
(Z/pfcZ)nl+1(c)−1.
Proof. As U0 = I, we have∆0 = ǫ0 andG(K0, K ′) = G˜(K0, KU0). By Theorem
6.2 the group G(K0, K
′) ≃ Z/pǫ0Z ⊕
l≥L(I)
⊕
c∈I/∼
l
(Z/pfcZ)nl+1(c)−1. As the diagonal
group D is isomorphic to Z/pǫ0Z, we have
X
2(k, TˆL/k) ≃ ⊕
l≥L(I)
⊕
c∈I/∼
l
(Z/pfcZ)nl+1(c)−1.
By a similar argument we get (1). 
6.2. The Tate-Shafarevich groups
For i ∈ Ur and l ≥ L(Ur), set aω[i]lr = (aj)j∈I to be the embedding of
xω[i]lr
= (xj)j∈Ur in Gω(K0, K
′) as follows:
(6.1) aj =
{
xj , for all j ∈ Ur,
0, otherwise.
We define a[i]lr = (aj)j∈I to be the embedding of x[i]lr = (xj)j∈Ur in G(K0, K
′)
in the same way.
Proposition 6.4. We have the following:
(1) The group Gω(K0, K
′) is generated by the diagonal group D and the
aω
[i]hr
’s defined as above.
(2) The group G(K0, K
′) is generated by the diagonal group D and the
a[i]hr ’s defined as above.
We first prove the following lemma.
Lemma 6.5. Let a = (a1, ..., am) ∈ Gω(K0, K ′) \D with a1 = 0. Let r ∈ R
be the maximum integer with the following property:
(1) There is some t ∈ Ur \ I0(a) such that δ(at, 0) = min
i/∈I0(a)
{δ(ai, 0)}.
Set x = (xi)i∈Ur be the projection of a on ⊕
i∈Ur
Z/pe−rZ, i.e. xi = ai for
all i ∈ Ur. Then x ∈ G˜ω(K0, KUr). Moreover if a ∈ G(K0, K ′), then
x ∈ G˜(K0, KUr).
Proof. Clearly x ∈ Gω(K0, KUr). By the choice of t, we have x 6= 0. Set
ǫ0 − d = δ(xt, 0). Then d > r as x 6= 0. To prove that x is patchable, it is
enough to show that d ≤ ∆r.
Set U ′r = {i ∈ Ur| ǫ0 − d = δ(0, xi)}. By the choice of r we have U ′r 6= ∅.
Suppose that U>r is nonempty. By the choice of Ur, for all s ∈ U>r
we have either δ(0, as) > ǫ0 − d or s ∈ I0(a). Let s ∈ U>r. Suppose
δ(0, as) ≤ ǫ0 − d. Then s ∈ I0(a) and e0,s ≥ d. As e0,s ≥ d, we have
Ks(d) = K0(d) ⊆ K0(d)Ki(d) for all i in Ur.
Suppose that δ(0, as) > ǫ0 − d. By Proposition 2.9, we have K0(d)Ks(d) ⊆
K0(d)Ki(d) for all i in U
′
r. Hence by Lemma 3.6 we have K0(d)MU>r(d) ⊆
∩
i∈Ur
K0(d)Ki(d).
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Suppose that U<r is nonempty. Let s ∈ U<r. Then δ(0, as) ≥ ǫ0 − d. If
δ(0, as) > ǫ0 − d, then by Proposition 2.9 we have K0(d)Ki(d) ⊆ K0(d)Ks(d)
for all i in U ′r.
If δ(0, as) = ǫ0 − d, then by Proposition 2.9 we have K0(d)Ks(d) ⊆
K0(d)K1(d). As e0,s < r, we have [K0(d)Ki(d) : K0(d)] < [K0(d)Ks(d) : K0(d)]
for all i ∈ U ′r. Since they are both subfields of the cyclic extension K0(d)K1(d)
of K0(d), we have K0(d)Ki(d) ⊂ K0(d)Ks(d) for all i ∈ U ′r.
By Lemma 3.6 we have K0(d)MUr(d) = K0(d)MU ′r(d) ⊆ ∩s∈U<rK0(d)Ks(d).
Therefore d ≤ ∆ωr and x is algebraically patchable.
Now suppose further that a ∈ G(K0, K ′). Clearly x ∈ G(K0, KUr). Suppose
that U>r is nonempty. Then as K0(d)MU>r(d) is contained in a bicyclic
extension, by Lemma 2.6 we have K0(d)MU>r(d) = K0(d)Ks(d) for some
s ∈ U>r. By the choice of r and by Proposition 2.9 (2), we have either
K0(d) = Ks(d) or K0(d)Ks(d) is locally cyclic.
Suppose that U<r is nonempty. By the same argument we haveK0(d)MUr(d) =
K0(d)Ki(d) for some i ∈ U ′r. As a1 = 0, by Proposition 2.9 (2) we have
K0(d)Ki(d) is locally cyclic. Hence d ≤ ∆r.

Now we prove Proposition 6.4.
Proof of Proposition 6.4. Let a = (ai)i∈I ∈ Gω(K0, K ′). After modifying by
a diagonal element, we can assume that a1 = 0. Let J = {i|i /∈ I0(a)}. We
prove that a is generated by D and a[i]hr ’s by induction on |J |. If |J | = 0, then
a = 0 ∈ G(K0, K ′).
Suppose that |J | 6= 0. Choose r ∈ R as in Lemma 6.5 and set x ∈
Gω(K0, KUr) be the projection of a as defined in Lemma 6.5. Then x is
algebraically patchable and by Proposition 6.1 it is generated by xω
[i]hr
’s. Let
ax ∈ Gω(K0, K ′) be the embedding of x defined as in Question 1. Then ax is
generated by aω
[i]hr
’s. As the element a−ax is with less non-zero coordinates, by
the induction hypothesis it is generated by D and aω
[i]hr
’s. Hence a is generated
by D and xω[i]hr
.
Suppose further that a = (ai)i∈I ∈ G(K0, K ′). Then by Lemma 6.5 we
have x is patchable and by Proposition 6.1 it is generated by x[i]hr ’s. The same
argument then shows that a is generated by D and x[i]hr .

Theorem 6.6. Keep the notations as above. Then we have
Gω(K0, K
′) ≃ Z/pǫ0Z ⊕
r∈R\{0}
Z/p∆
ω
r−rZ ⊕
r∈R
⊕
l≥L(Ur)
⊕
c∈Ur/∼
l
(Z/pf
ω
c −rZ)nl+1(c)−1.
As a consequence, we have
X
2
ω(k, TˆL/K) ≃ ⊕
r∈R\{0}
Z/p∆
ω
r−rZ ⊕
r∈R
⊕
l≥L(Ur)
⊕
c∈Ur/∼
l
(Z/pf
ω
c −rZ)nl+1(c)−1.
Proof. By Proposition 6.4, the group Gω(K0, K
′) is generated by the diagonal
group D and the group ⊕
r∈R
G˜ω(K0, KUr). If U0 = I, then it is just Theorem
6.2.
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Suppose that U0 6= I. Set aI = (1, ..., 1), which is a generator of D. Then
we have the relation ∑
r∈R
p∆
ω
r−∆
ω
0 aωUr = p
ǫ0−∆ω0 aI .
Note that by Proposition 3.3 (1), we have ∆ω0 > 0. Hence p
ǫ0−∆ω0 aI and a
ω
U0
is nonzero. It is clear that the element pǫ0−∆
ω
0 aI generates the intersection
D ∩ ⊕
r∈R
G˜ω(K0, KUr). Hence
Gω(K0, K
′) ≃ D ⊕
l≥L(U0)
⊕
c∈U0/∼
l
(Z/pf
ω
c Z)nl+1(c)−1 ⊕
r∈R\{0}
G˜ω(K0, KUr) .
r∈R

Theorem 6.7. Keep the notation as above. Then we have
G(K0, K
′) ≃ Z/pǫ0Z ⊕
r∈R\{0}
Z/p∆r−rZ ⊕
r∈R
⊕
l≥L(Ur)
⊕
c∈Ur/∼
l
(Z/pfc−rZ)nl+1(c)−1.
As a consequence, we have
X
1(k, TL/K) ≃ ⊕
r∈R\{0}
Z/p∆r−rZ ⊕
r∈R
⊕
l≥L(Ur)
⊕
c∈Ur/∼
l
(Z/pfc−rZ)nl+1(c)−1.
Proof. By Proposition 6.4, the group G(K0, K
′) is generated by the diagonal
group D and the group ⊕
r∈R
G˜(K0, KUr). If U0 = I, then it is just Theorem 6.2.
Suppose that U0 6= I. Set aI = (1, ..., 1), which is a generator of D. Then
we have the relation ∑
r∈R
p∆r−∆0aUr = p
ǫ0−∆0aI .
Note that by Proposition 3.10 (1), we have ∆0 > 0. Hence p
ǫ0−∆0aI and aU0
are nonzero. It is clear that the element pǫ0−∆0aI generates the intersection
D ∩ ⊕
r∈R
G˜(K0, KUr). Hence
G(K0, K
′) ≃ D ⊕
l≥L(U0)
⊕
c∈U0/∼
l
(Z/pfcZ)nl+1(c)−1 ⊕
r∈R\{0}
G˜(K0, KUr) .
r∈R

Remark 6.8. Let K be a minimal Galois extension of k which splits TL/k and
denote its Galois group by G. An alternative way to calculate X2ω(G, TˆL/k) is
to express the degree of freedom and patching degree in terms of the group
structure of G. Then one can use the method in [BP19] to get X2ω(G, TˆL/k)
from X2(l,M) for some finite extension l and some Gal(ks/k)-module M .
7. Examples
In this section, we gives some examples of the group X2(k, TˆL/k). We first
note the following case.
Proposition 7.1. Let F = ∩
i∈U0
K0Ki. If F = K0, then X
2(k, TˆL/k) =
X
2
ω(k, TˆL/k) = 0.
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Proof. It is enough to show that X2ω(k, TˆL/k) = 0. Let l = L(U0). We claim
that the algebraic degree of freedom fωU0 = 0. Suppose not. Then we have
K0(f
ω
U0
)MU0(f
ω
U0
+ l) is bicyclic and is contained in F, which is a contradiction.
Therefore fωU0 = 0. If U0 = I, then X2ω(k, TˆL/k) = 0 by Corollary 6.3.
Suppose that U0 6= I. Let r be the smallest number in R \ {0}. Since
F = K0, we have ∆
ω
r = r. By Proposition 3.3 we have ∆
ω
r′ − r′ ≤ ∆ωr − r
for all r′ ∈ R. Hence ∆ωr′ − r′ = 0 for all r′ ∈ R. By Theorem 6.6 the group
X
2
ω(k, TˆL/k) = 0. 
Example 7.2. Let k = Q and ζn be a primitive n-th root. Let p0,...,pm
be distinct odd primes and ni be positive integers. Set Ki = Q(ζpini ) for
0 ≤ i ≤ m. Then Ki’s are cyclic extensions. Since ∩
i∈I
K0Ki = K0, by
Proposition 7.1 X2ω(k, TˆL/k) = 0.
Proposition 7.3. Suppose that Ki’s are linearly disjoint extensions of k for
all i ∈ I ′. Let f be the maximum integer such that MI′(f) is a subfield of a
bicyclic extension; and f ′ be the maximum integer such that MI′(f
′) is bicyclic
and locally cyclic. Then X2ω(k, TˆL/k) ≃ (Z/pfZ)m−1 and X2(k, TˆL/k) ≃
(Z/pf
′
Z)m−1.
Proof. Since Ki’s are disjoint extensions for all i ∈ I ′, we have U0 = I,
L(U0) = 0 and n1(U0) = m. Then by definition we have f
ω
U0
= f and fU0 = f
′.
The proposition follows from Corollary 6.3. 
Example 7.4. Let k = Q(i). Let K0 = k(
4
√
17), K1 = k(
4
√
17× 13) and
K2 = k(
4
√
13). Then MI′(2) is a bicyclic extension of k with Galois group
Z/4Z× Z/4Z. Hence X2ω(k, TˆL/k) ≃ Z/4Z.
It is clear that MI′(2)v is a product of cyclic extensions if v is an unramified
place. Let P be the prime ideal associated to v. If MI′(2) is ramified at v,
then P ∩ Z ∈ {(2), (17), (409)}. Since 17 is not a 4-th root in Q13, we have
MI′(2)17 is not cyclic.
It is easy to check that MI′(1) is locally cyclic. Hence by Proposition 6.3
we have X2(k, TˆL/k) ≃ Z/2Z.
Example 7.5. Let k = Q(i). Let K0 = k(
4
√
17), K1 = k(
4
√
17× 409) and
K2 = k(
4
√
409). Then MI′(2) is a bicyclic extension of k with Gal(F/k) =
Z/4Z× Z/4Z. Hence X2ω(k, TˆL/k) ≃ Z/4Z.
We claim thatMI′(2) is locally cyclic. Let v ∈ Ωk. It is clear thatMI′(2)v is
a product of cyclic extensions if v is an unramified place. Let P be the prime
ideal associated to v. IfMI′(2) is ramified at v, then P∩Z ∈ {(2), (17), (409)}.
However 409 and 17 are quartic residues of each other, and 17 has a 4-th root
in Q2. Therefore MI′(2) is locally cyclic and fU0 = 2. By Corollary 6.3 we
have X2(k, TˆL/k) ≃ Z/4Z. In this case the weak approximation for TL/k holds.
Proposition 7.6. Let F be a bicyclic extension of k with Galois group Z/pnZ×
Z/pnZ. Let Ki’s be distinct cyclic subfields of F with degree pn. Then
X
2
ω(k, TˆL/k) ≃ ⊕
r∈R\{0}
Z/pn−rZ ⊕
r∈R
⊕
l≥L(Ur)
⊕
c∈Ur/∼
l
(Z/pn−lZ)nl+1(c)−1.
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Proof. Regard F as a cyclic extension of K0. Let i ∈ R. For all i ∈ Ur, the
field K0Ki is the unique degree p
n−r extension of K0 contained in F . Hence
∆ωr = n for all r ∈ R.
For l ≥ L(Ur), the field M[i]lr(n) is contained in F and its Galois group
is isomorphic to Z/pnZ × Z/pn−L([i]lr). We claim that fω
[i]lr
= n − L([i]lr) + r.
Regard F as a cyclic field extension of Ki. As subfields of F , both K0(n −
L([i]lr)+r)Ki andM[i]lr(n) are cyclic extensions ofKi of degree p
n−L([i]lr). Hence
K0(n− L([i]lr) + r)Ki = M[i]lr(n) and fω[i]lr = n− L([i]lr) + r.
For a class c ∈ Ur/
∼
l , we have nl+1(c) > 1 if and only if L(c) = l. The
proposition then follows.

Example 7.7. Let k = Q(i). Let K0 = k(
4
√
13), K1 = k(
4
√
17), K2 =
k(
4
√
13.172). Then 1 ∈ U0 and 2 ∈ U1. By Proposition 7.6, we have
X
2
ω(k, TˆL/k) ≃ Z/2Z. As the field K0K2 is locally cyclic, we have ∆1 = 2.
Hence X1(k, TL/k) ≃ Z/2Z. In this case the weak approximation for TL/k
holds.
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