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TRANSITION MAPS AT NON-RESONANT
HYPERBOLIC SINGULARITIES ARE O-MINIMAL
T. KAISER, J.-P. ROLIN AND P. SPEISSEGGER
Abstrat. We onstrut a model omplete and o-minimal ex-
pansion RQ of the eld of real numbers suh that, for any planar
analyti vetor eld ξ and any isolated, non-resonant hyperboli
singularity p of ξ, a transition map for ξ at p is denable in RQ.
This expansion also denes all onvergent generalized power series
with natural support and is polynomially bounded.
Introdution
One of the motivations for this paper is the following: let ξ be a
(real) analyti vetor eld on R2 suh that ξ−1(0) = {p} is an isolated
singularity of ξ. We assume here that the ow of ξ near p is as pitured
in Figure 1 below: there are two trajetories of ξ at p, one inoming to
p, alled γ−, and the other outgoing from p, alled γ+. To desribe the
ow of ξ near these trajetories, we x two small segments Λ− and Λ+
transverse to ξ and equipped with analyti harts x and y suh that
x = 0 is the intersetion point of γ− with Λ− and x > 0 to the right
of γ−, and similarly y = 0 is the intersetion point of γ+ with Λ+ and
y > 0 above γ+. Then for all suiently small x > 0, the trajetory of
ξ rossing Λ− in the point x later rosses Λ+ in the point y = g(x) of
Λ+.
For any suiently small ǫ > 0, the map g : (0, ǫ) −→ (0,∞) dened
in this way is alled a transition map of ξ at p. The study of transition
maps is at the heart of Ilyashenko's solution of Dula's Problem [7℄.
Somewhat more preisely, Ilyashenko proves that any nite omposition
of suh transition maps has only nitely many isolated xed points.
(Independently, Ealle [6℄ proves that these maps are analyzable and
dedues his own proof of Dula's Problem.)
Ilyashenko's analysis of transition maps suggests to us the following
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Figure 1. Transition map g at the hyperboli singular
point p
Question: are the transition maps of ξ near p denable in some xed
o-minimal expansion R of the real eld?
If the answer to this question is positive, it would follow that some
Poinaré return map near any polyyle of ξ (see Setion 8 for details)
is also denable in R, beause the family of funtions denable in R is
losed under omposition. It would then follow from Dula's arguments
[5℄ that ξ has at most nitely many limit yles.
In this paper, we give a positive answer to the above question under
some restritions on ξ. First, we assume that the singularity p of ξ
is hyperboli, that is, the linear part of ξ at p has two nonzero real
eigenvalues of opposite signs. In this situation, Dula proves in [5,
hapters 23 and 35℄ that for a transition map g as above, there exist a
hoie of harts x and y, a p0 > 0, real polynomials pj in one variable
for j = 1, 2, . . . , and real numbers 0 < ν0 < ν1 < · · · , suh that
limj νj = +∞ and for every n ∈ N the following asymptoti relation
holds:
(D) g(x)− p0xν0 −
∑n
j=1 pj(log x)x
νj = o (xνn) as x→ 0.
Moreover, Ilyashenko obtains the following strengthening in Chapter 1
of [7℄: a set W ⊆ C is a standard quadrati domain if there are
onstant c ∈ R and C > 0 suh that
W =
{
z ∈ C : Re z < c− C
√
| Im z|
}
.
Then for g as above,
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(I1) there exists a standard quadrati domain W ⊆ C suh that
g ◦ exp extends to a holomorphi mapping G : W −→ C;
(I2) for all n ∈ N, we have the asymptoti relation
G(z)− p0eν0z −
n∑
j=1
pj(z)e
νjz = o
(
eνn Re z
)
as |z| → +∞ in W.
Slightly abusing notations (to be laried in Setion 2 below), we sum-
marize here onditions (I1) and (I2) by saying that there is a standard
quadrati domain W ⊆ C suh that g ∼W p0xν0 +
∑∞
n=1 pj(log x)x
νn
.
A Phragmen-Lindelöf argument [7, p. 23℄ shows that these onditions
sue to onlude that g has at most nitely many isolated xed points.
The main body of Ilyashenko's proof onsists in extending this Phrag-
men-Lindelöf argument to nite ompositions of transition maps (not
just in the hyperboli ase). In ontrast, our approah is to try to prove
that all transition maps generate an o-minimal expansion of the real
eld. Sine nite ompositions of funtions denable in an o-minimal
struture are again denable in that same struture, it would then fol-
low that all nite ompositions of transition maps have nitely many
isolated xed points.
In this paper, we arry out our approah under the additional hy-
potheses of hyperboliity and
(NR) the singularity p is non-resonant, that is, the ratio of the two
eigenvalues of the linear part of ξ at p is an irrational number.
It follows from Dula's argument that under the assumption (NR), the
polynomials pj in the asymptoti series of g above are all onstant.
Thus, we let R[[X∗]]ω be the set of all formal power series F =∑
α≥0 aαX
α
suh that aα ∈ R for eah α ≥ 0 and the support
supp(F ) := {α ≥ 0 : aα 6= 0}
of F is suh that supp(F ) ∩ [0, R] is nite for every R > 0. Note
that R[[X∗]]ω is a subset of the set R[[X∗]] of all generalized power se-
ries dened by Van den Dries and Speissegger in [3℄. (In the latter,
o-minimality is established for the expansion of the real eld by all
onvergent generalized power series; in ontrast, the generalized power
series studied here are in general not onvergent.) Sine we do not use
the larger lass R[[X∗]] here, we shall routinely omit the supersript ω.
Next, for every ǫ > 0, we letQǫ be the set of all funtions f : [0, ǫ] −→
R for whih there exist an F ∈ R[[X∗]] and a standard quadrati domain
W ⊆ C suh that (0, ǫ] ⊆ exp(W ) and f ∼W F . (Thus by denition,
for any f ∈ Qǫ the only point in [0, ǫ] where f is not neessarily analyti
is 0.) Our goal here is to prove that the expansion of the real eld by all
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funtions in Q1 is o-minimal; to do so, we follow the method developed
in [3℄.
Roughly speaking, the method in [3℄ goes as follows: starting from
a quasianalyti lass C of funtions in several variables, we onsider
mixed funtions that behave like funtions in C for some of the vari-
ables and are analyti in the remaining variables [3, setion 5℄. We
show that the algebra of these mixed funtions possesses ertain lo-
sure properties [3, setion 6℄, most notably losure under blow-up sub-
stitutions (whih orrespond to the harts of ertain blowings-up) and
under Weierstrass preparation with respet to the analyti variables.
These losure properties allow us [3, setion 7 and Proposition 8.4℄ to
use resolution of singularities to desribe C-sets, whih are dened by
equations and inequalities among funtions from C; in partiular, we
show that C-sets have nitely many onneted omponents. We then
adapt in [3, setion 8℄ Gabrielov's ber utting argument to onlude
that the omplement of a projetion of a C-set is again the projetion
of a C-set. The o-minimality of the expansion of the real eld by the
funtions in C follows as outlined in [3, setion 2℄.
This means in partiular that we need to dene lasses Qρ, where
ρ ∈ (0,∞)m is a polyradius, of funtions f : [0, ρ1]×· · ·× [0, ρm] −→ R
with analyti-extension and asymptoti properties in several variables
orresponding to (I1) and (I2) above. It turns out, however, that the
most natural denition of these Qρ is insuient to obtain all the
neessary losure properties, and we refer the reader to Setion 5 for
the orret denition of these lasses.
One the lasses Qρ are introdued we dene, for eah m ∈ N and
m-variable funtion f ∈ Q1,...,1, a total funtion f˜ : Rm −→ R given by
f˜(x) :=
{
f(x) if x ∈ [0, 1]m,
0 otherwise.
We let RQ :=
(
R, <, 0, 1,+,−, · ,
(
f˜ : f ∈ Q1,...,1, m ∈ N
))
; note that
in partiular, every funtion in Qǫ, for any ǫ > 0, is denable in RQ.
Our partial answer to the question above is the following:
Theorem A. The struture RQ is model omplete, o-minimal and
admits analyti ell deomposition.
Moreover, our method of proving Theorem A also gives a kind of
Puiseux theorem for the one-variable funtions denable in RQ:
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Theorem B. Let ǫ > 0 and f : (0, ǫ) −→ R be denable in RQ. Then
there are a funtion g ∈ Qδ for some δ ∈ (0, ǫ) and an r ∈ R suh that
g(0) 6= 0 and f(x) = xrg(x) for all x ∈ (0, δ).
Our disussion above of transition maps now implies:
Corollary. Assume that p is a non-resonant hyperboli singularity of
ξ, and let g : (0, ǫ) −→ (0,∞) be a transition map of ξ at p, expressed
in the harts x and y suh that (D) holds. Then for every δ ∈ (0, ǫ),
the funtion g|(0,δ) is denable in RQ. 
The transition maps disussed here are not the only funtions of
interest denable in RQ: in two forthoming papers, the rst author
shows that both the Riemann maps and the solutions of Dirihlet's
Problem on ertain subanalyti domains with non-analyti boundary
are denable in RQ.
Moreover, we onstrut in Setion 8 of this paper an analyti un-
folding ξµ of ξ in a neighbourhood of a polyyle Γ of ξ, in the spirit
of Roussarie [9℄. The unfolding ξµ is suh that eah ξµ has the same
set of singularities as ξ and eah of these singularities is non-resonant
hyperboli. Thus we obtain an analyti family of transition maps at
eah of these singularities; in fat, we show that eah suh family of
transition maps is denable in RQ. It follows that there is a den-
able family of funtions Pµ suh that for every µ, the funtion Pµ is a
Poinaré return map for ξµ near Γ. The uniform niteness property of
o-minimal strutures [2, hapter 3, setion 3℄ then implies that there is
a uniform bound on the number of xed points of these funtions Pµ.
The question whether suh uniform bounds exist is related to Hilbert's
16th problem and remains open for general ξ and Γ. (See [8℄ for a
survey on Hilbert's 16th problem and [9℄ for the relationship between
Hilbert's 16th problem and analyti unfoldings.)
Exept for Setion 8, the ontent of this paper is entirely foussed
on the onstrution of the o-minimal struture RQ. There are various
related questions that we do not know how to answer at this point,
suh as:
(1) Is RG , the o-minimal struture generated by all funtions that
are multisummable in the positive real diretion [4℄, a redut of
RQ? Or is RQ a redut of the Pfaan losure of RG (see [10℄)?
(2) Are transition maps near resonant hyperboli singularities of ξ
denable in the Pfaan losure of RQ?
This paper is organized as follows: in Setion 1, we dene the lass of
generalized power series with natural support, and we establish some
trunation properties needed later. Our rst and most straightforward
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attempt at dening the lasses Qρ is made in Setion 2, where we also
establish some useful riteria for funtions to belong to these lasses.
The reasons why this rst attempt is insuient are explained in Se-
tion 3, whih lead us to a orret denition in Setion 5, where we also
establish the rst losure properties needed to apply the method of
[3℄. In fat, in order to apply this method, we need to introdue orre-
sponding mixed funtions that are, roughly speaking, of asymptoti
type (I1) and (I2) in some variables and analyti in the other variables.
One of the reasons for studying these mixed lasses is disussed in Se-
tion 6, where we show that they admit Weierstrass preparation with
respet to the analyti variables. To redue the study of sets dened
by funtions in the Qρ to that of sets dened by funtions in the mixed
lasses, we use the blow-up substitutions introdued in Setion 4. Hav-
ing established all the properties neessary to apply the method of [3℄,
we obtain Theorems A and B in Setion 7.
1. Generalized power series with natural support
Let m ∈ N, and let X = (X1, . . . , Xm) be a tuple of indeterminates.
For α = (α1, . . . , αm) ∈ [0,∞)m, we write Xα := Xα11 · · ·Xαmm , and we
let X∗ be the multipliative monoid onsisting of all suh Xα, multi-
plied aording to Xα · Xβ = Xα+β. The identity element of X∗ is
X0 = 1, where 0 = (0, . . . , 0).
Let A be a ommutative ring with 1 6= 0. We let A[[X∗]] denote the
set of all formal power series f(X) =
∑
α≥0 aαX
α
suh that aα ∈ A
for eah α ≥ 0 and the support supp(f) := {α ≥ 0 : aα 6= 0} of f is
well-ordered, as dened in Setion 4.4 of [3℄. The elements of A[[X∗]]
are alled generalized power series.
Denition 1.1. A set S ⊆ [0,∞)m is natural if ΠXi(S) ∩ [0, R] is
nite for every R > 0 and eah i = 1, . . . , m, where ΠXi : R
m −→ R is
the projetion on the oordinate Xi.
We denote by A[[X∗]]ω the set of all generalized power series in X
whose support is a natural subset of [0,∞)m.
Convention. All results established in Setion 4 of [3℄ go through
literally with A[[X∗]]ω in plae of A[[X∗]], as already pointed out in
the seond onluding remark of that paper. To simplify notations,
we shall from now on omit the supersript ω. Thus, throughout this
paper, every series in A[[X∗]] is assumed to have natural support, and
all results in [3℄ referened here are interpreted in this ontext.
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Let Y = (Y1, . . . , Yn) be another tuple of indeterminates. For a, b ∈
Rk, we write a ≤ b (resp. a < b) if and only if ai ≤ bi (resp. ai < bi)
for i = 1, . . . , k.
Denition 1.2. Let S ⊆ [0,∞)m × Nn and F = ∑ a(α,β)XαY β ∈
A[[X∗, Y ]]. We dene inf S = (a, b) = (a1, . . . , am, b1, . . . , bn), where
ai := inf(ΠXi(S)) for i = 1, . . . , m and bi := min(ΠYi(S)) for i =
1, . . . , n, and we put
FS :=
∑
(α,β)∈S
a(α,β)X
α−aY β−b, an element of A[[X∗, Y ]].
For γ ∈ [0,∞)m × Nn, we write Fγ in plae of F{α: α≥γ}.
Remark. Let F,G ∈ A[[X∗, Y ]] and γ ∈ [0,∞)m×Nn. Then (F +G)γ =
Fγ +Gγ .
In the remainder of this setion, we study how the operation F 7→
Fγ behaves with respet to various other operations on natural power
series.
Dierentiation. Let F =
∑
a(α,β)X
αY β ∈ A[[X∗, Y ]]. For β ∈ Nn
and j = 1, . . . , n, we put βj := (β1, . . . , βj−1, βj − 1, βj+1, . . . , βn). We
dene
∂iF :=
∑
αi · a(α,β)XαY β for i = 1, . . . , m,
and
∂F
∂Yj
:=
∑
βj · a(α,β)XαY βj for j = 1, . . . , n.
Note that eah ∂iF and eah ∂F/∂Yj belongs to A[[X
∗, Y ]]. Sine eah
∂i is a derivation on A[[X
∗, Y ]], we obtain:
Lemma 1.3. Let F ∈ A[[X∗, Y ]] and γ ∈ [0,∞)m. Then:
(1) (∂F/∂Yj)(γ,0) = ∂(F(γ,0))/∂Yj for eah j = 1, . . . , n.
(2) (∂iF )(γ,0) = γi · F(γ,0) + ∂i(F(γ,0)) for eah i = 1, . . . , m; in par-
tiular, if γi = 0, then (∂iF )(γ,0) = ∂i(F(γ,0)).
Proof. Parts (1) straightforward. Sine Xγ · Gγ is just the trunation
of G at γ for any G ∈ A[[X∗]], we have Xγ · (∂iF )(γ,0) = ∂i
(
Xγ · F(γ,0)
)
.
Part (2) follows from the latter, beause ∂i is a derivation. 
Before ontinuing with the behavior of the operation F 7→ Fγ, we
make some ruial observations.
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Representation. Let I ⊂ {1, . . . , m}. Below we write XI := (Xi)i∈I ,
and if x ∈ Rm we write xI := (xi)i∈I . We let ΠI : Rm+n −→ R|I| be the
projetion dened by ΠI(x, y) := xI . We write I := {1, . . . , m}\ I. For
F ∈ A[[X∗, Y ]] and γ ∈ [0,∞)m, we put Bγ,∅ := {0}, and for nonempty
I ⊂ {1, . . . , m}, we put
Bγ,I = Bγ,I(F ) := {α ∈ ΠI(suppF ) : α < γI} .
Lemma 1.4. Let F ∈ A[[X∗, Y ]] and γ ∈ [0,∞)m. Then for eah
I ⊆ {1, . . . , m}, the set Bγ,I is nite, and for eah α ∈ Bγ,I , there is a
unique Fγ,I,α ∈ A[[X∗I , Y ]] suh that
(1.1) F (X, Y ) =
∑
I⊂{1,...,m}
X
γ
I
I
 ∑
α∈Bγ,I
XαI Fγ,I,α(XI , Y )
 .
Proof. For eah (α, β) ∈ suppF , there is a unique I ⊆ {1, . . . , m} suh
that for all i = 1, . . . , m, we have αi < γi i i ∈ I. Moreover, αI ∈ Bγ,I
and Xα/
(
X
γI
I
XαII
)
is a monomial in XI . 
Denition 1.5. Let F ∈ A[[X∗, Y ]] and γ ∈ [0,∞)m. We all the
right-hand side of equation (1.1) the γ-representation of F . For eah
I ⊆ {1, . . . , m}, we put
Fγ,I(X, Y ) :=
∑
α∈Bγ,I
XαI Fγ,I,α(XI , Y ),
so that F (X, Y ) =
∑
I⊆{1,...,m}X
γI
I
Fγ,I(X, Y ).
Remark 1.6. In the situation of Denition 1.5, we have F(γ,0) = Fγ,∅,0.
More generally, for eah γ ∈ [0,∞)m, eah I ⊆ {1, . . . , m} and eah α ∈
Bγ,I , the series Fγ,I,α(XI , Y ), onsidered as an element of A[[X
∗, Y ]], is
equal to FS for some S ⊆ [0,∞)m × Nn of the following form:
Denition 1.7. Reall that a box in Rk is a set of the form B ={
α ∈ Rk : ai ∗i,1 αi ∗i,2 bi for eah i
}
, where a, b ∈ (R ∪ {∞})k and
∗i,1, ∗i,2 ∈ {<,≤}. A set E ⊆ Rk is elementary if E is a nite Boolean
ombination of boxes.
Remark 1.8. If B ⊆ [0,∞)k is a box, then [0,∞)k \ B is a nite
union of pairwise disjoint boxes; also, any nite intersetion of boxes
is a box. Therefore, every elementary set is a nite union of pairwise
disjoint boxes.
Example 1.9. (1) For eah i ∈ {1, . . . , k} and every a > 0, the set
{α ∈ [0,∞)k : αi = a} is elementary.
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(2) For all a1, . . . , ak, b ≥ 0 and every natural set S ⊆ [0,∞)k, there
is an elementary set E ⊆ Rk suh that
S ∩
{
α ∈ [0,∞)k :
k∑
i=1
ai · αi ≥ b
}
= S ∩ E.
Intersetions of natural sets and boxes an be further simplied:
Lemma 1.10. Let B ⊆ [0,∞)k be a box and S ⊆ [0,∞)k be a natural
set. Then there exist γ, δ1, . . . , δk ∈ [0,∞)k suh that γ ≤ δj for eah
j and S ∩B = S ∩ {α ≥ γ} \⋃kj=1 S ∩ {α ≥ δj}.
Proof. Say B =
{
α ∈ Rk : ai ∗i,1 αi ∗i,2 bi for eah i
}
, where a, b ∈
(R ∪ {∞})k and ∗i,1, ∗i,2 ∈ {<,≤}. For eah i ∈ {1, . . . , k}, we dene
γi := min {r ∈ ΠXi(S) : ai ∗i,1 r} and δi := max {r ∈ ΠXi(S) : r ∗i,2 bi}.
Then S ∩ B = S ∩ {γ ≤ α ≤ δ}, so the lemma follows with δj dened
by δji := γi if i 6= j and δjj := min{r ∈ ΠXj (S) : r > δj}. 
We now return to the study of the operation F 7→ Fγ. Sine the
observations below are rather tehnial and not learly motivated at
this point, the reader may want to skip the rest of this setion and
ome bak to it later as needed (while reading Setion 5, say).
Blow-up substitutions. Let i, j ∈ {1, . . . , m} be suh that i 6= j,
and let ρ > 0 and λ ≥ 0. Using the binomial expansion
(λ+Xj)
β :=
∑
p∈N
(
β
p
)
λβ−pXpj if λ > 0 and β ≥ 0,
we let B
ρ,λ
ij : A[[X
∗]] −→ A[[X∗]] be the unique A-algebra homomor-
phism satisfying
B
ρ,λ
ij (Xk) =
{
Xk if k 6= i,
Xρj (λ+Xi) if k = i.
The homomorphism B
ρ,λ
ij is alled a blow-up substitution; we all
B
ρ,0
ij singular, and if λ > 0, we all B
ρ,λ
ij regular. We shall often write
B
ρ,λ
ij F in plae of B
ρ,λ
ij (F ), for F ∈ A[[X∗]].
Remark 1.11. The substitution B
ρ,0
ij is the A-algebra homomorphism
sρij dened in Setion 4.13 of [3℄.
Proposition 1.12. Let F ∈ A[[X∗]] and put X ′ := (X1, . . . , Xm−1).
(1) For λ > 0, we have Bρ,λm,m−1F ∈ A[[(X ′)∗, Xm]].
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(2) Let γ ∈ [0,∞)m, and assume that γm = 0 if λ > 0. Then there
are α1, . . . , αk ∈ [0,∞)m and elementary sets E1, . . . , Ek ⊆
[0,∞)m suh that(
B
ρ,λ
m,m−1F
)
γ
=
k∑
l=1
Xαl ·Bρ,λm,m−1FEl .
Proof. Part (1) follows from the binomial expansion. Next, for k =
1, . . . , m, we put
δk :=
{
γk if k 6= m,
max
{
γm,
γm−1
ρ
}
if k = m,
and δ := (δ1, . . . , δm). Let
F (X) =
∑
I⊂{1,...,m}
X
δI
I
 ∑
α∈Bδ,I
XαI Fδ,I,α(XI)

be the δ-representation of F . Put B′δ,I := Bδ,I if I = ∅ or I = {m− 1},
B′δ,{m} := {α ∈ Bδ,I : αm ≥ γm} and
B′δ,{m−1,m} := {α ∈ Bδ,I : αm ≥ γm, αm−1 + ραm ≥ γm−1} .
Then by the hypothesis on γ,
Xγ ·
(
B
ρ,λ
m,m−1F (X)
)
γ
=
∑
I⊆{m−1,m}
∑
α∈B′δ,I
B
ρ,λ
m,m−1
(
X
δ
I
I
XαI
)
·Bρ,λm,m−1(Fδ,I,α(XI)).
Sine eah term B
ρ,λ
m,m−1
(
X
δI
I
XαI
)
on the right-hand side is divisible
by Xγ, part (2) follows. 
Composition. Let F ∈ A[[X∗, Y ]]. For the next lemma, we also let
q = (q1, . . . ,qn) ∈ Nn and put k := |q|. We let Z = (Z1, . . . , Zk) be a
tuple of indeterminates and dene
Fq(X,Z) := F
(
X,Z1 + · · ·+ Zq1 , . . . , Zq1+···+qn−1+1 + · · ·+ Zk
)
.
Note that Fq ∈ A[[X∗, Z]].
Proposition 1.13. Let G = (G1, . . . , Gn) ∈ (A[[X∗, Y ]])n be suh that
G(0) = 0. Then the series F (X,G(X, Y )) belongs to A[[X∗, Y ]], and
for eah γ ∈ [0,∞)m, there are
(i) a p ∈ N and a tuple q ∈ Nn and, with k := |q|,
Transition maps at non-resonant hyperboli singularities 11
(ii) elementary E1, . . . , Ep ⊆ [0,∞)m×Nk and Bi,j ⊆ [0,∞)m×Nn
for eah pair (i, j) satisfying i ∈ {1, . . . , n} and j ∈ {1, . . . ,qi},
suh that, with GB := ((G1)B1,1 , . . . , (G1)B1,q1 , (G2)B2,1 , . . . , (Gn)Bn,qn ),
we have GB(0) = 0, eah term (X,GB(X, Y ))
inf Ej
is divisible by Xγ in
A[[X∗, Y ]] and
F (X,G(X, Y ))(γ,0) =
p∑
j=1
(X,GB(X, Y ))
inf Ej
Xγ
· (Fq)Ej(X,GB(X, Y )).
Proof. It is standard to hek that F (Y,G(X, Y )) ∈ A[[X∗, Y ]]; we leave
the details to the reader. Let γ ∈ [0,∞)m, and for eah j ∈ {1, . . . , n},
we let
Gj =
∑
I⊆{1,...,m}
X
γ
I
I
 ∑
α∈BI (Gj)
XαI · (Gj)I,α(XI , Y )

be the γ-representation of Gj. (We omit the subsript γ in these nota-
tions for the duration of this proof.) We let J be the set of all triples
(j, I, α) suh that j ∈ {1, . . . , n}, I ⊆ {1, . . . , m} and α ∈ BI(Gj),
and we put κ := |J | and x a bijetion σ : {1, . . . , κ} −→ J . Below,
we write σ(λ) = (j(λ), I(λ), α(λ)) for λ = 1, . . . , κ; without loss of
generality, we may assume that j(λ) ≤ j(λ′) whenever λ ≤ λ′.
For eah λ = 1, . . . , κ, we let Zλ be a new indeterminate and put
Gλ(X, Y ) := X
γI
I
XαI · (Gj)I,α(XI , Y )
with (j, I, α) = (j(λ), I(λ), α(λ)). We write GB := (G1, . . . , Gκ); note
that GB(0) = 0. We also put
H(X,Z) := F
X, ∑
j(λ)=1
Zλ , . . . ,
∑
j(λ)=n
Zλ
 ,
and we write H(X,Z) =
∑
cµ,νX
µZν , where µ ranges over [0,∞)m
and ν ranges over Nκ. Note that F (X,G(X, Y )) = H(X,GB(X, Y ))
and H = Fq for some q ∈ Nn with |q| = κ.
For Q ⊆ {1, . . . , κ}, we put IQ :=
⋂
λ∈Q I(λ). Let µ ∈ [0,∞)m and
ν ∈ Nκ, and put Q(ν) := {λ : νλ 6= 0}. Then
(1.2) Xγ · (XµGB(X, Y )ν)(γ,0) ={
XµGB(X, Y )
ν
if µi +
∑κ
λ=1 νλ · α(λ)i ≥ γi for eah i ∈ IQ(ν),
0 otherwise.
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Therefore, for eah Q ⊆ {1, . . . , κ}, we let SQ ⊆ [0,∞)m × Nk be the
set dened by
SQ :=
{
(µ, ν) ∈ supp(H) : νλ = 0 i λ /∈ Q,
µi +
∑
λ∈Q
νλ · α(λ)i ≥ γi for eah i ∈ IQ
}
.
SQ is in turn the disjoint union of the following sets: for eah map
η : IQ −→ Q, we dene
SQ,η :=
{
(µ, ν) ∈ SQ : µi +
∑
λ∈Q,λ<η(i)
νλ · α(λ)i < γi and
µi +
∑
λ∈Q,λ≤η(i)
νλ · α(λ)i ≥ γi for eah i ∈ IQ
}
.
Then SQ = SQ,0 ∪
⋃
η SQ,η, where SQ,0 :=
{
(µ, ν) ∈ SQ : µIQ ≥ γIQ
}
.
Moreover for eah η : IQ −→ Q, we write max η := maxi∈IQ η(i) and
Jη := {λ < max η : α(λ)i > 0 for some i ∈ IQ}. Then the set
CQ,η :=
{
(µIQ, νJη) : (µ, ν) ∈ SQ,η
}
is nite, and SQ,η is the disjoint
union of the sets SQ,η ∩ EQ,η,β as β ranges over CQ,η, where
EQ,η,β :=
{
(µ, ν) : (µIQ, νJη) = β,
νmax η · α(max η)i ≥ γi − µi −
∑
λ∈Q, λ<max η
νλ · α(λ)i for eah i ∈ IQ
}
.
By Example 1.9, eah set EQ,η,β is elementary. It follows from (1.2)
above that
Xγ · F (X,G(X, Y ))(γ,0) =∑
Q,η,β
(X,GB(X, Y ))
inf EQ,η,β ·HEQ,η,β(X,GB(X, Y )),
and it follows from the denition of eah EQ,η,β that X
γ
divides the
fator (X,GB(X, Y ))
inf EQ,η,β
in A[[X∗, Y ]], as required. 
2. Natural asymptoti expansions
Throughout this paper, we denote by ‖z‖ the Eulidean norm of
z ∈ Cn, and we put |z| := z1 + · · · + zn for suh z. We let L =
{(r, ϕ) : r > 0, ϕ ∈ R} be the Riemann surfae of the logarithm. We
x an arbitrary m ∈ N and write
x = (x1, . . . , xm) = ((r1, ϕ1), . . . , (rm, ϕm))
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for elements of Lm. For suh x, we put ‖x‖ := ‖(r1, . . . , rm)‖, arg(x) :=
(ϕ1, . . . , ϕm) and
logm x := (log r1 + iϕ1, . . . , log rm + iϕm) ∈ Cm;
we omit the subsript m whenever it is lear from ontext. Note that
log : Lm −→ Cm is an analyti isomorphism. Below, we let z =
(z1, . . . , zm) range over Cm.
Reall that for an open set U ⊆ L, a funtion f : U −→ C is
holomorphi if the funtion f ◦ log−1 : log(U) −→ C is holomorphi.
The set of holomorphi funtions on U is denoted by O(U).
Denition 2.1. Let U ⊆ Lm be open. For f ∈ O(U) and i ∈
{1, . . . , m}, we dene ∂if : U −→ C by
∂if(x) :=
∂(f ◦ log−1)
∂zi
(log x).
Note that ∂if ∈ O(U).
Example 2.2. Let α = (α1, . . . , αm) ∈ Cm. We put xα := xα11 · · ·xαmm ,
where xαii := exp(αi log(xi)) for eah i. The funtion (·)α : Lm −→ C
is holomorphi and ∂i(x
α) = αix
α
for eah i.
For R > 0, we write BL(R) := {x ∈ L : ‖x‖ < R}.
Denition 2.3. Let W ⊆ L. The set W is a standard quadrati
domain if there are onstants c, C > 0 suh that
W =
{
(r, ϕ) ∈ L : 0 < r < c exp
(
−C
√
|ϕ|
)}
.
Below, we put L0 := L∪ {0}, and we extend the topology on L to a
topology on L0 by taking the set BL(R) ∪ {0}, for R > 0, as a basis of
open neighborhoods of 0 in L0. For a subset W of L
m
, we shall write
cl0(W ) for the topologial losure of W in L
m
0 .
Remark. Note that ifW ⊆ L is a standard quadrati domain, thenW ∪
{0} is not an open neighborhood of 0 in L0. In partiular, int(cl0(W )) =
W .
Denition 2.4. A set W ⊆ L is a quadrati domain if W ontains
a standard quadrati domain and int(cl0(W )) = W .
Let U ⊆ Lm and k ≤ m. We say that U is k-quadrati if
(i) there is a quadrati domain W ⊆ L and an R > 0 suh that
W k ×BL(R)m−k ⊆ U ;
(ii) 0 /∈ int(cl0(ΠXiU)) for eah i = 1, . . . , k.
Remarks 2.5. Let k ≤ m.
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(1) Let R > 0 and W ⊆ L be a quadrati domain suh that W ⊆
BL(R). If l ≥ k, thenW l×BL(R)m−l ⊆ W k×BL(R)m−k; there-
fore, every k-quadrati domain in Lm ontains an l-quadrati
domain.
(2) Let U ⊆ Lm be a k-quadrati domain, and let r ∈ (0,∞)m.
Then the set V := log−1(log(U)− r) is a k-quadrati domain.
We now x an m-quadrati domain U ⊆ Lm.
Denition 2.6. Let f ∈ O(U) and F = ∑ aαXα ∈ C[[X∗]]. We say
that f has asymptoti expansion F on U and write f ∼U F , if for
eah a > 0 there is an m-quadrati domain Ua ⊆ U suh that
f(x)−
∑
|α|≤a
aαx
α = o (‖x‖a) as ‖x‖ → 0 on Ua.
Note that in this situation, F is the unique series G ∈ C[[X∗]] with
f ∼U G; we therefore also write Tf := F , and we put f(0) :=
lim‖x‖→0, x∈Ua f(x) for any a > 0. We let A(U) be the set of all
f ∈ O(U) for whih there is an F ∈ C[[X∗]] suh that f ∼U F .
Remark 2.7. (1) If f ∈ A(U) and n ≥ m, then we onsider f
as an holomorphi funtion f : U × Ln−m in the obvious way;
under this identiation, we get A(U) ⊆ A(U × Ln−m).
(2) Let f ∈ O(U) and V ⊆ U . Then f |V ∈ A(V ) if and only if
f ∈ A(U).
(3) The set A(U) is a C-algebra, and the map T : A(U) −→ C[[X∗]]
given by T (f) := Tf is a C-algebra homomorphism satisfying
f(0) = (Tf)(0).
For R > 0, we put
(0, R)L := {x ∈ L : ‖x‖ < R and arg(x) = 0} .
Proposition 2.8. The map T : A(U) −→ C[[X∗]] is injetive.
Proof. Let f ∈ A(U), and assume that f ∼U 0; it sues to show that
f = 0. Let c, C > 0 and
W :=
{
(r, ϕ) ∈ L : 0 < r < c exp
(
−C
√
|ϕ|
)}
be suh that Wm ⊆ U . For s = (s1, . . . , sm) ∈ (0, 1]m, we dene
fs : W −→ C by fs(r, ϕ) := f((s1r, ϕ), . . . , (smr, ϕ)). Then fs ∈ O(W ),
and our hypothesis implies that fs ∼W 0. This means that
‖fs ◦ log−1(z)‖ = o(e−nRe z) as Re z → −∞ in log(W )
for every n ∈ N; hene fs = 0 by Theorem 2 on p. 23 of [7℄. In
partiular, f((s1c, 0), . . . , (smc, 0)) = 0 for all s ∈ (0, 1)m, that is,
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f |(0,c)m
L
= 0. Therefore, the holomorphi map h := f ◦ log−1 van-
ishes on (−∞, log c)m. Sine log(U) ⊆ Cm is onneted, it follows that
h = 0 and hene that f = 0. 
Proposition 2.9. Let f ∈ A(U) and i ∈ {1, . . . , m}. Then ∂if belongs
to A(U) and satises T (∂if) = ∂i(Tf).
Proof. Let a > 0, and assume that U is an m-quadrati domain and
‖f(x)‖ = o(‖x‖a) as ‖x‖ → 0 with x ∈ U . By Remark 2.7(2) and
Example 2.2, it sues to nd an m-quadrati domain V ⊆ U suh
that ‖∂if(x)‖ = o(‖x‖a) as ‖x‖ → 0 with x ∈ V .
We laim that V := log−1(log(U) − (1, . . . , 1)) works; by Remark
2.5(2), V is an m-quadrati domain ontained in U . To see the laim,
for eah r > 0, we put
Mr := max {‖f(x)‖ : x ∈ U and ‖x‖ ≤ r}
and
Nr := max {‖∂if(x)‖ : x ∈ V and ‖x‖ ≤ r} .
By assumption, we have Mr/r
a → 0 as r → 0; we need to show that
Nr/r
a → 0 as r → 0. To do so, it sues to show that Nr ≤ Mr·e for
eah r > 0, where e := exp(1). By the Cauhy estimates, we have for
all x ∈ V with ‖x‖ ≤ r that
‖∂if(x)‖ =
∥∥∥∥∂(f ◦ log−1)∂zi (log x)
∥∥∥∥ ≤Mr·e,
beause Mr·e is the maximum of all ‖(f ◦ log−1)(z)‖ suh that z ∈
log(U) and Re zj ≤ log r − 1 for eah j. This nishes the proof of the
proposition. 
We now also x a k ≤ m.
Denition 2.10. We let Amk (U) be the set of all f ∈ A(U) suh that
Tf ∈ C[[X∗{1,...,k}, X{k+1,...,m}]]. We also let πmk : Lm0 −→ Lk0 × Cm−k be
the map dened by πmk (x) = (y1, . . . , ym), where
yi :=

xi if i ≤ k,
x1i if i > k and xi 6= 0,
0 otherwise.
We also denote by cl0 the topologial losure in L
k
0×Cm−k. As usual,
we shall omit the supersript m if lear from ontext.
Finally, for eah i = 1, . . . , m, we let pi : L
m −→ Lm be the map
dened by pi(x) := y with yj := xj if j 6= i, ‖yi‖ := ‖xi‖ and arg(yi) :=
arg(xi) + 2π.
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Proposition 2.11. Let f ∈ A(U). The following are equivalent:
(1) f ∈ Ak(U).
(2) There are a k-quadrati domain V ⊆ Lm and a holomorphi
f ♯ : int(cl0(πk(V ))) −→ C suh that f(x) = f ♯(πk(x)) for all
x ∈ U ∩ V .
(3) For every i = k+1, . . . , m and every x ∈ U satisfying pi(x) ∈ U ,
we have f(x) = f(pi(x)).
Proof. (2) ⇒ (3): straightforward, sine U is onneted.
(3) ⇒ (2): without loss of generality, we may assume that U = Wm
for some quadrati domain W ⊆ L. Let R > 0 be suh that B(0, R) ⊆
int(cl(π10(W ))), and put V := W
k × BL(R)m−k. Then the assumption
on f and Riemann's theorem on removable singularities imply that
there is a holomorphi g : int(cl0(πk(V ))) −→ C suh that f(x) =
g(πk(x)) for all x ∈ U ∩ V , whih proves (2).
(3) ⇒ (1): Assume (3) and let i ∈ {k + 1, . . . , m}. Write Tf(X) =∑
aαX
α
, and let α ∈ [0,∞)m be suh that αi /∈ N; we need to show
that aα = 0. Permuting oordinates if neessary, we may assume that
i = m. Let R > 0 be suh that the set V := (0, R)mL ∪ pm((0, R)mL ) is
ontained in U .
Put a := |α| > 0, and dene g : V −→ C by g(x) := f(x) −∑
|β|≤a aβx
β
. Sine f ∈ A(U), we have g(x) = o (‖x‖a) as ‖z‖ → 0 in
V ; in partiular, for s ∈ (0, R) and any t ∈ (0, 1)m, we have
(2.1) g(st1, . . . , stm)− g(pm(st1, . . . , stm)) = o(sa) as s→ 0.
On the other hand,
g(st1, . . . , stm)− g(pm(st1, . . . , stm)) =
∑
|β|≤a
βm /∈N
aβ
(
e2πi·βm − 1) tβs|β|.
It follows from (2.1) that
∑
|β|≤a
βm /∈N
aβ
(
e2πi·βm − 1) tβ = 0. Sine t ∈
(0, 1)m was arbitrary, we obtain that aβ = 0 for every β ∈ [0,∞)m
satisfying |β| ≤ a and βm /∈ N; in partiular, aα = 0.
(1) ⇒ (3): assume that Tf ∈ C[[X∗{1,...,k}, X{k+1,...,m}]], and let i ∈
{k + 1, . . . , m}. Then there is a quadrati domain V ⊆ U suh that
pi(V ) ⊆ U , and we dene g : V −→ C by g(x) := f(x)−f(pi(x)). Then
g ∈ O(V ), and sine Tf ∈ C[[X∗{1,...,k}, X{k+1,...,m}]], we have g ∼V 0.
Thus g = 0 by Proposition 2.8, whih proves (3). 
Assume that U is a k-quadrati domain and let f ∈ Ak(U). Let V
and f ♯ be as in Proposition 2.11(2); by analyti ontinuation, we may
assume that U = V . We extend f to a funtion on π−1k (int(cl0(πk(U))))
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by putting f(x) := f ♯(πk(x)). For example, we let W ⊆ L be a qua-
drati domain and R > 0 be suh that W k × BL(R)m−k ⊆ U . Then
the value f(x′, 0) is well dened for all x′ ∈ W k×BL(R)m−k−1, and we
have:
Corollary 2.12. The funtion g : W k × BL(R)m−k−1 −→ C dened
by g(x′) := f(x′, 0) belongs to Am−1k (W k × BL(R)m−k−1) and satises
Tg(X ′) = Tf(X ′, 0). 
Moreover, we let i ∈ {k + 1, . . . , m}. Then the partial derivative
∂f ♯/∂zi : πk(U) −→ C is dened as usual; using this, we dene the
partial derivative ∂f/∂xi : U −→ C by
∂f
∂xi
(x) :=
∂f ♯
∂zi
(πk(x)).
Using the Cauhy estimates (similarly as in the proof of Proposition
2.9) and Proposition 2.8, we obtain:
Corollary 2.13. Assume that U is a k-quadrati domain, and let f ∈
Ak(U). Then for every i = k + 1, . . . , m, the partial derivative ∂f/∂xi
belongs to Ak(U) and satises T (∂f/∂xi) = ∂(Tf)/∂Xi; in partiular,
xi · (∂f/∂xi)(x) = ∂if(x) for all x ∈ U . 
Finally, we establish some riteria for membership in Ak(U): we x
an l ∈ {k, . . . , m}. For x ∈ Lm we write Y := (X1, . . . , Xl), y :=
(x1, . . . , xl), Z := (Xl+1, . . . , Xm) and z := (xl+1, . . . , xm). We assume
that U = W k × BL(R)m−k for some quadrati domain W ⊆ L and
some R > 0, and we let f ∈ Ak(U). By Proposition 2.11, for eah
x = (y, z) ∈ U we have a onvergent power series representation
f(x) =
∑
p∈Nm−l
ap(y)z
p.
Writing Tf =
∑
p∈Nm−l
α∈[0,∞)k×Nl−k
ap,α · Y αZp, we put
Ap(Y ) :=
∑
α∈[0,∞)k×Nl−k
ap,α · Y α, for eah p ∈ Nm−l.
Shrinking U if neessary, there is an M > 0 suh that ‖f(x)‖ ≤ M
for all x ∈ U . Finally, we put U ′ := W k × BL(R)l−k. Sine ap(y) =
1
p!
· ∂pf/∂(z)p(y, 0) for all p ∈ Nm−l and all y ∈ U ′, we obtain from the
Cauhy estimates and Corollaries 2.12 and 2.13:
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Proposition 2.14. For eah p ∈ Nm−l, the funtion ap : U ′ −→ C
belongs to Alk(U ′) and satises Tap = Ap and ‖ap(y)‖ ≤M/R|p| for all
y ∈ U ′. 
The following onverse to Proposition 2.14 is our prinipal test for
membership in Ak(U):
Proposition 2.15. Let S ⊆ [0,∞)k×Nl−k be natural, let A > 0, and
for eah p ∈ Nm−l let bp ∈ Alk(U ′) be suh that
(i) supp(Tbp) ⊆ S;
(ii) ||bp(y)‖ ≤ A/R|p| for all y ∈ U ′.
Then the funtion g : U −→ C dened by g(x) := ∑p∈Nm−l bp(y) · zp
belongs to Ak(U) and satises Tf =
∑
p∈Nm−l Tbp(Y ) · Zp.
Proof. It follows from the assumptions that g is holomorphi on U ; it
remains to show that g ∼U
∑
p∈Nm−l Tbp(Y )Z
p
. Let a > 0; for eah
p ∈ Nm−l, we write Tbp =
∑
bp,αY
α
and dene ǫp : U
′ −→ C by
ǫp(y) := bp(y)−
∑
|α|≤a−|p|
bp,αy
α.
After shrinking W if neessary, there is a onstant C > 0 suh that
|ǫp(y)| ≤ C‖y‖a−|p| whenever |p| ≤ a and y ∈ U ′. For every x ∈ U , we
have
g(x)−
∑
|(α,p)|≤a
bp,αy
αzp =
∑
|p|≤a
ǫp(y)z
p +
∑
|p|>a
bp(y)z
p.
By the above,
∑
|p|≤a ǫp(y)z
p = o (‖x‖a) as ‖x‖ → 0 in U ; so it sues
to show, after shrinking U again if neessary, that
∑
|p|>a bp(y)z
p =
o (‖x‖a) as ‖x‖ → 0 in U . Let ρ := inf {|p| − a : |p| > a} > 0. By
assumption (ii), we have for x ∈ U satisfying ‖z‖ ≤ ρ
2
that∣∣∣∣∣∣
∑
|p|>a
bp(y)z
p
∣∣∣∣∣∣ ≤ ARa+ρ
 ∑
|p|≥a+ρ
2a+ρ−|p|
 · ‖z‖a+ρ = o (‖x‖a)
as ‖x‖ → 0, as required. 
The following riterion for membership in Ak(U) will be useful in
Setion 8:
Corollary 2.16. Let f : U −→ C be holomorphi, and let W ⊆ L be
a quadrati domain and R > 0 be suh that W k×BL(R)m−k ⊆ U . Let
S ⊆ [0,∞)k be a natural set, and assume that for eah α ∈ S, there is
a holomorphi funtion aα : BL(R)
m−k −→ C suh that
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(i) for every z ∈ BL(R)m−k, the funtion fz : W k −→ C dened by
fz(y) := f(y, z) belongs to Ak(W k) with Tfz =
∑
α∈S aα(z)y
α
;
(ii) for eah ν > 0, there are onstants Kν , ǫν > 0 and a qua-
drati domainWν ⊆W suh that
∥∥∥f(y, z)−∑|α|≤ν aα(z)yα∥∥∥ ≤
Kν‖y‖ν+ǫν for all (y, z) ∈ W kν ×BL(R)m−k.
Then f ∈ Ak
(
W k × BL(R)m−k
)
, and if Taα =
∑
aα,pz
p
for eah α ∈ S,
then Tf =
∑
aα,py
αzp.
Proof. By assumption (i) and Proposition 2.15, it sues to show that
the funtion f (l) : W k −→ C dened by f (l)(y) := (∂lf/∂yl)(y, 0)
belongs to Ak(W k) for eah l ∈ Nm−k. But for any suh l, any ν > 0
and any y ∈ Wν , we get from the Cauhy estimates that∥∥∥∥∥∥f (l)(y)−
∑
|α|≤ν
a(l)α (0)y
α
∥∥∥∥∥∥ =
∥∥∥∥∥∥ ∂
l
∂yl
f(y, z)− ∑
|α|≤ν
aα(z)y
α
 (y, 0)
∥∥∥∥∥∥
≤ Kν
R|l|
‖y‖ν+ǫν ,
as required. 
3. Trunation-division, Taylor expansion and omposition
in the holomorphi variables
It will be onvenient from now on to more expliitely separate the
holomorphi variables from the non-holomorphi ones. Thus, we let
m,n ∈ N, and let U ⊆ Lm+n be an m-quadrati domain. Below, we let
y = (y1, . . . , yn) range over L
n
and Y = (Y1, . . . , Yn) be indeterminates.
Remark 3.1. Let σ be a permutation of {1, . . . , m} and τ be a per-
mutation of {1, . . . , n}. We assoiate to σ and τ the substitution au-
tomorphisms σ, τ : C[[X∗, Y ]] −→ C[[X∗, Y ]] dened by σ(X, Y ) :=
(Xσ(1), . . . , Xσ(m), Y ) and τ(X, Y ) := (X, Yτ(1), . . . , Yτ(n)) and the maps
σ, τ : Lm+n −→ Lm+n dened by σ(x, y) := (xσ(1), . . . , xσ(m), y) and
τ(x, y) := (x, yτ(1), . . . , yτ(n)). Then for every f ∈ Am(U), we have
f ◦ σ ∈ Am(σ−1(U)) with T (f ◦ σ) = σ(Tf) and f ◦ τ ∈ Am(τ−1(U))
with T (f ◦ τ) = τ(Tf).
Trunation-division. First, we show that the natural operations of
trunation and division by monomials in the Y variables of Tf , where
f ∈ Am(U), lead to new funtions in Am(U).
Proposition 3.2. Let f ∈ Am(U) and δ ∈ Nn.
(1) Assume that Tf = Y δ ·G for some G ∈ C[[X∗, Y ]]. Then there
is a g ∈ Am(U) suh that Tg = G.
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(2) There is an f(0,δ) ∈ Am(U) suh that Tf(0,δ) = (Tf)(0,δ).
Proof. Below, we write ŷj := (y1, . . . , yj−1, 0, yj+1, . . . , yn) for eah j =
1, . . . , n.
(1) Working by indution on |δ| and using Remark 3.1, we may
assume that δ = (0, . . . , 0, 1). Given h ∈ Am(U), the funtion I(h) :
U −→ C dened by
I(h)(x, y) :=
∫ 1
0
h(x, y1, . . . , yn−1, tyn)dt
belongs to Am(U), where t · (r, ϕ) := (tr, ϕ) for t > 0 and (r, ϕ) ∈ L.
Sine f(x, ŷn) = 0, we get from the fundamental theorem of alulus
that f(x, y) = yn · I(∂f/∂yn)(x, y) for all (x, y) ∈ U , so part (1) follows
from Corollary 2.13.
(2) We dene h : U −→ C by
h(x, y) := f(x, y)−
n∑
j=1
δj−1∑
p=0
1
p!
∂pf
∂ypj
(x, ŷj) · ypj .
By Corollaries 2.12 and 2.13, the funtion h belongs to Am(U) and
Th = Y δ · G for some G ∈ C[[X∗, Y ]]. Part (2) now follows from part
(1). 
Remark 3.3. We do not know whether, in the situation of Proposition
3.2, a orresponding statements holds for all variables, that is, whether
(∗)f for every elementary set S ⊆ [0,∞)m × Nn, there are an m-
quadrati V ⊆ U and an fS ∈ Am(V ) suh that TfS = (Tf)S.
This is the rst of two reasons to eventually restrit our attention to a
sublass of Am(U) introdued in Setion 5.
Taylor expansion. Next, we establish a Taylor expansion result with
respet to the y variables. Let V ⊆ Lp be open; reall that a map f :
V −→ Lp is holomorphi if the funtion logp ◦f ◦ log−1p : logp(V ) −→ Cp
is holomorphi. Note that if W ⊆ Lq and g : W −→ Lp is holomor-
phi suh that g(W ) ⊆ V , then the omposition f ◦ g : W −→ Lp is
holomorphi.
Denition 3.4 (Translation). Let λ ∈ C be nonzero, and denote by
Arg λ ∈ (−π
2
, π
2
] the standard argument of λ. We put
Cλ :=
{
z ∈ C : Arg λ− π
2
< arg z < Arg λ+
π
2
}
,
and we let lλ : Cλ −→ L be dened by lλ(z) := (|z|, arg z) and put
D(λ) := lλ(B(λ, |λ|)). We let tλ : BL(λ) −→ D(λ) be the holomorphi
map dened by tλ(x) := lλ (λ+ (x)
1).
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For ompleteness' sake, we also dene t0 : L −→ L by t0(x) := x.
For λ ∈ Cp and w ∈ Lp, we write tλ(w) := (tλ1(w1), . . . , tλp(wp)).
Abusing notation, we identify the set
{
x ∈ Lp0 : −π < arg xi ≤ π for
eah i
}
with Cp.
Remark 3.5. Let λ ∈ Cm+n ∩ cl0(U) and f ∈ O(U). An elementary
alulation shows that for eah i ∈ {1, . . . , m}, we have
∂i(f ◦ tλ) =
(
(∂if) ◦ tλ
)
· x
1
i
λi + x
1
i
.
We now let l ∈ {1, . . . , n}, and we write y′ := (y1, . . . , yn−l),
Y ′ := (Y1, . . . , Yn−l), z = (z1, . . . , zl) := (yn−l+1, . . . , yn) and Z =
(Z1, . . . , Zl) := (Yn−l+1, . . . , Yn). We assume that U = W
m × BL(R)n
for some quadrati domainW ⊆ L and some R > 0. We let f ∈ Am(U)
and λ ∈ B(0, R)l, and we put U ′ := Wm ×BL(R)n−l.
Lemma 3.6. Assume (∗)f holds. Then the formal sum Tf(X, Y ′, λ)
gives a series in C[[X∗, Y ′]]. Moreover, the funtion (x, y′) 7→ f(x, y′, λ) :
U ′ −→ C, denoted simply by f(x, y′, λ), satises (∗)f(x,y′,λ) with
T (f(x, y′, λ)) = (Tf)(X, Y ′, λ).
Proof. We assume that l = 1; the general ase follows by indution on
l. Throughout this proof, we let γ and p range over [0,∞)m × Nn−1
and N, respetively. We write f(x, y) =
∑
ap(x, y
′)zp as a onvergent
power series in z = yn and Tf =
∑
a(γ,p)(X, Y
′)γZp. From (∗)f and
Propositions 2.14 and 2.8, we see that (∗)ap holds (with n− 1 in plae
of n) for eah p ∈ N. Hene
(i) f(γ,0)(x, y) =
∑
(ap)γ(x, y
′)zp for all γ and all suiently small
(x, y) ∈ U ;
(ii) a(γ,p) = (ap)γ(0, 0) for all γ and p.
It follows from (ii) and Proposition 2.14 that
Tf(X, Y ′, λ) =
∑
γ
(∑
p
a(γ,p)λ
p
)
(X, Y ′)γ
belongs to C[[X∗, Y ′]], whih proves the rst assertion.
Next, we let a > 0 and onsider the nite set
Sa := {γ ∈ Πm+n−1(suppTf) : |γ| ≤ a} .
Note that, by (ii) above and Proposition 2.14, for every γ ∈ Sa we
have f{γ}×N(x, y) =
∑
p a(γ,p)z
p
for all suiently small (x, y) ∈ U .
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Therefore, after shrinking U if neessary, the funtion
g(x, y) := f(x, y)−
∑
γ∈Sa
f{γ}×N(x, y) · (x, y′)γ
belongs to Am(U) and satises Tg = Tf −
∑
γ∈Sa
(Tf){γ}×N · (X, Y ′)γ.
By the above, it follows that
Tg(X, Y ) = Tf(X, Y )−
∑
γ∈Sa
∑
p
a(γ,p) · (X, Y ′)γZp ;
in partiular, f(x, y′, λ)−∑|γ|≤a (∑p a(γ,p)λp) · (x, y′)γ = o(‖(x, y′)‖a)
as ‖(x, y′)‖ → 0 in U ′. Hene f(x, y′, λ) ∈ Am(U ′) with T (f(x, y′, λ)) =
(Tf)(X, Y ′, λ).
Finally, given an elementary set S ⊆ [0,∞)m×Nn−1 and arguing as
above with fS×{0} in plae of f , we see that (∗)f(x,y′,λ) holds. 
We put R′ := mini=1,...,l(R−|λi|) and V := Wm×BL(R)n−l×BL(R′)l.
From the Taylor expansion theorem for holomorphi funtions, Propo-
sitions 2.14 and 2.15 and Lemma 3.6, we obtain:
Corollary 3.7. Assume (∗)f holds. Then the funtion g : V −→ C
dened by g(x, y) := f(x, y′, tλ(z)) satises (∗)g with
Tg(X, Y ) =
∑
p∈Nl
1
p!
∂p(Tf)
∂Zp
(X, Y ′, λ) · Zp. 
In the situation of Corollary 3.7, we also write t(0,λ)f and T(0,λ)f for
the funtion g and the series Tg, respetively.
Remark 3.8. We are not aware of a statement orresponding to Corol-
lary 3.7 for translation in the x variables. This is the seond reason to
restrit our attention to a sublass of Am(U), done in Setion 5.
Composition. Let f ∈ Am(U). Let V ⊆ Lm+n be an m-quadrati do-
main and let g = (g1, . . . , gn) ∈ Am(V )n. Abusing notation, for (x, y) ∈
V we write (x, g(x, y)) ∈ U to mean (x, g(x, y)) ∈ int(cl0(πm(U))),
and if the latter is the ase, we also write f(x, g(x, y)) in plae of
f ♯(x, g(x, y)).
For the next lemma, we assume that g(0, 0) = 0 and (x, g(x, y)) ∈ U
for all (x, y) ∈ V , and we dene the holomorphi funtion h : V −→ C
by h(x, y) := f(x, g(x, y)).
Proposition 3.9. The funtion h belongs to Am(V ) and Th(X, Y ) =
Tf(X, Tg(X, Y )).
We will dedue this proposition from the following two speial ases:
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Lemma 3.10. Assume that Tg(X, 0) = Tg(X, Y ). Then h ∈ Am(V )
and Th(X, Y ) = Tf(X, Tg(X, Y )).
Proof. We write Tf(X, Y ) =
∑
aγ,pX
γY p and Tgj(X) =
∑
bj,δX
δ
;
note that bj,0 = 0 for eah j. Then (Tf)(X, (Tg)(X, Y )) =
∑
cαX
α
,
where for eah α ∈ [0,∞)m,
Σ(α) :=
{
(γ, p, δ) : γ ∈ Πm(supp(Tf)), p ∈ Nn, and
δ = (δ1, . . . , δ|p|) ∈
(⋃
supp(gj)
)|p|
with γ + δ1 + · · · δ|p| = α}
and
cα :=
∑
(γ,p,δ)∈Σ(α)
aγ,p ·
n∏
j=1
p1+···+pl∏
l=p1+···+pj−1+1
bj,δl .
Sine eah bj,0 = 0, eah set Σ(α) is nite; in fat, with
q(r) :=
m∑
i=1
∣∣∣ΠXi ({β ∈⋃ supp(gj) : |β| ≤ r})∣∣∣ ,
we have |p| ≤ q(|α|) for all (γ, p, δ) ∈ Σ(α).
Let now a > 1, and for all suitable (x, y) ∈ Lm+n, we dene
fa(x, y) := f(x, y)−
∑
|γ|+|p|≤a+q(a)
aγ,px
γyp
and
gaj (x) := gj(x, 0)−
∑
|δ|≤a
bj,δx
δ, for j = 1, . . . , n.
Then fa(x, y) = o
(‖(x, y)‖a+q(a)) as ‖(x, y)‖ → 0 in some m-quadrati
domain, and gaj (x) = o(‖x‖a) for eah j as ‖x‖ → 0 in some qua-
drati domain. Thus, fa(x, ga(x)) = o(‖x‖a), and there is a polynomial
P (x) =
∑
dβX
β
suh that |β| > a whenever dβ 6= 0 and
P (x) = f(x, g(x, 0))− fa(x, ga(x))−
∑
|α|≤a
cαx
α
for all suiently small x. In partiular, f(x, g(x, 0))−∑|α|≤a cαxα =
o(‖x‖a), whih proves the lemma. 
Lemma 3.11. Assume that Tg(X, 0) = 0. Then h ∈ Am(V ) and
Th(X, Y ) = Tf(X, Tg(X, Y )).
Proof. After shrinking U and V if neessary, we may assume that f is
bounded on U . By Proposition 2.14, we an write f(x) =
∑
ap(x)y
p
for all (x, y) ∈ U and gj(x, y) =
∑
bj,p(x)y
p
for all (x, y) ∈ V and j =
1, . . . , n, and there are an m-quadrati domain W ⊆ Lm and onstants
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A,B > 0 suh that ap, bj,p ∈ Am(Wm) and ‖ap(x)‖, ‖bj,p(x)‖ ≤ AB|p|
for all x ∈ Wm, p ∈ Nn and j = 1, . . . , n. Our assumption on g implies
that bj,0 = 0 for eah j. Thus, after shrinking W if neessary, there is
an R > 0 suh that for all (x, y) ∈ W × BL(R)n,
h(x, y) = f(x, g(x, y)) =
∑
p∈Nn
ap(x)g(x, y)
p =
∑
r∈Nn
cr(x)y
r,
where, for r ∈ Nn and x ∈ Wm, we put
cr(x) :=
∑
(p,q)∈Σ(r)
ap(x) ·
n∏
i=1
p1+···+pi∏
j=p1+···+pi−1+1
bi,qj (x)
with
Σ(r) :=
{
(p, q) : p ∈ Nn with |p| ≤ |r|, and
q = (q1, . . . , q|p|) ∈ (Nn \ {0})|p| with q1 + · · ·+ q|p| = r}.
Note that eah Σ(r) is nite, beause |p| ≤ |r| for eah (p, q) ∈ Σ(r);
we only need to onsider suh p, beause eah bj,0 = 0.) Sine h is
bounded and holomorphi on Wm × BL(R)n, there are C,D > 0 suh
that ‖cr(x)‖ ≤ CD|r| for all x ∈ Wm and r ∈ Nn. Finally, writing
Tf(X, Y ) =
∑
p∈Nn Ap(X)Y
p
and Tgj(X, Y ) =
∑
q∈Nn Bj,p(X)Y
q
for
j = 1, . . . , n, it follows from Remark 2.7(3) that eah cr belongs to
Am(Wm) and satises
Tcr(X) =
∑
(p,q)∈Σ(r)
Ap(X) ·
n∏
i=1
p1+···+pi∏
j=p1+···+pi−1+1
Bi,qj(x).
The laim now follows from Proposition 2.15, beause supp(Tcr) ⊆
Πm
(
suppTf(X, Tg(X, Y ))
)
for eah r ∈ Nn and the latter is a natural
set by Proposition 1.13. 
Proof of Proposition 3.9. We dene f ′(x, z, y) := f(x, z + y), g0(x) :=
g(x, 0) and g′(x, y) := g(x, y)−g(x, 0) for all suitable x ∈ Lm and y, z ∈
Ln. By Lemma 3.11, there is an m-quadrati U ′ ⊆ Lm+2n suh that
f ′ ∈ Am(U ′). Note that T (g0)(X, 0) = T (g0)(X, Y ) and T (g′)(X, 0) =
0. Hene by Lemmas 3.6 and 3.10, there is an m-quadrati V ′ ⊆ Lm+n
suh that f ′(x, g0(x, y), y) ∈ Am(V ′), and by Lemma 3.11, there is an
m-quadrati V ′′ ⊆ Lm+n suh that f ′(x, g0(x, y), g′(x, y)) ∈ Am(V ′′).
Sine f(x, g(x, y)) = f ′(x, g0(x), g′(x, y)) for all suitable (x, y) ∈ Lm+n,
the proposition follows from Remark 2.7(2). 
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4. Blow-up substitutions in the non-holomorphi
variables
We ontinue to work with m,n ∈ N and an m-quadrati domain
U ⊆ Lm+n. For eah real ρ > 0, the map pρ : L −→ L dened by
pρ(r, ϕ) := (rρ, ρϕ)
is holomorphi, and the map m : L2 −→ L dened by
m((r1, ϕ1), (r2, ϕ2)) := (r1r2, ϕ1 + ϕ2)
is holomorphi. Note that for all x, x1, x2 ∈ L, we have (pρ(x))1 = xρ
for eah ρ > 0 and (m(x1, x2))
1 = (x1)
1 · (x2)1.
If m ≥ 2 and ρ ∈ (0,∞)m, we dene the holomorphi map pρ :
Lm −→ L by indution on m:
pρ(x) := m
(
pρ
′
(x′),pρm(xm)
)
,
where x′ := (x1, . . . , xm−1) and ρ
′ := (ρ1, . . . , ρm−1).
Denition 4.1. Let m ≥ 2 and i, j ∈ {1, . . . , m} be suh that i 6= j,
and let ρ > 0. The singular blowing-up sρij : L
m+n −→ Lm+n is
dened as s
ρ
ij(x, y) = (z, y), where
zk :=
{
xk if k 6= i,
m(pρ(xj), xi) if k = i.
Proposition 4.2. Let m ≥ 2 and f ∈ Am(U). Then the there is an
m-quadrati V ⊆ Lm+n suh that sρij(V ) ⊆ U and the funtion f ◦ sρij
belongs to Am(V ) and satises T
(
f ◦ sρij
)
= Bρ,0ij (Tf).
Proof. Without loss of generality, we may assume that i = m and
j = m−1. Below, we write s and B in plae of sρij and Bρ,0ij . LetW ⊆ L
be quadrati and 1 > R > 0 be suh that f ∈ Am(Wm × BL(R)n); we
may assume that
W =
{
(r, ϕ) ∈ L : 0 < r < c exp
(
−C
√
|ϕ|
)}
for some c, C > 0 satisfying c < R. We let D := C/min{√ρ, 1} and
put
W ′ :=
{
(r, ϕ) ∈ L : 0 < r < c exp
(
−D
√
|ϕ|
)}
⊆ W
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and V := (W ′)m × BL(R)n; we laim that s(V ) ⊆ U . To see this, we
write xk = (rk, ϕk) for k = 1, . . . , m. Then
‖(s(x))m‖ ≤ cρ+1 exp
(
−D
(
ρ
√
|ϕm−1|+
√
|ϕm|
))
≤ c exp
(
−D
(
ρ
√
|ϕm−1|+
√
|ϕm|
))
;
sine
C
√
|ρϕm−1 + ϕm| ≤ C
(√
ρ
√
|ϕm−1|+
√
|ϕm|
)
≤ D
(
ρ
√
|ϕm−1|+
√
|ϕm|
)
,
the laim follows.
Sine f ◦ s is holomorphi on V , for eah β ∈ Nn the funtion aβ :
(W ′)m −→ C dened by
aβ(x
′) :=
1
β!
(
∂βf
∂yβ
◦ s
)
(x, 0)
is holomorphi. By Proposition 2.15, it sues to show that aβ ∈
A((W ′)m) for eah β. We x β ∈ Nn and write T
(
∂βf
∂yβ
(X, 0)
)
=∑
aαX
α
, and we let a > 0. Shrinking W and W ′ if neessary, we may
assume by Lemma 3.6 that
(4.1)
∥∥∥∥∥∥∂
βf
∂yβ
(x, 0)−
∑
|α|≤a
aαx
α
∥∥∥∥∥∥ = o (‖x‖a) as ‖x‖ → 0 in Wm.
We now dene ρ : [0,∞)m −→ [0,∞)m by
ρ(α) := (α1, . . . , αm−2, αm−1 + ραm, αm).
Note that B(T (∂βf/∂Y β))(X, 0) =
∑
aαX
ρ(α)
and s(x)α = xρ(α) for all
x ∈ (W ′)m and α ∈ [0,∞)m. Sine W ⊆ BL(1), we have ‖s(x)‖ ≤ ‖x‖,
so it follows from (4.1) that
(4.2)
∥∥∥∥∥∥
(
∂βf
∂yβ
◦ s
)
(x, 0)−
∑
|α|≤a
aαx
ρ(α)
∥∥∥∥∥∥ = o (‖x‖a)
Transition maps at non-resonant hyperboli singularities 27
as ‖x‖ → 0 in (W ′)m. Finally, for x ∈ Wm we have∥∥∥∥∥∥
(
∂βf
∂yβ
◦ s
)
(x, 0)−
∑
|ρ(α)|≤a
aαx
ρ(α)
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
(
∂βf
∂yβ
◦ s
)
(x, 0)−
∑
|α|≤a
aαx
ρ(α)
∥∥∥∥∥∥+
∥∥∥∥∥∥
∑
|α|≤a<|ρ(α)|
aαx
ρ(α)
∥∥∥∥∥∥ .
The right-hand side above is o (‖x‖a) as ‖x‖ → 0 in (W ′)m, by (4.2)
and beause the sum in the seond summand is nite and eah of
its summands has an exponent γ satisfying |γ| > a. This proves the
proposition. 
Denition 4.3. Let m ≥ 2 and λ > 0. The regular blowing-up
rρ,λ : Lm−1 × BL(λ) × Ln −→ Lm+n is dened as rρ,λ(x, y) = (z, y),
where
zk :=
{
xk if k < m,
m (pρ(xm−1), tλ(xm)) if k = m.
Proposition 4.4. Let m ≥ 2, λ > 0 and f ∈ Am(U). Then there is
an (m− 1)-quadrati V ⊆ Lm−1 × BL(λ)× Ln suh that rρ,λ(V ) ⊆ U
and the funtion f ◦ rρ,λ : V −→ C belongs to Am−1(V ) and satises
T
(
f ◦ rρ,λ) = Bρ,λm,m−1(Tf).
Proof. Below, we write r and B in plae of rρ,λ and B
ρ,λ
m,m−1. Let
W ′ ⊆ L be quadrati and min{1, λ} > R > 0 be suh that U ′ :=
(W ′)m × BL(R)n ⊆ U ; we may assume that
W ′ =
{
(r, ϕ) ∈ L : 0 < r < c exp
(
−C
√
|ϕ|
)}
for some c, C > 0 satisfying c < R. We let
D :=
C
min{√ρ, 1} and d := min
c,
 c
2λ exp
(
D
√
π/2
)
1/ρ
 ,
and we put
W :=
{
(r, ϕ) ∈ L : 0 < r < d exp
(
−D
√
|ϕ|
)}
⊆W ′
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and V := Wm−1×BL(R)n+1; we laim that r(V ) ⊆ U . To see this, we
write xk = (rk, ϕk) for k = 1, . . . , m. Then
‖(r(x))m‖ ≤ dρ exp
(
−Dρ
√
|ϕm−1|
)
· 2λ
≤ c exp
(
−D
(
ρ
√
|ϕm−1|+
√
π/2
))
.
Sine | arg(tλ(w))| ≤ π/2 for all w ∈ L, we also get
C
√
|ρϕm−1 + arg(tλ(xm))| ≤ C
(√
ρ
√
|ϕm−1|+
√
π/2
)
≤ D
(
ρ
√
|ϕm−1|+
√
π/2
)
.
The laim follows.
We write x′ := (x1, . . . , xm−1) for x ∈ Lm. Sine f ◦ r is holomorphi
on V , for eah p ∈ N and eah β ∈ Nn the funtion a(p,β) : (W ′)m−1 −→
C dened by
a(p,β)(x
′) :=
1
p!β!
∂p((∂f/∂yβ) ◦ r)
∂xpm
(x′, λ, 0)
is holomorphi. Moreover, we put X ′ := (X1, . . . , Xm−1), and α
′ :=
(α1, . . . , αm−1), and we x p ∈ N and β ∈ Nn and write T
(
∂βf
∂yβ
(X, 0)
)
=∑
aαX
α
. By the above and Proposition 2.15, it now sues to show
that a(p,β) ∈ A((W ′)m−1) with Ta(p,β) = 1β!A(p,β), where
A(p,β)(X
′) :=
∑
α
(
αm
p
)
λαm−paα(X
′)α
′
Xραmm−1.
Let a > 0, and hoose a′ > a/min{ρ, 1}. Shrinking W and W ′ if
neessary, we may assume by Lemma 3.6 that∥∥∥∥∥∥∂
βf
∂yβ
(x, 0)−
∑
|α|≤a′
aαx
α
∥∥∥∥∥∥ = o
(
‖x‖a′
)
as ‖x‖ → 0 in Wm.
Therefore,
(4.3)
∥∥∥∥∥∥
(
∂βf
∂yβ
◦ r
)
(x, 0)−
∑
|α|≤a′
aα · (r(x))α
∥∥∥∥∥∥ = o
(
‖r(x)‖a′
)
as ‖x‖ → 0 in (W ′)m. We now dene ρ : [0,∞)m −→ [0,∞)m−1 by
ρ(α) := (α1, . . . , αm−2, αm−1 + ραm). Note that formally A(p,β)(X
′) =∑
α
(
αm
p
)
λαm−paα(X
′)ρ(α), and for all x ∈ (W ′)m and α ∈ [0,∞)m
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that r(x)α = (x′)ρ(α) ·∑q∈N(αmq
)
λαm−qxqm. Dierentiating (4.3), it
follows from the Cauhy estimates and our hoie of a′ that∥∥∥∥∥∥β! · a(p,β)(x′)−
∑
|α|≤a′
(
αm
p
)
λαm−paα(x
′)ρ(α)
∥∥∥∥∥∥ = o (‖x′‖a)
as ‖x′‖ → 0 in (W ′)m−1. Finally, for x′ ∈ (W ′)m−1 we have∥∥∥∥∥∥β! · a(p,β)(x′)−
∑
|ρ(α)|≤a
(
αm
p
)
λαm−paα(x
′)ρ(α)
∥∥∥∥∥∥
≤
∥∥∥∥∥∥β! · a(p,β)(x′)−
∑
|α|≤a′
(
αm
p
)
λαm−paα(x
′)ρ(α)
∥∥∥∥∥∥
+
∥∥∥∥∥∥∥∥
∑
|α|≤a′
|ρ(α)|>a
(
αm
p
)
λαm−paα(x
′)ρ(α)
∥∥∥∥∥∥∥∥ .
The right-hand side above is o (‖x′‖a) as ‖x′‖ → 0 in (W ′)m−1, by
(4.3) and beause the sum in the seond summand is nite and eah
of its summands has an exponent β satisfying |β| > a, as |ρ(α)| ≥
|α|min{ρ, 1} for all α. This proves the proposition. 
5. The lass Q
Let m,n ∈ N, and let U ⊆ Lm+n be an m-quadrati domain. Be-
low, we let y = (y1, . . . , yn) range over L
n
and Y = (Y1, . . . , Yn) be
indeterminates.
With Remarks 3.3 and 3.8 in mind, we now restrit our attention to
a sublass of Am(U). Abusing notation, we identify [0,∞) with the set
{0} ∪ (0,∞)L ⊆ L0.
Denition 5.1. We dene the lass Qm+nm (U) to be the set of all
f ∈ Am(U) suh that for every γ ∈ [0,∞)m,
(TD) there are an m-quadrati V = V (f, γ) ⊆ U and an f(γ,0) ∈
Am(V ) suh that Tf(γ,0) = (Tf)(γ,0);
(TE) for every κ ∈ [0,∞)m with (κ, 0) ∈ cl0(U), there is an m-
quadrati W = W (f(γ,0), κ) ⊆ Lm+n suh that (tκ(x), y) ∈ V
for all (x, y) ∈ W and the funtion t(κ,0)f(γ,0) : W −→ C dened
by (t(κ,0)f(γ,0))(x, y) := f(γ,0)(tκ(x), y) belongs to Am(W ).
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We shall omit the supersript m+ n whenever lear from ontext.
Remarks 5.2. (1) By Proposition 2.8, for eah f ∈ Qm(U) and
eah γ ∈ [0,∞)m, the funtion f(γ,0) in the denition above is
unique in Am(V (f, γ)).
(2) Let f : U −→ C be holomorphi, and let V ⊆ U be an m-
quadrati domain. Then by Remark 2.7(2) and the above de-
nition, f |V ∈ Qm(V ) i f ∈ Qm(U).
(3) By denition, the olletion Q1(U) is equal to the set of all
f ∈ A1(U) suh that (TD) holds for every γ ∈ [0,∞)m; in
partiular, Q11(U) = A11(U). Moreover, A0(U) = Q0(U) by
Proposition 3.2 and Corollary 3.7.
(4) Let σ be a permutation of {1, . . . , m} and τ be a permutation
of {1, . . . , n}, and let f ∈ Qm(U). Then f ◦ σ and f ◦ τ belong
to Qm(U).
For p ∈ N and q ∈ {1, . . . , p}, we say that ρ ∈ [0,∞)p is q-zero if
ρ1 = · · · = ρq = 0 and ρq+1, . . . , ρp > 0. From Proposition 2.11, we
obtain:
Corollary 5.3. Let f ∈ Qm(U), and let γ ∈ [0,∞)m, k ∈ {1, . . . , m},
κ ∈ [0,∞)m be k-zero suh that (κ, 0) ∈ cl0(U) and σ a permutation of
{1, . . . , m}. Then there is a k-quadrati domain W ⊆ Lm+n suh that
σ(tκ(x), y) ∈ V (f, γ) for all (x, y) ∈ W and the funtion t(κ,0)(f(γ,0) ◦σ)
belongs to Ak(W ). 
Denition 5.4. Let Em+nm be the union of all Qm(U) as U ranges over
the m-quadrati domains in Lm+n. We dene an equivalene relation
≡ on Em+nm as follows: f ≡ g if and only of there is an m-quadrati
domain U ⊆ Lm+n suh that f |U = g|U . We let Qm+nm be the set of all
≡-equivalene lasses.
We shall omit the supersriptm+n whenever it is lear from ontext.
We will not distinguish between f ∈ Qm(U) and its equivalene lass in
Qm, whih we also denote by f . With this identiation, whenever U ⊆
Lm+n is an m-quadrati domain, we have Qm(U) ⊆ Qm. Moreover, for
every f, g ∈ Em suh that f ≡ g, we have Tf = Tg; hene, the map f 7→
Tf : Em −→ C[[X∗, Y ]] indues a map f 7→ Tf : Qm −→ C[[X∗, Y ]].
Finally, for r ≥ 0 we simply write xr for the germ of the funtion
x 7→ xr : L −→ C.
Lemma 5.5. (1) Let f, g ∈ Qm and a ∈ C. Then f + g ∈ Qm and
af ∈ Qm.
(2) If m+ n ≥ l ≥ m, then Qm ⊆ Ql.
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(3) Let f ∈ Qm and (λ, µ) ∈ (0,∞)m+n. Then the funtion
f(m(λ1, x1), . . . ,m(λm, xm),m(µ1, y1), . . . ,m(µn, yn))
belongs to Qm.
Proof. (1) Let γ ∈ [0,∞)m; then (Tf)(γ,0) + (Tg)(γ,0) = (T (f + g))(γ,0)
and a(Tf)(γ,0) = T (af)(γ,0). Let also κ ∈ [0,∞)m be suiently small.
Then f ◦ t(κ,0)+g ◦ t(κ,0) = (f +g)◦ t(κ,0) and a(f ◦ t(κ,0)) = (af)◦ t(κ,0),
so we dene t(κ,0)(f + g) := t(κ,0)f + t(κ,0)g and t(κ,0)(af) := at(κ,0)f .
(2) Let m + n ≥ l ≥ m, and let f ∈ Qm and ρ ∈ [0,∞)l. Let also
ρ′ be the least τ ∈ [0,∞)m ×Nl−m suh that τ ≥ ρ. Then we an take
f(ρ,0) := (x, y)
ρ′−ρ · f(ρ′,0). It follows easily that f ∈ Ql.
(3) Writingm((λ, µ), (x, y)) := (m(λ1, x1), . . . ,m(µn, yn)), and writ-
ing (λ, µ) · (X, Y ) := (λ1X1, . . . , µnYn), we see that
Tf((λ, µ) · (X, Y ))(γ,0) = (Tf)(γ,0)((λ, µ) · (X, Y ))
for all γ ∈ [0,∞)m, and that
t(κ,0)(f(m((λ, µ), (x, y)))) = (t(λκ,0)f)(m((λ, µ), (x, y)))
for all suiently small (x, y) ∈ Lm+n, where λκ := (λ1κ1, . . . , λmκm).
Part (3) follows. 
Proposition 5.6. Let f ∈ Qm.
(1) For every elementary set S ⊆ [0,∞)m × Nn, there is a unique
fS ∈ Qm suh that T (fS) = (Tf)S.
(2) For every k ∈ {1, . . . , m}, every suiently small k-zero (κ, λ) ∈
[0,∞)m×Rn and every permutation σ of {1, . . . , m}, the fun-
tion tσ(κ,λ)f := f ◦ σ ◦ t(κ,λ) belongs to Qk.
Proof. (1) By Remark 1.8 and Lemmas 1.10 and 5.5, it sues to on-
sider S = {((α, β) ∈ [0,∞)m × Nn : (α, β) ≥ (γ, δ)} for some (γ, δ) ∈
[0,∞)m×Nn. By Lemma 5.5 and Proposition 2.8, we may even assume
that either γ = 0 or δ = 0. We assume rst that δ = 0 and let f(γ,0) be
as in (TD); we need to show that f(γ,0) ∈ Qm. So let γ′ ∈ [0,∞)m and
κ ∈ [0,∞)m be suiently small. Sine (Tf)(γ+γ′,0) = (Tf(γ,0))(γ′,0), we
an take (f(γ,0))(γ′,0) := f(γ+γ′,0) and t(κ,0)
(
(f(γ,0))(γ′,0)
)
:= t(κ,0)f(γ+γ′,0).
Seond, the ase γ = 0 follows from Proposition 3.2 and Corollary 3.7.
(2) Let k ∈ {1, . . . , m} and (κ, λ) ∈ [0,∞)m×Rn be suiently small
and k-zero; by Remark 5.2(4), it sues to prove that t(κ,λ)f belongs
to Qk. Sine t(κ,λ)f = t(κ,0)(t(0,λ)f), we may assume by Corollary 3.7
that λ = 0. Let γ ∈ [0,∞)k × {0}m−k. By (1), there is for eah
I ⊆ {1, . . . , m} and eah α ∈ Bγ,I = Bγ,I(Tf) a unique fγ,I,α ∈ Qm
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suh that
f =
∑
I⊆{1,...,m}
x
γI
I
 ∑
α∈Bγ,I
xαI · fγ,I,α

and eah fγ,I,α depends only on the variables xI and y. Sine γk+1 =
· · · = γm = 0, we have Bγ,I = ∅ whenever I * {1, . . . , k}. Therefore,
t(κ,0)f =
∑
I⊆{1,...,m}
x
γI
I
 ∑
α∈Bγ,I
xαI · t(κ,0)fγ,I,α
 ,
and hene T (t(κ,0)f) =
∑
I X
γI
I
(∑
αX
α
I · T (t(κ,0)fγ,I,α)
)
is the unique
γ-representation of T (t(κ,0)f). Sine fγ,∅,0 = f(γ,0), it follows that we
an take (t(κ,0)f)(γ,0) := t(κ,0)f(γ,0). Moreover, if κ
′ ∈ [0,∞)k × {0}m−k
is suiently small, then
t(κ′,0)((t(κ,0)f)(γ,0)) = t(κ′,0)(t(κ,0)f(γ,0)) = t(κ+κ′,0)f(γ,0),
so part (2) follows. 
From Proposition 5.6 and Lemma 1.4, we obtain:
Corollary 5.7. Let f ∈ Qm and γ ∈ [0,∞)m. Then for eah I ⊂
{1, . . . , m} and eah α ∈ Bγ,I = Bγ,I(Tf), there is a unique fγ,I,α ∈ Qm
suh that
f =
∑
I⊂{1,...,m}
x
γI
I
 ∑
α∈Bγ,I
xαI · fγ,I,α

and eah fγ,I,α depends only on the variables xI and y. 
Proposition 5.8. Let f ∈ Qm.
(1) For eah i = 1, . . . , m, the funtion ∂if belongs to Qm and
satises T (∂if) = ∂i(Tf).
(2) For eah j = 1, . . . , n, the funtion ∂f/∂yj belongs to Qm and
satises T (∂f/∂yj) = ∂(Tf)/∂Yj .
(3) The funtion g := f(x, y1, . . . , yn−1, 0) belongs to Qm+n−1m .
Proof. Let γ ∈ [0,∞)m. It follows from Propositions 2.9 and 5.6
and Lemmas 1.3 and 5.5 that (∂if)(γ,0) := γi · f(γ,0) + ∂i(f(γ,0)) be-
longs to Am(V ) for a suitable V ⊆ Lm+n and satises T ((∂if)(γ,0)) =
∂i((Tf)(γ,0)). Moreover, we let k ∈ {1, . . . , m} and a k-zero κ ∈ [0,∞)m
be suiently small. If i ≤ k, then t(κ,0)(∂if(γ,0)) = ∂i(t(κ,0)f(γ,0)) by
Remark 3.5. If i > k, then t(κ,0)f(γ,0) belongs to Qk by Proposition
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5.6(2), and it follows from Corollary 2.13 and Remark 3.5 that
x1i ·
∂
∂xi
(t(κ,0)f(γ,0)) = ∂i(t(κ,0)f(γ,0)) =
x1i
κi + x
1
i
· t(κ,0)(∂if(γ,0)).
Therefore, t(κ,0)(∂if(γ,0)) belongs to Am(V ) for some suitable V with
T (t(κ,0)(∂if(γ,0))) = (κi+Xi)·(∂/∂Xi)(T (t(κ,0)f(γ,0))), whih proves part
(1).
Part (2) is more straightforward and follows from Corollary 2.13,
Proposition 5.6 and Lemmas 1.3 and 5.5. For (3), note that for all
γ ∈ [0,∞)m, we an take g(γ,0) := f(γ,0)(x, y1, . . . , yn−1, 0). Then for
every suiently small κ ∈ [0,∞)m, we have
t(κ,0)g(γ,0) = (t(κ,0)f(γ,0))(x, y1, . . . , yn−1, 0),
and part (3) follows. 
Composition. Let f ∈ Qm(U). For the next lemma, we let q =
(q1, . . . ,qn) ∈ Nn and put k := |q|. We let z = (z1, . . . , zk) range
over Lk and U ′ ⊆ Lm+k be an m-quadrati domain suh that (x, z1 +
· · ·+ zq1 , . . . , zq1+···+qn−1+1 + · · · + zk) ∈ U for all (x, z) ∈ U ′. In this
situation, we dene the holomorphi funtion fq : U
′ −→ C by
fq(x, z) := f(x, z1 + · · ·+ zq1 , . . . , zq1+···+qn−1+1 + · · ·+ zk).
Lemma 5.9. We have fq ∈ Qm(U ′) and T (fq) = (Tf)q.
Proof. We rst show that fq ∈ Am(U ′) and T (fq) = (Tf)q. Arguing
by indution on k (simultaneously for all m) and permuting the last n
oordinates if neessary, it sues to onsider the ase where n = 1 and
k = q1 = 2. In this situation, by Proposition 2.14 and after shrinking
U if neessary, we an write f(x, y) =
∑
p∈N ap(x)y
p
for all (x, y) ∈ U ,
and there are a quadrati domain W ⊆ L and onstants A,B > 0
suh that ap ∈ Am(Wm) and ‖ap(x)‖ ≤ ABp for all x ∈ Wm and eah
p ∈ N. Hene
fq(x, z) =
∑
p∈N
ap(x)(z1 + z2)
p =
∑
p,q∈N
bp,q(x)z
p
1z
q
2
for all suiently small (x, z) ∈ U ′, where bp,q :=
(
p+ q
p
)
ap+q for all
p, q ∈ N. Sine ‖bp,q‖ ≤ A(2B)p+q, it follows from Propositions 2.14
and 2.15 that fq ∈ Am(U ′), as required.
Next, for every γ ∈ [0,∞)m, we have T (f(γ,0))q) = (Tfq)(γ,0), so we
an take (fq)(γ,0) := (f(γ,0))q. Moreover, for every suiently small
κ ∈ [0,∞)m, the previous paragraph and Proposition 2.15 now also
show that t(κ,0)(fq)(γ,0) belongs to Am(V ′) for some appropriate V ′. 
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For the next proposition, we let g = (g1, . . . , gn) ∈ Qm(V )n be suh
that g(0) = 0 and (x, g(x, y)) ∈ U for all (x, y) ∈ V , and we dene the
holomorphi funtion h : V −→ C by h(x, y) := f(x, g(x, y)).
Proposition 5.10. The funtion h belongs toQm(V ) and Th(X, Y ) =
Tf(X, Tg(X, Y )).
Proof. First, let κ ∈ [0,∞)m be suh that (κ, 0) ∈ cl0(V ). Then
t(κ,0)h = (t(κ,0)f)(x, t(κ,0)g), so Corollary 3.7 (with λ there equal to
t(κ,0)g(0, 0)) and Proposition 3.9 show that t(κ,0)h ∈ Am(W ) for some
appropriate W .
Seond, let γ ∈ [0,∞)m; we need to nd anm-quadrati domain V ′ ⊆
V and an h′ ∈ Am(V ′) suh that T (h′) = (Th)(γ,0). By Proposition
1.13, there are p ∈ N, a tuple q ∈ Nn and, with k := |q|, elementary
sets E1, . . . , Ep ⊆ [0,∞)m × Nk and Bi,j ⊆ [0,∞)m × Nn for eah pair
(i, j) satisfying i ∈ {1, . . . , n} and j ∈ {1, . . . ,qi}, suh that
Tf(X, Tg)(γ,0) =
p∑
q=1
(X, (Tg)B)
inf Eq
Xγ
· ((Tf)q)Eq(X, (Tg)B)
with (Tg)B := ((Tg1)B1,1 , . . . , (Tgn)Bn,qn ) and eah (X, (Tg)B)
inf Eq
di-
visible by Xγ. After shrinking V if neessary and writing gB :=
((g1)B1,1 , . . . , (gn)Bn,qn ), we get from Lemma 5.9, Proposition 5.6 and
the above that, for eah q = 1, . . . , p, the funtion
hq := x
−γ · (x, gB)inf Eq · (fq)Eq(x, gB)
belongs to Am(V ) and satises
Thq = X
−γ · (X, (Tg)B)inf Eq · ((Tf)q)Eq(X, (Tg)B).
Hene by Lemma 5.5, we an take h′ := h1 + · · ·+ hp.
Finally, it follows from the last paragraph and the rst observation
above that h ∈ Qm. 
Here are some immediate appliations of Proposition 5.10:
Proposition 5.11. The set Qm is a C-algebra, and the map f 7→ Tf :
Qm −→ C[[X∗, Y ]] is an injetive C-algebra homomorphism suh that
f(0) = (Tf)(0) for all f ∈ Qm.
Proof. Let f, g ∈ Qm; we need to show that fg ∈ Qm. Put f1 :=
f − f(0) and g1 := g − g(0); then f1, g1 ∈ Qm by Lemma 5.5, and
fg = P (f1, g1) with P (Y1, Y2) := (f(0)+Y1)(g(0)+Y2). Hene fg ∈ Qm
by Proposition 5.10. 
Proposition 5.12. Let f ∈ Qm. Then
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(1) f is a unit in Qm if and only if f(0) 6= 0;
(2) if f(0) = 0, then there are (γ, δ) ∈ (0,∞)m × (N \ {0})n and
f1, . . . , fm+n ∈ Qm suh that f = Xγ11 f1 + · · ·+ Y δnn fm+n.
Proof. (1) Assume rst that f is a unit in Qm, and let g ∈ Qm be
suh that f · g = 1. Then Tf · Th = 1 and hene f(0) = Tf(0) 6= 0.
Conversely, assume that f(0) 6= 0; we may assume that f(0) = 1, and
we put f1 := 1−f ∈ Qm. Let a > 0 and Ua ⊆ Lm+n be an m-quadrati
domain suh that f1(x, y) = o(‖(x, y)‖a) as ‖(x, y)‖ → 0 in Ua. Thus,
there is an m-quadrati domain U ⊆ Ua suh that ‖f1(x, y)‖ ≤ 12 for all
(x, y) ∈ U . Let φ : B(0, 1) −→ C be the holomorphi funtion dened
by φ(z) := 1
1−z
, and dene g : U −→ C by g(x, y) := φ(f1(x, y)). Then
f · g = 1, and g ∈ Qm(U) by Proposition 5.10.
(2) follows from Lemma 4.8 of [3℄ and Proposition 5.6. 
Finally, Proposition 5.10 allows us to make sense of ertain substi-
tutions in the x-variables:
Denition 5.13. Let W ⊆ L be a quadrati domain and R > 0, and
let f ∈ Qm(Wm × BL(R)). Let also V ⊆ Lm+n be m-quadrati and
g = (g1, . . . , gm) ∈ Qm(V )m be suh that λ := g(0, 0) ∈ Wm ∩ (0,∞)m.
Then g(x, y) = λ + h(x, y) with h ∈ Qm(V )m satisfying h(0) = 0, and
we dene f(g(x, y), y) := (t(λ,0)f)(h(x, y), y).
Corollary 5.14. The funtion f(g(x, y), y) in Denition 5.13 belongs
to Qm. 
Some of the substitutions not overed by the previous orollary are
the blow-up substitutions:
Proposition 5.15. Let ρ, λ > 0 and i, j ∈ {1, . . . , m} be distint.
(1) The funtion f ◦ sρi,j belongs to Qm for every f ∈ Qm, and the
map s
ρ
ij : Qm −→ Qm dened by sρij(f) := f ◦ sρij is a C-algebra
homomorphism suh that T ◦ sρij = Bρ,0ij ◦ T .
(2) The funtion f ◦ rρ,λ belong to Qm−1 for every f ∈ Qm, and
the map rρ,λ : Qm −→ Qm−1 dened by rρ,λ(f) := f ◦ rρ,λ is a
C-algebra homomorphism suh that T ◦ rρ,λ = Bρ,λm,m−1 ◦ T .
Whenever onvenient, we shall write s
ρ
ijf and r
ρ,λf in plae of sρij(f)
and rρ,λ(f).
Proof. The proofs for parts (1) and (2) are similar; we prove (1) here
and leave (2) to the reader. We may assume that i = m and j = m−1,
and we write s and B in plae of sρm,m−1 and Bρm,m−1. Let f ∈ Qm; if
sues to prove that f ◦ s ∈ Qm.
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To do so, we let W ⊆ L be quadrati and 1 > R > 0 be suh
that f ∈ Am(Wm × BL(R)n), and we let W ′ and V be as in the
proof of Proposition 4.2. We also let κ ∈ [0,∞)m be nonzero suh that
(κ, 0) ∈ cl0(V ), and letWκ ⊆ W ′ be quadrati suh that t(κ,0)(x, y) ∈ V
for all (x, y) ∈ Vκ := (Wκ)m × BL(R)n. By Propositions 1.12 and 5.6,
it remains to prove that
(∗) t(κ,0)(f ◦ s) belongs to Am(Vκ).
Writing κ′ = (κ1, . . . , κm−2) and κ
′′ := (κm−1, κm), we see that t(κ,0)(f ◦
s) = t(0,κ′′,0)(t(κ′,0,0)(f ◦ s)); sine t(κ′,0,0)(f ◦ s) = (t(κ′,0,0)f) ◦ s, we may
even assume that κ1 = · · · = κm−2 = 0. We now distinguish three
ases:
Case 1: both κm−1 and κm are nonzero. Then
t(κ,0)(f ◦ s)(x, y) = (t(0,κm−1,κρm−1κm,0)f)(x′, g(xm−1, xm), y),
where x′ := (x1, . . . , xm−1) and g is an analyti funtion satisfying
g(0) = 0. Sine t(0,κm−1,κρm−1κm,0)f belongs to Qm−2 by Proposition 5.6,
(∗) follows from Proposition 5.10 in this ase.
Case 2: κm−1 = 0 and κm > 0. Then t(κ,0)(f ◦ s) = f ◦ rρ,κm, so (∗)
follows from Proposition 4.4 in this ase.
Case 3: κm−1 6= 0 and κm = 0. We dene φ(z1, . . . , zm+1, y) :=
t(κ,0)f(z1, . . . , zm−1, zm+1, y). Then φ ∈ Qm+1, and there is an analyti
one-variable funtion g with g(0) = 0 suh that
t(κ,0)(f ◦ s)(x, y) =
(
φ ◦ r1,κρm−1
)
(x, g(xm−1), y).
Thus, (∗) follows from Propositions 4.4 and 3.9 in this ase. 
As a onsequene of Proposition 5.15, we extend Corollary 5.14 to
ertain funtions with zero onstant oeient:
Denition 5.16. Let m ≥ 1, let W ⊆ L be a quadrati domain
and R > 0, and let f ∈ Qm(Wm × BL(R)n). Let also V ⊆ L be a
quadrati domain and g ∈ Q1(V ) be suh that g(t) ∈ W ∩ (0,∞) for
all t ∈ V ∩ (0,∞). Then g(t) = tρ(λ + h(t)) for some ρ, λ > 0 and
some h ∈ Q1(V ) with h(0) = 0. We write x′ := (x1, . . . , xm−1) and let
f˜ ∈ Qm+1(Wm+1×BL(R)n) be the funtion dened by f˜(x′, u, v, y) :=
f(x′, v, y). Then rρ,λf˜ ∈ Qm+n+1m , and we dene
f(x′, g(t), y) :=
(
rρ,λf˜
)
(x′, t, h(t), y).
Corollary 5.17. The funtion f(x′, g(t), y) in Denition 5.16 belongs
to Qm+nm . 
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6. Weierstrass Preparation
We ontinue to work in the setting of the previous setion. In this
setion, we establish a Weierstrass Preparation Theorem for the lasses
Qm. We follow Brieskorn and Knörrer's exposition in Setion 8.2 of [1℄;
to do so, we need to rst establish an impliit funtion theorem and a
theorem on symmetri funtions. We thank Lou van den Dries for his
helpfull suggestions on this setion, espeially the proof of Corollary
6.2 below.
We start with a single impliit variable and write y′ := (y1, . . . , yn−1)
and Y ′ := (Y1, . . . , Yn−1).
Proposition 6.1. Let f ∈ Qm+nm , and assume that f(0) = 0 and
∂f/∂yn(0) 6= 0. Then there is an h ∈ Qm+n−1m suh that h(0) = 0 and
f(x, y′, h) = 0.
Proof. We let U = Wm×BL(R)n for some quadratiW ⊆ L and R > 0
be suh that f ∈ Qm(U), and we put V := Wm×BL(R)n−1. During the
proof below, we may have to shrinkW and R (and all related quantities
introdued below) on various oasions; we will not expliitely mention
this. By Proposition 5.8, the funtion (∂f/∂yn)(x, y
′, 0) belongs to
Qm(V ). Hene by hypothesis, there is a onstant c > 0 suh that
|(∂f/∂yn)(x, y′, 0)| ≥ c for all (x, y′) ∈ V . On the other hand, by
Proposition 2.14, we an write f(x, y) =
∑
p∈N ap(x, y
′)ypn with eah
ap ∈ Om(V ).
Dene g : U −→ C by g(x, y) := f(x, y) − a0(x, y′); note that g ∈
Om(U). By the above and the usual arguments for the inverse funtion
theorem, there is a ρ > 0 suh that for every (x, y′) ∈ V , we have
‖a0(x, y′)‖ ≤ ρ/2 and the funtion gx,y′ : BL(R) −→ C dened by
gx,y′(yn) := g(x, y) is injetive and satises gx,y′(0) = 0 and B(0, ρ) ⊆
gx,y′(BL(R)), and suh that its ompositional inverse g
−1
x,y′ : BL(ρ) −→
C is given by a onvergent power series
g−1x,y′(z) =
∑
p∈N
bp(x, y
′)ypn.
We laim that the funtion H : V × BL(ρ/2) −→ C dened by
H(x, y) := g−1x,y′(yn) belongs to Qm(V ×BL(ρ/2)). The proposition fol-
lows from this laim by dening h : V −→ C as h(x, y′) := H(x, y′, yn−
a0(x, y
′))|yn=0.
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To see the laim, we note rst from the Lagrange inversion formula
(see for instane Whittaker and Watson [12, p. 133℄) that for all p ∈ N,
bp(x, y
′) =
1
p!
[
∂p−1
∂yp−1n
(
yn
g(x, y)
)p]
yn=0
.
Sine a1(0) 6= 0 by hypothesis, it follows from Propositions 5.12, 5.11
and 5.8 and Remark 5.2(2) that bp ∈ Qm(V ) for eah p.
Seond, we let γ ∈ [0,∞)m, and we laim that H(γ,0) ∈ Am(V ×
BL(ρ/2)). It sues, by Propositions 2.15 and 3.2, to nd onstants
A,B > 0 suh that ‖(bp)(γ,0)(x, y′)‖ ≤ ABp for all p ∈ N and (x, y′) ∈
V . To do so, we shall assume that U ⊆ BL(1)m+n, and we put g(x, y) :=
yn/g(x, y) ∈ Qm(U). We let J be the set of all ordered pairs (I, α)
suh that I ⊆ {1, . . . , m} and α ∈ BI = Bγ,I(Tg), where the latter is
dened as in Lemma 1.4. By Corollary 5.7, there is a onstant C > 0
and for eah (I, α) ∈ J a funtion gI,α ∈ Qm(U), depending only on
the variables xI and y, suh that
g(x, y) =
∑
(I,α)∈J
x
γI
I
xαI gI,α(x, y)
and ‖gI,α(x, y)‖ ≤ C for all (x, y) ∈ U . We x p ∈ N and write
gp(x, y) := (g(x, y))p for all (x, y) ∈ U . Sine
gp(x, y) =∑
((I1,α1),...,(Ip,αp))∈J p
xα1I1 · · ·x
αp
Ip
· xγI1
I1
· · ·xγIp
Ip
· gI1,α1(x, y) · · ·gIp,αp(x, y),
and sine eah gI,α only depends on the variables xI and y, we get that
(gp)(γ,0)(x, y) =∑
((I1,α1),...,(Ip,αp))∈Jp
xα1I1 · · ·x
αp
Ip
· xγI1
I1
· · ·xγIp
Ip
xγ
· gI1,α1(x, y) · · ·gIp,αp(x, y),
where Jp is the set of all ((I1, α1), . . . , (Ip, αp)) ∈ J p suh that the
monomial xα1I1 · · ·x
αp
Ip
·xγI1
I1
· · ·xγIp
Ip
is divisible by xγ . As U ⊆ BL(1)m+n,
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it follows for all x ∈ U that∥∥(gp)(γ,0)(x, y)∥∥ ≤ ∑
((I1,α1),...,(Ip,αp))∈J p
‖gI1,α1(x, y)‖ · · · ‖gIp,αp(x, y)‖
=
 ∑
(I,α)∈J
‖gI,α(x, y)‖
p
≤ (|J |C)p .
It follows from Lemma 1.3 and the Cauhy estimates that
‖(bp)(γ,0)(x, y′)‖ = 1
p!
∥∥∥∥∂p−1(gp)(γ,0)∂yp−1n (x, y′, 0)
∥∥∥∥ ≤ (|J |C)pρp−1
for all (x, y′) ∈ V ; so we an take A := ρ and B := |J |C/ρ.
Finally, let κ ∈ [0,∞)m be suh that (κ, 0) ∈ cl0(V × BL(ρ/2)).
Then t(κ,0)(bp)(γ,0) ∈ Am(V ′) for some appropriate V ′ independent of p
by Remark 2.7(2). Sine ‖t(κ,0)(bp)(γ,0)(x, y′)‖ ≤ ABp for all (x, y′) ∈ V ′
by the above, it follows that t(κ,0)H(γ,0) belongs to Am(V ′ ×BL(ρ/2)),
and the proposition is proved. 
The ase of several impliit variables an be redued to that of one
impliit variable: below, we let l ∈ {1, . . . , n}, and we write y′ :=
(y1, . . . , yn−l), z = (z1, . . . , zl) := (yn−l+1, . . . , yn), Y
′ := (Y1, . . . , Yn−l)
and Z = (Z1, . . . , Zl) := (Yn−l+1, . . . , Yn).
Corollary 6.2 (Impliit Funtion Theorem). Let f ∈ (Qm)l suh
that f(0) = 0 and ∂f/∂z(0) 6= 0. Then there is an h ∈ (Qm+n−lm )l suh
that h(0) = 0 and f(x, y′, h) = 0.
Proof. By indution on l; the ase l = 1 orresponds to Proposition 6.1,
so we assume that n ≥ l > 1 and the orollary holds for lower values
of l. After permuting the omponent funtions of f , we may assume
that ∂fl/∂yn(0) 6= 0. Hene, writing z′ := (yn−l+1, . . . , yn−1), we obtain
from Proposition 6.1 a funtion w ∈ Qm+n−1m suh that fl(x, y′, z′, w) =
0. Moreover, there are onstants c1, . . . , cl−1 ∈ C suh that for eah
i = 1, . . . , l− 1, dening f ′i := fi − cifl gives (∂f ′i/∂yn)(0) = 0. By the
hypothesis of the orollary, the map g ∈ (Qm+n−1m )l−1 dened by
gi(x, y
′, z′) := f ′i(x, y
′, z′, w(x, y′, z′)) for i = 1, . . . , l − 1
satises g(0) = 0 and (∂g/∂z′)(0) 6= 0. Hene by the indutive hypoth-
esis, there is an h′ ∈ (Qm+n−lm )l−1 suh that g(x, y′, h′) = 0. The orol-
lary follows with h ∈ (Qm+n−lm )l dened by hi := h′i if i = 1, . . . , l − 1
and hl(x, y
′) := w(x, y′, h′(x, y′)). 
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For the next proposition, we let σ = (σ1, . . . , σl) be the elemen-
tary symmetri funtions in the variables z. Reall that f ∈ Qm is
symmetri in the variables z if f(x, y′, z) = f(x, y′, λ(z)) for every
permutation λ of {1, . . . , l}.
Proposition 6.3 (Symmetri Funtion Theorem). Let f ∈ Qm
be symmetri in the variables z. Then there is a g ∈ Qm suh that
f(x, y′, z) = g(x, y′, σ).
Proof. First, let γ ∈ [0,∞)m and assume there is a G ∈ C[[X∗, Y ′, Z]]
suh that Tf(X, Y ′, Z) = G(X, Y ′, σ1(Z), . . . , σl(Z)). Then (Tf)(γ,0,0)
is symmetri in Z and
(Tf)(γ,0,0)(X, Y
′, Z) = G(γ,0,0)(X, Y
′, σ1(Z), . . . , σl(Z)).
Moreover, if g ∈ Am(V ) is suh that f(x, y′, z) = g(x, y′, σ), and if
κ ∈ [0,∞)m is suiently small, then t(κ,0,0)f is symmetri in z and
t(κ,0,0)f(x, y
′, z) = t(κ,0,0)g(x, y
′, σ).
Therefore, we assume that f ∈ Am(U) for some m-quadrati U ⊆
Lm+n and we need to nd, after shrinking U if neessary, a g ∈ Am(U)
suh that f(x, y′, z) = g(x, y′, σ1, . . . , σl) for all (x, y
′, z) ∈ U . Without
loss of generality, we also assume that U = Wm × BL(R)n for some
quadrati domain W ⊆ L and some R > 0, and we put U ′ := Wm ×
BL(R)
n−l
.
By Proposition 2.14, there are aq ∈ Am+n−lm (U ′), for q ∈ Nl, and
onstants B,C > 0 suh that ‖aq(x, y′)‖ ≤ BC |q| for eah q and
f(x, y′, z) =
∑
q∈Nl aq(x, y
′)zq. Let also ∼ be the equivalene rela-
tion on Nl dened by p ∼ q if and only if there is a permutation λ
of {1, . . . , l} suh that p = (qσ(1), . . . , qσ(l)), and let E1, E2, . . . be an
enumeration of all equivalene lasses of ∼. Sine f is symmetri in z,
we get for all j ∈ N that ap = aq for all p, q ∈ Ej . Thus, for eah j ∈ N,
we dene bj := ap for some p ∈ Ej; then∑
p∈Ej
ap(x, y
′)zp = bj(x, y
′) ·
∑
p∈Ej
zp for all j ∈ N.
Let j ∈ N, and note that the sum∑p∈Ej zp is a symmetri polynomial
in z that is homogeneous of degree dj := |p| for any p ∈ Ej. By the main
theorem on symmetri polynomials (see for instane Van der Waerden
[11℄), there is a unique polynomial Sj ∈ C[Z] of weighted degree dj suh
that
∑
p∈Ej
zp = Sj(σ1(z), . . . , σl(z)). (Here of weighted degree dj
means that any term czp ourring in Sj satises p1+2p2+· · ·+lpl = dj.)
We now dene S ∈ C[[Z]] by S(Z) := ∑j∈N Sj(Z); we laim that
S is onvergent. To see this, note that the produt Πli=1(1 − Zi) is
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a symmetri polynomial; hene, there is a polynomial P ∈ C[Z] suh
that P (σ1(Z), . . . , σl(Z)) = Π
l
i=1(1−Zi). Sine P (0) 6= 0, we have that
1/P ∈ C[[Z]] onverges; but (1/P )(σ1(Z), . . . , σl(Z)) =
∑
q∈Nl z
q
, and
the laim follows.
We now laim that the sum g(x, y′, z) :=
∑
j∈N bj(x, y
′)Sj(z) de-
nes a funtion g ∈ Am(U). Assuming the laim holds, we neessarily
have Tg(X, Y ′, Z) = G(X, Y ′, Z) :=
∑
j∈N Tbj(X, Y
′)Sj(Z), so g has
the required properties by the injetivity of the map T and beause
Tf(X, Y ′, Z) = G(X, Y ′, σ1(Z), . . . , σl(Z)).
To see the laim, we rst need to rewrite the sum: for eah q ∈ Nl,
we put Dq := {j ∈ N : q ∈ suppSj} and cq :=
∑
j∈Dq
bj , so that
g(x, y′, z) =
∑
q∈Nl cq(x, y
′)zq for all (x, y′, z) ∈ U . Note that for all
q ∈ Nl, j ∈ Dq and p ∈ Ej , we have |p| = q1 + 2q2 + · · · + lql ≤ l|q|.
Hene, for eah q ∈ Nl, there is a set Cq ⊆
{
r ∈ Nl : |r| ≤ l|q|} suh
that cq =
∑
r∈Cq
ar. Sine |Cq| ≤ (l|q|)l, it follows that there are
onstants a,b > 0 suh that ‖cq(x, y′)‖ ≤ ab|q| for every q ∈ Nl and all
(x, y′) ∈ U ′. Sine cq ∈ Am+n−lm (U ′) for every q ∈ Nl, the laim follows
from Proposition 2.15. 
For the remainder of this setion, we write again Y ′ = (Y1, . . . , Yn−1).
We reall from Denition 4.16 of [3℄ that F ∈ C[[X∗, Y ]] is regular in
Yn of order d ∈ N if F (0, 0, Yn) = cY dn+ terms of higher order in Yn.
Proposition 6.4 (Weierstrass Preparation). Assume that n > 0,
and let f ∈ Qm be suh that Tf is regular in Yn of order d ∈ N.
(1) For every g ∈ Qm, there are a unique q ∈ Qm and a unique
r ∈ Qm+n−1m [Yn] suh that g = qf + r and degYn(r) < d.
(2) There are a unique unit u ∈ Qm and a unique w ∈ Qm+n−1m [Yn]
suh that f = uw and w is moni of degree d in Yn.
Proof. The proof of Theorems 1 and 2 on p. 338 of [1℄ goes through
almost literally, using the properties established for the lasses Qm in
the previous setions as well as the Impliit Funtion Theorem and
the Symmetri Funtion Theorem above, exept for the following triv-
ial hanges: the variable t and z1, . . . , zn there orrespond to yn and
x1, . . . , xm, y1, . . . , yn−1 here, and the roles of f and g are exhanged.
(Note that the uniqueness also follows diretly from Proposition 4.17
in [3℄ and the injetivity of the map T : Qm −→ C[[X∗, Y ]].) 
7. Q-semianalyti sets and model ompleteness
In this setion we prove model ompleteness and o-minimality of
RQ. We also show that RQ admits analyti ell deomposition. (An
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o-minimal expansion R˜ of the ordered eld of real numbers is said to
admit analyti ell deomposition if for any A1, . . . , Ak ⊆ Rm den-
able in R˜ , there is a deomposition of Rm into analyti ells denable
in R˜ and ompatible with eah Ai.)
We let m,n ∈ N and ρ ∈ (0,∞)m+n, and we put
Im,n;ρ := [0, ρ1]× · · · × [0, ρm]× [−ρm+1, ρm+1]× · · · × [−ρm+n, ρm+n],
a subset of Rm+n. We also write Im,n;ǫ instead of Im,n;(ǫ,...,ǫ), for ǫ > 0,
and we put Im,n;∞ := [0,∞)m × Rn. Abusing notation, we identify
Im,n;ρ with the set
{(x, y) ∈ [0,∞)mL0 × Rn : 0 ≤ ‖xi‖ ≤ ρi and
− ρm+j ≤ yj ≤ ρm+j for i = 1, . . . , m and j = 1, . . . , n}.
Given an m-quadrati U ⊆ Lm+n suh that Im,n;ρ ⊆ int(cl(πm+nm (U)),
and given an f ∈ Qm(U), we write f |Im,n;ρ for the funtion f ♯|Im,n;ρ .
Denition 7.1. We let Qm,n;ρ be the set of all funtions f : Im,n;ρ −→
R for whih there exist an m-quadrati domain U ⊆ Lm+n and a g ∈
Qm(U) suh that Im,n;ρ ⊆ int(cl(πm+nm (U)) and f = g|Im,n;ρ.
Remark 7.2. For every f ∈ Qm,n;ρ, there are ρ′ > ρ and g ∈ Qm,n,ρ′
suh that f = g|Im,n;ρ.
Proposition 7.3. Let U ⊆ Lm+n be m-quadrati suh that Im,n;ρ ⊆
int(cl(πm+nm (U)), and let f ∈ Qm(U). Then f |Im,n;ρ ∈ Qm,n;ρ if and
only if Tf ∈ R[[X∗, Y ]].
Proof. The neessity is lear from Denition 2.6, so we assume that
Tf ∈ R[[X∗, Y ]]. Dene (r, ϕ) := (r,−ϕ) for (r, ϕ) ∈ L and (x, y) :=
(x1, . . . , yn) for (x, y) ∈ Lm+n. Then the funtion f : U −→ C dened
by f(x) := f(x) belongs to A(U) and satises T (f) = Tf . Hene by
Proposition 2.8, we have f = f , whih proves the proposition. 
Correspondingly, we put R{X∗, Y }Q,ρ := {Tf : f ∈ Qm,n;ρ}. If ǫ >
0, we write R{X∗, Y }Q,ǫ and Qm,n;ǫ instead of R{X∗, Y }Q,(ǫ,...,ǫ) and
Qm,n;(ǫ,...,ǫ). Next, we put
R{X∗, Y }Q :=
⋃
ρ∈(0,∞)m+n
R{X∗, Y }Q,ρ.
For n = 0 we just write R{X∗}Q,ρ instead of R{X∗, Y }Q,ρ.
The properties desribed Setions 5, 6 and 4 of the algebras Qm(U)
are easily seen to imply orresponding properties of the algebras Qm,n;ρ
and R{X∗, Y }Q,ρ. Due to Proposition 5.11, we need no longer formally
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distinguish between f ∈ Qm,n;ρ and Tf ∈ R{X∗, Y }Q,ρ; in partiular,
the notations in Setions 7, 8 and 9 of [3℄ make sense in our setting.
Denition 7.4. A set A ⊆ Im,n;ρ is alled a basi Qm,n;ρ-set if there
are f, g1, . . . , gk ∈ Qm,n;ρ suh that
A = {z ∈ Im,n;ρ : f(z) = 0, g1(z) > 0, . . . , gk(z) > 0} .
A Qm,n;ρ-set is a nite union of basiQm,n;ρ-sets. Note that the Qm,n;ρ-
sets form a boolean algebra of subsets of Im,n;ρ.
Given a point a = (a1, . . . , am+n) ∈ Rm+n and a hoie of signs
σ ∈ {−1, 1}m, we let ha,σ : Rm+n −→ Rm+n be the bijetion given by
ha,σ(z) := (a1 + σ1z1, . . . , am+n + zm+n) .
Note that the maps ha,σ (with a ∈ Rm+n and σ ∈ {−1, 1}m) form a
group of permutations of Rm+n.
Denition 7.5. A set X ⊆ Rm+n is Qm,n-semianalyti at a ∈ Rm+n
if there is an ǫ > 0 suh that for eah σ ∈ {−1, 1}m there is a Qm,n;ǫ-set
Aσ ⊆ Im,n;ǫ with
X ∩ ha,σ(Im,n;ǫ) = ha,σ(Aσ).
A set X ⊆ Rm+n isQm,n-semianalyti if it is Qm,n-semianalyti at ev-
ery point a ∈ Rm+n. For onveniene, if X ⊆ Rm is Qm,0-semianalyti
we also simply say that X is Qm-semianalyti.
Remark 7.6. (1) IfX, Y ⊆ Rm+n areQm,n-semianalyti at a, then
so are X ∪ Y , X ∩ Y and X \ Y .
(2) Let X ⊆ Rm+n be Qm,n-semianalyti, a ∈ Rm+n and σ ∈
{−1, 1}m. Then the set ha,σ(X) is Qm,n-semianalyti. More-
over by Lemma 5.5(3), for eah λ ∈ (0,∞)m+n the set Eλ(X)
is Qm,n-semianalyti, where Eλ : Rm+n −→ Rm+n is dened by
Eλ(z) := (λ1z1, . . . , λm+nzm+n).
(3) If X ⊆ Rn is semianalyti, then X is Q0,n-semianalyti.
Below we write 0 for the point (0, . . . , 0) ∈ Rm+n. The following
lemma is now proved just as in [3, Setion 7℄ with obvious hanges:
R...-set is replaed by Q...-set, R{X∗, Y } by R{X∗, Y }Q and the
algebras Rm,n,... by Qm,n;.... Also, the results from Setions 4, 5 and 6
there need to be replaed by the orresponding results of Setions 5, 6
and 4 here. (For example, we use Proposition 5.6(2) here in plae of
Corollary 6.7 there; the other replaements are more straightforward.)
Lemma 7.7. (1) Let A ⊆ Rm+n be Qm,n-semianalyti at 0 and
let σ be a permutation of {1, . . . , m}. Then σ(A) is Qm,n-
semianalyti at 0.
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(2) If n ≥ 1, then eah Qm,n-semianalyti subset of Rm+n is also
Qm+1,n−1-semianalyti.
(3) Every Qm,n;ρ-set A ⊆ Im,n;ρ is Qm,n-semianalyti. 
Note that Remark 7.6(3) and Lemma 7.7(2) imply in partiular that
every semianalyti subset of Rm+n is Qm,n-semianalyti. Also, sine
every f ∈ Rm,n,ρ extends to a holomorphi funtion g : BL(ρ′) −→ C
for some ρ′ > ρ, we see that Rωm,n,ρ ⊆ Qm,n;ρ, where Rωm,n,ρ onsists
of all f ∈ Rm,n,ρ with natural support. In partiular, every Rωm,n-
semianalyti subset of Rm+n is Qm,n-semianalyti.
We now onsider the system Λ = (Λp)p∈N, where
Λp := {A ⊆ Ip : A is Qp-semianalyti} .
Note that if A ⊆ Ip is Qm,n-semianalyti with m + n = p, then A is
also Qp-semianalyti by Lemma 7.7(2), so A ∈ Λp. A set A ⊆ Rm is
alled a Λ-set if A ∈ Λn, and B ⊆ Rm is alled a sub-Λ-set if there
exist n ∈ N and a Λ-set A ⊆ Rm+n suh that B = Πm(A).
Proposition 7.8. Let A ⊆ [−1, 1]m be a sub-Λ-set. Then [−1, 1]m \A
is also a sub-Λ-set.
Sketh of proof. By Theorem 2.7 of [3℄, we need to establish Axioms
(I)-(IV) listed in [3, Setion 2℄; the rst three are straightforward. For
Axiom (IV), the proof proeeds almost literally as for [3, Corollary
8.15℄, with the obvious hanges indiated earlier, as well as the fol-
lowing: R{X∗, Y }... there is replaed by R{X∗, Y }Q,... here, and the
fats of Setion 7 here are used in plae of the orresponding fats from
Setion 7 there. Moreover, note that Lemma 6.1 there goes through
unhanged here. 
Reall that by the remarks after Denition 7.1,
RQ =
(
R, <, 0, 1,+,−, · ,
(
f˜ : f ∈ Qm,0;1
))
.
It is lear from Remark 7.6(2) that every bounded Qp-semianalyti set,
for p ∈ N, is quantier-free denable in RQ. We are now ready to prove
Theorem A.
Theorem 7.9. The expansion RQ is model omplete, o-minimal and
admits analyti ell deomposition.
Proof. The theorem follows from the previous remark in view of Propo-
sitions 7.8 above and [3, Corollary 2.9℄. For analyti ell deomposition,
we proeed exatly as in the proof of Corollary 6.10 of [4℄. 
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For Theorem B, we proeed as in Setion 9 of [3℄, with the following
hanges: we do not need 9.3 there, and use Corollaries 5.14 and 5.17
here in plae of Lemma 9.4 there. Moreover, we do not need 9.7 and
Lemma 9.8 there, and we give a muh simpler proof of Lemma 9.9
there:
Lemma 7.10. Let 0 < f ∈ R{T ∗}Q with f(0) = 0. Then there exists
g ∈ R{T ∗}Q suh that g > 0, g(0) = 0 and f(g(T )) = T .
Proof. By the hypotheses, there are λ, α > 0 and h ∈ R{T ∗}Q suh
that f(t) = tα(λ+h(t)) and h(0) = 0. We put ρ := 1/α and let F,H ∈
R{T ∗, Y ∗}Q be dened by F (T, Y ) := f(Y ) and H(T, Y ) := h(Y ).
By Proposition 5.15, the funtions rρ,λF (t, y) and rρ,λH(t, y) belong to
R{T ∗, Y }Q. We dene
φ(t, y) := (λ+ y)α
(
λ+ rρ,λH(t, y)
)
;
then rρ,λF (t, y) = t · φ(t, y), so φ ∈ R{T ∗, Y }Q by Proposition 5.6(1).
Moreover, we have φ(0, 0) = λα+1 and ∂φ
∂y
(0, 0) = αλα > 0; hene
by the impliit funtion theorem, there is a ψ ∈ R{T ∗}Q suh that
φ(t, ψ(t)) = 1. Therefore, we have rρ,λF (t, ψ(t)) = t, so we take g(t) :=
t1/α(λ+ ψ(t)). 
Using this lemma in plae of Lemma 9.9 in [3℄, we nish the proof of
Theorem B as it is done there, and we obtain orresponding orollaries
for 1-dimensional sets denable in RQ.
8. Example of a definable family of transition maps
Let ξ be an analyti vetor eld in R2. A polyyle Γ of ξ is a yli-
ally ordered nite set of singular points p0 = pk, p1, . . . , pk, pk+1 = p1
(with possible repetitions), alled verties, and trajetories γ1, . . . , γk,
alled separatries, onneting the verties in the order following the
ow of ξ, as in Figure 2. We assume here that eah pi is a non-resonant
hyperboli singularity of ξ. For eah i, we x two segments Λ−i and Λ
+
i
transverse to ξ and interseting the separatries γi−1 and γi, respe-
tively, lose to pi.
For eah i, we x analyti harts xi : (−1, 1) −→ Λ−i and yi :
(−1, 1) −→ Λ+i suh that xi(0) and yi(0) are the points of interse-
tion of Λ−i with γi−1 and of Λ
+
i with γi, respetively, and suh that
xi(t) and yi(t) lie inside the region irumsribed by Γ for all t ∈ (0, 1).
We denote by gi : (0, 1) −→ (0, 1) the orresponding transition map
in the oordinates xi and yi; we extend gi to all of (−1, 1) by putting
gi(t) := 0 for t ∈ (−1, 0]. After an analyti hange of oordinates
if neessary, it follows from the general theory of analyti dierential
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Figure 2. The polyyle Γ of ξ = ξ0
equations that there are analyti funtions fi : (−1, 1) −→ (−1, 1), for
i = 1, . . . , k, representing the ow of ξ from Λ+i−1 to Λ
−
i in the harts
yi−1 and xi. In fat, these funtions fi are restrited analyti, that is,
they extend analytially to a neighbourhood of [−1, 1]; in partiular,
they are denable in RQ. The restrition of P := fk◦gk◦fk−1◦· · ·◦f1◦g1
to (0, 1) represents the Poinaré rst return map of ξ at p1 in the hart
x1.
By the orollary and the explanations in the introdution eah gi,
and hene P , is denable in RQ. Our goal in this setion is to show that
for ertain analyti unfoldings ξµ of the vetor eld ξ, the orresponding
Poinaré return map with parameter µ is also denable in RQ.
More preisely, we let ξµ be an analyti unfolding of ξ, with µ ∈ Rp
and ξ0 = ξ, dened in a neighborhood U of Γ ontaining eah Λ
−
i and
Λ+i , with the same singular points inside U and with the same linear
part at eah of these singular points as ξ. We assume that the unfolding
is small, in the sense that for eah µ ∈ Rp and eah i ∈ {1, . . . , k},
both Λ−i and Λ
+
i remain transverse to ξµ, the transition map of ξµ
at pi is given by a funtion gµ,i : (0, 1) −→ (0, 1) in the harts xi
and yi (with the latter as above, independent of µ), and there are
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analyti funtions fµ,i : (−1, 1) −→ (−1, 1) representing the ow of
ξµ from Λ
+
i−1 to Λ
−
i in the harts yi−1 and xi. We extend eah gµ,i to
(−1, 1) by putting gµ,i(t) := 0 if t ∈ (−1, 0]. Then the restrition of
Pµ := fµ,k ◦ gµ,k ◦fµ,k−1 ◦ · · · ◦fµ,1 ◦ gµ,1 to (0, 1) represents the Poinaré
rst return map of ξµ at p1 in the hart x1.
We dene gi : (−1, 1)×Rp −→ (−1, 1), fi : (−1, 1)×Rp −→ (−1, 1)
and P : (−1, 1)×Rp −→ (−1, 1) by gi(t, µ) := gµ,i(t), fi(t, µ) := fµ,i(t)
and P (t, µ) := Pµ(t). Sine the hosen unfolding ξµ is small, eah fi
is a restrited analyti map and hene denable in RQ. Moreover, we
have the following:
Proposition 8.1. Eah gi is denable in the struture RQ. In parti-
ular, P is denable in RQ, and the number of isolated xed points of
Pµ is uniformly bounded in µ.
For the proof of this proposition, we assume that p1 = 0 ∈ R2 and
show that g1 is denable in RQ. First, sine the ratio λ = λ2/λ1 of the
eigenvalues λ1 (with respet to x1) and λ2 (with respet to y1) of ξµ at
0 is irrational and independent of µ, we may assume, after a hange of
oordinates that is analyti in both (x, y) and µ, that the inoming and
outgoing separatries of ξµ at 0 are represented by the x-axis and the
y-axis, respetively, for every µ. In this situation, the normalization
method in [5, pp. 7073℄ goes through uniformly in the parameter µ
and yields:
Lemma 8.2. Let N ∈ N be positive. Then there exist analyti fun-
tions φN , AN : R2+p −→ R suh that AN (0, 0, 0) = 0, the map ΦN :
R2+p −→ R2+p dened by (u, v, µ) = ΦN (x, y, µ) := (x, φN (x, y, µ), µ)
is a hange of oodinates xing 0 and for eah µ ∈ Rp, the push-forward
ΦN∗ ξµ satises the equations
u˙ = u
v˙ = v
(
λ+ uNvNAN (u, v, µ)
)
. 
(8.1)
Seond, we x a segment Λ− := (0, ǫ)×{y0}, parametrized by the x-
oordinate along Λ−, and a segment Λ+ := {x0} × (0, ǫ), parametrized
by the y-oordinate along Λ+. We assume that x0, y0 and ǫ are small
enough suh that Λ− and Λ+ are transverse to eah ΦN∗ ξµ. We denote
by gNµ : (0, ǫ) −→ (0, ǫ) the orresponding transition map of ΦN∗ ξµ,
and we dene gN : (0, ǫ) × Rp −→ (0, ǫ) by gN(t, µ) := gNµ (t). In
this situation, the estimates obtained on pp. 2429 in [7℄ go through
uniformly in µ; in partiular, the domain Ω dened by inequality ( ∗∗∗)
on p. 29 is independent of µ. Therefore, we obtain:
48 T. Kaiser, J.-P. Rolin and P. Speissegger
Lemma 8.3. Let ν > 0. Then there exist an integer N = N(ν) > 0,
onstants K = K(ν) > 0 and ǫ = ǫ(ν) > 0 and a quadrati domain
Ω = Ω(ν) suh that
(1) the map gN is analyti in the variable µ and admits an analyti
extension to Ω× Rp;
(2)
∣∣gN(t, µ)− tλ∣∣ ≤ K|t|ν+ǫ for all (t, µ) ∈ Ω× Rp. 
Third, it follows from the theory of analyti dierential equations
that for eah N ∈ N, there are analyti funtions h−N : (−1, 1)×Rp −→
(−ǫ, ǫ)×Rp and h+N : (−ǫ, ǫ)×Rp −→ (−1, 1)×Rp suh that h−N (0, µ) =
h+N(0, µ) = 0 for all µ and g1(t, µ) = h
+
N(g
N(h−N(t, µ), µ), µ) for all (t, µ).
We write 〈1, λ〉 for the additive submonoid of R generated by 1 and
λ. By the binomial theorem, there is for eah α ∈ 〈1, λ〉 and eah
N ∈ N an analyti funtion cα,N : Rp −→ R suh that for eah µ ∈ Rp,
h+N
(
(h−N(t, µ))
λ, µ
)
=
∑
α∈〈1,λ〉
cα,N(µ) · tα.
On the other hand, given ν > 0, it follows from Lemma 8.3 for eah
µ ∈ Rp and eah N ≥ N(ν) that
g1(t, µ)−
∑
α≤ν
cα,N(µ) · tα = o (‖t‖ν) as ‖t‖ → 0;
in partiular, cα,N = cα,N ′ whenever |α| ≤ ν and N,N ′ ≥ N(ν). Thus,
for eah α ∈ 〈1, λ〉 we put cα := cα,N(|α|); then by Lemma 8.3 again, we
have for every ν > 0 and all (t, µ) ∈ Ω(N(ν))× Rp that
(8.2)
∥∥∥∥∥g1(t, µ)−∑
α≤ν
cα(µ) · tα
∥∥∥∥∥ ≤ K(ν) · ‖t‖ν+ǫ(ν).
It follows from Corollary 2.16 that g1 ∈ A1(Ω(0)× Rp). Finally, given
any ν > γ ≥ 0, we dene (g1)γ : Ω(N(γ))× Rp −→ R by
(g1)γ(t, µ) := t
−γ
(
g1(t, µ)−
∑
α<γ
cα(µ)t
α
)
.
Then by (8.2) again, we have for all (t, µ) ∈ Ω(N(ν)) × Rp that∥∥∥∥∥(g1)γ(t, µ)− ∑
γ≤α≤ν
cα(µ) · tα−γ
∥∥∥∥∥ ≤ K(ν) · ‖t‖ν+ǫ(ν)−γ .
Hene by Corollary 2.16, eah (g1)γ belongs to A1(Ω(N(γ))×Rp), that
is, g1 satises ondition (TE). It follows that g1 belongs to Q1(Ω(0)×
Rp), whih proves Proposition 8.1.
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