Abstract. Maximal frequent itemset is an important representation of frequent itemset. This paper focuses on how to achieve the maximal frequent itemsets over databases by sampling technique. We use a tree-based data synopsis to maintain the frequent itemsets, based on which, an efficient algorithm SMFI is proposed. Our extensive experimental studies over a dataset show that sampling is effective when mining the maximal frequent itemsets.
Introduction
Frequent itemset mining is a traditional and important problem in data mining. An itemset is frequent if its support is not less than a minimum support specified by users. Traditional frequent itemset mining approaches have mainly considered the problem of mining static transaction databases. In these methods, transactions are stored in secondary storage so that multiple scans over the data can be performed. [15] reviewed the method of frequent itemset mining and discussed the research directions.
Frequent Itemsets are huge when the given threshold is low; consequently, the condensed representations of frequent itemsets including closed frequent itemsets [19] , free frequent itemsets [12] , approximate frequent k-sets [10] , weighted frequent itemsets [21] , and non-derivable frequent itemsets[14] were proposed; in addition, [20] focused on discovering a minimal set of unexpected itemsets.
Maximal frequent itemsets are one of the condensed representations, which only store the non-redundant cover of frequent itemsets, resulting in a space cost reduction. The concept of maximal frequent itemsets(MFI) was first proposed in 1998, an itemset is maximal frequent itemset if its support is frequent and it is not covered by others, we will introduce the details in Section 2. Table 1 Simple Database   ID  Itemsets  1  a b c d e  2  a b c d  3  b c d  4  b e  5 c d e
Many maximal frequent itemset mining algorithms were proposed to improve the performance. The main considerations focused on developing new data retrieving method, new data pruning strategy and new data structure. Yang used directed graphs in [11] to obtain maximal frequent itemsets and proved that maximal frequent itemset mining is a #p problem. The basic maximal frequent itemset mining method is based on the a priori property of a itemset. The implementations were separated into two types: One type is an improvement of the a priori mining method, a bread first search [7] , with utilizing data pruning, nevertheless, the candidate results are huge when an itemset is large; a further optimization was the down-top method, which counted the weight from the largest itemset to prevent super-itemset check, also, the efficiency was low when the threshold was small. Another one used depth first search [8] to prune most of the redundant candidate results, which, generally, is better than the first type. In these algorithms, many optimized strategies were proposed [9] [6]: The candidate group built a head itemset and a tail itemset, which can quickly built different candidate itemsets; the super-itemset pruning could immediately locate the right frequent itemset; the global itemset pruning deleted all the subitemsets according to the sorted itemsets; the item dynamic sort strategy built heuristic rules to directly obtain the itemsets with high support, 2nd International Forum on Electrical Engineering and Automation (IFEEA 2015) which was extended by a further pruning based on tail itemset; the local check strategy got the related maximal frequent itemsets with the current itemset.
Preliminaries
Given a set of distinct items Γ= {i 1 ,i 2 ,…,i n } where |Γ| = n denotes the size of Γ, a subset X ⊆ Γ is called an itemset; suppose |X| = k, we call X a k-itemset. A concise expression of itemset X = {x 1 ,x 2 ,…,x m } is x 1 x 2 …x m . A database D = {T 1 ,T 2 ,…,T v } is a collection wherein each transaction is a subset of Γ, namely an itemset. Each transaction T i (i =1… v) is related to an id, i.e., the id of T i is i. The absolute support (AS) of an itemset X, also called the weight of X , is the number of transactions which cover X, denoted Λ(X)= {|T ||T∈D∧X⊆T }; the relative support (RS) of an itemset X is the ratio of AS with respect to |D|, denoted Λ r (X)=Λ(X)/|D| . Given a relative minimum support λ (0 ≤λ≤ 1), itemset X is frequent if Λ r (X) ≥λ. Table 1 is a simple database.
A maximal itemset is a largest itemset in a database D, that is, it is not covered by other itemsets. A maximal frequent itemset is both maximal and frequent in D, i.e., given an relative support λ, an itemset X is maximal frequent itemset ifΛ r (X)≥λ∧!Y|Y⊃X. Example 1. Given a simple database D as shown in Table 1 and an absolute support 2, the frequent itemsets are {a, b, c, d, e, ab, ac, ad, bc, bd, be, cd, ce, de, abc, abd, acd, bcd, cde, abcd}. The maximal frequent itemsets are {abcd,be,cde}.
Sampling Maximal Frequent Itemset Mining Algorithm
SMFITree Our aim is to to quickly search the itemsets when we perform mining. Consequently, we design a tree-based index named SMFITree(Sampling Maximal Frequent Itemset Tree). In the SMFITree, each node nX denotes an itemset X. n X is a 2-tuple <item, sup>, in which item denotes the last item of the current itemset X, and it is sorted by the support order under the same parent; sup is the support of X. In our implementation, we use a pointer to link the child node to its parent node. From our data structure, we can see that if node nX is the parent of node n Y , then itemset Y is the superset of itemset X; also, all the nodes denote the frequent itemsets, and the infrequent nodes are deleted. We show the SMFITtree of the database of Table I in Figure 1 . The bold rectangle represents the maximal frequent itemsets.
Figure 1 SMFITree for λ =3
Sampling the Databases We use a simple sampling method to get the samples from the database, that is, we randomly take the samples without putting back, until we get the transactions of specialized count. During this process, we make sure that the sampling is normal distributed. The count will be specified by the users. In the experiments, we will use different counts to evaluate our algorithm. SMFI Algorithm We propose a depth-first algorithm to conduct the mining. In this algorithm, we first generate a root node, and then we create the children nodes of the root, which represent the ∪ distinct items. For each child, we recursively generate X Y for itemset X with its sibling itemset Y, and we compute the support, if the support is larger than the minimum support, we will generate a child node n ∪ X Y for n X . We also use a collection to maintain the maximal frequent itemsets. Once a new node is generated, the itemset will be compared to the itemsets in the collection, if it is not covered, it will be append in the collection.
Experiments
We conducted the experiments to evaluate the performance of SMFI. In the experiments, we use the minimum support and sampling rate as the major elements to do the evaluation. We employed a synthetic dataset named T40I10D100K as the evaluation dataset, which was generated by the IBM data generator. The detailed data characteristics are shown in Table 2 . We evaluated the SMFI algorithm over different sampling rate; plus, the minimum support was set to various values. As can be seen from Figure 2 , when we decreased the sampling rate, that is, from 0.9 to 0.01, the mining efficiency increased significantly over the dataset. Note when the minimum support is high, we can see that the sampling method has almost no effect over the performance, which is reasonable since little frequent itemsets were generated for such a parameter. Furthermore, we can see from Figure 3 , the memory cost was almost unchanged when we alter the sampling rate. We argue that it is reasonable since the index we need to maintain in the memory are almost the same. Furthermore, we compared the accuracy of SMFI algorithm over different sampling rate and different minimum support. As can be seen from Table 3 , the precision and recall decreased when we reduce the sampling rate. On the other hand, we noticed that there was almost no relation between the accuracy and the minimum support. As a result, we can find that the performance is inversely proportional to the accuracy.
Conclusions
In this paper we made a study over the algorithm of mining the maximal frequent itemsets on a database with sampling method. An effective data structure, the SMFITree, was used to record all the frequent itemsets. An additional collection is to maintain the maximal frequent itemsets for quickly pruning. We also proposed an algorithm SMFI to maintain the data synopsis in SMFITree.
In the algorithm, we use the sampling method to more quickly compute the support. Our extensive experimental results showed that our sampling method can significantly improve the performance with a high accuracy.
