A three types competition model governed by directed last passage percolation on N 2 is considered. We prove that coexistence of the three types, i.e. the sets of vertices of the three types are simultaneously unbounded, occurs with positive probability. Moreover, the asymptotic angles formed by the two competition interfaces with the horizontal axis are determined and their probability of being different is positive. As a key step, a stochastic domination between subtrees of the last passage percolation tree is obtained.
Introduction
The interest taken in the (directed) last passage percolation model has begun with the original work of Rost [15] . In this paper, the relation between the one-dimensional totally asymmetric simple exclusion process (called TASEP, see Liggett [11] for a general reference about stochastic interacting systems and Mountford and Guiol [14] for the study of the motion of the second class particle) and the two-dimensional last passage percolation model has been stated for the first time. This relation which has since been done into detail by Ferrari and Pimentel [3] and Seppäläinen [16] leads to shape theorems for the infected region (see [15] and a recent work of Martin [13] about directed percolation models). Moreover, the last passage percolation model is closely related to other interesting problems as the longest increasing subsequence of a random permutation or the largest eigenvalue of a random matrix (see the works of Johansson et al. [2] and [8] ). Let us point out that the case of general weight distributions has also been studied in the context of tandem queueing systems (see e.g. Martin [12] and Baccelli et al. [1] ). Ferrari and Pimentel [3] introduce in the last passage percolation model two sources of color producing a random coloration of vertices of N 2 (see also [4] for a generalization). Then, they study the asymptotic behavior of the border between the two colored components, called the competition interface. Motivated by this work, we add a third color, which adds a second competition interface, and we wonder whether the three colored components can simultaneously be unbounded. In this case, we will talk about coexistence.
Let us briefly describe the last passage percolation model (see Section 2 for precise definitions). To each vertex z of N 2 is associated a random time ω(z) (with exponential distribution of mean 1) independently of other vertices. Let γ be a directed (up and right) path from (0, 0) to z. The sum of ω(z ′ )'s for z ′ riding through γ represents the time to go from the origin to z along the path γ. Maximizing this quantity over all directed paths from (0, 0) to z, we obtain the last passage time to z, denoted by G(z). Imagine along each directed path γ from (0, 0) to z, a particule starts at time t = 0 and stops for a time ω(z ′ ) at every vertex z ′ belonging to γ. Then, the last passage time G(z) can be interpreted as the time for all the particules to come to z. To each vertex z of N 2 is randomly allocated a type −, • or + following the process described below. The path maximizing the last passage time G(z) is almost surely unique: it is called the geodesic to z and denoted by γ(z). This (directed) path goes by only one of vertices (2, 0), (1, 1) and (0, 2) which respectively correspond to the sources −, • and +. Henceforth, the vertex z inherits the type of the source by which goes its geodesic. Thanks to the directed character of the model, the two components of type − and + are unbounded but it is not necessarily the case for the third one (the one of type •); see Figure 1 . We will say there is coexistence of the three types −, • and +, denoted by {• → ∞}, when the component of type • is unbounded. Our main result (Theorem 1) states coexistence occurs with positive probability:
The study of the phenomenon of competition between two clusters growing in the same space in the (undirected) first passage percolation model (see Kesten [9, 10] for a general To the left, the component of type • seems to be unbounded (there might be coexistence) whereas, to the right, it is bounded. reference) has already been tackled. In [7] , Häggström and Pemantle have studied a competition model between two infections starting respectively from two distinct sources of Z 2 and evolving like a first passage percolation process. This leads to two different situations; either one infection surrounds the other one, stops it and then infects all the other vertices of Z 2 or the two infections grow mutually unboundedly, which is also called coexistence. Häggström and Pemantle have proved that coexistence for any two initial sources occurs with positive probability. Garet and Marchand [5, 6] have since generalized this result to random environment. The two competition interfaces, denoted by ϕ − and ϕ + and separating the three components, coincide beyond a random vertex when the component of type • is bounded (see the right hand simulation of Figure 1 ). In this case, they also coincide with the competition interface studied by Ferrari and Pimentel [3] in their two colors competition model. When coexistence occurs, ϕ − and ϕ + asymptotically form (with the horizontal axis) two random angles, denoted by θ − and θ + , whose writings are given in Proposition 2. Finally, Theorem 3 states the inequality θ + > θ − which implies the coexistence of the three types −, • and + occurs with positive probability. Theorems 1 and 3 essentially rely on a stochastic domination result (see [11] for an introduction to this subject). The union of geodesics γ(z), z ∈ N 2 , can be seen as a tree rooted at the origin and spanning all the positive quadrant N 2 . It is called the last passage percolation tree. Proposition 4 allows to compare different subtrees of the last passage percolation tree through the notion of increasing tree properties. Furthermore, the area of validity of this result is larger than our probabilistic model since it does not depend on the exponential distribution of the ω(z)'s nor on the independence of the family {ω(z), z ∈ N 2 }. Lemma 6 of [3] formulates the trajectory of the second class particle in the TASEP can be linearly mapped into the interface competition between the two colored components.
Then, a similar result linearly mapping the two competition interfaces ϕ − and ϕ + into two second class particles, and Theorem 1 could mean that two second class particles can evolve in the TASEP without meeting with positive probability. We leave this investigation for a future work.
The paper is organized as follows. The last passage percolation model, the competition between the three types −, • and + and the competition interfaces ϕ − and ϕ + are defined in Section 2. The comparison between our competition model (of three types) and the Ferrari and Pimentel's one (of two colors) is also decribed. Theorem 1, Proposition 2 and Theorem 3 are stated and commented in Section 2. They are proved in Section 4. Finally, Section 3 is devoted to the fundamental notion of the last passage percolation tree. The stochastic domination result (Proposition 4) is based on the use of increasing tree properties, stated and proved.
Notations and results
Let {ω(z), z ∈ N 2 } be a family of independent random variables with exponential distribution of mean 1. Let IP be the probability induced by these variables in the product space Ω = (R + ) N 2 . The elements of Ω will be called configurations. Let z = (x, y) and z ′ = (x ′ , y ′ ) be two vertices of N 2 such that x ≥ x ′ and y ≥ y ′ . A directed path from z ′ to z is a sequence of vertices (z 1 , . . . , z n ) such that z 1 = z ′ , z n = z and, for all 1 ≤ k ≤ n − 1, z k+1 − z k ∈ {(1, 0), (0, 1)}. Let us denote by Γ(z ′ , z) the set of directed paths from z ′ to z. Given γ ∈ Γ(z ′ , z), the sum
represents the random time to go from z ′ to z along the path γ. Maximizing this quantity over the set Γ(z ′ , z), we define the last passage time from z ′ to z :
When z ′ is the origin (0, 0), the objects Γ(z ′ , z) and G(z ′ , z) are merely denoted by Γ(z) and G(z). The family of random variables {G(z), z ∈ N 2 } is called the last passage percolation model. Each path of Γ(z) goes by either z − (1, 0) or z − (0, 1). So, the last passage time G(z) satisfies the recurrence relation:
with boundary conditions G(z) = 0 if z = (x, −1) or (−1, x) with x ∈ N. Given z = (x, y) ∈ N 2 , its L 1 −norm in R 2 is denoted by z = x + y. Let D n be the set of vertices whose L 1 −norm is equal to n.
Let us allocate a random type, say −, • or +, to each vertex of N 2 . First, remark the path maximizing the last passage time G(z) is unique IP −a.s.: it is denoted by γ(z) and called the geodesic (from the origin) to z. When z ≥ 2, the geodesic γ(z) goes by only one vertex of the diagonal D 2 :
• if γ(z) goes by (2, 0) then z is of type −,
• if γ(z) goes by (1, 1) then z is of type •,
• if γ(z) goes by (0, 2) then z is of type +.
Let us denote by C − (resp. C • and C + ) the set of vertices of type − (resp. • and +). The vertices (2, 0), (1, 1) and (0, 2) are respectively called the source −, • and +. Hence, this process provides a random coloration of vertices of N 2 (except (1, 0), (0, 1) and the origin): see Figure 2 for a schematic illustration. For t > 0 and i = −, •, +, let C i t be the set of vertices of type i whose last passage time is smaller than t. The components C Let us point out the "convex" character of the component C − . If z = (x, y) is of type −, so do vertices (x ′ , y) with x ′ > x. In particular, all the vertices (x, 0) with x ≥ 2 are of type −. So, by construction, the component C − is unbounded. The same is true for C + . Actually, only the component C • can be bounded. For example, consider a configuration ω ∈ Ω such that
Then, ω satisfies G(2, 0) > G(1, 1) and G(0, 2) > G(1, 1). This means (2, 1) is of type − and (1, 2) of type +. Then, C • ∩ D 3 is empty and so the component C • is reduced to the source •, i.e. to the vertex (1, 1) (obviously C • is connex). For that purpose, let us denote by {• → ∞} the event corresponding to an unbounded component C • :
In this case, we will say there is coexistence of the three types −, • or +. The set of configurations satisfying (2) has a positive probability. Then,
However, proving this probability is also positive requires a more profound study.
Theorem 1.
There is coexistence of the three types −, • and + with positive probability:
The lower competition interface between the components C − and C • is a sequence ϕ − = (ϕ − n ) n∈N defined inductively as follows:
The lower competition interface ϕ − represents the border between the two components C − and C • . It is built so as to, for all n, the vertices ϕ − n + (1, 0) and ϕ − n + (0, 1) are of different type (see Figure 2) . In other words, given ϕ − n , the vertex ϕ − n+1 chooses among ϕ − n + (1, 0) and ϕ − n + (0, 1) the one having the smaller last passage time.
In the same way, The upper competition interface between the components C • and C + is a sequence ϕ + = (ϕ + n ) n∈N defined inductively as follows:
Of course, the upper competition interface ϕ + satisfies the same recurrence relation (4) than ϕ − . In the case where the competition interfaces ϕ + and ϕ − meet (for the first time) on a given vertex z 0 then they coincide beyond that vertex and z 0 is the larger (with respect to the
Finally, for j = −, + and n ∈ N, let us denote by θ 
Our next result (Proposition 2) states an a.s. convergence for the random vector (θ − n , θ + n ) as n tends to infinity. This result is based on the study made by Ferrari and Pimentel [3] of the competition between two colors in the same probabilistic model. Recall briefly their work. To a given vertex z is allocated the color red if its geodesic γ(z) goes by (1, 0) (the red source) and the color blue if it goes by (0, 1) (the blue source). Hence, the components C r and C b respectively formed by the red and blue vertices realize a random partition of N 2 \ {(0, 0)}. The competition interface ϕ = (ϕ n ) n∈N separates C r and C b . It is defined as (3): ϕ 0 = (0, 0) and for n ≥ 1, ϕ n+1 is equal to ϕ n + (1, 0) if ϕ n + (1, 1) is blue and to ϕ n + (0, 1) if ϕ n + (1, 1) is red. Finally, following definition (5), θ n represents the angle formed by ϕ n and the axis y = 0. Thanks to a precise study of geodescis, Ferrari and Pimentel prove the IP −a.s. convergence of θ n to a random asymptotic angle θ. Thus, matching the interface competition ϕ and the trajectory of the second class particle in the totally asymetric simple exclusion process, they obtain the distribution of θ :
In order to introduce and explain Proposition 2, let us make the elementary following remark. To a configuration ω ∈ Ω, can be associated two colorations; the one using the three types −, • or + and the one using the two colors red and blue. Hence, the competition interfaces ϕ, ϕ − and ϕ + are simultaneously defined and so, they can be compared. If ω belongs to
then the sources • and − are red (the source + being necessarily blue). So, the vertices of the components C • and C − are red whereas the vertices of C + are blue. As a consequence, the upper competition interface ϕ + and the competition interface ϕ coincide : for all n, ϕ + n (ω) = ϕ n (ω) and θ + n (ω) = θ n (ω). Obviously, this is the opposite situation on the set Ω 0,1 = {ω ∈ Ω, ω(1, 0) < ω(0, 1)}. Let us respectively denote by τ ← and τ ↓ the translation operators on Ω of vector −(1, 0) and −(0, 1) :
where θ is the asymptotic angle coming from the Ferrari and Pimentel's result (see (6) ).
Since IP(Ω 1,0 ) + IP(Ω 0,1 ) = 1, the three alternatives suggested above describe the random vector (θ − , θ + ) for almost all ω. Moreover, Proposition 2 takes on its full meaning thanks to Theorem 1, i.e. IP(• → ∞) > 0.
This section ends with Theorem 3. This result is motivated by the natural following remark: the coexistence between the three types −, • and + does not imply the inequality θ + > θ − . Indeed, let x + n = ⌊n 2/3 ⌋ and x − n = ⌊n 2/3 + log n⌋, where ⌊x⌋ denotes the integer part of x. Thus, for i = +, −, let ϕ i n = (x i n , y i n ) with x i n + y i n = n. Henceforth, the competition interfaces ϕ + and ϕ − satisfy
which ensures that coexistence between the three types −, • and + occurs whereas
which is equivalent to n −1/3 log n, as n tends to infinity. As a consequence, lim sup |θ − n −θ + n | is null. Theorem 3 is stronger than Theorem 1: it states that the angles θ + and θ − differ with positive probability.
Theorem 3. The following inequality holds:
where θ − and θ + are the random angles defined by (7) .
Stochastic domination
Let us start by introducing the fundamental notion of last passage percolation tree. Let z = (x, y) and z ′ = (x ′ , y ′ ) be two vertices of N 2 such that x ≥ x ′ and y ≥ y ′ . There exists IP −a.s. a unique directed path from z ′ to z maximizing the last passage time G(z ′ , z). It is denoted by γ(z ′ , z) and called the geodesic from z ′ to z. In other words, the geodesic γ(z ′ , z) is the longest directed path between z ′ and z. This notation generalizes the one introduced in the previous section: γ(z) is the same object than γ((0, 0), z).
A semi-infinite geodesic γ = (z i ) i≥1 is a semi-infinite directed path starting at z 1 and satisfying, for all i < j, the geodesic from z i to z j is exactly the path (z i , . . . , z j ). The union of geodesics γ(z), z ∈ N 2 , can be seen as a tree rooted at the origin and spanning all the positive quadrant N 2 :
Its vertex set is N 2 and its edge set is formed by the pairs {z ′ , z} where z − z ′ ∈ {(1, 0), (0, 1)} and z ′ ∈ γ(z). This random tree is called the last passage percolation tree. Moreover, the (random) subtree rooted at z ′ ∈ N 2 of the last passage percolation tree is denoted by T z ′ :
Remark that when γ(z) goes by z ′ , γ(z ′ , z) is exactly the geodesic γ(z) between the vertices z ′ and z (by unicity of geodesics). This point of view provides a characterization of the coexistence of the 3 types −, • and + in terms of geodesics. Indeed, the set of vertices belonging to the subtree of the last passage percolation tree rooted at the vertex (1, 1), i.e. the source •, corresponds to the component C • . Hence, the event {• → ∞} holds if and only if T (1,1) contains a semi-infinite geodesic.
The main result of this section (Proposition 4) compares different subtrees of the last passage percolation tree through the notion of increasing tree properties.
Before defining precisely what is a tree property, let us introduce the set Tree. An element T = (V T , E T ) of Tree can be seen as a directed graph structure satisfying:
2. If (z, z ′ ) ∈ E T then z ′ is equal to z + (1, 0) or z + (0, 1). In this case, z ′ is a child of z and z is a parent of z ′ .
3. There exists a unique vertex of V T having no parent: it is called the root of T and denoted by r(T ). All the other vertices of V T have exactly one parent. Roughly speaking, Tree represents the set of values taken by the random subtrees T z . Two elements T and T ′ of Tree are said congruent if they are translated of each other in terms of graph structure. This statement is denoted by T ≡ T ′ . Furthermore, let T be the quotient set Tree by the equivalence relation ≡.
A tree property A is a subset of T. An element T of Tree satisfies the tree property A (that we denote by T |= A) if there exists T ′ ∈ A such that T ≡ T ′ . Now, let us introduce a partial ordering on the set Tree defined by T ≺ T ′ if the element T ′′ of Tree such that T ′′ ≡ T ′ and r(T ′′ ) = r(T ) satisfies V T ⊂ V T ′′ . Then, a tree property A is said increasing if
For example, the (interpreted) tree property "having an infinite set of vertices" is increasing. Finally, a tree property A is said measurable if {T (1,1) |= A} is measurable. This will be the case of tree properties studied in this paper.
Recall that ω ∈ Ω 1,0 means ω(1, 0) > ω(0, 1). By analogy, we denote by Ω m,0 the subset of Ω for which the geodesic γ(m, 1) goes by (m, 0):
Proposition 4 states the subtree of the last passage percolation tree rooted at (m, 1) is stochastically dominated in terms of increasing tree properties by the one rooted at (1, 1). See also Figure 3 .
Proposition 4. The following inequality holds for all integer m ≥ 1 and for all increasing, measurable tree property A;
Now, some comments are needed. First, the stochastic comparison stated in Proposition 4 does not depend on the exponential distribution of the ω(z)'s nor on the independence of the family {ω(z), z ∈ N 2 }. Actually, Proposition 4 remains valid for all stationnary probability satisfying IP(ω(z) ≥ 0) = 1, for all z ∈ N 2 . Thus, the symmetry of the probabilistic model with respect to the main diagonal x = y implies Proposition 4 can be directly applied to the subtree of the last passage percolation tree emanating from the vertex (1, m): this one is stochastically dominated (in terms of increasing tree properties) by the subtree emanating from (1, 1). This section ends with the proof of Proposition 4 whose outline is detailed below. Two applications g m and τ m−1 are introduced, providing the following statements. First, the subtrees T (m,1) (·) and T (1,1) (g m (·)) are congruent (step 2). Thus, T (1,1) (g m (·)) ≺ T (1,1) (τ m−1 (·)) (steps 1 and 3). Finally, T (1,1) (τ m−1 (·)) and T (1,1) (·) are equal in distribution. These statements allow to compare the random subtrees T (m,1) and T (1, 1) in terms of increasing tree properties.
Proof Let us start with some notations. From a given configuration ω, we define a new configuration ω ε ∈ Ω as follows;
where ε = {ε(y), y ∈ N} is a family of nonnegative random variables. The configuration ω ε can be viewed as a perturbation of ω. Moreover, ω ε is assumed to belong to Ω 1,0 ; this contraint requires the hypothesis ω ∈ Ω 1,0 . The first step of the proof consists in comparing the subtrees of the last passage percolation tree rooted at (1, 1) for ω ε and ω.
• Step 1. Let ω ∈ Ω 1,0 . The configuration ω ε previously built satisfies
The objective is to prove that any vertex of type • for the configuration ω ε is still of type
The spirit of the proof of (9) is the following. From ω to ω ε the random value associated to each vertex (0, y) has been increased which has the effect of favoring the component C + over C • and C − :
Furthermore, the crucial condition ω ε ∈ Ω 1,0 prevents the component C • (ω ε ) from overlapping C − (ω):
So, (10) and (11) imply the component C • (ω ε ) cannot overlap C − (ω) or C + (ω); it is necessarily included in C • (ω). First, remark the random variable associated to the origin contributes to every geodesic γ(z), z ∈ N 2 . So, it does not affect the competition between the three types −, • and +. Hence, without loss of generality, ε(0) will be assumed equal to 0. Let us proof the inclusion (10) . Let z ∈ C + (ω). The geodesic γ(z) maximizing the last passage time G(z)(ω) goes by the source +, i.e. the vertex (0, 1). So,
where γ ′ denotes any given path passing by the sources • or −. Since γ ′ is directed, the only vertex on the axis x = 0 that it can go by (except the origin) is (0, 1). In the case where (0, 1) / ∈ γ ′ , the following equality holds:
(recall ε(0) = 0). Consequently,
In the case where (0, 1) belongs to γ ′ , a little precaution leads to the same conclusion:
In both cases, the path maximizing the last passage time G(z)(ω ε ) is not necassarily γ(z) but it has to pass by the source +. In other words, z ∈ C + (ω ε ). It remains to prove (11) . Assume there exists a vertex z belonging to both components C • (ω ε ) and C − (ω). Let us denote respectively by γ(z) and γ ε (z) the geodesics to z for ω and ω ε . The first one goes by the source − whereas the second one goes by the source •. Hence,
ω(z ′ ) and
Now, the geodesic γ(z) does not pass by any vertices (0, y), y > 0. It follows,
The same is true for the geodesic γ ε (z) since ω ε ∈ Ω 1,0 :
Relations (12), (13) and (14) lead to a contradiction.
Let m ≥ 2 be an integer. The function g m , defined below, allows to link the two random subtrees T (1,1) and T (m,1) . Let us denote by g m the measurable function from Ω into Ω defined as follows ; for all ω ∈ Ω,
Roughly speaking, the configuration g m (ω) is obtained by translating ω by vector −(m − 1, 0) and preserving the last passage percolation tree structure. This is the sense of the second step of the proof.
• Step 2. For m ≥ 2 and ω ∈ Ω,
By construction of g m , the last passage times to (x, 0) and to (0, y) for the configuration g m (ω) are respectively equal to the last passage times to (x + m − 1, 0) and to (m − 1, y) for the configuration ω. Indeed,
As a consequence, the last passage percolation trees for g m (ω) and restricted to {(x, y), x > 0} and for ω and restricted to {(x, y), x > m − 1} are the same. So are the subtrees T (1,1) (g m (ω)) and T (m,1) (ω).
Finally, the equality between the sets Ω m,0 and g −1 m (Ω 1,0 ) follows from:
For m ≥ 2, let us denote by τ m−1 the translation operator on Ω defined by: m − 1, 0) ) .
• Step 3. Let ω ∈ Ω m,0 . The goal of the second step is to write the configuration g m (ω) as [τ m−1 (ω)] ε for a suitable family ε = {ε(y), y ∈ N}.
First, remark ω ∈ Ω m,0 forces the inequality ω(m, 0) > ω(m − 1, 1), i.e. τ m−1 (ω)(1, 0) > τ m−1 (ω)(0, 1) (otherwise, the geodesic γ(m, 1) would pass by the vertex (m − 1, 1)). So,
If z is the origin then the quantity g m (ω)(0, 0) can be written as
where ε(0) is the following nonnegative random variable:
In the same way, if z = (0, y) with y > 0 then
where
is a nonnegative random variable. Eventually, remark the family ε built above depends on the configuration ω only through its values taken on the vertices (x, y) with x ≤ m − 1.
In conclusion, given ω ∈ Ω m,0 , the configurations g m (ω) and τ m−1 (ω) belong to Ω 1,0 and satisfy
(coupling steps 1 and 3). Let A be an increasing, measurable tree property. Then,
, we get:
Remains to remark this inequality corresponds to the searched result (8) . Indeed, by step 2, its left hand side is equal to IP(T (m,1) |= A, Ω m,0 ). Moreover, from the stationnary character of IP (it is a product measure), the probability measures IP(·) and IP(τ 
Proofs
This section is devoted to the proofs of Theorem 1, Proposition 2 and Theorem 3. Let us denote by d(T ) the depth of the element T of Tree defined by
For example, the event {d(T (1,1) ) = 0} means the source • is the only vertex of type • whereas {d(T (1,1) ) = ∞} is equivalent to the coexistence of the three types −, • and +. The proof of Theorem 1 is based on Proposition 4 applied to the (interpreted) increasing tree property "having an infinite depth".
Proof (of Theorem 1) Let A be the tree property defined by,
for any element T of Tree. It is increasing and measurable. Then, Proposition 4 implies: for all integer m ≥ 2,
Remark the same is true with "≥ r" instead of "= ∞". Now, let us recall a key result of [3] about the existence and unicity of some geodesics.
In Propositions 7 and 8, Ferrari and Pimentel state there exists an enumerable and dense set D ⊂ [0, π/2] such that, for all α ∈ D, IP −a.s., there exists a unique geodesic of direction α starting at the origin. Let us denote it by γ α . The existence of γ α relies on an upper bound for the fluctuations of geodesics whereas its unicity is due to planarity. Let us finish the proof by contradiction. Assume that, IP −a.s., there is not coexistence of the three types −, • and +. So, inequality (15) implies
Hence, with probability 1, the only semi-infinite geodesic passing by vertex (1, 0) is ((m, 0), m ∈ N). Consequently, for any given α ∈ D with α > 0, the geodesic of direction α goes by (0, 1). In terms of competition between the two colors red and blue, this means γ α is blue. Indeed, by unicity of geodesics, all the vertices belonging to a common geodesic have the same color (or type). Therefore, the asymptotic direction θ of the competition interface ϕ between the red and blue components satisfies θ ≤ α (by planarity). Since D is enumerable, it follows:
s., θ = 0. This conclusion contradicts the Ferrari and Pimentel's result recalled in (6).
The proof of Proposition 2 relies on the comparison for the same configuration ω between the competition of types −, • and + and the one of colors red and blue.
Proof (of Proposition 2) Thanks to the symmetry of the probabilistic model with respect to the main diagonal x = y, the proof can be reduced to the case where ω belongs to Ω 1,0 = {ω ∈ Ω, ω(1, 0) > ω(0, 1)}. In this case, it has been already said that, since the sources • and − are red, then for all n, ϕ + n = ϕ n and θ + n = θ n . The Ferrari and Pimentel's result provides the existence of a set Ω 0 of probability 1 on which θ n converges to θ. Hence, for all ω ∈ Ω 0 ∩ Ω 1,0 (i.e. for almost all the configurations of Ω 1,0 ), θ + n (ω) converges to θ(ω) as n tends to infinity. It remains to determine the asymptotic behavior of the angle θ − n on the set Ω 1,0 . Two cases must be distinguished. First, assume ω / ∈ {• → ∞}. Henceforth, there exists a random integer from which the competition interfaces coincide and the angles θ − n and θ + n are equal. In this case, the vector (θ − n , θ + n ) converges to (θ, θ). From now on, assume there is coexistence between the three types −, • and +. Recall that τ ← is the translation operator on Ω of vector −(1, 0). A crucial step of the proof of Proposition 2 is:
This identity establishes a link between the competition interfaces ϕ(τ ← ) and ϕ − and so between the angles θ n (τ
On the one hand, the ratio
Finally, it remains to prove the set equality τ ← (C − (ω)) = C r (τ ← (ω)) when ω belongs to Ω 1,0 ∩ {• → ∞}. Indeed, (17) follows immediatly. One of the two inclusions is given by (20). Let us prove the second one by contradiction. Assume there exists a vertex z which belongs to C r (τ ← (ω)) but not to τ ← (C − (ω)). This last condition means z+(1, 0) / ∈ C − (ω). So, z + (1, 0) is of type + or • (for ω). Since ω ∈ {• → ∞}, there exists a (random) integer K such that z + (1, 0) + (K, −K) is of type •. In other words, z + (K, −K) ∈ τ ← (C • (ω)). By (21), z + (K, −K) belongs to C b (τ ← (ω)). This contradicts z ∈ C r (τ ← (ω)) which forces z + (K, −K) to be red by the "convex" character of the component C r .
This section ends with the proof of Theorem 3. It is based on Proposition 4 applied to an increasing tree property defined by (27).
Proof (of Theorem 3) Let m be a positive integer and ω be a configuration. Recall the application g m defined in the previous section preserves the last passage percolation tree structure. In particular, T (1,1) (g m (ω)) and T (m,1) (ω) are congruent. Then, the upper and the lower competition interfaces of the subtree rooted at (m, 1), respectively denoted by (ϕ + n,m ) n≥m and (ϕ − n,m ) n≥m are defined as follows: for i = +, − and n ≥ m,
Thus, for j = +, − and n ≥ m, let us denote respectively byθ Vertices ϕ + m,m and ϕ − m,m are deterministic; they are respectively equal to (m − 1, 1) and (m, 0). In particular, the angles θ − m,m andθ − m,m are null. Moreover, for ω ∈ Ω 1,0 , the angle θ n (ω) is equal to θ + n (ω) which is also equal to θ + n,1 (ω) since the application g 1 can be seen as the identity. Hence, we get : 
The first inequality derives from (24) and (25) and the second one from the Lebesgue's dominated convergence theorem. Finally, it remains to apply the stochastic domination of Proposition 4 to the increasing, measurable tree property A defined by
The anglesθ + n,m andθ − n,m have been built such that (6)). In conclusion IP(θ + > θ − ) > 0.
