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ABSTRAK 
Education in the life of a country plays a very important role to ensure the survival of the state and the 
nation .. External factors affect the failure of students in completing the field of study, especially the field 
of study in the bench sma. . The problems faced in obtaining the scholarship are some of the criteria that 
have been set in this course such as majors, parent income, parental responsibility, academic 
achievement, non academic achievementAlgorithm C4.5 is one method of data mining to predict the 
selection of recipients scholarships to students sma seen from external factors and internal students. 
Algorithm C4.5 .. The test results and analysis show that the Decision Tree C4.5 algorithm is accurately 
applied for the prediction of the final grades of high school students with an accuracy of 94.7368%. 
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ABSTRAK 
Pendidikan dalam kehidupan suatu negara memegang peranan yang sangat penting untuk menjamin 
kelangsungan hidup negara dan bangsa..Faktor eksternal berpengaruh pada kegagalan siswa dalam 
menyelesaikan bidang studi khususnya bidang studi dalam bangku sma. . Permasalahan yang dihadapi 
untuk mendapatkan beasiswa ada beberapa kriteria-kriteria yang sudah di tetapkan pada program studi 
ini seperti jurusan ,penghasilan orang tua ,tanggungan orang tua, prestasi akademik, ,prestasi non 
akademikAlgoritma C4.5 merupakan salah satu metode data mining untuk memprediksi pemilihan 
penerima beasiswa kepada siswa sma dilihat dari faktor eksternal dan internal siswa. Algoritma C4.5.. 
Hasil pengujian dan analisis menunjukkan bahwa Algoritma Decision Tree C4.5 akurat diterapkan untuk 
prediksi nilai akhir siswa sekolah menengah dengan tingkat akurasi 94.7368%. 
 
Kata Kunci : Data mining, Algoritma C4.5,Penerimaan Beasiswa 
 
I.PENDAHULUAN 
1.1 Latar Belakang Masalah 
Pada perkembangan teknologi saat ini 
berkembang  sangat pesat dibidang teknologi 
maupun pendidikan ,banyak fasilitas –fasilitas 
yang kita dapatkan  beasiswa merupakan program 
pengembangan agar siswa terus dapat melanjutkan 
studi nya ,bantuan beasiswa bisa berupa biaya 
pendidikan ,bantuan belajar siwa dan suatu 
penghargaan untuk siswa yang berprestasi atau 
untuk siswa yang kurang mampudengan adanya 
sistem pendukung keputusan penyeleksian 
penerima beasiswa ini dengan data mining  dapat 
mempermudah mendapatkan kriteria calon 
penerima beasiswa.   
Menurut penelitian  jurnal milik Kustanto 
(2016) sistem pendukung keputusan (DSS) 
penyeleksian penerima beasiswa berbasis web ini 
memakai data mining karena aplikasi data mining 
bisa dipakai dengan database berskala besar. 
Variabel-variabel yang diolah memiliki 
pembobotan yang dinamis .sehingga aplikasi dapat 
menentukan variabel yang menjadi prioritas dalam 
pengambilan derajat perkomendasian misalnya 
untuk beasiswa peningkatan prestasi akademik 
(ppa),keputusan yang diambil  lebih ditekankan 
kepada prestai akademik dan untuk beasiswa 
bantuan belajar mahasiswa (BBM),lebih 
ditekankan pada kondisi ekonomi calon penerima 
beasiswa .[1] 
Menurut  penelitian jurnal milik Yoga Aditya 
Agassi (2014) Sistem Pendukung Keputusan 
(DSS) beasiswa merupakan salah satu program 
pengembangan yang didapatkan mahasiswa untuk 
terus melanjutkan studi ,baik berupa bantuan 
biaya, dengan berbagai kegiatan seminar maupun 
pelatihan .selai itu menunjang biaya pendidikan 
,biaya siswa juga merupaka penghargaan untuk 
mahasiswa karena terdapat golongan beasiswa 
yang diperoleh atas prestasi yang dperoleh 
seseorang .[2] 
Dari kedua peneltian tersebut peneliti ingi n 
membedakan penelitian Sistem Pendukung 
Keputusan (DSS) penyeleksian penerima beasiswa 
salah satu program berupa bantuan biaya yang 
ditekankan pada ekonomi calon penerima lebih di 
utamakan kepada pihak yang kurang mampu agar 
siswa dapat terus melanjutkan studi penyeleksian 
penerima beasiswa ini akan mengunakan data 
 B-2. 63 
 
mining karena variabel-variabel yang diolah 
memiliki pembobotan yangdinamis. 
Permasalahan yang dihadapi untuk 
mendapatkan beasiswa ada beberapa kriteria-
kriteria yang sudah di tetapkan pada program studi 
ini seperti jurusan ,penghasilan orang tua 
,tanggungan orang tua, prestasi akademik, ,prestasi 
non akademik dll.oleh sebab itu tidak semua yang 
mendaftarkan diri sebagai calon penerima 
beasiswa dapat di terima,hanya yang memenuhi 
kriteria dan syarat  tersebut yang dapat menerima 
beasiswa, maka perlu sistem pendukung keputusan 
untuk membantu penentuan siapa yang berhak 
menerima beasiswa tersebut. 
Manfaat dan tujuan Sistem pendukung 
keputusan (DSS) mengunakan data mining bisa 
dipakai dengan database  untuk mempermudah 
penyeleksian calon penerima beasiswa untuk 
kelayakan penerima beasiswa terhadap siswa yang 
berhak mendapatkan beasiswa terutama ditekankan 
kepada siswa yang kurang mampu dan siswa yang 
berprestasi,karena dengan  aplikasi database 
berskala besar dapat  membantu mengambul 
keputusan penerimaan beasiswa. 
 
1.2  Rumusan Masalah  
Berdasrkan latar belkang diatas dengan 




3.tanggungan orang tua 
4.penghasilan orang tua  
5.prestasi non akademik  
 
1.3  Tujuan dan Manfaat Penelitian  
 tujuan untuk penelitian ini untuk mendapatkan 
Sistem Pendukung Keputusan (DSS) untuk 
kelayakan penerima beasiswa terhadap siswa yang 
berhak untuk menerima beasiswa . 
 
II TINJAUAN PUSTAKA  
2.1 Definisi Sistem Pendukung Keputusan   
Menurut Raymond McLeod ,Jr(1998) Kistem 
Pendukung Keputusan (DSS) merupakan sebuah 
sistem yang menyediakan kemampuan untuk 
penyelesaian masalah dan komunikasi untuk 
permasalahan yang bersifat semi-terstruktur.[3] 
Menurut Bonczek (1980) Sisitem Pendukung 
Keputusan (DSS) sebagai sebuah Sistem berbasis 
Komputer yang terdiri atas komponen-komponen 
antara lain komponen sistem bahasa (language ) 
,komponen sistem pengetahuan (knowledge) dan 
komponen sistem pemrosesan masalah (problem 
proscesing) yang saling berinteraksi satu sama 
lain.[3] 
 
2.2 Definisi Sekolah  
Untuk mengetahui definisi pendidikan dalam 
sudut pandang kebijakan ,kita telah mempunyai 
rumusan formal dan oprasional ,sebagaimana 
tecantum didalam UU No 20 tahun 2003 tentang 
SISDIKNAS yaitu : 
Pendidikan merupakan usaha dengan sengaja 
dan terencana untuk menciptakan suasana belajar 
dan proses pembelajaran agar peserta didik secara 
aktif mengengbangkan potensi dirinya untuk 
mempunyai kekuatan spiritual keagamaan 
,pengendalian diri ,kepribadian , kecerdasan 
,ahklak mulia serta ketrampilan yang diperlukan 
dirinya ,masyarakat bangsa da negara.[4]  
 
2.3 Definisi Beasiswa 
Pegertian Beasiswa adalah pemberian berupa 
bantuan keuangan yang diberikan  kepada 
perorangan yang bertujuan utuk digunakan demi 
keberlangsungan pendidikam yang dtempuh 
,beasiswa dapat diberikan oleh lembaga 
pemerintah ,perusahaan ataupun yayasan .[5]  
 
2.4 Pengertian  Data mining  
Menurut urban dalam bukunya yang berjudul „‟ 
Decisions supprot systemsand intelligent systems’’ 
data mining adalah suatu istilah yang digunakan 
untuk menguraikan penemuan pengetahuan di 
dalam basis data ,data mining adalah proses yang 
mengunakan tehnik statistik,matematika 
,kecerdasar buatan dan machine learning untuk 
mengekstrasi dan mengindentifikasi informasi 
yang bermafaat dan pengetahuan yang terkait dari 
basisis data  besar [6].  
Data mining adalah proses yang mengunakan 
tekhnik stastistik,matematika ,kecerdaan buatan 
,dan machine learnig untuk mengkstraksi dan 
mengidentifikasi informasi yang bermanfaat dan 
pengetahuan yang terkait dari berbagai database 
[7]  
2.5  Metode Pelatihan  
Secara garis besar metode peatihan dalam teknik-
teknik data mining dibedakan dalam dua 
pendekatan yaitu: 
1.Unsupervised learning ,metode ini di terapkan 
tanpa adanya latihan (training) dan tanpa ada 
guru(teacher) guru disini adalah label dari data 
2.Suprived learning ,yaitu metode belajar dengan 
adanya latihan dan pelatihan .dalam 
pendekatan ini untuk menemukan fungsi 
kepetusan ,fungsi pemisah atau fungsi regresi 
,digunakan beberapa contoh data yang 
mempunyai output atau label selama proses 
training. [6] 
 
III. Metode penelitian  
3.1.Tahapan pengumpulan data  
3.1. Observasi  
Pengumpulan data ini dikatakan secara lagsung 
melalui pengamatan dilapangan, dalam 
penelitian ini dilakukan pada penerimaan 
beasiswa beserta pengetahuan kebutuhan 
mengenai beasiswa ,oleh karna ini di lakukan 
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wawancara kepada pengurus beasiswa setelah 
melakukan observasi dapat dibuat keragka 
konsep berdasrkan data- data dan informasi yang 
diperoleh . 
 
3..2 Interview (wawancara) 
Yaitu pengumpulan data dengan  melakukan 
wawancara  langsung dengan para guru, staf atau 
murid untuk mendapatkan bahan masukan untuk 
penulis penelitian ini .sehingga penulis dapat 
mengetahui informasi –informasi tentang SMA 
N 1 ulubelu sehingga dapat membantu penulis 
untuk  mendaptkan solusi dari iterview 
(wawancara) tersebut. 
 
3.3 Studi  pustaka 
study pustaka ini adalah suatu penelitian yang 
dilakukan dengan mencari beberapa sumber-
sumber  atau referensi baik dengan buku,artikel 
atau dari sumber lain untuk referensi perancangan 
sistem dan pembuatan laporan yang akan 
disusun.[] 
 
3.4 Algoritma C4.5  
Algoritma C4.5 merupakan algoritma yang 
digunakan untuk membentuk pohon keputusan 
,pohon keputusan merupakan metodeklafikasi dan 
prediksi yang sangat terkuat dan terkenal metode 
pohon keputusan mengubah fakta yang sangat 
besar menjadi pohon keputusan yang 
merepresentasikan aturan ,aturan dapat dengan 
mudah dipahami dengan bahasa alami .dan mereka  
juga dapat diekspresikan aturan .aturan dapat 
dengan mudah dipahami dengan bahasa alami ,dan 
mereka juga dapat diekspresikan dalam bentuk 
bahasa basis data seperti Stuctured Query 
language  untuk mencari record pada kategori 
tertentu. 
Ada beberapa tahap untukmembuat sebuah 
pohon keputusandengan Algoritma C4.5 
1.menyiapkan data training ,data training biasa 
diambil dari data histori yang pernah terjadi 
sebelumnya dan sudah dikelompokan 
sebelumnya ke kelas-kelas tertentu.  
2.menentukan akar di pohon akar akan diambil 
dari atribut yang dipilih, dengan cara 
menghitung  nilai gain dari,masing –
masinatribut ,nilai gain yang paling tinggi  
yang akan menjadi akar pertama ,sebelum 
menghitung nilai gain dari atribut ,hitung 
dulu nilai entropy digunakan rumus  
  
 
                           
Keterangan  
S = himpunan khusus  
n = jumlah partisi S 
pi = proporsi Si terhadapap S 
3.kemudian hitung nilai gain mengunakan rumus : 
 
Gain (S.A) 







S = himpuan kasus 
A = fitur 
N = jumlah partisi atribut A 
│Si│=  proposi Si terhadap 
│S│= jumlah kasus dalam S 
 
4. ulangi langkah ke-2 hingga semua record 
terpartisi  
5. proses partisi pohon keputusan akan berhenti 
saat: 
a.semua record dalam simpul N mendapat kelas 
yang sama  
b.tidak ada atribut didalam record yang 
dipratisi lagi  
c.tidak ada record didalam cabang yang yang 
kosong [8] 
 
3.5 Confusion matrix  
Confusion matrix adalah suatu metode yang 
biasanya digunakan sebagai perhitungan akurasi 
pada kosep data mining .informasi dalam 
confusion matrix diperlukan untuk menentukan 
kinerja model klasifikasi ,ringkasan informasi ini 
ke dalam sebuah nilai digunakan 
untukmembandingkan kinerja dari model-model 
yang berbeda hal ini dapat dilakukan dengan 






















1. Akurasi  
Perhitungan akurasi ini dengan cara membagi 
jumlah data dan klasifikasi secara benar dengan 
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Membagi nilai data yang benar yang bernilai 
positif (true positif)dibagi dengan jumlah data 
benar yang bernilai positif (true positif) dan data 




Dihitung dengan cara membagi data benar yang 
bernilai positif (true positif) dengan hasil 
penjumlahan dari data benar yang bernilai positif 
(true posutif) dan data salah yang bernilai negatif 





Nilai ini didapat dari perhitungan pembagian hasil 
dari perkalian precision dan recall dengan hasil 
penjumlahan precision dan recall kemudian 




3.6 Konsep Pemikiran Penelitian  
dalam perancanngan sistem pendukung keputusan 
ini melalui beberapa tahapan dan proses agar 
nantinya akan mendapatkan hasil dengan baik dan 
mencapai tujuan yang diinginkan .beberapa 
tahapan penelitian ini dapat digambarkan dalam 














































1.pengguna pertama kali harus mengindentifikasi 
masalah ,kemudian merumuskan masalah 
selanjutnya menentukan judul. 
2.setelah menentukan judul  kemudian 
memutuskan apakah data sudah lengkap layak 
untuk diteliti atau tidak,jika tidak akan 
dikembalikan ke indentifikasi masalah,jika ya 
maka sistem akan dilanjutkan untuk menentukan 
kriteria penerimaan calon mahasiswa. 
3.setelah menentukan kriteria penerima baesiwa 
selanjutnya membuat perhitungan  
4.setelah mendapatkan inputan data atau nilai 
selanjutnya membuat aplikasi  
5.selanjutnya akan diambil keputusan untuk 
peserta penerimaan beasiswa . 
 
IV. HASIL DAN PEMBAHASAN  
4.1 Parameter yang diukur  
Parameter yang diukur untuk pada data siswa 
sebagai antribut untuk klafikasi yaitu : 
 




Berikut  tabel data jurusan yang diukur dari 
data jurusan dengan pembobotan nilainya 
sebagai berikut  
 

























Menentukan kriteria penerima beasiswa 
Membuat perhitugan  
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 Berikut  tabel  penghasilan orag tua yang 
diukur dari tabel penghasilan orang tua dengan 
pembobotan nilainya sebagai berikut  
        
Tabel 3. Jumlah tanggungan orang tua 
Golongan tanggungan kategori 
Gol 1 <=2500000 Baik 
Gol 2 >2500000 Buruk 
 
Berikut  tabel jumlah tangungan orang tua 
yang diukur dari jumlah tanggungan  dengan 
pembobotan nilainya sebagai berikut  
 
     Tabel 4. Prestasi Akademik 
Prestasi akademik kategori 
Juara 1,2,3 bagus 
Juara 4,5,6,7 sedang 
Juara >7 kurang 
 
Berikut  tabel data jurusan yang diukur dari 
prestasi akademik dengan pembobotan nilainya 
sebagai berikut  
 
     Tabel  5. Prestasi Non Akademik 
Prestasi non akademik kategori 
Tidak Mendapat 
Prestasi Non Akademik 
Buruk 
Level Kecamatan cukup 
Level Kabupaten Sedang 
Level Provinsi Baik 
Level Nasional Sangat baik 
 
Berikut  tabel prestasi non akademik yang 
diukur dari prestasi non akademik  dengan 
pembobotan nilainya sebagai berikut  
 
Perhitungan algoritma C4.5 awal 
 
dapat beasiswa tidak dapat beasiswap(dapat beasiswa)p(tidak dapat beasiswa)-p(dapat beasiswa)x LOG2 p(dapat beasiswa)
jurusan ipa 5 5 0.5 0.5 0.5
jurusan ips 6 3 0.66666667 0.33333333 0.389975
penghasilan orang tuamamp 1 3 0.25 0.75 0.5
penghasilan orang tuameneng h 5 3 0.625 0.375 0.42379494
penghasilan orang tuab wah 5 2 0.71428571 0.28571429 0.34673345
tanggungan orang tuab ik 5 3 0.625 0.375 0.42379494
tanggungan orang tuaburuk 6 5 0.54545455 0.45454546 0.47698316
prestasi akademikbagus 6 4 0.6 0.4 0.44217936
prestasi akademiksedang 4 0 1 0 0
 
 
Dengan gambar perhitungan awal untuk 
pengumpulan data  untuk kelayakan penerimaan 
beasiswa  
 















Dengan perhitungan algoritma dapat menentukan 
gain Dengan  gambar algoritma c 4.5  perhitungan 
gain ,untuk menghitung gain  dan mendapatkan 
hasil gain 
 
Gain jurusan = 0,020643 
Gain penghasilan orang tua =0,091287 
Gain jumlah tanggungan orang tua=0,004583 
Gain prestasi akademik=0,280933 
Gain prestasi non akademik =0,618962 
 
Dari proses perhitungan penentuan akar 
pohon keputusan di atas, maka dapat di 
gambarkan sebuah pohon keputusan sebagai 
berikut : 
Gambar 1 Algoritma c 4.5 
 
 
Dari hasil perhitungan gambar 1 akan 
mendaptkan proses gain  
 
Gambar 2. Algoritma C 4.5 
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Dari hasil perhitungan gain akan mendaptkan 
gain untuk mendapatkan pohon keputusan  
 
 
Gambar 3. Model Pohon Keputusan 
 
Dari hasil perhitungan gain akan mendapatkan 
pohon keputusan . Dengan model pohon keputusan 
didapatkan hasil akhir dari perhitungan gain yang 
menentukan beasiwa yg  dominan yaitu prestasi 
akademik   
J48 pruned tree 
------------------ 
prestasi non akademik = cukup 
 penghasilan orang tua = mampu: tidak dapat 
beasiswa (3.0) 
penghasilan orang tua = menengah: tidak dapat 
beasiswa (1.0) 
penghasilan orang tua = bawah: dapat beasiswa 
(3.0) 
 
prestasi non akademik = sangat baik: dapat 
beasiswa (2.0) 
prestasi non akademik = baik: dapat beasiswa (3.0) 
prestasi non akademik = buruk: tidak dapat 
beasiswa (4.0) 
prestasi non akademik = sedang: dapat beasiswa 
(3.0). 
 
Number of Leaves  :  7 
 
Size of the tree :  9. 
 
Dari hasil perhitungan untuk pemilihan beasiswa 
untuk siswa dengan menggunakan algoritma C 4.5 
dapat di simpulkan sebagai berikut: 
 
1. Jika Prestasi Non Akademik  = cukup 
Dan Pendapatan Orang Tua = Mampu 
Maka Tidak Dapat Beasiswa (3) 
 
2. Jika Prestasi Non Akademik  = cukup 
Dan Pendapatan Orang Tua = Menengah 
Maka Tidak Dapat Beasiswa (1) 
 
3. Jika Prestasi Non Akademik  = cukup 
Dan Pendapatan Orang Tua = Bawah 
Maka Dapat Beasiswa (3) 
 
4. Jika Prestasi Non Akademik = Sangat Baik 
Maka Dapat Beasiswa (2) 
 
5. Jika prestasi Non Akademik = Baik 
Maka Dapat Beasiswa (3) 
6. Jika prestasi Non Akademik = Buruk 
Maka Tidak Dapat Beasiswa (4) 
 
7. Jika prestasi Non Akademik = Sedang 
Maka Dapat Beasiswa (3) 
 
V. Kesimpulan Dan Saran 
5.1 Kesimpulan 
Kesimpulan yang dapat diambil dari jurnal ini 
adalah dapat dihasilkan sistem pendukung 
keputusan (DSS) untuk kelayakan penerimaan 
beasiswa terhadap siswa yang berghak 
mendapatkan beasiswa sistem pendukung 
keputusan (DSS) dengan data mining  metode 
algoritma C45 dapat membantu mengefensian dan 
mengefektifkan yang lebih baik dari sebelumnya . 
serta dalam pendapatan laporan yang didapat dapat 
diminimulkan dalam kesalahannya. 
 
5.2 Saran 
Berdasarkan proses pengujian dan kesimpulan 
yang telah dilakukan, maka ada beberapa saran 
dalam penelitian ini yaitu: 
a. Jumlah data yang digunakan hanya 19 dengan 
jumlah atribut 9, sehingga untuk hasil 
pengukuran yang lebih baik lagi disarankan 
untuk menambah jumlah data yang lebih besar 
dan jumlah atribut yang lebih banyak. 
b. Gunakan metode opimasi lain seperti, Genetic 
Algorithm (GA), Ant Colony Optimization 
dan lainnya. 
Aspek Sistem. 
a. Meningkatkan sistem analisa beasiswa untuk 
penentuan kelayakan pemberian beasiswa bagi 
calon penerima. 
b. Mengukur apakah model yang telah 
dikembangkan berhasil atau tidak, evaluasi 
digunakan untuk mengukur keakuratan hasil 
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