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Abstract
We prove that whole-plane CLEκ for κ ∈ (4, 8) is invariant under the inversion map z 7→ 1/z.
This shows that whole-plane CLEκ for κ ∈ (4, 8) defines a conformally invariant measure on loops
on the Riemann sphere. The analogous statement for κ ∈ (8/3, 4] was proven by Kemppainen
and Werner and together with the present work covers the entire range κ ∈ (8/3, 8) for which
CLEκ is defined. As an intermediate step in the proof, we show that CLEκ for κ ∈ (4, 8) on an
annulus, with any specified number of inner-boundary-surrounding loops, is well-defined and
conformally invariant.
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1 Introduction
The conformal loop ensemble (CLEκ) [She09] is the loop version of the Schramm-Loewner evolution
(SLEκ) [Sch00]. It consists of a countable collection of non-crossing loops, each of which locally
looks like an SLEκ curve, in a simply connected planar domain D ⊆ C. Just like SLEκ arises as
the scaling limit of a single interface in a number of discrete models, CLEκ arises as the scaling
limit of the full collection of interfaces: see, e.g., [Smi01,CN08,Smi10,KS15,BH16] for models on
deterministic lattices and [She16, GMS17, BHS18] for models on random planar maps. CLEκ is
defined for κ ∈ [8/3, 8], but when κ = 8/3 the collection is empty and when κ = 8 it consists of
a single space-filling SLE8-type loop. When κ ∈ (8/3, 4], the loops of a CLEκ are simple, do not
intersect each other, and do not intersect the domain boundary. When κ ∈ (4, 8), the loops are
self-intersecting and intersect each other and the domain boundary. We remark that when one
speaks of CLEκ, one can either refer to its nested or non-nested versions. The latter is obtained from
the former by taking the outermost loops and the former is obtained from the latter by sampling an
independent non-nested CLEκ in each of the connected components of the complement of the loops
and then iterating this procedure. In this article we will always work with the nested version.
The construction of CLEκ given in [She09] proceeds by fixing a countable dense set {xn}n∈N in
D and then defining a tree rooted at some x ∈ ∂D (the so-called exploration tree) of SLEκ(κ− 6)
processes starting from x and targeted at the {xn}n∈N with the property that the branches targeted
at xi, xj are the same until xi, xj are separated from each other and then evolve independently
thereafter. That it is possible to construct such a coupling follows from the target invariance
of SLEκ(κ − 6) processes [SW05]. The branch of the exploration tree targeted at a given point
corresponds to the exploration that one would obtain if one were to explore the loops of the CLEκ
starting from the root x and then following the loops of the CLEκ with the rule that whenever this
process divides the domain into two parts, one continues exploring in the subdomain which contains
the target point. (We will describe the relationship between the loops and the exploration tree in
more detail in Section 2.3; see also [MSW14, Section 2] for a concise review in the case κ ∈ (4, 8).)
Many of the important properties of CLEκ are not obvious from its definition, including conformal
invariance (that the collection of loops does not depend on the choice of root of the exploration tree)
and that the loops defined are in fact continuous paths. In the case that κ ∈ (8/3, 4], these facts
were established in [SW12] by showing that the outermost loops agree in law with the boundaries of
Brownian loop-soup clusters. For κ ∈ (4, 8), these properties were established in [She09] conditionally
on certain results for SLEκ(κ− 6) curves, which were later proved in [MS16b,MS16a,MS17] using
the connection between SLE and the Gaussian free field (GFF). (See also [MSW17] for a treatment
of the case κ ∈ (8/3, 4] based on the GFF.)
The focus of the present work is on the whole-plane variant of CLEκ. This can be constructed by
taking an increasing sequence of simply connected domains Dn with
⋃∞
n=1Dn = C, for each n ∈ N
letting Γn be a CLEκ on Dn, and then taking Γ to be the limit of Γn as n→∞ (see [MWW16] for
a detailed proof that the limit exists and does not depend on the sequence (Dn)) or equivalently by
means of a whole-plane analog of the above branching SLEκ(κ− 6) construction (see Section 2.3). It
is immediate from the construction that whole-plane CLEκ is invariant under rescalings, rotations,
and translations. That is, whole-plane CLEκ is invariant under conformal transformations C→ C
which fix ∞. The purpose of the present work is to show that whole-plane CLEκ for κ ∈ (4, 8) is
also invariant under the inversion map z 7→ 1/z and therefore defines a conformally invariant family
of loops on the Riemann sphere.
Theorem 1.1. Fix κ ∈ (4, 8) and suppose that Γ is a whole-plane CLEκ. Then the law of Γ is
invariant under inversion. In particular, the law of Γ is invariant under all Mo¨bius transformations
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of the Riemann sphere.
The analog of Theorem 1.1 in the case κ ∈ (8/3, 4] was proved by Kemppainen and Werner [KW16]
using the loop-soup representation of CLEκ [SW12]. The argument that we give to prove Theorem 1.1
will be based on the exploration tree construction from [She09]. We expect that the arguments here
could be generalized using the tools of [MSW17] to establish the inversion symmetry for κ ∈ (8/3, 4]
as well, but for simplicity we will focus on the case κ ∈ (4, 8).
Theorem 1.1 is natural from the perspective of loop models considered on random planar maps
with the sphere topology. It has been conjectured that the loops associated with many such models,
after conformally embedding into the Riemann sphere, converge in the scaling limit to CLEκ.
Inverting the embedded loop ensemble (and hence the limiting CLEκ) corresponds to choosing a
different collection of marked points to define the conformal embedding of the random planar map.
It would in principle be possible to deduce Theorem 1.1 from the convergence of such a loop model
to CLEκ in a sufficiently strong topology, however the proof we will present here is directly based
on the continuum.
In the same vein, Theorem 1.1 has applications to the continuum theory of Liouville quantum
gravity (LQG). For example, it follows from the results of [MS15,DMS14] that the following is true.
If one considers an independent CLEκ for κ ∈ (4, 8) on top of a (γ = 4/
√
κ)-LQG sphere marked by
the points x, y and explores the loops which separate x and y from x towards y, then the quantum
surface parameterized by the component which contains y is that of a quantum disk (weighted
by its quantum area). Since the definition of CLEκ on the sphere a priori depends on the choice
of a marked point (in this case x), it is not obvious that if one explores these same loops in the
reverse direction (i.e., from y to x), then the quantum surface parameterized by the component
which contains x is also a quantum disk (weighted by its quantum area). Theorem 1.1, however,
supplies the missing symmetry to deduce this statement.
At a first glance, one might guess that Theorem 1.1 follows from the branching SLEκ(κ − 6)
construction and the reversibility of whole-plane SLEκ(κ− 6) for κ ∈ (4, 8) established in [MS17].
However, this is not the case since the whole-plane CLEκ which is associated with a whole-plane
SLEκ(κ − 6) is not the same as the whole-plane CLEκ associated with the time-reversal of the
whole-plane SLEκ(κ− 6). We will explain this point in more detail in see Section 2.3.
Overview of proof strategy: inverting CLE in an annulus
The basic idea of the proof of Theorem 1.1 is as follows. Suppose that Γ is a whole-plane CLEκ and
that {γn}n∈Z is the sequence of loops of Γ which surround 0, numbered from outside in, where a loop
is said to surround 0 if its winding number around 0 is non-zero. We can choose the normalization
of the indices so that γ0 is the largest loop which intersects D. For each n ∈ Z, let Dn be the
connected component of C\γn which contains 0. We will then fix M ∈ N and let AM be the annular
connected component of D0 \ γM+1. The main step of the proof is to show that the conditional law
of the restriction of Γ to AM , given AM , is invariant under the inversion map of AM . Note that we
already know that the restriction of Γ to D0 has the law of a CLEκ on D0 (see Lemma 2.9 below)
so by conformal invariance this can be thought of as a problem about CLEκ on the disk.
To accomplish this, we will show that CLEκ on an annulus with any fixed number of inner-
boundary-surrounding loops is well-defined and conformally invariant (including inversion invariant)
for1 κ ∈ (4, 8), and that the law of the restriction of Γ to AM is that of a CLEκ on AM .
1CLEκ on an annulus for κ ∈ (8/3, 4] with no inner-boundary-surrounding loops is constructed in [SWW17] using
the Brownian loop soup. We learned from Wendelin Werner [private communication] that one can deduce from
the results of [KW16] that also CLEκ on an annulus with any fixed number of inner-boundary-surrounding loops is
well-defined and conformally invariant for κ ∈ (8/3, 4].
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For ρ ∈ (0, 1), we define the open annulus
Aρ := D \Bρ(0), ∀ρ ∈ (0, 1). (1.1)
The following theorem gives a way to define CLEκ on Aρ with a specified number of loops which
surround the inner boundary.
Theorem 1.2 (CLEκ on an annulus). Let κ ∈ (4, 8) and M ∈ N0. Let Γ be a CLEκ on D and let
γM+1 be the (M + 1)st outermost loop in Γ surrounding 0. On the event {γM+1 ∩ ∂D = ∅} (which
has probability 1 if M ≥ 1), let AM be the non-simply connected component of D \ γM+1 and let
fM : AM → Aρ for some ρ > 0 be the conformal map which fixes 1 (note that ρ is random and
determined by γM+1). Let ΓAρ be the image under fM of the restriction of Γ to AM . Almost surely,
the conditional law of ΓAρ given γM+1 depends only on ρ, and this conditional law is invariant
under rotations of Aρ and under the inversion map z 7→ ρ/z.
In the setting of Theorem 1.2, it is easily seen that the support of the law of ρ is all of (0, 1),
and the conditional law of ΓAρ depends continuously on ρ, which allows us to define this conditional
law for each fixed ρ ∈ (0, 1). We call a loop ensemble sampled according to this law CLEκ on Aρ
with M inner-boundary-surrounding loops. It is an interesting open problem to determine the law of
the conformal modulus ρ in the setting of Theorem 1.2.
We also remark that, for κ ∈ (4, 8), since the loops in CLEκ are non-simple, a CLEκ on Aρ with
M inner-boundary-surrounding loops is allowed to have more than M loops which disconnect the
inner and outer boundaries.
In Section 2.4, we will give an alternative definition of CLEκ on Aρ with M inner-boundary-
surrounding loops in terms of the so-called annulus Markov property, which is analogous to the
domain Markov property of SLEκ (see Definition 2.12).
The main steps in the proof of Theorem 1.1 consist of proving that (a) the loop ensemble ΓAρ
described in Theorem 1.2 satisfies the annulus Markov property and (b) there is at most one law on
loop ensembles on Aρ which satisfies this Markov property. Since both ΓAρ and its image under
inversion satisfy the annulus Markov property, their laws must be the same. This implies that the
law of the whole-plane CLEκ restricted to AM is invariant under the inversion map. We will then
deduce the inversion invariance of the whole-plane CLEκ by looking at its restriction to annular
regions that tend to the whole-plane.
The proof that ΓAρ satisfies the annulus Markov property is given in Section 3, building
on the basic Markov property for CLEκ established in [She09]. The proof of the uniqueness
statement is given in Section 4 using re-sampling arguments similar to those used to prove various
reversibility and uniqueness statements for SLE in [MS16c,MS17,MSW16]. Unlike the arguments
of [MS16c,MS17,MSW16], however, we will not directly use the Gaussian free field (although various
results from [MS16a,MS17] are implicitly used in our arguments since they are needed to show that
CLEκ is well-defined).
Appendix A contains the proofs of several basic facts about SLE and CLE which are used
elsewhere in the paper and are collected here to avoid interrupting the main argument.
Acknowledgements. We thank Wendelin Werner for helpful discussions.
2 Preliminaries
We first introduce some basic notation and terminology in Sections 2.1 and 2.2. In Section 2.3, we
review the construction of whole-plane CLEκ via branching SLEκ(κ− 6). In Section 2.4, we state
the Markov property which characterizes CLEκ on an annulus and state a more precise version of
Theorem 1.2. In Appendix A, we record some elementary lemmas for SLE and CLE.
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2.1 Basic notation
We write N for the set of positive integers and N0 = N ∪ {0}.
For a, b ∈ R with a < b, we define the discrete interval [a, b]Z := [a, b] ∩ Z.
For a collection A of subsets of C (which will typically be loops) we write ⋃A for the union of the
elements of A.
2.2 Basic definitions for loops and loop configurations
In this subsection, we will define loops and loop configurations as well as some basic properties
thereof. We will also define complete separable metrics on the space of loops and on the space of
locally finite loop configurations. Most of the definitions in this subsection are standard, so the
reader may want to skim it.
2.2.1 Loops
A parameterized loop is a continuous function γ̂ : ∂D → C. A loop is an equivalence class γ
of parameterized loops, with two parameterized loops declared to be equivalent if they differ by
pre-composition with an orientation-preserving homeomorphism ∂D→ ∂D. A parameterization of
γ is a choice of equivalence class representative. We define a metric on the set of loops γ in C by
dLoop(γ1, γ2) := inf
γ̂1,γ̂2
sup
u∈∂D
|γ̂1(u)− γ̂2(u)|, (2.1)
where the infimum is over all choices of parameterizations γ̂1 for γ1 and γ̂2 for γ2. This defines a
complete metric on the space of loops in C (see, e.g., [AB99, Lemma 2.1], which treats the case
of curves). It is also easily seen that the space of parameterized loops is separable with respect to
dLoop.
Definition 2.1. An arc of a loop γ is a curve (viewed modulo increasing re-parameterization of
time) which admits a parameterization of the form α(t) = γ̂(eit) for t ∈ [a, b], where [a, b] ⊂ [0, 2pi]
is a non-trivial interval and γ̂ is a parameterization of γ. We say that an arc α is proper if it is not
all of γ.
2.2.2 Loop configurations
A loop configuration on a domain D ⊂ C is a countable multiset Γ of loops which are each contained
in D (we say “multiset” instead of “set” since we need to allow multiple copies of the same loop to
make our metric on loop configurations complete). For A ⊂ D, we write
Γ|A :=
{
γ ∈ Γ : γ ⊂ A} and Γ(A) := {γ ∈ Γ : γ ∩A 6= ∅}. (2.2)
Definition 2.2. A loop configuration Γ is called locally finite if for each ε > 0 and each compact set
A ⊂ D, the number of loops in Γ of Euclidean diameter greater than ε which intersect A is finite.
We will now define a metric on the space of locally finite loop configurations on D whereby,
roughly speaking, two loop configurations are close if their large loops can be “matched up” in such
a way that the corresponding loops are close with respect to dLoop. We need to be somewhat careful
about the definition since we want to ensure that our metric is complete (see Lemma 2.3 below).
This prevents us from using, e.g., the dLoop-Hausdorff distance on discrete subsets of the space of
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loops as in [She09] since a sequence of discrete sets of loops can converge to a non-discrete set of
loops with respect to this metric.
We first define our metric on finite loop configurations. If Γ1,Γ2 are two such loop configurations,
we define dLC(Γ1,Γ2) to be 1 if #Γ1 6= #Γ2 and otherwise we define
dLC(Γ1,Γ2) := 1 ∧
 minψ:Γ1→Γ2 ∑
γ∈Γ1
dLoop(γ, ψ(γ))
 (2.3)
where the minimum is over all bijections ψ : Γ1 → Γ2.
We next consider the case when our domain D is compact. For ε > 0 and a locally finite loop
configuration Γ on D, we write Γε for the (multi)set of loops in Γ which have diameter greater than
ε (which is finite). We then define
dLCD (Γ
1,Γ2) :=
∫ 1
0
dLC(Γ1ε,Γ
2
ε) dε, (2.4)
so that for loop configurations {Γn}n∈N and Γ, we have dLCD (Γn,Γ) → 0 if and only if the dLC-
distance between Γnε and Γε tends to zero for Lebesgue-a.e. ε > 0.
Finally, if D is not necessarily compact, we define the localized loop configuration metric (using
the notation (2.2)) by
d
LC,loc
D (Γ
1,Γ2) :=
∫ ∞
1
e−RdLCBR(0)
(
Γ1(BR(0)),Γ
2(BR(0))
)
dR. (2.5)
Henceforth, whenever we talk about a random loop configuration on D we will use the Borel
σ-algebra with respect to dLCD if D is compact or the Borel σ-algebra with respect to d
LC,loc
D if D is
not compact.
Lemma 2.3. For any domain D ⊂ C, the metric dLCD defined just above (or the metric dLC,locD
in the case when D is not compact) is complete and separable on the space of locally finite loop
configurations.
Proof. Trivially, the space of all loops is separable with respect to the metric (2.1) and the space of
finite loop configurations on D is dense in the space of all loop configurations on D with respect to
the metric (2.4) or (2.5). This gives separability.
To check completeness, consider a Cauchy sequence of loop configurations {Γn}n∈N. First
assume that all of the loop configurations Γn are finite, with the same cardinality N . We will prove
convergence with respect to the metric (2.3) by induction on N . The case N = 1 just follows from
the completeness of the metric (2.1).
Now suppose that N ≥ 2 and we have proven the convergence of all Cauchy sequences of loop
configurations which all have N ′ ≤ N − 1 loops. To prove the convergence of {Γn}n∈N, it suffices to
show convergence along a subsequence. By the definition of dLC (2.4), after possibly passing to a
subsequence we can arrange that for each n ∈ N, there is a bijection ψn : Γn → Γn+1 such that∑
γ∈Γn
dLoop(γ, ψn(γ)) ≤ 2−n. (2.6)
Now fix a loop γ1 ∈ Γ1 and for n ≥ 2, let γn := (ψn−1 ◦ ψn−2 ◦ · · · ◦ ψ1)(γ1) ∈ Γn. By (2.6), the
sequence of loops {γn}n∈N is Cauchy with respect to the metric (2.1), so converges to a limiting
loop γ. On the other hand, the loop configurations Γn \ {γn} each have N − 1 loops and are Cauchy
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(a) non-crossing (b) not non-crossing (c) not non-crossing (d) not non-crossing
Figure 1: A non-crossing loop and three loops which are not non-crossing. For loops (b)-(d), an arc
α which violates one of the conditions in Definition 2.4 is shown in red. In particular, loops (b), (c),
and (d), resp., violate the first, second, and third conditions in the definition.
with respect to (2.3). Combining these statements with the inductive hypothesis concludes the
proof in the case of N loops.
We now assume that our loop configurations Γn are all on a domain D ⊂ C with D compact
and prove convergence with respect to the metric (2.4). For each ε > 0, the sequence of finite
loop ensembles {Γnε }n∈N (as defined in (2.4)) is Cauchy with respect to the metric (2.3). By the
definition of dLC in (2.3), for each ε > 0 and each large enough n,m ∈ N, we have #Γnε = #Γmε .
Therefore, the case of finite loop configurations shows that there is a limiting loop configuration Γ′ε
such that Γnε → Γ′ε. For Lebesgue-a.e. ε˜ ≤ ε (i.e., every such pair of ε˜, ε for which there is not a
loop of Γ′ε˜ or Γ
′
ε of diameter exactly ε˜ or ε), the set of the loops in Γ
′
ε˜ with diameter greater than ε
coincides with Γ′ε. Therefore, there is a unique loop configuration Γ with Γε = Γ′ε for each ε > 0
and Γn → Γ.
The case when D is not compact and we work with the local metric (2.5) is treated similarly.
In addition to local finiteness, the other important condition which we will typically impose on
our loop configurations is that the loops do not cross or trace themselves or each other, in a rather
strong sense. Let us first define the condition for a single loop.
Definition 2.4. A loop γ in D ⊂ C is non-crossing if for each arc α of γ, the following is true.
• α does not trace the complementary arc α˜ of α in γ for any non-trivial interval of time.
• α is contained in the closure of a single connected component U of D \ α˜.
• If f : U ∪ ∂U → D is a conformal map (with ∂U viewed as a collection of prime ends), then
f(α) is a continuous curve.
See Figure 1 for an example of a non-crossing loops and three examples of loops which are not
non-crossing.
Definition 2.5. A loop ensemble Γ is non-crossing if for any finite collection γ0, γ1, . . . , γn of loops
in Γ and any arc α0 of γ0, the following is true.
• If we let α˜0 be the complementary arc of α0 in γ0, then α0 does not trace the set α˜0 ∪ γ1 ∪ · · · ∪ γn
for any non-trivial interval of time.
• α0 is contained in the closure of a single connected component U of D \ α˜0 ∪ γ1 ∪ · · · ∪ γn.
• If f : U ∪ ∂U → D is a conformal map (with ∂U viewed as a collection of prime ends), then
f(α0) is a continuous curve.
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Each of the loops in a non-crossing loop ensemble is non-crossing, as can be seen by applying
the definition in the case of a single loop. Furthermore, the loops in a non-crossing loop ensemble
are necessarily distinct (so such a loop ensemble is a set, non a multi-set): indeed, if γ0 = γ1 then
the first condition fails for any arc α0 of γ0. CLEκ for κ ∈ (4, 8) on a domain bounded by a curve is
a.s. non-crossing since each arc of a CLEκ loop is an SLEκ-type curve and the loops do not cross or
trace each other.
2.3 Construction of whole-plane CLE using branching SLE
Sheffield [She09] constructed CLEκ for each κ ∈ (8/3, 8) using a branching SLEκ(κ− 6) process in
a proper simply connected subdomain of C. Here we will describe the analogous construction for
whole-plane CLEκ for κ ∈ (4, 8). Throughout, we assume that κ ∈ (4, 8) is fixed.
Remark 2.6. [MWW16, Appendix A] gives a different definition of whole-plane CLEκ, based on
taking limits of CLE on large domains. It is easy to see using the Markov property of whole-plane
CLEκ (Lemma 2.9) that this construction gives the same object as our construction.
2.3.1 Whole-plane branching SLEκ(κ− 6)
Let us first recall the definition of whole-plane SLEκ(κ− 6) from [MS17, Section 2.1]. Whole-plane
SLEκ(κ − 6) from 0 to ∞ is the curve η generated by the whole-plane Loewner evolution with
driving process W , where (W,O) : R→ ∂D× ∂D is the unique stationary solution to the following
SDE:
dWt = −κ
2
Wt dt+ i
√
κ dBt +
(
κ− 6
2
)
Ot +Wt
Ot −WtWt dt and dOt =
Ot +Wt
Wt −OtOt dt. (2.7)
More precisely, if we let gt be the conformal map from the unbounded connected component of
C \ η([0, t]) onto C \D such that gt(z) = e−tz + o|z|(|z|) as z → ∞, then Wt = gt(η(t)) and for
Lebesgue-a.e. t ∈ R, Ot is the image under gt of the unique point on the outer boundary of η([0, t])
other than η(t) at which the left and right outer boundaries of η([0, t]) meet. The existence and
uniqueness of this solution is proven in [MS17, Proposition 2.1].
For distinct z, w ∈ C ∪ {∞}, whole-plane SLEκ(κ− 6) from z to w is defined to be the image of
whole-plane SLEκ from 0 to ∞ under a Mo¨bius transformation taking 0 to z and ∞ to w. We will
typically consider whole-plane SLEκ(κ− 6) started from ∞.
By the Schramm-Wilson coordinate change formula [SW05, Theorem 3], whole-plane SLEκ(κ−6)
is target invariant in the sense that the law of whole-plane SLEκ(κ− 6) from ∞ to z and from ∞ to
w agree up until the first time that the curve separates z from w. This allows us to find a coupling
{ηz}z∈Q2 where each ηz is a whole-plane SLEκ(κ− 6) from ∞ to 0 and for z, w ∈ Q2, the curves
ηz and ηw agree, modulo time parameterization, until the first time that z and w lie in different
complementary connected components of the curve and evolve in a conditionally independent manner
thereafter. We call {ηz}z∈Q2 the whole-plane branching SLEκ(κ− 6) process.
2.3.2 Construction of whole-plane CLEκ
Now let {ηz}z∈Q2 be a branching SLEκ(κ − 6) process started from ∞, where for all z ∈ Q2, ηz
is the branch from ∞ to z. If we apply a Mo¨bius transformation that sends 0,∞ to ∞, z, then
the image of ηz is a whole-plane SLEκ(κ− 6) from 0 to ∞, generated by a Loewner driving pair
(W z, Oz) : R→ R2, as in (2.7). Let θz be the continuous version of argW z − argOz. For z ∈ Q2
let T˜z be the set of times t ∈ R such that the following is true. We have θzt ∈ 2piZ and the last time
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s < t such that θzs ∈ 2piZ satisfies θzs 6= θzt . Since θz is continuous, the set T˜z is discrete, so we can
write T˜z = {tz,i}i∈N˜z , where N˜z is the intersection of Z with an interval in R (possibly empty or all
of R), and the enumeration is chosen so that tz,i < tz,i+1 for each i ∈ N˜z.
Lemma 2.7. Let z ∈ Q2. Almost surely, we have N˜z = Z. Furthermore, the law of each
ηz|[tz,i,tz,i+1] is that of a radial SLEκ(κ− 6) process from ηz(tz,i) to z in the connected component
of C \ ηz((−∞, tz,i]) containing z, stopped at the first time it disconnects the boundary of this
component from z. If θztz,i − θztz,i−1 = 2pi, the force point is located to the right of ηz(tz,i), and if
θztz,i − θztz,i−1 = −2pi, the force point is located to the left of ηz(tz,i).
Proof. By harmonic measure considerations, tz,i is the first time at which ηz disconnects ηz((−∞, tz,i−1])
from z. The lemma is immediate from this together with the Markov property of whole plane
SLEκ(κ− 6) [MS17, Proposition 2.2].
Let {τz,j}j∈Z be the times tz,i ∈ T˜z such that θztz,i − θztz,i−1 = 2pi, enumerated in increasing order.
We define a sequence of loops {γz,j}j∈Z surrounding z (enumerated from outside in) as follows.
For each j ∈ N, let σz,j be the last time s < τz,j such that θzs ∈ 2piZ, so that by the definition of Tz
we have θzτz,j − θzσz,j = 2pi.
The curve ηz|[σz,j ,τz,j ] traces part (but not all) of a loop surrounding z. To describe the rest of
this loop, we let η̂z,j be the branch of the branching SLEκ(κ− 6) process from ηz(τz,j) to ηz(σz,j).
This process can be described as the limit of the segment of ηw from ηz(τz,j) to w as w → ηz(σz,j)
along sequences of rational points in the connected component of C\ηz((−∞, τz,j ]) with ηz(σz,j) and
ηz(τz,j) on its boundary. Its conditional law given ηz|(−∞,τz,j ] is that of an SLEκ in the appropriate
connected component of C \ ηz((−∞, τz,j ]).
Let γz,j be the loop obtained by concatenating the curves ηz|[σz,j ,τz,j ] and η̂z,j . We define the
whole-plane CLEκ by
Γ := {γz,j : z ∈ Q2, j ∈ Z}. (2.8)
Then Γ is a non-crossing, locally finite collection of loops in C (Definitions 2.2 and 2.4). Indeed, the
fact that Γ is non-crossing follows from the fact that the curves ηz for z ∈ Q2 do not cross or trace
themselves or each other. The fact that Γ is locally finite follows from the local finiteness of CLEκ
on a bounded Jordan domain [MS17, Theorem 1.17] and the Markov property of whole-plane CLEκ
which is stated and proven just below.
Remark 2.8. The curves ηz above are defined only for points z in a countable dense subset of C.
However, one can define ηz as a continuous curve for Lebesgue-a.e. point z ∈ C as follows. Suppose
z ∈ C is surrounded by arbitrarily small loops in Γ (which is a.s. the case for fixed z). Let {γz,j}j∈Z
be the bi-infinite sequence of loops surrounding z, numbered from outside in. For j ∈ Z, let zj ∈ Q2
such that zj lies in the same connected component of C \ γz,j as z. Let sj be the time at which ηzj
finishes tracing the boundary of this complementary connected component. For each j < j′, the
curve ηzj agrees with ηzj′ until time sj . Furthermore, the diameters of the loops γz,j tend to zero as
j →∞. It follows that the curves ηzj converge to a limiting curve ηz as j →∞, which agrees with
each ηzj until time sj , viewed modulo monotone re-parameterization.
2.3.3 Markov property of whole-plane CLEκ
Lemma 2.9. Let Γ be a whole-plane CLEκ. Also let z ∈ C and let γ∗z be a random loop in Γ
which surrounds z with the following property. If ηz is the branch targeted at z of the branching
SLEκ′(κ
′ − 6) process which traces the loops in Γ, then the time τ∗z at which ηz finishes tracing the
part of γ∗z that it should trace is a stopping time for ηz. If we condition on γ∗z and the set of loops
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γz,jz
ηˆz,j
ηz|[σz,j ,τz,j ]
ηz|(−∞,σz,j ] ηz(σz,j)
ηz(τz,j)
Figure 2: Illustration of the construction of whole-plane CLEκ from branching SLEκ(κ− 6). Shown
is the branch ηz targeted at z for some z ∈ C and a single loop γz,j which it traces part of. The
curve ηz traces the black segment, then the purple segment, then the blue segment (it does not trace
the green segment). The loop γz,j is the concatenation of the purple segment ηz|[σz,j ,τz,j ] and the
green segment η̂z,j . The loop γz,j+1 (not shown) is the concatenation of part of the blue segment of
ηz plus an additional curve segment not traced by ηz.
in Γ which are contained in the unbounded connected component of C \ γ∗z , then the conditional law
of the rest of Γ is that of an independent CLEκ in each bounded connected component of C \ γ∗z .
Proof. Let η̂∗z be the segment of γ∗z which is not traced by ηz, as above. As explained just above (2.8),
the conditional law of η̂∗z given ηz((−∞, τ∗z ]) is that of a chordal SLEκ in the appropriate connected
component of C \ ηz((−∞, τ∗z ]). The loop γz∗ is contained in ηz((−∞, τ∗z ]) ∪ η̂∗z and every bounded
connected component of C \ γ∗z is also a connected component of C \ (ηz((−∞, τ∗z ]) ∪ η̂∗z) whose
boundary is entirely traced by either the left boundaries of ηz and η̂
∗
z or the right boundaries of
these two curves. By the renewal property of branching SLEκ(κ− 6) (which follows from Lemma 2.7
applied to the branches targeted at points in the components) and the construction of CLEκ on a
proper simply connected domain from branching SLEκ(κ− 6) [She09], the conditional law given
ηz|(−∞,τ∗z ] and η̂∗z of the set of loops in Γ which are contained in the bounded connected components
of C \ γ∗z is that of an independent CLEκ in each of these components. Furthermore, the set of
loops of Γ which are contained in the unbounded connected component of C \ γ∗z is determined
by ηz|(−∞,τz∗ ], η̂∗z , and the radial branching SLEκ(κ − 6) processes in the connected components
of C \ (ηz((−∞, τ∗z ]) ∪ η̂∗z) which are not bounded connected components of C \ γ∗z . Since these
processes are conditionally independent given ηz|(−∞,τz∗ ], η̂∗z from the set of loops of Γ which are
contained in the unbounded connected component of C \γ∗z , we get the statement of the lemma.
2.4 CLE on an annulus
In this subsection, we will state a result to the effect that for each κ ∈ (4, 8) and M ∈ N0, there is a
unique law on locally finite, non-crossing loop configurations on an annulus which has exactly M
loops with non-trivial winding number and which satisfies a certain Markov property (Theorem 2.13).
The results stated in this section are proven in Sections 3 and 4. We define this law to be CLEκ
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on the annulus for κ ∈ (4, 8). We will also state a result which says that restricting CLEκ on the
disk to the non-simply-connected complementary connected component of a simple loop gives a
CLEκ on the annulus, under our definitions (Theorem 2.16), which shows that the definition in this
subsection is equivalent to the one in Theorem 1.2. As discussed in Section 1, the relevance to the
proof of our main result is that the re-sampling property which characterizes CLEκ on the annulus
is invariant under inversion, so the law of CLEκ on the annulus is invariant under inversion (see
Corollary 2.14).
Recall the annulus Aρ for ρ ∈ (0, 1) from (1.1). The idea behind the Markov property which
characterizes CLEκ on Aρ is to choose a subset of loops in Aρ such that each connected component
of the complement of their closed union is simply connected (e.g., the set of loops which intersect
a line segment from the inner boundary to the outer boundary). We then require that the law of
the restriction of the CLEκ to the complement of this closed union is that of a CLEκ in each of
these simply connected components. By itself, such a property is not enough to characterize CLEκ
on Aρ since the set of loops which intersect a path between the inner and outer boundaries of Aρ
will always include all of the loops which disconnect the inner and outer boundaries. So, we also
need to impose a re-sampling condition on these loops. To state this re-sampling condition, we first
introduce some notation, which is illustrated in Figure 3.
Definition 2.10 (P -excursions of loops). Let P ⊂ C be a compact set and let U ⊂ C be an open
set containing P . Also let γ be a loop in C (with some arbitrary choice of parameterization). We say
that an arc α of γ is a P -excursion of γ into U if α ⊂ U , α∩P 6= ∅, and α is not properly contained
in any larger arc of γ with these properties. We say that α is proper if α /∈ {γ, ∅} (equivalently,
γ ∩ P 6= ∅ and γ 6⊂ U). An arc α′ is called a complementary P -excursion of γ out of U if α′ does
not overlap with any P -excursion of γ into U and α′ is not contained in any larger arc of γ with
this property.
By definition, a loop is the concatenation of its P -excursions into U and its complementary
P -excursions out of U , and these arcs overlap only at their endpoints.
Definition 2.11 (Sets of loops and excursions). Let Γ be a locally finite collection of non-crossing
loops in a domain D ⊂ C. For a compact set P ⊂ D and an open set U ⊂ D with P ⊂ U , we write
Γ(P ;U) for the set of loops in Γ which intersect P and are contained in U . We also write SΓ(P ;U)
for the set of all proper P -excursions into U of loops in Γ. Note that SΓ(P ;U) is a finite set since Γ
is locally finite.
See Figure 3 for an illustration of Definitions 2.10 and 2.11. Each P -excursion α ∈ SΓ(P ;U)
has two endpoints in ∂U , which we call its initial and terminal endpoints. There is a distinguished
bijection between the set of initial endpoints of elements of SΓ(P ;U) and the set of terminal
endpoints of elements of SΓ(P ;U) whereby a terminal endpoint x corresponds to an initial endpoint
y if there is a complementary P -excursion out of U of a loop of Γ which has x and y as its initial and
terminal endpoints, respectively. In this case we write y = x∗. Note that the initial and terminal
endpoints of a P -excursion into U need not correspond to each other under this bijection (although
they sometimes do). In fact, the bijection x↔ x∗ is not determined by SΓ(P ;U) since it depends
on how loops behave when they are outside of U .
Definition 2.12 (Annulus Markov property). Let ρ ∈ (0, 1) and let Γ be a random locally finite,
non-crossing collection of loops on the annulus Aρ. We say that Γ satisfies the annulus Markov
property if the following is true. Let P = [ρeiθ, eiθ] be a radial line segment between the inner and
outer boundaries of Aρ and let U = {reis : r ∈ (ρ, 1), s ∈ (θ − pi/4, θ + pi/4)} be the annular slice
centered at P of opening angle pi/2. If SΓ(P ;U) 6= ∅, choose a P -excursion into U from SΓ(P ;U) in
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Figure 3: Illustration of a possible configuration of P -excursions into U (red, orange, purple,
blue) and complementary P -excursions out of U (dark green, dark blue, pink, brown) for a loop
configuration on Aρ. Here there are two loops which disconnect the inner and outer boundaries
of Aρ (union of purple, dark green, blue, pink, orange, and dark blue arcs; and union of red and
brown arcs). The loop consisting of the red and brown arcs has winding number 1 around the inner
boundary, and the other loop has winding number zero.
a manner which is measurable with respect to σ(Γ(P ;U),S(P ;U)). Let x be its terminal endpoint
and let ηx be the complementary P -excursion out of U from x to x
∗.
1. If SΓ(P ;U) 6= ∅ and we condition on Γ(P ;U), SΓ(P ;U), and all of the complementary P -
excursions of loops in Γ out of U except for ηx, then the conditional law of ηx is that of a
chordal SLEκ from x to x∗ in the connected component of Aρ \
⋃
Γ(P ) \ ηx with x on its
boundary.
2. If we further condition on ηx (equivalently, we condition on Γ(P )) then the conditional law
of Γ|
Aρ\
⋃
Γ(P )
is that of a collection of independent CLEκ’s in the connected components of
Aρ \
⋃
Γ(P ).
Theorem 2.13. For each κ ∈ (4, 8), ρ ∈ (0, 1), and M ∈ N0, there is a unique law on non-crossing,
locally finite collections of loops in Aρ which satisfies the annulus Markov property and a.s. includes
exactly M loops whose winding number around the inner boundary is non-zero (the winding number
of each such loop must be 1 since the loops do not cross themselves).
If Γ satisfies the condition of Definition 2.12, then so does its images under z 7→ ρ/z and z 7→ eiθz
for any θ ∈ [0, 2pi]. We therefore obtain the following corollary.
Corollary 2.14. If κ ∈ (4, 8), ρ ∈ (0, 1), M ∈ N0, and Γ is distributed according to the unique law
of Theorem 2.13, then the law of Γ is invariant under conformal automorphisms (inversion and
rotation) of Aρ.
Corollary 2.14 will be a key tool in the proof of our main theorem. It also allows us to make the
following definition.
Definition 2.15. Let A ⊂ C be an open domain with the topology of an annulus and let f : A → Aρ
be a conformal map into an annulus for some ρ > 0. For κ ∈ (4, 8) and M ∈ N0, we define CLEκ
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on A with M inner-boundary-surrounding loops to be the image under f−1 of a loop configuration
on Aρ distributed according to the unique law of Theorem 2.13.
The choice of f in Definition 2.15 does not matter due to Corollary 2.14. The following theorem
combines with Theorem 2.13 and Corollary 2.14 to give Theorem 1.2.
Theorem 2.16. Let M ∈ N0, let Γ be a CLEκ on D, and let γM+1 be the (M + 1)st outermost
loop in Γ surrounding 0. On the event {γM+1 ∩ ∂D = ∅} (which has probability 1 if M ≥ 1), let
AM be the non-simply connected component of D \ γM+1 and let fM : AM → Aρ for some ρ > 0 be
the conformal map which fixes 1 (note that ρ is random and determined by γM+1). Almost surely,
the conditional law given γM+1 of the loop ensemble fM (Γ|AM ) on the event {γM+1 ∩ ∂D = ∅}
satisfies the annulus Markov property of Definition 2.12, so has the law of a CLEκ on Aρ with M
inner-boundary-surrounding loops.
3 CLE satisfies the annulus Markov property
In this section we will prove Theorem 2.16. To accomplish this, we will need to establish several
versions of the Markov property for CLEκ onD which build on the basic Markov property established
in [She09, Theorem 5.3] (restated as Lemma 3.1 below). We start in Section 3.1 by proving a
Markov property for the conditional law of the rest of the CLEκ when we condition on all of the
loops which intersect a fixed compact set K with K ∩ ∂D 6= ∅. This property for κ ∈ (4, 8) is the
analog of the restriction property of CLEκ for κ ∈ (8/3, 4], which was used to characterize the
simple CLEs [SW12]. Since the annulus Markov property requires us to condition on only part of
some loops, we will also need a suitable Markov property for an SLEκ coupled with a CLEκ, which
we establish in Section 3.2. In Section 3.3, we combine the preceding two sections to establish a
variant of the annulus Markov property for CLEκ on the disk (when we do not condition on one of
the origin-surrounding loops). In Section 3.4, we conclude the proof of Theorem 2.16.
3.1 General Markov property
Fix κ ∈ (4, 8). Let Γ be a CLEκ in the unit disk D. By [She09, Theorem 5.3] and the local finiteness
of CLEκ [MS17], it is known that CLEκ has the following Markovian property.
Lemma 3.1 ([She09,MS17]). Suppose that I ⊂ ∂D is a deterministic arc. Given the set Γ(I) of
loops in Γ that intersect I, the conditional law of the rest of Γ is that of an independent CLEκ in
each connected component of D \⋃Γ(I).
Now, we want to extend this Markov property to a more general version where the arc I is
replaced by a more general set.
Lemma 3.2 (General Markov property). Let K ⊂ D be a deterministic compact connected set
which intersects ∂D. Let K := K ∪⋃Γ(K) be the closure of the union of K with all the loops of Γ
that intersect K. Then given Γ(K), the conditional law of the rest of Γ is that of an independent
CLEκ in each connected component of D \ K.
Lemma 3.2 is the κ ∈ (4, 8) analog of the spatial Markov property of CLEκ for κ ∈ (8/3, 4]
which was established in [SW12]. For κ ∈ (8/3, 4], it is shown in [SW12] that this property together
with conformal invariance uniquely characterizes the law of CLEκ (hence showing that CLEκ loops
are distributed as the outer boundaries of Brownian loop-soup clusters).
13
Proof of Lemma 3.2. Due to conformal invariance of CLE, the origin plays no particular role.
Therefore, we can assume that origin is not in K and denote by O the connected component of
D \ K that contains the origin. It then suffices to prove that conditionally on Γ(K), Γ restricted to
O is a CLEκ in O which is independent of the restriction of Γ to any other connected component of
D \ K.
We will explore the CLE from the boundary towards the origin. In order to use Lemma 3.1,
we first consider the ε-neighborhood of K and denote it by Kε (e.g., this is particularly necessary
when K is a line). Let Kε be the closure of the union of Kε with ∪Γ(Kε). Let Oε be the connected
component of D \ Kε containing the origin. Let us first prove the following statement:
Conditionally on Γ(Kε), Γ restricted to Oε is an independent CLEκ in O
ε. (3.1)
Note that Kε ∩ ∂D is the union of countably many arcs. Hence, as a first step, we can discover
all the loops in Γ that intersect Kε ∩ ∂D and we denote the closure of their union by Kε1. Let Oε1
be the connected component of D \ Kε1 that contains the origin. We know by Lemma 3.1 that
conditionally on the loops which make up Kε1, Γ|Oε1 is a CLEκ in Oε1 which is independent from the
restriction of Γ to each other connected component of D \ Kε1. If Oε1 ∩Kε = ∅, then we would have
proved (3.1). Otherwise, we continue to explore Γ restricted to Oε1 and discover all the loops that
intersect ∂Oε1 ∩Kε. This process can be iterated: Suppose that at step n, we let Kεn be the closure
of the union of all of the loops we have discovered so far and let Oεn be the component of D \ Kεn
which contains the origin. Then Lemma 3.1 and induction shows that conditionally on the loops
which make up Kεn, Γ|Oεn is a CLEκ in Oεn which is independent from the restriction of Γ to each
other connected component D \ Kεn. If Oεn ∩Kε = ∅, then we would have proved (3.1). Otherwise,
we continue to explore Γ restricted to Oεn and discover all the loops that intersect ∂O
ε
n ∩Kε.
If the above exploration process ends in finitely many steps, then we would have already
proved (3.1). Otherwise, we need to prove that ∪nKεn = ∪Γ(K). It is clear that ∪nKεn ⊆ ∪Γ(K).
If the containment were strict, then it means that there is a loop γ which intersects K which is not
discovered by the exploration process. In other words, γ ⊆ Oεn for all n. Since Kε is open, γ must
intersect the interior of Kε , so the intersection of the component containing 0 of D \ ∪nKεn and Kε
has non-empty interior. We will prove that this is impossible. It suffices to show that for any point
z ∈ Kε, there is a.s. a finite n for which z 6∈ Oεn.
Now fix z ∈ Kε. For each step n such that z ∈ Oεn, the harmonic measure seen from z inside Oεn
of Kε∩∂Oεn is greater than the harmonic measure seen from z inside Kε∩Oεn of Kε∩∂Oεn, which is
again greater than the harmonic measure seen from z inside Kε of Kε ∩ ∂D, which is equal to some
p > 0 which depends on ε, but not n. On the other hand, z and the origin are relatively far away
from each other inside Oεn in the sense that if one starts two independent Brownian motions from z
and the origin, then the probability that they meet before hitting ∂Oεn is decreasing in n, hence
bounded above by some q < 1. This means that if one maps Oεn to the unit disk by some conformal
map ϕ sending z to the origin, then ϕ(Kε ∩ ∂Oεn) will have Lebesgue measure at least p and the
distance from ϕ(0) to the origin is greater than some d ∈ (0, 1). By combining this with Lemma A.3
at each step such that z ∈ Oεn, the probability that one discovers in the (n+ 1)st step a loop that
encircles z and disconnects z from the origin is bounded below by some constant c > 0. Therefore,
the number of steps that it takes to have z 6∈ Oεn is stochastically dominated by a geometric random
variable, thus a.s. finite. We have thus proved ∪nKεn = ∪Γ(K), hence have also proved (3.1).
Now it only remains to let ε go to 0. Let us first show that Kε converges a.s. to K w.r.t. the
Hausdorff distance. Note that Kε is decreasing in ε, i.e., Kε1 ⊂ Kε2 if ε1 < ε2, hence it converges to
the limit K0 := ∩ε>0Kε. For any set A ⊂ D which is at positive distance away from K, there are
a.s. at most finitely many loops in Γ that intersect both A and Kε \K, provided that ε is small
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enough, due to the fact that CLE is locally finite. This implies that if K ∩A = ∅, then Kε ∩A = ∅
when ε is small enough. Hence K0 is contained in K. Since it obviously also contains K, they are
actually equal. Therefore Oε a.s. increases to O. Therefore, Γ restricted to O is distributed as the
limit of Γ restricted to Oε which is an independent CLE in O.
Lemma 3.2 allows us to explore the CLE along any given simple path P : [0, 1]→ D such that
P (0) ∈ ∂D by taking K = P [0, t] for t ∈ [0, 1]. This exploration also satisfies the following strong
Markov property.
Lemma 3.3 (Exploring along a line). If T is a stopping time for the filtration generated by
{Γ(P [0, t])}t∈[0,1], then conditionally on Γ(P [0, T ]), the rest of Γ is distributed as an independent
CLEκ in each connected component of D \
⋃
Γ(P [0, T ]).
Proof. For any stopping time T , we define Tn to be the smallest real number greater than T which
is in the set Dn := {k2−n, k ∈ Z}∩ [0, 1]. Then Tn is a stopping time for the exploration process and
can take on only finitely many possible values. Lemma 3.2 implies that the strong Markov property
holds with Tn in place of T . As n→∞, Tn decreases towards T and
⋃
Γ(P [0, T ]) decreases towards⋃
Γ(P [0, Tn]) a.s. Therefore, the strong Markov process also holds at time T .
3.2 Markov property for SLE decorated CLE
In this subsection we prove a variant of Lemma 3.2 which applies to a CLEκ coupled with an SLEκ.
This variant is needed to describe the conditional law of the complementary P -excursion out of U
in the setting of Definition 2.12.
Let B ⊂ D be a closed set which does not disconnect −i, i. Let η be an SLEκ from −i to i
in D conditioned to avoid B. Conditionally on η, let Γ be a CLEκ in D \ η (i.e., a collection of
independent CLEκ’s in each of the connected components of D \ η). Also let I ⊂ ∂D be a connected
arc and let Γ(I) be the set of loops in Γ which intersect I. We define D0 to be the connected
component of D \⋃Γ(I) that contains −i and i. Let B0 := B ∩D0.
Lemma 3.4. The conditional law of η given Γ(I) and the event {η ∩ I = ∅} is that of an SLEκ in
D0 conditioned to avoid B0.
Proof. The idea of the proof is to start with a CLEκ process Γ˜ (we will take this CLEκ to be on
H, for convenience) and express the pair (η,Γ) in the statement of the lemma as a functional of Γ˜.
We will then be able to compute the conditional law of η given Γ(I) using [She09, Theorem 5.4,
Properties 4 and 5]. See Figure 4 for an illustration.
Let Γ˜ be a CLEκ on H. Fix a non-trivial connected closed set A ⊂ H which is disjoint from [0, 1].
On the event {⋃ Γ˜([0, 1]) ∩ A 6= ∅}, let x be the rightmost point of [0, 1] which lies on one of the
finitely many loops of Γ˜([0, 1]) which intersect A. Let γ be the loop of Γ˜ with x ∈ γ and let L be the
counterclockwise arc of γ from x to the first point y at which γ (traversed counterclockwise) hits A.
Let η˜ be the counterclockwise arc of γ from y to x (so that η˜ traverses γ \ L). By [She09, Theorem
5.4, Property 4], if we condition on L and Γ˜((x, 1]), then the conditional law of η˜ is that of an SLEκ
from y to x in the connected component of H \ L ∪⋃ Γ˜((x, 1]) with y and x on its boundary. Call
this connected component D. Fix a closed set B˜ ⊂ H which is disjoint from [0, 1] and does not
disconnect x and y, chosen in a measurable way w.r.t. L and Γ˜((x, 1]).
On the event {⋃ Γ˜([0, 1]) ∩A 6= ∅}, if we condition on L, Γ˜((x, 1]), and the event {η˜ ∩ B˜ = ∅},
then the conditional law of η˜ is that of an SLEκ from y to x in D conditioned to avoid B˜. If we
further condition on η˜ then the conditional law of Γ˜|D\η˜ is that of a collection of independent CLEκ’s
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in the connected components of D \ η˜. In other words, the conditional law of (η˜, Γ˜) given L, Γ˜([x, 1]),
and the event {η˜ ∩ B˜ = ∅} is as in the statement of the lemma but with (D, B˜) in place of (D, B).
Let I˜ ⊂ (−∞, 0] be a connected arc, also chosen in a measurable way w.r.t. L and Γ˜((x, 1]). We
will describe the conditional law of η˜ given L, Γ˜((x, 1]), and Γ˜(I˜). By [She09, Theorem 5.4, Property
5], if we condition on Γ˜(I˜), then the conditional law of Γ˜ is that of a collection of independent
CLEκ’s in the connected components of H \
⋃
Γ˜(I˜). If γ /∈ Γ˜(I˜), equivalently γ ∩ I˜ = ∅, then η˜ is
contained in the closure of a single connected component U of H \⋃ Γ˜(I˜). We observe that the
event {γ ∩ I˜ = ∅} is the same as the event that the loop arc L is not a subset of a loop in Γ˜(I˜), so
this event is determined by L and Γ˜(I˜). With positive probability, L ∩⋃ Γ˜((x, 1]) ∩ (−∞, 0] = ∅, in
which case D is unbounded and (−∞, 0] ⊂ ∂D. By [She09, Theorem 5.4, Property 4] applied to the
CLEκ Γ˜|U and the boundary arc ∂U ∩ [0, 1] of ∂U , we find that the conditional law of η˜ given L,
Γ˜((x, 1]), and Γ˜(I˜) on the event
{η˜ ∩ I˜ = ∅} ∩ E where E := {L ∩ I˜ = ∅} ∩ {(−∞, 0] ⊂ ∂D} ∩ {
⋃
Γ˜([0, 1]) ∩A 6= ∅} (3.2)
is that of a chordal SLEκ from x to y in U . This implies that the conditional law of η˜ given L,
Γ˜((x, 1]), Γ˜(I˜) and {η˜ ∩ B˜ = ∅} on the event {η˜ ∩ I˜ = ∅} ∩E is that of a chordal SLEκ from x to y
in U conditioned to avoid B˜. We emphasize that the event E is determined by L and Γ˜((x, 1]).
We now want to transfer from the random doubly marked domain (D,x, y) to the deterministic
domain (D,−i, i).
On the event E of (3.2), let f : D → D be the conformal map which takes y to −i, x to i, and
the right endpoint of I˜ to the upper endpoint of I. Note that f is measurable w.r.t. L and Γ˜((x, 1]).
Define
η := f(η˜) and Γ := f(Γ˜|D).
Now, let B and I be as in the statement of the lemma. Choose B˜ = f−1(B) and I˜ = f−1(I).
Since f is measurable w.r.t. L and Γ˜((x, 1]), we can apply the results of the third paragraph of
the proof: If we condition on L and Γ˜((x, 1]), which determine f , and the event {η˜ ∩ B˜ = ∅}, then
on E, the conditional law of the pair (η,Γ) is as in the statement of the lemma.
By the fourth paragraph of the proof, if we further condition on Γ(I), then on the event
{η˜ ∩ I˜ = ∅} ∩E, the conditional law of η is that of a chordal SLEκ from −i to i in D0 conditioned
to avoid B0, which proves the lemma.
3.3 The (n, k)-exploration process
To verify Definition 2.12 for CLEκ, we want to use the Markov properties of CLEκ as described in
the preceding two subsections. For this purpose, we first need to define and analyze a “Markovian”
way of picking out a complementary P -excursion out of U . Since it takes no extra effort, we will
allow for a slightly more general choice of P and U than the ones in Definition 2.12.
Let Γ be a CLEκ on D and let P : [0, 1]→ D be a simple path (either deterministic or random
but independent of Γ). Also let U ⊂ D be an open set with P ∩D ⊂ U .
For n, k ∈ N, we define the (n, k)-exploration process of Γ along P , relative to U , to be the pair
(αn,k,Ln) defined as follows. See Figure 5 for an illustration of the definitions.
1. Let tn be the nth smallest t ∈ [0, 1] for which the following is true: there is some loop γ ∈ Γ
such that γ 6⊂ U and P hits γ for the first time at time t; or let tn = 1 if there are fewer than
n such times t ∈ [0, 1]. Note that by the local finiteness of Γ, there are at most finitely many
loops which intersect both P and D \ U , so tn is well-defined.
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Figure 4: Illustration of the proof of Lemma 3.4. Starting with a CLEκ Γ˜ on H, we construct an
SLEκ curve η˜ in a random domain D (the complementary connected component of the red and
purple sets containing the orange curve) with the property that the conditional law of Γ˜|D\η˜ given
D and η˜ is that of a collection of independent CLEκ’s in the connected components of D \ η˜. We
show using [She09, Theorem 5.4, Properties 4 and 5] that the pair (η˜, Γ˜|D\η˜) satisfies the Markov
property in the statement of the lemma, then conformally map D to D to conclude.
2. If tn < 1, we parameterize the loop γ in the counterclockwise direction by [0, 1] so that
γ(0) = γ(1) = P (tn).
Let σ0 = 0. If j ∈ N0, inductively let σj+1 be the first time after σj at which γ completes
a crossing from P to D \ U , i.e., the smallest s ∈ (σj , 1] for which γ(s) 6∈ U and there is an
s′ ∈ (σj , s) for which γ(s′) ∈ P . Let σj+1 = 1 if γ does not make any crossings from P to
D \ U after time σj .
3. Let ξ be the last time that the time reversal of γ|[σk,1] completes a crossing from P to D \ U ,
or let ξ be the starting time for this time reversal if it does not make any such crossings. Let
ξ be the time for γ corresponding to ξ and let ηn,k := γ|[σk,ξ]. Note that by definition, ηn,k
does not hit P .
4. Let αn,k be the concatenation of the time-reversal of γ|[ξ,1] and γ|[0,σk]. That is, αn,k is the
part of γ not traced by ηn,k. Let Ln be the set of loops of Γ which intersect P other than γ
To make the connection to the setting of Section 2.4, we observe that (in the terminology of
Definition 2.10 and 2.11), the curve ηn,k is a complementary P -excursion of the loop γ out of U . In
fact, {ηn,k : n, k ∈ N} is precisely the set of all complementary P -excursions of loops in Γ out of U .
The σ-algebra generated by αn,k and Ln is the same as the σ-algebra generated by the set Γ(P ;U)
of loops which intersect P and are contained in U , the set SΓ(P ;U) of P -excursions into U of loops
in Γ, and the set of all P -excursions out of U of loops in Γ other than ηn,k.
Lemma 3.5. In the above setting, if we condition on αn,k and Ln, then either ηn,k is empty (αn,k
is itself a loop), or otherwise the conditional law of ηn,k is that of a chordal SLEκ between the two
endpoints of αn,k in the connected component of D \
(
αn,k ∪
⋃Ln) with these two endpoints on its
boundary. Furthermore, if we condition on αn,k, Ln, and ηn,k, then the conditional law of the rest of
Γ is that of an independent CLEκ in each of the connected components of D \
(
ηn,k ∪ αn,k ∪
⋃Ln).
Proof. As in the proof of Lemma 3.2, due to conformal invariance, the origin plays no special role. We
can therefore assume that P does not contain the origin and denote by C the connected component
of D \
(
αn,k ∪
⋃Ln) which contains the origin. It then suffices to prove that, conditionally on αn,k
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L2
Figure 5: Illustration of the (n, k)-exploration process. On the left, we show η1,1, η2,1, and η2,2 and
the times σ1, σ2, and ξ involved in the definition of η2,2. Only the loops which exit U are drawn in
this picture. On the right, we show α2,2 and L2 for the same loop configuration as on the left. We
show simple loops for clarity, but in actuality the loops will intersect themselves and each other.
and Ln, one has the following. If C does not contain ηn,k or if ηn,k is empty, then the conditional law
of Γ|C is that of a CLEκ in C independent from ηn,k and the restrictions of Γ to the other connected
components of D \
(
αn,k ∪
⋃Ln). Otherwise if ηn,k 6= ∅ and ηn,k ⊂ C, then the conditional law of
ηn,k is that of a chordal SLEκ between the two endpoints of αn,k in C, and if we further condition on
ηn,k, then Γ restricted to D \
(
ηn,k ∪ αn,k ∪
⋃Ln) is an independent CLEκ in each of its connected
components.
By Lemma 3.3, we can explore the loops that intersect P in the order that P intersects them.
Define T to be the (n−1)st time that P [0, t] intersects a loop that exits U (if n = 1, then let T := 0).
Then T is a stopping time for the filtration generated by Γ(P [0, t]) and therefore Lemma 3.3 implies
that conditionally on Γ(P ([0, T ])), the rest of Γ is distributed as an independent CLEκ in each
connected component of D\⋃Γ(P ([0, T ])). Let O be the connected component of D\⋃Γ(P ([0, T ]))
containing the origin. Then conditionally on O and the restriction of Γ in D \O, the conditional
law of the restriction of Γ to O is that of a CLEκ in O. We will now focus on explaining how to
continue exploring Γ|O. The basic idea is similar to the proof of Lemma 3.2: we use an inductive
procedure (based on Lemmas 3.1 and 3.4) to define for each ε > 0 a collection of loops and a curve
which satisfy the desired Markov property and converge, in an appropriate sense, to Ln and ηn,k as
ε→ 0.
For ε > 0, let P ε be the ε-neighborhood of P . Let Lε be the collection of all the loops in Γ|O
that intersect P ε. Let ηεn,k be the part of the excursion that we will eventually leave out if it is
non-empty (we will give the precise definition of ηεn,k later on). Let α
ε
n,k be the complement of η
ε
n,k
in the loop that ηεn,k is tracing. Let Lεn be Lε minus the loop containing ηεn,k (if ηεn,k 6= ∅). Let Cε
be the connected component of O \
(
αεn,k ∪
⋃Lεn) which contains the origin.
We would like to first prove the following statement:
(∗) Suppose we condition on Lεn and αεn,k. If Cε does not contain ηεn,k or if ηεn,k is empty, then the
conditional law of Γ|Cε is that of a CLEκ in Cε independent from ηεn,k and the restrictions of Γ to
the other connected components of O \
(
αεn,k ∪
⋃Lεn). Otherwise if ηεn,k 6= ∅ and ηεn,k ⊂ Cε, then
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the conditional law of ηεn,k is that of a chordal SLEκ between the two endpoints of α
ε
n,k in C
ε, and if
we further condition on ηεn,k, then Γ restricted to C
ε \
(
ηn,k ∪ αn,k ∪
⋃Lεn) is an independent CLEκ
in each of its connected components.
We will later prove that as ε goes to zero, the sets ηεn,k, α
ε
n,k,
⋃Lεn,⋃Lε respectively converge to
ηn,k, αn,k,
⋃Ln ∩O,⋃L ∩O. This will imply the present lemma.
We will prove (∗) by performing an exploration process w.r.t. P ε. Let us define our exploration
process by induction on a parameter i. Let Oε0 := O. Now suppose i ∈ N0 and we have completed
the i first steps which enable us to define the domain Oεi ⊂ O with the property that conditionally
on Oεi , Γ restricted to O
ε
i is a CLE in O
ε
i which is independent from the restriction of Γ to the
complement of Oεi . Let us explain how to carry out the (i+1)st step. See Figure 6 for an illustration.
We call a connected component of ∂Oεi ∩ P ε an arc. There can be countably many arcs of
∂Oi ∩ P ε but since ∂Oεi is a continuous curve at most finitely many of them intersect P . We can
order these finitely many arcs according to the first point on the arc hit by P . Let I be the first
such arc hit by P . Given the loops of Γ in D \ Oεi , we know the exact number of loops exiting
U that P has hit before hitting I. If this number is at least n, then it means that Cε does not
contain ηεn,k or η
ε
n,k is empty. Then we can continue to explore Γ|Oεi using the procedure defined in
Lemma 3.2 w.r.t. P ε. This proves (∗). Otherwise, if this number is equal to n− 1, then let a and b
P (T )
a by
P ε ∩O
U
T ε
σε2
ηε3,2
P
Figure 6: We illustrate the exploration process for n = 3, k = 2 in the case where ηεn,k 6= ∅ and
ηεn,k ⊂ Cε. We first explore along P until it hits the (n− 1)th loop exiting U at time T . All the
loops discovered in this step are shown in blue. Then we continue exploring Γ restricted to the
connected component O of the complement of the blue loops containing the origin. Conditionally
on O, we are allowed to further condition on Γ|D\O so that the conditional law of Γ|O is still a CLE
in O. In particular, it is important to acquire the knowledge of all the loops in Γ|D\O that intersect
P which have not been previously discovered (drawn in orange). For the arc I (with endpoints a, b)
which is the first arc among ∂O ∩ P ε hit by P , if the number of loops exiting U that P has hit has
not reached n upon hitting I, then we explore along an SLEκ(κ− 6) process from a to b (shown in
red). We depict a case where ηε3,2 is contained in this step and show it in dashed line. We show
simple loops for clarity, but in actuality the loops will intersect themselves and each other.
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be the endpoints of I (in the counterclockwise direction).
We explore along an SLEκ(κ− 6) process ηε in Oεi from a to b, with a marked point immediately
to the right of a, namely the one constructed by concatenating certain arcs of loops in Γ which
intersect the arc from a to b as in Lemma A.2.
(a) If ηε never exits U , then define Oεi+1 to be the connected component containing the origin of
the complement in Oεi of all the loops that η
ε has traced. By the induction hypotheses and
Lemma 3.1, conditionally on Oεi+1, Γ restricted to O
ε
i+1 is a CLE in O
ε
i+1 which is independent
from the restriction of Γ to the complement of Oεi+1. We can then go on to the (i+ 1)st step.
If in the successive steps i ∈ N, we always end up in situation (a) (hence we can go on infinitely),
then it means that Cε does not contain ηεn,k or that η
ε
n,k is empty. Therefore, we are in the
same situation as in Lemma 3.2 and hence (∗) is true.
(b) Otherwise, let T ε be the first time that ηε exits U . Let γ be the loop that ηε is tracing at time
T ε. When ε is small enough, then γ is exactly the nth loop exiting U that P encounters. To
see this, it is enough to show that γ is the first loop exiting U that P encounters after hitting
I. See Figure 7 for illustration. Note that there are a.s. finitely many loops that intersect P ε
and exit U , hence if ε is small enough, all the loops intersecting P ε exiting U also intersect P .
Moreover, they a.s. all cross P . For each of these loops ω, let ∂ω denote the outer boundary of
ω, which is a simple loop. Let zω be the first point that P intersects ω. Then when ε is small
enough, the connected component Iω of ∂ω ∩ P ε containing zω cuts the tube P ε, in the sense
that it disconnects P (0) and P (1) within P ε. Therefore, the order in which we discover the
different loops that intersect both P ε and D \U is the same as the order in which P encounters
the corresponding arcs Iω. In particular, γ is indeed the first loop exiting U that P encounters
after hitting I.
If ηε[0, T ε] disconnects the origin from b inside of Oεi , then it again means that C
ε does not
contain ηεn,k or η
ε
n,k is empty. Let O
ε
i+1 be the connected component containing the origin of
Oεi \ ηε[0, T ε]. We are again in the same situation as Lemma 3.2, hence (∗) holds.
(c) Otherwise, if ηε[0, T ε] does not disconnect the origin from b, then let y be the marked point
of the SLEκ(κ − 6) process ηε at time T ε. Equivalently, y is also the left-most point on I at
which γ intersects I, where I is the arc of ∂Oεi ∩ ∂P ε which we are currently exploring. Let ηεγ
ω1
ω2
U
Iω1
Iω2
ω1
ω2
U
P
P ε1
P
P ε2
I I
Iω1
Iω2
Figure 7: Left: ε1 is not small enough and Iω2 does not cut P
ε1 . When we explore along the green
arc I, we discover ω1 before ω2, which is not the right order. Right: ε2 is small enough and both
Iω1 , Iω2 cut P
ε2 , hence we will discover ω1 and ω2 in the same order as P encounters them.
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be the clockwise part of γ from ηε(T ε) to y, i.e., ηεγ is the remaining part of γ that η
ε[0, T ε]
has not yet discovered. According to the construction of CLE in [She09] using branching
SLEκ(κ−6) processes, ηεγ is distributed as an SLEκ in Oεi \ηε[0, T ε] from ηε(T ε) to y. Moreover,
conditionally on Oεi , η
ε[0, T ε], and ηεγ , Γ restricted to each of the connected components of
Oεi \
(
ηε[0, T ε] ∪ ηεγ
)
is an independent CLEκ in that component. We denote by Γ
ε
n,k the
restriction of Γ to Oεi \
(
ηε[0, T ε] ∪ ηεγ
)
.
We parameterize ηεγ in a way such that η
ε
γ(0) = η
ε(T ε) and ηεγ(1) = y. If η
ε
γ makes at most
k − 2 crossings from P ε to D \U , then let ηεn,k = ∅. Then we are again in the same situation as
Lemma 3.2, hence (∗) holds. Otherwise, let σεk be the (k−1)st time that ηεγ completes a crossing
from P ε to D \ U . Then conditionally on Oεi and on ηε|[0,T ε], ηεγ |[0,σεk], the process ηεγ |[σεk,1] is an
SLEκ in O
ε
i \
(
ηε[0, T ε] ∪ ηεγ [0, σεk]
)
. Let η˜εγ be the time-reversal of η
ε
γ . Let ξ
ε
be the last time
that η˜εγ completes a crossing from P to D \ U . Let ξε be the time for ηεγ corresponding to ξε
and let ηεn,k := η
ε
γ |[σεk,ξε]. Let Oεi+1 := Oεi \
(
ηε[0, T ε] ∪ ηεγ [0, σεk] ∪ ηεγ [ξε, 1]
)
. Then conditionally
on Oεi+1, the curve η
ε
n,k is an SLEκ in O
ε
i+1 conditioned to avoid P
ε. Therefore, (ηεn,k,Γ
ε
n,k) is
distributed as an SLEκ decorated CLEκ in O
ε
i+1 where the SLEκ curve is conditioned to avoid
P ε i.e., (ηεn,k,Γ
ε
n,k) has the law considered in Section 3.2 with B = P
ε.
Using Lemma 3.4, we can then continue to explore (ηεn,k,Γ
ε
n,k) along any arc on the boundary
of Oεi+1. More precisely, if ∂O
ε
i+1 ∩ P ε is non-empty, then we can discover all the loops in Oεi+1
that intersect ∂Oεi+1 ∩ P ε and denote by Oi+2 the connected component containing the origin
of the complement in Oεi+1 of all the newly discovered loops. Since η
ε
n,k is conditioned to avoid
P ε, it will also avoid all the arcs of ∂Oεi+1 ∩ P ε. By Lemma 3.4, conditionally on Oi+2, the
restriction of (ηεγ ,Γn,k) to O

i+2 is still an SLEκ decorated CLEκ, where the SLEκ is conditioned
to avoid P ε. We can then iterate this process until some step N ∈ N∪{∞} such that ∂ON ∩P ε
is empty. If N = ∞, then we define O∞ to be the interior of
⋂∞
n=1O

n. It then follows that
conditionally on ON , the curve η
ε
n,k is an SLEκ in O

N conditioned to avoid P
ε and that if we
further condition on ηεn,k, then Γ restricted to each of the connected components of ON \ ηεn,k is
distributed as an independent CLEκ in that component. It is clear that when N <∞, ON is
exactly the connected component containing the origin of D\
(
αεn,k ∪
⋃Lεn). Similar arguments
as in Lemma 3.2 imply that the same is true when N =∞.
Now that we have proved (∗), we will send ε to 0. The fact that ⋃Γ(P ε) ∩O converges to⋃
Γ(P ) ∩O follows from the same arguments as in Lemma 3.2. We have also argued in (b) that for
ε small enough, the nth loop γ that exits U in the P ε exploration process indeed coincides with
the nth loop that exits U that P encounters. Therefore
⋃Lεn converges to ⋃Ln ∩O. For similar
reasons, ηεn,k will also coincide with ηn,k for ε small enough, since any loop a.s. makes finitely many
crossings from P ε to D \ U and any such crossing that intersects P also crosses P . This completes
the proof.
As a consequence of Lemma 3.5, we obtain the following variant of the annulus Markov property
for CLEκ in D. For the statement, we recall the notation from Section 2.4.
Definition 3.6. Define the path P and the open set U as in the beginning of this subsection. Choose
a P -excursion into U from SΓ(P ;U) in a manner which is measurable w.r.t. σ(Γ(P ;U),SΓ(P ;U)).
Let x be its terminal endpoint and let ηx be the complementary P -excursion out of U from x to the
corresponding endpoint x∗. Let Σx be the σ-algebra generated by Γ(P ;U), SΓ(P ;U), and all of the
complementary P -excursions of loops in Γ out of U except for ηx. We say that Γ satisfies Markov
property w.r.t. (P,U) if the following is true:
21
1. If SΓ(P ;U) 6= ∅ and we condition on Σx, then the conditional law of ηx is that of an independent
chordal SLEκ from x to x∗ in the connected component of D \
⋃
Γ(P ) \ ηx with x on its
boundary.
2. If we further condition on ηx (equivalently, we condition on Γ(P )) then the conditional law
of Γ|
D\⋃Γ(P ) is that of a collection of independent CLEκ’s in the connected components of
D \⋃Γ(P ).
Corollary 3.7. Let Γ be a CLEκ on D. Then Γ satisfies the Markov property w.r.t. (P,U).
Proof. We observe that if n, k ∈ N and ηn,k is the curve defined in the (n, k)-exploration process
for (P,U), then ηn,k is a complementary P -excursion out of U for some loop in Γ. Furthermore,
for any σ(Γ(P ;U),SΓ(P ;U))-measurable choice of x as in Definition 3.6, the event {ηx = ηn,k}
is Σx-measurable. If we fix n, k ∈ N, then by Lemma 3.5, if we condition on Σx and the event
{ηx = ηn,k}, then the properties 1 and 2 in Definition 3.6 are satisfied. Since each complementary
P -excursion of Γ out of one of U is one of the ηn,k’s, this concludes the proof.
3.4 Annulus Markov property: proof of Theorem 2.16
fM
1 1
P
Uγ̂
P̂
gM
P˜
U˜
γM+1
f̂
ĝ
Figure 8: Illustration of the proof of the annulus Markov property. We depict in black the loop
γM+1 from the CLE and the conformal map fM from the doubly connected component of D \ γM+1
onto an appropriate Aρ and its inverse gM . We depict in red the deterministic loop γ̂ (which is
supposed to approximate the outer boundary of γM+1) as well as the conformal map f̂ from the
doubly connected component of D \ γ̂ onto an appropriate Aρ̂ and its inverse ĝ. We also depict the
corresponding images of U,P under successive conformal maps as defined in the text.
Recall that γM+1 is the (M + 1)st outermost loop in Γ surrounding 0, AM is the non-simply-
connected component of D \ γM+1, and fM : AM → Aρ is a conformal map to an appropriate
annulus. Let (P,U) be as in the annulus Markov property. Recall that U = {reis : r ∈ (ρ, 1), s ∈
(θ − pi/4, θ + pi/4)}.
The idea of the proof is to apply Lemma 3.5 to the pair (P˜ , U˜) where P˜ := f−1M (P ) and
U˜ := f−1M (U). The main difficulty is that (P˜ , U˜) is random: it depends on γM+1.
To get around this difficulty, we will condition γM+1 to stay close to some deterministic ε-lattice
loop and argue as in the proof of the usual strong Markov property for stopping times.
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Let γεM+1 be the outer boundary of the closure of the union of all ε-lattice squares (i.e., squares
with corners in Z2) that are entirely contained in the domain encircled by the outer boundary
of γM+1. Then γ
ε
M+1 is a simple loop that surrounds the origin. Let γ̂ ⊂ D be a deterministic
loop encircling the origin which is the outer boundary of some union of connected ε-lattice squares.
Since there are only finitely many possible choices for γεM+1, it holds for some choice of γ̂ that
P[γεM+1 = γ̂] > 0. Let Â be the annulus between γ̂ and ∂D and let ρ̂ be its conformal modulus.
Let f̂ be the conformal map from Â onto Aρ̂ which fixes 1. Let P̂ := f̂
−1(P ).
By Corollary 3.7, we know that Γ satisfies the Markov property for the pair (P̂ , Û), i.e.,
if x is the terminal endpoint of an element of SΓ(P̂ ; Û) chosen in a measurable manner w.r.t.
σ(Γ(P̂ ; Û),SΓ(P̂ ; Û)), then conditionally on the σ-algebra Σx of Definition 3.6 for (P̂ , Û), ηx and
Γ|
D\⋃Γ(P̂ ) satisfy the properties 1 and 2 in Definition 3.6. Based on this, we will successively deduce
the following properties for Γ:
1. Note that the event {ηx 6⊂ γM+1} ∩ {γεM+1 = γ̂} is measurable w.r.t. Σx, since it is equivalent
to the event that among all the discovered loops, there exists a loop γ such that γε = γ̂
and that γ is the (M + 1)st loop that surrounds the origin (this is determined by Σx, since
one can see from the information in Σx whether the loop containing ηx encircles the origin
based on the location of the endpoints of ηx). Therefore, if we condition on Σx then on the
event {ηx 6⊂ γM+1} ∩ {γεM+1 = γ̂}, the conditional laws of ηx and Γ|D\⋃Γ(P̂ ) still satisfy the
properties 1 and 2 in Definition 3.6.
2. On the event {ηx 6⊂ γM+1} ∩ {γεM+1 = γ̂}, γM+1 is measurable w.r.t. Σx. Therefore, if we
condition on γM+1,Σx and on the event {ηx 6⊂ γM+1} ∩ {γεM+1 = γ̂}, the conditional laws of
ηx and Γ|
D\⋃Γ(P̂ ) still satisfy the properties 1 and 2 in Definition 3.6.
3. We now change the order of conditioning and get the following statement. Conditionally on
γM+1, on the event {γεM+1 = γ̂}, the loop ensemble Γ|AM satisfies the following property:
For any P̂ -excursion in SΓ(P̂ ; Û) chosen in a measurable manner w.r.t. σ(Γ(P̂ ; Û),SΓ(P̂ ; Û))
which does not trace a part of γM+1, if its terminal endpoint is x and we further condition
on Σx, then the conditional laws of ηx and Γ|
D\⋃Γ(P̂ ) still satisfy the properties 1 and 2 in
Definition 3.6.
4. We condition on the loop γM+1 and the event {γεM+1 = γ̂} throughout the current paragraph.
Let P˜ ε := fM (P̂ ), U˜
ε := fM (Û), and Γ˜ := fM (Γ|AM ). For any P˜ ε-excursion in SΓ˜ε(P˜ ε; U˜ ε))
chosen in a measurable manner w.r.t. σ(γM+1, Γ˜(P˜
ε; U˜ ε),S
Γ˜
(P˜ ε; U˜ ε)) with terminal end-
point x˜ε, let η˜εx˜ε be the complementary P˜
ε-excursion out of U˜ ε started from x˜ε. Note that
σ(γM+1, Γ˜(P˜
ε; U˜ ε),S
Γ˜
(P˜ ε; U˜ ε)) is contained in σ(γM+1,Γ(P̂ ; Û),S(P̂ ; Û)). Moreover, every
P˜ ε-excursion in S
Γ˜ε
(P˜ ε; U˜ ε)) is the image under fM of some P̂
ε-excursion in SΓ(P̂ ε; Û ε)) which
does not trace a part of γM+1. Therefore, for any x˜
ε and η˜εx˜ε chosen as before, there exist a
P̂ -excursion SΓ(P̂ ; Û) which is measurable w.r.t. σ(Γ(P̂ ; Û),S(P̂ ; Û)), with terminal endpoint
x and corresponding complementary P̂ -excursion ηx such that η˜
ε
x˜ε = fM (ηx). Moreover, e
does not trace a part of γM+1.
Now, if we apply fM to the objects in the statement in 3, then we can deduce a statement for
Γ˜ε: Conditionally on γM+1 and {γεM+1 = γ̂}, for any P˜ -excursion in SΓ˜ε(P˜ ε; U˜ ε)) chosen in a
measurable manner w.r.t. σ(Γ˜ε(P˜ ε; U˜ ε),S
Γ˜ε
(P˜ ε; U˜ ε)) with terminal endpoint x˜ε, if we further
condition on Σx, the conditional laws of η˜
ε
x˜ε and Γ˜
ε|
Aρ\
⋃
Γ˜ε(P˜ ε)
still satisfy the properties 1
and 2 in Definition 3.6.
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The last step is to replace Σx in the above statement by Σ˜
ε
x˜ε , which is defined to be the sigma
algebra generated by Γ˜ε(P˜ ε; U˜ ε), S
Γ˜ε
(P˜ ε; U˜ ε), and all of the complementary P˜ ε-excursions of
loops in Γ˜ε out of U˜ ε except for η˜εx˜ε .
Note that on the event {γεM+1 = γ̂}, we have Σ˜εx˜ε = σ(Σx, γM+1). Therefore, we can replace
Σx by Σ˜
ε
x˜ε in the above statement.
We have therefore proved that conditionally on {γεM+1 = γ̂} and γM+1, fM (Γ|AM ) satisfies
the annulus Markov property for the pair (P˜ , U˜).
5. Let gεM be the conformal map from Aρε onto the doubly connected component of D \ γεM+1
which fixes 1 where ρε is the conformal radius of D\γεM+1. Note that gεM is a.s. determined by
γM+1. Now, if we look at the union of {γεM+1 = γ̂} for all γ̂, then we get that conditionally on
γM+1, fM (Γ|AM ) satisfies the annulus Markov property for the pair (fM (gεM (P )), fM (gεM (U))).
As ε goes to zero, the pair (fM (g
ε
M (P )), fM (g
ε
M (U))) converges to (P,U), since fM ◦ gεM
converges uniformly to the identity. Therefore, conditionally on γM+1, fM (Γ|AM ) also satisfies
the annulus Markov property for the pair (P,U). Since this annulus Markov property itself
does not depend on γM+1, we can take away the conditioning and we get that fM (Γ|AM )
satisfies the annulus Markov property for the pair (P,U).
4 The annulus Markov property uniquely characterizes CLE
In the preceding section, we showed that the construction of Theorem 2.16 gives a loop ensemble
on Aρ with M inner-boundary-surrounding loops which satisfies the annulus Markov property.
By Lemma A.1 and the branching SLEκ(κ− 6) construction of CLEκ, we see that ρ has positive
probability to lie in any fixed open subset of (0, 1). By considering the regular conditional law given
ρ of the loop ensemble of Theorem 2.16, we get the existence part of Theorem 2.13 for a dense set
of ρ ∈ (0, 1). By slightly perturbing the inner loop, it is easily seen that this regular conditional
law depends continuously on ρ, so we can take limits to get the existence part of Theorem 2.13 in
general.
The goal of this section is to establish the uniqueness part of Theorem 2.13. To do this we will
consider a Markov chain based on the annulus Markov property of Definition 2.12. A law on loop
ensembles satisfying the annulus Markov property will be a stationary measure for the Markov
chain. We will then argue that the Markov chain has a unique stationary measure as follows. We
will show (Proposition 4.2) that the Markov chains started from any two initial configurations can
be coupled together so that they agree with positive probability after finitely many steps. This will
imply in particular that two stationary measures cannot be mutually singular. General ergodic
theory considerations (as explained in Section 4.3) will then lead to the uniqueness of the stationary
measure.
A similar idea (but with a simpler Markov chain) is used in [MS16c] to deduce the reversibility
of SLEκ(ρ1; ρ2) with ρ1, ρ2 > −2 from the reversibility of SLEκ(ρ) for κ ∈ (0, 4) and ρ > −2. See
also [MSW16, Appendix A] for an extension of this result proven using the same basic technique.
Let us now define the Markov chain we will consider. Let P+ := [ρ, 1] and let P− := [−1,−ρ].
Also define the annular slices
U+ := {reiφ : r ∈ (ρ, 1), φ ∈ (−pi/4, pi/4)} and U− := {reiφ : r ∈ (ρ, 1), φ ∈ (3pi/4, 5pi/4)}.
The state space of our Markov chain will be the space of non-crossing, locally finite loop
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configurations on Aρ which have exactly
2 M ∈ N inner-boundary-surrounding loops. Given such a
loop configuration Γ0, we define a new loop configuration Γ1 as follows.
1. Sample a sign ξ uniformly at random from {−,+}.
2. Condition on ξ and choose a uniformly random Pξ-excursion into Uξ from the set SΓ0(Pξ;Uξ).
Let x be its terminal endpoint.
3. Condition on ξ and x and let η′ be an independent chordal SLEκ in the connected component
of
Aρ \
⋃
(Γ0(Pξ) \ {γx}) ∪ αx (4.1)
which has x on its boundary, where here ηx is the complementary Pξ-excursion out of Uξ
starting from x, γx is the loop which contains ηx, and αx is the complementary arc of ηx in γx.
4. The set of loops Γ1(Pξ) is defined to be the same as Γ0(P ) except that the loop segment ηx is
replaced by η′.
5. Conditioned on Γ1(Pξ), sample the rest of Γ1 by sampling an independent CLEκ in each
connected component of Aρ \ Γ1(Pξ).
By definition, a probability measure on non-crossing, locally finite loop configurations that satisfies
the annulus Markov property and has M inner-boundary-surrounding loops is a stationary measure
for the above Markov chain. Hence to prove the uniqueness part of Theorem 2.13 we only need to
establish the following.
Proposition 4.1. The above Markov chain has a unique stationary measure on locally finite,
non-crossing loop configurations on Aρ.
To prove Proposition 4.1, fix two initial loop configurations Γ0 and Γ˜0 (each of which is
a deterministic, non-crossing, locally finite loop configuration on Aρ with M inner-boundary-
surrounding loops) and let {Γn}n∈N0 and {Γ˜n}n∈N0 be the Markov chains started from Γ0 and Γ˜0,
respectively. For n ∈ N, we denote the objects in the definition of the Markov chain above with
Γn−1 in place of Γ0 and Γn in place of Γ1 with a subscript n (so, e.g., ξn ∈ {−,+} and η′n is the
chordal SLEκ curve above). We make a similar convention for {Γ˜n}n∈N except that we also add a
tilde to the notation. The main step in the proof of Proposition 4.1, and hence the uniqueness part
of Theorem 2.13, is the following statement.
Proposition 4.2. For any choice of initial configurations (Γ0, Γ˜0), there exists n ∈ N and a coupling
of Γn and Γ˜n for which P[Γn = Γ˜n] > 0.
We will explain how to extract Proposition 4.1 from Proposition 4.2 in Section 4.3.
The basic idea of the proof of Proposition 4.2 is to use the absolute continuity statements for
SLE and CLE from Appendix A to couple together larger and larger pieces of Γn and Γ˜n with
positive probability. This will be carried out in two steps. In Section 4.1, we treat the case when
the topology of Γ0 and Γ˜0 is particularly simple: we require that all of the loops which intersect P+
except for the inner-boundary-surrounding loops are contained in a neighborhood U ′+ of U+ and
the inner-boundary-surrounding loops each make only one excursion out of this neighborhood. In
Section 4.2, we reduce the general case to this case by using Lemma A.1 to “pull” the excursions
2Throughout most of this subsection we assume that M ≥ 1 for convenience, which implies in particular that
SΓ(P±;U±) 6= ∅. The case when M = 0 can be treated by a similar, but simpler argument.
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which get far from U+ back to U
′
+ one at a time. See the start of each of the individual subsections
for a more detailed overview of the arguments involved.
Before proceeding with the proof, we record the following basic topological lemma.
Lemma 4.3. Let γ be an arbitrary loop in Aρ (not necessarily non-self-crossing). The following
quantities are equal.
1. The number of crossings of γ from P+ to P−.
2. The number of crossings of γ from P− to P+.
3. The number of complementary P+-excursions of γ out of U+ which hit P−.
4. The number of complementary P− excursions of γ out of U− which hit P+.
Proof. The quantities 1 and 2 are equal since γ is a loop. The quantities 1 and 3 are equal since the
concatenation of a complementary P+-excursions of γ out of U+ and the P+-excursion of γ into U+
immediately preceding it contains exactly one crossing from P+ to P−. Similarly, the quantities 2
and 4 are equal.
4.1 Initial configurations with simple topology
In this subsection, we will establish Proposition 4.2 in a special case when the topology of the initial
configurations Γ0 and Γ˜0 are particularly simple. We will need to work with a slightly larger annular
slice which contains U+ (the place where this is needed is Lemma 4.8 below). To be concrete, we
set
U ′+ := {reiφ : r ∈ (ρ, 1), φ ∈ (−pi/3, pi/3)}. (4.2)
The main result of this subsection is the following proposition.
Proposition 4.4. Suppose our initial configurations are such that #SΓ0(P+;U ′+) = #SΓ˜0(P+;U ′+) =
M . There is a coupling of {Γn}n∈N0 and {Γ˜n}n∈N0 such that P[Γ2M = Γ˜2M ] > 0.
Since each of the M loops of Γ0 which surround the inner boundary must have at least one
complementary P+-excursion out of U
′
+, we always have #SΓ0(P+;U ′+) ≥ M . The hypothesis
that #SΓ0(P+;U ′+) = M says that none of the loops of Γ0 which intersect P+ other than the
inner-boundary-surrounding loops exit U ′+. Furthermore, each of the inner boundary surrounding
loops has exactly one complementary P+-excursion out of U
′
+. Similar considerations hold for Γ˜0.
See Figure 9 for an illustration of the setup.
Proposition 4.4 is the main step in the proof of Proposition 4.2: once it is established, repeated
applications of Lemma A.1 will allow us to convert a general choice of (Γ0, Γ˜0) into one satisfying
the hypotheses of Proposition 4.4 after finitely many iterations of the Markov chain.
Definition 4.5. Throughout this subsection, for n ∈ N0 we write γ1n, . . . , γMn for the inner-boundary-
surrounding loops of Γn, labeled from outside in. We similarly define γ˜
1
n, . . . , γ˜
M
n with Γ˜n in place
of Γn.
The proof of Proposition 4.4 has three main steps.
1. We first show in Lemma 4.6 that we can couple in such a way that after M steps of the Markov
chain, it holds with positive probability that the inner-boundary-surrounding loops of ΓM and
Γ˜M satisfy γ
m
M ∩ U− = γ˜mM ∩ U− for each m = 1, . . . ,M and moreover each of these loops has
only one P−-excursion into U−. This is done by using the fact that the P+-excursions of these
loops out of U+ are re-sampled as SLEκ curves in the Markov chain and applying Lemma A.6
M times, once for each pair of inner-boundary-surrounding loops.
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Figure 9: Illustration of the set of loops Γ0(P+) in the setting of Proposition 4.4 in the case when
M = 3. Loops are shown without self-intersections for clarity, but in reality the loops intersect
(but do not cross) themselves in a fractal set. The P+-excursions into U+ (resp. complementary
P+-excursions out of U+) of the inner-boundary-surrounding loops γ
1
0 , γ
2
0 , γ
3
0 are shown in red or
dark blue (resp. orange or blue). The other loops in Γ0(P+) are shown in purple. The requirement
that #SΓ0(P+;U ′+) = 3 says that only the inner-boundary-surrounding loops are allowed to exit the
light blue region U ′+, and furthermore each such loop has only one complementary P+-excursion out
of U+ which exits U
′
+. In the proof of Lemma 4.6, these excursions are called η
1
0, η
2
0, η
3
0.
2. We next show in Lemma 4.7 that we can modify our coupling in such a way that with positive
probability, ΓM (P−;U−) = Γ˜M (P−;U−) and SΓM (P−;U−) = SΓ˜M (P−;U−). The equalitySΓM (P−;U−) = SΓ˜M (P−;U−) comes from the previous step, and the equality ΓM (P−;U−) =
Γ˜M (P−;U−) of the sets of “small” loops intersecting P− comes from Lemma A.9.
3. Finally, we show that after M additional steps of the Markov chain, one can couple so that
with positive probability, the complementary P−-excursions of the inner-boundary-surrounding
loops of Γ2M and Γ˜2M out of U− agree. This is done using the fact that these excursions are
re-sampled as SLEκ curves in our Markov chain and (due to the previous step) these SLEκ
curves will be contained in domains which agree in a neighborhood of the initial and terminal
points of the curves. This allows us to apply Lemma A.5 to couple the SLEκ curves with
positive probability. Once we have coupled so that all of the loops of Γ2M and Γ˜2M which
intersect P− agree, we are done by the definition of our Markov chain.
Lemma 4.6. Suppose our initial configurations are such that #SΓ0(P+;U ′+) = #SΓ˜0(P+;U ′+) = M .
There is a coupling of ΓM and Γ˜M such that with positive probability, the following is true.
1. ΓM (P+;U+) = Γ0(P+;U+), SΓM (P+;U+) = SΓ0(P+;U+), and the same is true with (Γ˜0, Γ˜M )
in place of (Γ0,ΓM ).
2. For each m = 1, . . . ,M , the inner-boundary-surrounding loops satisfy γmM ∩ U− = γ˜mM ∩ U−.
3. Each of the loops γmM (equivalently, each of the loops γ˜
m
M) for m = 1, . . . ,M has only one
P−-excursion into U−.
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Proof. The idea of the proof is to apply Lemma A.6 to couple the P+-excursions out of U
′
+ of
the pairs of loops (γm0 , γ˜
m
0 ) one-by-one. We need to work from outside in since in order to apply
Lemma A.6, we need to make sure that the P+-excursions out of U
′
+ for Γ0 and Γ˜0 are contained in
domains whose intersection includes a crossing between the two components of ∂U− \ ∂Aρ.
We will inductively construct for each N = 1, . . . ,M a coupling of ΓN and Γ˜N which satisfies
the following conditions.
1. ΓN (P+;U+) = Γ0(P+;U+), SΓN (P+;U+) = SΓ0(P+;U+), and γmN = γm0 for m = N + 1, . . . ,M ;
and the same is true with (Γ˜0, Γ˜N ) in place of (Γ0,ΓN ).
2. For each m = 1, . . . , N , the inner-boundary-surrounding loops satisfy γmN ∩ U− = γ˜mN ∩ U−.
3. Each of the loops γmN (equivalently, each of the loops γ˜
m
N ) for m = 1, . . . ,M has only one
P−-excursion into U−.
Taking N = M concludes the proof.
For the construction, we will make use of the following notation. Let η10, . . . , η
M
0 be the M
complementary P+-excursions of Γ0 out of U+ which exit U
′
+, enumerated so that η
m
0 is an arc of
the mth outermost loop γm0 . Let x
m
0 and x
m,∗
0 be the initial and terminal endpoints of η
m
0 . Similarly
define η˜10, . . . , η˜
M
0 and x˜
1
0, x˜
1,∗
0 , . . . , x˜
M
0 , x˜
M,∗
0 with Γ˜0 in place of Γ0.
Step 1: base case. We will first construct a coupling of Γ1 and Γ˜1 satisfying the above conditions
for N = 1. We first couple (ξ1, x1) and (ξ˜1, x˜1) so that with positive probability, ξ1 = ξ˜1 = +, x1 =
x10, x˜1 = x˜
1
0.
Let D be the connected component of Aρ \
⋃(
Γ0(P+) \ {γ10}
) ∪ α10 with x10 and x1,∗0 on its
boundary, where here α10 is the complementary arc of η
1
0 in γ
1
0 . Since Γ0 is non-crossing, γ
1
0 is the
outermost loop of Γ0 surrounding Aρ, and none of the loops in Γ0(P+) exit U
′
+ except for γ
1
0 , . . . , γ
M
0 ,
no loop of Γ0 other than γ
1
0 can hit ∂D \ ∂U ′+ and hence ∂D \ ∂U ′+ ⊂ ∂D. The definition of our
Markov chain implies that the conditional law of η′1 given {ξ1 = +, x1 = x10} is that of a chordal
SLEκ in D from x
1
0 to x
1,∗
0 . The analogous statements hold with Γ˜0 in place of Γ0.
If we let D˜ be defined analogously to D with Γ˜0 in place of Γ0, then since ∂D \ ∂U ′+ ⊂ ∂D∩ ∂D˜,
it follows that D ∩ D˜ contains the closure of a connected subset V of U− whose boundary intersects
both connected components of ∂U− \ ∂Aρ. By Lemma A.6 (applied with this choice of D, D˜, and
V and with U = Bε(V ) for a small enough ε > 0), conditionally on {ξ1 = ξ˜1 = +, x1 = x10, x˜1 = x˜10},
we can further couple η′1 and η˜′1 in such a way that with positive probability, the segments of η′1 and
η˜′1 between their first entrance time of V and their next subsequent exit time from Bε(V ) coincide,
and neither of these segments hits P− between the first time after hitting P− at which it exits U−
and the time when it exits Bε(V ). By Lemma A.1 each of η
′
1 and η˜
′
1 has positive probability not
to return to U− after exiting Bε(V ). We have therefore proved that we can couple (ξ1, x1, η′1) and
(ξ˜1, x˜1, η˜
′
1) in such a way that with positive probability,
ξ1 = ξ˜1 = +, x1 = x
1
0, x˜1 = x˜
1
0, η
′
1 ∩ U− = η˜′1 ∩ U−, (4.3)
and neither η′1 nor η˜′1 hits P− again after the first time after hitting P− at which it exits U−.
By the definition of our coupling, if ξ1 = + and x1 = x
1
0, then Γ1(P+) \ {γ11} = Γ0(P+) \ {γ10},
SΓ1(P+;U+) = SΓ0(P+;U+), and γ11 is the concatenation of the arc γ10 \ η10 and the curve η′1. The
same is true for Γ˜1. Therefore, our desired conditions for N = 1 hold whenever the event described
in (4.3) occurs (note that the condition stated just after (4.3) is needed to obtain condition 3 for
N = 1).
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Step 2: inductive step. Suppose N = 2, . . . ,M and we have coupled ΓN−1 and Γ˜N−1 so that the
above conditions are satisfied with positive probability with N − 1 in place of N . Suppose further
that we are working on the positive probability event that these conditions are satisfied with N − 1
in place of N . We will use a similar argument as in the case N = 1. Recall that the Nth outermost
loops satisfy γNN−1 = γ
N
0 and let DN be the connected component DN of
Aρ \
⋃(
ΓN−1(P+) \ {γN0 }
) ∪ αN0
which has xN0 , x
N,∗
0 on its boundary, where here α
N
0 is the complementary arc of η
N
0 in γ
N
0 . Since
the loops γ1N−1, . . . , γ
M
N−1 are enumerated from outside in, γ
N
N−1 = γ
N
0 , and none of the loops
in ΓN−1(P+) exit U ′+ except for the inner-boundary-surrounding loops, we find that DN has a
boundary arc which intersects both connected components of ∂U− \ ∂Aρ and is part of the loop
γN−1N−1 . The same is true with Γ˜N−1 in place of ΓN−1. If we let D˜N be defined in the same manner as
DN but with Γ˜N−1 in place of ΓN−1, then since γ˜N−1N−1 ∩U− = γN−1N−1 ∩U−, the set DN ∩ D˜N contains
the closure of a connected open subset VN of U− which intersects both connected components of
∂U− \ ∂Aρ. Using Lemmas A.6 and A.1 in exactly the same manner as in the case N = 1, we can
now obtain a coupling of ΓN and Γ˜N satisfying our desired conditions. This completes the induction,
hence the proof.
Building on Lemma 4.6, we now extend to a coupling of ΓM and Γ˜M for which the (infinitely
many) loops which intersect P− and are contained in U− agree.
Lemma 4.7. Suppose our initial configurations are such that #SΓ0(P+;U ′+) = #SΓ˜0(P+;U ′+) = M .
There is a coupling of ΓM and Γ˜M such that with positive probability, the following is true.
1′. ΓM (P−;U−) = Γ˜M (P−;U−) and SΓ˜M (P−;U−) = SΓ˜M (P−;U−).
2′. #S
Γ˜M
(P−;U−) = #SΓ˜M (P−;U−) = M .
Proof. Suppose we have coupled ΓM and Γ˜M as in Lemma 4.6. We will use our coupling lemma for
CLEκ’s on different domains (Lemma A.9) to modify this coupling to get a stronger coupling in
which the statement of the lemma is satisfied.
Since none of the elements of Γ0(P+) except for the inner-boundary-surrounding loops intersect
U−, whenever the conditions of Lemma 4.6 hold (which happens with positive probability),⋃
ΓM (P+) ∩ U− =
⋃
Γ˜M (P+) ∩ U−. (4.4)
By the definition of our Markov chain, the conditional law of ΓM given ΓM (P+) on the event
{ξM = +} is given by the union of ΓM (P+) and an independent CLEκ in each connected component
of Aρ \
⋃
ΓM (P+). The analogous statement holds for Γ˜M . On the event that (4.4) holds, there is a
one-to-one correspondence between connected components of Aρ \
⋃
ΓM (P+) which intersect P− and
connected components of Aρ \
⋃
Γ˜M (P+) which intersect P−, wherein corresponding components
share the same connected boundary arc of
⋃
ΓM (P+) ∩ U− =
⋃
Γ˜M (P+) ∩ U−. In fact, by the
continuity of the loops γ1M , . . . , γ
M
M , a.s. all but finitely many corresponding pairs of such components
have their boundaries entirely traced by γmM ∩U− = γ˜Mm ∩U− for some m = 1, . . . ,M , in which case
the two components are identical and contained in U−. We may therefore apply Lemma A.9 to
each pair of non-identical corresponding components (with X equal to the intersection of either of
the components with P−) to re-couple in such a way with positive probability, the conditions of
Lemma 4.6 are satisfied and the following additional conditions hold.
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4. ΓM (P−) \ {γ1M , . . . , γMM } = Γ˜M (P−) \ {γ˜1M , . . . , γ˜MM }.
5. Each loop of ΓM (P−) \ {γ1M , . . . , γMM } (equivalently, each loop of Γ˜M (P−) \ {γ˜1M , . . . , γ˜MM }) is
contained in U−.
We will now argue that whenever the three conditions of Lemma 4.6 plus the above two conditions
are satisfied, the conditions in the statement of the lemma hold. Indeed, conditions 4 and 5 above
immediately imply that ΓM (P−;U−) = Γ˜M (P−;U−). The relation SΓ˜M (P−;U−) = SΓ˜M (P−;U−)
follows from condition 2 of Lemma 4.6 since conditions 4 and 5 imply that no loops in ΓM (P−) (resp.
Γ˜M (P−)) can exit U− except for γ1M , . . . , γ
M
M . The fact that #SΓ˜M (P−;U−) = #SΓ˜M (P−;U−) = M
follows from condition 3 of Lemma 4.6.
Proof of Proposition 4.4. It suffices to construct a coupling of Γ2M and Γ˜2M such that Γ2M (P−) =
Γ˜2M (P−) with positive probability: indeed, the definition of our Markov chain implies that con-
ditionally on Γ2M (P−), the conditional law of the rest of Γ2M is that of an independent CLEκ in
each connected component of D \⋃Γ2M (P−). To construct such a coupling, we will inductively
construct for each N = 1, . . . ,M a coupling of ΓM+N and Γ˜M+N such that with positive probability,
none of the loops in ΓM+N (P−) or Γ˜M+N (P−) exit U− except for the inner-boundary-surrounding
loops, and these loops satisfy γmM+N = γ˜
m
M+N for each m = 1, . . . , N . The argument is somewhat
similar to that of Lemma 4.6, but simpler since we have a stronger relationship between the pairs of
domains under consideration.
Start by coupling ΓM and Γ˜M as in Lemma 4.7. Throughout the proof we work on the (positive
probability) event that the conditions of that lemma are satisfied. For m = 1, . . . , N let βmM be
the unique P−-excursion of γmM into U− and let x
m
M and x
m,∗
M be its terminal and initial endpoints,
respectively. Note that by the definition of the event in Lemma 4.7, these definitions are unaffected
if we replace ΓM with Γ˜M .
Let us now construct our desired coupling in the base case N = 1. Let D be the connected
component of Aρ \
⋃(
ΓM (P−) \ {γ1M}
) \ α1M with xmM and xm,∗M on its boundary (where here α1M is
the complementary arc of β1M in γ
1
M ) and analogously define D˜. Since γ
1
M and γ˜
1
M are the outermost
inner-boundary-surrounding loops in ΓM and Γ˜M , respectively, and since the β
m
M ’s are the only
elements of SΓM (P−;U−), the set ∂(D ∩ D˜) contains a connected arc which includes ∂D \ ∂U−, x1M ,
and x1,∗M in its interior. The set D ∩ D˜ contains a neighborhood U of this arc.
The conditional law of the curve η′M+1 given ΓM and the event {ξM+1 = −, xM+1 = x1M} is that
of an SLEκ in D from x
1
M to x
1,∗
M . The analogous statement holds for Γ˜M . Applying Lemma A.5
with the above choice of D, D˜, and U along with Lemma A.1 with P a path from x1M to x
1,∗
M in U
shows that we can couple ΓM+1 and Γ˜M+1 in such a way that with positive probability, η
′
M+1 ⊂ U
and η′M+1 = η˜
′
M+1. If this is the case, then the definition of our Markov chain shows that our
desired conditions are satisfied for N = 1. This concludes the proof of the base case.
For the inductive step, we assume N = 2, . . . ,M and the desired coupling of ΓM+N−1 and
Γ˜M+N−1 has been constructed. We then apply exactly the same argument as in the case N = 1 in
the connected component of Aρ \ γN−1M+N−1 = Aρ \ γ˜N−1M+N−1 which has the inner boundary of Aρ on
its boundary.
4.2 Proof of the coupling proposition in general
We will now deduce Proposition 4.2 for a general choice of (Γ0, Γ˜0) from the special case given in
Proposition 4.4. Let K = K(Γ0, Γ˜0) be the total number of crossings from P+ to P− by loops in Γ0
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plus the total number of crossings from P+ to P− by loops in Γ˜0. We will prove Proposition 4.2 by
induction on K.
Note that by Lemma 4.3, K can equivalently be defined in terms of crossings from P− to P+ or
in terms of complementary P±-excursions out of U± which hit P∓. We always have K ≥ 2M since
each of Γ0 and Γ˜0 has M loops which surround the inner boundary of Aρ.
We will now establish the base case of our inductive argument by reducing the case when
K = 2M to the case when #SΓ(P+;U ′+) = #SΓ˜(P+;U ′+) = M . This will be accomplished by using
Lemma A.1 to get rid of the P+-excursions of Γ0 and Γ˜0 out of U
′
+ which do not hit P− one at a
time.
Lemma 4.8. Suppose our initial configurations are such that K = 2M . There is an N ∈ N
(depending only on Γ0 and Γ˜0) and a coupling of ΓN and Γ˜N such that P[ΓN = Γ˜N ] > 0.
Proof. Recall the slightly larger annular slices U ′+ ⊃ U+ from (4.2). Define
N = N(Γ0, Γ˜0) := #SΓ0(P+;U ′+) + #SΓ˜0(P+;U
′
+)
and note that N ≥ 2M . We will prove by induction on N that the statement of the lemma holds
for this choice of N . The base case N = 2M is Proposition 4.4. Suppose now that N ≥ 2M + 1 and
the statement of the lemma has been established for configurations with N(Γ0, Γ˜0) ≤ N − 1. Since
N ≥ 2M + 1 and K = 2M , either Γ0 or Γ˜0 has a complementary P+-excursion out of U+ which
exits U ′+ but do not hit P−. The idea of the proof is to “pull” this excursion into U ′+ and thereby
reduce N by at least 1.
Assume without loss of generality that Γ0 has a complementary P+-excursion out of U+ which
exits U ′+. Call this excursion ηx and let x and x∗ be its endpoints. Then x and x∗ lie in the same
connected component of ∂U+ \ ∂Aρ (otherwise the excursion would have to hit P−).
By possibly choosing a different excursion, we can assume that the segment [x, x∗] from x to x∗
does not contain the endpoints of any other complementary P+-excursions out of U+ which exits
U ′+. If this is the case, then the region enclosed by [x, x∗] and the excursion ηx does not contain any
segment which intersects ∂U ′+ of a loop in Γ0(P+). Consequently, there is a path in this region from
x to x∗ which is entirely contained in U ′+. On the positive probability event {ξ1 = +, x1 = x}, this
same path is also contained in the connected component of the set (4.1) for Γ = Γ0 which has x
and x∗ on its boundary and the conditional law of η′1 is that of a chordal SLEκ from x to x∗ in this
connected component. Using Lemma A.1, we therefore find that with positive probability, η′1 is
contained in U ′+.
If this is the case, then the definition of Γ1 shows that #SΓ1(P+;U ′+) = #SΓ0(P+;U ′+) − 1.
Trivially, P[#S
Γ˜1
(P+;U
′
+) ≤ #SΓ˜0(P+;U ′+)] > 0. Therefore, with positive probability N(Γ1, Γ˜1) ≤
N − 1, so by the inductive hypothesis applied with (Γ1, Γ˜1) in place of (Γ0, Γ˜0) we conclude the
proof.
To treat the case when K > 2M , we will need the following purely topological lemma which
will allow us to unwind loops which wrap around the origin multiple times. See Figure 10 for an
illustration of the statement and proof. We need the statement only for non-crossing loops, but we
state it for general loops since the proof does not use the non-crossing property.
Lemma 4.9. Let γ be an arbitrary loop in Aρ (not necessarily non-self-crossing) and suppose that
the winding number of γ around the inner boundary of Aρ is N ∈ N0. If γ has at least N + 1
complementary P+-excursions out of U+ which intersect P−, then either γ has a complementary
P+-excursion out of U+ which intersects P− and has both of its endpoints in the same connected
component of ∂U+ \ ∂Aρ; or the same is true with “+” and “−” interchanged.
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P− P+
U− U+
φ
γ
γˆ
Figure 10: Illustration of the statement and proof of Lemma 4.9. Left: A loop γ with winding
number 1 around the inner boundary of Aρ. The interior of γ is shown in grey. The orange arc of
γ is a complementary P+-excursion out of U+ which hits P− and has both of its endpoints in the
same component of ∂U+ \ ∂Aρ. Here we have shown γ as a simple loop for clarity, but in practice γ
will be a CLEκ-type loop. Right: The lift γ̂ of γ to the universal cover of Aρ. Solid (resp. dashed)
black segments are mapped to P+ (resp. P−).
Proof. Choose a parameterization γ : [0, 1]→ Aρ in such a way that γ(0) ∈ P+. Let φ : R× [0, ρ]→
Aρ be the conformal universal covering map normalized so that
φ−1(P+) =
⋃
k∈Z
({2pik} × [0, ρ]) and φ−1(P−) =
⋃
k∈Z
({2pik + pi} × [0, ρ]). (4.5)
We note that the pre-images under φ of the two connected components of ∂U− \ ∂Aρ are⋃
k∈Z
({2pik + 3pi/4} × [0, ρ]) and
⋃
k∈Z
({2pik + 5pi/4} × [0, ρ]), (4.6)
and a similar statement holds for ∂U+ \ ∂Aρ. Let γ̂ : [0, 1]→ R× [0, ρ] be the lift of γ to R× [0, ρ],
so that φ ◦ γ̂ = γ, normalized so that Re γ̂(0) = 0. Since the winding number of γ is N , we have
Re γ̂(1) = 2piN .
By Lemma 4.3 and our hypothesis on γ, the loop γ has at least N + 1 crossings from P+ to
P−. Say that [u, v] ⊂ [0, 1] is a crossing interval if γ|[u,v] is a crossing from P+ to P−. The crossing
intervals are naturally ordered from left to right. If [u, v] is a crossing interval, then by (4.5) there
is a k ∈ Z such that Re γ̂(u) = 2pik and Re γ̂(v) ∈ {2pik − pi, 2pik + pi}. Since Re γ̂(0) = 0 and
Re γ̂(1) = 2piN and there are at least N + 1 crossing intervals, there must be two consecutive
crossing intervals [u1, v1] and [u2, v2] (i.e., u1 < v1 < u2 < v2 and there is no crossing interval in
[v1, u2]) such that Re γ̂(v1) − Re γ̂(u1) and Re γ̂(v2) − Re γ̂(u2) have opposite signs. Henceforth
assume that Re γ̂(v1) − Re γ̂(u1) = pi and Re γ̂(v2) − Re γ̂(u2) = −pi (the other case is treated
similarly). Then for some k ∈ Z, we have Re γ̂(u1) = 2pik and Re γ̂(v1) = 2pik + pi. Since the two
crossing intervals are consecutive, there are two possibilities for (Re γ̂(u2),Re γ̂(v2)): it is equal to
either (2pik, 2pik − pi) or (2pi(k + 1), 2pik + pi)). Again, we assume that we are in the former case
(the other case is treated similarly).
32
We have Re γ̂(u2) = 2pik and Re γ̂(t) < 2pik + pi for t ∈ [u1, v2]. We will construct a complemen-
tary P−-excursion out of U− which contains γ(u2) and satisfies the conditions in the statement of the
lemma (two of the other four possible configurations above result in complementary P+-excursions
instead of complementary P−-excursions). We will first find the P−-excursions of γ into U− which
come immediately before and after γ̂(u2). Let s (resp. s) be the last time s before u2 (resp. the
first time s after u2) for which Re γ̂(s) = 2pik − pi, so that γ(s), γ(s) ∈ P−. Let t (resp. t) be the
first time s after s (resp. the last time s before s) with Re γ̂(s) = 2pik − 3pi/4. By (4.6), γ(t) and
γ(t) lie in the same connected component of ∂U− \ ∂Aρ and γ(t) (resp. γ(t)) is an endpoint of a
P−-excursion of γ into U− which contains γ(s) (resp. γ(s)). Furthermore, by the definition of s and
s and since Re γ̂(t) < 2pik + pi for t ∈ [u1, v2] ⊃ [s, s], γ does not hit P− between times s and s, so
γ|[t,t] is a complementary P−-excursion of γ out of U−. Since γ(u2) ∈ P+, this excursion hits P+
and by our choice of t, t, its endpoints lie in the same connected component of ∂U+ ∩ ∂U−.
Proof of Proposition 4.2. As explained at the beginning of this subsection, we will induct on K.
The base case K = 2M was treated in Lemma 4.8. Suppose K ≥ 2M + 1 and we have established
the proposition for all values of K ′ ≤ K.
Since K ≥ 2M + 1, either Γ0 or Γ˜0 has at least M + 1 complementary P+-excursions out of U+
which hit P−. Suppose without loss of generality that Γ0 has at least M + 1 such excursions. Since
Γ0 has M loops with winding number 1 around the inner boundary of Aρ and the rest of the loops
have winding number zero, there must be a loop γ ∈ Γ such that the following is true. The number
of complementary P+-excursions of γ out of U+ which intersect P− exceeds the winding number of
γ around the inner boundary of Aρ by at least 1. By Lemma 4.9, either γ has a complementary
P+-excursion out of U+ which intersects P− and has both of its endpoints in the same connected
component of ∂U+ \ ∂Aρ; or the same is true with “+” and “−” interchanged. Assume that the
former condition (with complementary P+-excursions) holds; the other case is treated identically.
Let x and x∗ be the endpoints of a complementary P+-excursion of γ out of U+ which intersects
P− and has both of its endpoints in the same connected component of ∂U+ \ ∂Aρ. By possibly
choosing a different excursion, we can assume that the segment [x, x∗] from x to x∗ does not contain
the endpoints of any other complementary P+-excursions out of U+ which exits P−. As in the proof
of Lemma 4.8, this shows that there is a path from x to x∗ in the set (4.1) for (Γ0,Γ1) with x and
x∗ on its boundary which does not hit P−.
On the event {ξ1 = +, x1 = x}, the conditional law of η′x1 is that of a chordal SLEκ from
x to x∗ in this component. By Lemma A.1, it holds with positive conditional probability given
{ξ1 = +, x1 = x} that η′x1 does not hit P−. In this case, the definition of the Markov chain implies
that Γ1 has at least one fewer complementary P+-excursions out of U+ which intersect P− than has
Γ0. It is easily seen that with positive probability Γ˜0 and Γ˜1 have the same number of complementary
P+-excursions out of U+ which intersect P−. This shows that with positive probability, the value
of K corresponding to (Γ1, Γ˜1) is strictly less than the value of K corresponding to (Γ0, Γ˜0). By
combining this with the inductive hypothesis, we conclude the proof.
4.3 Uniqueness of the stationary measure
We will now deduce Proposition 4.1 from Proposition 4.2. This will be done using ergodic theory
arguments similar to those in [MS16c, Section 4] or [MSW16, Appendix A]. The key input in the
argument is the following general theorem from Markov chain theory.
Theorem 4.10. Let (Ω, d) be a separable metric space and suppose that Ω is a Borel measurable
subset of its metric completion. Let Π(x, dy) be the transition kernel of a Markov chain on Ω such
that the measure x 7→ Π(x, ·) is a Borel measurable function from Ω to the space of probability
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measures on Ω, when the latter is equipped with the Prokhorov distance. Let µ be a stationary
probability measure for Π (i.e.,
∫
A Π(x, dy)µ(dy) = µ(A) for each Borel set A ⊂ Ω). Then µ is a
convex combination of stationary ergodic measures for Π, i.e., there exists a probability measure piµ
on the space Me of stationary ergodic probability measures for Π such that
µ =
∫
Me
ν piµ(dν). (4.7)
Furthermore, any two distinct elements of Me are mutually singular.
Proof. This is a classical result in Markov chain theory (see, e.g., [Var01, Chapter 6]) but is usually
stated with the stronger hypothesis that (Ω, d) is complete and separable. We will explain how
to extract the given statement from the statement with this stronger hypothesis.3 To this end,
let (Ω̂, d̂) be the metric completion of (Ω, d) and view Ω as a subset of Ω̂. We define an extended
Markov kernel Π̂ on Ω̂ by
Π̂(x, dy) :=
{
Π(x, dy) x ∈ Ω
1x(dy) x ∈ Ω̂ \ Ω.
In other words, the Markov chain with transition kernel Π̂ evolves according to Π if we start in Ω
and is constant if we start in Ω̂ \ Ω. Since Ω is a Borel measurable subset of Ω̂, it is easily seen
that the Borel σ-algebra of (Ω, d) is contained in that of (Ω̂, d̂) (the latter σ-algebra is generated
by d̂-metric balls and their complements; the former σ-algebra is generated by the intersections of
these sets with Ω). Therefore, x 7→ Π̂(x, ·) is a Borel measurable function on Ω̂.
We identify Borel measures on Ω with Borel measures on Ω̂ which vanish on Ω̂ \ Ω. Such a
measure µ is stationary (resp. ergodic) with respect to Π if and only if it is stationary (resp. ergodic)
with respect to Π̂. Consequently, the version of the theorem for Ω̂ implies that for any Π-stationary
probability measure µ, there is a probability measure piµ on the space M̂e of stationary ergodic
probability measures for Π̂ such that µ =
∫
M̂e piµ(dν). The measure piµ must assign full mass to
elements ν of M̂e with ν(Ω) = 1. Each such stationary measure ν is stationary and ergodic for Π.
This gives (4.7).
Since any two distinct elements of νM̂e are mutually singular and Me is a subset of M̂e (under
our identification), it follows that any two distinct elements of Me are mutually singular.
To apply Theorem 4.10 in our setting, we need to check some measurability statements, which
we state now and prove (using standard arguments) at the end of this subsection.
As illustrated in Figure 11, the set of locally finite, non-crossing loop configurations is not a
closed subset of the space of locally finite loop configurations, so is not a complete metric space with
respect to the metric of Section 2.2. However, we do have the following much weaker statement.
Lemma 4.11. The space of non-crossing, locally finite loop ensembles on a domain D ⊂ C is a
Borel measurable subset of the space of all locally finite loop ensembles with respect to the metric
of (2.4) (if D is compact) or (2.5) (if D is not compact).
We note that Lemma 4.11 together with the completeness of the space of locally finite loop
ensembles (Lemma 2.3) shows that the space of non-crossing, locally finite loop ensembles is a Borel
measurable subset of its completion. We also need the measurability of the transition kernel for our
Markov chain.
3It is important for us to not require a completeness hypothesis; see Figure 11 and Lemma 4.11).
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Figure 11: Illustration of why the set of locally finite, non-crossing loop configurations is not a
closed subset of the space of locally finite loop configurations. Left: A non-crossing configuration
consisting of two loops. Right: A configuration consisting of two loops which is not non-crossing
(since the blue loop interects more than one complementary connected component of the red loop).
The left picture can be made arbitrarily close to the right picture by making the red loop come
arbitrarily close to hitting itself at its upper intersection point with the blue loop.
Lemma 4.12. Let Φ be the operator which associates to each non-crossing, locally finite loop
configuration Γ0 the law of the loop configuration Γ1 produced by one step of the Markov chain
introduced at the beginning of this section. If we endow the space of non-crossing, locally finite loop
configurations with the topology of Section 2.2.2 and the space of probability measures on such loop
configurations with the Prokhorov topology, then Φ is measurable.
Proof of Proposition 4.1. Lemmas 4.11 and 4.12 show that the hypotheses of Theorem 4.10 are
satisfied for the Markov chain in the proposition statement, defined on the space of non-crossing,
locally finite loop configurations. Consequently, any two distinct ergodic stationary probability
measures for this Markov chain are mutually singular. Proposition 4.2 implies that any two stationary
probability measures for this Markov chain can be coupled together in such a way that they agree
with positive probability. Hence there can be only one ergodic stationary probability measure. On
the other hand, Theorem 4.10 shows that any stationary probability measure for our Markov chain
can be written as a convex mixture of ergodic stationary measures, hence there can be at most one
stationary probability measure.
Let us now check the measurability lemmas stated above.
Proof of Lemma 4.11. For n ∈ N0, let Gn be the set of (n+2)-tuples ω = (γω0 , γω1 , . . . , γωn , αω0 ) where
(γω0 , γ
ω
1 , . . . , γ
ω
n ) is an ordered collection of distinct loops and α
ω
0 is a proper arc of γ
ω
0 . We equip Gn
with the product metric corresponding to n+ 1 instances of the metric on loops and one instance of
the metric on curves modulo time parameterization. We define sets G1n,G2n,G3n ⊂ Gn corresponding
to the three conditions in Definition 2.5.
• G1n is the set of ω ∈ Gn for which αω0 does not have a non-trivial (i.e., more than a single point)
sub-arc which is contained in α˜ω0 ∪ γω1 ∪ · · · ∪ γωn , where α˜ω0 denotes the complementary arc of
αω0 in γ
ω
0 .
• G2n is the set of ω ∈ Gn for which αω0 is contained in the closure of a single complementary
connected component Uω of C \ α˜ω0 ∪ γω1 ∪ · · · ∪ γωn .
• G3n is the set of ω ∈ G2n for which the image of αω0 under a conformal map Uω ∪ ∂Uω → D is
continuous.
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We claim that each of G1n, G2n, and G3n is a Borel measurable subset of Gn. Indeed, the compact
set α˜ω0 ∪ γω1 ∪ · · · ∪ γωn is a measurable function of ω (here we equip the space of compact subsets of
C with the Hausdorff distance). This immediately implies that G1n and G2n are measurable.
We will now argue that G3n is measurable. For ω ∈ G2n, we can choose a conformal map
fω : D → Uω ∪ ∂Uω in such a way that ω 7→ fω is a Borel measurable function from G2n to the
space of continuous functions on D equipped with the topology of uniform convergence on compact
subsets of D.4
If ω ∈ G1n ∩ G2n, then (fω)−1(αω0 ) is the concatenation of countably many continuous curves
(viewed modulo time parameterization) joining points of ∂D, corresponding to the images under
(fω)−1 of the excursions of αω0 away from ∂U . By the continuity of αω0 , for each ε > 0, there are
only finitely many such curves in D which have Euclidean diameter at least ε. Let βωε be the
continuous curve in D (viewed modulo time parameterization) obtained by concatenating, in order,
the curves with diameter at least ε along with the arcs of ∂D which join the terminal and initial
endpoints of the consecutive curves with diameter at least ε. Then each βωε is a continuous curve
and is a measurable function of ω. We have ω ∈ G3n iff (fω)−1(αω0 ) is continuous iff the curves βωε
converge to (fω)−1(αω0 ) modulo time parameterization as ε→ 0. This, in turn, is equivalent to the
condition that the curves βωε for ε ∈ Q ∩ (0, 1) can be parameterized in such a way that they are
equicontinuous and the maximal length of the time intervals on which these curves trace ∂D tends
to 0 as ε→ 0. Since each βωε is a measurable function of ω, this shows that G3n is measurable.
We will now deduce the measurability of the set of non-crossing loop ensembles from the
measurability of each G1n ∩ G2n ∩ G3n. It is easy to see that there exists for each n ∈ N0 a countable
collection of measurable functions {Fn,m}m∈N from the space of locally finite loop ensembles into
Gn such that the set of non-crossing locally finite loop ensembles is precisely
⋂∞
n=0
⋂∞
m=1 F
−1
n,m(G1n ∩
G2n ∩ G3n).5 Since each G1n ∩ G2n ∩ G3n is measurable, this concludes the proof.
Proof of Lemma 4.12. Let us first observe that for any loop γ, compact set P , and open set U ⊃ P ,
the set of P -excursions of γ into U and the set of complementary P -excursions of γ out of U , viewed
as curves modulo time parameterization, is a measurable function of γ. Since Γ0 is locally finite, it
follows that the law of the point x and hence also the law of the curve ηx in the construction of Γ1 is
a measurable function of Γ0 (recall that (x, ηx) is chosen uniformly from a finite set of possibilities).
Since also Γ0(P+) and Γ0(P−) are measurable functions of Γ0, it follows that the set
K :=
⋃
(Γ0(Pξ) \ {γx}) ∪ αx,
defined as in (4.1), depends measurably on Γ0, where here compact subsets of C are equipped with
the Hausdorff distance.
We will now argue that the law of the SLEκ curve η
′ is a measurable function of Γ0. To this
end, let D be the connected component of Aρ \K with x and x∗ on its boundary (so that η′ is an
4For example, we can normalize fω as follows. Let x ∈ ∂Uω be the initial endpoint of αω0 . We require that
fω(−i) = x, fω(i) is the first point (prime end) on ∂Uω which lies at maximal distance from fω(−i) which we
encounter when we traverse ∂Uω counterclockwise starting from fω(−i), and fω(1) is first point of ∂U which is
equidistant from fω(i) and fω(−i) which we encounter when we traverse ∂Uω counterclockwise starting from fω(−i).
5To construct such functions, one can start by ordering the loops of Γ according to their diameters, with ties
broken by some measurable convention. By considering the possible ways of choosing n+ 1 loops of Γ, this gives a
countable collection of measurable functions from Γ to the set of ordered n+ 1-tuples of loops which output all of the
possible ordered n+ 1-tuples of loops in Γ. We can then construct countably many measurable functions from the set
of ordered n+ 1-tuples of loops to Gn by choosing the arc αω0 to be one of the P -excursions into U (Definition 2.10) of
the first loop int he n+ 1-tuple, where P ranges over all piecewise linear paths whose linear segments have rational
endpoints and U ranges over all open sets containing P which are finite unions of Euclidean balls with rational centers
and radii.
36
SLEκ from x to x
∗ in D). Also let z be the point of P− ∩D which is furthest from ∂D (with ties
broken in some arbitrary measurable manner), and note that z is a measurable function of Γ0.
For n ∈ N, let Kn be the closed union of the set of dyadic squares of side length 2−n which
intersect K and let Dn be the connected component of Aρ \Kn which contains z. Also let xn be
the point of ∂Dn closest to x. Since there are only finitely many possibilities for Kn, and hence for
Dn, and x is a measurable functions of Γ0, we see that (D
n, xn) is a measurable function of Γ0.
Since ∂D is a curve (which follows from the local finiteness of Γ0), the conformal maps f
n : D→
Dn taking 1 to xn and 0 to z converge uniformly to the conformal map f : D→ D taking 1 to x
and 0 to z as n→∞. Moreover, fn(f−1(x∗))→ x∗ uniformly. By the conformal invariance of the
law of SLEκ (viewed as a curve modulo time parameterization), we therefore get that the law of
SLEκ from x to x
∗ in Dn converges to the law of SLEκ from x to x∗ in D. This gives the desired
measurability of the law of η′.
As a consequence, we find that the law of Γ1(Pξ) is a measurable function of the law of Γ0. By
definition, the conditional law of Γ1 given Γ1(Pξ) is that of an independent SLEκ in each of the
connected components of Aρ \
⋃
Γ1(Pξ). Each of these connected components is bounded by a
curve and by local finiteness, only finitely many have diameter larger than each fixed ε > 0. By
approximating each such component by finite unions of small dyadic squares as above and using
the conformal invariance of CLEκ, we find that the law of Γ1 is a measurable function of Γ0, as
required.
4.4 Proof of inversion invariance
We will now deduce Theorem 1.1 from the results stated in Section 2.4. The basic idea is to use
Theorem 2.16 to find large annular sub-domains (regions between two loops) with the property
that the restriction of the CLEκ to the annular subdomain has the law of a CLEκ in the annulus in
the sense of Definition 2.15. We then apply Corollary 2.14 to invert the CLEκ in such an annular
subdomain and take a limit as the domain increases to all of C \ {0}. For technical reasons, it turns
out to be more convenient to send the inner boundary of our domain to zero before sending the outer
boundary to ∞, i.e., we first prove that the basic Markov property of Lemma 2.9 holds for inverted
CLEκ (Lemma 4.16) then conclude the proof by looking at the origin-containing-components of
larger and larger loops.
Throughout this subsection, we let Γ be a whole-plane CLEκ and we let Γ̂ have the law of the
image of Γ under z 7→ 1/z. We seek to show that Γ d= Γ̂.
For r > 0, let γr (resp. γr) be the outermost (resp. innermost) origin-surrounding loop of Γ
which intersects ∂Br(0). If r ∈ (0, 1) and γ1 and γr do not intersect (which happens with probability
tending to 1 as r → 0), then there is a unique connected component of C \ (γ1 ∪ γr) which has the
topology of an annulus. Let Dr be this connected component and otherwise (if γ
1 ∩ γr 6= ∅) let
Dr = ∅. Define γ̂r, γ̂r, and D̂r in an analogous manner but with the inverted CLEκ Γ̂ in place of Γ.
Lemma 4.13. In the notation introduced just above, we can find for each r ∈ (0, 1) a coupling of Γ
and Γ̂ such that the following is true. We have {Dr 6= ∅} = {D̂r 6= ∅} and on this event there is a.s.
a conformal map fr : Dr → D̂r which takes Γ|Dr to Γ̂|D̂r and takes the (a.s. unique) leftmost point
of ∂Dr to the leftmost point of ∂D̂r (this last choice of normalization is arbitrary). Furthermore,
the loop γ1 and the loops of Γ which it disconnects from 0 are independent from the loop γ̂1 and the
loops of Γ̂ which it disconnects from 0.
Proof. Let Mr be the number of origin-surrounding loops of Γ which are contained in Dr and
similarly define M̂r. Theorem 2.16 together with Lemma 2.9 implies that if we condition on Dr
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and Mr, then on the event {Dr 6= ∅}, the conditional law of Γ|Dr is that of a CLEκ on Dr with
Mr inner-boundary-surrounding loops, as in Definition 2.15. Furthermore, Γ|Dr is conditionally
independent from Γ \ Γ|Dr . By the scale invariance of the law of whole-plane CLEκ, the law
of (Γ, Dr,Mr) is the same (modulo scaling of (Γ, Dr)) if we replace γ
1 and γr by γ
1/r and γ1.
By applying an inversion map along with Corollary 2.14, we therefore get the following for each
r ∈ (0, 1).
1. The law of the conformal moduli of Dr and D̂r coincide (here we define the conformal modulus
of the empty set to be 0).
2. The laws of Mr and M̂r coincide.
3. The conditional law of Γ̂|
D̂r
given D̂r and M̂r on the event {D̂r 6= ∅} is that of a CLEκ on D̂r
with M̂r inner-boundary-surrounding loops.
The statement of the lemma follows.
Let D (resp. D̂) be the connected component of C \ γ1 (resp. C \ γ̂1) which contains 0. If we
have coupled Γ and Γ̂ as in Lemma 4.13, we let f : D → D̂ be the unique conformal map which
takes D to D̂, which fixes the origin and takes the (a.s. unique) leftmost point of ∂D to the leftmost
point of ∂D̂. Note that the law of f does not depend on r since in our coupling D and D̂ are
independent.
Lemma 4.14. Suppose r ∈ (0, 1) and we have coupled Γ and Γ̂ as in Lemma 4.13. As r → 0, we
have that maxz∈D(f(z)− fr(z))→ 0 in law.
To prove Lemma 4.14, we will need the following basic complex analysis lemma.
Lemma 4.15. Suppose that {An}n∈N and {Ân}n∈N are two sequences of sub-domains of D such
that An and Ân are each conformally equivalent to an annulus with the same modulus. Suppose
further that the outer boundaries of An and Ân are each equal to ∂D; for each n ∈ N, there exists
Cn > 1 and δn ∈ (0, 1) such that
D \BCnδn(0) ⊂ An ⊂ D \Bδn/Cn(0), δn → 0, and Cn = on(δ−1n ) as n→∞; (4.8)
and there exists Ĉn > 1 and δ̂n ∈ (0, 1) such that the same is true with Ân in place of An. For
n ∈ N, let fn : An → Ân be the conformal map which takes the inner (resp. outer) boundary of
An to the inner (resp. outer) boundary of ÂR, normalized so that fn(1) = 1. Then fn converges
uniformly to the identity map on D \ {0}, at a rate depending only on δn and Cn.
Proof. By conformally mapping each of An and Ân to a set of the form Aρn = D \ Bρn(0) for
appropriate ρn > 0, we see that it suffices to prove the statement of the lemma with Aρn in place of
Ân.
Let us first note that the hypothesis (4.8) implies that δn/Cn ≤ ρn ≤ Cnδn, and hence that
log δn/ log ρn → 1 as n→∞: indeed, otherwise one of the annular domains An or Aρn would be
conformally equivalent to a proper subdomain of itself.
By the Gambler’s ruin formula, for z ∈ An, log |fn(z)|/ log ρn is equal to the probability that a
Brownian motion started from z hits the inner boundary of An before the outer boundary. By (4.8),
log |z|
log(δn/Cn)
≤ log |fn(z)|
log ρn
≤ log |z|
log(δnCn)
,
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so log |fn(z)| = (1 + on(1)) log |z| and hence log |fn(z)| → log |z| uniformly on compact subsets of
D \ {0}.
We will now bound the gradient of log |fn(z)| − log |z| using the following standard estimate for
harmonic functions: if u is harmonic on Br(z0), then
sup
z∈Br/2(z0)
|∇u(z)| ≤ C sup
z∈Br(z0)
|u(z)− u(z0)| (4.9)
for a universal constant C > 0. We can extend fn by Schwarz reflection to be conformal on the
union of An and its reflection across ∂D. Applying (4.9) and the conclusion of the preceding
paragraph to finitely many Euclidean balls contained in this union, with the harmonic function
u = log |fn(·)| − log | · |, shows that |∇(log |fn(z)| − log |z|)| → 0 uniformly on compact subsets of
D \ {0}.
By the Cauchy-Riemann equations, |∇(arg fn(z)− arg z)| → 0 uniformly on compact subsets of
D \ {0}. Since fn(1) = 1, this shows that fn(z)→ z uniformly on compact subsets of D \ {0}. In
particular, fn(z)→ z uniformly on D \Bε(0) for each ε > 0 and the diameter of fn(Bε(0)) tends to
zero as n→∞ and then ε→ 0. This shows that fn → f uniformly on all of D \ {0}.
Proof of Lemma 4.14. Let φ : D → D and φ̂ : D̂ → D be the conformal maps which take 0 to 0
and the leftmost points of ∂D and ∂D̂, respectively, to 1.
We claim that for each r ∈ (0, 1), there exists a random Cr > 1 and δr > 0 such that with
probability tending to 1 as r → 0,
D \BCrδr(0) ⊂ φ(Dr) ⊂ D \Bδr/Cr(0), δr = or(1), and Cr = or(δ−1r );
and there exists a random Ĉr > 1 and δ̂r > 0 such that the same is true with Γ̂ in place of Γ.
Given the claim, we can apply Lemma 4.15 to the domains φ(Dr) and φ̂(D̂r) to find that the law of
φ̂ ◦ fr ◦ φ−1 under our coupling converges uniformly to the identity map. Since f = φ̂−1 ◦ φ, this
shows that maxz∈D(f − fr)→ 0 in law.
It remains to prove the above claim. We will prove the statement for Γ; the argument for Γ̂
is identical. By the scale invariance of the law of CLEκ, it holds with probability tending to 1 as
C → ∞, uniformly in r, that γr ⊂ BCr(0) \ Br/C(0). The Koebe distortion theorem applied to
the conformal map φ shows that with probability tending to 1 as r → 0 and then C →∞, we can
find δr > 0 (in particular, δr = |φ′(0)|r) such that D \BCδr(0) ⊂ φ(Dr) ⊂ D \Bδr/C(0). Sending
C →∞ sufficiently slowly as r → 0 concludes the proof.
We can now prove that the analog of Lemma 2.9 holds for the inverted CLEκ Γ̂.
Lemma 4.16. For each R > 0, if we condition on the outermost origin-surrounding loop γ̂R ∈ Γ̂
which intersects ∂BR(0), then the conditional law of the restriction of Γ̂ to the connected component
of C \ γ̂R containing 0 is that of a CLEκ in this connected component.
Proof. The statement of the lemma for R = 1 follows from Lemma 4.14 and the fact that the
conditional law of Γ|D given γ1 is that of a CLEκ in D (Lemma 2.9). The statement for general
values of R follows from the scale invariance of the law of Γ̂.
We are now ready to prove the main theorem.
Proof of Theorem 1.1. Let ÛR for R > 0 be the connected component of C \ γ̂R containing the
origin. By Lemma 4.16, the conditional law of Γ̂|
ÛR
given γ̂R is that of a CLEκ in ÛR. Almost
surely, domains ÛR increase to all of C. By [MWW16, Theorem A.1], Γ̂|ÛR converges in law to
whole-plane CLEκ, so Γ̂
d
= Γ.
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A Basic lemmas for SLE and CLE
In this appendix we prove a number of basic properties of SLE and CLE which are used in Sections 3
and 4 and recorded here to avoid interrupting the main argument. This section does not use any of
the results proven elsewhere in the paper, although we do use some of the notation from Section 2.1.
A.1 SLE stays close to a simple path with positive probability
We will make frequent use of the following slight extension of [MW17, Lemma 2.5].
Lemma A.1. Let κ > 0, let ρL, ρR ∈ (−2) ∨ (κ/2− 4) (which is the range for which SLEκ(ρL; ρR)
does not fill the boundary of its domain [MS17, Dub09]), and let η be a chordal SLEκ(ρ
L; ρR) from
−i to i in D (with arbitrary force point locations). Let P : [0, 1]→ D be a simple path from −i to i.
For each ε > 0, it holds with positive probability that the distance from η to P with respect to the
metric on curves modulo time parameterization is at most ε.
Proof. Since P is a simple path, we can find simply connected open sets U0, . . . , Un which cover
P , are entered in order by P , each have diameter at most ε/2, and satisfy Ui ∩ Uj 6= ∅ if and
only if |i − j| = 1. Indeed, to construct such sets, one can set t0 = 0 and inductively let
tj = 1 ∧ min{t ≥ tj−1 : |P (tj) − P (tj−1)| ≥ ε/4}. Using that P is a simple curve, one can then
choose δ > 0 small enough that the δ-neighborhoods of the sets P ([tj−1, tj ]) satisfy the desired
properties. By [MW17, Lemma 2.5], it holds with positive probability that η enters U1 before
exiting U0. Iterating this and applying the domain Markov property of SLEκ(ρ
L; ρR), we see that
with positive probability, η enters Uj before exiting Uj−1 for each j = 1, . . . , n. Conditioned on this,
it is easily seen from [MW17, Lemma 2.5] that with positive conditional probability, η reaches its
target point before exiting Un (this is the only place where we use that η is not boundary filling). If
this is the case, then by parameterizing η and P so that they each take the same amount of time
between first entering Uj−1 and Uj for each j = 1, . . . , n, we get that the distance from η to P with
respect to the metric on curves modulo time parameterization is at most ε, as required.
When studying CLE, Lemma A.1 is often useful in conjunction with the following lemma, which
is proven as part of the proof of [She09, Theorem 5.4].
Lemma A.2 ([She09]). Fix κ ∈ (4, 8). Let Γ be a CLEκ on H and let x, y ∈ R with x < y. Let
Γout(I) be the set of loops in Γ which intersect I and which are maximal in the sense that the
interval [inf(γ ∩ I), sup(γ ∩ I)] is not contained in [inf(γ′ ∩ I), sup(γ′ ∩ I)] for any γ ∈ Γ \ {γ′}. Let
η be the curve obtained by concatenating, in order, the clockwise arcs of the loops γ ∈ Γout(I) from
inf(γ ∩ I) to sup(γ ∩ I). Then η is a chordal SLEκ(κ− 6) from x to y with the force point started
immediately to the right of x.
We call the curve η from Lemma A.2 the branch from x to y of the branching SLEκ(κ − 6)
process associated with Γ.
A.2 Hitting lemmas for SLE and CLE
The following lemma is used in the proof of Lemma 3.2.
Lemma A.3. Fix κ ∈ (4, 8). Let Γ be a CLEκ on D. For each ε > 0, there exists δ = δ(ε) > 0
such that for each Borel set J ⊂ ∂D with 1-dimensional Lebesgue measure at least ε, it holds with
probability at least δ that the outermost origin-surrounding loop in Γ intersects J .
40
To prove Lemma A.3, we first need an analogous statement for SLE.
Lemma A.4. Fix κ ∈ (4, 8). Let η be an SLEκ from −i to i in D and fix an arc A ⊂ ∂D which
lies at positive distance from −i. For each ε > 0, there is a δ = δ(ε,A) > 0 such that for any set
J ⊂ ∂D \A with 1-dimensional Lebesgue measure at least ε, it holds with probability at least δ that
η hits J before A.
Proof. By possibly replacing J by J \ (Bε/100(i) ∪ Bε/100(−i)), we can assume without loss of
generality that J lies at distance at least ε/100 from each of −i and i. By reflection symmetry,
we can also assume without loss of generality that J is contained in the right semi-circle of ∂D.
Let f the conformal map from D to H which takes −i to 0, i to ∞, and the right endpoint of
Bε/100(−i)∩ ∂D to 1. By our assumptions on J , we see that the 1-dimensional Lebesgue measure of
f(J) is bounded below by a parameter depending only on ε. Furthermore, if Rε denotes the image
under f of the right endpoint of Bε/100(i) ∩ ∂D, then f(J) ⊂ [1, Rε].
It is easily seen from a simple scaling argument that the law of the first place where f(η) hits
[1,∞) is mutually absolutely continuous w.r.t. Lebesgue measure on [1,∞).
This implies that if we condition on the positive probability event that f(η) hits [1, Rε] \ f(A)
before hitting f(A), then the conditional probability that the first hitting location of [1,∞) lies
in f(J) is bounded below by a constant depending only on ε and A. The statement of the lemma
follows.
Proof of Lemma A.3. Let I ⊂ ∂D be the arc of length ε/100 centered at 1 and let J ′ be the set of
points in J which lie at Euclidean distance at least ε/100 from J . Then the Lebesgue measure of J ′
is at least ε/2. We will prove a lower bound for the probability that the outermost origin-surrounding
loop hits J ′ using Lemma A.4.
Let x and y be the endpoints of I in clockwise order and let η be the chordal SLEκ(κ− 6) from
x to y obtained by concatenating arcs of Γ which intersect I, as in Lemma A.2. By the definition in
Lemma A.2, each excursion of η away from I is contained in a single outermost loop of η. If there is
some such excursion which surrounds 0 in the clockwise direction and hits J ′, then this excursion
must be part of the outermost origin-surrounding loop and hence the origin-surrounding loop must
intersect J ′.
We will now lower-bound the probability that an excursion as in the preceding sentence exists.
Let τ be the first time that η surrounds 0 in the clockwise direction (or τ = ∞ if no such time
exists). On the event {τ <∞}, let z be the rightmost point of η([0, τ ]) ∩ I (i.e., the point closest
to y) and let U be the connected component of D \ η([0, τ ]) with η(τ) and z on its boundary. By
the strong Markov property and the target invariance of SLEκ(κ− 6) [SW05], the conditional law
of the segment of η from time τ until the first time after τ at which it hits I agrees in law with a
chordal SLEκ from η(τ) to z in U run until it hits I.
By Lemma A.1, we can find ζ = ζ(ε) > 0, such that with probability at least ζ, it holds that
η([0, τ ]) ∩ ∂D is contained in the ε/100-neighborhood of I (so is disjoint from J ′) and the inverse
of the conformal map f : U → H which takes η(τ) to −i, z to i, and y to −1 is 1/ζ-Lipschitz
on f(∂D \ Bε/100(I)). If this is the case, then f(J ′) has Lebesgue measure at least ζε/2. By the
preceding paragraph and Lemma A.4 (applied to the image under f of the segment of η from
τ until the first time after τ at which it hits I and with A the clockwise arc of ∂D from −1 to
i, which contains f(I ∩ ∂U)), there is a δ˜ = δ˜(ζε/2) > 0 such that on the above event it holds
with conditional probability at least δ˜ given η|[0,τ ], it holds that η hits J ′ after time τ and before
returning to I. Hence the statement of the lemma holds with δ = ζδ˜.
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A.3 Absolute continuity for SLE and CLE
Here we prove several lemmas about SLE and CLE which are used in Section 4. Our starting point
is the a basic absolute continuity property of SLEκ, which is a consequence of, e.g., [MW17, Lemma
2.8]. See Figure 12(a) for an illustration.
∂D
∂D˜
U
V
x
y
x˜
y˜
η
η˜
η|[τ,σ] = η˜|[τ˜ ,σ˜]
(b) Lemma A.6
A
X
P
x
η
U
∂D ∂D˜
y
y˜
(a) Lemma A.5(i) (d) Lemma A.9
Bε(P )
P
ΓεP
(c) Lemma A.8
Figure 12: Illustrations of the setups for several of the lemmas in Section A.
Lemma A.5. Let D, D˜ be simply connected domains, not all of C, let U be a connected open subset
of D ∩ D˜ which is at positive distance from ∂D \ ∂D˜ and ∂D˜ \ ∂D, and suppose x ∈ ∂D ∩ ∂D˜ ∩ ∂U .
Also let κ > 0 and ρL, ρR > −2.
1. If y ∈ ∂D \ ∂D˜, and y˜ ∈ ∂D˜ \ ∂D, the laws of chordal SLEκ(ρL; ρR) (with force points
immediately to the left and right of the starting point) from x to y in D and from x to y˜ in D˜
each run until it exits U are mutually absolutely continuous.
2. Suppose y ∈ ∂D ∩ ∂D˜ ∩ ∂U and y 6= x. Then the laws of chordal SLEκ(ρL; ρR) (with force
points immediately to the left and right of the starting point) from x to y in D and from x to
y in D˜ each run until it either hits y or exits U are mutually absolutely continuous.
Combining Lemmas A.1 and A.5 with the reversibility of SLE yields the following coupling
statement for a “middle” segment of SLEκ curves started from different points, which is illustrated
in Figure 12(b).
Lemma A.6. Let κ ∈ (0, 8). Let D, D˜ ⊂ C be simply connected domains, not all of C. Let
V ⊂ U ⊂ D ∩ D˜ be connected open domains such that V lies at positive distance from ∂U and U
lies at positive distance from ∂D \ ∂D˜ and from ∂D˜ \ ∂D. Let η (resp. η˜) be a chordal SLEκ in D
(resp. D˜) between two points of ∂D (resp. ∂D˜) which lie at positive distance from U . Let τ be the
first time that η enters V and let σ be the first time after τ at which η exits U . Define τ˜ and σ˜
similarly with η˜ in place of η. There is a coupling of η and η˜ such that
P
[
η|[τ,σ] = η˜|[τ˜ ,σ˜]
]
> 0.
In fact, we can arrange that the following stronger statement is true. If P is any simple path in U
between a point of ∂V and a point of ∂U , then
P
[
η|[τ,σ] = η˜|[τ˜ ,σ˜], d(η|[τ,σ], P ) ≤ ε
]
> 0, (A.1)
where d is the metric on curves modulo time parameterization.
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Proof. Let x and y (resp. x˜ and y˜) be the initial and terminal points of η (resp. η˜). We first treat
the case when ∂D∩ ∂D˜ contains a non-trivial connected arc and the starting points x = x˜ is a point
of such an arc. By Lemmas A.1 and A.5, we get the following stronger statement. Let U ′ ⊃ U
be any connected sub-domain of D with x on its boundary which lies at positive distance from
∂D \ ∂D˜ and from ∂D˜ \ ∂D and let σ′ and σ˜′ denote the exit times of η and η˜′ from U ′. Let P ′ be
a simple path from x to a point of ∂U ′. Then the laws of η|[0,σ′] and η˜|[0,σ˜′] are mutually absolutely
continuous and we can couple η and η˜ in such a way that
P
[
η|[0,σ′] = η˜|[0,σ˜′], d(η|[0,σ′], P ′) ≤ ε
]
> 0. (A.2)
Using Lemma A.1 and the domain Markov property, we can arrange that with positive probability,
the event in (A.2) holds and neither η nor η˜ enters V after exiting U ′. This means that the segment
of the time reversal of η (resp. η˜) after the first time it enters V is contained in η([0, σ′]) (resp.
η˜([0, σ˜′]). Suppose now that we choose the path P ′ so that the segment of P ′ between its last exit
time from V and the last time before this time when it enters U is equal to P . By the reversibility
of SLEκ (see [Zha08] or [MS16c] for the case when κ ≤ 4 and [MS16a] for the case when κ ∈ (4, 8))
and (A.2), we find that in the case when ∂D ∩ ∂D˜ contains a non-trivial arc, y = y˜ is a point of
this arc, and x and x˜ are arbitrary, the laws of η|[τ,σ] and η˜|[τ˜ ,σ˜] are mutually absolutely continuous
and we can couple η and η˜ so that (A.1) holds with positive probability.
Now suppose that ∂D ∩ ∂D˜ contains a non-trivial connected arc, but that y and y˜ need not
be equal or contained in this arc. Choose a point y′ which lies in a non-trivial connected arc of
∂D∩∂D˜. By the preceding case, the statement of the lemma is true if we target our SLEκ curves at
y′ instead of at y and y˜. By Lemma A.5, the laws of η|[τ,σ] is mutually absolutely continuous w.r.t.
the law of the corresponding segment of SLEκ in D from x to y
′. A similar statement holds with η˜
in place of η and (D˜, x˜, y′) in place of (D,x, y′). Therefore, the statement of the lemma holds in
this case.
In general, we can modify ∂D and ∂D˜ away from U , x, y, x˜, y˜ in such a way that ∂D ∩ ∂D˜
contains a non-trivial connected boundary arc and apply Lemma A.5 to compare SLEκ in the
modified domains to SLEκ in the original domains.
We next prove some basic properties of CLE which are analogous to those stated above for SLE.
Lemma A.7. Let κ ∈ (4, 8) and let Γ be a CLEκ on a simply connected domain D ⊂ C bounded by
a Jordan curve. For each ε > 0, it holds with positive probability that each loop in Γ has diameter at
most ε.
To prove Lemma A.7, we will iteratively build a “grid” of small loops of Γ such that the
complementary connected components of the union of the loops in the grid are small. The following
lemma allows us to build a single path in this grid. See Figure 12(c) for an illustration.
Lemma A.8. Let κ ∈ (4, 8) and let Γ be a CLEκ on D. Let P : [0, 1]→ D be a simple path which
does not hit ∂D except at its endpoints and let ε > 0. There is a random collection of loops ΓεP ⊂ Γ
such that if we condition on ΓεP , the conditional law of Γ \ ΓεP is that of an independent CLEκ in
each connected component of Γ \⋃ΓεP and with positive probability, the following is true.
1. Each loop in ΓεP has diameter at most ε and is contained in the ε-neighborhood of P .
2. The set
⋃
ΓεP is connected and intersects Bε(P (0)) ∩ ∂D and Bε(P (1)) ∩ ∂D.
Proof. By Lemma A.1 and the branching SLEκ(κ − 6) construction of CLEκ, we find that the
following is true. Let I ⊂ ∂D be a connected boundary arc, let U be a neighborhood of I in D,
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and let K ⊂ U be a compact set. With positive probability, each loop of Γ which intersects I is
contained in U and the union of all such loops disconnects K from ∂U \ ∂D.
We will construct ΓεP via the following inductive procedure. Let D0 = D, let t0 = 0, and let
I0 := ∂D ∩Bε(P (0)). Inductively, suppose n ∈ N, a simply connected domain Dn−1 ⊂ D, and an
arc In ⊂ ∂D have been defined. If Dn−1 ∩ P = ∅, set Dn = In = ∅ and tn = 1. Otherwise, let Dn
be the connected component containing P (1) on its boundary of Dn−1 \
⋃
Γ(In), with Γ(In) as
in (2.2). Let tn be the largest t ∈ [0, 1] for which P (t) ∈ ∂Dn (or tn = 1 of no such t exists) and let
In be the connected component of (∂Dn \ ∂D) ∩Bε/4(P (tn)) which contains P (tn). We set
ΓεP :=
∞⋃
n=1
Γ(In).
We will now argue that ΓεP satisfies the conditions in the statement of the lemma. The description
of the law of Γ \ ΓεP is immediate from [She09, Theorem 5.4, condition 5]. To check that the two
listed properties hold with positive probability, set Un := Dn∩Bε/2(In), let sn be the first time after
tn at which P exits Bε/4(P (tn)) (or sn = 1 if no such time exists), and let Kn := η([tn, sn]) ∩Dn.
Applying the first paragraph and the Markov property of CLEκ [She09, Theorem 5.4, condition
5] shows that for each n ∈ N, it holds with positive conditional probability given (Dn, In, tn) that
each loop of Γ|Dn which intersects In is contained in Un (so has diameter at most ε) and the union
of all such loops disconnects η([tn, sn]) from ∂Un \ ∂Dn in Dn (which implies that tn+1 ≥ sn and
hence that |P (tn+1)− P (tn)| ≥ ε/4). Consequently, with positive probability there is a finite n ∈ N
for which some loop in Γ(In) intersects ∂D ∩Bε(P (1)).
Proof of Lemma A.7. The statement of the lemma follows by applying Lemma A.8 finitely many
times to build a “grid” consisting of finitely many collections of loops of the form Γ
ε/100
P with
the property that each connected component of D minus the closed union of the loops in these
collections has diameter at most ε.
To be more precise, by applying a conformal map, we can assume without loss of generality
that D = [0, 1]2 is the Euclidean unit square. Applying Lemma A.8 b2ε−1c times shows that with
positive probability, for each horizontal line segment of the form [0, 1]×{kε/2} for k = 1, . . . , b2ε−1c,
there is a connected set of loops in Γ with diameter at most ε/100 which are each contained in the
ε/100 neighborhood of [0, 1]× {kε/2} and whose union intersects the left and right boundaries of
D. Furthermore, we can choose these collections in such a way that if Γε denotes their union, then
the conditional law of Γ \ Γε given Γε is that of an independent CLEκ in each of the connected
components of D \⋃Γε.
On the positive probability event that Γε satisfies the conditions described above, each connected
component of D\⋃Γε is either contained in the ε-neighborhood of one of the segments [0, 1]×{kε/2}
and has diameter at most ε or is a horizontal “strip” between two connected components of
⋃
Γε
corresponding to two consecutive vertical segments. Applying Lemma A.8 to b2ε−1c evenly spaced
vertical segments within each component of this latter type gives us a new collection of loops Γ̂ε ⊂ Γ
such that with positive probability, each loop in this collection has diameter at most ε and each
connected component of Γ \⋃ Γ̂ε has diameter at most ε. Since loops in Γ do not cross one another,
this concludes the proof.
The following is a partial analog of Lemma A.6 for CLE. See Figure 12(d) for an illustration.
Lemma A.9. Let κ ∈ (4, 8), let D, D˜ ⊂ C be simply connected domains, not all of C, and let Γ
(resp. Γ˜) be a CLEκ on D (resp. D˜). Let X ⊂ D ∩ D˜ be a closed set which lies at positive distance
44
from ∂D \ ∂D˜ and from ∂D˜ \ ∂D and assume that there is a connected component A of ∂D ∩ ∂D˜
with more than one point which contains X ∩ (∂D ∪ ∂D˜). For each ε > 0, there is a coupling of
Γ and Γ˜ such that with positive probability, Γ(X) = Γ˜(X) and each loop in Γ(X) has diameter at
most ε.
Proof. Assume without loss of generality that D 6= D˜. Let A be a connected component of ∂D∩∂D˜
as in the statement of the lemma. Since X lies at positive distance from (∂D \ ∂D˜) ∪ (∂D˜ \ ∂D),
the set X cannot disconnect all of A from (∂D \ ∂D˜) ∪ (∂D˜ \ ∂D). Therefore, we can find a curve
P in D ∪ D˜ between two points of A which disconnects X from (∂D \ ∂D˜) ∪ (∂D˜ \ ∂D) and which
lies at positive distance from (∂D \ ∂D˜) ∪ (∂D˜ \ ∂D).
By possibly replacing P with its time reversal, we can assume without loss of generality that
X lies to the right of P . By slightly fattening P , we can find non-trivial arcs I0, I1 ⊂ ∂D ∩ ∂D˜
and a connected open set V ⊂ D ∩ D˜ such that I0, I1 are each contained in the interior of an arc
of ∂V ∩ ∂D ∩ ∂D˜. Choose points x0, x1 in the interiors of I0, I1, respectively. Let η (resp. η˜) be
the clockwise branch from x0 to x1 of the branching SLEκ(κ− 6) process associated with Γ (resp.
Γ˜) as in Lemma A.2. That is, if J denotes the clockwise arc of ∂D from x0 to x1, then η is an
SLEκ(κ− 6) in D from x0 to x1 obtained by concatenating appropriate arcs of the loops in Γ(J),
and similarly for η˜. By [She09, Theorem 5.4, condition 5], applied to the arc J , if we condition on η,
then conditional law of the restriction of Γ to each connected component of D \ η lying to the right
of η is that of a CLEκ in the component. Similar statements hold for η˜.
By Lemmas A.1 and A.5, we can couple η and η˜ such that with positive probability, η = η˜ ⊂ V .
On this event, the conditional laws of Γ(X) and Γ˜(X) given η and η˜ agree. Combining this with
Lemma A.7 now yields a coupling as in the lemma.
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