Multicast communication over mobile ad hoc networks has become popular. However, dependable and scalable multicast routing is required for mobile ad hoc networks even though network size and node mobility continue to increase. Therefore, this paper proposes a new hierarchical multicast routing scheme for such ad hoc networks. The proposed scheme introduces the inter-cluster group mesh structure based on our previous autonomous clustering proposal. In the proposed scheme, data packets are delivered from the source node to the multicast members through multiple routes over the inter-cluster group mesh structure. Simulations show that the proposed scheme is scalable with regard to network size and strong against node mobility; it can provide dependable multicast communication on large mobile ad hoc networks. key words: ad hoc networks, multicast routing
Introduction
Due to the spread of teleconferencing across the Internet, multimedia streaming services such as video streaming, and peer to peer applications such as file sharing, demands for multicast communication on ad hoc networks have been increasing. For multicast communication, routes to the members of a multicast group must be dynamically set up to counter changes in the network topology. Many multicast protocols have been proposed for mobile ad hoc networks [4] . MAODV [1] , [2] is a typical routing protocol for multicast communication, in which a tree is formed for each group. However, MAODV does not scale well. As network size increases, tree maintenance becomes more difficult due to frequent disconnection of wireless links. In addition, the control packets used for periodically confirming the group members and recovering broken routes cause network congestion, which prevents dependable data delivery. In order to realize dependable multicast communication on large scale ad hoc networks, a new routing scheme that can adapt to changes in the network topology and that issues fewer control packets, is required. This paper proposes a new hierarchical multicast routing scheme that uses the inter-cluster group mesh structure based on our previous autonomous clustering proposal [8] , [9] for large mobile ad hoc networks. Autonomous clustering is recognized in [3] as a kind of load balance clustering and referred as adaptive multihop clustering. Autonomous clustering periodically updates information on neighboring clusters. By adding information on multicast groups to information on neighboring clusters, routes among clusters for multicast routing can be maintained with less overhead. Since this clustering has load balancing capability, it is scalable for large ad hoc networks and is robust against node movement.
In the mobile ad hoc network environment, route breaks often occur due to node movement and data packets are often lost due to radio interference. However, in the proposed scheme, the inter-cluster group mesh structure is dynamically constructed by multiple clusters and data packets are delivered through multiple routes over the group mesh structure. Even if a data packet from the source node to a multicast member is lost on the original route, a duplicate data packet is forwarded to the multicast member on another route. Therefore, thanks to the inter-group mesh structure, the proposed scheme can provide dependable multicast communication for large mobile ad hoc networks. In addition, we conduct simulations that confirm that the proposed scheme can provide more dependable multicast communication than the existing multicast routing method [1] .
The rest of this paper is organized as follows. First, we briefly describe our autonomous clustering proposal in Sect. 2. Section 3 introduces the new hierarchical multicast routing scheme proposal. Section 4 gives simulation results that show the effectiveness of the proposed scheme. Section 5 concludes this paper. Figure 1 shows an example of the network formation created by our autonomous clustering scheme [8] , [9] . A cluster is a set of connected nodes and consists of one clusterhead, one or more gateways, and clustermembers. Each node changes its state such as clusterhead, gateway, or clustermember, according to the situation in the vicinity of the node to configure and maintain the cluster. A clusterhead manages the cluster and each gateway communicates with neighboring clusters. Cluster ID is assigned using the node ID of the clusterhead, and each node which belongs to the cluster has its own ID and cluster ID. Cluster size is restricted by lower bound L and upper bound U.
Autonomous Clustering
The clusterhead forms a spanning tree in the cluster to efficiently collect information on all nodes in the cluster. The clusterhead periodically broadcasts "clusterMEmber Packet" (MEP) to the cluster to form a spanning tree; it indicates that the clusterhead is still active in the current cluster. If a node cannot receive the MEP from the clusterhead for a period, a new clusterhead must be selected for the cluster. Each node that receives the MEP records the upstream node as the route toward the clusterhead in the routing table and broadcasts it to the downstream nodes. When a node receives "clusterMember Acknowledge Packet" (MAP) from its downstream nodes, it records the downstream nodes as the route toward leaf nodes of the spanning tree in the cluster and sends MAP back to the upstream node in the route toward the clusterhead of the spanning tree. In this case, a node that does not receive MAP for a specified period recognizes its own node as a leaf node and sends MAP back to the clusterhead. Each MEP contains the node ID of the clusterhead and the number of nodes in the cluster. Each MAP contains a list of node ID's and states of nodes through which the MAP has been delivered, and if one of such nodes is a gateway, it also contains information on neighboring clusters.
Based on the collected information, the clusterhead makes a list of all nodes in the cluster. By collecting information on neighboring clusters, the clusterhead also makes a list of all neighboring clusters. Using these two lists, the clusterhead adjusts the number of nodes in the cluster. When it is less than L, the clusterhead checks the sizes of all neighboring clusters and merges the cluster with one of the neighboring clusters. When it is larger than U, the clusterhead divides the cluster into two clusters. Division and merger mechanisms for autonomous clustering scheme are shown in [7] in detail. In either case, the influence of the merger and division of clusters is restricted. Maintenance of clusters is thus performed locally.
A Hierarchical Multicast Routing Using InterCluster Group Mesh Structure

Outline
This paper proposes a new hierarchical multicast routing scheme that uses the inter-cluster group mesh structure for ad hoc networks. The proposed scheme assumes that clusters are constructed in an ad hoc network by autonomous clustering. Unlike the existing multicast routing approach, which uses flooding among nodes, the proposed scheme adopts hierarchical routing, in which each cluster is regarded as a virtual node, and routes are set up among clusters. In the proposed scheme, routes among clusters for a specified multicast group are maintained by not a tree but a mesh (called group mesh, hereinafter) as shown in Fig. 2 . Reconfiguration of routes due to frequent route breaks can be thus avoided by utilizing alternative routes in the mesh.
In the proposed scheme, the clusterhead of each cluster has a routing table for multicast routing, in which a pair of the cluster and the neighboring cluster (called mesh link, hereinafter) is recorded. Between each such pair, a clusterhead delivers data packets to the other clusterhead in the neighboring cluster by unicast through the mesh link. In order to avoid the forwarding loop of data packets among clusters, each of clusterhead and multicast member discards the identical duplicate data packets as it has already received. In each cluster, data packets are delivered between the clusterhead and any node in the cluster through the clusterheadbased tree formed in the cluster. In each cluster, data packets are delivered to all nodes in the cluster from the clusterhead using the clusterhead-based tree formed in the cluster. In each cluster, data packets are delivered to all nodes in the cluster from the clusterhead using the clusterhead-based tree formed in the cluster.
Request message and reply message for each group are used in the proposed scheme. A source node which sends request messages for data is responsible for forming and maintaining the group mesh (such a node is also called core node) and the core node periodically issues request messages to all clusterheads in the ad hoc network. A request message of the proposed scheme operates similarly to a group hello message of MAODV, and the proposed scheme periodically reconstructs the inter-cluster group mesh structure among clusters.
Definition of Cluster States
Each cluster has the following four kinds of states for each multicast group. In order to maintain the group mesh structure, each clusterhead dynamically changes its cluster state whenever group member nodes move among clusters and mesh links among clusters are disconnected.
(1) RC (Root Cluster) RC is the state of the cluster in which there is a core node in MC is the state of the cluster in which there is a group member node in the cluster. NC is the state of the cluster that is not RC, MC or FC. 
Routing
Message Cache
Each node holds a message cache to detect duplicate packets. Whenever a node receives a packet, the node extracts and stores the following from the packet: source node, destination node, sequence number, message type and timestamp.
Join and Leave from Group
Information that a member node has joined and left the multicast group is delivered to the clusterhead using control packets MAP's used for autonomous clustering. MAP is used as the reply message of MEP. Since MEP's are periodically broadcasted by the clusterhead within the cluster, each node in the cluster sends MAP back to the clusterhead whenever it receives MEP. The clusterhead periodically checks whether its own cluster joins the multicast group or not using MEP's and MAP's in the cluster. The mechanisms to join and leave the multicast group for the cluster using MEP's and MAP's describe below.
(1) Join When a node joins the multicast group and becomes a member node, the clusterhead recognizes this fact by receiving MAP and checks the cluster state. If the state is MC, the number of group member nodes is incremented in the multicast route table.
(2) Leave When a member leaves the group or a member node moves out of the cluster, the clusterhead recognizes this fact by receiving MAP and decrements the number of group members. If the number of group member nodes is zero, the clusterhead checks the number of mesh links to which the cluster is connected. If the number of mesh links is more than one, the clusterhead changes the state to FC. Otherwise, the clusterhead changes the state to NC and deletes the mesh link.
Construction of Group Mesh
An example of construction of the group mesh is shown in Fig. 3 . The node that sends the first request message for data packets becomes the core node of the group mesh and initiates construction of the group mesh. The core node sends a request message to the clusterhead through the clusterheadbased tree in the cluster. The clusterhead forwards the request message to all neighboring clusters and changes its state to RC. After the clusterhead receives the request message, it stores it in the message cache and then forwards it to all neighboring clusters. When a clusterhead recognizes the receipt of an identical request message, by checking the message cache, the clusterhead discards it. Repeating these procedures ensures that the request message is delivered to all clusters (see Fig. 3 (a)) and that each clusterhead records the next hop cluster toward the cluster in which the core node exists in the reverse route table.
A clusterhead that receives a request message checks its cluster state. If the state is MC or FC, the clusterhead sends a reply message toward the cluster whose state is RC (see Fig. 3(b) ). The clusterhead that sent the reply message to the neighboring cluster recognizes the pair of the cluster and the neighboring cluster as forming a mesh link. The reply message is delivered to all clusters in the group mesh whose states are FC, MC, or RC. The clusterhead that received the reply message from the neighboring cluster recognizes the pair of the cluster and the neighboring cluster as forming a mesh link. The clusterhead checks its cluster state and if the state is NC, the clusterhead changes the state to FC after forwarding the reply message.
After exchanging request and reply messages as described in the above procedures, routes among clusters whose states are FC, MC, or RC are intermediately set up and the inter-cluster tree is constructed among clusters (see Fig. 3 (c) ). After that, mesh links are newly added by the control packet MEP's used for autonomous clustering. As a result, mesh-like routes among clusters whose states are FC, MC, or RC are set up and construction of the group mesh is completed (see Fig. 3 (d) ).
Maintenance of Group Mesh Structure
In order to reduce the overhead created by route recovery and reconfiguration, MEP's used in autonomous clustering are used to maintain the group mesh structure. Since in autonomous clustering a MEP is periodically broadcasted in each cluster, each cluster can periodically obtain the state of the neighboring clusters by listening to the MEP which is issued from the neighboring cluster and each cluster maintains routing tables for inter-cluster routing and intra-cluster routing using MEP's and MAP's. In addition, since multiple routes from the source node to each multicast member are concurrently created thanks to the inter-cluster group mesh structure, the proposed scheme does not invoke the route recovery.
Maintenance of Mesh Links by MEP
When the clusterhead in a cluster (say cluster X) sends MEP for autonomous clustering, if the cluster state is FC, MC or RC, in other words, cluster X is on the group mesh, the clusterhead adds the cluster state to MEP. A gateway in the neighboring cluster (say cluster Y) receives such MEP and gets information on the state of cluster X. The gateway forwards this information to the clusterhead in cluster Y through the clusterhead-based tree by MAP. The clusterhead in cluster Y checks the state of cluster X and if the state is FC, MC or RC, in other words, cluster X is on the group mesh, the clusterhead in cluster Y checks whether there is a mesh link between clusters X and Y. If there are no such mesh links, the clusterhead in cluster Y adds a mesh link in the multicast routing table.
When the state of a cluster (say cluster X) is changed to NC, in other words, cluster X does not lie on the group mesh, this information is delivered to the clusterhead in the neighboring cluster (say cluster Y) using MEP in cluster X and MAP in cluster Y in a way similar to that described above. The clusterhead in cluster Y checks whether there is a mesh link. If there is such a link between X and Y, the clusterhead deletes the mesh link in the multicast routing table.
Addition and deletion of mesh links using MEP in autonomous clustering are triggered by the following cases. a) Case in which a new cluster emerges:
When a new clusterhead receives MAP which includes a member node, the clusterhead changes its state to MC and sends MEP which includes the changed state. When a new clusterhead receives MAP including the state of neighboring cluster, which is FC, MC or RC, the clusterhead stores the information on the state of the neighboring clusters. The information is used if a new multicast member appears in the cluster or a multicast member enters the cluster from the neighboring cluster; the clusterhead then changes its state to MC and sends MEP which includes the changed state. b) Case in which a clusterhead finds a new neighboring cluster:
When a clusterhead receives MAP indicating a new neighboring cluster with a member node, the clusterhead adds a mesh link to the neighboring cluster. c) Case in which a reply message is lost:
Due to changes in the clusterhead-based tree or congestion, it is possible for a reply message to be lost. If a pair of states of two neighboring clusters between which a reply message is lost is (RC,MC), (RC,FC), (MC,MC), (MC,FC), (FC,FC), a mesh link is set up by exchanging MEP between such clusters.
Detection and Deletion of Disconnected Mesh Link
Each clusterhead periodically sends MEP to all nodes in the cluster and all gateways in the neighboring clusters. As a result, each clusterhead can receive MAP that includes information on neighboring clusters and record it. Each clusterhead checks the difference between the current information on neighboring clusters and the recorded information. If the destination of a mesh link is in the recorded information, but not in the current information, the mesh link is recognized to be disconnected and is deleted. After deletion of the mesh link, if the state of the cluster is FC and there is only one mesh link from the cluster, the mesh link is also deleted and the state of cluster is changed to NC; in other words, the cluster leaves the group mesh.
Simulation Evaluation
Simulation Environments
First of all, we conducted simulation experiments to investigate the effect of the cluster size in the proposed scheme and select the suitable cluster size for the proposed scheme. Next, we performed simulation experiments to compare the effectiveness of the proposed hierarchical multicast routing scheme against that of MAODV. In addition, we evaluated the proposed scheme where inter-cluster trees (shortly, nomesh scheme) were used instead of inter-cluster group mesh to verify the effectiveness of the inter-cluster group mesh. In the no-mesh scheme, the multicast tree among clusters, which are constructed and maintained by autonomous clustering, is constructed by using only Request and Reply messages.
We used QualNet 3.9.5 [5] as the network simulator and set some parameters in the simulation environment based on the parameters which are adopted in [6] . Tables 1  and 2 show the simulation environments and the parameters on the multicast group, respectively. In addition, Tables 3  and 4 show the parameters used for the proposed scheme and MAODV, respectively. In Table 4 , the parameters for MAODV are set based on [1] and [2] .
As shown in Table 1 , we adopted the random waypoint model [6] as the node mobility model and set the pause time at 0. In the simulation experiments, we adopted MCBR as the application working on each node. MCBR is CBR (Constant-Bit-Rate) for multicast application; the destination address is set to a multicast address. 60 seconds from the simulation start, each source node starts to send data packets at 0.25 seconds intervals to the group members in the multicast group. In order to evaluate the proposed scheme in various network sizes, we vary node numbers from 100 to 1000. Node numbers for each field size are as follows. The field sizes are 1500 m × 1500 m, 2800 m × 2800 m, 3500 m × 3500 m, 4300 m × 4300 m, and 5000 m × 5000 m, respectively, for node numbers of 100, 300, 500, 700, and 1000. In addition, the proposed scheme just performs the cluster-based flooding in case that the number of multicast members increases much. Therefore, in order to evaluate the proposed scheme in the environment where both clusters with and without a multicast member exist, the number of multicast group members is 10. All the graphs in this section denote the proposed scheme, the no-mesh scheme, and MAODV as 'proposal,' 'proposal (no mesh),' and 'MAODV,' respectively. First of all, we investigated the impact of the cluster size to the proposed scheme in case that the cluster size varies. The evaluation criteria are the total control packet size, the packet delivery ratio, and the total number of forwarded data packets. Here, forwarded data packets consist of data packets transmitted by source nodes, duplicate data packets transmitted by nodes which make a copy of data packets for multicast communication, and data packets forwarded by nodes which received them. We conducted simulation experiments in case that node number is 500 and the field size is 3500 m × 3500 m. In the simulation experiments, we measured six cases of the cluster size as shown in Table 5 . In each case, lower bound (L) of the cluster size is 2.5 times as much as upper bound (U). This is because in autonomous clustering, the cluster must be stabilized after a cluster is divided into two clusters in case that the number of nodes in the cluster became more than upper bound. The other parameters use parameters as shown in Tables 1, 2 , and 3. In order to measure the results shown in graphs, in each case, the simulation experiment was run ten times and the average value calculated from the ten simulation results. Figure 4 shows the total control packet size in each case when the node speeds are 1, 5, and 10 m/s. At first, we focus on Cases 3, 5, and 6. In these cases, upper bound is 75 and lower bound varies from 10 to 30. As lower bound becomes larger, the total control packet size increases. This is because the number of cluster mergers increases and the number of control packets used for the cluster merger increases along with the increase in lower bound. Therefore, when upper bounds are identical, the number of cluster mergers decreases as lower bound becomes smaller. Next, we focus on Cases 1, 2, and 3. In these cases, lower bound is 10 and upper bound varies from 25 to 75. As upper bound becomes larger, the total control packet size decreases. This is because the number of cluster divisions decreases and the number of control packets used for cluster division decreases along with the increase in upper bound. Figure 5 shows the packet delivery ratio in each case when the node speeds are 1, 5, and 10 m/s. At first, we focus on lower bound. As lower bound becomes larger, the packet delivery ratio decreases due to the cluster reconfiguration mechanism in autonomous clustering. In autonomous clustering, in case that multiple nodes in a cluster concurrently move out to the outside of the current cluster, these nodes try to configure a new cluster by themselves. In case that the number of nodes in the new cluster is less than lower bound, the cluster merges with one of neighboring clusters until the number of nodes in the cluster is more than lower bound. Therefore, it takes more time to configure a new cluster as lower bound becomes larger. In addition, the cluster ID in each cluster often changes if the above situations occur frequently. In such a case, the proposed scheme can not provide stable multicast communication because the clusterhead receives the request when data packets are forwarded to the destination node in the cluster and the neighboring cluster. Therefore, the packet delivery ratio decreases when lower bound is large.
Results for Total Control Packet Size
Results of Packet Delivery Ratio
Next, we focus on upper bound. When upper bound is small, it is expected that the packet delivery ratio becomes worse because the number of nodes in a cluster is often more than upper bound and the cluster division often occurs. However, in the proposed scheme, more clusters are configured and the number of mesh links among clusters increases because the number of clusters increases. Therefore, since identical data packets are forwarded along more multiple routes, the packet delivery ratio increases. On the contrary, when upper bound is large, the number of cluster divisions decreases and each cluster is configured more stable. However, since the number of clusters in the network decreases, the number of mesh links among clusters decreases and the packet delivery ratio becomes worse. As a result, we can say that upper bound does not have an im- pact on the packet delivery ratio. Figure 6 shows the total number of forwarded data packets in each case when the node speeds are 1, 5, and 10 m/s. At first, we focus on Cases 3, 5, and 6. In these cases, upper bound is 75 and lower bound varies from 10 to 30. When node speed is low, the total number of forwarded data packets increases as lower bound becomes lower. The cluster size of each cluster in the network depends on lower bound because nodes do not move even if the time proceeds. Therefore, since the numbers of clusters and mesh links among clusters increase as lower bound becomes smaller, the total number of forwarded data packets increases. On the contrary, when the node speed is high, the number of nodes in each cluster tends to become larger because nodes move frequently as time proceeds. Therefore, since the number of nodes in each cluster depends on upper bound, the number of clusters decreases so that the total number of forwarded data packets decreases and the difference among Cases 1 to 6 is small. Next, we focus on Cases 1, 2, and 3. In these cases, lower bound is 10 and upper bound varies from 25 to 75. The total number of forwarded data packets decreases as upper bound becomes larger regardless of node speed. This is because the number of clusters in the network becomes smaller as upper bound becomes larger. As a result, since the inter-cluster group mesh structure becomes less redundant, the total number of forwarded data packets decreases.
Consequently, in autonomous clustering, we can say that lower bound should be low from the viewpoint of the packet delivery ratio. Therefore, we adopt 10 as lower bound to evaluate the proposed scheme in Simulation Experiments II and III. On the contrary, upper bound does not have an impact on the packet delivery ratio in these simulation experiments. However, upper bound has an impact on the total number of forwarded data packets. In case that upper bound is large, the inter-cluster group mesh structure in the proposed scheme becomes less redundant because the number of clusters in the network decreases. On the other hand, in case that upper bound is small, the inter-cluster group mesh structure in the proposed scheme becomes much more redundant but the total number of forwarded data packets significantly increases because the number of clusters increases. Therefore, we can say that there is the trade-off between the overhead which is required to forward more data packets and the redundancy of the inter-cluster group mesh structure. Consequently, we adopt 50 as upper bound such that the proposed scheme has to keep the redundancy of the inter-cluster group mesh structure in any case because we vary node number from 100 to 1000 to evaluate the proposed scheme through simulation experiments.
Simulation Experiment II
Simulation Plan
We evaluated the proposed scheme in a comparison against MAODV with respect to the total control packet size and the packet delivery ratio. As shown in Table 2 , five multicast groups are constituted in the network and each multicast group consists of one source node and ten member nodes. In order to measure the results shown in graphs and tables, in each case, the simulation experiment was run ten times and the average value calculated from the ten simulation results. Figure 7 shows the total control packet size versus node speed for the node numbers of 100, 500, and 1000. If the node speed is 1 m/s and the node number is low, MAODV offers smaller total control packet size than the proposed schemes. In this case, since the topology does not change frequently, the number of route breaks on the multicast tree constructed by MAODV becomes lower, and thus route repair is rare. However, as node speed increases, total control packet size with MAODV increases. This is because of the increase in route breaks on the multicast tree, and thus many control packets to repair the tree are used.
Results for Total Control Packet Size
The proposed scheme, on the other hand, has almost constant total control packet size regardless of node speed. In the proposed scheme, the clusterhead in each cluster periodically broadcasts MEP's in the cluster and the clustermembers send MAP's back to the clusterhead to maintain the cluster. Most of the control packets in the proposed scheme are used to maintain the cluster, and the number of control packets increases with node number. Therefore, since the proposed scheme incurs some overhead to maintain the cluster regardless of the number of route breaks, the proposed scheme has more overhead than MAODV when node speed is low. Conversely, the total control packet size in the proposed scheme is much less than that in MAODV when the node speed is 10 m/s. The control packets used by the proposed scheme are mainly used for autonomous clustering, not for maintaining the group mesh. As a result, the overhead of the proposed scheme is relatively constant regardless of node speed. Figure 8 shows the total control packet size versus node number for the node speeds of 1, 5, and 10 m/s. As shown in Fig. 8 , as node number increases, the total control packet size in MAODV becomes much larger than that in the proposed scheme. The total control packet size in MAODV increases in proportional to node number. This is because route breaks are common at node numbers of 700 and 1000, and thus a large number of control packets is generated to repair the multicast tree. As node speed increases, route breaks occur more frequently, and thus the overhead of MAODV increases significantly.
On the other hand, the total control packet size in the proposed scheme is almost constant regardless of node speed. The proposed scheme can adapt to topology changes and thus the cluster structure does not often change thanks to the autonomous clustering scheme. Since the multicast group mesh is constructed by regarding one cluster as one virtual node, the route between the virtual nodes (clusters) does not break frequently. This means that control packets for maintaining the group mesh are not frequently generated even when node speed is high. In particular, when node number is 1000 and node speed is 10 m/s, the total control packet size in the proposed scheme becomes one third of that in MAODV. Therefore, we can say that the proposed scheme works efficiently since it mitigates the overhead even when the node speed is high. Figure 9 shows the packet delivery ratio versus node number for node speeds of 1, 5, and 10 m/s. In Fig. 9 , the packet delivery ratio of the proposed scheme does not include the duplicate data packets because clusterheads and multicast members discard the identical duplicate data packet as they have already received. The proposed scheme delivers many more data packets than MAODV regardless of node speed. In particular, when node number is 1000, the proposed scheme delivers five times more data packets than MAODV. It must be expected that MAODV strengthens network congestion since it generates so many control packets to repair the tree breaks caused by the topology change as shown in Fig. 8 . As a result, in MAODV many data packets are lost due to network congestion.
Results for Packet Delivery Ratio
The proposed scheme, on the other hand, provides multiple routes from the source node to each multicast group member via the inter-cluster group mesh. Therefore, even if a data packet which is forwarded from a cluster to cluster A was lost, cluster A can receive the duplicate data packet which is forwarded from the other cluster. As a result, the proposed scheme is more resilient to packet losses that occur when data packets are forwarded among clusters thanks to the inter-cluster group mesh, and achieves high packet delivery ratio. Figure 10 shows the overhead required for delivering one data packet to one multicast member. The overhead is calculated by the following equation: (the total packet size of control packets used for multicasting + the total packet size of data packets forwarded in the network)/the total number of data packets that multicast members receive. In most cases, while MAODV has lower overhead than the proposed scheme, Fig. 9 shows that MAODV receives fewer data packets. Since the proposed scheme redundantly forwards the data packets through multiple routes over the group mesh structure, the overhead to deliver one data packet to multicast members becomes higher. If the node speed is 10 m/s, the overhead of MAODV significantly worsens as node number increases. Figure 11 shows the number of delivered data packets versus hop count when node speed is 5 m/s and node number is 500. In Fig. 11 , the number of delivered data packets of the proposed scheme does not include the duplicate data packets because clusterheads and multicast members discard the duplicate data packet as they have already received. Figure 12 shows the number of multicast members versus cluster hop count when node number is 500 and the node speed is 5 m/s. The case that cluster hop count is 0 means the source node and the multicast member exist in the identical cluster. As shown in Fig. 11 , in case of MAODV, as the number of hop counts between the source node and the multicast members increases, the number of delivered data packets received by multicast members falls significantly. However, the proposed scheme and the no-mesh scheme keep the number of delivered data packets high and constant.
In Fig. 11 , the number of delivered data packets is the highest in the proposed scheme when the number of hop counts is between 12 and 13. This is because it depends on the distribution of multicast members. In the proposed scheme, data packets are forwarded to the clusterhead at the beginning to check the routing table which the clusterhead manages. Therefore, the number of hops of delivered data packets which are forwarded from the source node to the multicast member tends to become longer. As shown in Fig. 12 , many multicast members are distributed in the cluster which is two cluster hops' distance from the cluster of the source node. Therefore, the number of hops between the source node and each multicast member (S -MCM) is calculated by Eq. (1).
where S -RCCH (the number of hops between the source node and the clusterhead in the cluster to which the source node belong) is 1.96, CH-MCM (the number of hops between the clusterhead and the multicast member in the identical cluster) is 2.21, CH-CH (the number of hops between the clusterhead in a cluster and the clusterhead in the neighboring clusters) is 4.34, and Cluster Hop Count is 2 as shown in Fig. 12 . As a result, S -MCM becomes 12.85 by Eq. (1). Consequently, we can say that the number of delivered data packets is the highest in the proposed scheme when the number of hop counts is between 12 and 13. In the proposed scheme, many redundant duplicate data packets are forwarded to be resilient to packet losses because it introduces the inter-cluster group mesh structure. The forwarded data packet size used for the resilience (RES ) is calculated by Eq. (2) .
where DP proposal is the total forwarded data packet size in the proposed scheme, DP nomesh is the total forwarded data packet size in the no-mesh scheme and FDP is the forwarded data packet size for increased number of delivered data packets because of the proposed scheme. Here, FDP is calculated by Eq. (3).
where NDP proposal is the number of delivered data packets in the proposed scheme, NDP nomesh is the number of delivered data packets in the no-mesh scheme and Average Hop is the average number of hops of delivered data packets in the proposed scheme. According to Eq. (3), Eq. (2) is
where DP proposal is 486315599 (Byte), DP nomesh is 330216052 (Byte), NDP proposal is 34267.8, NDP nomesh is 25025.7, Average Hop is 14.9, and Data Packet S ize is 536 (Byte) which includes 24 (Byte) as the data packet header size, when node number is 500 and the node speed is 5 m/s. As a result, the forwarded data packet size used for resilience (RES ) becomes 82288.4 (Kbyte) by Eq. (4). The forwarded data packet size used for resilience accounts for at most about 16.9 % of the total forwarded data packet size in the proposed scheme.
As a result, we can say that the proposed scheme is more dependable and scalable than MAODV, especially when node number becomes large. However, in the proposed scheme, the inter-cluster tree structure among clusters which join the multicast group is constructed. After that, in order to construct the inter-cluster group mesh structure among clusters, clusters which join the inter-cluster multicast tree involve some of neighboring clusters of them to construct the inter-cluster group mesh structure. If node number is much more than 1000 and the number of multicast members does not increase, there is the possibility that the proposed scheme does not work effectively because it is difficult to construct the efficient inter-cluster group mesh structure. It is expected that the performance of the proposed scheme is equal to that of the no-mesh scheme.
Simulation Experiment III
Simulation Plan
We discuss the effect of the inter-cluster group mesh in the proposed scheme in comparison with the no-mesh scheme in the following criteria. The first one is the number of links which are used for the multicast tree or mesh. The second one is the ratio of the number of links which are used for the multicast tree or mesh to the total number of links in the network. We call the ratio as the multicast link ratio. Note that a link denotes the link between two clusters since the proposed scheme regards one cluster as one virtual node. The multicast link ratio can be measured by the ratio of the number of the neighboring nodes to which the clusterhead is forwarding data packets to the number of all neighboring nodes which the clusterhead has in the route table.
In the simulation experiments, the field size is 5000 m × 5000 m and node number is 1000. In order to measure the results shown in graphs and tables, in each case, the simulation experiment was run ten times and the average value calculated from the ten simulation results. Figure 13 shows the number of clusters in the network versus node speed. The numbers of clusters in both schemes are almost the same regardless of the use of the inter-cluster group mesh. It is expected that the connectivity between clusters is high and that the link between clusters becomes more stable since the number of clusters does not change so much regardless of node speed. Figure 14 shows the number of links between clusters versus node speed. As shown in Fig. 14 , the numbers of links between clusters in both schemes are almost the same regardless of the use of the inter-cluster group mesh similar to the number of clusters in the network. These results indicate that both schemes construct identical hierarchical structures. Figure 15 shows the ratio of links that are used for the inter-cluster group mesh between clusters to the number of links between clusters versus the node speed. As shown in Fig. 15 , the proposed scheme uses twice as many links for the inter-cluster group mesh between clusters as the nomesh scheme. As a result, since multiple routes are available to deliver data packets to each multicast group member and duplicate data packets are forwarded along alternative routes, the proposed scheme can transfer more data packets than the no-mesh scheme.
Results for Effect of Inter-Cluster Group Mesh
Consequently, we can say that the inter-cluster group mesh set in the proposed scheme is efficient in delivering many data packets from the source node to multicast group members.
Conclusion
This paper proposed a new hierarchical multicast routing scheme that uses the inter-cluster group mesh structure to more effectively utilize mobile ad hoc networks. Simulations were performed to compare the proposed scheme with MAODV (a typical multicast routing method), and the scheme based on the inter-cluster tree and autonomous clustering. They show that the proposed scheme is more dependable than the other two schemes from the viewpoints of the packet delivery ratio and control packets when the network size is large and node mobility is high. Consequently, we can say that the proposed scheme can provide dependable multicast communication for large mobile ad hoc networks since it is scalable in terms of network size and robust against node mobility. 
