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Abstract
A low-complexity orthogonal multiplierless approximation for the 16-point discrete cosine
transform (DCT) was introduced. The proposed method was designed to possess a very low
computational cost. A fast algorithm based on matrix factorization was proposed requiring only
60 additions. The proposed architecture outperforms classical and state-of-the-art algorithms
when assessed as a tool for image and video compression. Digital VLSI hardware implemen-
tations were also proposed being physically realized in FPGA technology and implemented in
45 nm up to synthesis and place-route levels. Additionally, the proposed method was embed-
ded into a high efficiency video coding (HEVC) reference software for actual proof-of-concept.
Obtained results show negligible video degradation when compared to Chen DCT algorithm in
HEVC.
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1 Introduction
The discrete cosine transform (DCT) [1, 2] is a pivotal tool for digital image processing [3–5].
Indeed, the DCT is an important approximation for the optimal Karhunen-Loe`ve transform (KLT),
being employed in a multitude of compression standards due to its remarkable energy compaction
properties [5–9]. Because of this, the DCT has found at applications in image and video coding
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standards, such as JPEG [10], MPEG-1 [11], MPEG-2 [12], H.261 [13], H.263 [14], and H.264 [15].
Moreover, numerous fast algorithms were proposed for its computation [16–22].
Designing fast algorithms for the DCT is a mature area of research [17, 23–25]; thus it is not
realistic to expect major advances by means of standards techniques. On the other hand, the
development of low-complexity approximations for DCT is an open field of research. In particular,
the 8-point DCT was given several approximations, such as the signed DCT [26], the level 1 DCT
approximation [27], the Bouguezel-Ahmad-Swamy (BAS) series of transforms [4, 5, 7, 28, 29], the
rounded DCT (RDCT) [8], the modified RDCT [30], the multiplier-free DCT approximation for
RF imaging [31], and the improved approximate DCT proposed in [9]. Such approximations reduce
the computational demands of the DCT evaluation, leading to low-power consumption and high-
speed hardware realizations [9]. At the same time, approximate transforms can provide adequate
numerical accuracy for image and video processing.
In response to the growing need for higher compression rates related to real time applica-
tions [32], the high efficiency video coding (HEVC) video compression format [33] was proposed.
Different from its predecessors, the HEVC employs not only 8×8 size blocks, but also 4×4, 16×16,
and 32×32. Several approximations for 16-point DCT based on the integer cosine transform [34]
were proposed in [35], [36] and [37]. These transformations are derived from the exact DCT after
scaling the elements of the DCT matrix and approximating the resulting real-numbered entries
to integers [36]. Therefore, real multiplications can be completely eliminated, at the expense of a
noticeable increase in both the additive complexity and the number of required bit-shifting opera-
tions [2].
A more restricted class of DCT approximations prescribe transformation matrices with entries
defined on the set C = {0,±1/2,±1,±2}. Because the elements of C imply almost null arithmetic
complexity, resulting transformations defined over C have very low-complexity, requiring no mul-
tiplications and a reduced number of bit-shifting operations. In this context, methods providing
16-point low-cost orthogonal transforms include the Walsh–Hadamard transform (WHT) [38, 39],
BAS-2010 [4], BAS-2013 [29], and the approximate transform proposed in [40], here referred to
as BCEM approximation. To the best of our knowledge, these are the only 16-point DCT ap-
proximations defined over C archived in literature. Approximations over C are adequate the HEVC
structure [9] and are capable of minimizing the associated hardware power consumption as required
by current multimedia market [32].
The aim of this paper is to contribute to image and video compression methods related to
JPEG-like schemes and HEVC. Thus, we propose a 16-point approximate DCT, that requires
neither multiplications nor bit-shifting operations. Additionally, a fast algorithm is sought, aiming
to minimize the overall computation complexity. The proposed transform is assessed and compared
with competing 16-point DCT approximations. The realization of the propose DCT approximation
in digital VLSI hardware as well as into a HEVC reference software is sought.
This paper unfolds as follows. In Section 2, we propose a new 16-point DCT approximation and
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detail its fast algorithm. Section 3 presents the performance analysis of the introduced transforma-
tions and compare it to competing tools in terms of the computational complexity coding measures,
and similarity metrics with respect to the exact DCT. In Section 4, a JPEG-like image compression
simulation is described and results are presented. In Section 5, digital hardware architectures for
the proposed algorithm are supplied for both 1-D and 2-D analysis. A practical real-time video
coding scenario is also considered: the proposed method is embedded into an open source HEVC
standard reference software. Conclusions and final remarks are given in the last section.
2 Proposed transform
Several fast algorithm for the DCT allow recursive structures, for which the computation of the
N -point DCT can be split into the computation of N2 -point DCT [1, 2, 17, 41–43]. This is usually
the case for algorithms based on decimation-in-frequency methods [23,41].
In account of the above observation and judiciously considering permutations and signal changes,
we designed a 16-point transformation that splits itself into two instantiations of the low-complexity
matrix associated to the 8-point RDCT [8]. The proposed transformation, denoted as T, is given
by:
T =


1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 −1 −1 −1 −1 −1 −1 −1 −1
1 1 1 0 0 −1 −1 −1 −1 −1 −1 0 0 1 1 1
1 1 0 0 0 0 −1 −1 1 1 0 0 0 0 −1 −1
1 0 0 −1 −1 0 0 1 1 0 0 −1 −1 0 0 1
1 1 −1 −1 −1 −1 1 1 −1 −1 1 1 1 1 −1 −1
1 0 −1 −1 1 1 0 −1 −1 0 1 1 −1 −1 0 1
0 0 −1 1 1 −1 −1 1 −1 1 1 −1 −1 1 0 0
1 −1 −1 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1
1 −1 −1 1 0 0 1 −1 1 −1 0 0 −1 1 1 −1
1 −1 0 1 −1 0 1 −1 −1 1 0 −1 1 0 −1 1
0 0 1 1 −1 −1 0 0 0 0 1 1 −1 −1 0 0
0 −1 1 0 0 1 −1 0 0 −1 1 0 0 1 −1 0
1 −1 1 −1 1 −1 0 0 0 0 1 −1 1 −1 1 −1
0 −1 1 −1 1 −1 1 0 0 1 −1 1 −1 1 −1 0
1 −1 0 0 −1 1 −1 1 −1 1 −1 1 0 0 1 −1


.
Because the entries of T are in {0,±1} ⊂ C, the proposed matrix is a multiplierless operator.
Bit-shifting operations are also unnecessary; only simple additions are required. Additionally, the
above matrix obeys the condition: T ·T⊤ = [diagonal matrix], where superscript ⊤ denotes matrix
transposition. Thus, the necessary conditions for orthogonalizing it according to the methods
described in [44], [8] and [45] are satisfied. Such procedure yields the following orthogonal 16-point
DCT approximation matrix:
Cˆ = S ·T,
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In the context of image and video compression, the diagonal matrix S can be absorbed into
the quantization step [4, 5, 7, 8, 25,45,46]. Therefore, under these conditions, the complexity of the
approximation Cˆ can be equated to the complexity of the low-complexity matrix T [40, 46].
Matrix-based fast algorithm design techniques yield a sparse matrix factorization of T as given
below:
T = P2 ·M4 ·M3 ·M2 ·P1 ·M1,
where
M1 =
[
I8 I¯8
I¯8 −I8
]
, P1 = diag

I9,


0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 1 0
0 0 0 0 1 0 0
0 1 0 0 0 0 0
1 0 0 0 0 0 0



 ,
M2 = diag
([
I4 I¯4
I¯4 −I4
]
,
[
I4 I¯4
I¯4 −I4
])
,
M3 = diag
([
1 0 0 1
0 1 1 0
0 −1 1 0
1 0 0 −1
]
,
[
0 1 1 1
−1 −1 0 1
−1 1 −1 0
1 0 −1 1
]
,
[
1 0 0 1
0 1 1 0
0 −1 1 0
−1 0 0 1
]
,
[
0 1 1 1
1 1 0 −1
1 −1 1 0
1 0 −1 1
])
,
M4 = diag
([
1 1
1 −1
]
, I6,
[
1 1
1 −1
]
, I6
)
(1)
and matrix P2 performs the simple permutation (0)(1 8)(2 4 3 11 10 7 12 2)(5 9 13 14 6 5)(15) in
cyclic notation [47, p. 77]. Matrices In and I¯n denote the identity and counter-identity matrices of
order n, respectively.
3 Computational Complexity and Evaluation
In this section, we aim at (i) assessing the computational complexity of the proposed approximation,
(ii) evaluating it in terms of approximation error, and (iii) measuring its coding performance [2].
For comparison purposes, we selected the following state-of-the-art 16-point DCT approximations:
BAS-2010 [4], BAS-2013 [29] and the BCEMmethod [40]. We also considered the classical WHT [38]
and the exact DCT as computed according to the Chen DCT algorithm [42]. This latter method
is the algorithm employed in the HEVC codec by [48].
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Table 1: Arithmetic complexity assessment
Transform
Operation count
Multiplication Addition Bit-shifting Total
Chen DCT [42] 44 74 0 118
WHT 0 64 0 64
BAS-2010 0 64 8 72
BAS-2013 0 64 0 64
BCEM 0 72 0 72
Proposed 0 60 0 60
3.1 Arithmetic Complexity
The computational cost of a given transformation is traditionally measured by its arithmetic com-
plexity, i.e, the number of required arithmetic operations for its computation [2,41,49]. Considered
operations are multiplications, additions, and bit-shifting operations [41]. Table 1 lists the opera-
tion count for each arithmetical operation for all considered methods. Total operation count is also
provided.
The proposed transform showed 6.25% less total operation count when compared with the WHT
or BAS-2013 approximation. Considering BAS-2010 or the BCEM approximation, the introduced
approximation required 16.67% less operation overall. As a more strict complexity assessment,
even if we take only the additive complexity into account, the proposed transformation can still
outperform all considered methods. It is also noteworthy that the proposed method has the lowest
multiplicative complexity among all considered methods. Moreover, to the best of our knowledge,
the proposed transformation outperforms any meaningful 16-point DCT approximation archived
in literature.
3.2 Similarity Measures
For the approximation error analysis, we considered three tools: the DCT distortion [50], the total
error energy [8], and the mean square error (MSE) [1, 2]. This set of measures determines the
similarity between the exact DCT matrix and a given approximation. These quality metrics are
briefly described as follows.
Let C be the exact N -point DCT matrix and C˜ be a given N -point DCT approximation.
Adopting the notation employed in [37], the DCT distortion of C˜ is given by:
d2(C˜) = 1− 1
N
·
∥∥∥diag (C · C˜⊤)∥∥∥2 ,
where ‖ · ‖ is the Euclidean norm [51]. The DCT distortion captures the difference between the
exact DCT matrix and a candidate approximation by quantifying the orthogonality among the
5
basis vectors of both transforms [37].
Taking the basis vectors of the exact DCT and a given approximation as filter coefficients,
the total error energy [8], measures the spectral proximity between the corresponding transfer
functions [26]. Invoking Parseval theorem [52], the total error energy can be evaluated according
to:
ǫ(C˜) = π ·
∥∥∥C− C˜∥∥∥2
F
,
where ‖ · ‖F is the Frobenius norm [51].
The MSE is a well-established proximity measure [2]. The MSE between C and C˜ is given
by [2, 24]:
MSE(C˜) =
1
N
· tr
(
(C − C˜) ·R · (C− C˜)⊤
)
,
where tr ( · ) is the trace function [53] and R is the covariance matrix of the input signal. Assuming
the first-order stationary Markov process model for the input data, we have that R[i,j] = ρ
|i−j|, for
i, j = 1, 2, . . . , N , and the correlation coefficient ρ is set to 0.95 [2, 24]. This particular model is
suitable for real signals and natural images [2, 24, 45]. The minimization of MSE values indicates
proximity to the exact DCT [2].
3.3 Coding Measures
We adopted two coding measures: the transform coding gain [37] and the transform efficiency [2].
The transform coding gain quantifies the coding or data compression performance of an orthogonal
transform [2,37]. This measure is given by [2, 54]:
Cg(C˜) = 10 · log10


1
N
∑N−1
i=0 sii[∏N−1
i=0
(
sii ·
√∑N−1
j=0 c˜
2
ij
)] 1
N

 ,
where sij and c˜ij are the (i, j)-th entry of C˜ ·R · C˜⊤ and C˜, respectively.
On the other hand, the transform efficiency [2] is an alternative method to compute the com-
pression performance. Denoted by η, the transform efficiency is furnished by:
η(C˜) =
∑N−1
i=0 |sii|∑N−1
i=0
∑N−1
j=0 |sij |
× 100.
Quantity η(C˜) indicates the data decorrelation capability of the transformation. The KLT achieves
optimality with respect to this measure, presenting a transform efficiency of 100 [2].
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Table 2: Performance analysis
Transform
Measures
Approximation Coding
d2 ǫ MSE Cg η
DCT 0 0 0 9.4555 88.4518
WHT 0.8783 92.5631 0.4284 8.1941 70.6465
BAS-2010 0.6666 64.749 0.1866 8.5208 73.6345
BAS-2013 0.5108 54.6207 0.132 8.1941 70.6465
BCEM 0.1519 8.0806 0.0465 7.8401 65.2789
Proposed 0.3405 30.323 0.0639 8.295 70.8315
3.4 Results
Table 2 summarizes the results for the above detailed similarity and coding measures. For each
figure of merit, we emphasize in bold the two best measurements. The proposed transform displays
consistently good performance according to all considered criteria. This fact contrasts with existing
transformations, which tend to excel in terms of similarity measures, but perform limitedly in terms
of coding performance; and vice-versa. Therefore, the proposed transform offers a compromise,
while still achieving state-of-the-art performance.
4 Application to image compression
The proposed approximation was submitted to the image compression simulation methodology
originally introduced in [26] and employed in [4, 5, 7, 8, 29, 40]. In our experiments a set of 45
512×512 8-bit grayscale images obtained from a standard public image bank [55] was considered
to validate the proposed algorithm. We adapted the JPEG-like compression scheme for the 16×16
matrix case, as suggested in [4].
The adopted image compression method is detailed as follows. An input 512×512 image was
divided into 16×16 disjoint blocks Ak, k = 0, 1, . . . , 31. Each block Ak was 2-D transformed
according to Bk = C˜ · Ak · C˜⊤, where Bk is a frequency domain image block and C˜ is a given
approximation matrix. Matrix Bk contains the 256 transform domain coefficients for each block.
Adapting the zigzag sequence [56] for the 16×16 case, we retained only the r initial coefficients and
set the remaining coefficients to zero [4,5,7,8,26,29,40], generating B′k. Subsequently, the inverse
transformation was applied to B′k according to: A
′
k = C˜
⊤ · B′k · C˜. The above procedure was
repeated for each block. The rearrangement of all blocks A′k reconstructs the image, which can be
assessed for quality.
Image degradation was evaluated using two different quality measures: (i) the peak signal-to-
noise ratio (PSNR) and (ii) the structural similarity index (SSIM) [57]—a generalization of the
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Figure 1: PSNR results for all considered transforms under several compression rates
universal image quality index [58]. In contrast to the PSNR, SSIM definition takes advantage of
known characteristics of the human visual system [57]. Following the methodology adopted in [8]
and [40], we calculated average PSNR and SSIM values for all 45 images.
Fig. 1(a) and Fig. 2(a) show average PSNR and SSIM measurements, respectively. Additionally,
we considered absolute percentage error (APE) measurements of PSNR and SSIM with respect to
the exact DCT. Results are displayed in Fig. 1(b) and Fig. 2(b), for PNSR and SSIM, respectively.
APE figures for the WHT are absent because their values were exceedingly high, being located
outside of the plot range.
According to Figs. 1 and 2, the proposed transform outperforms other methods for r ≤ 50,
which correspond to high-compression rates. Therefore, the proposed transform is in consonance
with ITU recommendation for high-compression coding in real time applications [32]. For r > 50,
discussed methods are essentially comparable in terms of image degradation.
As a qualitative comparison, Fig. 3 shows the compressed Lena image at r = 16 (93.75%
compression) obtained from each considered method. The proposed transform offered less pixelation
and block artifacts; demonstrating its adequacy for high-compression rate scenarios.
5 Digital Architecture and Realization
In this section, hardware architectures for the proposed 16-point approximate DCT are detailed.
Both 1-D and 2-D transformations are addressed. Introduced architectures were submitted to
(i) Xilinx field programmable gate array (FPGA) implementations and (ii) CMOS 45 nm application
specific integrated circuit (ASIC) implementation up to the synthesis level. Additionally, in order
to assess the performance of the proposed algorithm in real time video coding, the introduced
approximation was also embedded into an HEVC reference software [59].
8
0 30 60 90 120 150
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
r
av
er
ag
e 
SS
IM
DCT
WHT
BAS−2010
BAS−2013
BCEM
Proposed
(a) Average SSIM
0 30 60 90 120 150
0.
05
0.
10
0.
15
0.
20
r
A
PE
 (S
SI
M
)
BAS−2010
BAS−2013
BCEM
Proposed
(b) Absolute percentage error of SSIM
Figure 2: SSIM results for all considered transforms under several compression rates
(a) DCT (PSNR = 28.55) (b) WHT (PSNR = 21.20) (c) BAS-2010 (PSNR =
25.27)
(d) BAS-2013 (PSNR =
25.79)
(e) BCEM (PSNR = 25.75) (f) Proposed (PSNR =
27.13)
Figure 3: Compressed Lena image using all considered transforms, for r = 16
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Figure 4: Architecture of the proposed 16-point DCT approximation
5.1 Architecture for the 16-point DCT approximation
The 2-D version of the 16-point DCT approximation architecture was realized using two 1-D trans-
forms and a transpose buffer. This is possible because the proposed approximation inherits the
separable kernel property of the exact DCT [60]. The first instantiation of the approximate DCT
block furnishes a row-wise transform computation of the input image, while the second implemen-
tation furnishes a column-wise transformation of the previous intermediate result. A real time
row-parallel transposition buffer circuit is required in between the 1-D transformation blocks. Such
block ensures data ordering for converting the row-transformed data from the first DCT approxi-
mation circuit to a transposed format as required by the second DCT approximation circuit. Both
1-D transformation blocks and the transposition buffer were initially modeled and tested in Matlab
Simulink; then they were combined to furnish the complete 2-D approximate transform. Fig. 4
depicts the architecture for the proposed 1-D approximate DCT. We emphasize in dashed boxes
the blocks M1, M2, M4, and M4, which correspond to the realization of sparse matrices M1, M2,
M3, and M4, respectively, as shown in the equation set (1). Fig. 5 shows the implementation of
the 2-D transform by means of the 1-D transforms.
5.2 FPGA and ASIC realizations and results
The above discussed architecture was physically realized on a FPGA based rapid prototyping sys-
tem for various register sizes and tested using on-chip hardware-in-the-loop co-simulation. The
architecture was designed for digital realization within the MATLAB environment using the Xilinx
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Table 3: Hardware resource consumption and power consumption for the proposed 2-D 16-point
DCT approximation
CLB FF Tcpd (ns) Fmax (MHz) Dp (mW/MHz) Qp (W)
1408 4600 3.7 270.27 6.91 3.481
System Generator. Xilinx Virtex-6 XC6VLX240T-1FFG1156 device was employed to physically
realize the architecture on FPGA with fine-grain pipelining for increased throughput. The real-
ization was verified on FPGA chip using a Xilinx ML605 board at a clock frequency of 50 MHz.
The FPGA realization was tested with 10,000 random 16-point input test vectors using hardware
co-simulation. Test vectors were generated from within the MATLAB environment and routed to
the physical FPGA device using JTAG based hardware co-simulation. Then measured data from
the FPGA was routed back to MATLAB memory space.
Evaluation of hardware complexity and real time performance considered the following metrics:
the number of used configurable logic blocks (CLB), flip-flop (FF) count, critical path delay (Tcpd),
and the maximum operating frequency (Fmax) in MHz. The xflow.results report file was accessed
to obtain the above results. Dynamic (Dp) and static power (Qp) consumptions were estimated
using the Xilinx XPower Analyzer. Results are shown in Table 3.
For the ASIC implementation, the hardware description language code was ported to 45 nm
CMOS technology and subject to synthesis and place-and-route steps using the Cadence Encounter.
The FreePDK, a free open-source ASIC standard cell library at the 45 nm node, was used for this
purpose. The supply voltage of the CMOS realization was fixed at VDD = 1.1 V during estimation
of power consumption and logic delay. The adopted figures of merit for the ASIC synthesis were:
area (A) in mm2, area-time complexity (AT ) in mm2 · ns, area-time-squared complexity (AT 2) in
mm2 ·ns2, dynamic (Dp) power in (mW/MHz) and static (Qp) power consumption in watts, critical
path delay (Tcpd) in ns, and maximum operating frequency (Fmax) in MHz. Results are displayed
in Table 4.
Among the considered competitors, the BAS-2010 [4] showed arithmetic complexity and coding
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Table 4: Hardware resource consumption for CMOS 45nm ASIC place-route implementation of the
proposed 2-D 16-point DCT approximation
Area(mm2) AT AT 2 Tcpd(ns) Fmax(MHz) Dp(mW/MHz) Qp(mW)
0.585 4.896 40.98 8.37 119.47 0.311 216.2
Table 5: Hardware resource consumption of the 1-D approximations using Xilinx Virtex-6
XC6VLX240T-1FFG1156 device
Transform CLB FF Tcpd (ns) Fmax (MHz) Dp (mW/MHz) Qp (W)
BAS-2010 430 1440 1.950 512.82 4.54 3.49
Proposed 421 1372 1.900 526.31 4.22 3.49
performance similar to the proposed transform. For comparison purposes the 1-D versions of the
BAS-2010 approximation and the proposed 16-point approximation were realized on a Xilinx Virtex-
6 XC6VLX240T-1FFG1156 device as well as were ported to 45 nm CMOS technology and subject
to synthesis and place-and-route steps using the Cadence Encounter. The results are shown in
Table 5 and Table 6. Compared to the BAS-2010, the proposed transform is faster when both
the FPGA implementation and CMOS synthesis is considered while having similar performance in
hardware usage and dynamic power consumption. Importantly, the proposed is better in image
quality as evidenced by Fig. 3.
5.3 Real time video compression software implementation
In order to assess real-time video coding performance, the proposed approximation was embedded
into the open source HEVC standard reference software by the Fraunhofer Heinrich Hertz Insti-
tute [59]. The original transform prescribed in the selected HEVC reference software is the scaled
approximation of Chen DCT algorithm [42, 48] and the software can process image block sizes of
4×4, 8×8, 16×16, and 32×32.
Our methodology consists of replacing the 16×16 DCT algorithm of the reference software by
the proposed 16-point approximate algorithm. Algorithms were evaluated for their effect on the
overall performance of the encoding process. For such, we obtained rate-distortion (RD) curves for
Table 6: Hardware resource consumption for CMOS 45nm ASIC place-route implementation of the
1-D approximations
Transform Area(mm2) AT AT 2 Tcpd(ns) Fmax(MHz) Dp(mW/MHz) Qp(mW)
BAS-2010 0.169 0.843 4.21 4.994 200.24 0.093 70.47
Proposed 0.183 0.895 4.38 4.895 204.29 0.095 78.73
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standard video sequences [61]. The quantization point (QP) varied from 0 to 50 to obtain the curves
and the resulting PSNR values with the bit rate values measured in bits per frame were recorded for
the proposed algorithm, the Chen DCT algorithm, and the BAS-2010 [4] algorithm. Fig. 6 depicts
the obtained RD curves for the ‘BasketballPass’ test sequence. Fig. 7 shows particular 416×240
frames for the test video sequence ‘BasketballPass’ with QP ∈ {0, 32, 50}.
The RD curves and selected frames reveal that the difference between the original HEVC and
the implementation with the proposed approximation is negligible. In fact, in Fig. 6 the maximum
PSNR difference is 0.56 dB, which is very low. Fig. 7 shows that both encoded video streams are
almost identical. These results confirm the adequacy of the proposed scheme.
6 Conclusion
This work proposed a new orthogonal 16-point DCT approximation. The introduced transform
offers a very low computational cost, outperforming—to the best of our knowledge—all compet-
ing methods. Moreover, the proposed transform performed well as an image compression tool,
specially at high compression rate scenarios. By means of (i) comprehensive computational sim-
ulations, (ii) hardware implementation (both in FPGA and ASIC), and (iii) software embedding,
we demonstrated the adequacy and efficiency of the proposed method, which is suitable for codec
schemes, like the HEVC. Additionally, the introduced transformation offers an unusual good per-
formance balance among several metrics, as shown in Table 2. This suggests that the applicability
of proposed transform is not limited in scope to the image and video compression context.
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(a) Chen DCT (QP = 0) (b) Proposed DCT (QP = 0)
(c) Chen DCT (QP = 32) (d) Proposed DCT (QP = 32)
(e) Chen DCT (QP = 50) (f) Proposed DCT (QP = 50)
Figure 7: Selected frames from ‘BasketballPass’ test video coded by means of the Chen DCT and
the proposed 16-point DCT approximation for QP = 0 (a–b), QP = 32 (c–d), and QP = 50 (e–f)
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