Abstract Surface waves comprise an important aspect of the interaction of the atmosphere and the ocean, so a dynamically consistent framework for modelling atmosphere-ocean interaction must take account of surface waves, either implicitly or explicitly. In order to calculate the effect of wind forcing on waves and currents, and vice versa, it is necessary to employ a consistent formulation of the energy and momentum balance within the airflow, wave field, and water column. It is very advantageous to apply surface-following coordinate systems, whereby the steep gradients in mean flow properties near the air-water interface in the cross-interface direction may be resolved over distances which are much smaller than the height of the waves themselves. We may account for the waves explicitly by employing a numerical spectral wave model, and applying a suitable theory of wave-mean flow interaction. If the mean flow is small compared with the wave phase speed, perturbation expansions of the hydrodynamic equations in a Lagrangian or generalized Lagrangian mean framework are useful: for stronger flows, such as for wind blowing over waves, the presence of critical levels where the mean flow velocity is equal to the wave phase speed necessitates the application of more general types of surface-following coordinate system. The interaction of the flow of air and water and associated differences in temperature and the concentration of various substances (such as gas species) gives rise to a complex boundary-layer structure at a wide range of vertical scales, from the sub-millimetre scales of gaseous diffusion, to several tens of metres for the turbulent Ekman layer. The balance of momentum, heat, and mass is also affected significantly by breaking waves, which act to increase the effective area of the surface for mass transfer, and increase turbulent diffusive fluxes via the conversion of wave energy to turbulent kinetic energy.
Introduction
Surface waves comprise an important aspect of the interaction of the atmosphere and the ocean.
Any dynamically consistent framework for the modelling of atmosphere-ocean interaction must take them into account, either implicitly, via a dependence of aerodynamic surface roughness on the airsea momentum flux or wind speed (Charnock, 1955) , or explicitly, using, for example, a spectral wave prediction model. In the latter case, the momentum flux from the airflow to the waves may be computed by analytical or numerical models for wave generation, or by related quasilinear theory (Janssen, 1989) . The flux of momentum from the waves to the ocean current may be a result of wave energy dissipation, by breaking or by turbulent stresses within the water column or at the sea bottom.
A third method is by inertial coupling theory (Bye, 1988) , in which the wave field acts to transport momentum vertically, from the critical level in the atmospheric boundary layer, where the dominant wave phase speed is equal to the wind speed, to a level below the wave troughs where the current approximates the wave-induced Stokes drift.
The purpose of this paper is to show how we may describe, in a dynamically self-consistent form, the effects of the surface wave field on the mean flow in the open ocean and on the air-sea flux of momentum, and also of heat and mass. An important part of this description involves the application of surface-following coordinate systems, whereby the steep gradients in mean flow properties near the air-water interface in the cross-interface direction may be resolved over distances which are much smaller than the height of the waves themselves. Mellor (2003) has stated that 'Surface wave equations appropriate to three-dimensional ocean models apparently have not been presented in the literature'. He presented a system of equations for incorporating wave effects on ocean currents and turbulence, employing an O(ε) perturbation expansion, where ε is a small parameter representing the wave slope, and a surface-following coordinate system, where the coordinate displacements are vertical only. To put this work in its proper context, it is desirable to take account of some previous investigations.
In a spectral wave model, such as WAM (Komen et al., 1994) , we compute the distribution of the variance of the surface displacement amongst components of different wavenumber, and so may couple such a model with an ocean current model by means of an interaction theory which is second order in wave slope. Although we may formulate the problem in fixed Cartesian (Eulerian) coordinates, there are advantages to using curvilinear coordinate systems which follow the water surface during the course of a wave cycle. We may resolve vertical variations in the near-surface mean flow and other variables, at small distances from the surface, which can be essential for processes such as such exchange of heat, gas species, and particulate materials through the water surface, and during ice formation. Although it is possible to employ a curvilinear coordinate system in which the coordinate displacements are purely vertical (Mellor, 2003) , it is more satisfactory to allow the coordinate surfaces also to move horizontally. A particularly useful coordinate system is employed in the generalized Lagrangian mean (GLM) formulation of Andrews and McIntyre (1978a,b) , in which the coordinate system is on average stationary, and the fluid mean velocity is equal to the total derivative of the coordinate displacement in a local frame of reference which moves with the mean (GLM) velocity; see Section 2.2. If the mean flow velocity is second order in the wave slope, to this order of approximation GLM theory and a Lagrangian-coordinate perturbation expansion are nearly equivalent. The GLM formulation cannot be used in the vicinity of critical layers, where the mean flow velocity is equal to the wave phase speed, so more general curvilinear coordinates are required for airflow over waves.
Methods

Example of observed near-surface currents
Figures 1-4 show a case where current measurements are made near the sea surface using two different measurement techniques: from a vector-averaging acoustic current meter in a surface-following mooring ( Fig. 1) and from a satellite-tracked drifter designed to follow the movement of the upper 30 cm of the water column (Fig. 2) . Figs. 3-4 show that even though both measurement techniques are supposed to determine the current in the vicinity of the surface, there are nevertheless significant differences between the results obtained from the two methods, which is enhanced in the summer season when the water is in general more stratified . The difference between the results from the two methods is likely to be due to two effects: (i) there is a significant vertical shear in the wind-driven current in the upper two metres of the water column; and (ii) the current measured by a surface drifter, a Lagrangian instrument, includes the contribution of the wind-wave-induced Stokes drift to the current, whereas the current measured by an ideal current meter which is located at a fixed point in space. In reality, neither instrument has the "ideal" properties. Pollard (1973) estimated the systematic bias due to wave motions in current measurements from instruments suspended from surface-following buoys: if the surface waves have wavelength 2π/k, this bias is of the same order as the Stokes drift, but decreases more slowly with depth (as e k y 3 rather than as e 2 k y 3 , where y 3 is the vertical coordinate, see Section 2.2). These effects strongly indicate that if the processes contributing to the atmosphere-ocean flux of momentum, and also the related fluxes of heat and mass, are to be properly represented and predicted by numerical models, it will be necessary to investigate and model the vertical profiles of the relevant variables within O(1 m) from the sea surface, for which a surface following coordinate system such as that of Fig. 5 will be necessary. The use of such coordinate systems is implied in modelling studies of near-surface ocean turbulence (see Craig and Banner, 1994; Burchard, 2002) , and more recent studies (Ardhuin et al., 2003; Mellor, 2003) have specifically taken wave-induced surface motions into account.
[Place Fig. 5 here approximately] In order to model such a coupled wave-mean flow system, it is important to take account of the following factors; the interaction between the Coriolis force, the mean-flow vorticity, and the Stokes drift; the momentum balance in wave generation and dissipation; near-surface and near-bottom oscillatory boundary layers; the effect of mean flow and depth variations on wave propagation and the mean surface elevation; and air-sea heat and mass flux.
Coordinate systems
If we assume that waves on the sea surface are of fixed form, we can transform to a 4 moving reference frame, and the system becomes approximately time-independent: if the waves are maintained at a constant amplitude, their viscous dissipation will lead to momentum being transferred to the mean current in a surface viscous boundary layer of thickness (ν/σ) 1/2 (Longuet-Higgins, 1953) .
Alternatively, we may use the Lagrangian formulation of the hydrodynamic equations, in which the fluid particles have fixed coordinates. In this formulation the fluid accelerations have a simple form, although the continuity equation becomes more complicated. Computation of the mass transport due to surface waves, via a perturbation expansion to second order in wave slope, was performed by Pierson (1962) , Chang (1969) , and Ünlüata and Mei (1970) , and the extension to non-zero values of the Coriolis parameter was performed by Weber (1983) and Jenkins (1986) .
A method which combines Eulerian and Lagrangian approaches is the Generalized Lagrangian Mean (GLM) formulation, in which the mean fluid velocity at a particular coordinate position is equal to the mean drift velocity of the fluid particles (Andrews and McIntyre, 1978a) .
Generalizing further, one may employ general time-dependent curvilinear coordinates. In deriving the hydrodynamic equations in general curvilinear coordinates, it is advantageous to write the equations in rectilinear coordinates in conservation-law form (Anderson et al., 1968) .
The following derivation is based on the treatment by Jenkins (1989a Jenkins ( , 1992 . We employ a notation similar to that of Andrews and McIntyre (1978a) . We write the fixed (Cartesian) coordinates as x = (x 1 , x 2 , x 3 ), and the curvilinear coordinates as y = (y 1 , y 2 , y 3 ). Vector and tensor components are in the original (Cartesian coordinate) directions In Cartesian coordinates, the momentum and continuity equations are
where ρ is density, u is velocity, commas are used to denote partial derivatives, Φ is a force potential, e.g. gravitational, Ω is the rotational angular velocity vector of the coordinate system [Ω =(0, 0, f/2), f being the Coriolis parameter, in a system rotating about the vertical axis], and τ is a tensor which incorporates both pressure p = -(1/3)τll and shear stress.
For the curvilinear coordinate system, we assume that the coordinate transformation 5 x y ≡ (x1(y1, y2, y3, t), x2(y1, y2, y3, t), x3(y1, y2, y3, t) 
is invertible and differentiable sufficiently many times. The Jacobian determinant J = det [∂xk/∂yl] has co-factors Kjl. The momentum and continuity equations become
and
respectively, where Pj = ρ y J u y j is the 'concentration of xj-momentum in y-space',
is the flux of xj-momentum across yl-surfaces, and Sj = -ρ 
in such a way that
u y is then the generalized Lagrangian mean velocity, and may also be written as u L .
In the rest of this paper, the y-superscript may be assumed to apply, except where explicitly 6 stated, and is omitted for convenience in notation.
Specific application and numerical implementation
The present author has applied Eqs. 4-6 to address the effect of surface waves on nearsurface currents (Jenkins, 1986 (Jenkins, , 1987 (Jenkins, , 1989b , and on the airflow above waves, wave generation, and atmosphere-ocean momentum flux (Jenkins, 1992 (Jenkins, , 1993 . For the near-surface current problem, we apply the coordinate system of Lagrangian hydrodynamic formulation (x y ,t = u y ), split the variables into mean and fluctuating parts as in (7) as "quasi-Eulerian" current: that is, the mean drift (Lagrangian) current minus the Stokes drift or specific wave momentum. A similar phenomenon occurs in the GLM formulation (Andrews and McIntyre, 1978a) , where the corresponding quantity is denoted as u L −p , p being the specific wave momentum. Jenkins (1986) performed the computations with νE independent of the spatial coordinates, for a single wave Fourier component in each instance, and a selection of the results is shown in Section 3.1. For νE allowed to vary as a function of y3, Jenkins (1987) computed the vertical profile of the time-dependent current for a range of different wind speeds.
Surface wave fields found in the open ocean consist of a combination of contributions from many Fourier components, most often described as a continuous spectrum distributed over a range of frequencies and directions, each spectral component propagating with its own characteristic group velocity, and interacting weakly with the other components, and with the wind (increasing its amplitude by a small fraction each wave period), and being damped or dissipated slowly by wave breaking, turbulence, bottom friction, or other irreversible process. This was performed by Jenkins (1989b) , employing a single-point version of the WAM wave prediction model (see Komen et al., 1994) . The model results were used to force the numerical model for the vertical profile of the current, in two main ways: (i) part of the wind stress does not go into the (quasi-Eulerian) current, but instead acts to increase the wave momentum, in proportion to the amount of energy transferred to the wave field multiplied by the wavenumber divided by the angular frequency of the wave component; (ii) when the waves dissipate by breaking or other effects, the wave momentum is transferred to the quasi-Eulerian current, distributed over the Stokes depth 1/(2k). Results from these model simulations are discussed in Section 3.1 below.
In the case of airflow above the water surface (Jenkins, 1992) , Eqs. (4-6) were applied using a surface-following orthogonal coordinate system, and the equations were expanded in a perturbation series up to O(ε ) terms. The waves are specified using a numerical discretization of a prescribed continuous wind-wave spectrum. The effect of turbulence in the flow was parameterized by means of an eddy viscosity which had a "wall-layer" dependence on the turbulent shear stress and the vertical coordinate (approximate distance from the water surface).
Both the mean flow and oscillatory component equations were in this case solved numerically, and an iterative procedure using under-relaxation was employed to obtain a convergent, selfconsistent result. The system is assumed to reach a steady state, with a time-independent mean flow and mean turbulent shear stress. In Section 3.2 we show how the waves act to transform a turbulent shear stress in the upper part of the domain partly into a pressure-slope covariance term at the water surface which acts to transfer energy and momentum into the wave field, and also shows how the vertical momentum flux is supported by a rather large number of different
) terms in the curvilinear surface-following coordinate representation. The method employed is intermediate in complexity between that of Janssen (1989) 
which neglects O(ε)
viscous effects and the more complex surface-following numerical simulations of Chalikov and Makin (1991) and Makin et al. (1995) . One disadvantage of writing the hydrodynamic equations in a general or GLM formulation, is that the Jacobian determinant of the coordinate transformation is not constant, which makes the continuity equation more complex than its counterpart in Eulerian coordinates (McIntyre, 1988; Groeneweg and Klopman, 1998) . If this effect is properly taken into account, the set down of the mean sea surface is reproduced, as waves propagate without breaking into shallow water, as well as the wave setup which occurs as they dissipate (see also Jenkins and Ardhuin, 2004 ).
According to Ursell (1950) , it is impossible for a steady mean drift current to be generated by irrotational surface gravity waves in an inviscid, rotating ocean. This result is apparently inconsistent with the necessity of a mean drift current (Stokes drift) for irrotational waves in a non-rotating reference frame (Stokes, 1847) . This paradox was resolved by Hasselmann (1970) , and, in an elegant way by Pollard (1970) . Pollard found an exact solution of the Lagrangian hydrodynamic equations which is a sum of Gerstner (1804) waves, which are rotational but have no mean drift, and depth-dependent inertial oscillations.
This situation is modified slightly if a small viscosity ν (or turbulent eddy viscosity νE) is present, as exemplified in Fig. 6 , which shows the excitation of damped inertial oscillations upon the propagation of a wave train into the area under consideration (Jenkins, 1986) . This result may explain partially why the inertial oscillations shown in Fig. 3 have a greater amplitude when observed by the surface drifter following the movement of the upper 30 cm of the water column, than when observed by the current meter moored at 2 m below the sea surface.
[Place Fig. 6 here approximately]
For a larger value of the eddy viscosity, the dissipation of the surface waves transfers wave momentum into the water column, within the surface viscous boundary layer, and the result is the development of a wave-driven Ekman spiral (Fig. 7) .
[Place Fig. 7 here approximately]
To improve the realism of the situation, we show in Fig. 8 the results of a coupled numerical simulation in one (vertical) dimension of the current in the water column and the surface wave spectrum (Jenkins, 1989b) . A version of the WAM wave model (Komen et al., 1994 ) was used, with modifications of the high-frequency tail of the wave spectrum and its respective source functions for energy input by wind forcing, nonlinear wave-wave interaction, and wave energy dissipation, made in order that the wave energy, momentum, and wave action are all conserved correctly when integrated over the whole spectrum. The system is started at rest, with no waves, at time t=0, and the model is then driven by a constant wind with a speed of 10 m s -1
, the wave field also evolving according to this wind forcing, the wave field also evolving according to this wind forcing. It is seen that there is considerable shear in the Lagrangian mean current within the upper few metres, which is associated with the vertical dependence of the wave-induced Stokes drift.
[Place Fig. 8 here approximately]
Analytical solutions (for the first-order wave-induced motions) are most straightforward if we assume the eddy viscosity to be constant within the boundary layers. The surface boundary layer modifies the boundary conditions for the fluid in the interior. A no-slip bottom boundary condition results in a relatively strong mean flow (Longuet-Higgins, 1958 ).
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The Craik-Leibovich equations (Craik and Leibovich, 1976 ) are straightforward to derive from the GLM equations. The helical roll circulations (Langmuir circulations) which are solutions to these equations, either via an instability mechanism, or as a result of forcing by crossing wave trains (Weber, 1985) , may either be simulated directly by the coupled model equations, or averaged out if a grid scale coarser than the circulation scale is used.
Waves on a vertically-sheared current obey the Orr-Sommerfeld (or Rayleigh) equation. If the shear in the current is weak, the wave phase speed is changed by the weighted integral of the current, where the weighting factor is e 2 k y 3 in deep water, k being the wavenumber and y 3 the (upward) vertical coordinate (Stewart and Joy, 1974) . If the mean flow is strong, of the order of the phase speed of the waves, the behaviour of the wave-induced flow oscillations, i.e., the solutions to the Orr-Sommerfeld/Rayleigh equation, are important for the transfer of energy and momentum between the mean flow (wind or current) and the waves, as discussed in the next section.
Momentum balance, wave generation and dissipation
Momentum balance in wave generation may be determined correctly by considering the surface oscillatory boundary conditions for pressure and shear stress, for example, as described by Lamb (1932) , who shows how wave amplitude may grow either by Jeffreys' (1924) mechanism, i.e., by surface pressure fluctuations which are in phase with the surface slope ( p '  3,1 for waves propagating in the positive x 1 direction). or of shear stress fluctuations in phase with the surface velocity, which is in itself in phase with the vertical surface displacement (so the corresponding contribution to the rate of growth of wave amplitude becomes proportional to  13 '  3 ). These pressure and stress fluctuations were first estimated by Miles (1957) , who carried out his calculations in an Eulerian framework and neglected the effect of viscous or turbulent forces on the O(ε) perturbations of the airflow. In this nonviscous approximation, Miles determined that (for monochromatic waves of finite amplitude)
there is a discontinuity in the wave-induced Reynolds stress or downward momentum flux at the critical level, where the mean flow velocity is equal to the wave phase speed. This effect was subsequently used to calculate the "back-effect" of a wave field with a continuous Fourier spectrum, for which there is thus a continuous range of critical levels, on the mean flow field itself (Janssen, 1989; Jenkins, 1993; Makin and Kudryavtsev, 1999; Kudryavtsev et al., 1999; Kudryavtsev et al., 2001 ).
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In order to improve upon the flow-field calculations above surface waves, it is necessary to take into account the effect of viscosity and/or turbulence on the fluctuating motions, and also to employ a curvilinear coordinate system, as was done by e.g. Brooke Benjamin (1959) Reynolds stress for incompressible fluids in fixed coordinate systems. However, we obtain many more terms than just − u ' j u ' l , and these terms are shown in the example in Fig. 9 .
[Place Fig. 9 here approximately] Wave momentum which is lost through dissipation will reappear as a forcing of the mean current. Wave breaking, although a complex and energetic process, may be nevertheless often regarded as weak in the mean (Hasselmann, 1974) , and we may simulate it empirically as dissipation by other means (e.g. turbulent eddy viscosity). Within the water column, dissipation of waves by turbulence (or by breaking) may be simulated by an eddy viscosity which, however, in practice must be less than that used to diffuse momentum within the mean flow field (Jenkins, 1989b) . If the assumed eddy viscosity varies with the vertical coordinate, there appears a source of mean momentum within the water column as well as within the boundary layers (Jenkins, 1987) . Of course, the physical source of this wave-to-current momentum transfer may be by a different physical mechanism, such as the ejection of water in a jet at the breaking-wave crest (Dommermuth et al., 1988; Bonmarin, 1989; Jenkins, 1994 Jenkins, , 1996 Jenkins, , 2001  see Fig. 11 of the present paper) and its subsequent mixing into the water column (Rapp and Melville, 1990 ). Ardhuin and Jenkins (2006) found that it is possible for energy to be exchanged in either direction between turbulence in the near-surface ocean and swell waves. It is important, however, to note that any mathematical modelling of the phenomena associated with wave dissipation must necessarily have the appropriate conservation-law properties for the overall total momentum.
(Visco)elastic surface layers
The presence of monomolecular elastic or viscoelastic surface films alters the boundary conditions radically, in contrast to the situation where viscosity exists within the water column only, and the surface tension is independent of the wave-induced extension of the water surface.
It results in a substantial increase in the ratee of wave damping substantially (Marangoni, 1872; Dorrestein, 1951; Alpers and Hühnerfuss, 1989) . The same effect is reproduced (see Fig. 10 ) in the case of a surface layer of fluid of finite thickness (Jenkins and Jacobs, 1997; Jenkins and Dysthe, 1997) , and the same mathematical technique may be used to calculate the effect of a layer of sea ice.
[Place Fig. 10 here approximately]
Surface films and sea ice induce a strong near-surface mean flow from the dissipation of wave momentum (Weber and Saetra, 1995) , and may lead to convergence and downwelling at the edge of ice-covered waters (Weber, 1987) .
Heat and mass flux
The flux of heat and mass through the air-sea interface cannot, unlike that of momentum, be mediated by pressure forces. Hence the exchange coefficients for heat and mass (including gas species and particulates) are substantially smaller than the exchange coefficient for momentum, since diffusion and heat conduction are restricted by laminar boundary layers above and below the interface. The characteristic thickness of such boundary layers is (2D t * ) ½ ,
where D is the diffusion coefficient (for heat or mass) and t * is an appropriate timescale, for example, the timescale of the hydrodynamic processes in which the surface layer is renewed. Soloviev and Schlüssel (1994) cite the following mechanisms which are dominant for different ranges of wind speed: convection when the 10-metre wind speed U10 is less than approximately 5 m s -1 (Foster, 1971) ; rollers on breaking wavelets for U10 between approximately 5 and 10 m s -1 , with t* = (const.)ν/u* 2 , (Csanady, 1990) ; and longer breaking waves for U10 greater than approximately 10 m s -1 , with t* = (const.)u*/g (Banner et al., 1989; Csanady, 1990) . A consequence of the behaviour of the diffusive boundary layer thickness is that the ratio of the piston velocities (the coefficient of proportionality of the flux across the interface to the concentration difference) of different gases is approximately equal to the square root of the 13 ratio of their respective diffusivities in seawater, or, equivalently, to the inverse square root of their respective Schmit numbers (the Schmidt number Sc is defined by Sc = ν/D). McGillis and Wanninkhof (2006) point out that the laminar boundary layer thickness associated with gas diffusion is generally much smaller than that associated with heat conduction, the ratio being (Pr/Sc) 1/2 , where the Prandtl number Pr is the ratio of the seawater viscosity to its thermal diffusivity.
The exchange of heat and mass can be enhanced considerably in the presence of breaking wave crests (Fig. 11) , with their associated disruption of the laminar boundary layers (see Jenkins, 1994) and generation of spray and air bubbles (Thorpe, 1984; Woolf and Thorpe, 1991; Farmer et al., 1993; Farmer and Li, 1995; Asher et al., 1996) . In this case the presence of bubbles and droplets increases dramatically the effective area of the sea surface, and the injection of bubbles deep into the water column increases the effective partial gas pressure at which the air-sea gas transfer is made.
[Place Fig. 11 here approximately]
Discussion
Dynamically consistent modelling of air-sea interaction processes requires the explicit or implicit treatment of the effect of surface waves. Although analysis may be complex using surface-following coordinates, they do facilitate a fine resolution of large gradients in the dependent variables in the cross-interface direction. This is particularly important when considering heat and mass fluxes, since large gradients are indeed observed. Models which respect conservation laws may be constructed using perturbation theory to second order in surface slope, although corrections are required to account for more highly nonlinear effects, such as turbulence, wave breaking, and so on.
The various coordinate systems which may be employed each have their own advantages and disadvantages. In the classical Eulerian, rectangular Cartesian coordinate system, the hydrodynamic equations generally have the simplest form: in particular, the Reynolds stress terms describing the flux of momentum due to turbulent or wave-induced fluctuating motions, and the corresponding terms for heat and mass flux, are easily written down. A Lagrangian 14 hydrodynamic formulation has the following advantages: the nonlinear convective derivative terms disappear from the momentum equations, and it is straightforward to have the air-water interface coincide with a single coordinate surface. However, the pressure terms and the continuity equation include complex expressions, involving determinants of the coordinate transformations, and there is a systematic distortion of the coordinate system with time. This distortion problem is removed if we employ the generalized Lagrangian mean (GLM) formulation, in which the coordinate transformation depends on the fluid motions, and in which one may in principle derive exact expressions for such second-order properties as wave (pseudo)momentum, radiation stress, and so on. However, GLM cannot be used for strong mean flows with critical layers, for example, when considering airflow over wind waves and its coupling with the atmosphere-ocean momentum, heat, and mass flux.
For weak mean flows with speeds of the same order as the wave-induced Stokes drift (i.e., of the order of ε 2 << 1 times the wave phase speed), the Lagrangian and GLM formulations
give rise to systems of equations which are nearly equivalent, and which are able to reproduce the following phenomena: the difference between Eulerian and Lagrangian averages of the velocity (current), vertical displacement of the water surface, and other variables. Within this order of approximation we may derive the Craik-Leibovich equations (Craik and Leibovich, 1976) for Langmuir circulations. In a rotating frame of reference, the Lagrangian/GLM formulation provides a more intuitive treatment of the Coriolis force: the fact that it is not necessary to retain O(f/σ) terms in the O(ε) perturbation expansion when working with the hydrodynamic equations in Lagrangian form is related to the Lagrangian mean current being a more natural representation of the average velocity of particles, to which Newton's second law of motion may be applied.
For stronger mean flows which may include critical layers, one may use more general surface-following coordinates, at the expense of adding complexity to expressions for quantities such as the Reynolds stress. Figure 9 shows an example of the contribution to the downward flux of momentum from different second-order terms under conditions of growing wind wave, and indicates that the pressure-slope covariance term dominates at the air-water interface. The same formalism (4-6) used for general, time-dependent coordinate representations can also be applied when considering the effect of making observations from moving measurement platforms, particularly considering how to take into account the effects of time averaging or the finite time response of different types of instrument.
Various types of boundary layer appear in the vicinity of the water surface and the bottom.
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These may comprise turbulent "log layer" boundary layers near the bottom and above the water surface, and oscillatory-flow boundary layers near the bottom and above and below the surface.
In addition, boundary layers of different thickness may co-exist in the profiles of temperature, gas concentration, and so on. The thickness of each boundary layer depends upon the individual process concerned: the Ekman depth (νE/f) 1/2 for the Ekman boundary layer associated with the Coriolis acceleration; the Stokes depth 1/(2k) for the wave-associated Stokes drift; the height of the critical layer for the boundary layer associated with wind-to-wave momentum flux; (νE/σ) 1/2 for the wave boundary layer associated with turbulent eddy viscosity; (ν/σ) 1/2 for the wave boundary layer associated with molecular viscosity; (2Dh t*) ½ for the boundary layer associated with heat conduction, Dh being the diffusion coefficient for heat and t* the characteristic time for boundary-layer renewal, and (2Dm t*) ½ for the boundary layer associated with molecular diffusion, Dm being the molecular diffusion coefficient of the appropriate substance (dissolved gas species, etc.) in water.
The air-sea exchange of momentum, heat, and mass is, as we have seen, influenced in a complex manner by the presence of waves at the air-water interface, and is subject to a multiple boundary-layer structure. In the lowest kilometre or so of the atmosphere we have the atmospheric Ekman layer, with, under conditions of neutral stability, a transition from neargeostrophic flow to a turbulent boundary layer with approximately constant turbulent shear stress (Reynolds stress). The flow and vertical momentum flux within this boundary layer will be influenced by internal gravity waves under conditions of stable stratification, and also by interaction with waves on the air-water interface in the vicinity of critical levels where the mean flow velocity coincides with the wave phase speed (Miles, 1957) . This mean flow -wave interaction may reach considerable altitudes in conditions of light winds and in the presence of long swell waves Smedman, 2003, 2004) . Realistic sea states have a continuous wave spectrum, so that the critical level becomes a critical layer of finite depth, where the mean flow velocity matches the range of phase speeds of the Fourier components of the wave field (Janssen, 1989; Jenkins, 1992 Jenkins, , 1993 . Within this critical layer, there is a transition between the vertical momentum flux being largely supported by the turbulent Reynolds stress, to its being supported to a significant extent by wave-induced velocity fluctuations, and at the water surface by the covariance of pressure fluctuations and surface slope. The use of curvilinear surfacefollowing coordinates shows this transition in the support of the momentum flux from the turbulent shear stress to the pressure-slope covariance, with a number of other terms also being evident in the transition zone, see Fig. 9 .
Immediately below the water surface come the boundary layers controlled by processes of 16 molecular viscosity and diffusion. The effect of the viscous boundary layer, with characteristic depth (ν/σ) 1/2 , may be parameterized in models for the evolution of the mean current by adjusting the interfacial boundary conditions (Jenkins, 1986 (Jenkins, , 1987 (Jenkins, , 1989b , except in the case where the interface has a non-zero elasticity or viscoelasticity, where the mass transport in the boundary layer may be significant (Weber and Saetra, 1995) and the viscous damping of the waves is substantially enhanced by energy dissipation within this boundary layer. In the latter case one may also consider the effect of a thin layer of viscous (viscoelastic) material, for example, oil or ice, floating at the surface, under a similar mathematical formulation (Jenkins and Jacobs, 1997) .
Similar boundary layers to the viscous boundary layer may also be formed for heat conduction and for the diffusion of substances (e.g., gas species). The thickness of such boundary layers may be expressed as (2D t*) ½ , where D is the appropriate diffusion coefficient, for heat (Dh) or mass (Dm), and t* is an appropriate time scale, for example, a renewal timescale due to turbulent hydrodynamics or wave microbreaking (see Soloviev and Schlüssel, 1994) .
Since, in general, Dm << Dh << ν, the boundary layers for the diffusion of mass and heat and momentum (velocity shear) will also have different thicknesses, proportional in general to the square roots of the respective diffusion coefficients, and the transfer coefficients for heat and for different substances (piston velocity) of will be in proportion to the square root of the respective diffusion coefficients as well.
Below the viscous boundary layer, the flow is dominated by oscillatory wave motions and turbulence. The effect of the wave motions on the mean flow consists of the Stokes drift in a boundary layer of thickness 1/(2k), and the indirect effects due to the balance of momentum in processes of wave dissipation. If we may describe the wave dissipation mathematically as due to viscosity (molecular and/or turbulent), we find that the dissipation of wave energy leads to the corresponding momentum being transferred to the water column: from the surface (or viscous boundary layer), and also, in the case of a vertically-varying eddy viscosity, from a source in the interior which is proportional to the vertical eddy-viscosity gradient (Jenkins, 1987) .
Breaking waves also have an effect in this zone. Although wave breaking is a complex and energetic process, its mean effects over time scales large compared with the wave period may often be regarded as gradual, and one may then describe its effect mathematically by empirical means: as a source of turbulent kinetic energy, by eddy viscosity and eddy diffusion coefficients, and so on. It is important to note that although the conversion of wave energy to the energy of other hydrodynamic processes is not perfect, since mechanical energy may be dissipated as heat, the wave momentum will be converted to momentum of other types with 100 per cent efficiency. Although wave momentum may accelerate the airflow, the major part of dissipated wave momentum will act to accelerate the mean current -the part of the current excluding the wave-induced Stokes drift which is included in the wave momentum itself (see Andrews and McIntyre, 1978a,b; Jenkins, 1986 Jenkins, , 1989b .
The effect of wave breaking on air-sea gas transfer, via the generation of spray and particularly air bubbles, is also significant, as the effective surface area for transfer is substantially increased, and the injection of bubbles down into the water column increases the effective air pressure during the transfer process. For gases with poor solubility, such as oxygen and nitrogen, this often leads to gas supersaturation in the near-surface layer (Farmer et al., 1993) .
Vertical mixing in the ocean is mediated by turbulence or other types of eddy motion, and may be quantified in various ways, for example, by means of an eddy viscosity ν E , or by products of characteristic scales of length (l E ), time (t E ), and velocity (u E ):
For example, if we consider the mixing to be driven by wind forcing with wind stress τ w = ρ w u *w 2 , where ρ w is the water density and u *w the friction velocity in the water column, and if l E = κ|y 3 |, where κ ≈ 0.4 is the von Kármán konstant, we obtain a "wall layer" eddy viscosity ν E = κu*w|y3| and a characteristic time scale t E = |y3|u*w ), we then have tE increasing linearly with depth, being over one minute at 1 m depth. Such eddy timescales are substantially greater than typical wave periods (thus precluding any significant damping of waves from turbulent eddies of that scale), but are of a similar magnitude to time scales of Langmuir circulations, a phenomenon which may also be described mathematically by wave-driven mean-flow equations given in surface-following coordinates (Craik and Leibovich, 1976; Leibovich, 1980; Craik, 1985; Weber, 1985; Farmer and Li, 1995) .
Below the layer affected directly by surface waves comes the Ekman layer, where there is a transition towards a flow which is dominated by the balance between Coriolis, inertial, and pressure gradient forces. If we continue to parameterize the effect of turbulence by employing eddy viscosity, the thickness of the Ekman layer will be of the order (νE/f) 1/2 , or of order κu*/f in the case of an eddy viscosity increasing linearly with distance from the surface with a turbulent wall-layer behaviour (Madsen, 1977) . In the open ocean, direct observations of the spiralling 18 behaviour of the current vector in the Ekman layer have been made by Chereskin (1995) . The
Ekman layer is almost invariably deeper than the Stokes layer of depth 1/(2k) where the wave momentum is concentrated (with respect to a surface-following coordinate system), so that effectively the momentum balance in the wave field acts as a modification to the boundary conditions at the top of the Ekman layer. Only if we may regard the eddy viscosity as very small (e.g., under conditions of strong stratification), may we let the Stokes layer penetrate below the Ekman layer, with resultant effects including inertial oscillations which have amplitudes that vary significantly within the upper few metres, i.e., within the Stokes layer (Jenkins, 1986; Jenkins et al., 1986) , thus approximating the non-viscous wave-induced inertial oscillations of Hasselmann (1970) and Pollard (1970) .
In shallow water, where the water depth is not too large with respect to the Stokes depth, there will be a significant boundary layer at the bottom in which the wave-induced oscillatory motions and wave-induced mean current are significant. Longuet-Higgins (1958) pointed out that the total mass flux in the wave-induced mean current within the bottom boundary layer, computed by assuming an eddy viscosity turbulence closure, depended on the rate of wave damping due to bottom friction, but was independent of the precise vertical profile of eddy viscosity within the layer. Much work has been performed on the behaviour of wave-induced bottom boundary currents and the associated sediment transport (e.g., Li and Davies, 1996) , but a detailed presentation of this subject is beyond the scope of this paper.
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