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Introduction
Hand pose estimation and tracking from depth images, i.e. the estimation of joint positions of a human hand, is a first step for various applications: hand gesture recognition, human-computer interfaces (moving cursors and scrolling documents), human-object interaction in virtual reality settings and many more. While the estimation of full-body pose is now available at real-time in commercial products, at least in cooperative environments [24] , the estimation of figure 2 for illustrations of the training procedure). The input image is from the NYU dataset [32] .
hand pose is more complex. In settings where the user is not directly placed in front of the computer, and therefore not close to the camera, the problem is inherently difficult. In this case, typically the hand occupies only a small portion of the image, and fingers and finger parts are only vaguely discernible.
We present a new method for the regression of hand joint positions based on joint training of several learners working on heterogeneous labels. Similar to earlier work [24, 12] , we first construct an intermediate representation based on a segmentation into parts. While more recent work on body and hand pose estimation tends to perform direct regression from depth or color input to joint positions [32, 31, 3, 23] , we argue that the intermediate representation is a powerful tool in the special context of training with multiple heterogeneous training sets. In our setting, pose estimation is performed frame-byframe without any dynamic information. A model is learned from two training sets: (i) a (possibly small) set of real images acquired with a consumer depth sensor. Ground truth joint positions are assumed to be available, for instance obtained by multi-camera motion capture systems. (ii) a second (and possibly very large) set of synthetic training images produced from 3D models by a rendering pipeline, accompanied by dense ground truth in the form of a segmentation into hand parts. This ground truth is easy to come by, as it is usually automatically created by the same rendering pipeline. The main arguments we develop are the following:
• an intermediate representation defined as a segmentation into parts contains rich structural and topological information, since the label space itself is structured. Labels have adjacency, topological and geometric relationships, which can be leveraged and translated into loss for weakly-supervised training; • a regression of joint positions is easier and more robust if the depth input is combined with a rich semantic representation like a segmentation into parts, provided that this semantic segmentation is of high fidelity (see Figure 1 ). We will show that the intermediate representation (the segmentation into parts) is able to improve pose regression performance if it is combined with raw depth input. A key component to obtaining this improvement is getting reliable segmentations for real data. While purely supervised training on synthetic data has proven to work well for full-body pose estimation [24, 12] , hand pose estimation is known to require real data captured from depth sensors for training [29, 27, 32] due to low input resolution and data quality. Manually annotating dense segmentations of large datasets is not an option, and estimating segmentation maps from ground truth joint positions is unreliable in the case of low quality images. We propose a weakly supervised setting in order to tackle this problem, where this intermediate representation is learned from densely labeled synthetic depth images as well as from real depth images associated with ground truth joint positions.
The proposed weakly supervised training method exploits the rich geometrical and topological information of the intermediate representation. During the training process, predicted segmented patches from real images are aligned with a very large dictionary of labelled patches extracted from rendered synthetic data. The novelty here lies in the fact that we do not match input patches but patches taken from the intermediate representation, which include the to-be-inferred label and its local context; The paper is organized as follows. Section 2 discusses related work. Section 3 introduces the model and the weakly supervised learning setting. Section 4 gives details about the deep architectures employed in the experiments. Section 5 explains the experimental setup and provides results. Section 6 concludes.
Related work
Compared to the study of hand-pose, a much larger body of work has focused on full-body pose estimation. We draw influence from this literature and therefore include it in our brief review. Learning -The majority of recent work on pose estima-tion is based on machine learning. Body part segmentation as an intermediate representation for joint estimation from depth images was successfully used in [24] , where random forests were trained to perform pixel-wise classification. This was adapted to hand pose estimation in [12] , where an additional pose clustering step was introduced. In [29] , a random forest is learned, which performs different tasks at different levels: viewpoint clustering in higher levels, part segmentation in middle levels, and joint regression in lower levels. An explicit transfer function is learned between synthetic and real data. In follow-up work [27] , a latent regression forest is learned, which automatically extracts a hierarchical and topological model of a human hand from data. Instead of pixel-wise voting, the forest is descended a single time starting from the center of mass of the hand. The traditional split nodes in RF are accompanied by division nodes, which trigger parallel descents of sub-trees for multiple entities (joints or groups of joints).
Recent work estimates joint positions by regression with deep convolutional neural nets [32, 3, 31, 33, 10] . Typically such models have been trained to produce heat maps encoding the joint positions as spatial Gaussians, though direct regression to an encoding of joints has also been attempted. Post-processing to enforce structural constraints is based on graphical models [10, 31, 3] or inverse kinematics [32] . In [14] a deep learning framework is regularized by a bottleneck layer, enforcing the network to model underlying structure of joint positions. In a recent overview [8] the deep learning model were shown to perform the best among existing approaches, but still far from human performance. Graphical models -In [3] , a graphical model is implemented with deep convolutional nets, which jointly estimate unary terms, given indications of joint types and positions, and binary terms, modelling relationships between joints. In [31] , a deep full-body part detector is jointly learned with a Markov Random Field which models spatial priors. Joint learning is achieved by designing the priors as convolutions and implementing inference as forward propagation approximating a single step in a message passing algorithm. Top down methods -A different group of methods is based on top-down processes which fit 3D models to image data. [20] is based on pixelwise comparison of rendered and observed depth maps. Inverse rendering of a generative model including shading and texture is used for model fitting in [5] . In [16] , ICP is employed for hand pose reconstruction and 3D fingertip localization under spatial and temporal constraints. A hybrid method [21] for real-time hand tracking uses a simple hand model consisting of a number of spheres. In [25] , a person-specific and hybrid generative/discriminative model is built for a system using five RGB cameras plus a ToF camera. Correspondence -Pose estimation has been attempted by solving correspondence problems in other work. In [30] , a correspondence between depth pixels and vertices of an articulated 3D model is learned. In [2] , approximate directed Chamfer distances are used to align observed edge images with a synthetic dataset. Other work -Work on applications other than pose estimation share similarities with our method. Patchwise alignment of segmentations in a transductive learning setting has been performed on 3D meshes [35] , matching real unlabelled shape segments to shapes from a large labelled database. A large number of candidate segments is created and the optimal segmentation is calculated solving an integer problem. Our method can be viewed as a kind of multitask learning, a topic actively pursued by the deep vision community [6, 36] . While these techniques rely on subnetworks that share parameters, our approach does not use weight sharing, instead, it co-ordinates subnetworks via a patchwise restoration process and joint error function.
Our work bears a certain resemblance to the recently proposed N 4 -Fields [7] . This method, which was proposed for different applications, also combines deep networks and a patchwise nearest neighbor (NN) search. However, whereas in [7] , NN-search is performed in a feature space learned by deep networks, our method performs NN-search in a patch space corresponding to semantic segmentation learned by deep networks. This part of our work bears also some similarity to the way label information is integrated in structured prediction forests [15] , although no patch alignment with a dictionary is carried out there.
Joint regression with a rich intermediate representation
In our weakly-supervised setting, the training data are organized into two parts: a set of real depth images and a set of associated ground truth joint positions, and a second set of synthetic depth images with a set of associated ground truth label images. We will denote with D (j) the j th pixel in image D.
The synthetic images have been rendered from different 3D hand models using a rendering pipeline. As in [25] , we also sample different pose parameters and hand shape parameters. Variations in viewpoints and hand poses are obtained taking into account physical and physiological constraints. In contrast to other weakly-supervised or semisupervised settings, for instance [29] , we do not suppose that any ground truth data for the intermediate representation is available for the real training images. Manually labelling segmentations is extremely difficult and time consuming. Labelling a sufficiently large number of images is hardly practical.
We do, however, rely on ground truth for joint positions, which can be obtained in several ways: In [24] , external motion capture using markers is employed. In [32] , training data is acquired in a multi-view setting from three different depth sensors and an articulated model is fitted offline.
Our intermediate representation is a segmentation into 20 parts, illustrated in Fig. 1 . 19 parts correspond to finger parts, 1 part to the palm. The background is considered to be subtracted in a preprocessing step and is not part of the segmentation process. Compared to the initial input depth image, this representation has several important advantages:
• The part label space is characterized by strong topological properties. In contrast to other semantic segmentation problems (for instance, semantic full scene labeling), strong neighborhood relationships can be defined on the label space.
• For a given view and pose, the part label itself carries strong geometrical information: the label alone of a given pixel is a very strong prior on the position of the pixel in 3d. This property will be exploited in our system to motivate patchwise searches in label space.
The intermediate representation thus provides two advantages: (i) it provides important cues for regression to the desired joint positions, and (ii) we can leverage its strong topological and geometrical properties to restore noisy part label images and to generate a loss function for training. The proposed method leverages two different mappings learned on two training sets. The functional decomposition as well as the dataflow during training and testing are outlined in Fig. 2 . A segmentation learner learns a mapping f s (·, θ s ) from raw depth data to segmentation maps, parametrized by a parameter vector θ s . A regression learner learns a mapping f r (·, θ r ) from raw depth data combined with segmentation maps to joint positions, parametrized by a vector θ r . The training procedure uses both synthetic and real data, and proceeds in three steps:
1. First, the segmentation learner f s is pre-trained on synthetic training data in a supervised way using dense ground truth segmentations, resulting in a prediction model f s (·, θ s ). The parameters are learned minimizing classical negative log-likelihood (NLL). This training step is shown as blue data flow in Fig. 2. 2. Then the prediction model for f s is fine-tuned in a subsequent step by weakly supervised training on real data, resulting in a refined prediction model f s (·, θ ′ s ). This step, shown as green data flow in Fig. 2 , is described in more detail in Subsection 3.1.
3. Finally, the regression learner f r is trained on real data.
It is implemented as a mapping f r (·, θ r ) : (D, N ) → z from a full size input depth image D and a full size segmentation map N to a joint location vector z. Parameters θ r are trained classically by minimizing the L 2 norm between output joint positions and ground truth joint positions. This training step is shown as red data flow in Fig. 2. 
Weakly supervised fine-tuning of the segmentation learner
Supervised pre-training of the segmentation learner results in a prediction model f s (·, θ s ), which will be fine-tuned by training on real data. Since no ground truth segmentation maps exist for this data, we generate a loss function for training based on two sources:
• sparse information in the form of ground truth joint positions, and
• a priori information on the local distribution of part labels on human hands through a patch-wise restoration process, which aligns noisy predictions with a large dictionary of synthetic poses.
The weakly supervised training procedure is shown as green data flow in Fig. 2 : Each real depth image is passed through the pre-trained segmentation learner f s , resulting in a segmentation map. This noisy predicted map is restored through a restoration process f nn described further below. The quality of the restored segmentation map is estimated by comparing it to the set of ground truth joint positions for this image. In particular, for each joint, a corresponding part-label is identified, and the barycenter of the corresponding pixels in the segmentation map is calculated. A rough quality measure for a segmentation map can be given as the sum (over joints) of the L 2 distances between barycenters and ground truth joint positions. The quality measure is used to determine whether the restoration process has lead to an improvement in segmentation quality, i.e. whether the barycenters of the restored map are closer to the ground truth joint positions than the barycenters of the original prediction. For images where this is the case, the segmentation learner is updated for each pixel, minimizing NLL using the labels of the restored map as artificial "ground truth". Patchwise restoration -We proceed patchwise and extract patches of size P ×P from a large set of synthetic segmentation images, resulting in a dictionary of patches P ={p (l) }, l∈{1 . . . N }. In our experiments, we used patches of size 27×27 and a dictionary of 36 million patches is extracted from the training set (see Section 5) . As also reported in [25] , the range of poses which can occur in natural motion is extremely large, making full global matching with pose datasets difficult. This motivates our patch-based approach, which aims to match at a patch-local level rather than matching whole images.
A given real input depth image D is aligned with this dictionary in a patchwise process using the intermediate representation. For each pixel j, a patch q j is extracted from the segmentation produced by the learner f s , and the nearest neighbor is found by searching the dictionary P : where d H (q, p) is the Hamming distance between the two patches q and p. The search performed in (1) can be calculated efficiently using KD-trees. In a naïve setting, a restored label for pixel j could be obtained by choosing the label of the center of the retrieved patch n (j) . This however leads to noisy restorations, which suggest the need for spatial context. Instead of chosing the center label of each patch only, we propose to use all of the labels in each patch. For each input pixel, the nearest neighbor results in a local window of size W ×W are integrated. In particular, for a given pixel j, the assigned patches n (k) of all neighbors k are examined and the position of pixel j in each patch is calculated. A label is estimated by voting, resulting in a mapping f nn (.):
where n (k) =ν(q (j) ) is the nearest neighbor result for pixel k, n (j,m) denotes pixel m of patch n (j) , I(ω)=1 if ω holds and 0 else, and the expression j@k denotes the position of of pixel j in the patch centered on neighbor k.
This integration bears some similarity to [7] , where information of nearest neighbor searches is integrated over a local window, albeit through averaging a continuous mapping. It is also similar to the patchwise integration performed in structured prediction forests [15] .
If real-time performance is not required, the patch alignment process in Equation 1 can be regularized with a graphical model including pairwise terms favoring consistent assignments, for instance, a Potts model or a term favoring patch assignments with consistent overlaps. Interestingly, this produces only very small gains in performance, especially given the higher computational complexity. Moreover, the gains vanish if local integration (Equation 2) is added. More information is given in Section 5 and in appendix A.
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Architectures
The structure of the segmentation learner f s is motivated by the idea of performing efficient pixelwise image segmentation preserving original resolution of the input, and is inspired by OverFeat networks which were proposed for object detection and localization [22, 19] . The learner consists of 3 convolutional layers, followed by a fully connected layer. Max pooling, which typically follows convolutional layers, results in downsampling of feature maps, destroying precise spatial information. Instead, we perform pooling over 2 × 2 overlapping regions produced by shifting the feature maps obtained at the previous step by a single pixel along one or another axis. As opposed to patchwise train- ing of pixel classification based on its local neighborhood, such an architecture is more computationally efficient, as it benefits from dense computations at earlier layers.
The regression learner, taking a depth image as a single input and producing 3 coordinates for a given joint, also incorporates the information provided by the segmentation learner in its training. Structurally, it resembles an inception unit [26, 17] where the output of the first convolutional layer after max pooling as passed through several parallel feature extractors capturing information at different levels of localization. The organization of this module is shown in Fig. 3 . The output of the first convolutional layer c1 (followed by pooling p1) is aligned with the segmentation maps produced by the segmentation learner. From each feature map, for a given joint we extract a localized region of interest filtered by the mask of a hand part to which it belongs (or a number of hand parts which are naturally closest to this joint). These masks are calculated by performing morphological opening on the regions having the corresponding class label in the segmentation map. Once the local region is selected, the rest of the feature map area is set to 0. The result, along with the original feature maps is then fed to the next layer, i.e. an inception module. The rest of the training process is organized in such way that the network's capacity is split between global structure of the whole image and the local neighborhood, and a subset of inception 3 × 3 filters is learned specifically from the local area surrounding the point of interest.
Both learners have ReLU activation functions at each layer and employ batch normalization [9] . The regression learner during test time uses the batch normalization parameters estimated on the training data, however in the segmentation network, the batch normalization is performed across all pixels from the same image, for both training and test samples. Finally, the regression learner is trained by gradient descent using the Adam [13] update rule.
Experimental results
We evaluated the proposed method on the NYU Hand Pose Dataset, which was published in [32] and is publicly avail- Table 2 : Restoration (=segmentation) accuracy on 100 manually labelled images of the NYU dataset (=NYU-100). To train the segmentation learner, the synthetic training images were selected from our own dataset consisting of two subsets: (i) 170,974 synthetic training images rendered using the commercial software "Poser", including ground truth; (ii) 500 labelled synthetic images plus ground truth reserved for testing.
In our experiments, we extract hand images of normalized metric size (taking into account depth information) and normalize them to 48×48 pixels. The data is preprocessed by local contrast normalization with a kernel size of 9. For supervised training of the segmentation learner and the regression learner, the full set of 170,974 training images is used. A third of this set is used to extract patches for the patch alignment mapping f nn , giving a dictionary of 36M patches of size 27×27 extracted from 56,991 images. Local integration as given in equation (2) was done of windows of size W ×W = 17×17.
ConvNets were implemented using the Torch7 library [4] . NN-search using KD-trees was performed using the FLANN library [18] .
Segmentation performance -To evaluate the performance of the various segmentation methods, we manually labelled 100 images from the NYU dataset and report accuracy per pixel and per class in Table 2 . These 100 images were solely used for evaluation and never entered any training procedure.
Purely supervised training on the synthetic dataset gives poor performance of 51.03% accuracy per pixel. We emphasize once more that training was performed on synthetic while we test on real images, thus of an unseen distribution. This domain shift is clearly a problem, as accuracy on the synthetic dataset is very high, 90.16%. Using patchwise restoration of the predicted real patches with the large dictionary of synthetic patches gives a performance increase of +3.5 percentage points per pixel and +7 percentage points per class. This corroborates our intuition that the intermediate representation carries important structural information. Integration of patch-labels over a local window with equation (2) is essential, pure NN-search without integration performs poorly.
We also compared the local integration of Equation (2) to potentially more powerful regularization methods by implementing a CRF-like discrete energy function with unary terms based on Hamming distances on patches and pairwise terms defined as (i) a Potts model, or alternatively, (ii) pairwise terms defined as the Hamming distance between overlapping portions of synthetic patches assigned to neighboring pixels. More information is given in appendix A. Interestingly, local patch integration outperformed the combinatorial model by a large margin. Table 3 shows the contribution of weakly supervised training, where sparse annotation (joint positions) are integrated into the training process of the segmentation learner f s . This procedure achieves an improvement of +6.15 percentage points per pixel and +7.82 percentage points per class, an essential step in learning an efficient intermediate representation.
Hand joint position estimation - Table 4 illustrates the effect of incorporating segmentation information on the regression learner performance. In the top part of the table we provide information on our own baselines, in the middle there are results of other deep learning methods reported in the literature. The error is expressed as mean distance in mm (in 2D or 3D) between predicted position of each joint and its ground truth location. In comparison to a single network regressor, the 2D mean error was improved by 15.7%. The second best model, cascade regression, was inspired by the work of [33] , where the initial rough estimation of hand joints positions is then improved by zooming in
We should note here, that the quality of network outputs can be further improved by optimization through inverse kinematics, as it has been done, for example, in [32] . However, the focus of this work is to explore the potential of pure learning approaches with no priors enforcing structure on the output. The bottom part of the table contains non deep learning methods. In a recent work [28] on optimization of hand pose estimation formulated as an inverse kinematics problem, the authors report performance similar to [32] in terms of 2D UV-error (no error in mm provided).
Computational complexity -All models have been trained and tested using GPUs, except the patchwise restoration process which is pure CPU code and not used at test time. Estimating the pose of a single hand takes 31 ms if the segmentation resolution is set to 24×24 pixels (which includes the forward passes of both learners f s (12 ms) and f r (18 ms)) and 58 ms for 48×48 segmentation outputs (40 ms for f s , corresponding to the results reported in the experiments section of the paper). Training of the segmentation network requires up to 24 hours to minimize validation error, while the regression network is trained in 20 min on a single GPU. The results were obtained using a cluster configured with 2 x E5-2620 v2 Hex-core processors, 64 GB RAM and 3 x Nvidia GTX Titan Black cards with 6GB memory per card.
Conclusion
We presented a method for hand pose estimation based on an intermediate representation which is fused with raw depth input data. We showed that the additional structured information of this representation provides important cues for joint regression which leads to lower error. Weakly supervised learning of the mapping from depth to segmentation maps from a mixture of densely labelled synthetic data and from sparsely labelled real data is a key component of the proposed method. Weak supervision is dealt with by patch-wise alignment of real data to synthetic data performed in the space of the intermediate representation, exploiting its strong geometric and topological properties.
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A. Comparison with graphical models
In this section, we give more information on the graphical models we implemented for comparison and which where mentioned in section 5. We implemented a CRF-like discrete energy function (see Table 2 ). The goal of the optimization problem is to regularize the patchwise restoration process described in the main paper. Instead of choosing the nearest neighbor in patch space for each pixel as described in equation (1), a solution is searched which satisfies certain coherence conditions over spatial neighborhoods. To this end, we create a global energy function E(x) defined on a 2D-lattice corresponding to the input image to restore:
where i∼j indices neighbors i and j. Each pixel i is assigned a discrete variable x i taking values between 1 and N =10, where x i = l signifies that for pixel i the l−th nearest neighbor in patch space is chosen. For each pixel i, a nearest neighbor search is performed using KD-trees and a ranked list of N neighbors is kept defining the label space for this pixel. The variable N controls the degree of approximation of the model, where N =∞ allows each pixel to be assigned every possible patch of the synthetic dictionary.
The unary data term u(x) guides the solution towards approximations with low error. It is defined as the Hamming distance between the original patch and the synthetic patch.
We tested two different pairwise terms b(x i , x j ):
Potts-like terms -a Potts model classically favors equality of labels of neighboring sites. In our setting, we favor equality of the center pixels of the two patches assigned to x i and x j .
Patch-overlap distance -the alternative pairwise term is defined as the Hamming distance between the two synthetic patches defined by x i and x j , in particular, the distance restricted to the overlapping area.
Inference was performed through message passing using the open-GM library [1] , and the hyper-parameter α was opti-mized through grid-search. Interestingly, local patch integration with equation (2) outperformed the combinatorial models significantly while at the same time being much faster.
