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1. INTRODUCTION 
One version of a well-known theorem of Paley and Wiener (see [8, p. 131) 
states that an entire functionf has a representation 
f(z) = & j”, @g(t) & 
where g is in L2(- A, A), if and only iff( x is s ) ’ q uare integrable on the real 
line and / f(z)1 < CeAirmzl for some constants C, A > 0. This theorem can 
be proved in terms of the theory of the invariant subspaces of the backward 
shift operator on the Hardy space H2, and when this is done, the pair (eiAz, 
e-iAz) is associated with the theorem in a certain way. Moreover, given any 
pair of functions (b, 4) where b is inner in the upper half plane and 4 is inner 
in the lower half plane (subject to the restriction b(i) > 0 and q(- ;) > 0) 
we can in the same way associate with this pair a “generalized Paley-Wiener 
theorem” (Theorem 4). This theorem is a corollary of our main result 
(Theorem 2) which gives an explicit representation (as L2 spaces) of the 
invariant subspaces of the backward shift operator. 
It should be noted that a result closely related to Theorem 2 has been 
found independently by Ahern and Clark [l]. 
First we need some notation. D is the open unit disk {Z : 1 z 1 < l} in the, 
complex plane &. C is the unit circle {eis : 0 < x < 2~) and De, is the exterior 
of C: D,, = {x : 1 z 1 > l}. By u we mean Lebesgue measure on C (or, 
equivalently, on [0, 21~)) normalized so that u(C) = 1. By Lp (1 < p < co) 
we mean Lp(du) and Hs is the Hardy subspace of L” (see [5]). The Lp norm 
off is denoted ]/f/l, . 
Any f in HP has a natural analytic extension (also called f) to D so that 
f(eie) = lim,,, f (rei2) a.e.. K, is the kernel function for H2, i.e., 
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K,(ei*) = (1 - %eiz)-l, z # ei5, and (f, K,) =f(z) for all f in H2 and z 
in D. By K2 we mean the orthogonal complement of H2 in L2. f is in K2 if 
and only iff has a single-valued analytic extension to De, such that f(z) -+ 0 
as z -+ co, f(Rei”) +f(eir) as R L 1 for almost all x and 
R,l 1: If(Re”“)l” do(x) < 00. sup U-1) 
In this case the supremum (1.1) is exactly jjf# . Equivalently, f is in K2 
if and only if f has a single-valued analytic extension f (z) to Dex having a 
Laurent expansion f(z) = CF==, cj.z-i, where CT=, 1 ci I2 < co and 
f (Rei”) -+ f  (eg*) a.e. as R \ 1. 
The shift operator U on Hz is the operator given by Uf (ei%) = eizf (ein). 
Beurling showed in [2] that the subspaces of H2 which are invariant under U 
are exactly those having the form bH2, where b is an inner function, i.e., 
b E H” and 1 b I = 1 a.e. . If 4 is inner, bH2 = qH2 if and only if b is a constant 
multiple of q. Every inner function has a unique representation, 
b(z) = cl+) S( ) x , w h ere c is a constant of modulus 1, B is a Blaschke product 
and S is a singular inner function, i.e., 
and 
where n is a nonnegative integer, {ai : j > l} is the sequence of nonzero 
zeros of 6 (counting multiplicities) and p is a finite positive singular Bore1 
measure on [O, 2~). p is called the representing measure for S. 
Let Q(b) be the largest open set of complex numbers whose complement 
contains the closed support of p (where we consider p as a measure on C) 
and the set (l/$ : j 3 1). Then the formulas (1.2) and (1.3) provide analytic 
continuations of B and S (and thus a) to all of O(b); Q(a) is the largest open 
set to which b can be analytically continued. We denote Q(b) n Dex by Q&a). 
It is easily seen from (1.2) and (1.3) that b(z) = l/b(l/~) if x E In,,(b). Since 
1 b(eiZ)j = 1 a.e. it follows that lim,hl b(Reiz) = b(e”“) a.e. 
An element f  of H2 is cyclic if it is a cyclic vector of U*, i.e., if (U*nf : n > O} 
spans H2. The smallest subspace 44, spanned by {U*nf : n > 0) is invariant 
for U*, so M,I is invariant for U and thus is either (01 or bH2 for some inner 
function b. Hence f  is noncyclic if and only if f  E (bH2)l for some inner 
function b. 
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2. ANALYTIC EXTENSION OF NONCYCLIC VECTORS 
In this section we show that a noncyclic vector f has a meromorphic 
extension to De, and we relate this extension to the inner function b with 
Mf = (bH2)l. We note that Proposition (2.1) and a result related to Theorem 1 
have been found independently by Douglas, Shapiro and Shields [3]. 
PROPOSITION 2.1. Let b be inner and f E H2. The following are equivalent : 
(i) f is in (bH2)l. 
(ii) &f is in K2. 
(iii) f has a single-valued meromorphic extension (also called ,f) to Q&b) 
such that 
f(z) 
b@) 
is analytic in D,, , 
j&f (Rei”) = f  (eix) a.e., (2.2) 
(2.4) 
Proof. f is in (bH2)1 if and only if sgbj da = 0 for allg in H2 if and only if 
J-g(E;f)do=Of or allg in Hz if and only if 6f E Hz1 = K2. This proves that 
(i) and (ii) are equivalent. 
Assume now that (ii) holds and let g(z) be the analytic extension of 6f to 
D ex . We will show that g(z) b(z) is the required extension off to S;),(b). 
g(z) b(z)/b(z) = g(z) is analytic in Dex; so (2.1) holds. Also 
g(Re”“) b(Rei5) -+g(eiz) b(e”“) =f(eiz) b(ei*) b(ei2) = f  (eiz) a.e. as R L 1, 
so (2.2) holds. In addition g(z) b(z)/b(z) = g(z) is in K2; so (2.3) holds. 
Finally, (2.4) is just the condition that sups>r j,“” / g(Rei”)12 da(x) < 00 
which holds since g E K2. It follows that (iii) is satisfied. 
If, on the other hand, (iii) holds, then (2.1), (2.3), and (2.4) imply that 
&) =fcw( z is in K2. Moreover, by the definition of g and (2.2), > 
g(et5) = lim,\,g(Reiz) =f(eis)/b(eta) = f  (eiB) b(&) a.e.; so 6f = g is in 
K2 and (ii) holds. This completes the proof. 
Suppose that f is in Hz and Mf = (bH2)l, where b is inner. We investigate 
the behavior of b and f at co. b can be written as b(z) = z”q(z) where n 3 0, 
q is inner, and q(0) # 0. Now q(x) = l/q(l/%) when z E Q&b); so 
q(z) -+ l/q(O), as z -+ co. It follows that b(z) behaves like x” as z -+ 03. 
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Now consider f. Proposition (2.1) says that f/b is in K2, so that f (x)/b(z) 
has a Laurent expansion 
fc4 bo = Jl cp-j, x E D,, . 
If k is the smallest positive integer for which ck # 0, it is clear thatf (z)/zn-” 
approaches a finite nonzero limit as x -+ 03. 
LEMMA 2.1. Suppose that Mf = (bH2)1 undf(z)/b(z) = o&l) as z -+ co. 
Then b(0) # 0. 
Proof. Since f @)/b(x) E K2 and zf @)/b(z) -+ 0 as x --+ 03, we can write 
f @)/b(z) = cz2 c+z-i. Now assume that b(0) = 0, so that b(z) = zq(z) 
for some inner q. Then 
so f/q = ijf E K2. From Proposition (2.1) it follows that f E (qH2)‘; so 
M, C (qH2)l. But (qHs)l is properly contained in (bH2)L = M, , a contra- 
diction. The proof is complete. 
PROPOSITION 2.2. Suppose that Mf = (bH2)L and that f(z) z-p has a 
J;nite, nonxero limit us z -+ 00. Then b(z) = xkq(z), where q is inner, q(0) # 0 
and k = max(p + 1, O}. 
Proof. Suppose p + 1 > 0. Now f (z)/b(z) = O(&) as z -+ co, so we 
have zp/b(z) = O(rl) or b(z)-’ = O(.Z-‘P+~)). Let b(z) = zkq(z), where 
q(0) # 0. Then 4(x)-l = O(zk-P-l); since q(z)-l-+ q(0) as z + co, we see 
that k -p - 1 20 or k >p + 1. On the other hand, if k >p + 1, 
f (z)/b(z) = 0(2-l), so b(0) # 0 by Lemma (2.1). This is a contradiction since 
k>p+l >O.Hencek=p+l. 
Now if p + 1 < 0, p < - 1, and f (2)/b(z) = o(z-I) regardless of what k 
is. Hence b(0) # 0 by Lemma (2.1); thus k = 0. This completes the proof. 
If f in Ha is noncyclic, we say that f is analytic at .a in D, if the analytic 
extension off given in Proposition (2.1) is analytic at a. If j z ) = 1, ‘f is 
analytic at z” means that the analytic extension off to D,, is, in fact, an 
analytic continuation off across an open arc of C containing z. 
THEOREM 1. If Mf = (bH2)‘, then the set of points where f is analytic is 
exactly Q(b). Singularities off and b at w in D, must be poles of the same order. 
Proof. It is well known (and indeed follows easily from Proposition (2.1)) 
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that f is analytic on Q(b) [4, p. 761. Suppose b has a pole of order n at w in 
D ex. It follows from the fact that f(z)/@) is analytic at w and that any 
singularity off at w must be a pole of order < n. 
On the other hand, if the order of the pole off at w is m < 71, it follows 
that f (x)/p(z) is analytic at w, where 
q(z) = b(z) (z)-’ and w=:. d 
4 is inner and divides b. It is clear that conditions (2.1)-(2.4) hold with Q 
replacing b; so by Proposition (2.1), f is in (@)‘- which is strictly smaller 
thatn (UYF)~ = A!Zf . This is a contradiction, since A& is the smallest invariant 
subspace of U* c0ntaining.f. 
It remains only to show that if 1 w 1 = 1 and f is analytic at w, so is 6. Let U 
be an open disk centered at w so that f is analytic on U. Let r, and r, be 
open subarcs of r = U n C such that fi C pa and pa C r. Choose E > 0 
so that if 
V, = {Rei5 : eiZ E r, and 1 < R < 1 + E}, 
then pa C U. Let 
<R<l +-$I. 
Let S be the singular part of b and B be the Blaschke product of B. If p is 
the representing measure for S, write TV = tar + pa , where t~i is supported 
on C - r, and pa is supported on f, . Then let Si be the singular inner 
function with representing measure pi (i = 1,2), so S = SrS, . 
Let (aj} be the sequence of zeros of B. Let B, be the Blaschke product 
whose zeros are those oli’s with l/Ej E De, - V, plus any zeros that B has at 
the origin; let B, be the Blaschke product with those zeros aj for which 
I& E V, . Clearly, B = B,B, . If we set bi = BiSi , then b = Kb,b, where K 
is a constant of modulus 1. b, is analytic on Vi and r, , and b, is analytic on 
De, - rr and C - r, . We will show that f E (b,N2)1. 
Now f @)/b,(z) = Zr,(z)f(~)/b(z) is clearly analytic in De, - p1 . But 
f-2 ;” l/6,( 1 z are analytic in U n Dex; so also is,f(z)/b,(z). But U n De, 
ex - V, cover Dex; so f(z)/4(z) is analytic in Dex . In addition, 
b2(0) 0; sof(U44 = ~2(4f(41&) = ( 1 b2( 1 /g>) ( f (WG)) approaches 
(l/b2(0))O=Oasz+c0. 
We have shown that (2.1) and (2.3) hold with b, replacing 6. (2.2) holds 
automatically; so it remains to show that (2.4) holds. Let 
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By construction, 6, has no poles outside of vr and b,(z) is bounded as z ---+ co 
(b,(O) # 0) so 1 b,(z)l is bounded in 1 z 1 > 1 + E, say by M > 0. Thus 
SUP I‘ I 
2n gg I2 do(x) 
R>l+a 0 
= sup 
s I 
2n w 1’ ( 6,(ReiE)j2 &J(X) d dM2. 
R>l-k o 
It is enough to show that 
Now 
2n fU++“> s I o b,(Re”“) I 2 du(x) 
(2*5) 
= 
But1<)4(Rei5)jifR>1,soif1<R<1+e,wehave 
J’ 1 
f(Reix) 2 
~ 1 do(x) < j 
I-* h(ReiZ) 
lf(Rei5)12du(x) < ~2, i-2 (2.6) 
where K is a bound for 1 f(z)1 on r2 . Also, if 1 < R < 1 + 6, 
= s I C-rz $$$- I2 1 6,(Rei@)j2 do(x) 
< d sup{1 b2(Rei5)12 : 1 < R < 1 + l and 8” E C - F,>. 
Since b, is analytic in (5 - vi , the above sup is finite, say, equal to N > 0. 
Combining this fact with (2.5) and (2.6), we see that 
2n f(ReiZ) 2 I I ob,o do(x) < K2 + dN, 
whenever 1 < R < 1 + E, so that (2.4) holds for f and 4 . It follows from 
Proposition (2.1) that f is in (ZrrH2)-‘-. However, (b,H2)1 C (bH2)‘- = M, , 
and since Mf is the smallest invariant subspace for U* containing f ,  we have 
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b,Hs = UP; so b = cb, for some constant c. Therefore, b is analytically 
continuable across r, (since b, is) and hence is analytic at w. This completes 
the proof. 
3. A REPRESENTATION FOR (bHa)l 
In this section, we represent (bH2)1 as an L2 space and obtain an integral 
representation for functions in (bH2)l. For the rest of this section b will 
denote an inner function with b(0) > 0. First, we need a few lemmas. L, will 
denote the operator “muhiplication by g” on L2. 
LEMMA 3.1. Suppose that {qn}~zl and q are inner functions in H2 and 
qn -+ q in L2 as n + 00. If P, and P are the projections of H2 onto (qnH2)‘- 
and (qH2)‘-, respectively, then P, ---f P strongly. 
Proof. Let P+ denote the projection of L2 onto H2. Since 1 q 1 - 1 a.e., 
L, 1 H2 is an isometry whose adjoint is P+L, 1 H2. Moreover, qH2 is the range 
of L, 1 H2 so the projection onto qH2 has the form L,P+L, 1 H2, i.e., 
I - P = L,P+L, 1 H2. Similarly, I - P, = LpnP+Lgn 1 H2. Now 
s lqn-q12du+0 .I 
as n -+ 00 for any measurable subset J of C. It follows from the Riemann- 
Lebesgue theorem [7, p. 1511 that 
as n --+ co for any f in L2. Hence Lgn + L, strongly, so that I - P, + I - P 
strongly. This completes the proof. 
LEMMA 3.2. Let {qn} be a possibly finite sequence of inner functions and 
suppose that q = I$,, qj exists. If 
KI = (q1H2)' and for n >, 2, 
then 
(qH”)* = i Kj . 
i>l 
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Proof. Let f be in Hz. We can write f = g + qlh, where g is in (q1H2)l 
and h is in H2. Now ify is in Hz, 
Hence (yq1q2 , f) = 0 for all y in Ha if and only if h is in (q2H2)L. We con- 
clude that (q1q2H2)l = (q1H2)L @ q1(q2H2)‘-. By an easy induction, this can 
be extended to ([n,“=, qj) H2]‘- = Cy=y Ki . 
If {pi> is a finite sequence, the proof is complete; so assume not. Now 
since nF=r qi divides q. So letting n + CO, we have 
-f” K3 C (qH2)‘-. 
j=i 
(3.1) 
Now let P, be the projection of H2 onto [(n,“=, qj) H2]l and f E (qHa)l. 
Since n,“=, qj converges to q in L2, we see from Lemma (3.1) that P, f + f 
as n -F co. Moreover, P,, f E xy=: K, C ~~=~ K, . So f is in CT=: Kj and the 
containment (3.1) is not proper. 
LEMMA 3.3. Suppose that HI and H, are Hilbert spaces and U : HI --f H, 
is an isometry. Suppose that E is a projection in H, and U*EU is a projection 
in HI . Then UH, is invariant under E. 
Proof. Suppose the conclusion is false; then there exists a nonzero f in HI 
with EUf 6 UH, . Th is implies that 11 U*EUf 11 < 11 EUf (1. Now since 
U*EU and E are (orthogonal) projections, 
Ilf II2 = II U*JWf II2 + IV - U*EU)f II2 
= II U*EUf II2 + II U*V - E) Uf II2 < II EUf II2 + IIV - E) Ufl12 
= II Uf II2 
= Ilf II29 
a contradiction. This completes the proof. 
Now suppose that Q is the Blaschke product for the inner function b. 
Since b(0) > 0, 
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where {a?) is the sequence of zeros of b counting multiplicities. Let 
x = (tj :j 3 I} b e a set of negative numbers of the same cardinality as (ai}, 
arranged so that t, < t, < t, < *** . We define a measure ho on X by 
ho((tj)) = I ai Y (1 - i aj Iz), j = I, 2,... . 
A, is a finite measure since &I (1 - j orj 1”) < co. Let ,8 be the function 
on X given by fl(ti) = I/$ . If t is in X, let 
where t = t,, . For any z in G(Q), we define a function h&x, *) on X by 
h&z, t) = Q&x) (1 - ,8(t) 2)-l. F or each Z, ko(z, *) is bounded and hence in 
L2(dh,). 
It is well known that (1 - Q(z) Q) K, is the projection of the kernel func- 
tion K, onto (QH2)1, so that g(z) = (g, (1 - G) Q) K,) for all z in D and 
g in (QHa)‘-. It is known [3] that the above identity extends to all z in In(Q). 
In addition, {( 1 - QT) Q) K 2: : z ED} spans (QW2)l. If t E X, let Mo,l 
denote the operator onP(dh,) of multiplication by the characteristic function 
of{xEX:X~tt‘)andletP,,, denote the projection of (QZP)‘- onto (Q,H2)l 
If 0 < ( w ( < 1, B, is the function B,(a) = @/I w  ( (w - x)/(1 - CZ)-~. Let 
W, : (QH2)l -~Y(dho) be defined by Wo[(l - QT) Q) K,] = ho(z, *) and 
extended to all of (&Hz)‘- by linearity and continuity. 
PROPOSITION 3.1. (i) W. is unitary. 
(ii) 
for al/g in Le(dAo> and .Z in G(Q). (iii) P,,, = Wo*Mo,tWQ . 
Proof. If n > 1 let X, = (tl , t, ,..., tS}. It is easy to compute that 
h&x, tj) = ( crj 1 Qt,_lO Km for all z in J?(Q). Thus 
s ho(w, t> hc&, t) dh,(t) X, 
= gl h&s tj) h,(z, tj> I aj I-’ (1 - I cli I”) (3.2) 
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z, w E 9(Q) (here we take QtO = 1). Now by Lemma (3.2), 
Moreover, it is well known that (B,IHa)* is spanned by Kei ; so if f is in 
(QH2Y, 
where the sum converges in L2 and 
Ilf 1122 = c I ci I2 II Km, IE 
j>l 
Clearly, 
= j& I cj I2 (1 - I 9 12F1* 
, 
%f = c&or, + f cjQt,-lK,, . 
i=2 
Therefore, 
= ,gl 41 - I oli I”> Q&9 K&4 <Qt,-&, 9 Qt,-&,) (3.4) 
= gl c~QtjJ4 K&4 = (Pt,f) (4. 
Now by the decomposition (3.3), 
gl 0 - 1 aj l")QD K,,(~)Q,,-,K,, (3.5) 
lies in (Qt,H2)'; so it follows from (3.4) that this function, which we call 
K n.w, has the property that g(w) = <g, K,,,) for all g in (QtnH2)l. In other 
words, K,,, is the prqjection of K, onto (QtnH2)l and, therefore, 
-- 
KwC4 = (1 - Qt,@u) Qt,@>) (1 - fW--‘. 
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Now by comparing the form (3.5) for K,,, with (3.2) we see that 
(1 - Q&J> &t,(4) (1 - fw-” = w,,w > %.z> = K.w(4 
=.i hQ(W, t> hQ(.% q do,, xn 
for all z in G(Q). Letting n -+ CO, we have 
(1 - Q(w) Q(4) (1 - @4-l = ;&(l - Qt,W Q&N (1 - W-l 
= lim n-m s x, hQ(W, .I hQ(% .I dhQ 
= 
I 
539 
(3.6) 
(3.7) 
Thus for any finite sets {u~}~~, 
{z~}~~~ C D, we have 
and (z~}:=~ of complex numbers with 
= $, %%c( wQ(l - Qh) Q) Kzj > wQ(l - Q&J Q> Kz,) 
Since finite linear combinations of ((1 - Q(x) Q) K, : z E D} are dense in 
(QH2)1, the map WQ has a unique isometric extension (which we also call 
WQ) t0 all Of (QH2)L. 
Moreover, since 
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it follows from (3.6) that Po t = W,*M,# t, W, for each n, which proves (iii). 
It now follows from Lemma” (3.3) that the range of W, is invariant under 
M o,t for each t in X, hence the range of W, is invariant under 
M 0. t, - MQ. t,el for each 71. This last operator is simply the projection onto 
the one-dimensional subspace 2, consisting of those functions which vanish 
off at the singleton (tn}. If z is chosen so that Q(z) # 0, the definition of 
AQ(z, .) shows that /~,(a, t,) # 0, so that (Mo,t, - MQptn-,) ~Q(.z, .) is non- 
zero and, therefore, spans Z, . We have shown that 2’ is contained in the 
range of W, for each n. The Zn’s collectively span L’(diiQ); so W, is onto 
and (i) follows. 
It remains only to prove (ii). If g is in L2(dhQ), we have 
( wQ*d (2) = ( wQ*& (1 - Q(z) Q> Kz> 
= <&‘, wQ(l - Q(z) Q) &> 
= 
s hQ(z, ‘) g dhQ , z E Q(Q)- x 
This completes the proof. 
Suppose that 
is the singular inner factor of 6; hence TV is a positive finite singular 
Bore1 measure on [0,27r). Let 11 p 11 denote p([O, 2~)) and suppose that 
a: PA II P III + [OS 2?z is any measurable function such that m(&(E)) = p(E) 1 
for every Bore1 subset of [0,2rr), where m is a Lebesgue measure on [0, (/ p 111. 
We will assume u to be fixed for the remainder of this section. Let 
/3(x) = e’ la@). Then, by a change of variable we have 
For any t in [0, 11 p 111, let 
St is an inner function for each t and S, divides S, if x < y. Clearly S,,,,, = S. 
We define an analog of ho(z, t) as follows: For each z in Q(S) and each t 
in P, II P III, let 
&(z, t) = St(z) (1 - /9(t) q-1. 
Let AS denote twice Lebesgue measure on [0, 11 p [I]. For each z, h,(z, *) is 
essentially bounded on [0, 11 p II] and hence is in L2(&). 
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LEMMA 3.4. Let z, w E Q(S) and 0 d x < y 6 jl p [/ . Then, 
s* [r *l h,(W> .) k-(.% -) db = (S&J) xc(J4 - S,(w) S,(4) (1 - aq-‘. 
Proof. An easy computation shows that 
It follows that 
s - [e.Y, ks(w, *Ihs(z, -1 db=s 1; (St(w) S,(z) (m - 1)-l dt 
= (k!(w) s&d - S,(w) S,(4) (1 - fw-“, 
which completes the proof. 
Let M,,, denote the operator on L2(dAJ of multiplication by the charac- 
teristic function of [0, t] and let P,,, be the projection of (SH2)‘- onto (S,H2)l. 
IV, : (SH2)‘- -+ L2(dh,) is the operator defined on ((1 - S(z) S) K, : z E D} 
by I%‘,(1 - S(z) S) K, = h,(z, .) and extended to all of (SHa)l by linearity 
and continuity. 
PROPOSITION 3.2. (i) W, is unitary. 
(ii) ( Ws*g) (4 = j h&, t) g(t) G(t) 
for all g in L2(dh,) and z in Q(S). (iii) Ps,, = Ws*Ms,,Ws . 
Proof. Using Lemma (3.4) with x = 0 and y = /I p /I , we see that 
s 
h,(w, a) h&z, -) dh, = (1 - S(w) S(z)) (1 - aa)-’ 
=((l -s(w)S)K,,(l -S(z)S)K,). 
By repeating an argument in the proof of Proposition (3.1), we find that W, 
is an isometry. 
By Lemma (3.4), we have 
<Ps,t(l - SW S) Ku, 9 (1 - SC4 S> K,) 
= (1 - S,(w) S&)) (1 - @a) 
= j,, tl hdw, .> h.&, .I db 
= <M,,,h,(w> a>, h.&, .)> 
= Ws*~s,,Ws(1 - S(w) S) Ko > (1 - S(z) S) Kz) 
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.for all t in [0, 11 TV 111 and z, w in D. It follows that P,,, = Ws*Ms,,Ws , 
which proves (iii). 
By Lemma (3.3) the range of W, is invariant under M,,, for all t. Now 
h,(O, t) = t+ is in the range of W, so the function Ms,jzs(O, .) - Ms,,h,(O, .) 
lies in the range of W, for every 0 6 x < y < )( TV I( . This function is exactly 
X(,,,](t) e-t, where X(z,y~ is the characteristic function of (x, y]. Now if g is 
orthogonal to the range of W, , 
s - &d(t) @g(t) & =0 
for every (x, y] C [0, 11 p /I]. This clearly implies that g = 0 a.e. Thus W, is 
onto and (i) is proved. 
Finally (ii) follows exactly as in Proposition (3.1). This completes the proof. 
We now combine Proposition (3.1) and (3.2) to obtain an analogous 
result for b = QS. Let Y = X u [0, 11 TV II] and let h be the measure on Y 
gotten by combining ho on X and As on [0, 1) p I/]. If x is in O(b), let b,(z) 
denote Q&r) if t is in X and Q(z) St(z) if t is in [0, 11 p II]. Recall that /3(t) 
has been defined for t in X and for 0 < t < (1 p I/; so we can consider /3 as 
a function with domain Y. Let h, be the function given by 
h,(t) = b,(z) (1 - B(r) q-‘. 
It is clear that h,(t) = ho(x, t) + QT) h,(z, t), where we think of h&z, t) 
as 0 if t E [0, 11 ,LL II] and h,(z, t) as 0 if t E X. Met M, (t E Y) denote the 
operator on L2(dh) of multiplication by the characteristic function of 
{y E Y : y < t}. Pt is the projection of (bH2)1 onto (btH2)l. We define 
W : (bH2)l *La(&) by setting W(l - b(z) b) K, = h, and extending W to 
all of (bH2)‘- by linearity and continuity. 
THEOREM 2. (i) W is unitary. (ii) (W*g) (z) = Jy h,g dA for all g in 
L2(dh) and all z in Q(b). (iii) P, = W*MtW. 
Proof. Let T : (SH2)1 + Q(SH2)l be the operator “multiplication by Q”. 
Since ( Q ( = 1 a.e., T is unitary. I claim that W = W. @ W,T*, where the 
operator on the right acts on the space (QH2)-‘- @ Q(S’Hs)* = (QSHa)I in 
the obvious way. It is enough to show that these operators agree on the total 
set ((1 - b(z) b) K, : z E D}. Now b = QS; so 
(1 -@bK=U -QMQ>K+Q(z)Q(l -&VW&. 
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This is exactly the decomposition of (1 - b(x) b) K, relative to 
(QHy- @Q(LsIP)~. so, 
(W, 0 W,T*) (1 - b(z) a) K, 
= Wo(l - Q(z) Q> Kz + ii%) WA1 - S(z) S) Kz 
= h,(z, a) + Q(z) h&v a) 
= hz 
= W(1 -bRb)K,, as desired. 
NOW W, , T* and W, are all unitary so that W, @ W,T* = W is unitary. 
This proves (i). 
W* = W,* @ TW,* acts on L2(dAo) @Ls(dh,) = Ls(dA) in the obvious 
way. Suppose that t is in X. It is obvious that W*M,W = Wo*Mo,tWQ @ 0. 
This last operator is, by Proposition (3.1), equal to Po,t @ 0 = P, . On the 
other hand, suppose that t is in [0, 11 p 111. It is easy to see that 
P, = I @ TPs,tT*. 
This follows immediately from the decompositions 
(bH2)L = (QIP)‘- @ T(SH2)1 and (~,IzP)~ = (QZH2)l @ T(S,H2)L. 
Moreover, Ps,, = Ws*Mss,Ws by Proposition (3.2); so 
P, = W,*W, @ TW,*M,~,W,T* 
= (W,” @ TW,“) (I 0 MS,,) (W, @ W,T*) = W*M,W. 
This proves (iii). 
It remains only to prove (ii). Let g be in L2(dA) and write g = g, + g, , 
where g, is in L2(dho) and g, is in L2(dh,). If z is in Q(b), then 
(W”d (4 = w*gl) (4 + (W”g2) (4 
-- 
= jx ho(z, 4 gdt) dUt) + Qt-4 j,,,,,,,,, hs(x, t) At> Wt) 
= j hz(t> Mt> + g&N W) 
Y  
Here the third equality follows by Propositions (3.1) (ii) and (3.2) (ii). This 
completes the proof. 
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COROLLARY 3.1. Let A be u dense subset of Y. If  b(z) # 0 (z jxed in D), 
the closed linear span of 
((1 - b,(z) b,) K, : t E A} is (bH2)5 
Proof. We know that (1 - b,(z) b,) K, = P,(l - b(z) b) K, , so by 
Theorem 2(iii), W(1 - b,(z) b,) K, = MJzh, . Thus by Theorem 2(i) it 
suffices to show that {Mth, : t E A} spans L2(dX). Suppose that g is orthogonal 
to M,h, for each t in A. This says that g is orthogonal to M,h, for each t in X 
since X is discrete and A is dense in Y. Hence 
0 = / 
Y 
WtlhJ i? dh 
= WJg(tl) I “1 F2 (1 - I 011 I”>. 
Thus, we have g(t,) = 0 since h,(t) is nonzero for each t in Y. Assuming that 
g(tj) = 0 for each j = 1, 2 ,..., K - 1, we have, similarly, 
0 = j- (Mt,hzW~ 
Y 
= h&J&J I CG I-’ (1 - I a~+ 12h 
which implies that g(tk) = 0. Hence g = 0 on X by induction. 
If t E [Q II CL 1119 
0 = j- (M,h,)gdh 
Y 
ZZ 
s 
h,$?& + 
s 
h,$ d& . 
X ro. t1 
Differentiating with respect to t and recalling that d&(t) = 2dt, we see that 
2h,(t) g(t) = 0 a.e. so that g = 0 a.e. on [0, (1 p I/]. We have shown that 
g = 0 a.e. on Y which completes the proof. 
4. THE PALEY-WIENER THEOREM 
Let Sz, and & denote the open upper and lower halves, respectively, of the 
complex plane (5;. By H+2 we mean the Hardy subspace of La(R) consisting 
of all functions f which have analytic extensions to Q+ such that 
$Ef(X +iyj =fW 
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a.e. and 
sup s 
m lf(x + zj)l” dx < co. 
y>o --m 
Similarly, H-2 denotes the subspace of Ls(R) consisting of those functions f 
which have analytic extensions to & satisfying 
a.e. and 
sup s 
co If(x - zjy”dx < og. 
y>o --m 
It is well known that H+2 = F*D(O, CO) and He2 = F*L2(- CO, 0), where 
F : L2(R) --+L2(R) is the Fourier transform operator [8, p. 81. Since F is 
unitary and 
L2(R) = L2(0, 00) @ L2( - 00, O), 
we see that L2(R) = H+2 @ Hv2. We will use the same symbol for an f in 
Hk2 whether considered as an element of L2(R) or as an analytic function 
in Q,. If p is 2 or co, we will have occasion to use the operator 
J : Ln(R) ---f Lp(R) defined by Jf = j. It is well known that JH+2 = HP2 and 
JHe2 = H+2. If f is in Hk2, then the analytic extension of Jf in HT2 is 
Jf(w) =.f@). Let T : (5 - (-- i> -+ 6 - {l} be the analytic mapping 
T(W) = (w - ;) (w + i)-l with +(a) = i(1 + z) (1 - 2)-l. 7 carries 4, 
onto D and Qn_ onto D,, . The operator U : L2 -+ Lz(R) given by 
q(x) = 7r-i/2(1 - ix)-‘f (T(X)) is well known to be unitary [9]. U-r has the 
form U-lg(z) = 2 &(l - a)-lg(+(z)), 1 z 1 = 1. In addition, UH2 = H+2 
and UK2 = Hv2. Moreover, if f ELM and q~ EL*, U(vf) = (9’ o T) Uf, if 
g eL2(R) and $ EL”(R), then U-l(#g) = (t,h 0 T-‘) U-lf. 
BY H+” we mean those L”(R) functions f which have bounded analytic 
extension f (a) to Q+ such that f (x) = lim,\,, f (x + $) a.e. H-” is similarly 
defined replacing .Q+ by Sz- . An inner fumtion in Hk” is an H*” function b 
with / b / = 1 a.e. on R. Note that b is inner in H-” if and only if Jb is inner 
in H,“. 
We will say that an L2(R) function f is of bounded characteristic (or of 
Nevanlinna class) in Sz, if f = gb-l, where g is in H.+.2 and b is an inner 
function in H,” [6]. Similarly f is of bounded characteristic in Q. if f = gb-l, 
where g is in Hv2 and b is inner in H-“. Clearly, an H*2 is of bounded charac- 
teristic in !& . 
An inner function b in H+” has a single-valued meromorphic extension 
(which we also call b) to & given by b(z) = b(s)-l and having the same 
nontangential boundary values as b a.e. By Q(b), we mean the union of a* , 
those points z of an, at which b(z) is analytic, and those points of R across 
409/36/3-6 
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which b is analytically continuable. Q(p) is similarly defined if 4 is inner 
in H-“. 
If f = gb-l is of bounded characteristic in Q, , then f(z) = g(x) b(z)-1 
gives a meromorphic extension off to Q+ whose nontangential boundary 
values are a.e. given by f(x). This extension off is unique in the class of 
functions of bounded characteristic in Q+ . That is, if gi(z) b,(z)-1 is mero- 
morphic in Q+ (where g, is in H+2 and b, is inner in H,“) and 
f(x) = gi(x) b,(x)-r a.e. on R, then gr(.a) b,(x)-l = g(z) b(z)-l for all z in the 
domain of analyticity of g(z) b(x)-‘. An analogous uniqueness result holds 
for functions of bounded characteristic in Q- . If f and g are of bounded 
characteristic in Qk and fg is in L2(R), then fg is of bounded characteristic 
and ( fg) (z) = f (a) g(z) when f (a) and g(z) are defined. Similarly, 
(f + g) (z) =f (8 + g(+ 
We need an analog of Proposition (2.1) for the upper and lower half- 
planes. 
PROPOSITION 4.1. (i) Let b be inner in H,” and let f  be in H+2. The 
following are equivalent : 
(a) f  is in H+2 0 bH+2. 
(b) bf is in K2. 
(c) There exists a single-valued meromorphic extension f  (z) off to 9- such 
that 
l& f(x -iy) =f(x)a.e. (4.1) 
f(z) __ is anajytic in Q- . 
b(4 
sup s I 
m fcx-iY) 2dx<m. 
Y>O -03 b(x - iy) 
(4.2) 
(4.3) 
(ii) Let q be inner in H-” and let g be in HP2. The following are equivalent : 
(a) g is in H-2 @ qHW2. 
(b) qg is in H+2. 
(c) There exists a single-valued meromorphic extension g(z) of g to J2, 
satisfying 
liig(x + 2)) = g(x) a.e. (4.4) 
__ is analytic in Q+ . 
a 
sup s I 
dx + @) 
dx + i> 
2 dx < o. . 
IDO -co 
(4.5) 
(4.6) 
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The proof of this proposition follows that of Proposition (2.1) and is 
omitted. 
COROLLARY 4.1. Suppose that b is inner in H+” and f is in H+2. Then f  is 
in H+2 0 bH+2 if and only if U-lf is in [(b o ~-1) H2]l. 
PROOF. f is in H+2 @ bH+2 if and only if if is in Hm2 if and only if 
U-l(%) = (b o ~-1) U-If is in K? if and only if U-If is in [(b o ~-1) H2]l. 
This completes the proof. 
We will need the fact that Q(b 0 T-l) = 7(52(b)). 
LEMMA 4.1. Suppose that b is inner in H+” and f  is in H+2 0 bH+2. Then 
f(w) = x-lj2(1 - iw)-l U-‘f (T(w)) for every w in Q(b). 
Proof. If Im w 3 0, the result follows from the definitions and well- 
known properties of U. Consider the case Im w < 0. f(w) is of 
bounded characteristic (in Sz-) and has the same boundary values as 
a-l/2(1 - iw) U-If (T(W)). so by th e uniqueness of analytic extensions, it is 
sufficient to argue that this last function is of bounded characteristic in Q- . 
Now, U-lf E [(b 0 T-‘) H2]” so (b 0 T-‘) U-lf E: K2 and U-lf(X)/b(+(z)) is its 
analytic extension to D,, . It follows that U((b 0 ~-l)-l U-lf) is in HP2 and 
CT--~/~( 1 - &u-l U-lf (T(w))/b(w) is its analytic extension to Q- . Now, 
Q(W) = l/b(w) is an inner function in K” and 
r1i2( 1 - iw)-l U-I~(T(w)) = q(z~)-~[?r-l/~( 1 - iw)-l U-lf(r(w))/b(w)]. 
So n-l/2(1 - iw)-l U-lf(~(w)) is the quotient of an HW2 function by an H-” 
inner function and hence is of bounded characteristic in s2- . This completes 
the proof. 
Suppose now that b is inner in H+” and b(i) > 0. It is well known [6] 
that b = BSR where 
B(w) = n. I Pi + i I I Pi - i I Pi - w j>l BLi + i /Ii--i j&-w’ 
‘cw> = exp Ii jm + dv(s)~ , -a3 x 
and R(w) = eirw for some E > 0. Here (/Ij} is the sequence of zeros of b 
counting multiplicities and Y is a positive finite singular Bore1 measure on R 
Let X = {tn : n = 1, 2,...} be an increasing sequence of negative numbers of 
the same cardinality as (pi :j = 1, 2,...} and let ]j v 11 = v(R). Let 
y = x u P, II v Ill and 2, = x u [O, II “II + El. 
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B,(w) = fj I Pi + i I I Pi - i I Bj - w 
j-1 r% + i fij-i flj-w’ 
if, t = tn E X. Let p be any real measurable function on [0, (1 Y 111 satisfying 
u(F) = m(f+(F)) f or any Bore1 subset of R, where m is Lebesgue measure. 
We define 
It follows from a change of variable that S,,,,, = 5’. Finally, we set 
&(w) = e~WI~II)” for II v II < t d II v II + E. 
We define 
B,(w) if t E X, 
b&4 = 
1 
B(w) St(w) if t E CO, IIy III, 
i ’ ,%4 S(w) R&4 if t E [II v II , II v II + 4 
Extend p to X by setting p(t,) = 18,) n = 1,2,... . Then, if w E Q(n(b) we 
define H,+ on 2, by setting 
KtJ+w = b,(W) (p(t> - 9 be> - WY, tEY 
and Hw+(t) = b,(w) if t E [Ii v ]I , 1) v 1) + ~1. y+ denotes the measure on 2, 
defined as follows: y+ is Lebesgue measure on 
P, II v II + El and 21mPn y+((t,>) = 1 Is, _ i 12 ’ 
Note that y+(X) < co. 
THEOREM 3. A necessary and sujicient condition that f be in H+2 0 bH+2 
is that 
f(w) = & j,, I-iw+(t> g(t) dy+(t) (4.7) 
for some g in L2(dy+) and all w in O(b). 
Proof. We map the line R onto the unit circle C by means of 7 and use 
Theorem 2. Let aj = ~(j3~), z = T(W) and ~(3’) = v(+(F)) for every Bore1 
subset F of [0,2x) (considering the circle C as [0,27r)). Clearly, p is a singular 
measure and /I p 11 = 11 v II . A short calculation shows that 
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and 
NOW since H+” 0 bH+2 = (H+* 0 BSH+2) @ BS(H+2 0 RH+2) we see that 
f = h + BSk, where h E H+2 @ BSH+2 and k E H+2 @ RH+2. It follows 
from Corollary (4.1) that 
U-lh E [(B 0 T-‘) (S o 7-l) H2-jL and U-lk E [(R o 7-l) H211. 
The evaluation functional h -g(z) (z E 52(b 0 TV’)) is multiplicative on 
[(b 0 7-l) H2]l. So 
U-y(z) = U-‘h(x) + B(+(z)) S(r-l(x)) U-lk(z) 
for all z in Q(b 0 T-l). By Lemma (4.1) this says that 
f(w) = h(w) + B(w) SW k(w) 
for all w in Q(b). 
Now let /3 = 7 0 p. If F is a Bore1 subset of the unit circle (i.e., of [0, 277)), 
~(8) = v(T-l(F)) = m(p-l(~-l(F))) = w@-~(F)); so p = m 0 p-l. Note that 
4(&J = l/En for tn E X. Let h, and be associated with the Blaschke product 
B 0 7, the singular function S 0 7, and /I in the same way that they are asso- 
ciated with Q, S and ,!I in Section 3. A short calculation shows that 
By Theorem 2, 
2-‘(1 - iw) H,+(t) = h,(t). 
U-lb(z) = 
f- W g(t) W) Y 
for some g in L2(dh). By Lemma (4.1) 
h(w) = ~-l’~(l - iw)-l 1 2-l(1 - ;w) H,+(t)g(t) dh(t) 
Y 
=77 -l/2 
s 
H,,,fg 2-l dh. 
Y 
Now the part of X that lives on [0, 11 p II] = [0, /I v II] is twice Lebesgue measure; 
so 2-ldA agrees with dy, on [0, 11 Y I!]. On the other hand, if t, E X, 
2F({t,)) = 2-l I CL, 1-2 (1 - I s 1”) = 2(ImPJ I A - i F2 = r+({GJ). 
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Thus dy+ and 2-ld/\ agree on all of Y. It follows that 
k(w) = &J2 j-, H,+g dy+ . 
Moreover, 
U-lk E [(R o 7-l) HzJ1 and R 0 T-‘(Z) = exp (- E +&J . 
So by Theorem 2, there exists y in L2(0, c) such that 
U-lk(z) = SE (1 - z)-’ exp (- t s) y(t) 2dt, x#l 
0 
But w = i(1 + x) (1 - x)-l. So, again by Lemma (4.1), we have 
k(w) = ~-l’~(l - iw)-1 U-lk($w)) = r-l/2 j-’ Py(t) dt 
0 
I 
IM+e,i(t-llvllh 
=tT -l/2 r(t - II v II> dt. 
IIYII 
Using the fact that 
HW+(t) = B(w) S(w) ei(t-IIYll)w, 
if t is in [II v (j , 1) v (/ + ~1, and setting 
g(t) = Ye - II v II), 
for 11 v (1 < t < (j v (( + E, yields 
B(w) S(w) k(w) = T+‘~ f;:;;+’ HW+(t) g(t) dt. 
Therefore, 
f(w) = w4 + m4 m4 k(w) 
=77 -l/2 
s 
&+g 4+ + r-l'2 
Y s 
[,, I, ,, ,,+ , Hw+g do+ 
Y," E 
=?T -l/2 
s 
Hw+g dr+ 7 w E O(b). 
z+ 
Conversely, if 
f(w) = ,+/a jz+Kn+g 4, 
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for all w in .Q(n(b) and some g in L2(dy,), we can write (using the definition of 
H,+ and the fact that 2, = Y u []I Y /I , 11 v Ij + l ]) 
f(w) = h(w) + B(w) S(w) &4> 
where 
h(w) = ,-l/2 s Hw+g dr+ Y  
and 
s 
Il”+llc,i(t-llvllhJ 
k(w) = 742 g(t) 4+(t). ,, ,, Y 
Retracing the argument in the first part of the proof shows that 
h E H+2 0 BSH+2 and k E H+2 @ RH+2; so f E H+2 0 bH+2. This completes 
the proof. 
We need a version of Theorem 3 for He2. Recall that q is an inner function 
in H-” if and only if Jq is inner in H,“. Let q(- ;) > 0 so that Jq(i) > 0. 
Let 2 , dy- and H, be associated with the inner function Jq in H+” in the 
same way that Z+ , dy+ and NW+, respectively, are associated with the inner 
function b in Theorem 3. If w is in Q(q), we define H,- in L2(dy-) by 
H,-(t) = Ha(t). Then we have the following characterization of He2 @ qHM2. 
COROLLARY 4.2. In order that f be in HY2 0 qK2, it is necessary and 
su$Gnt that 
f(w) = w-l’2 j,- f&-(t) r(t) do- (4.8) 
for some y in L2(dy-) and all w in Q(q). 
Proof. Suppose that f is in He2 @ qHm2. Then Jf is in H+2. Now qf is 
in H+2 by Proposition (4.1) (ii) so (Jq) (Jf) = J(qf) is in Hd2, i.e., (x) (Jf) 
is in H-2. This implies, by Proposition (4.1) (i), that Jf is in H+2 0 (Jq) H+2. 
It follows from Theorem 3 that Jf(w) = &/2 sz- H,g dr- for some g in 
L2(dy-). But Jf (w) =fF) and H,-(t) = HW(t); so taking complex conju- 
gates we see that f (w) = +I2 sz- H,g dy- for all w in Q(q). Setting y = g 
shows that f has the required representation and completes the proof one way. 
If, on the other hand, (4.8) holds, retracing the above argument shows 
that f is in Hd2 0 qHe2. This finishes the proof. 
DEFINITION. Let b and q be inner functions in H,” and H-“, respectively. 
Let f be a me-romorphic function in 52, u Sz- which has nontangential boundary 
values f (x) almost everywhere on R from above and below with f (x) E L2(R). 
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We say that f  is of type (b, q) ; f f  @)/b(z) is analytic in sZ_ ,f (4/&) is unulytic 
in Q+ , 
m 
SUP 
I I 
f(x - CY) 
y>o --co b(x - iy) I 
$&& < co 
’ 
sup s I 
m f(x+i3)) 2dx(aJ 
y>o --m 9(x + i> I 
(4.9) 
(4.10) 
Clearly, such that f  is analytic in O(b) n Q(q). Note that (4.9) simply says 
the boundary function f  (xp(x) = f  (x) b(x)-l lies in HM2. Similarly, (4.10) 
is equivalent to fq being in H+s. 
THEOREM 4. Let b and q be inner functions in H+” and Hmm, respectively, 
with b(i) > 0 and q(- i) > 0. Suppose that 2, , H,+ and dy+ ure associated 
wi?h b us in Theorem 0 and 2 , H,,,- and dy- are associated with q us in Corol- 
lary (4.2). Then a function f  analytic in 52(b) n Q(q) and with boundary function 
f(x) in L2(R) is of type (b, q) if and only ;f 
f(w) = +I2 j-Z + H,+gl dy+ + v-It2 j- I&,-g, dy- 
z- 
for some g, in L2(dy+), g, in L2(dyJ and all w in Q(b) n S(q). 
Proof. f  is in L2(R); so we can write f  = fi + f2 where fi is in H+2 and 
fi is in H-2. Assume that f  is of type (b, q), so that bf E Hw2 and qf E H+2. 
But 6 = Jb is in H-” so r;fi E Hm2. Therefore, sfi = 6( f  - f2) is in K2; so 
fi is in H+2 0 bH+2. Similarly, one sees that qf2 = p( f  - fJ E H+2, i.e., 
f2 E HP2 0 qHV2. Thus by Theorem 3 and Corollary 4.2, fi and f2 have 
analytic extensions to Q(b) and Q(q), respectively, given by 
and 
fi(w) = z--lt2 Ji, &+a 4+ (4.11) 
fdw) = ,d2 j-=- Hm-gz dr- , (4.12) 
with gI in L2(dy+) and g2 in L2(dy-). fi(w) h as nontangential boundary values 
fa(x) a.e. (i = 1, 2). Hence fi(w) + f2(w) is analytic in P(b) n Q(q), is of 
bounded characteristic in Q, and Q- , and has the same boundary values as f .  
Since f  is also of bounded characteristic in Q+ and L?- (by the definition of 
“type (b, 4)“h f  ( ) w coincides with fi(w) + f2(w) in Q(b) n Q(q), and f  has 
the desired representation. 
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On the other hand, if f(w) =fl(w) + fa(w) (w E Q(b) n Q(q)), where 
fr(m) and fi(w) are given by (4.11) and (4.12), it follows from Theorem 3 
and Corollary 4.2 that fr is in H+a 0 bH+a and f2 is in HP2 Q qHm2. Hence 
6fl is in HH2 and qfi is in H+2, so 6f = 6fl + 6f2 is in Hd2 and qf = qf2 + 4ifi 
is in H+2. It follows that f  is of type (b, 4). This completes the proof. 
COROLLARY 4.3 (Paley-Wiener). A necessary and su.cient condition that 
f(z) 6e an entire function with f  (x) E L2(R) (x real) and 
If (41 G C exp(A I Im x I) (4.13) 
A for some C, > 0 and all z is that 
f(z) = r-1/z j”, eiztg(t) dt (4.14) 
for some g in L2(- A, A) and all complex z. 
Proof. The proof of the sufficiency of (4.14) is well known and trivial. 
If, on the other hand f  EL2(R) and (4.13) holds, let b(z) = eiAz and 
q(z) = e-iAz. b is inner in H+” and q is inner in Km. We will show that f  is 
of type (b, 4). For each n = 1, 2 ,..., let g,(z) = (i - n-%)-1. Now, 
(f (x)/b(z)1 < C if z E 52- and g,(a) f  @)/b(x) is analytic in Q- . It follows 
that, if y > 0, 
gdx - iy)f (x - e) ’ dx ,< C2 
s 
m 
b(x - iy) I 
(1 + n-2,2)-1 dx = CZnT 
--m 
Hence, g,f/b is in K2. Now f/b = 6f is in L2(R) and by the dominated 
convergence theorem g, f6 converges to -if6 in L2. Since He2 is a closed 
subspace, it follows that f6 is in H-2. A similar proof shows that qf is in H+.2; 
Thus f  is of the type (b, 4). We now apply Theorem 4. It is easily seen that 
2, = .Z- = [0, A], dr+ = dy- = Lebesgue measure. Also H,+(t) = eitz and 
H,-(t) = e-itz. Therefore, for some g, and g, in L2(0, A), 
f(z) = n-1/2 j: eitzg,(t) dt + r-l/2 j: e-it*g2(t) dt 
s 
A 
- m-1/2 o eitzg,(t) dt + ~-l/~ 1’ eitag2( - t) dt 
--A 
A 
- +/2 
.c 
eitzg(t) dt, -A 
where g(t) = gl(t) on [0, A] and g(t) = ga(- t) on [- A, 01. This completes 
the proof. 
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5. CONCLUDING REMARKS 
The functions of type (b, q) form a Hilbert subspace of D(R) since they 
coincide (by the proof of Theorem 4) with (H+2 0 bH+2) @ (X2 0 #X2). 
Let F denote the Fourier transform operator on L2(R). The Paley-Wiener 
theorem says that F* maps L2(- A, A) isometrically onto the space of func- 
tions of type (eiAz, e--iAz). Th eorem 4 may similarly be interpreted as a 
statement about a generalized Fourier transform. 
To make this clearer, suppose that f and g are related as in Theorem 3. It 
follows from Theorem 2(i) and the proof of Theorem 3 that jifll = a I( g (( . 
Similarly, if f and g are related as in Corollary 4.2, then )I f I[ = fi 11 g 11 . 
Thus, if g, ~L~(dy+) and g, ALL, the mapping taking the pair (gl , gz) 
into f, where 
f(W) = & lz+ Hw+gl dy+ 
is an isometry of L2(dy+) @ L2(dy) onto the space of functions of type (b, q). 
This mapping generalizes F*. 
The relationship to F becomes more obvious if we assume that b and q 
have no zeros. Then 
and 
where E 1 , Ed > 0 and v1 and v2 are positive finite singular measures on R. 
Then 2, = [0, 11 u1 11 + Q] and 2 = [0, 11 u, I( + c2]; dy+ and dy- are both 
Lebesgue measure dt. 
We extend the definition of H,f and H,- to all of [0, co) by setting 
and 
H,+(t) = b(w) ,“dt-(b,ll+%)), 
t > II Vl II + 3 9 
H,(t) = q(w) e-iW(t-(lb~II+E~)), ~>II%ll+%’ 
It is not hard to see that the operator U, defined by 
(%‘> (w> = & 1, Hw+(t)g(t) dt, Imw>O 
A GENERALIZED PALEY-WIENER THEOREM 555 
is an isometry of L2(0, 00) onto H+2. Similarly, 
defines an isometry U, of L2(0, co) onto H-2. By Theorem 3, U, takes 
L2(0, II v1 II + 4 onto H+’ 0 bH+‘, and, by Corollary (4.2), U, takes 
I?@, /I v2 /I + c2) onto He2 @ qHT2. Let E :P(- 00,0) -L2(0, co) be 
defined by (Eg) (t) =g(- t). Th en U, @ U,E is a unitary operator from 
P(R) = P(O, co) @ L2(- 00, 0) to H+2 @ He2 = L2(R) which takes 
L2(- q0) onto K2, L2(0, co) onto H+2, and L2(- (II y2 II + c2>, /I q II + Q) 
onto the space of functions of type (b, q). If 0 < t < I/ v1 /j + cl and 
0 G s < II “2 II + E2 7 it follows easily from Theorem 2(iii) that U, @ U,E 
takes L2(- s, t) onto the space of functions of type (6, , q8). U, @ U,E is 
exactly F* when v1 = v2 = 0. 
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