Abstract-In this paper, we present a complete proof that the -divergence is a particular case of Bregman divergence. This little-known result makes it possible to straightforwardly apply theorems about Bregman divergences to -divergences. This is of interest for numerous applications since these divergences are widely used, for instance in non-negative matrix factorization (NMF).
I. INTRODUCTION

D
IVERGENCES are distance-like functions, widely used to assess the similarity between two objects. For instance, Kullback-Liebler (KL) divergence [14] is used in information theory to compare two probability distributions, and the Itakura-Saito (IS) divergence is used as a measure of the perceptual difference between spectra [12] . Generalized classes of divergences, for instance Bregman divergences, are used in pattern classification and clustering [1] . In non-negative matrix factorization (NMF [15] ), divergences are used as cost functions: NMF approximates an non-negative matrix with the product of two non-negative low-rank matrices:
where the size of is and the size of is (with and ). This approximation is generally quantized with a cost function to be minimized with respect to and . This cost function is often an element-wise divergence between and [15] . Numerous divergences are used as cost functions in NMF. Most common divergences probably are the Euclidean (EUC) distance, the KL divergence (see [15] ) and the IS divergence (see [9] Several authors proposed generalized divergences which encompass these classical divergences.
• Csiszar's divergence [5] , which is a generalization of Amari's -divergence [6] . Both these divergences encompass the KL divergence and its dual. • Bregman divergence [3] , [7] , which encompasses the EUC distance, the KL divergence and the IS divergence.
• -divergence, introduced in [8] and studied as a cost function for NMF in [13] which also encompasses the EUC distance, the KL divergence and the IS divergence. NMF is widely used in numerous areas such as image processing [11] , [15] , text mining [17] , email surveillance [2] , spectroscopy [10] and audio processing [9] , [18] , [19] .
In this paper, we present a formal proof that the beta-divergence actually is a subclass of Bregman divergence. While this result is assumed to be known in a certain community [4] , [16] , we provide a full demonstration of it in the wide framework of element-wise divergences, and we present some applications to illustrate its interest. This result indeed permits to immediately particularize properties derived for Bregman divergence to -divergence.
II. DIVERGENCE
In this section, we define the concept of divergence, elementwise divergence, and the particular case of Bregman divergence and -divergence.
A. Definition
Divergences are distance-like functions which measure the separation between two elements. Definition 2.1: Let be a set. A divergence on is a function satisfying
As a distance, a divergence should be non-negative and separable. However, a divergence does not necessarily satisfy the triangle inequality and the symmetry axiom of a distance. In order to avoid the confusion with distances, the notation is often used instead of the classical distance notation . 
B. Bregman Divergence
V. APPLICATIONS
In this section, we present examples showing how our result can particularize properties of the Bregman divergence to the -divergence, in order to illustrate its potential fields of application.
A. Non-Negative Matrix Factorization
Non-negative matrix factorization generally consists in minimizing an element-wise divergence between an non-negative matrix and its low-rank approximation (where and are non-negative matrices respectively of dimension and , with ):
To perform this minimization, multiplicative update algorithms are widely used [5] , [7] , [15] . In such algorithms, the multiplicative update rule of for minimizing (2) with an element-wise Bregman divergence cost function given in [7] is:
The product ".", the fraction bar, and are element-wise operations on the corresponding matrices. We can directly derive the (already well-known [5] ) update rule of for a -divergence cost function using (1): This illustrates the interest of deriving general properties about the Bregman divergence instead of the -divergence.
B. Right Type Centroid
The right type centroid is used in clustering as a "center" of a point cloud with respect to an asymmetric divergence: the right type centroid can thus be thought as an average typical point of a set.
Definition 5.1: Given a divergence , the right type centroid of a finite set is defined as:
When is a divergence, is unique, independent of and is equal to . Proof: It was shown in [1] that, when is a Bregman divergence, is unique, independent of and is equal to . As -divergence is a subclass of Bregman divergence, the proof is straightforward.
VI. CONCLUSION
In this letter, we presented a proof that the general class of Bregman divergence encompasses the -divergence in a natural way. This results permits to straightforwardly apply theorems about the Bregman divergence to the -divergence. As the latter is widely used in methods such as NMF, which has applications in numerous areas (signal processing, clustering, data mining, spectroscopy), the field of application of this result is quite wide. It is straightforward to check that the equality also holds for :
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