Statistical and learning techniques are becoming increasingly popular for different tasks in bioinformatics. Many of the most powerful statistical and learning techniques are applicable to points in a Euclidean space but not directly applicable to discrete sequences such as protein sequences. One way to apply these techniques to protein sequences is to embed the sequences into a Euclidean space and then apply these techniques to the embedded points. In this work we introduce a biologically motivated sequence embedding, the homology kernel, which takes into account intuitions from local alignment, sequence homology, and predicted secondary structure. This embedding allows us to directly apply learning techniques to protein sequences. We apply the homology kernel in several ways. We demonstrate how the homology kernel can be used for protein family classification and outperforms state-of-the-art methods for remote homology detection. We show that the homology kernel can be used for secondary structure prediction and is competitive with popular secondary structure prediction methods. Finally, we show how the homology kernel can be used to incorporate information from homologous sequences in local sequence alignment.
Introduction
The analysis of protein sequences is one of the most successful areas in bioinformatics. Three major ideas and intuitions are used over and over again in many of the successful techniques. These include the use of local alignments, the use of homologous sequences and the use of secondary structure information.
Local alignments provide insight into the evolutionary relationship between two sequences. This evolutionary information can be used to infer a functional or structural relationship from the strength of the local alignment. The Smith-Waterman 24 and BLAST 2 algorithms for local sequence alignment are some of the most useful methods for protein analysis. Information from homologous protein sequences has also been applied to many different problems. Some of the most popular applications of this technique are the PSI-BLAST 3 and PHD 18 algorithms. PSI-BLAST uses homologues to generate a profile for a protein query sequence to refine database homology search. PHD uses homologues to generate profiles for the prediction of secondary structure. In many cases function and structure are shared among homologous sequences and intuitively, common amino acids among the homologues are likely to be either functionally or structurally important. Using secondary structure has also become popular due to the existence of relatively accurate secondary structure prediction techniques. Secondary structure is often used to improve sequence alignments and to help infer functional information. A general challenge in analyzing protein sequences is that they are by nature discrete sequences. Although there exist many powerful techniques for the analysis of discrete sequences such as hidden Markov models (HMMs) which have been successfully applied to biological sequences, 6 ,15 many of the most powerful techniques in statistics and learning are defined over points in a Euclidean space, and it is nontrivial to adapt them to discrete sequences. Recently, several methods have been proposed to analyze the space of proteins as a finite metric space. 20 Other works such as the spectrum or mismatch kernels 11, 12 implicitly represent sequences in a Euclidean space or through implicit embeddings using "bio-basis" functions.
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In this paper, we present the homology kernel, a sequence embedding that incorporates the biological intuitions of local alignment, information from homologous sequences, and information from secondary structure. The idea behind our approach is to embed a sequence as a point in a Euclidean space referred to as the feature space. The position of the image of the sequence in the embedded space depends on the sequence as well as its homologues and secondary structure. This means that distances between points in the feature space capture intuitions of the local alignment. A pair of sequences with homologues which have close local alignments to each other will be closer in the feature space than a pair of sequences with homologues distant from each other. In general, we introduce the notion of neighborhood of sequences. Since the dimension of the Euclidean space is very large and the sequence embeddings are sparse, processing the points in the feature space directly is very computationally expensive. We instead process the embeddings using a kernel which allows us to efficiently compute inner products of images in the feature space directly from the sequences.
The homology kernel builds upon a general framework for constructing string kernels based on substrings. In this paper, we introduce this framework in the construction of the homology kernel. In particular, the homology kernel uses normalized kernel mapping that takes into consideration overly represented substrings and corrects this artifact in the mapping. This is a mandatory requirement posed by the homology kernel as it amplifies the number of sub sequences used for determining relationship between sequences. It also generalizes the notion of mismatches by using the sparsity idea. Eventually, it allows for amino acids grouping that accounts for similar amino acid structures or functions. Many previously presented string kernels such as the spectrum kernel, mismatch kernels, or wildcard kernels can be approximated by specific instances of our general framework in which they are often more efficiently computed. This generalization is much more flexible than the previous kernels and we show that it significantly outperforms both the mismatch and spectrum kernels as well as state of the art methods applied to protein family classification. By applying this framework, we are able to embed sequences, their predicted secondary structure, and their homologues, in a Euclidean space. Finally, computation of the sparse and normalized kernels is efficient through the use of specialized data structures.
The homology kernel has several major advantages. Distances induced by the homology kernel capture the intuitions of local alignment much better than previous kernels such as the spectrum or mismatch kernel. Since the method defines an explicit mapping to a Euclidean space, we can apply statistical and learning techniques directly in the feature space. As compared to the traditional profile based measures of similarity, the homology kernel does not lose information from the sequences which is lost when collapsing the sequences into a profile.
We demonstrate the use of the homology kernel for learning from sequences, their homologues and their predicted secondary structure. We apply the homology kernel to two learning problems: protein family classification and prediction of secondary structure. The homology kernel applied to protein family classification, HK-PFC, outperforms several previous methods on a widely used benchmark dataset. The homology kernel applied to secondary structure prediction, HK-SSP, gives promising results compared with popular secondary structure classification methods.
Our third application, HK-ALIGN, demonstrates how the homology kernel can be used to locally align sequences. Instead of using a substitution matrix for local alignment, HK-ALIGN uses the distance induced by the homology kernel over two aligned columns as the similarity score for local sequence alignment. In this way, HK-ALIGN aligns two protein sequences using dynamic programming taking into account their homologues. This approach has some similarities to the approach of Yona and Levitt, 31 who compare pairs of profiles and approaches that incorporate secondary structure into alignments. Again, HK-ALIGN differs from profile based techniques in that it compares the sequences as opposed to the profiles. We evaluate HK-ALIGN by showing how it can align a pair of remote homologues from the MEROPS 17 database which according to BLASTP, have no significant sequence similarity.
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Since the publication of the spectrum and mismatch kernels 11,12 numerous other methods have been presented that have extended and demonstrated improved performance. In particular the approaches of Weston et al. 30 and Kuang et al. 10 both extend the string kernels to take into account unlabelled homologous sequences and are motivated by similar intuitions to the homology kernel. Several others including Saigo et al. 19 and Rangwala and Karypis 16 have also demonstrated improved performance over newer benchmarks for protein family classification. Due to the multitude of methods and different benchmarks used, a direct comparison of all of these methods are beyond the scope of the paper and we are only able to make claims of performance improvements over the Spectrum and Mismatch kernels. The rest of this paper is organized as follows: In Sec. 2 we introduce the homology kernel, its properties and the motivations for it. In Sec. 3, we show our experimental results for using the homology kernel in protein family classification and secondary structure prediction and Sec. 4 for using it in sequence alignment. In Sec. 5 we detail about the implementation aspects of the homology kernel and conclude in Sec. 6 . This paper extends a preliminary version of this work. 
The Homology Kernel
In this section, we introduce the homology kernel and describe its application for learning and alignment of protein sequences. The homology kernel is based on the notion of substring embeddings which we describe later.
Embedding sequences in a euclidean space
The main idea behind the embedding defined by the homology kernel is that sequences are represented as collections of fixed length substrings (of length k) obtained by a sliding window. The homology kernel has its roots in the spectrum kernel 12 which first applied this technique to biological sequences. These sets of fixed length substrings are mapped into a feature space which consists of a dimension for each possible fixed length substring. In the case of protein sequences, the spectrum kernel maps the sequences into a 20 k dimensional space. We generalize the implicit embedding of the spectrum kernel to take advantage of intuitions of local alignment. The intuitions we wish to incorporate are a tolerance for inexact matching or mismatches and a notion of similarity between certain amino acids such as that defined by substitution matrices. We also show how distances between the images of two embedded sequences are related to their local alignment.
Local alignments and substrings
To motivate our embedding, we consider as an example a small portion of a local alignment shown in Fig. 1(a) . Intuitively the "quality" of the local alignment is the amount of similarity between the portions of the alignment. One way to quantify the amount of similarity is to consider the number of overlapping short substrings that the two locally aligned regions share. Due to the overlapping nature of the short substrings, if two sequences share a region of length l, they will share l − k + 1 substrings of length k from this region. If they share a region of length k, then they will only share a single substring from this region. The number of short substrings that two sequences share can be viewed as an estimate length of regions that they share, but only for regions longer than k.
If we consider an example where two sequences share a region which contains one mismatch such as in Fig. 1(b) , we notice that the number of shared substrings decreases significantly. Although the two sequences are not identical, they clearly are very similar to each other with respect to local alignment. In particular, the specific substitution that occurs in the example (from Q to R) is likely due to the similar chemical properties of the amino acids. Therefore, in order for a substring based notion of similarity between sequences to be similar to local alignment, it must take into account some notion of partial matches of substrings, and to take into account the chemical properties of the amino acids as encoded in a substitution matrix.
The main idea behind our embedding is that we embed substrings in a way that allows for partial matchings. In this space a substring is embedded close to other similar substrings. In addition, substrings that differ in amino acids that are similar are closer than substrings that differ in amino acids that are dissimilar. Below we describe a method for constructing such an embedding.
Constructing embeddings based on substrings
We introduce a novel flexible framework for constructing embeddings of sequences based on substrings. In this framework, we define several properties of the embedding which we would like to achieve. The first is the normalization property, which relates the norm of an embedded sequence to its length and relates the cosine between two embedded sequences to the number of substrings they share. The second is the sparsity property, which allows for approximate matching of the substrings. The third is a grouping property which allows for the approximate matching to take into account chemical properties of the amino acids. The details of the construction of embeddings that satisfy these groupings are described in Sec. 5. We will show how to construct an embedding that satisfies all of these properties. The embedding we present in this paper, the homology kernel, is constructed from a normalized sparse kernel with groupings. Since these embeddings are explicitly defined, we can very easily apply learning algorithms to images of the sequences in the feature space such as support vector machine (SVM).
The homology kernel
In our embedding, we wish to take advantage of the information contained in homologous sequences. The idea behind the homology kernel is that we not only embed the substrings in a sequence, but also embed all the substrings of the homologous sequences.
The homology kernel measures the similarity between two sets of aligned sequences. To apply the homology kernel to measure the similarity between two protein sequences, we first apply BLAST over a large protein database to obtain the homologous sequences for each sequence and align each of the two sets using CLUSTALW. 26 For each set, we embed the complete collection of substrings in the homologues and measure the distance between the two points corresponding to the two sets. This gives a measure of the similarity between the two proteins taking into account their homologues. We define the local homology kernel between two positions in a pair of proteins as the dot product between the embeddings of the set of substrings that are centered around those positions in the respective proteins. The local homology kernel measures the similarity between the positions when considering the homologues. The global homology kernel is defined as the dot product between the embeddings of the complete set of substrings from all of the homologues between two proteins. The global homology kernel measures the similarity between two complete protein sequences taking into account their homologues. We emphasize that the properties of the sparse normalized kernel with groupings were specifically motivated by the needs of the homology kernel. Since many of the substrings in a column are very close or exact copies of each other, the normalization property avoids the bias of multiple matching substrings of the previous spectrum and mismatch kernels. In addition, some columns in an alignment correspond to a specific type of amino acid such as hydrophobic amino acids. The groupings help capture this kind of information.
An issue in combining local homology kernel scores is how to deal with insertions and deletions in the aligned sequences. We use a special symbol to represent insertions which does not match any other symbol including itself.
Homology kernel versus profiles
At a high level, most of the popular methods that use homologues incorporate them in the same way. They first obtain a set of homologous sequences from a database. Then they align these sequences. Finally, they compute a profile for the sequences from the aligned columns by representing each position in the alignment by a probability distribution over amino acids estimated from the amino acid occurrences at the position in the homologous sequences.
However, when each column of the alignment is collapsed into a profile, some information about the original sequence and the homologous sequences is lost. For example, consider the sequences in Fig. 2 . In this example, columns (a), (b), and (c) all have the same profile. In the first position, the profile is A = 1.0 and in the second and third positions the profile is A = 0.5 and C = 0.5. Clearly columns (b) and (c) are identical and thus more similar to each other while column (a) is different from the other two. A fundamental difference between the homology kernel and profile methods is that the homology kernel is defined over neighboring columns in the alignment instead of a single column which gives some context to the sequences. In the above example, the homology kernel with k > 1 would give different scores when comparing (a) and (b) versus (b) and (c).
Incorporating predicted secondary structure
Another type of information that we take into account in our embedding is secondary structure. Secondary structure defines the local structure of a protein and has been shown to improve the performance of sequence alignment. 
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Methods that predict the secondary structure of a protein classify each residue as belonging to one of four classes: helix, sheet, coil, or none of the above. For our experiments we use the PHD system 18 to predict secondary structure. For each protein sequence, we obtain the predicted secondary structure. When incorporating secondary structure, we extend our alphabet Σ to contain a symbol for each type of secondary structure element. When embedding a sequence, for each substring of length k, we embed both a substring of the amino acid residues and a substring of the predicted secondary structure of the residues.
Learning with the Homology Kernel
One of the advantages of and motivations for a sequence embedding is that we can directly apply learning algorithms to the sequences. In the feature space, we can find a separating hyperplane which divides the images of the sequences into two classes. For example, we can separate the images of the sequences into sequences that are part of a specific protein family and sequences that are not.
For our experiments, we use a support vector machine (SVM) which have previously been used for protein family classification with the mismatch kernel and spectrum kernel 11, 12 (see Sec. 5 for details on SVMs).
Protein family classification experiments
We compare the performance of the homology kernel to other methods over the benchmark data set assembled by Jaakkola et al., 9 and show that our homology kernel significantly outperforms previous methods such as the mismatch kernel and the SVM-Fisher method. We test the homology kernel method using the SCOP 14 (version 1.37) data sets designed by Jaakkola et al. 9 for the remote homology detection problem. In this test, remote homology is simulated by holding out all members of a target SCOP family from a given super family. Positive training examples are chosen from the remaining families in the same super family, and negative test and training examples are chosen from outside the target family's fold. The held-out family members serve as positive test examples. There are a total of 33 families in the data. Details of the data sets are available at http://www.soe.ucsc.edu/research/compbio/discriminative. Because Jaakkola et al. needed to train HMMs for the protein families represented in the positive training sets for these experiments, they used the SAM-T98 algorithm to pull in domain homologues from the non-redundant protein database. These additional domain homologues were added to the data set as positive examples in the experiments. We note that this additional training data is more advantageous to the methods that rely on generative models (such as hidden Markov models and SVM-Fisher) than it is to our method.
We use ROC 50 scores to compare the performance of different homology detection between methods. The ROC 50 score is the area under the receiver operating characteristic curve -the plot of true positives as a function of false positives -up
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to the first 50 false positives. 8 A score of 1 indicates perfect separation of positives from negatives, whereas a score of 0 indicates that none of the top 50 sequences selected by the algorithm were positives. For comparison, we include results from the mismatch kernel which was shown to be competitive over the same dataset with state-of-the-art methods including the SAM-T98 iterative HMM, and the SVM-Fisher method. We compare our results to the (5, 1)-mismatch kernel which was the best performing of that class of kernel methods.
11 Each line on the comparison graphs shows the total number of families (the y-axis) for which a given method exceeds an ROC 50 score threshold (the x-axis).
We perform several tests to measure how effective each aspect of the homology kernel is on its own compared to the other methods. We first apply simply the sparse normalized kernel with four values of α = {0.2, 0.4, 0.6, 0.8} versus the other methods. Fig. 3(a) shows the results of this comparison and we see that the sparse normalized kernel significantly outperforms the previous methods. As we discussed previously, the sparse kernel with α = 0.05 is an approximation for the mismatch kernel and clearly based on Fig. 3(a) the performance peaks for higher values of α. We also note that α = 0.4 is the best performer among the normalized sparse kernels and we use it for the remaining experiments.
We apply sparse kernel with groupings of symbols with β = 0.7. The groupings of the amino acids 25 and decompose the set of amino acids into the following groups: Figure  3(b) shows the results for this grouping. As we can see, it performs significantly better than without the groupings.
We evaluate the effect of homologues to the sparse normalized kernel. For every sequence in the Jaakkola et al. data set, we query the sequence using BLAST against the SWISS-PROT database 4 and retrieve up to 50 homologues. Figure 3(c) shows the results for using the homologues.
Secondary structure prediction
We perform our secondary structure experiments over the 513 protein secondary structure prediction dataset of Cuff and Barton. 5 The 513 proteins in this data set are nonhomologous and each residue is labeled with one of 8 secondary structures.
Using the standard conversion, we reduce this set of 8 secondary structure types to three types: H helix, E sheet, C coil or N no structure. For each protein, there are anywhere from 2 to 50 aligned homologous sequences. We construct a training example for each position at each of the 513 proteins. The label of the training example is the secondary structure of the position. The sequences for the training example are the k-mers of length 5 centered at the position in the original sequence and all of the alignments. We use the local homology kernel to compute the images of the examples in the feature space.
We set aside 20% of the sequences for testing and used them to evaluate the quality of the predictions of a classifier trained on 80% of the data. 
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We measure the performance of our classifiers by evaluating the predictions over the test data. We use the standard Q 3 evaluation measure for secondary structure. Q 3 measures the percentage of predicted residues and is defined by
HK-SSP achieved a Q 3 score of 63.4 while PHD achieved a Q 3 score of 71.9. Although HK-SSP does not perform as well as PHD, it does perform very well considering it uses much less information because it considers only a very small window around the residue.
Aligning a Sequence and Its Homologues
The homology kernel has applications beyond learning. We can view distances between points in the embedding as characterizing the similarity between sequences taking into account their homologues and secondary structure. We can use this to define an alignment algorithm that aligns a pair of proteins not only based on their sequence similarity, but based on the similarity of their homologues. For our proof of concept application, we consider two sequences from the MEROPS database. 17 This database contains peptidase proteins grouped into a set of families which are grouped into a set of clans. Families are defined by a minimum amount of sequence similarity. Clans are defined by similar tertiary structure between families or similar ordering of active residues. Proteins within families, due to their sequence similarity, have strong local sequence alignments. Proteins within the same clan but in different families have very weak local sequence alignments. However, the MEROPS database provides alignments based on structure for the clans. We consider two sequences from different families, but members of the same clan. Specifically, we consider the following two proteins: P 10274 and P 00790. The alignment provided in the MEROPS database is shown in Fig. 4 . We applied BLASTP to the proteins which detected no statistical similarity between the two sequences.
We apply the local homology kernel to alignment as follows. We first apply BLAST to retrieve a set of 50 homologues for each sequence and align them with CLUSTALW. 26 We then apply the local homology kernel with k = 3 to compute the similarity between each column of the alignment and divide the values by 50 in order to get a score between 0 and 1. We then convert this score to a log odds ratio by applying the function log(x) − log(0.05). We apply the Smith-Waterman local alignment algorithm, but instead of using the similarity between sequence symbols defined by a substitution, we use the log odds ratios computed by the homology kernel. Note that if we apply the homology kernel with k = 1 and no homologous sequences, the method is very similar to applying the traditional Smith-Waterman algorithm. The best local alignment using the homology kernel is shown in Fig. 5 which is consistent with the structural alignment. 
Implementation Details
In this section, we describe the details of the construction of the HK. We describe this construction in the context of a general framework for constructing subsequence-based embeddings.
The spectrum kernel and normalized spectrum kernels
Each sequence is denoted x i ∈ Σ * where Σ is the alphabet of amino acids. A k-mer, a ∈ Σ k is a sequence of length k. Sequence x i contains k-mer a if x i = uav. In this case we can write a = x p i where a starts at the pth position of x i . We define |x i | as the number of k-mers in x i . Let N (a, x i ) be the number of times k-mer a appears in sequence x i .
Using this notation, the spectrum kernel 12 can be defined as
Another equivalent way to define this kernel is through comparing all pairwise subsequences in the two sequences. If we denote x p i and x q j to be the pth subsequence of sequence x i and the qth subsequence of sequence x j respectively and M (a, b) is a match function defined on k-mers which returns 1 if the k-mers match and 0 otherwise, we can define the spectrum Kernel as:
. The spectrum kernel is biased toward sequences that contain multiple instances of k-mers. Suppose two strings s 1 and s 2 contain the k-mer a twice each. Then the term corresponding to a in Eq. (2) will be N (a, s 1 ) * N (a, s 2 ) = 4. The contributions of two different shared k-mers is only 2.
We can define the normalized spectrum kernel as follows
The normalized kernel is an explicitly defined mapping. For all of our mappings we use the notation φ(x) to define the function that does the mapping and φ j (x) to denote the jth dimension of the feature space. For the normalized spectrum kernel, let φ(x) map a sequence of maximum length n, x ∈ Σ n , to a feature space of dimension Σ k n where each dimension is indexed by a k-mer a and an integer 1 ≤ i ≤ n . The mapping is as follows: The normalized kernel can be implemented in linear time. The complexity of performing a kernel computation between two sequences x i and x j is O(k(|x i |+|x j |)) if implemented using a trie data structure. 
The sparse kernel
As motivated in Fig. 1 , exactly matching substrings fail to capture the intuitions behind local alignment. We introduce the sparse kernel, a new method for incorporating partial matches between substrings. The contribution of two substrings from different sequences is defined to be
where d H (a, b) is the Hamming distance or number of mismatches between k-mers a and b, and α is a parameter. Note that since we can adjust α to be any value 0 < α < 1, the sparse kernel is a very flexible family of embeddings. For a low value of α, substrings with a few differences from each other are very far apart, while for a higher value of α, they are closer together.
In order to implement the sparse kernel, we augmented the alphabet Σ with a new character -the "wildcard" character denoted by " * ". Let Σ = Σ ∪ { * }. " * " matches with every character c ∈ Σ . A string with a wildcard at position i will match to all strings that differ from it only at position i. a For a ∈ Σ k , the sparse kernel is defined by the following explicit map
where is the number of wildcards in the w. Note that if k = 1, then a substring is mapped to itself with weight (1 − α) and to * with weight √ α. In this case, 
As above, we described the sparse kernel for a single string of length k. For a longer sequence, we can simply add the images of its substrings together. We refer to this embedding as the unnormalized sparse kernel, and it can be computed by
which is similar to Eq. (3). Alternatively, we can use the same trick as in the normalized spectrum kernel to construct the normalized sparse kernel and consider a feature space of dimension Σ kn and φ w,i indexed both by a k-mer, w ∈ Σ k , and an integer i with the mapping
o t h e r w i s e .
a Σ is an auxiliary alphabet and serves only for the computation of the dot product.
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The normalized sparse kernel has similar properties to the normalized spectrum kernel such as that the norm is square root of the number of substrings ||φ(
The intuition for partial matching is similar to that behind the mismatch kernel 11 which allows for partial matching of substrings. A problem with the mismatch kernel is that, due to the way it is defined, the ratio between the score contributed by a close match between two subsequences of length k and an exact match is very low. This means that the impact of near matches is insignificant relative to the impact of exact matches. In fact, the unnormalized sparse kernel with α = 1/k is an approximation for the mismatch kernel for one mismatch, a relation that can be derived by examining the values of the mismatch kernel for exact matching substrings and substrings with one or two mismatches. For the best performing (5, 1)-mismatch kernel, this corresponds to an α = 0.2. In our experimental results above, we show that values of α for protein classification which perform significantly better are higher values such as α = 0.4. This is a significant advantage of the sparse kernel over the mismatch kernel.
The groupings kernel
In addition, we want to take into account information about similarities and differences between amino acids. Differences within a grouping of amino acids should correspond to closer images in the feature space than differences outside of groupings. The contribution between two k-mers a and b from different sequences is defined to be
where d G (a, b) is the number of mismatches between a and b within a group and d M (a, b) is the number of mismatches between groups and 0 < α < β < 1. α and β are parameters to the sparse kernel with groupings to allow flexibility in the differences between the two types of mismatches. The sparse kernel with groupings is implemented by augmenting the alphabet with a special symbol for each group. For a set of groups G, the augmented alphabet Σ is defined: Σ = Σ∪{ * }∪G. A symbol c matches itself, the symbol corresponding to its group and the * symbol. A string w ∈ Σ k matches any string and a ∈ Σ k if each of their positions match. Note that a ∈ Σ k matches 3 k strings in Σ k . The sparse kernel with groupings can be implemented using φ defined as follows:
where M is the number of wildcards in w and G is the number of groups characters in w. 
where the latter is obtained by applying the binomial identity.
We extend the sparse kernel with groupings from its definition for a single substring of length k to a sequence in the same manner as the sparse kernel.
Efficient implementation of the sparse and groupings kernels
Now, we describe an efficient data structure to compute each entry in the kernel matrix. In this data structure we generalize the mismatch tree data structure used in 11 what yields an improved complexity. Since we use an extended trie, 1 we first briefly describe such a tree. A trie over an alphabet Σ is a Σ-regular directed tree. Each edge emanating from an internal node in the tree is labeled with a symbol from Σ. An internal node at depth i correspond to a prefix of length i obtained by concatenating the labels along the path from the root to the node. In practice, we do not maintain such a tree rather compute the paths defined by each k-mer at a time. This prevents constructing unused subtrees. We process each k-mer of each of the sequences at a time and sum its contribution to the total sum. We start with the normalized kernel. This kernel was implemented by using a standard trie as was used by Leslie et al. 11 In order to determine the contribution of a word A to the dot product, we start at the root with a list of all k-mers for each sequence. We follow the path from the root as defined by A while at every internal node at depth i we remove from the list the words that do not fit the path (have a different character at position i). When we arrive at a node at depth k we have for each of the sequences, how many such k-mers it contains. The implementation of the sparse and grouping kernels required a more sophisticated technique. Our improvement over 11 is by introducing the wildcard into the data structure and hence avoiding the explicit computation of the d-distance neighborhood of each k-mer. Therefore, in addition to the Σ symbols we have also the wildcard symbol so the out-degree of each internal node is |Σ |. Every edge in the tree has a weight α if it leads to the wild card and 1 − α otherwise. Therefore, the path of length k has weight of the contribution of the word defined by it. While traversing a path in the tree defined by a k-mer, at every internal node we bifurcate to either the descendant defined by the next character in the k-mer or to the descendant representing the wildcard. Therefore, the number of nodes visited per a single k-mer is 2 k . In addition, each move requires eliminating from the list of the ancestor node the k-mers which do not match. Therefore, we obtain a total time complexity of O(2
The same data structure is used also in the grouping kernel with the addition that at every node, also the descendant representing the appropriate group of the next character. Therefore, a complexity of O(3 k (|x i | + |x j |)) is obtained for the grouping kernel. This is much faster than the mismatch kernel complexity between a pair of sequences which is O(k 11 which contains a factor of |Σ| because each k-mer is mapped to a large neighborhood. Several recent variants to the mismatch kernel have recently been presented which have similar complexity to the sparse kernel. 13 A complete discussion on efficient implementations of kernels is available in Shawe-Taylor and Christianini. Between these sets of aligned short regions the local homology kernel defines a similarity score. We can think of the score between the two sets of k columns as similar to measuring the number of subsequences of length k that the two alignments share. This score has the property, the maximum score between the two sequences is m when the two columns are identical and takes into account partial matching.
We can define the homology kernel over two sets of aligned sequences by considering the set of substrings for each set as the complete set of substrings in the sequence and its homologues. Due to the normalization property that the maximum score between two sets of aligned sequences is lm where l is the number of k length substrings in the shorter sequence. Similarly, the norm of m aligned set of sequences with l substrings is √ lm.
Learning with SVMs
The SVM algorithm, is a class of supervised learning algorithms first introduced by Vapnik. 29 As a first stage, the algorithm is trained by training examples. Each training example consists of a sequence x i and a label y i ∈ {+1, −1}. Let φ(x) denote the mapping of the sequence x to its image in the feature space defined by the homology kernel. The goal of the learning algorithm is to obtain a classifier which in our representation is a vector w in the feature space representing the normal of the hyperplane defined by the classifier. After the training stage The classification
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of an unknown sequence x is simply the sign of the dot product between its image and the weight vector sign(w · φ(x)).
We can use the SVM algorithm to obtain such a hyperplane which maximizes the margin. The SVM algorithm minimizes the following objective function 
The two terms in the optimization represent a trade off between a hyperplane that will maximized the margin versus minimizing the errors over the training set where C is the scaling factor for this trade off. The first term represent the flatness of the hyperplane while the second term represents the soft margin, where the ζ i are non-zero for any training examples that are on the wrong side of the hyperplane (training errors). There exist many well known efficient techniques for solving the SVM optimization problem.
22
However, in many cases the feature space is exponentially large and turns the problem of computing a dot product in that space into computationally expensive. The kernel trick enables us to bypass this obstacle. The key point is that since we are only interested in the dot product x i , x j and not in the point themselves, we can compute this product directly and efficiently without explicitly mapping into the feature space and subsequently multiplying.
Discussion and Further Research
We have presented the homology kernel, a biologically motivated sequence embedding which takes into account intuitions from local alignments and incorporates information from homologues and secondary structure. We have compared our method to the previously presented mismatch and spectrum kernels over a single benchmark. However, we have not compared our method to the multitude of methods presented since the Mismatch Kernel and over the several different benchmarks used in other recent works. Only a direct comparison of all of these methods over many benchmarks would conclusively answer questions about the true performance of each method and is beyond the scope of the paper.
Within the framework of the homology kernel, there are many possible settings for the sparse kernel parameters k, α, and β and many possible ways to generate homologues for the protein sequences. A direction for future research is to more thoroughly determine which parameter settings are optimal for modeling protein sequences.
We also plan a more thorough benchmark of HK-ALIGN to better set the parameters to be able to align distant homologues.
A planned application of the homology kernel is HK-SEARCH which is given a query protein sequence and obtains a set of homologous sequences similarly to PSI-BLAST. A major difference between HK-SEARCH and PSI-BLAST is that since HK-SEARCH is based on the homology kernel, it compares the query sequence and its homologues to other sequences in the database and their homologues which are precomputed. This is similar to the approach of the IMPALA program 21 but they are different in the fact that the actual sequences composing the alignments are used to compute the score instead of profiles.
