Burgers' equation with uncertain initial and boundary conditions is approximated using a polynomial chaos expansion approach where the solution is represented as a series of stochastic, orthogonal polynomials. Even though the analytical solution is smooth, a number of discontinuities emerge in the truncated system. The solution is highly sensitive to the propagation speed of these discontinuities. High-resolution schemes are needed to accurately capture the behavior of the solution. The emergence of different scales of the chaos modes require dissipation operators to yield accurate solutions. We will compare the results using the MUSCL scheme with previously obtained results using conventional one-sided operators.
Introduction
The inviscid Burgers' equation is investigated subject to uncertain boundary and initial conditions. The stochastic solution is represented as a polynomial chaos series, using a suitable basis of orthogonal stochastic polynomials. The stochastic Galerkin method [1] is applied and the stochastic equation is projected onto a stochastic polynomial basis yielding a system of deterministic equations for the time and space dependent coefficients of the series. The resulting system is hyperbolic and exhibit multiple discontinuities in finite time. This motivates the use of high-resolution schemes.
We investigate two different approaches. First, a central scheme with local artificial dissipation is investigated. Summation by parts operators (SBP) [2] and the simultaneous approximation term (SAT) technique [3] to impose boundary conditions weakly lead to stability. The amount of artificial dissipation should be proportional to the system eigenvalues which are generally unknown a priori. Secondly, we study the monotone upstream centered schemes for conservation laws (MUSCL) approach originally developed by van Leer [4] . We use the minmod limiter and Roe averages to approximate the fluxes, see [5] .
Both types of schemes exhibit excellent properties of shock capturing for model problems such as the scalar Burgers' equation. However, the hyperbolic systems resulting from the stochastic Galerkin projection are considerably more demanding in several ways. The non-linearity of the problem results in poor convergence properties independent of the numerical method. Also, finer grids are needed for convergence of higher order polynomial chaos systems, increasing the computational cost.
The paper is organized as follows. The systems of equations is derived in section 2, followed by an outline of the numerical methods in section 3. Section 4 contains numerical experiments where the efficiency of the numerical methods are investigated. Finally, section 5 contains a discussion and concluding remarks.
Polynomial chaos approximation of Burgers' equation
The polynomial chaos representation of the solution u(x, t, ξ) =
which yields
A stochastic Galerkin projection is performed by truncating the polynomial chaos expansion to order M , multiplying (2) by Ψ k (ξ) for non-negative integers k and integrating over the probability domain. The orthogonality of the basis polynomials (Ψ i ) then yields a system of deterministic equations. The result is a symmetric system of deterministic equations,
To simplify notation, equation (3) can be written in conservative matrix form as
where
The polynomial basis is chosen to be the set of Hermite polynomials.
We consider the Riemann problem u(x, t = 0, ξ) = 1 +σξ for x < 0.5 −1 +σ for x > 0.5 and use the time dependent analytical solution for the Cauchy problem derived in [6] witĥ σ = 0.1.
Numerical methods

Central differences
We approximate the first derivative with a matrix operator of the form P −1 Q where P is a positive diagonal matrix and Q satisfies Q + Q T = diag(−1, 0, ..., 0, 1). For a more detailed description of this technique, see [7] , [8] .
The system (4) is semi-discretized as
. (5) A split approach is used to show stability [9] and artificial dissipation [6] is added in the form
whereD k is an approximation of (∆x) k ∂ k /∂x k and B w is a diagonal positive definite matrix.
MUSCL scheme
The semi-discrete system is given by
with the absolute value of the Roe average A i+ 1 2 given by
where Λ(u) is a diagonal matrix with the eigenvalues of A(u) and X is the eigenvector matrix. The left and right states are given by
respectively. The flux limiter φ(r) is the minmod limiter. For a more detailed description of the MUSCL scheme, see e.g. [5] .
Numerical experiments
The true solution of the original problem (2) is qualitatively different from the solution of any truncated system after stochastic Galerkin projection. A fair measure of the efficiency of the numerical method should take this into account. The reference solution used for the first order polynomial chaos is therefore the analytical solution to the system (3) with M = 1. The discrete error norm used for the coefficient u i is given by The number of shocks increase with the order of polynomial chaos, and requires a finer spatial mesh for convergence. As the order of polynomial chaos is increased, we expect a more accurate approximation to the original problem, before truncation of the polynomial chaos expansion. However, as shown in Table 3 , the convergence is not monotone. Also, the computational cost strongly increases with the order of polynomial chaos. Accordingly, high order expansions are not necessarily desirable for these problems.
In order to understand and remedy these issues, consider the coarse grid solution of Figure 1 , where the SBP solution with artificial dissipation appears to be a more accurate approximation of the true analytical solution than the MUSCL solution. By scaling the i th Hermite polynomial by 1/ √ i! of the MUSCL scheme, the solution approaches the SBP solution on an equal grid, Figure 2 . However, unlike the scalar cases and lowest order of polynomial chaos, this solution is not grid converged. Since these numerical solutions are solutions to the truncated system, we can not evaluate the efficiency of the numerical methods by comparison with the true analytical solutions only.
With m = 400 mesh points, the solutions are grid converged, but different due to the nonsharp eigenvalue estimate of the SBP approach which modifies the artificial dissipation and the solution, Figure 3 . By successively decreasing the amount of artificial dissipation to the point where the solution fails to converge, the SBP solution approaches the MUSCL solution, Figure  4 . The two different scalings of the basis polynomials also result in the same solution as the mesh is refined ( Figure 5 ). This illustrates the fact that excessive use of artificial dissipation on a coarse mesh might appear to provide a more accurate solution to the original problem than the most accurate solution to the truncated system, given by the MUSCL scheme. This suggests that the effect of the truncation of the polynomial chaos expansion should be taken into account in the solution method.
Conclusions
Compared to the classical deterministic Burgers' equation where shocks are accurately captured by both the SBP method and the MUSCL scheme, high order polynomial chaos systems representing uncertain Burgers' equation are very sensitive to the choice of numerical method. The inexact estimate of the artificial dissipation for the central summation by parts operators often result in either oscillatory and eventually unstable schemes or inaccurate schemes with poor shock capturing properties. Therefore, the MUSCL scheme seems to be a more suitable choice of numerical method for these problems. However, the increasing number of shocks that result from higher order polynomial chaos requires finer grids and are therefore computationally expensive. Even with the MUSCL scheme, a different scaling of the basis polynomials affects the grid convergence.
