Abstract
Introduction
With advances in Computer Science (CS) research, the complexity of programs is rapidly increasing and the programming languages used to build these programs are evolving. This gives rise to various challenges, one of them is to hinder communication between software developers and users. Developers use explicit language that can be understood by the computers while the end users typically understand abstract human languages and communicate using the same. Consequently, the end users generally write softwarerequirements using natural language. However, natural language has certain limitations such as ambiguity, over-flexibility, amalgamation, confusion and lack of modularization (Ian Sommerville, 2006) . This has led to the evolution of Natural Language Processing (NLP), which if we think of a software developer as being analogous to a computer, reduces the communication gap between the computer and the end user. Dollmann (2016) mentioned that NLP has been defined as Sematic Annotation (SA), in which each word in the software requirements can be annotated to semantic categories. With the semantic categories we can deal with problems such as ambiguous and incomplete expressions. The goal of this study is to bridge this communication gap using NLP techniques and, to improve the previous model, REaCT (Dollmann et al., 2016 ).
Related work
Two representative approaches -rule-based approach and machine-learning (ML) approach -have been adopted for NLP, and both have their respective pros and cons (Chiticariu et al., 2013) . A distinct difference between the two approaches is that the rulebased approach displays explicit action-behavior while ML relies on implicit action-behavior based on features whose weights are updated according to the model and data. For example, James and Liang (1990) consider taxonomies as explicit thresholds whereas Yiqing (1992) uses them as additional features with flexible weights. The SA problem is similar to Semantic Role Labeling (SRL) in terms of identifying the semantic roles and their arguments in software requirements using appropriate semantic categories (Dollmann et al., 2016) . Since such roles and arguments in a sentence are too complex to be described with explicit rules, current approaches to SRL are mostly based on supervised ML with various kinds of feature sets (Jurafsky et al., 2015) . Since SRL is usually considered as a complex NLP task, we should use cascading features extracted by classifiers for simpler tasks such as part of speech, chunking, and named entity recognition (Collobert et al., 2008) . Hence, it is essential to understand not only SRL but also other NLP tasks for solving the SA problem.
Semantic annotation with language frame
We consider SA problem as a classification problem with semantic categories indicating important characteristics so that we can use supervised ML models. The semantic categories in [ Figure 1 ].are the same as proposed by Dollmann (2016) . They consist of 16 classes and can be syntactically divided into groups in two ways: based on grammar and hierarchy. By using grammar, the categories are grouped into subject, predicate, and object which are the principal components of a sentence. Second, they are represented by a hierarchical syntactic structure in which each category is arranged on the basis of the dependence. For example, since refinement of sub-object is dependent on sub-object, sub-object can be a head. At the same time, sub-object can also be a dependent because it depends on object. Head and dependent are usually composed by noun or verb and phrase or clause respectively. We can naturally think of such semantic categories as a language frame for constructing software requirements. Furthermore, such frame is similar to the syntactic structures based on linguistic theory (Chomsky et al., 1957) suggesting that a language is a set of levels of representation such as phonemics, morphology and phrase structure. If we apply such frame to the semantic categories, they can be depicted as the levels of representation such as clauses, phrases and words that correspond to semantic categories. Based on this frame, we can express all the semantic categories and hence we will extensively use this frame for designing features.Our strategy to achieve the goals involves three elements: data, feature, and model. Each element performs an independent role in constructing the machine-learning pipeline in a supervised fashion [ Figure 2 ]. In particular we focus on feature element for a classifier to understand the language frame.
Data cleaning and preprocessing
Since we do not have enough dataset the quality of labeled data becomes crucial because a wrong answer from even a single data point can have a significant impact on a model when weights are updated. Thus we need to clean up dataset. For example, redundant tokens such as 'hello', 'hi','e.g.', 'i.e.' and 'also' should be deleted. Special characters such as hyphen, slash should be deleted or replaced. All of these actions can also improve the performance of the tagger and the parser whose outputs are used for features. In addition in order to avoid the problem of sparsity we performed necessary preprocessing such as lowering, stemming or lemmatization.
Feature engineering
We intend to design a suitable feature set by elaborate manual efforts for training a classifier to distinguish between wide ranges of classes using minimal data. Two representative insights dictate the creation and selection of features: data appearance and domain knowledge, which are included in a check list for solving a feature selection problem as suggested by Guyon (2003) .We use the appearance of software requirements as the starting point for designing features. For instance, text forms are not totally arbitrary and some expressions are frequently used to describe only requirements. We design an n-gram based feature set with several levels (n=1, 2) for expressing such text forms.
Table 1. Components for language frame

Component Description
Assign
Tokens are assigned to their characteristics such as part of speech tag, dependency type, number of dependencies, preposition type, distance to root, its head info Group Tokens are grouped based on noun/prepositional phrases and noun/adjective/adverb clauses or the number of siblings and depth of a tree Segment A sentence is segmented into three parts based on the root and sub-root word determined by the number of dependencies Subsequently, we use the language frame based on syntactic structure for designing features. For a classifier to implicitly understand such a frame, we suggest three components: (a) assign, (b) group, and (c) segment as described in [Table 1 ], by using the outputs of the tagger and parser. In particular,we extensively use the outputs of the dependency parser ) because its goal is analogous to ours in the sense of finding events and their arguments (cf. Section 2). Note that unlike n-gram based features we do not need sequential information such as window size for these features because it is included within by default and preprocessing step is not needed because it affects the performance of dependency parser.
Experiment
Dataset and measurement
For experiments we use a software requirement dataset manually labeled by Dollmann (2016) . The dataset has 704 software requirement sentences, which is quite small. Since the labeled dataset has less consistency it needs to be suitably corrected. For example, words in action and sub-action categories should only be verbs or verb-phrases and words in object and sub-object should typically not include prepositional phrases. Of the total dataset, 80% is used for the training set and the rest is used for the test set. Furthermore, 20% of the training set is used for a development set for tuning hyper-parameters of each model. For measurement, we use F1-score for a single class and micro-and macro-averaging for all classes. The difference between micro-and macro-averaging is whether the average is over instances or classes. Large classes are fairly effective when they use the micro-whereas small classes use the macro-averaging . To observe two phenomena we use both measures in our experiments.
Results and discussion
To demonstrate the achievements of our goals, experiments are conducted taking into account two scenarios involving different kinds of models and comparison with the previous work. The first experiment is conducted on various models, aimed at obtaining the relative benefits based on the characteristics of each model [ Table 2 ]. The results between micro-avg. and macro-avg. are significantly different because sub-, refinement-and argument-classes have a small amount of instances and are thus more difficult to be classified than others. Moreover, they have more complex syntactic information (e.g. large depth in a tree structure). SVM obtains the best score while NB obtains the worst. Interestingly, LR is comparable to the best model although it is a linear model. It may be because our feature set is more suitable to LR as it is a very high dimensional and sparse vector. Among neural networks, RNN as a sequential learner beats the others. This result shows the possibility for a complex sequential model to be trained well even with small data. It contradicts the augment of the previous work, Dollmann (2016) that sequential learners are not suitable for this task due to small dataset. The second experiment [ Table 3 ] is based on the comparison with the previous model, REaCT only using semantic annotation module (Dollmann et al, 2016) . To ensure robustness we performed the experiments 10 times with different random seeds for splitting dataset. Moreover, to be fair, we used the same dataset and the same method of tuning the model and the best ML models for each case. Significantly, our proposed model defeats REaCT. In particular, the gap of macro-avg. is larger than the gap of micro-avg. because our model works well with not only big classes but also small classes. Moreover, our proposed model performs better especially for small classes such as sub-, refinement-and argumentcategories, which extensively require syntactic structures. Among these, the refinement of sub-object class is the most difficult to classify because its standard deviation in the parenthesis is the highest and F1-score is relatively smaller than others. Note that the most improved class compared to REaCT is refinement of sub-object because our model uses the virtue of the language frame. When we add features driven by segment component in the language frame, the performance of refinement of sub-object improves.
Conclusion
When analyzing software requirements, a major problem is that developers usually do not understand the end users' expectations due to their ambiguous expression. We solve this problem by using NLP techniques with semantic categories. Further, we improve the previous model, REaCT by using the language frame implicitly constructed by assign, group and segment components. We realize that we can deal with small data and large number of classes by understanding domain knowledge (i.e. syntactic structure) and expect that the performance will improve as the data size increases. In addition, we believe that when we have large datasets, n-gram and semantic based features will become useful by virtue of capabilities of the statistics such as collocation.
