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Abstratt: In this paper, we give an overview of some recent developments
in using simulation together with gradient estimation techniyues to provide so-
12
lutions for diHicnlt stochastic optimization problems and stochastic variational
inequalities. The basic idea is to observe a fixed sample path (by using the
method of common random numbers from the simulation literature), solve the
resulting deterministic problem using fast and effective methods from nonlineaz
programming, and then use the resulting solutions to infer infonnation about
the sohrtion of the original stochastic problem. We describe these so-called
saraple-path methods precisely, review some conditions under which they are
known to work, and comment on their potential advantages and limitations.
~Ve also illustrate some application areas in which these ideas have been suc-
cessful.
i.l INTRODUCTION
This expositor,y paper surveys sevesal aspects of snmple-path methods for solv-
ing stochastic optimization and equilibrium problems. Our intent is to describe
the methods, show what theoretical support is currently available for conver-
gence, and present a selection of application problems on which the method-
ology has been successful. We begin in this introduction by giving a brief
explanation of the methods and referring to some relevant papers in t.he liter-
ature. In succeeding sections we develop the methods in more technical depth
and illustrate some of their applications.
We are interested in solving a problem of optimization or equilibrium, in-
volving n limit fwrct.ion f,x, which wP ca,nnot, observe; however, we can observe
functions f„ that almost surely converge pointwise to f~ as n--~ x. In the
kind of applications we have in mind, f~ is typically a steady-state performance
measure of a dynamic system or an expected value in a static system.
We focus on two types of problems. The first involves optimiaation; in this
case the f„ are extended-real-valued functions:
f,,:R~-~RU{fx}forlGnGx,
and we are interested in solving
min f~(a).
r
This setup also covers constrained optimiration problems since we can always
set fn,(.r) - fx for x that do not satisfy the constraints.
Tbe second problem type is a variational inequality; in this case the f„ are
vector-valued functionn:
f,,:RA -~RA for 1 GraGx,
and our aim is to tind a point ro E C, if any exists, satisfying
for each a: E C, (r, - xo, f~(xo)) 1 0, (1.1)SAM11PLE-PA'1'H SOLUTIONS 3
where (y, z) denotes the inner product of y and z, and C is a polyhedral convex
subset of Rk.
Such problems commonly arise in the study of complex stochastic systems.
The first is a well known problem of stochastic optimization. Examples of this
problem arise from queueing networks, manufacturing systems, commm~ica-
tion networks, and financial planning, among other areas. The second type of
problem can be used to model various equilibrium phenomena in physics, math-
ematics, operations research, and economics. If one takes the set C to be the
whole space, this problem reduces to solving k equations in k unknowns (i.e., to
finding a zero of f~). If J~ is the gracíient of another fimction then by solving
the variational inequality (1.1) we find a point xo that satisfies the first order
optimality conditions of an optimization problem with C being the feasible set.
Other engineering and economic applications of variational inequalities include
traffic modeling, Nash equilibrium, and network equilibrium problems; see Fer-
ris and Pang (1997) for a recent survey. In particular, with this setup one can
tnocíet stochastic equilibrium problems involving expectations or steady-state
fimctions.
In most cases, we have in mind using sintnlation to observe the f„'s. In
systems that evolve over time, we sintulate operation of the system for ra time
uuits and then compute an appropriate performance measure, whereas in static
systems we repeatedly obsecve. instances nf the s,ystem and compute an aver-
age. In both cases, t.o observe f„ at. different parameter settings we use the
method of common random numbers. FSrrthermore, in many cases derivatives
or directional derivatives of the f„ can be obtained using well-established meth-
ods of gradient estirnation such as infinitesimal perturbation analysis; see Suri
(1989), Ho and Cao (1991), and Glasserman (1991). The sample-path methods
then solve the resulting deterministic problem (using f„ with the fixed sample
path selected), and taking the solution as an estimate of the true solution. In
5ections 1.2 and 1.3 we explain these ideas more rigorously.
For problems of the first type, the method of stochastic approximation and
its variants have been available since the 1950s. Although very prominent,
these methods suffer from serious drawbacks such as slow convergence, lack of
a stopping criterion, and difficulty in enforcing feasibility (since the method
handles constraints via projection onto the feasible set). In addition, the nu-
merical performance of stochastic approximation depends heavily on the choice
of a predetermined parameter; see L'Ecuyer et al. (1994) for example. The
sample-path optimization method proposed in Plambeck et al. (1993, 1996)
and analyzed in Robinson (1996) overcomes several of these difficulties. In Sec-
tion 1.2 we describe the basic ideas behind this method, its important features,
and its convergence properties, in more detail.The second type of problem (in its deterministic form), has attracte~d interest
since the 1960s. A survey of developments in the area up to 1990 can be found
in Harker and Pang (1990). Josephy (1979) proposed a method of Newton
type for such problems, and more recentay many variants have been studied. A
particularly successful implementation of this idea is the PATH solver of Dirkse
ancí Ferris (1995a).
In the stochastic setting, this problem seems not to have been much studied,
with the exceptions of papers by Haurie et nl. (1987) and De Wolf and Smeers
(1997). Both these works are concerned with an equilibrium model of the Eu-
ropean gas market and they use discrete scenario representations to model the
uncertainty in the syst.em. This approach entails data management problems:
see Mulvey and Vladimirou (1991) for example. In Section 1.3, we describe
an extension of the sample-path optimization rnethod to solve stochastic vari-
ational inequalities. This new form was proposed in Gurkan et al. (1996);
supporting analysis and an implementation on the European gas market ex-
ample are in Giirkan et al. (1997). In contrast to the scenario approach used
in Haurie et aL (1987) and De Wolf and Smeers (1997), we used simulation
together with gradient estimation to soh~e this problem.
l.2 SAMPLE-PATH OPTIMIZATION
In this section we describe the sample-path optimization methnd in the form
proposed in Plambeck et nl. (1993, 1996) and analyzed in Robinson (1996). This
method finds an approximate minimizer of a fimction j~ that is an almost-sure
limit of a computable sequence of random functions f,,. We present briefly
the basic ideas and main convergence result, and comment on some of their
implications.
Man,y problems in simulation optimization can be modeled by an extended-
real-valued stochastic process { f„(x) ~ n- 1, 2, ...}. The fn take values that
may be real numbers or too, whereas the parameter x takes values in Rk. As
mentioned earlier, usíng extended-real-valucd random variables is very conve-
nient for modeling constraints, since we can always set f„(x) - too for those
x that do not satisfy the constraints. Furthermore, we generally exclttde -eo
by requiring the functions to be proper. that is, never -oo and not everywhere
foo. For cach n~ 1 and each x E R~, f„(x) is a random variable defined on a
common probability space (52,.~,1~). We assume the existence of a limit func-
tion f ~ such that the f„ almost surely converge pointwise to f~ as n-~ oo. For
the systems we are concerned with, such existence and convergence can often
be inferred from regeneration thcorems and~or the strong law of large numbers.
In the following we refer to f„(x) as the sample function and we write f„(w,x)
w-hen we w-ant to emphasize the dependence of f„(x) on the sample point w.SAMPLE-PATtI SOLifTIONS 5
Let us demonstrate this setup with a simple example. Suppose that we are
analyzing an M~1L1~1 queue and we are interested in the steady-state system
time of a customer, denoted by f~. Let f„ be the average of the system
times of ra customers, i.e., f„ is the output. of a simulation of run length ra (a
service completions in this case). From regeneration theorerns we know that
under certain conditions on the parameters of the system f~, exists and the f„
converge pointwise to f„~, along almost every sample path. Therefore in this
case the sample-path approach is applicable.
As mentioned earlier, we are interested in finding the infimum and, ifit exists,
a minimizer of f~. In general we can only observe f„ for finite n. Therefore
we will approximate minimizers of f,o using such information about f,,. The
method is simple: we fix w E S2 and compute a minimizer x;,(w) of f„(w, .) for
la.rge n, then take x;,(w) as an approxirnate minimizer of f~(w,.). Of course,
minimizers of fa(w, -) will generally depend on the sample point w. However,
in many practical problems in which one would anticipate using this technique
f~ is a deterministic function, for example a steady-state performance function
or an expected value; i.e., it is independent of w.
This form of the method was proposed and analyzed in Plambeck et al. (1993,
1996) for use with infinitesimal perturbation analysis (IPA) gradient estimates;
convergence of the general method is analyzed in Robinson (1996). Similar ideas
were proposed by Rubinstein and Shapiro ( 1993) for use with the likelihood-
ratiu (LR) method, and these methods are a.lsn clnsely related to the retrospec-
tive optimization proposals of Healy and Schruben ( 1991) and to M-estimation
and other techniques. Robinson (1996) gives a brief survey of these and other
similar ideas that have appeared in the literature.
There are two key points: (i) once we fix n and a sample point w, f„(w,x)
becomes a deterministic function of x; (ii) IPA - when it applies - gives
exnct gradients of the f,,. With these observations, very powerful methods
of constrained and unconstrained deterministic optimization become available
for use on the f,,. In the smooth case we can apply superlinearly convergent
rnethods like the BFGS algorithm (or a variant for constrained problems) to
minimize f„ to high accuracy in relatively few function and gradient evalua-
tions. For more information on these algorithms see Fletcher (1987) and Gill
et a1. (1981) and for the software available see Moré and Wright (1993). Using
superlinearly convergent methods enables us to be confident about the location
and the accuracy of the minimizer of f,,, because we can differentiate between
the errors due to the approximat.ion of fa, by f„ and those due to the ínaccu-
rate computation of a minimi-r.er of f,,. ~~ith slower algorithms like stochastic
approximation this is difficult if not impossible.
If the sample ftmction and~or performance funetion we want to minimize is
uondiKerentiable and convex, then we can use the Bundle-Trust (BT) method.G
This is a uonsruooth couvex minirnization technique of the brmdle class, pro-
posed in Zowe (1989) and analyzed in Schramm and Zowe (1990). A closely
related method was presented by Kiwiel (1990). For a more extensive exten-
sive discussion of inethodology and theory in nondifferentiable optirnization,
see Hiriart-Urruty and Lemaréchal (1993a, 19936) and Correa and Lemaréchal
(1993). We emphasize that iu both t,he smooth and the nonsmooth case, the
deterministic solut.ion methods available can handle constraints explicitly: gen-
eral smooth nonlinear constraints in the sntooth case and linear equations and
inequalities in the nonsrnooth case.
Another useful feature of this approach is its modularity; the computation of
func,tion and gradient values is separated from the optimization. This enables
the use of already existiug simulation codes (if they also provide gradient values
or can be modifled to do so), together with optimization codes that call external
subroutines for firnction and gradient evaluations. If the system simulated
is large and complex, and the optimization code is sophisticated, then the
advantage of modularity becomes more substantial.
To giae a precise statement of the convergence properties of the sample-path
optimization method, we need to introduce a few concepts. It is well known
that. ordinary pointwise convergence of a sequence of functions is not sufficient
to guarantee that their minimizers converge to a minimizer of the limit function.
To ensure the corrvergPnce of the minimizers we need to impose a special type
of convergence, namely epiconvergence, on the sample functions f,,; see Kall
(198~) for example.
Deftnition 1 A seynence f„ of extended-real-valued functions defined on Rk
epiconverges to nn eTtended-real-unlued function f~ defined on Rk (written
f,~ ~ f,~, J if for each .c E RA' the following hold:
a. For each sequerace {xn} convergàng to x, f~(x) G liminf„-,~ f„(x„).
L. For sonae seyuence {x„} canverging to x, f~(x) 1 limsup„-,~ f„(x„).
Note that in (b) we actually have f~(x) - lim„-,,o f„(x„), because of (a).
The sample-path optimization method finds a minimizer of f„(w, .) for fixed
c~ and fixecl large n. If we knew that f„ ~ f~ as n -i oo, then we could
assert that for large n, the minimizer of f„ found by the method is close to a
minimizer of f„~. This is a rough statenrent of the convergence properties of
the method. Before we give the precise statement we need to introduce more
notation and give some definitions. Among these a crucial concept. is that of
coneplete locnl rnirairnizing set introduced in Robinson (1987).
Definition 2 Let Z 6e. a topalogir.al space nnd let f 6e nn extended-renl-valued
function on Z. A nonempty subset M of Z is a complete local minimizingSAMPLE-PATH SOLLT[ONS 7
(CLA4) set for f with respect to an open set G ~ M, if the set of minimizers
of f on cl G is t11.
The concept of CLM set extends the idea of isolated local minimizer to cases
in which the set of minimizers might not be a singleton.
Let S and T be subsets of R". We use the notation e(S,T) for the excess of
S over T, defined by
e(S,T) - supd(s,T); d(s,T) - inf IIs - tII.
sES CET
If e(S,T) is small, then each point of S is close to some point of T, though
some points of T might be far from any point of S.
We now state the basic convergence result.
Theorem 1 (Robinson (1996), Theorem 3.7] Suppose that the following as-
sumptions hold:
n. With probability one, each f„ (1 C n C oo) is lower semicontinuous and
proper.
b. With probability one, f„ -i f~ as n~ oo.
There is then a subset P of fl having measure zero, with the following prop-
ert,ies: suppose thnt w~ I', let G be an open bounded set in Rk, define for
1GnGoo
fen(w) - inf f„(w,x) and M„(w) - {x E c1G I fn(w,x) -~n(w)},
zECIC
and assunae that Nf,o(w) is a CLM set for f~(w, .) with respect to G. Then
1. lim„-,~ j~„(w) - Fr~(w), and ji~(w) is finite.
2. There tis a finite positive integer Nw such that for each n 1 Nw, M„(w)
is a nonempty, compact CLM set for f„(w, .) wàth respect to G.-
3. lim„-,~ e(M,~(w), M~(w)) - 0.
Theorem 1 permits us to look at sets of local minimizers that may not be
global minimizers; in this sense its setting is very general. As explained in the
next proposition, the assumption in Theorem 1 of the existence of a CLM set
for f~(w, -) can be replaced by a stronger, inf-compactness assumption.
Proposition 1[Robinson ( 1996), Proposition 3.8] Suppose that the following
assumptions hold:
a. Y[~ith probability one, each f„ (1 G n C oo) is lower semicontinuous and
proper. -
6. With probnbility one, f„ -i f~ as n-i oo.r,. With proóability one, f~ is proper and its set A1,o of minimizers is
nonempty and compact.
Then for almost everh~ w, M~(w) is a CLM set for f~(w, .) with respect to
some open óonnded set G(w).
Some remarks arc in orcíer. First, in general the set G of Theorem 1 depends
on the sample point w, which may cause inconvenience since we use this set to
construct. Ëi~(w) and [Lh(w). This inconvenience can be removed by assuming
that f~ is a deterministic function; this holds for limit functions which are
expectations or steaciy-state performance measures.
Second, in the case of convex functions one can take G to be Rt` in Theorem
1, i.e., the localization provided by G is not necessary. `~e refer the interested
reader to Robinson (1996) for results in the case of convex functions.
Third, if a function f is lower semicontinuous and proper but does not
satisfy assumption (c) of Proposition 1, then either f has no minimizer or one
can perturb f by an arbitraril,y small amount at a single point to create a
function whose unique minimizer has arbitrarily large norm. Since in practical
optimization one always deals with inexact data, such a function would be
extremely unstable from a practical point of view.
Finally, since numerical methods used in practice find solutions that are
approximate, the behavior of the method when e-minimizers are computed is
quit.e important fivm a practical pnint of view. Results in Section 4 of Robinson
(1996), especially Theorem 4.2, show that the behavior of tbe method reruains
unchanged in that case.
In this section we have briefly discussed the ideas behind the sample-path op-
timization method, presented the main convergence theorem, and commented
on some issues regarding assumptions and implementation. In the next section
we focus on the solution of stochastic variational inequalities and show how the
sample-path idea can be extended to solve this class of problems as well.
1.3 STOCHASTIC VARIATIONAL INEQUALITIES
In this section we present, an extension of sample-path optimization to solve the
variational inequality (11) defined by a polyhedral convex set C and a function
f~ that is an almost-sure limit of a computable sequence of random functions
f,,. Tbis situation arises in equilibrium problems in wbich the function f~ is an
expectation. The function f~ could also represent a steady-state performance
measure, or the first order necessary optimality conditions for an optimization
problem. Again, the aim is to solve the variational inequality approximately by
observing the functions fa (e.y., using simulation) and making the necessary
computations with f„ in place of f,~. For a cleeper exposition and technical
cíetails, we refer the reader to Giirkan et al. (1997).SAbfPLE-P.ATH SOLUTIONS 9
Here, the setup is one of a vector-valued stochastic ptocess f„ (w, x) and
a vector-valued function f~(x), where the parameter x takes values in Rk.
Again, for all ra ~ 1 and al! x E RA, the random variables f„(w,x) are defined
on a common probability space (52,.~, P) and the k component functions of
f„ (w, x) take real values. In the simulation analogue, the f„ are estimates of fx
observed by a simulation run of length ra. As in the sample-path optimization
method, for fixed w and n, f„(w,x) is a deterministic function of x, which we
can compute using the method of common random numbers to fix the random
number streams that are represented by w. As in the original version, the
method is simply to fix a large n(a long simulation run, to get, a good estimate
of f~) and w, solve the deterministic variational inequality defined by C and
f„(w, -), and take the solution x„(w) as an approximate solution of the original
problem. We will present conditions that ensure the existence of approximate
solutions x„(w) and their closeness to the true solution xo.
As an extension of sarnple-path optimization, the technique inherits many of
the features of that method. Of these, two are especially advantageous. First,
we can again use deterministic methods to solve the variational inequality de-
fined by C and f„(w, .). This is very important since (unlike the situation
in stochastic optimization) there are currently no methods to solve stochastic
variational inequalities unless they result from optimization problems. Second,
the method is still modular; that is, it separates the simulation from the deter-
ministic solution algorithm, so that one can use existing simula.tipn codes and
solution methods by simply writing a program that facilitates communication
between the two. Modifications in system configurations or parameters can be
handled easily by updating the simulation data. .
Variational inequalities can model various equilibrium phenomena of eco-
nomics, operations research, and physics. Two immediate special cases are (i) a
system ofk nonlinear equations in k unknowns and (ii) the first-order necessary
optimality conditions for a nonlinear-programming problem with continuously
differentiable objective and constraint functions.
Not.e that not all variational inequality problems arise from optimization.
In some economic eqrrilibrium models, the lack of certain symmetry properties
results in a model that is said to be non-integmóle. In such models it is not
possible to find the equilibrium prices and quantities by substituting an associ-
ated optimization problem for the variational inequality. Since the theory that
we develop in Gurkan et nl. (1997) does not require any symmetry properties,
it applies to non-integrable models as welL In fact, the application to the PIES
energy model that we present in Section 1.4.4, a5 well as the application to the
European gas market of which we give an overview in Section 1.4.5, required
the solution of non-integrable stochastic economic equilibrium models involving
expectations.Io
In the particular case of an unconstrained optimization problem the method
takes a special form. If we write the first-order optimality conditions for the
problem, we obtain k nonlinear equations in k unknowns. Then solving the
associated variational inequality would amount to finding a zero of the gradient
of the objective function. In the stochastic context the approximate solution
of this problem will be an estimate of a critical point of this objective function.
Such a point may not be an optimizer unless certain second-order conditions
are satisfied. However, when the objective function satisfies local convexity (for
minimization) or concavity (for maxirnization) conditions around the critical
point, the solution point will be an optimizer. This was the case for the option
pricing problem that we briefly describe in Section 1.4.3.
To state precisely the convergence properties of the satnple-path method for
stochastic variational inequalities, we need to introduce a few technical con-
cepts. To guarantee the closeness of the estimate x„(w) to the true solution
xo we require a certain functional convergence property for the seyuence {f„},
namely continuous convergence. This property is equivalent to uniform conver-
gence to a continuous limit on compact sets, e.g., Kall (1986), and is defined
as follows:
Definition 3 A sequence f„ of extended-real-vnlued functions defined on Rk
couverges continuously to nn extended-real-valued function f~ defined on Rk
(written f„ ~ f~J if for nny x E Rk and any sequence {x„} converginy tu x,
one has f„(x„) -y f~(x). A sequence of functions from Rk into R~` converges
continuously if each of the m component functions does so.
To understand the rationale for requiring continuous convergence, consider
sequences of functions f„ and of points x„ such that x„ solves the variational
ineyuality defined by f„ and C and x„ -~ x as n~ co. Now if f„ ~ f~ then
the limit point x is a solution of the limit variational inequality defined by f~
and C. Therefore we might reasonably use solutions of the former as estimates
of the limit problem. However, although this result is useful, it unfortunately
guarantees neither the existence of the solutions x„ nor their convergenc,e. To
guarantee such existence and convergence we need to impose a certain general-
ized nonsingularity condition. This condition is available in several equivalent
forms; some of the equivalences are disctrssed by Dontchev and Rockafellar
(1996). To make the discussion here as clear as possible, we will explain the
condition in terms of a property called strong regularity, originally introduced
by Robinson (1980). For purposes of analysis it is sometimes preferable to use
another equivalent form involving coherent orientation, as is done for example
in Giirkan et al. (1997).SAMYLE-PATH SOLhT10NS 11
If we define the normal cone of the polyhedral convex set C at a point
xERAby
~{a" E R~ ~ for each c E C, (~`, c-~) C 0} if x E C,
~c~(x) 0 if z ~ C,
then we can write the variational inequality (1.1) in the equivalent genemlized
equntion form
0 E f~(xo) t Nc(ao). (1.2)
Now suppose that f,~ is Ftéchet differentiable at xo. ~i'e say that the general-
ized equation (1.2) (or equivalently the variational inequality (1.1)) is strongly
regular at xo if there are neighborhoods X of xo and 1' of the origin in Rk such
that the generalized equation
y E f~(~o) f dÍ~(~o)(~ - xo) -~ Nc(x) (1.3)
defines a single-valued, Lipschitzian map a(y) from Y to X such that for each
y E}", a(y) is the unique solution in X of (1.3).
As a simple illustration of this property, we can consider the special case in
which C- Rk (the case of nonlinear equations). It is easy to see that then
(1.1) is strongly regular at xo if and only if dfa,(ro) is nonsingular. In general,
the strong regularity coudit;ou and its other equivalent. fnrms pr4vide a way to
generalize the idea of nonsingularity to the case of a nontrivial set C.
The following theorem summarizes the basic convergence result; it is a sim-
plified version of the main convergence theorem of Gurkan et al. (1997).
Theorem 2 Let ~ 6e an open subset of Rk and Iet C be a polyhedrnl convex
set in RA. Let xo 6e n point of ~, and suppose f~ is a function from ~ to
R~`. Let {f„ ~ n- 1, 2, ... } be random functions from ~ to Rk such that for
all x E~ and all finite n the random variables fn(T) are defined an a common
prnbability space (12,.~,P). Ass~ame the following:
a. YVith probaóility one, ench f„ for n- 1,2,... is conttinuous and f„ ~
Ï~.
6. xo solves the unriational inequality (1.1) defined 6y fo„ and C.
c. f~ hns a strong Fi~écltet derávntive df~(xo) at xo, and (1.1) is strongly
regular at xo.
Thert there exist a positive number a, a compact subset Co C Cfliff contnining
~~o, a neiyhborhood V' C~ of xo, nnd n set [~ C S2 af ineasure zero, with the




Xn(w) :- {n E C fl L' ~ for each c E C, (f„(w,x),C - x) ~ 0}.
Fareach w~ 0 there is the.n a finite tinteger Nw such that for eaclz n 1 Nw,
the set .l'„(w) is a nonempty, compact suóset of the ónll -
B(~Oi~Sn(w)) - ~Z ~ ~~~ -~0~~ C ~~n(w)~'
Theorem 2 states that we can find approximate solutions of stochastic vari-
ational inequalities by the sample-path met.hod, provided that a generalized
nonsingularity condition holds. Moreover, as n~ oo the distance of the ap-
proximate solutions from an exact solution is bounded above by a constant
multiple of the uniform norm of f„ - f~ on a compact set containing the true
solution.
It is possible to consider a random limit function f~ instead of a determin-
istic one in Theorem 2. However, the statement of the theorem then becomes
much more complicated. Moreover, in most problems in which we envision
using the method, f will be deterministic: e.g., it might be the gradient of an
expectation. Therefore we have kept the deterministic formulation here.
The more general version of Theorem 2, Theorem 5 of Gurkan et nL (1997),
allows us to work not only with the the f„'s but also with small perturbations
of the f,,. This is important when using a numerical method that has finite
precision to solve the vaaiational inequality defined hy f„ and C. For a more
detailed exposition including technical details, we refer the reader to Giirkan
et al. (1997).
In this section we have shown how to use the sample-path methodology to
solve stochastic variational inequalities, and we have sketched the theoretical
justification for doing so. In the next section, we will review a number of ap-
plications, some in the optimization framework and some in that of variational
inequalities, that illustrate the applicability of this technique.
1.4 APPLICATIONS
1.4.1 Stochastic PERT Networks
PERT (Program Evaluation and Review Technique) networks are used to es-
tirnate the expected duration for a pro,ject, defined as a set of activities which
consume time and resources and are subject to temporal precedence relation-
ships. In practice, an activity can often be finished in shorter (longer) periods
by increasing (decreasing) the resources available to it; thus a reduction in the
duration of an activity would typically come at an additional resource cost.
Plambeck et nl. (1996) considered PERT networks with up to 70 nodes andSAMPLE-PATH SOLLJTIONS 13
110 stochastic ares; each stochastic arc had a duration specified by a random
number from a given probability distribution. The problem was to find the
optimal parameter setting for a network in which activity duration parameters,
z~, may be changed at some cost and where t.hese pararne~ters were subject to
linear constraints. The objective function to be minimized was the sum of the
expected project completion time and a cost function expressed as a sum of
terms of the form k;z~ t, where k; was the cost associated with changing z,;
this choice of objective function captttres the tradeoff of increased cost against
decreased project length.
The resulting objective functions were convex but possibly nonsmooth. Their
subgradients could be calctilated exactly by convex analysis techniques. To
evaluate the objective ftmction and its subgradient, Plambeck et al. simulated
a set of activity lengths using a random number generator, then solved the re-
sulting longest path network problem using the Bellman-Ford algorithm, with
an obvious modification to find the longest. path instead of the shortest. This
calculation provided the completion time and a subgradient; they repeated this
experiment a large number of times to obtain estimates of the mean subgradient
and completion time values. These were then combined with the corresponding
cost components to provide objective function values and subgradients for the
optimization algorithm. Because ofthe possible nonsmoothness in the resulting
3ample functions and in the limit funCtion they used the bundle-trust method
of Zowe (1989) and Schramm and Zowe (1990) to solve the associated deter-
rninistic optimization problem. See Piambeck et nL (1996) for further details
and numerical results.
1.-1.2 Tandem Production Lines with Unreliablc Machines
Tandern production lines consist of a number of machines in series. The ma-
terial processed may be discrete entities (e.g. assemblies in an automobile
factory) in discrete tandem (DT) lines, or it may be fluid-like in continuous
tandem (CT) lines (e.g. for chemical production). Products start at the first
machine, pass through each machine in sequence, and finally leave the system
after being processed by the last machine. The time it takes a machine to
process one unit of product is called the cycle time.
In many practical situations a machine may fail while it is processing, and
once failed, it may take some time to be repaired; these occurrences can be
modeled by specified random variables. As a consequence, various events in-
teract and restilt in rather complex system cíynamics. For example, if a buffer
becomes ftill (due to failure or slow speed of a downstream machine), then up-
stream machines may not be able to process at their normal rat.e. Similarly,
if a buffer is empty, then downstream machines must stop processing or slow14
down. Possible decision variables include buffer capacities, cycle times, failure
and repair rates of machines. The most important performance measure of a
tandem line is its throughput, the amount of production completed by the last
machine in unit time. Since the throughput is usually random, typically one is
concerned with steady-state throughput and that was the performance measure
considerecí in Plambeck et al. (1993, 1996) and Gurkan (1996).
More precisely, Plambeck et al. (1993, 1996) considered minimizing the re-
ciprocal of steady-state throughput with respect to cycle times of the machines,
where the cycle times were subject to constraints. On the other hand, Giirkan
(1996) focused on finding the optimal buffer capacities and considered mini-
mizing a combination of the reciprocal of steady-state throughput and a cost
function; this ftmctional form mocíels a problem in which one wants to maxi-
mize the throughput but in which there are costs associated with increasing the
buffer capacities. In both studies CT line simulations developed by Fu (1996)
were usecí to obtain function evaluations.
Utilizing a GSMP (generalized semi-Markov process) representation pro-
vided in Suri and Fu (1994), it is possible to develop recursive expressions to
measure t.he sensitivity of the sample throughput to cycle times or buffer capac-
ities. Using the resulting IPA algorithms, one can compute the exact directional
derivative values in a single simulation run, together with the fimction values.
SPP Plambeck et al. (1993, 1996) and Giirkan (1996) for various details and
numerical experiments on systems with up to 50 machines.
1.4.3 Option Pricing
An American call option on a dividend-paying stock is a derivative security
giving the holder the right to exercise the option (by buying an underlying
asset) at a prespecifiecí exercise price at any time up to the expiration date T.
Under certain assumptions about markets, including the absence of transaction
costs, it is never optitnal to exercise an American call option prematurely (i.e.,
before T) unless the stock pays a dividend during the life of the option contract;
see Hull (1993) and Stoll and Whaley (1993). In the case of a dividend, in order
to receive the dividend it may be desirable to exetcise the option just prior to an
ex-cíividend date, provided that the stock price then exceeds a threshold price.
The choice of t.Le threshold price is uncíer the control of the option holder; thus
one can value the option by finding its highest expected return over all possible
choices of threshold prices. The problem of pricing the option then becomes
that of choosing the threshold value to maximize the expected return of the
option.
Fh and Hu (1995) developed an unbiased estimator for the gradient of the
expected option value. 5ince the original problem is an unconstrained maxi-SAMPLE-PATH SOLIITIONS 15
mization problem with enough regularity, it can be solved by finding the zero of
the gradient of the expected option value. In Gurkan et al. (1996), we provide
an illustration of how these ideas together with the theory developed in Giirkan
et al. (1997) could be used in pricing this option. Basically, we drew n samples
from the underlying random stock price process and used each sample to conr-
pute one gradient value using the formulas developed in Fli and Hu (1995). By
averaging these n values, we computed a sample gradient that converges to the
limit gradient of which we wish to find a zero. We then used the nonsmooth
Newton method of Qi and Sun (1993) to find a zero of the sample gradient. By
taking a large n, we were able to price the option correctly within a penny.
The application reported in Giirkan et al. (1996) should be considered a
simple illustration, since this problem has an analytical solution and one does
not need to resort to simulation to solve it. However, it provided preliminary
evidence for the implementability of the sample-path method for solving a
special class of stochastic variational inequalities having practical importance.
1.4.4 Randomized PIES Model
This section describes an application of the sample-path methodology to a
stochastic version of the Project Independence Evaluation Systein (PIES) en-
ergy model. We explain this application in more detail than the previous ones,
as It provides a simple and deal illustration of how to use this method to solve
stochastic variational inequalities.
The deterministic form of the PIES energy model was introduced more than
20 years ago; see Hogan (1975). This is an energy equilibrium model consisting
of two sectors. The production and transportation sector uses a linear tech-
nology to produce various forms of energy. The consumption sector demands
different amounts of each energy forin depending on their prices.
Let q be a vector whose components are amounts of the different energy
forms, and let p be the corresponding vector of prices. The production sector
is described by the following linear program:
minimize (c, x)
subject to Ax - q, Bx - 6, x 1 0,
where x is the vector of activity levels; these are assumed to be non-negative and
are associated with a cost vector c. The first set of constraints Ax - q describes
the linear technology used to produce the vector q of the energy forms and the
next set of constraints Bx - 6 represents the material balance constraints and
bounds on the activity levels. The problem is to find a pair (p, q) such that the
following properties hold simultaneously:16
1. q is the vector of energy forms dema.nded by consumers when the prices
p are in effect.
2. p is the dual (price) variable associated with the constraint that the
amounts q of energy forms must be produced in the linear program solved
by the production sector.
In addition, a certain relation between q and p must exist; in general this
relation would be estimated by econometric methods. Following Hogan(1975),
we chose this relation to be given by:
k
ln(9~(P)~90t) - ~ e;~ln(Pi~POi), i - 1,...,k (1.4)
~-i
where e~~ are the price elasticities and where q0 and p0 are the vectors of base
demand and base price respectively. If x E Rm, q E Rk, p E Rk, B : Rm -~
R~, and A: Rm --i Rk, then the solution is characterized by the following
variational inequality: find (x,p,u) such that
((x',p',u') -(x,P,u),Í(x,P,u)) ~ 0 for all x' E R~, p' E Rk, u' E R~,
where u is the dual variable associated with the material halance constra,ints
Bx - b and with q(p) defined by (1.4), f is given by:
pA -}- uB f c
f(x, P, u) - -Ax f 9(P)
-Bxtó
To this well known formulation we add a twist by imagining the elasticities to be
independent random variables. We assume that they are uniformly distributed
with parameters given in Table 1.1; C, L, and H in the table stand for coal,
light oil, and heavy oil respectively. We emphasize that the method would also
work for any other choice of the distribution.
Table 1.1 Bounds on the elasticities (eslb,esub)
C L H
c (-o.s,-o.7) (o.0,0.2) (o.l,0.3)
L (0.0,0.2) (-0.55,-0.45) (0.1,0.3)
H (0.1,0.3) (0.0,0.2) (-0.55, -0.45)SAkIPLE-PATH SOLUTIONS 17
As a consequence, q(p) in (1.5) becomes a random quantity and we want
to solve the limiting problem with E[q(p)] instead of q(p). Using the sample-
path method we can do this approximately by simulating and observing a large
number ra of instances of e;~, and solving the resulting problem with q„(p), the
average of the observed values of q(p).
The problem in the original form posed in Hogan (1975) can be found in the
GANIS modeling language format in MCPLIB; see Dirkse and Ferris (1995b).
VVe simply added to this program a short routine to generate the random elas-
ticities and to average the observed q(p)for each set of elasticities. The descrip-
tion of the various parameters used above as well as the actual values of the
parameters can be foimd in pies.gms of MCPLIB. The following parameters
are added: (i) iter, the cotmt of random numbers (i.e., the simulation length),
(ii) elast, the elasticity, (iii) eslb and esub, the lower and the upper bounds
respectively of the uniform distribution. See Ozge (1997) for the details of the
necessary changes to pies.gms.
Table 1.2 Sample-path solution of the randomized PIES problem







11.685 11.700 11.698 11.698
13.685 13.700 13.698 13.698
15.806 15.830 15.827 15.827
16.006 16.030 16.027 16.027
11.884 11.890 11.892 11.891
12.384 12.392 12.392 12.391
Table 1.2 shows the prices of each energy form found by the sample-path
[nethod; in this table n represents the length of the simulation run used to
approximate the limit function. In the solution of the variational inequalities
we used the PATH solver of Dirkse and Ferris (1995a). PATH is a stabilized
Newton method based on a generalization of the line search idea; it is also
implemented in GAb45. The column below the heading n-"oo" gives the true
solution. This was found by finding the closed form of E[q(p)] and using it














where the second equality follows from the independence of the random vari-
ables e;j for different i and j.
Solving the limiting varíational inequality can be done only in special cases
where one can evaluate both the limit function f and its gradient. The PIES
example is one of these cases. In more general situations where we expect the
sample-path rnethod to be used, this is not possible.
1.4.u European Naturaf Gas Market
Haurie et al. (1987) constructed a Nash-Cournot equilibrium model for analyz-
ing certain characteristies of long term contracts in the Furnpean gas maiket
where the main problem was to find the market price and quantity of natural
gas to be produced and shipped to specified markets from different produc-
ers of natural gas over a period of time. In Gurkan et al. (1997), we adopted
their model and partially their notation, with modifications to some parameters
and functional relations in order to have a more realistic representation of this
market.
The model has rn players (producers and exporters of natural gas), each
controlling a set of production units, n markets, and T time periods. Every
player tries to maximize the net present value ofits profit over the time horizon,
subject to certain reserve depletion and physical capacity constraints. Let
P~(Q) be the price of natural gas in market j during period t when the amount
available in that market is Q. In contrast to the linear demand law used in
Hattrie et al. (1987), we used the following:
P~ (Q) - ~j(Q~9~j)l~e',
where p0~ and q0~ are given paramet,ers (the base price and base demand re-
spectively) and et~ is the price elasticity of demand for natural gas in market j
during period t. Since the price of natural gas given by (1.6) depends on the
quantity of gas available in the market, the maximization problems faced bySAMk'LE-PATH SOLl1TIONS 19
every producer cannot be solved independently, and hence the overall problem
should be solved as a variational inequality. This can be done by forming the
first order optimality conditions of the individual maximization problems and
solving them simultaneously.
Since the sample-path method is capable of handling both discrete and con-
tinuous probability distributions; we considered both cases. In the discrete
case we modeled a shutdown possibility in one of the producing countries that
would result in an interruption in production whereas in the continuous case
the hase prices and base demands of natural gas depend on the oil price and
the fluctuations in the oil price follow a stochastic process. In both cases we
fixed the random number streams and sampled from the underlying distribu-
tions, averaging the resulting functions to compute the sample functions f,,.
The next step involved the solution of the variational inequality defined by f„
and C; for this we again used the PATH solver of Dirkse and Ferris (1995a).
To observe the convergence of the solutions we considered different simulation
lengt,hs. These results and the detailed formulation ofthe problem can be found
in Giirkan et al. (1997).
1.5 CONCLUSIONS
In line with the expository goal stated at the beginning of the paper, we have
shown how to use sample-paLh „~ethads to obtain approximate solutions nf
stochastic optimizat.ion problems as well as stochastic variational inequalities.
We have also sketched results from successful applications to a variety of prob-
lems. Here we comment on some aspects of the methodology, and on some
problems that remain to be solved.
First, one of the main advantages of this class of inethods is simplicity.
We use well-established techniques of simulation, together with deterministic
optimization technology whose performance is by now well understood. The
methods also lend themselves naturally to modular implementation, and as we
have shown they can often be conveniently implemented by using modeling
languages. Further, they can deal easily with constraints, and in that way they
overcome one of the principal limitations of stochastic approximation.
An unanswered question about these methods is how large a sample should
be chosen to get a good estimate of the limit function f~, and hence to get a
good estimate of the solution. When f~ is an expectation in a static system and
the sample mean construction is used to estimate it, then under mild regularity
conditions one can use a certain type of central limit theorem to choose n so as
to achieve a good estimate of J~; see Rubinstein and Shapiro (1993). In other
situations, one can solve the problem for increasing values of n and observe the
convergence behavior of the solutions. As employed in Plambeck et al. (1993,20
1996) and Giirkan (1996), t,his approach has produced good results for large
problems and complicated systems.
Good methods for solving variational inequalities almost always require eval-
uation of both the function f„ and its gradient; see Dirkse and Ferris (1995a)
and Sellami and R.obinson (1996, 1997), for example. Note that in certain cases
f„ will itself be a gradient (for example, in unconstrained optimization) and
so its gradient will correspond to the second derivative of another function. In
more complicated problems, even if f„ is not ítselfa gradient it will often involve
the gradients of various functions in its definition, and so second derivatives will
again appear. This fact presents a potential difficulty when solving stochastic
variational inequality problems for dynamic systems, since good techniques for
estimating higher-order derivatives are not usually available. To overcome this
difficulty seems to us an irnportant. area for future research.
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