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Kurzfassung
Sei G eine endliche Gruppe und z ∈ G eine Involution, also ein Element der Ordnung
2. Dann heißt z isoliert, falls z mit keinem Konjugierten zg = g−1zg 6= z (g ∈ G)
vertauschbar ist.
Z∗-Satz von Glauberman (siehe [GL1])
Ist z ∈ G eine isolierte Involution, so liegt z in Z∗(G), d. h. 〈z〉O(G) ist ein Normal-
teiler von G.
Insbesondere besitzt eine nichtabelsche endliche einfache Gruppe keine isolierte Invo-
lution.
Glauberman selbst schließt in seinem Beweis fu¨r diesen Satz innerhalb der modularen
Darstellungstheorie.
Die vorliegende Arbeit ist grundsa¨tzlich als ein Versuch zu verstehen, den Z∗-Satz rein
gruppentheoretisch zu beweisen. Das gelingt in dem Spezialfall, daß der Zentralisator
C := CG(z) auflo¨sbar ist.
Hauptgegenstand der Arbeit ist naturgema¨ß ein Gegenbeispiel G kleinster Ordnung
zum allgemeinen Z∗-Satz und darin vor allem eine maximale Untergruppe M , die C
entha¨lt. Mit Hilfe der sogenannten Bender-Methode wird gezeigt:
Es ist E(M) 6= 1 oder C =M oder F ∗(M) eine p-Gruppe mit p 6= 2 prim.
Anschließend betrachten wir den Fall, daß O2(C/O(C)) eine elementarabelsche Un-
tergruppe der Ordnung 4 besitzt. Ein Hauptresultat ist dann, daß jede Involution in
G isoliert ist und zentral in einer maximalen Untergruppe.
Von besonderem Interesse sind die Komponenten von C/O(C). Mit Hilfe der Signa-
lisatorfunktormethode (Sa¨tze von Goldschmidt), die auch vorher schon eine wichtige
Rolle spielt, wird bewiesen, daß es mindestens eine und ho¨chstens drei Komponenten
gibt.
Abstract
In a finite group G, let z be an involution, i. e. an element of order 2. Then z is isolated
in G if z does not commute with any of its conjugates zg = g−1zg 6= z (g ∈ G).
The following theorem of Glauberman is the famous Z∗-Theorem ([GL1]):
Z∗-Theorem of Glauberman
If in a finite group G, z ∈ G is an isolated involution, then z ∈ Z∗(G), that is 〈z〉O(G)
is normal in G.
In particular, a nonabelian finite simple group does not possess an isolated involution.
Glauberman proves this theorem using modular character theory.
As a matter of principle, this note should be regarded as an attempt to provide a
proof by purely local arguments. We succeed in the special case where the centralizer
C := CG(z) is soluble.
Naturally the main subject is a counterexample G of minimal order to the general
Z∗-Theorem, and a maximal subgroup M containing C. Now the so called Bender
method comes into action, and we can show:
E(M) 6= 1 or C =M or F ∗(M) is a p-group for some odd prime p.
After that we concentrate on the case where O2(C/O(C)) contains an elementary
abelian subgroup of order 4. One of our main results there is that each involution of
G is isolated and central in a maximal subgroup.
Moreover, our attention focuses on the components of C/O(C). Using the signalizer
functor method (results of Goldschmidt), which played an important role earlier al-
ready, we conclude that C/O(C) possesses at least one and at most three components.
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1 Einleitung
1966 bewies G. Glauberman in seiner Arbeit ”Central elements in core-free groups“
(siehe [GL1]) einen Satz, der jetzt in der Gruppentheorie als Z∗-Satz beru¨hmt ist:
Z∗-Satz von Glauberman
Sei G eine endliche Gruppe und z ∈ G eine isolierte Involution.
Dann ist z ∈ Z∗(G), d. h. 〈z〉O(G)EG.
Dabei heißt eine Involution isoliert, wenn sie mit keinem Konjugierten außer sich selbst
vertauschbar ist.
Im Beweis verwendet Glauberman Methoden aus der modularen Darstellungstheorie
(Blocktheorie). Nun gibt es, obwohl die Charaktertheorie ein natu¨rliches und unver-
zichtbares Hilfsmittel darstellt, ein Bestreben nach mo¨glichst rein gruppentheoreti-
schen Beweisen. Dieses fu¨hrte zum Beispiel beim pαqβ-Satz von Burnside zum Er-
folg. Es besteht ein a¨hnlich gelagertes Interesse, die Zuhilfenahme modularer Charak-
tertheorie zu vermeiden, d. h. mit gewo¨hnlicher Darstellungstheorie auszukommen.
So gelang etwa Glauberman ein Beweis fu¨r den Satz von Brauer und Suzuki u¨ber
Gruppen mit Quaternionen-2-Sylowgruppen ohne Zuhilfenahme der Blocktheorie.
Diese Arbeit weist einen mo¨glichen Weg zu einem neuen Beweis fu¨r Glaubermans
Z∗-Satz. Unter der zusa¨tzlichen Voraussetzung, daß der Zentralisator einer isolierten
Involution auflo¨sbar ist, wird der Satz bewiesen, und die Struktur eines minimalen
Gegenbeispiels zum allgemeinen Z∗-Satz kann stark eingeschra¨nkt werden.
Ein solches Gegenbeispiel G ist ab Kapitel 9 Gegenstand der Arbeit. Wir untersuchen
zuerst den Zentralisator C einer isolierten Involution z mit dem Ziel, zu zeigen, daß
C eine maximale Untergruppe von G ist. Die sogenannte Bender-Methode spielt dort
eine wesentliche Rolle und auch anschließend, wenn wir den Fall r2(O2′,2(C)) ≥ 2
untersuchen.
In Kapitel 13 liegt unsere Aufmerksamkeit auf den 2-Komponenten von C, und nicht
erst dort ist die Signalisatorfunktormethode von großer Bedeutung und liefert Ein-
schra¨nkungen etwa fu¨r deren Anzahl.
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Die Hauptergebnisse sind:
Satz 1
Ist z ∈ G eine isolierte Involution mit auflo¨sbarem Zentralisator, so ist 〈z〉O(G)EG.
Sei jetzt G ein minimales Gegenbeispiel zum Z∗-Satz, z /∈ Z∗(G) eine isolierte Invo-
lution und C := CG(z) ≤M max G.
Satz 2
Es ist E(M) 6= 1 oder C = M oder F ∗(M) eine p-Gruppe mit einer ungeraden
Primzahl p.
Satz 3
Sei z ∈ S ∈ Syl2(G) und r2(O2′,2(C)) ≥ 2.
- S besitzt genau drei Involutionen, diese sind isoliert.
- Fu¨r jede Primzahl p wird jede p-Sylowuntergruppe von G von einer der drei Involu-
tionen in S zentralisiert.
- Der Zentralisator jeder Involution in G ist eine maximale Untergruppe.
- C = O2′,E(C).
- [C, a] ≤ F (C) fu¨r alle Involutionen a ∈ C.
Satz 4
C/O(C) besitzt mindestens eine und ho¨chstens drei Komponenten.
Mit zusa¨tzlichen Voraussetzungen u¨ber die auftretenden einfachen Gruppen ko¨nnen
am Ende der Arbeit weitere Resultate u¨ber O2′,F ∗(C) bewiesen werden.
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2 Vorbereitendes
Bezeichnungen
Von nun an sind alle Gruppen endlich.
Sei X eine Gruppe, p eine Primzahl, pi eine Menge von Primzahlen und n ∈ N.
• Fu¨r alle x ∈ X und U ⊆ X ist xU := {xu | u ∈ U}.
• O(X) = O2′(X) ist der gro¨ßte Normalteiler ungerader Ordnung von X, und
Z∗(X) ist das Urbild von Z(X/O(X)) in X.
• X ist quasi-einfach, falls X perfekt ist (also X ′ = X) und X/Z(X) einfach.
• Eine Komponente von X ist ein quasi-einfacher Subnormalteiler von X.
• F (X) ist der gro¨ßte nilpotente Normalteiler von X, die Fittinguntergruppe
von X, und E(X) ist das Produkt aller Komponenten von X.
- Komponenten zentralisieren sich gegenseitig.
- E(X) zentralisiert jeden auflo¨sbaren Normalteiler von X. Insbesondere ist
[E(X), F (X)] = 1.
• Die verallgemeinerte Fittinguntergruppe F ∗(X) ist das zentrale Produkt
von F (X) und E(X).
- Ist X auflo¨sbar, so ist F ∗(X) = F (X).
• Fpi(X) := Opi(F (X)).
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• Opi′,F ∗(X) ist das Urbild von F ∗(X/Opi′(X)) in X.
Analog sind Opi′,pi(X), Opi′,F (X) und Opi′,E(X) definiert.
• Ein Subnormalteiler E von X ist eine p-Komponente von X, falls E = Op′(E)
und E/Op′(E) quasi-einfach ist.
Kp(X) ist die Menge aller p-Komponenten von X.
- Ist E ≤ X und E eine Komponente von X := X/Op′(X), dann ist Op′(E)
eine p-Komponente von X.
- Op′,E(X) ist das Produkt aller E ∈ Kp(X) mit Op′(X).
• Wir ku¨rzen ab L(X) := O2′(O2′,E(X)).
• X ist p-perfekt , wenn Op(X) = X ist.
• char(X) = p bedeutet F ∗(X) = Op(X).
X ist von Primzahlcharakteristik, falls es eine Primzahl p gibt mit
char(X) = p.
• X ist eine p∗-Gruppe , falls X p-perfekt ist und fu¨r jeden Normalteiler N von
X gilt: X = NCX(P ) fu¨r alle P ∈ Sylp(N).
Op∗(X) ist der gro¨ßte p∗-Normalteiler von X.
- char(X) = p genau dann, wenn Op∗(X) = 1 ist.
• Y ≤ X ist zentralisatorabgeschlossen in X, wenn CX(Y ) ≤ Y ist.
- F ∗(X) ist zentralisatorabgeschlossen in X.
- Ist X auflo¨sbar, so ist F (X) zentralisatorabgeschlossen.
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• Ist t ∈ X eine Involution und W ≤ X eine t-invariante Untergruppe, so ist
IW (t) := {ttw | w ∈W}.
- FallsW ungerade Ordnung hat, ist das genau die Menge der von t invertierten
Elemente in W .
• Sei A ≤ X. Dann ist |/|X(A, pi) die Menge aller A-invarianten pi-Untergruppen
von X.
|/|∗X(A, pi) ist die Menge aller maximalen Elemente von |/|X(A, pi) bezu¨glich In-
klusion.
• X ist metazyklisch, wenn X einen zyklischen Normalteiler mit zyklischer Fak-
torgruppe besitzt.
• Sei X eine p-Gruppe.
Dann ist Ωn(X) := 〈x ∈ X | xn = 1〉.
• Ep(X) ist die Menge aller elementarabelschen p-Untergruppen von X. Wir lassen
den Index p weg, wenn klar ist, um welche Primzahl es sich handelt.
E∗p (X) ist die Menge aller ordnungsmaximalen Elemente aus Ep(X).
Ist P eine elementarabelsche p-Untergruppe von X mit |P | = pn, so ist n der
Rang von P , abgeku¨rzt mit r(P ). Der Rang einer p-Gruppe ist der Rang einer
ordnungsmaximalen elementarabelschen Untergruppe.
rp(X) (der p-Rang von X) ist der Rang der Elemente aus E∗p (X).
Schließlich ist Enp (X) := {P ∈ Ep(X) | r(P ) = n}.
• Sei X eine p-Gruppe. X ist speziell, falls φ(X) = X ′ = Z(X) elementarabelsch
ist. X ist extraspeziell, wenn |Z(X)| = p ist.
- In einer extraspeziellen Gruppe X ist |X : Z(X)| eine Quadratzahl.
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• Sei P ∈ Sylp(X). Dann ist J(P ) := 〈E∗p (X)〉.
Das Zentrum Z(J(P )) wird u¨blicherweise mit ZJ(P ) abgeku¨rzt.
• Cn ist die zyklische Gruppe der Ordnung n.
• Q8 ist die Quaternionengruppe der Ordnung 8.
• Sn ist die symmetrische Gruppe und An die alternierende Gruppe vom Grad n.
• M11 ist die Mathieu-Gruppe der Ordnung 24 · 32 · 5 · 11 , eine einfache 4-fach
transitive Gruppe vom Grad 11.
• PSLn(q) (abgeku¨rzt Ln(q)) ist die projektive spezielle lineare Gruppe eines
n-dimensionalen Vektorraumes u¨ber einem Ko¨rper mit q Elementen.
• PSUn(q) (abgeku¨rzt Un(q)) ist die projektive spezielle unita¨re Gruppe eines
n-dimensionalen Vektorraumes u¨ber einem Ko¨rper mit q2 Elementen.
6
Elementare Hilfssa¨tze
Die hier aufgefu¨hrten Sa¨tze werden im Verlauf der Arbeit beno¨tigt, und wir werden
uns in der Regel konkret darauf beziehen. Auf Beweise verzichten wir hier weitgehend
– dort, wo auch keine genaue Quelle angegeben ist, siehe etwa [A], [G1] oder [KS].
Es sei immer X eine Gruppe, p prim und pi eine Menge von Primzahlen.
Satz 2.1. Die Gruppe A operiere teilerfremd auf der Gruppe W .
1. W = [W,A]CW (A).
2. [W,A] = [W,A,A].
3. Ist W abelsch, so ist W = [W,A]× CW (A).
4. Falls A einen zentralisatorabgeschlossenen Subnormalteiler von W zentralisiert,
so folgt schon [A,W ] = 1.
5. Falls W eine p-Gruppe ist und A jedes Element der Ordnung p in W zentrali-
siert, dann operiert A trivial auf W .
6. (Erzeugungssatz) Sei A abelsch, aber nicht zyklisch.
Dann ist W = 〈CW (B) | B ≤ A , A/B zyklisch〉
und [W,A] = 〈[CW (B), A] | B ≤ A , A/B zyklisch〉.
Insbesondere ist W = 〈CW (a) | a ∈ A]〉.
7. Sei W nilpotent und A elementarabelsch der Ordnung 4, etwa A = {1, a, b, ab}.
Dann ist W = CW (a)CW (b)CW (ab).
8. Sei W =W1W2. Dann ist CW (A) = CW1(A)CW2(A).
9. Sei A eine pi-Gruppe.
Dann ist |/|∗W (A, q) ⊆ Sylq(W ) fu¨r alle Primzahlen q ∈ pi′, CW (A) ist auf
|/|∗W (A, q) transitiv, und jede A-invariante q-Untergruppe von W liegt in einer
A-invarianten q-Sylowuntergruppe.
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Lemma 2.2. Die elementarabelsche Gruppe A = {1, a, b, ab} der Ordnung 4 operiere
auf der nilpotenten 2′-Gruppe W .
Ist dann CW (a) ≤ CW (b), so folgt IW (b) ⊆ IW (a).
Beweis. Aus Lemma 2.1 (6) und der Voraussetzung folgt W = CW (b)CW (ab). Da
CW (ab) unter b invariant ist, sehen wir weiter [W, b] = [CW (ab), b] ≤ CW (ab). Insbe-
sondere wird jedes von b invertierte Element ausW nun von ab zentralisiert, also auch
von a invertiert.
Satz 2.3. Sei X eine p-Gruppe.
Dann gibt es eine charakteristische Untergruppe P von X mit folgenden Eigenschaften:
- Jede p′-Untergruppe von Aut(X) operiert treu auf P .
- P ′ = φ(P ) ist elementarabelsch und in Z(P ) enthalten.
- Ist p 6= 2 und X 6= 1, so folgt Exp(P ) = p.
Satz 2.4. Sei P ≤ X eine p-Gruppe und A ≤ NX(P ) eine p′-Untergruppe.
Sei P0 eine minimale CNX(P )(A)-invariante, aber nicht von A zentralisierte Unter-
gruppe von P .
Dann ist P0 elementarabelsch oder speziell.
In jedem Fall ist P0 = [P0, a] und CP0(A) = P
′
0. Fu¨r p 6= 2 ist weiter Exp(P0) = p.
Lemma 2.5. Sei H ≤ X eine auflo¨sbare Untergruppe, die von der Involution
t ∈ X normalisiert wird. Jede t-invariante pi-Untergruppe von H werde von t zentra-
lisiert.
Dann ist H = CH(t)Opi′(H).
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Beweis. Die Voraussetzungen vererben sich auf die Faktorgruppe H/Opi′(H), also
ko¨nnen wir Opi′(H) = 1 annehmen. Nun ist F ∗(H) = F (H) eine pi-Gruppe (H ist
auflo¨sbar!) und natu¨rlich t-invariant, wird also von t zentralisiert nach Voraussetzung.
Da F (H) ein zentralisatorabgeschlossener Normalteiler ist, folgt nun [H, t] = 1 aus
2.1 (4).
Lemma 2.6. Sei p ungerade und P eine metazyklische, nicht zyklische p-Gruppe.
Dann ist Ω1(P ) elementarabelsch der Ordnung p2.
Lemma 2.7. Sei P ≤ X eine p-Untergruppe und W ≤ NX(P ).
Falls dann W fixpunktfrei auf P operiert, ist W eine p′-Gruppe.
Lemma 2.8. Sei t ∈ X eine Involution und W ≤ X eine t-invariante Untergruppe.
1. Ist W eine 2′-Gruppe, so ist |W : CW (t)| = |IW (t)|.
Genauer: Jede Nebenklasse von CW (t) in W entha¨lt genau ein von t invertiertes
Element.
2. Falls t fixpunktfrei auf W ist, invertiert t jedes Element von W , und insbeson-
dere ist W abelsch.
Lemma 2.9 (Thompsons P ×Q-Lemma). Die Gruppe A operiere auf der p-Gruppe
W , wobei A = P ×Q direktes Produkt einer p-Gruppe P mit einer p′-Gruppe Q ist.
Falls dann CW (P ) von Q zentralisiert wird, operiert A trivial auf ganz W .
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Weitere beno¨tigte Sa¨tze
Satz 2.10. Sei X eine 2-Gruppe, T EX, und T enthalte keinen elementarabelschen
Normalteiler der Ordnung 4 von X.
Dann ist X zyklisch, eine Quaternionengruppe, eine Diedergruppe oder eine Semidie-
dergruppe.
Satz 2.11. Sei Y eine p-Untergruppe von Op′,p(X). Dann ist Op′(CX(Y )) ≤ Op′(X).
Ist X auflo¨sbar, so ist fu¨r jede p-Untergruppe P von X schon Op′(CX(P )) ≤ Op′(X).
Satz 2.12. Sei t ∈ O2′,2(X) eine Involution und D ≤ X eine 〈t〉CX(t)-invariante
2′-Untergruppe.
Dann ist D ≤ O(X), und falls D nilpotent ist, folgt [t,D] ≤ F (X).
Beweis. Wegen der teilerfremden Operation (siehe 2.1) ist D = CD(t)[D, t].
Aus t ∈ O2′,2(X) folgt nun einerseits [t,D] ≤ [O2′,2(X), D] ≤ O(X) und andererseits
CD(t) ≤ O(CX(t)) ≤ O(X) mit Satz 2.11. Sei jetzt D nilpotent. Wir zeigen fu¨r jede
Primzahl q ∈ pi(D): [t, Oq(D)] ≤ Oq(X).
Dazu nehmen wir oBdA Oq(X) = 1 an und zeigen [z,Oq(D)] = 1. (Sonst gehen wir
zur Faktorgruppe nach Oq(X) u¨ber.)
Oq(D) ist 〈t〉CX(t)-invariant.
Mit D0 := [Oq(D), t] ist [CF (X)(t), D0] ≤ Oq(D) ∩ F (X) ≤ Oq(X) = 1 und daher
CF (X)(t) ≤ CF (X)(D0) =: H. Nun operiert t auf der Faktorgruppe NF (X)(H)/H, und
zwar fixpunktfrei, also invertiert t jedes Element wegen Lemma 2.8 (2). Aber dann
zentralisiert D0 = [D0, t] diese Faktorgruppe und daher schon NF (X)(H) selbst.
Das impliziert NF (X)(H) ≤ CF (X)(D0) = H, also ist H mit seinem Normalisator in
der nilpotenten Gruppe F (X) identisch. Das ist aber nur mo¨glich, wenn H = F (X)
ist. Wir beachten nun D0 ≤ D ≤ O(X) ≤ CX(E(X)) und erhalten
D0 ≤ CX(F ∗(X)) ≤ F (X), also D0 ≤ Oq(X) = 1 wie behauptet.
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Satz 2.13. Sei V eine p-Untergruppe von Op′,p(X).
Dann ist CX(V ) transitiv auf |/|∗X(V, q) fu¨r jedes q ∈ pi′.
Satz 2.14 (siehe BE3). Sei P eine p-Untergruppe von X.
Dann ist Op∗(CX(P )) ≤ Op∗(X).
Satz 2.15 (siehe GL2). Sei O(X) = 1 und S ∈ Syl2(X).
Dann besitzt A := CAut(X)(S) ein normales 2-Komplement, und die
2-Sylowuntergruppen von A sind abelsch. Insbesondere ist A auflo¨sbar.
Satz 2.16. Sei a ∈ X eine Involution.
Dann ist L(CX(a)) ≤ L(X).
Satz 2.17 (Thompsons Verlagerungslemma). Sei S ∈ Syl2(X), T eine maximale
Untergruppe von S und s ∈ S eine Involution mit sX ∩ T = ∅.
Dann ist s /∈ O2(X).
Satz 2.18. Sei P ∈ Sylp(X), P ≤ H ≤ X, und fu¨r jedes p-Element y ∈ H sei
yX ∩H = yH .
Falls dann Op(H) 6= H ist, folgt auch Op(X) 6= X.
Wir beno¨tigen auch abgeschwa¨chte Versionen des ZJ-Satzes von Glauberman und des
Verlagerungssatzes von Burnside.
Satz 2.19 (ZJ-Satz). Sei X eine Gruppe ungerader Ordnung, char(X) = p und
P ∈ Sylp(X).
Dann ist ZJ(P )EX.
11
Satz 2.20 (Burnside). Sei S ∈ Syl2(X) zyklisch.
Dann besitzt X ein normales 2-Komplement, d. h. X = SO(X).
Satz 2.21 (Brauer-Suzuki). Sei S ∈ Syl2(X) eine Quaternionengruppe und s die
zentrale Involution in S.
Dann ist 〈s〉O(X)EX, d. h. s ∈ Z∗(X).
Satz 2.22 (Frobenius). Fu¨r jede nichttriviale p-Untergruppe P von X besitze NX(P )
ein normales p-Komplement.
Dann besitzt X ein normales p-Komplement.
Eine abgeschwa¨chte Version von Theorem 1 in [GL3] ist
Satz 2.23. Sei H eine pi-Gruppe und A eine pi′-Untergruppe von Aut(H). Sei t ein
involutorischer Automorphismus von H und CH(t) ≤ CH(A).
Dann sind [CH(A), t] und [H,A] Normalteiler von H, und [H,A] ist eine nilpotente
2′-Untergruppe.
Satz 2.24 (siehe J). Sei T eine 2-Gruppe, die genau drei Involutionen entha¨lt und
C4 × C4 'W E T mit Ω1(W ) ≤ Z(T ).
Dann besitzt T einen metazyklischen Normalteiler vom Index ho¨chstens vier.
Wir verwenden in der ganzen Arbeit, ohne speziell darauf zu verweisen :
Satz 2.25 (siehe FT). Gruppen ungerader Ordnung sind auflo¨sbar.
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3 Spezielle Resultate
Wir beweisen hier allgemeine Sa¨tze, die im Laufe der Arbeit beno¨tigt werden.
Satz 3.1 kommt in Kapitel 12 ins Spiel und verwendet ein Ergebnis aus Jankos Arbeit
u¨ber 2-Gruppen mit genau drei Involutionen (siehe [J] und speziell Satz 2.24).
Auch Satz 3.2 bzw. das Korollar 3.3 daraus wird am Ende von Kapitel 12 zitiert.
Zum Schluß beweisen wir einen Satz u¨ber teilerfremde Operation (genauer einen Er-
zeugungssatz), der sich an Ergebnisse wie 2.1 (6) anschließt und sehr a¨hnlich zu Resul-
taten von Goldschmidt ist, vgl. etwa [GO1] und [GO2]. Er wird in Kapitel 13 beno¨tigt.
Satz 3.1. Sei T eine 2-Gruppe, die genau drei Involutionen entha¨lt.
Dann ist Aut(T ) auflo¨sbar.
Beweis. Angenommen nicht. Dann besitzt Aut(T ) eine perfekte nichttriviale Unter-
gruppe A. Sind a, b und z := ab die drei Involutionen in T und V := 〈a, b〉, so ist
V ≤ Z(T ) und A trivial auf V .
Weiter ko¨nnen wir φ(T ) = T ′ = V ≤ Z(T ) annehmen mit Satz 2.3. Also ist nun T/V
elementarabelsch, d. h. jedes Element außerhalb von V hat Ordnung 4.
Fu¨r jedes v ∈ V # definieren wir die Teilmenge Tv := {t ∈ T | t2 = v}. Dann ist T als
Menge die disjunkte Vereinigung von V, Ta, Tb und Tz, und diese Partition wird von
A elementweise invariant gelassen. Wir bezeichnen eine Untergruppe oder Teilmenge
S von T als vom Typ Tv, wenn alle Elemente der Ordnung 4 aus S in Tv liegen.
Wir erhalten offenbar einen Widerspruch, falls T = V ist. Wir sehen auch sofort, daß
A im Falle |T | ≤ 16 auflo¨sbar ist, denn die Faktorgruppe T/Z(T ) hat dann ho¨chstens
Ordnung 4. Daher folgt |T | ≥ 32.
Sei |T | = 32.
Dann ist T := T/〈z〉 nicht extraspeziell, da sonst |T : V | ein Quadrat wa¨re.
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Deshalb ist |Z(T )| 6= 2.
Wegen |T | = 32 muß |T/Z(T )| = 4 sein und dann A/CA(T/Z(T )) isomorph zu einer
Untergruppe von S4.
Aber ein nichttrivialer 2′-Automorphismus von T , der T/Z(T ) zentralisiert, kann nicht
auch noch Z(T ) zentralisieren und induziert darauf eine auflo¨sbare Gruppe. Das ist
ein Widerspruch.
Also haben wir |T | ≥ 64.
Jetzt zeigen wir |T | ≤ 64.
Sei x ∈ T , oBdA x ∈ Ta und X := 〈x〉V . Angenommen, X = CT (x).
Dann ist 8 = |CT (x)| = |T : [T, x]| ≥ |T : V |, also |T | ≤ 32, was wir schon behandelt
haben.
Sei also X 6= CT (X), und angenommen, CT (X) sei vom Typ Ta.
Fu¨r jedes y ∈ CT (X)\X ist dann xy eine Involution und offenbar xy 6= a. Sei etwa
xy = b. Es ist auch yz ∈ CT (X)\X und xyz = bz = a = x2. Also folgt yz = x, ein
Widerspruch. Analog im Falle xy = z.
Daher muß es ein u ∈ CT (x)\X geben vom Typ Tb oder Tz, und 〈x〉 × 〈u〉 ist dann
eine zu C4×C4 isomorphe Untergruppe von T . Diese entha¨lt V und ist daher normal
in T .
Aber Satz 2.24 liefert dann, daß T einen metazyklischen Normalteiler vom Index
ho¨chstens 4 entha¨lt, und damit ist |T | ≤ 64.
Wir halten noch fest, daß Tv 6= ∅ ist fu¨r alle v ∈ V #.
Jetzt ist |T | = 64, und A operiert irreduzibel auf T˜ := T/V .
Da sich die Typen der Elemente in T auf T˜ u¨bertragen, bilden die Teilmengen T˜v mit
v ∈ V # eine Partition von T˜ , die von A elementweise festgelassen wird.
Falls etwa |T˜a| < 5 ist, dann induziert A darauf eine auflo¨sbare Gruppe, ein Wider-
spruch.
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Also ist |T˜v| = 5 fu¨r alle v ∈ V #.
A operiert nun auf T˜a, einer Menge von fu¨nf Elementen, entha¨lt also eine zu A5
isomorphe Untergruppe. (A5 ist die einzige perfekte Untergruppe von S5.)
Jetzt ist A 2-fach transitiv auf T˜a.
Seien x1, ..., x5 ∈ T , so daß x˜1, ..., x˜5 genau die fu¨nf Elemente vom Typ Ta in T˜ sind.
Da T˜ elementarabelsch ist, haben wir [x1, x2] = v ∈ V . Aber A ist 2-fach transitiv,
und deshalb ist fu¨r alle i, j ∈ {1, ..., 5} schon [xi, xj ] = v.
Die Gruppe 〈x1, ..., x5〉/〈v〉 ist also abelsch, und nun ist 〈x˜1, ..., x˜5〉 eine echte
A-invariante Untergruppe von T˜ .
Das widerspricht der irreduziblen Operation von A.
Satz 3.2. Sei F ein Ko¨rper der Charakteristik p, p ungerade, und W ein endlichdi-
mensionaler F-Vektorraum.
Sei H eine Gruppe, die auf W operiert und a ∈ H eine Involution mit [H, a] ≤ O(H)
und dim(CW (a)) ≤ 1.
Sei H/O(H) sowohl 2-perfekt als auch 3-perfekt.
Dann operiert [H, a] nilpotent auf W .
Beweis. Angenommen, [H, a] operiere nicht nilpotent auf W .
Zuerst sehen wir, daß nach Voraussetzung H = CH(a)[H, a] = CH(a)O(H) ist.
Fu¨r jedes q ∈ pi([H, a]) besitzt [H, a] eine a-invariante q-Sylowuntergruppe, siehe
2.1 (9). Wenn diese zentralisiert wird, ist [H, a] eine q′-Gruppe mit Satz 2.5. Falls
also fu¨r alle q 6= p schon a eine q-Sylowuntergruppe von [H, a] zentralisiert, ist [H, a]
eine p-Gruppe und liegt in Op(H), ein Widerspruch.
Daher existiert eine Primzahl q 6= p, so daß eine q-Sylowuntergruppe T von [H, a]
nicht von a zentralisiert wird. Mit dem Frattiniargument ist nun H = [H, a]NH(T ),
also sogar H = [H, a](NH(T ) ∩ CH(a)).
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Sei Q ≤ T eine minimale (NH(T ) ∩CH(a))-invariante, aber nicht von a zentralisierte
q-Untergruppe von [H, a].
Mit Satz 2.4 ist Q = [Q, a] elementarabelsch oder speziell.
Wir wa¨hlen jetzt unser Gegenbeispiel H minimal, genauer sei |H|+dim(W ) mo¨glichst
klein.
Wegen der minimalen Wahl operiert H treu und irreduzibel auf W . Ferner ist QEH,
also sogar H = CH(a)Q, und die Voraussetzungen bleiben erhalten.
Wir beachten, daß aus CW (H) = 0 nun auch CW (Q) = 0 folgt.
Seien K1, ...,Kn die homogenen Z(Q)-Komponenten von W .
Die Summe der von a invertierten Komponenten ist unter Z(Q), also auch unter Q
invariant und wird deshalb von Q = [Q, a] zentralisiert. Das ist ein Widerspruch zu
CW (Q) = 0.
Also gibt es keine von a invertierte Komponente.
Angenommen, a la¨ßt keine der Komponenten fest.
Sei etwa Ka1 = K2. Dann wird die ”Diagonale“ D := {kk
a | k ∈ K1} von a zentrali-
siert, ist also wegen dim(CW (a)) ≤ 1 ein eindimensionaler Teilraum.
Ferner gibt es dann nur eine solche Diagonale – es folgt n = 2, und K1, K2 sind selbst
eindimensionale Teilra¨ume.
Da H treu operiert, ist jetzt H isomorph zu einer Untergruppe von GL2(p) und H ′
isomorph zu einer Untergruppe von SL2(p). Aber H/O(H) ist nach Voraussetzung
2-perfekt, also folgt a ∈ CH(a)′, und daher ist das Bild von a die zentrale Involution
in SL2(p).
Jetzt wird W von a invertiert, ein Widerspruch.
Also la¨ßt a mindestens eine Komponente, etwa K1, fest.
Es folgt K1 = [K1, a] ⊕ CK1(a). Da CW (a) ein ho¨chstens eindimensionaler Teilraum
ist und K1 nicht von a invertiert wird, hat CK1(a) Dimension 1, und a invertiert jede
weitere Komponente.
Daraus folgt W = K1.
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Nun induziert Z(Q) eine zyklische Gruppe auf W1, ist also selbst zyklisch.
1. Fall: Q ist elementarabelsch.
Dann ist Q = Z(Q) zyklisch der Ordnung q und wird von a invertiert. Aber Q ist
normal in H, also ist nun H/CH(Q) abelsch. Daraus folgt a ∈ H ′ ≤ CH(Q), ein
Widerspruch.
2. Fall: Q ist speziell.
Dann ist Z(Q) = CQ(a) zyklisch der Ordnung q.
Sei Z(Q) ≤ Y ∈ E2(Q).
Dann ist mit dem Erzeugungssatz W = 〈CW (y) | y ∈ Y #〉, genauer W die direkte
Summe der Teilra¨ume CW (y). In Y gibt es genau q + 1 Untergruppen der Ordnung q
– eine (na¨mlich Z(Q)) wird von a zentralisiert, eine wird von a invertiert. Die anderen
q − 1 werden von a paarweise vertauscht.
Wegen CW (Z(Q)) = 0 ist W die direkte Summe von q Summanden.
Sei X ≤ Y eine nicht von a normalisierte Untergruppe der Ordnung q und
W0 := CW (X). Dann sind W0 und W a0 Unterra¨ume von W mit trivialem Schnitt, und
die Diagonale {wwa | w ∈ W0} wird von a zentralisiert. Daher ist dim(W0) = 1, und
es kann keine weitere solche Diagonale geben, da CW (a) eindimensional ist. Das heißt,
daß es in Y insgesamt nur zwei nicht a-invariante Untergruppen der Ordnung q gibt,
und es folgt q = 3. Nun ist W die Summe dreier isomorpher Teilra¨ume der Dimension
eins.
Angenommen, |Q| > q3 = 33. Dann gibt es in Q eine elementarabelsche Untergruppe
Q0 der Ordnung q3.
Mit dem Erzeugungssatz 2.1 (6) ist W = 〈CW (X) | X ≤ Q0 vom Index q〉, sei also
X ≤ Q0 mit |X| = q2 und W1 := CW (X) 6= 0. (Offenbar ist auch W1 < W .)
Da X nicht zyklisch ist, haben wir wieder mit 2.1 (6) auch W = 〈CW (x) | x ∈ X#〉.
Es gibt also ein x ∈ X# mit CW (x) W1. Aber andererseits ist 〈x〉Z(Q) ∈ E2(Q) wie
oben und daher CW (x) ein eindimensionaler Teilraum. Das ist ein Widerspruch.
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Daher kann es in Q keine elementarabelsche Untergruppe der Ordnung q3 geben, und
nun ist |Q| = 33. Deshalb ist Q/Z(Q) elementarabelsch der Ordnung 32, und da Q
normal in H ist, ist nun H/CH(Q/Z(Q)) isomorph zu einer Untergruppe von GL2(3).
Aber H/O(H) ist 2- und 3-perfekt, ein Widerspruch.
Nun formulieren wir 3.2 um als Satz u¨ber die Operation einer Gruppe auf einem
p-Normalteiler.
Satz 3.3. Sei H eine Gruppe, p ∈ pi(H) und P := Op(H).
Sei H/O(H) sowohl 2-perfekt als auch 3-perfekt und a ∈ H eine Involution mit
[H, a] ≤ O(H), so daß CP (a) zyklisch ist.
Dann operiert [H, a] nilpotent auf P .
Beweis. H operiert auf der elementarabelschen p-Gruppe P/φ(P ), und diese Gruppe
ko¨nnen wir als p-Vektorraum auffassen.
Auf ein minimales Gegenbeispiel ko¨nnen wir dann Satz 3.2 anwenden und erhalten
einen Widerspruch.
Satz 3.4. Sei p prim.
Das zentrale Produkt AA0 operiere teilerfremd auf der auflo¨sbaren Gruppe W mit
W = [W,A0], wobei A eine elementarabelsche p-Gruppe vom Rang mindestens 3 ist.
Sei ferner B ≤ A, H := CW (A0B), und Hyp2(A) bezeichne die Menge aller Unter-
gruppen von A vom Index p2.
Dann ist H = 〈[CW (X), A0] ∩H | X ∈ Hyp2(A)〉.
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Beweis. Sei W ein minimales Gegenbeispiel und
EH := 〈[CW (X), A0] ∩H | X ∈ Hyp2(A)〉.
Untergruppen von A vom Index p bezeichnen wir hier als Hyperebenen von A .
Wir beachten, daß W nicht abelsch ist, da sonst W = [W,A0] × CW (A0) wa¨re mit
2.1 (3). Dieses Argument zeigt auch CW (A0) ≤ W ′, da die Faktorgruppe W/W ′
abelsch ist.
Sei R eine maximale AA0-invariante Untergruppe von W , die W ′ entha¨lt (daher
R EW ) und R0 := [R,A0]. Nun ist CW (A0) ≤ W ′ ≤ R und R = R0CW (A0) mit
2.1 (1) und (2).
Da A nicht zyklisch ist, finden wir mit dem Erzeugungssatz (2.1 (6)) eine Hyperebene
Y von A, so daß U := [CW (Y ), A0] nicht in R enthalten ist.
Offenbar ist U eine AA0-invariante Untergruppe von W , und W = RU .
Wir erreichen nun in mehreren Schritten einen Widerspruch.
1. W = 〈R0, U〉.
Beweis. Wir haben W = RU = CW (A0)〈R0, U〉, und 〈R0, U〉 ist A0-invariant,
woraus W = [W,A0] = [CW (A0)〈R0, U〉, A0] = [〈R0, U〉, A0] ≤ 〈R0, U〉 folgt.
Sei N ein minimaler AA0-invarianter Normalteiler von W . Da W auflo¨sbar ist,
ist N eine elementarabelsche r-Gruppe fu¨r eine Primzahl r.
2. H = EH · (H ∩N).
Beweis. Wir setzen KX := [CW (X), A0] fu¨r alle X ∈ Hyp2(A). Wegen der
Minimalita¨t von W ist der Satz in der Faktorgruppe W/N richtig, und wir
erhalten
HN/N = 〈[CW/N (X), A0] ∩HN/N | X ∈ Hyp2(A)〉.
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Fu¨r jedes X ∈ Hyp2(A) sehen wir aber
[CW/N (X), A0] ∩HN/N = KXN/N ∩HN/N = (KXN ∩HN)/N
= (KXN ∩H)N/N = CKXN (BA0)N/N = CKX (BA0)N/N = (KX ∩H)N/N
und daher HN/N = EHN/N .
Also ist HN = EHN , und die Dedekindidentita¨t liefert die Behauptung.
Wir werden mehrmals die Minimalita¨t von W gemeinsam mit (2) verwenden in
folgender Weise:
Wann immer V = [V,A0] eine echte A-invariante Untergruppe von W ist, gilt
der Satz in V , und daher ist H ∩ V ≤ EH .
Nun ist N nicht in V enthalten, da sonst H ∩N ≤ EH ist und wegen (1) dann
W kein Gegenbeispiel sein kann. Im Falle V EW ist wegen der minimalen Wahl
von N sogar V ∩N = 1.
Diese Anwendung von (2) zusammen mit der Minimalita¨t von W kennzeichnen
wir mit (2*).
3. Es gibt keinen minimalen AA0-invarianten Normalteiler D von W mit der Ei-
genschaft D = [D,R0][D,U ].
Beweis. Nehmen wir an, es gebe einen solchen minimalen Normalteiler D.
Die teilerfremde Operation von A0B auf D liefert dann
H ∩D = CD(A0B) = C[D,R0](A0B) · C[D,U ](A0B) (mit 2.1 (8)).
Nehmen wir zuerst R0D 6=W 6= UD an.
Dann ist offenbar D1 := [R0D,A0] eine echte A-invariante Untergruppe von W ,
und (2*) liefert H ∩D1 ≤ EH .
Wegen R0 = [R0, A0] ≤ D1 ER0D folgt [R0, D] ≤ [R0, R0D] ≤ D1.
Schließlich sehen wir [R0, D] ∩ H ≤ D1 ∩ H ≤ EH .
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Genauso ist [U,D] ∩ H ≤ EH , und insgesamt folgt
H ∩ D = CD(A0B) = ([R0, D] ∩ H)([U,D] ∩ H) ≤ EH .
Das ist nicht mo¨glich.
Wir erhalten W = R0D oder W = UD. Im ersten Fall liefert die Dedekindiden-
tita¨t R = R0(D ∩ R), daraus folgt R = R0 oder R = R0D = W , und beides ist
nicht mo¨glich.
Im zweiten Fall beachten wir, daß U eine Hyperebene Y von A zentralisiert.
Da A vom Rang mindestens 3 ist, ist Y nicht zyklisch, und wir finden mit dem
Erzeugungssatz (2.1 (6)) eine Hyperebene YD von Y mit CD(YD) 6= 1.
Nun folgt D = CD(YD) ≤ CW (YD), denn wegen W = UD ist CD(YD) normal in
W , aber D ist ein minimaler AA0-invarianter Normalteiler. Das bedeutet, daß
YD ∈ Hyp2(A) von ganz W zentralisiert wird, ein Widerspruch. Also haben wir
(3) gezeigt.
4. N ≤ Z(W ) ≤ H.
Beweis. Fu¨r die erste Inklusion wenden wir (3) an und sehen N 6= [N,R0][N,U ].
Weiter ist [N,R0][N,U ] normal in W mit (1), und die minimale Wahl von N
impliziert [N,R0][N,U ] = 1. So erhalten wir N ≤ Z(W ) mit (1).
Nun sind alle Untergruppen von N normal in W , also ist H ∩ N = N oder
H ∩N = 1. Der zweite Fall ist wegen (2) nicht mo¨glich, also haben wir N ≤ H.
A0B operiert teilerfremd auf Z(W ), und 2.1 liefert
Z(W ) = [Z(W ), A0B] × CZ(W )(A0B). Der zweite Faktor entha¨lt N , also muß
[Z(W ), A0B] = 1 sein, da sonst N darin gewa¨hlt werden ko¨nnte.
Nun haben wir auch Z(W ) ≤ H.
21
Wir beachten noch, daß Z(W ) ∩ R0 = 1 ist, denn sonst ko¨nnte N in diesem
Schnitt gewa¨hlt werden im Widerspruch zu (2*).
Sei M EW , so daß M/Z(W ) ein minimaler AA0-invarianter Normalteiler von
W/Z(W ) ist. Wir ko¨nnen M in R wa¨hlen.
5. M ist abelsch.
Beweis. Da M/Z(W ) elementarabelsch ist, ist M nilpotent.
Daraus folgt M ∩R0 ∩ Z(M) 6= 1 und insbesondere Z(M) ∩R0 6= 1.
Angenommen Z(M) ∩R0 ≤ Z(W ). Dann wa¨re Z(M) ∩R0 ein AA0-invarianter
Normalteiler von W , und darin ko¨nnte N gewa¨hlt werden im Widerspruch zu
(2*). Daraus folgt, daß Z(M) ∩R0 nicht in Z(W ) liegt, und wegen
1 6= Z(M)  Z(W ) ist Z(M) =M mit der Wahl von M .
Wir setzen L := [M,U ] · [M,R0].
6. Es ist L ≤ Z(W ) und M ≤ Z2(W ).
Beweis. Da M nicht in Z(W ) liegt, folgt mit (1) schon 1 6= LEW .
Wa¨re L  Z(W ), so folgte L = M aus der Minimalita¨t von M , und (3) fu¨hrt
zu einem Widerspruch. Das bedeutet L ≤ Z(W ), und aus (1) folgt dann sofort
M ≤ Z2(W ).
7. M = Z(W )× [M,A0].
Beweis. Offenbar ist M = CM (A0)× [M,A0], und wir beachten
Z(W ) ≤ M ∩ H ≤ CM (A0). Wegen der Minimalita¨t von M ist CM (A0) = M
oder CM (A0) = Z(W ).
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Im ersten Fall ha¨tten wir [A0,M,W ] = 1 = [M,W,A0] und dann
[W,M ] = [W,A0,M ] = 1 mit dem Drei-Untergruppen-Lemma. Da das nicht
mo¨glich ist, erhalten wir CM (A0) = Z(W ) und mit 2.1 (3) die Behauptung.
8. R = CW (M).
Beweis. Zuerst beweisen wir, daß R0 und M sich zentralisieren.
Wir haben [M ∩R0, R0] ≤ [M,R0] ∩R0 ≤ L ∩R0 ≤ Z(W ) ∩R0 = 1 und daher
[M,A0] ≤M ∩R0 ≤ Z(R0). Also liefert (7) uns [M,R0] = 1.
Es ist [W ′, Z2(W )] = 1 (zum Beispiel mit dem Drei-Untergruppen-Lemma), und
zusammen mit (6) folgt daraus W ′ ≤ CW (M).
Aber W ′ entha¨lt CW (A0), also ist auch [CW (A0),M ] = 1, und schließlich sehen
wir, daß R = R0 · CW (A0) in CW (M) enthalten ist.
Da M nicht in Z(W ) liegt, folgt aus der Wahl von R nun R = CW (M).
9. W = UM .
Beweis. Angenommen T := UM < W .
Dann ist W = RU = RT , und mit Hilfe von (2*) und (4) sehen wir, daß Z(W )
nicht in T0 := [T,A0] enthalten ist. Nun ist Z(W )∩T0 = 1, da sonst N in diesem
Durchschnitt gewa¨hlt werden ko¨nnte, ein Widerspruch.
Offenbar ist U ≤ T und dann U = [U,A0] ≤ T0 E T . Weiter folgt
[U,M ] ≤ [T0,M ] ≤ T0 ∩M , da sowohl T0 als auch M normal in T sind. Ferner
ist [U,M ] ≤ L ≤ Z(W ), und deshalb ist [U,M ] ≤ T0 ∩ L ≤ T0 ∩ Z(W ) = 1.
Schließlich folgt U ≤ CW (M) = R, aber dann ist W = R, und das ist nicht
mo¨glich.
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10. W zentralisiert eine Untergruppe von A vom Index p2.
Beweis. Wir beachten, daß U eine Hyperebene Y von A zentralisiert. Der Er-
zeugungssatz (2.1 (6)), angewandt auf die Operation von A aufM/Z(W ), liefert
eine weitere Hyperebene YM von A mit [M,YM ] ≤ Z(W ).
Setzen wir X := Y ∩YM , so sehen wir [W,X] = [UM,X] = [M,X] ≤ Z(W ) und
daher [X,W,A0] ≤ [Z(W ), A0] = 1.
Offensichtlich ist nun [A0, X,W ] = 1, und das Drei-Untergruppen-Lemma liefert
[W,X] = [W,A0, X] = 1.
Da X vom Index p oder p2 in A ist, folgt die Behauptung.
Natu¨rlich widerspricht (10) der Wahl von W als Gegenbeispiel, also haben wir
nun Satz 3.4 bewiesen.
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4 Signalisatorfunktoren
Die Signalisatorfunktormethode wird spa¨ter in der Arbeit eine wichtige Rolle spielen.
Daher fu¨hren wir das Konzept hier ein und geben Beispiele an sowie einige Sa¨tze, die
wir beno¨tigen werden.
Definition
Sei p prim und A eine abelsche p-Untergruppe von X. Fu¨r alle a ∈ A# sei θ(a) eine
A-invariante p′-Untergruppe von CX(a).
Dann heißt θ ein A-Signalisatorfunktor, falls die folgende Balancebedingung erfu¨llt
ist : θ(a) ∩ CX(b) ≤ θ(b) fu¨r alle a, b ∈ A# .
θ heißt auflo¨sbar, falls θ(a) auflo¨sbar ist fu¨r jedes a ∈ A#.
Ein (auflo¨sbarer) A-Signalisatorfunktor θ heißt vollsta¨ndig , falls es eine (auflo¨sbare)
A-invariante p′-Untergruppe W gibt mit θ(a) = CW (a) fu¨r jedes a ∈ A#.
Satz 4.1 (Vollsta¨ndigkeitssatz, siehe GL4). Sei p prim, A ≤ X eine abelsche
p-Untergruppe vom Rang mindestens 3 und θ ein auflo¨sbarer A-Signalisatorfunktor.
Dann ist θ vollsta¨ndig. Insbesondere ist 〈θ(a) | a ∈ A#〉 eine p′-Untergruppe von X.
Ist p = 2, so ist jeder A-Signalisatorfunktor auflo¨sbar und daher im Falle r(A) ≥ 3
vollsta¨ndig.
Wir stellen jetzt kurz ein Standardbeispiel vor.
Satz 4.2. Sei p prim, A eine abelsche p-Untergruppe von X und CX(a) auflo¨sbar
fu¨r jedes a ∈ A#.
Sei θ(a) := Op′(CX(a)) fu¨r alle a ∈ A#.
Dann ist θ ein auflo¨sbarer A-Signalisatorfunktor.
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Beweis. Seien a, b ∈ A#. Mit Satz 2.11 ist dann
θ(a) ∩ CX(b) = COp′ (CX(a))(b) ≤ Op′(CCX(a)(b)) ≤ Op′(CX(b)) = θ(b).
Die Auflo¨sbarkeit ist klar.
Die Balancebedingung Op′(CX(a)) ∩ CX(b) ≤ Op′(CX(b)) ist auch schon unter
schwa¨cheren Voraussetzungen erfu¨llt, im allgemeinen ist sie jedoch verletzt.
In [G2] werden Balancekonzepte entwickelt, und es wird gezeigt, wie bestimmte Ba-
lancebedingungen zu Signalisatorfunktoren fu¨hren. (siehe Kapitel 4.4 dort.)
Wir greifen diese Ideen in Kapitel 13 auf. Dort verwenden wir auch den folgenden Satz
von Goldschmidt aus seiner Arbeit u¨ber schwach eingebettete 2-lokale Untergruppen,
siehe [GO1].
Satz 4.3. Sei B eine abelsche 2-Untergruppe von X vom Rang mindestens 3.
Sei A eine nichtzyklische Untergruppe von B, so daß A ≤ O2′,2(CX(b)) ist fu¨r alle
Involutionen b ∈ B.
Dann ist 〈O(CX(a)) | a ∈ Ω1(A)#〉 eine Untergruppe ungerader Ordnung.
Goldschmidt zeigt, daß unter den gegebenen Voraussetzungen durch
θ(b) := [O(CX(b)), A](O(CX(A)) ∩ CX(b))
fu¨r alle b ∈ B# ein B-Signalisatorfunktor definiert wird.
Fu¨r uns ist spa¨ter wichtig, daß [O(CX(b)), a] ≤ θ(a) ist fu¨r alle a ∈ A#.
Da B eine 2-Gruppe ist, ist θ auflo¨sbar und wegen der Voraussetzung u¨ber r(B) dann
vollsta¨ndig. Noch etwas ist an dieser Stelle erwa¨hnenswert, sei dazu
M := [O(CX(b)), A].
Um zu zeigen, daß θ die geforderte Balancebedingung erfu¨llt, wendet Goldschmidt
einen Operationssatz an, der in der Situation von Satz 4.3 liefert, daß
CM (A) = 〈CX(A) ∩ [CM (a), A] | a ∈ A#〉 ist.
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Auch auf diese Idee kommen wir in Kapitel 13 zuru¨ck und zeigen, wie Satz 3.4 aus
Kapitel 3 zusammen mit einer Balancebedingung zu einem Signalisatorfunktor fu¨hrt.
In seiner Arbeit u¨ber stark abgeschlossene 2-Untergruppen (siehe [GO2]) definiert
Goldschmidt einen Signalisatorfunktor, der als Verallgemeinerung des fu¨r 4.3 ver-
wendeten aufgefaßt werden kann. Wir formulieren hier einen entsprechenden Satz,
beno¨tigen aber vorher noch eine Definition.
Definition
Sei A ≤ X, A = A1 ×A2 mit A1, A2 ∈ E22 (X).
A1, A2 heißen dann 2′-separiert, falls fu¨r jedes a ∈ A# und fu¨r jede Komponente Ê
von ĈX(a) := CX(a)/O(CX(a)) gilt:
[Ê, Â1] = 1 oder [Ê, Â2] = 1.
Satz 4.4. Seien A1, A2 zwei 2′-separierte elementarabelsche 2-Untergruppen von X
der Ordnung 4 und A := A1 ×A2.
Dann definiert θ(a) :=
⋂
i=1,2
[O(CX(a)), Ai](O(CX(a)) ∩ O(CX(Ai))) fu¨r alle a ∈ A#
einen auflo¨sbaren A-Signalisatorfunktor.
Unsere Definition fu¨r ”2
′-separiert“ ist etwas sta¨rker als diejenige von Goldschmidt.
Wir beachten weiter, daß θ hier wieder sofort vollsta¨ndig ist.
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5 Isolierte Involutionen
Sei von jetzt an und fu¨r den Rest der Arbeit G eine endliche Gruppe.
Lemma 5.1. Seien s, t ∈ G Involutionen, n := o(st) und D := 〈s, t〉.
Dann ist 〈st〉 ein zyklischer Normalteiler vom Index zwei in D, der von s und t in-
vertiert wird. Alle Elemente in D\〈st〉 sind Involutionen.
D heißt Diedergruppe der Ordnung 2n, und es gibt genau drei Fa¨lle:
– n ist ungerade. Dann ist Z(D) = 1, und alle Involutionen in D sind konjugiert.
– n = 2. Dann ist D elementarabelsch der Ordnung 4.
– n > 2 ist gerade. Dann ist die einzige Involution aus 〈st〉 in Z(D) enthalten,
|Z(D)| = 2, und D\〈st〉 zerfa¨llt in genau zwei Konjugiertenklassen von Involutionen.
Definition
Eine Involution z ∈ G heißt isoliert in G, falls z mit keinem seiner Konjugierten
außer sich selbst vertauschbar ist, d. h. zG ∩ CG(z) = {z}.
Fu¨r den Rest der Arbeit sei z eine isolierte Involution und C := CG(z).
Wir stellen zuerst ein paar einfache, aber wichtige Eigenschaften zusammen.
Lemma 5.2. Sei z ∈ S ∈ Syl2(G).
1. zG ∩ S = {z}.
2. z zentralisiert jede z-invariante 2-Untergruppe von G. Insbesondere ist z ∈ Z(S).
3. Fu¨r jedes g ∈ G hat zzg ungerade Ordnung.
4. Fu¨r jede Untergruppe H von G, die z entha¨lt, ist zG ∩H = zH .
5. Ist w ∈ G eine nicht zu z konjugierte Involution, so wird o(zw) von 2, aber nicht
von 4 geteilt. Die 2-Sylowuntergruppen von D := 〈z, w〉 sind deshalb elementa-
rabelsch der Ordnung 4.
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6. Ist z ∈ X E Y ≤ G, so haben wir Y = XCY (z).
7. Ist z /∈ N EG und G := G/N , so ist CG(z) = CG(z) und z auch isoliert in G.
8. Sei p prim und eine p-Sylowuntergruppe P von G in CG(z) enthalten. Sind
dann X,Y Teilmengen von P , die in G konjugiert sind, so sind sie bereits in C
konjugiert.
Beweis. 1. Die Behauptung folgt sofort, weil 〈z〉 subnormal in S ist.
2. Sei T eine z-invariante 2-Untergruppe von G.
Dann liegt T 〈z〉 in einer 2-Sylowuntergruppe von G, also oBdA T 〈z〉 ≤ S.
Nun ist zG ∩ T ⊆ zG ∩ S = {z} mit (1), also insbesondere zt = z fu¨r alle t ∈ T ,
d.h. [T, z] = 1.
3. Angenommen, n := o(zzg) sei gerade. Mit 5.1 besitzt D := 〈z, zg〉 eine zentrale
Involution t, genauer ist t eine Potenz von zzg.
Wegen [z, t] = 1 ist auch [z, zt] = 1, aber zt ist zu z konjugiert. Das liefert zt = z
und schließlich zg = z, ein Widerspruch.
4. Sei zg ∈ H. Mit (3) und Lemma 5.1 sind in D := 〈z, zg〉 alle Involutionen
konjugiert. Insbesondere sind dann z und zg schon in D ≤ H konjugiert.
5. Wa¨re o(zw) ungerade, so wa¨ren z und w in D konjugiert mit 5.1, ein Wider-
spruch.
Sei jetzt z ∈ T ∈ Syl2(D). Im Falle [z, w] = 1 ist die Behauptung natu¨rlich
richtig. Andernfalls ist z /∈ Z(D), aber z ∈ Z(T ) mit (2). Daher ist T elementa-
rabelsch der Ordnung 4.
6. Sei z ∈ T ∈ Syl2(X). Da z isoliert ist, haben wir NY (T ) ≤ CY (z), und mit dem
Frattiniargument ist Y = XNY (T ) ≤ XCY (z).
7. CG(z) = CG(z) folgt aus (4), und wegen z
G = zG ist dann z isoliert.
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8. Sei Y = Xg. Wegen X,Y ≤ C sind z und zg−1 in CG(X) enthalten und dann
schon darin konjugiert, siehe (4). Ist h ∈ CG(X) mit z = zg−1h, so folgt g−1h ∈ C
und Y g
−1h = Xh = X wie gewu¨nscht.
Satz 5.3. Sei x ∈ C eine von z verschiedene Involution und C ≤M max G.
Dann ist CG(x) M .
Beweis. Offenbar ist w := zx eine von z verschiedene Involution in C. Weiter sind w
und z nicht konjugiert. Wegen 1 6= 〈wG〉 E G ist 〈wG〉〈z〉 = G, denn G ist z-einfach.
Daher existiert ein Konjugiertes u von w, das nicht in M liegt. Insbesondere sind z
und u nicht vertauschbar. Wir setzen D := 〈u, z〉.
Da z und u nicht konjugiert sind, hat zu gerade Ordnung, und Z(D) entha¨lt eine
Involution v. Offenbar ist CG(v) M .
Sei z ∈ T ∈ Syl2(D) und T ≤ S ∈ Syl2(G). Mit 5.2 (5) und (2) ist T elementarabelsch
der Ordnung vier, entha¨lt v und zentralisiert z. Sei d ∈ D mit ud ∈ S, also T = 〈z, ud〉.
Dann muß v = zud sein, und wegen ud ∈ T ≤ C und w ∈ C erhalten wir mit Lemma
5.2 (4), daß ud (= zv) und w (= zx) in C konjugiert sind. Also sind auch v und x in
C konjugiert, und wegen CG(v) M ist schließlich auch CG(x) M .
Der Vergleich des folgenden Lemmas mit 2.8 (1) legt – zu Recht – nahe, daß isolierte
Involutionen ”wie teilerfremd“ operieren.
Lemma 5.4. Sei W ≤ G eine z-invariante Untergruppe.
Dann ist |W : CW (z)| = |IW (z)|, genauer entha¨lt jede Nebenklasse von CW (z) in W
genau ein von z invertiertes Element.
Wir setzen jetzt K := {zzg | g ∈ G} und behalten diese Bezeichnung fu¨r den Rest der
Arbeit bei. Offenbar ist K unter C invariant und wird von z invertiert.
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Lemma 5.5. Sind a, b ∈ K, so hat ab ungerade Ordnung.
Beweis. Sei etwa a = zzg und b = zzh.
Dann ist ab = zzgzzh = zgzzh konjugiert zu zzhzg
−1 ∈ K, also von ungerader Ordnung.
Lemma 5.6. Sind s, t ∈ zG, s 6= t, so folgt st /∈ C.
Beweis. Angenommen st ∈ C.
Dann setzen wir X := CG(st) und Y := X〈t〉. Nun wird st von t invertiert und von z
zentralisiert, d. h. z ∈ X E Y und t /∈ X.
Andererseits sind t und z in Y enthalten, also auch schon darin konjugiert mit 5.2 (4).
Das ist nicht mo¨glich.
Definition
Fu¨r alle a, b ∈ K setzen wir a ◦ b := aba.
Lemma 5.7. ◦ ist eine Verknu¨pfung auf K, und fu¨r jedes a ∈ K sind die Abbildungen
k 7→ k ◦ a und k 7→ a ◦ k von K in K bijektiv.
Beweis. Seien etwa a = zzg, b = zzh und d = zzk.
Es ist a ◦ b = zzgzzhzzg = zzha ∈ K, also ◦ eine Verknu¨pfung auf K.
Fu¨r den Rest der Behauptung genu¨gt es, zu zeigen, daß die angegebenen Abbildungen
injektiv sind:
Aus a ◦ b = a ◦ d, also aba = ada, folgt sofort b = d. Sei nun a ◦ b = d ◦ b. Dann folgt
zzha = zzhd, also zha = zhd, so daß ha und hd in der gleichen Nebenklasse von C
liegen. Aber das bedeutet zkzg = d−1a ∈ C, was wegen Lemma 5.6 nur mo¨glich ist,
wenn zk = zg ist, also a = d.
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Definition
Zu je zwei Elementen a, b ∈ K bezeichnen wir mit a+b das nach Lemma 5.7 eindeutig
bestimmte Element d ∈ K mit d ◦ a−1 = b, also (a+ b)a−1(a+ b) = b.
Lemma 5.8. Seien a, b, d ∈ K.
– a+ b = b+ a.
– Fu¨r alle c ∈ C ist (a+ b)c = ac + bc.
– (a+ b)−1 = a−1 + b−1.
– a+ b = 1 genau dann, wenn b = a−1 ist.
– a ◦ (b+ d) = a ◦ b+ a ◦ d.
Beweis. Seien a, b ∈ K.
Nach Definition ist (a+ b) ◦ a−1 = b, also (a+ b)−1 ◦ a = b−1 und somit
(a+ b) ◦ b−1 = a = (b+ a) ◦ b−1. Daher folgt a+ b = b+ a.
Der zweite Punkt ist klar, und der dritte folgt unmittelbar, da z in C liegt und K
invertiert.
a+ b = 1 bedeutet 1 ◦ a−1 = b, also sofort a−1 = 1a−11 = b.
Umgekehrt: 1 ◦ a−1 = a−1 = (a+ a−1) ◦ a−1, also a+ a−1 = 1.
Fu¨r den letzten Punkt beachten wir (b+ d) ◦ b−1 = d, also
(a ◦ b+ a ◦ d) ◦ (a ◦ b)−1 = a ◦ d = a ◦ ((b+ d) ◦ b−1) = a(b+ d)b−1(b+ d)a =
a(b+ d)aa−1b−1a−1a(b+ d)a = (a(b+ d)a) ◦ (a ◦ b)−1 = (a ◦ (b+ d)) ◦ (a ◦ b)−1 .
Das liefert die Behauptung.
Satz 5.9. Sei a ∈ K und s ∈ C eine von z verschiedene Involution.
Dann ist a = u◦v mit u ∈ CK(s) und v ∈ CK(sz), und diese Darstellung ist eindeutig.
Insbesondere ist |K| = |CK(s)||CK(sz)| und K ⊆ 〈CK(s), CK(sz)〉.
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Beweis. Offenbar ist a+ as = as + a = (a+ as)s, also a+ as ∈ CK(s).
Fu¨r alle b ∈ K setzen wir b¯ := b+bs. Dann bilden die TeilmengenKx := {b ∈ K|b¯ = x}
mit x ∈ CK(s) eine Partition von K.
Wir bemerken
K1 = {b ∈ K|b¯ = 1} = {b ∈ K|b+ bs = 1} = {b ∈ K|bs = b−1} = {b ∈ K|bsz = b}
= CK(sz).
Sei jetzt a¯ =: x ∈ CK(s). Da x ungerade Ordnung hat (5.2 (3)), gibt es eine Potenz y
von x mit (y−1)2 = x. Nun ist y ∈ CK(s) und y ◦ a¯ = y ◦ x = 1.
Wie wir in Lemma 5.8 gesehen haben, ist
y ◦ a¯ = y ◦ (a+ as) = y ◦ a+ y ◦ as = y ◦ a+ ys ◦ as = y ◦ a.
Das heißt y ◦ a = y ◦ a¯ = 1 und y ◦ a ∈ K1 = CK(sz). Setze u := y−1 und v := y ◦ a.
Dann ist a = y−1yayy−1 = y−1(y ◦ a)y−1 = u ◦ v ∈ CK(s) ◦ CK(sz).
Falls es eine zweite Darstellung a = u′ ◦ v′ ∈ CK(s) ◦ CK(sz) gibt, sehen wir sofort
a¯ = u′ ◦ v¯′ = u′2, also u′2 = a¯ = u2, und da u und u′ ungerade Ordnung haben, folgt
daraus schon u = u′. Sobald aber einer der Faktoren eindeutig ist, sind es beide wegen
Lemma 5.7.
Lemma 5.10. G = K · C, genauer entha¨lt jede Nebenklasse von C in G genau ein
von z invertiertes Element.
Ferner ist |G| = |C||CK(s)||CK(sz)| fu¨r jede von z verschiedene Involution s in C.
Beweis. K ist C-invariant, und jedes Element aus K\{1} wird von z invertiert und
nicht zentralisiert. Seien nun zzg, zzh aus K. Angenommen, Czzg = Czzh.
Dann ist zgzh ∈ C, aber das ist wegen Lemma 5.6 nur mo¨glich, wenn schon zzg = zzh
ist. Also erhalten wir |K| = |G : C| wie gewu¨nscht. Mit Satz 5.9 wissen wir
|K| = |CK(s)||CK(sz)|, und damit folgt der Rest der Behauptung.
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Satz 5.11. Sei p ∈ pi(G). Dann gibt es eine z-invariante p-Sylowuntergruppe von G.
Beweis. Wir ko¨nnen uns wegen 5.2 (2) auf ungerade p beschra¨nken und schließen per
Induktion nach |G|.
Zuerst zeigen wir, daß es u¨berhaupt eine z-invariante p-Untergruppe von G gibt. Sei
dazu s ∈ C eine von z verschiedene Involution. (Wenn es keine solche Involution gibt,
ist r2(G) = 1, und mit den Sa¨tzen 2.20 und 2.21 folgt z ∈ Z∗(G). Aber dann ist sofort
klar, daß z eine p-Sylowuntergruppe von G normalisiert.)
Nun ist p ein Teiler von |C|, |CK(s)| oder |CK(sz)| mit Lemma 5.10. Falls p ∈ pi(C)
ist, dann gibt es in G eine nichttriviale von z zentralisierte p-Untergruppe.
Falls p kein Teiler von |C| ist, dann muß |CK(s)| oder |CK(sz)| von p geteilt werden.
Sei oBdA p ein Teiler von |CK(s)|, also von |CG(s) : CC(s)|. Es ist z ∈ CG(s), und
per Induktion gibt es in CG(s) sogar eine z-invariante p-Sylowuntergruppe, falls
CG(s) < G ist.
Sei also s ∈ Z(G). Da das Bild von z in G/〈s〉 isoliert ist (5.2), erhalten wir per
Induktion eine invariante p-Sylowuntergruppe in der Faktorgruppe und sind wieder
fertig.
Nun wa¨hlen wir eine maximale z-invariante Untergruppe P0 und betrachten
N0 := NG(P0). Offenbar ist z ∈ N0, und falls N0 < G ist, existiert per Induktion eine
z-invariante p-Sylowuntergruppe P von N0. Wegen der maximalen Wahl von P0 muß
dann P0 = P sein, also P0 ∈ Sylp(G).
Falls P0 E G ist, existiert per Induktion eine z-invariante p-Sylowuntergruppe von
G/P0. Das Urbild ist eine z-invariante p-Sylowuntergruppe von G wie gewu¨nscht.
Fu¨r jede Untergruppe H von G und jede Primzahl p bezeichnen wir die Menge der
z-invarianten p-Sylowuntergruppen von H mit Sylp(H, z), und mit Satz 5.11 ist im
Falle z ∈ H stets Sylp(H, z) 6= ∅. Fu¨r jede 2-Untergruppe V ≤ H bezeichnen wir ganz
analog die Menge der V -invarianten p-Sylowuntergruppen von H mit Sylp(H,V ).
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Lemma 5.12. Sei p ∈ pi(G).
Dann ist jede z-invariante p-Untergruppe von G in einer z-invarianten
p-Sylowuntergruppe enthalten, und C ist transitiv auf Sylp(G, z).
Beweis. Sei X eine z-invariante p-Untergruppe von G. Dann liegt X in einer maxi-
malen z-invarianten p-Untergruppe P von G, und z ist in N := NG(P ) enthalten.
Sei P0 ∈ Sylp(N, z).
Nun ist, da P normal in N ist, P in P0 enthalten und wegen der maximalen Wahl
schon P = P0. Daher ist P ∈ Sylp(NG(P )), also P ∈ Sylp(G) wie behauptet.
Seien nun P1, P2 ∈ Sylp(G, z) und g ∈ G mit P g1 = P2.
Wegen z ∈ NG(P2) = (NG(P1))g sehen wir, daß z und zg in NG(P2) liegen, also schon
darin konjugiert sind mit 5.2 (4). Sei h ∈ NG(P2) mit z = zgh.
Dann ist gh ∈ C und P gh1 = P h2 = P2 wie behauptet.
Bemerkung 5.13. Die Aussagen in 5.11 und 5.12 lassen sich leicht verallgemeinern
auf elementarabelsche 2-Untergruppen V von G, in denen jede Involution isoliert ist :
Ist p prim, so ist |/|∗G(V, p) ⊆ Sylp(G), und NG(V ) = CG(V ) ist transitiv auf
Sylp(G,V ).
Lemma 5.14. Sei V ∈ E22 (G) mit z ∈ V , etwa V = {1, a, b, z}.
Sei q prim und Q ∈ Sylq(G,V ) mit Q ≤ CG(a), aber C enthalte keine
q-Sylowuntergruppe von G.
Dann entha¨lt auch CG(b) keine q-Sylowuntergruppe von G, und insbesondere sind a
und b nicht konjugiert.
Beweis. Mit Satz 5.10 ist |G|q = |C|q|CK(a)|q|CK(b)|q.
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Andererseits haben wir nach Voraussetzung |G|q = |Q| = |CG(a)|q = |CC(a)|q|CK(a)|q
und |C|q = |CC(a)|q.
Daraus folgt |G|q = |CC(a)|q|CK(a)|q|CK(b)|q = |CG(a)|q|CK(b)|q.
Nun muß |CK(b)|q = 1 sein. Aber es ist |CG(b)|q = |CC(b)|q|CK(b)|q und nach Vor-
aussetzung keine q-Sylowuntergruppe von G in C enthalten.
Daher ist |CG(b)|q < |G|q wie behauptet.
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6 Z∗-Involutionen
Definition
Sei z ∈ G\Z∗(G) eine isolierte Involution. Dann heißt z eine Z∗-Involution (von G),
falls z ∈ Z∗(H) ist, d. h. H = CH(z)O(H), fu¨r jede echte Untergruppe H von G, die
z entha¨lt. Gleichbedeutend ist z ∈ O2′,2(H).
Die Gruppe G nennen wir z-einfach , falls G = N〈z〉 ist fu¨r jeden Normalteiler N 6= 1
von G.
Sei von nun an z eine Z∗-Involution, C := CG(z) und M eine maximale Untergruppe
von G, die C entha¨lt. Sei G außerdem z-einfach.
Wir sehen unmittelbar:
Lemma 6.1. Sei z ∈ L < G.
Dann ist L = (C ∩ L)O(L) und O2′,2(C) ∩ L ≤ O2′,2(L).
Lemma 6.2. Sei z ∈ L < G.
Dann ist [E(L), z] = 1.
Beweis. Offenbar ist [E(L), Z∗(L)] = 1. Das liefert die Behauptung wegen z ∈ Z∗(L).
Lemma 6.3. Sei C =M und q ∈ pi(F (M)).
Dann entha¨lt M eine q-Sylowuntergruppe von G, und jede z-invariante q-Untergruppe
von G wird von z zentralisiert.
Beweis. Sei Q ∈ Sylq(M).
Dann ist z ∈ CG(Q) ≤ CG(Oq(M)) ≤M . (Beachte Oq(M) 6= 1.)
Wir setzen X := CG(Q) und Y := NG(Q).
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Nun liefert 5.2 (6) uns Y = XCY (z), also ist schon NG(Q) = Y ≤ M und daher
Q ∈ Sylq(G). Da C =M transitiv auf Sylq(G, z) = |/|∗G(z, q) ist (siehe 5.12), liegt nun
jede z-invariante q-Untergruppe in M .
Lemma 6.4. Sei t ∈ zG, aber t /∈M , und D :=M ∩M t.
Sei weiter n := |M : C| und I := ID(t).
1. D = O(D)CD(t)
2. I (und damit D) ist transitiv auf zM .
3. M = CI, jede Nebenklasse von C in M entha¨lt genau ein Element aus I.
4. |I| = |D : CD(t)| = |D : CD(z)| = n.
5. Ist q prim und Q ∈ Sylq(G, z), so ist CQ(z) ∈ Sylq(C).
Ist Q0 ∈ Sylq(D, t), so ist |IQ0(t)| = nq.
Beweis. D ist t-invariant, und da mit z auch t eine Z∗-Involution ist, folgt
D〈t〉 = [D〈t〉, t] · CD〈t〉(t) = [D, t] · CD〈t〉(t) ≤ O(D) · CD〈t〉(t).
Mit der Dedekindidentita¨t ist D = O(D)(CD〈t〉(t) ∩D) = O(D)CD(t), das zeigt (1).
Sei u ∈ zM . In der Diedergruppe T := 〈u, zt〉 sind u und zt konjugiert (siehe 5.2),
genauer gibt es eine Involution s ∈ T mit us = zt.
Jetzt ist einerseits u = zts, andererseits sind wieder wegen 5.2 schon z und u in M
konjugiert. Sei also x ∈ M mit ux = z. Dann ist z = ux = ztsx, also tsx ∈ C und
daher ts ∈M .
Da ts von t invertiert wird, liegt ts in M ∩M t = D und dann sogar schon in I. Das
zeigt (2), und es folgt auch M = CI.
Seien jetzt x1, x2 ∈ I mit Cx1 = Cx2.
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Dann ist x1x−12 ∈ C. Nach Definition von I sind x1t und x2t Involutionen (zu t und
damit auch zu z konjugiert), es folgt x1tx2t = x1t(x2t)−1 = x1x−12 ∈ C.
Wegen Lemma 5.6 ist das nur mo¨glich, wenn x1t = x2t, also x1 = x2 ist. Daher ist I
ein Vertretersystem fu¨r die Nebenklassen von C in M wie in (3) behauptet.
I ist auch ein Vertretersystem fu¨r die Nebenklassen von CD(t) in D, siehe (1), und
das liefert (4).
Die erste Behauptung in (5) folgt, da C transitiv auf Sylq(G, z) ist, siehe Lemma 5.12.
Sei nun Q0 ∈ Sylq(D, t). Dann ist CQ0(t) ∈ Sylq(CD(t)), da t genau wie z isoliert ist.
Aber nun sehen wir nq = |D : CD(t)|q = |Q0 : CQ0(t)| = |IQ0(t)| wie behauptet.
Lemma 6.5. Sei q prim mit Oq(M)  C.
Dann entha¨lt M keine q-Sylowuntergruppe von G.
Beweis. Offenbar ist q ungerade.
Sei Q ∈ Sylq(M, z), und nehmen wir Q ∈ Sylq(G, z) an. Nach Voraussetzung ist
1 6= X := IOq(M)(z). Setzen wir |M : C| = n, so ist |IQ(z)| = nq 6= 1. Wir zeigen nun,
daß X in jedem Konjugierten von M liegt.
Zuerst stellen wir fest, daß X in jeder z-invarianten q-Sylowuntergruppe von G liegt,
denn X ⊆ Q ∈ Sylq(G, z), und C ≤ M ist auf Sylq(G, z) transitiv und normalisiert
X. Aus dem gleichen Grund liegt jede z-invariante q-Untergruppe von G in M .
Sei jetzt g ∈ G\M und M1 := Mg. Setze D := M1 ∩M z1 , dann ist offenbar D = Dz
und daher D = CD(z)O(D), siehe 6.4. Wir wissen |D : CD(z)| = n. Wa¨hlen wir
T ∈ Sylq(D, z), so ist mit 6.4 schon |T : CT (z)| = nq 6= 1, und wie oben bemerkt ist
T ≤M .
Nun folgt IT (z) = IQc(z) = (IQ(z))c mit einem geeigneten c ∈ C, und schließlich ist
X ⊆ IT (z) ⊆ D ≤M1 wie behauptet.
Aber N :=
⋂
g∈G
Mg ist normal in G, wir haben also G = N〈z〉 mit der z-Einfachheit
von G. Das ist nicht mo¨glich wegen N〈z〉 ≤M max G.
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7 Die Kommutatorgruppe [M, z]
Sei wie vorher z eine Z∗-Involution, sei C := CG(z) < M max G und G wieder
z-einfach. Sei n := |M : C|.
Wir zeigen in diesem Abschnitt, daß dann M0 := [M, z] 6= 1 noch in einem weiteren
Konjugierten von M liegt. Dabei benutzen wir Argumente aus [BE2], teils ein wenig
verallgemeinert.
Die na¨chsten Lemmata bereiten den Beweis vor.
Lemma 7.1. Sei q eine ungerade Primzahl.
Dann gibt es ein Konjugiertes M1 6=M von M , so daß D :=M ∩M1 eine
q-Sylowuntergruppe Q besitzt, die von einer Involution aus zM normalisiert wird.
Beweis. Sei Q eine q-Untergruppe von G, die maximal ist mit der Eigenschaft, in zwei
verschiedenen Konjugierten von M zu liegen, etwa Q ∈ Sylq(M ∩M s) mit s ∈ zG\M .
Wir ko¨nnen Q als s-invariant annehmen und erhalten |IQ(s)| = nq mit 6.4.
Nehmen wir zuerst an, daß Q in keinem weiteren Konjugierten von M liegt. Dann
ist |NG(Q) : NM∩Ms(Q)| = 2. Also sind alle q-Elemente von NG(Q) in NM∩Ms(Q)
enthalten, und daher ist Q ∈ Sylq(NG(Q)) und Q ∈ Sylq(G) ∩ Sylq(M). Wir ko¨nnen
Q als z-invariant annehmen.
Da Q in genau zwei verschiedenen Konjugierten von M liegt und z-invariant ist, kann
z nur M und M s vertauschen oder beide festlassen. Aber z ∈ M la¨ßt natu¨rlich M
fest, also auch M s, und das ist ein Widerspruch. (z liegt in genau einem Konjugierten
von M .)
Also liegt Q in einem dritten Konjugierten von M .
Wir zeigen nun (T) :
zG ∩NG(Q) ist transitiv auf der Menge aller Konjugierten von M , die Q enthalten.
Seien M1, M2 zu konjugiert und Q ≤M1,M2. Da zG transitiv ist auf der Menge aller
Konjugierten von M , ko¨nnen wir ein t ∈ zG wa¨hlen mit M t1 =M2.
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OBdA ist Q ≤ Q1 ∈ Sylq(M1 ∩M2, t). Wir sind fertig, falls Q = Q1 ist.
Nehmen wir also Q < Q1 an und beachten |IQ1(t)| = nq. Nach Wahl von Q liegt Q1
in genau zwei Konjugierten von M , na¨mlich M1 und M2.
Das bedeutet |MG| ≡ |{H ∈ MG | Q ≤ H}| ≡ 2 mod q, und da q ungerade ist, liegt
jede q-Untergruppe von M in mindestens zwei Konjugierten von M .
Nun ist Q < Q0 := NQ1(Q), und wir wa¨hlen P ∈ Sylq(NG(Q)), so daß Q0 in P
enthalten ist. Da t zu z konjugiert ist und in NG(Q) liegt, normalisiert t eine
q-Sylowuntergruppe von NG(Q), also oBdA t ∈ NG(P ). Nun liegt t in genau einem
Konjugierten von M . Andererseits normalisiert t aber P , und es gibt mindestens zwei
Konjugierte von M , die P enthalten, das heißt es gibt ein M3, zu M konjugiert, mit
P ≤M3 undM t3 6=M3. Da P eine t-invariante q-Untergruppe vonM t3∩M3 ist, wissen
wir |IP (t)| ≤ nq mit 6.4. Aber |IQ(u)| = nq, und P entha¨lt Q, also muß IP (t) = IQ(t)
sein.
t operiert teilerfremd auf P , deshalb ist P = CP (t)IP (t), und
[P, t] ≤ 〈IP (t)〉 = 〈IQ(t)〉 ≤ Q ≤ Q0, so daß nun [Q0, t] ≤ [P, t] ≤ Q0 ist und Q0
ebenfalls unter t invariant. Das bedeutet IQ0(t) = IQ(t) und |IQ0(t)| = nq. Die Wahl
von Q garantiert, daß Q0 in genau zwei Konjugierten von M liegt, na¨mlich in M1 and
M2. Da t nun Q0 normalisiert, kann t nur M1 und M2 festhalten oder sie vertauschen.
Aber t liegt nur in genau einem Konjugierten von M , also vertauscht t nun M1 und
M2, und das beweist (T).
Nehmen wir nun an, es gebe ein x ∈ zG ∩NG(Q), das fixpunktfrei ist auf der Menge
aller Konjugierten von M , die Q enthalten. Dann sei N := 〈zG ∩NG(Q)〉.
Wegen x ∈ N < G ist N = CN (x)O(N) = 〈x〉O(N). Da Q in M liegt, ist nach Wahl
von x (fixpunktfrei!) M ∩ N in O(N) enthalten. Andererseits folgt aus (T), daß in
jeder Nebenklasse von M ∩N eine Involution aus N liegt, die konjugiert zu z ist, und
das bedeutet O(N) ≤ M ∩N und schließlich M ∩N = O(N). Aber dann liegt Q in
genau zwei Konjugierten von M , ein Widerspruch.
Wir wissen nun, daß jedes Element in zG ∩NG(Q) in genau einem Konjugierten von
M liegt, das Q entha¨lt. Sei u ∈ zG ∩NG(Q) und oBdA u ∈ M . Da Q in mindestens
drei Konjugierten von M liegt, vertauscht u zwei davon, zum Beispiel Mu1 =M2.
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Setzen wir D :=M ∩M1, so ist D∩Du =M ∩M1 ∩Mu ∩M2, also Q darin enthalten
und daher Q ∈ Sylq(D) ∩ Sylq(D ∩Du) wegen der maximalen Wahl. Nun erfu¨llen Q
und D die Behauptung.
Lemma 7.1 fu¨hrt zu folgender
Definition
Ist g ∈ G\M und D := M ∩Mg, so heißt D q-regula¨r, wenn fu¨r eine Involution
u ∈ zM (und damit sogar fu¨r jede solche Involution) D∩Du eine q-Sylowuntergruppe
von D entha¨lt. Lemma 7.1 garantiert die Existenz q-regula¨rer Schnitte.
Lemma 7.2. Sei z ∈ L < G.
Dann existiert ein Normalteiler N von M ∩ L, so daß (M ∩ L)/N nur eine einzige
Involution besitzt und NL(N) nicht in M enthalten ist.
Beweis. Da z in Z∗(L) liegt, besitzt L einen nichttrivialen abelschen Normalteiler A,
und wir ko¨nnen annehmen, daß M ∩ L keinen Normalteiler von L entha¨lt. Dann ist
(wegen der Maximalita¨t von M) schon L = (L ∩M)A, weiter M ∩ L ∩ A = 1 und
CL(A) = A, also CL(A) ∩M = 1.
Die Involutionen in M ∩ L operieren nun fixpunktfrei auf A, sie invertieren wegen
Lemma 2.8 (2) jedes Element. Das Produkt zweier verschiedener Involutionen inM∩L
wu¨rde dann aberA zentralisieren, daher gibt es nur eine einzige Involution. Wir ko¨nnen
also sogar N = 1 wa¨hlen.
Lemma 7.3. Sei u ∈ zM , σ eine Menge ungerader Primzahlen und Q ≤ M eine
u-invariante σ-Untergruppe. Sei I := IQ(u).
Ist dann W eine 〈u〉Q-invariante {σ, 2}′-Untergruppe von G, die nicht in M liegt, so
ist CW (I) M .
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Beweis. Wir wa¨hlen W minimal mit diesen Eigenschaften. Als Gruppe ungerader
Ordnung istW auflo¨sbar, also istW ′ < W und daherW ′ ≤M . Nun folgtW ∩MEW .
Offenbar ist CG(u) ≤M , also wird mit Lemma 2.8 (2) jedes Element in W/(W ∩M)
von u invertiert. I zentralisiert dann W/W ∩M , somit ist [W, I] ≤W ∩M .
Da die nichttrivialen Elemente aus I auf der σ′-Gruppe W operieren, ist nun
W = [W, I] CW (I) = (W ∩M) CW (I).
Aber W liegt nicht in M , daher folgt die Behauptung.
Wir beginnen nun mit dem Beweis des angeku¨ndigten Satzes:
Satz 7.4. Es gibt eine zu M konjugierte Untergruppe M1 6=M , die M0 entha¨lt.
Beweis. Nehmen wir an, es gebe keine zu M konjugierte Untergruppe M1 6= M von
G, so daß M0 in M ∩M1 enthalten ist.
1. Sei t ∈ zG\M und D :=M ∩M t. Dann ist G = 〈z, t, [t,D]〉 .
Beweis. Angenommen nicht, dann sei L := 〈z, t, [t,D]〉 < G.
Da z eine Z∗-Involution ist, ist L = O(L)CL(z). Mit Lemma 7.2 gibt es einen
Normalteiler N von L∩M , so daß (L∩M)/N nur genau eine Involution entha¨lt
und NL(N) M ist.
So erhalten wir ein g ∈ L, das N , aber nicht M normalisiert, also ist M 6= Mg
und N ≤ M ∩Mg. Da z in genau einem Konjugierten von M liegt, ist z nicht
in N ≤M ∩Mg enthalten, also ist zN/N die einzige Involution in (L ∩M)/N .
Insbesondere sehen wir [z,M ∩L] ≤ N . Mit Lemma 5.2 sind z und t konjugiert
in L, und wegen 〈t, [t,D]〉 = 〈tD〉 erhalten wir L = 〈zG ∩ L〉.
Offenbar wird 〈tD〉 von D normalisiert, also ist L invariant unter CD(z).
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Wir wissen M = C · ID(t) (siehe Lemma 6.4), also sehen wir zusammen mit
ID(t) ≤ [t,D] ≤ L, daß 〈zM 〉 = 〈zID(t)〉 ≤ L ist. Das bedeutet M0 ≤ L.
Aber nun haben wirM0 = [M0, z] ≤ [L∩M, z] ≤ N ≤M∩Mg, ein Widerspruch.
Also ist L = G.
2. Sei t ∈ zG\M , q 6= 2 prim und D :=M ∩M t q-regula¨r. Sei weiter u ∈ zM ,
X eine unter u und t invariante q-Sylowuntergruppe von D und σ := {2, q}.
Dann existiert eine X〈t〉-invariante σ′-Untergruppe von D, die nicht in D ∩Du
enthalten ist, das heißt
| |/|D∩Du(X,σ′) | < | |/|D(X,σ′) | .
Beweis. Angenommen nicht. Dann sei E := 〈U | U ∈ |/|D(X,σ′)〉.
Nach Annahme ist E ≤ D ∩Du und daher E = 〈U | U ∈ |/|D∩Du(X,σ′)〉.
Da X und D unter t invariant sind, wird auch E von t normalisiert.
Andererseits sind X und D ∩Du unter u invariant, also ist E auch u-invariant,
und wir erhalten t, u ∈ NG(E) =: L. Sei nun Q ∈ |/|∗D(X,σ′). Als Gruppe
ungerader Ordnung ist QO(D) auflo¨sbar, und daher liegt jede X-invariante
q′-Untergruppe von QO(D) schon in Oq′(QO(D)).
Also ist Q ≤ Op′(QO(D)), und wegen der Maximalita¨t von Q dann
Q = Oq′(QO(D)). Insbesondere wird Q von O(D) normalisiert. Dann wird aber
schon ganz E von O(D) normalisiert, und somit O(D) ≤ L.
Mit 6.4 ist [D, t] ≤ O(D), also insgesamt 〈t〉[D, t] ≤ L, und mit u anstelle z folgt
dann aus (1), daß L = G ist und damit E = 1, da G z-einfach ist. Das bedeutet,
daß O(D) eine q-Gruppe ist, insbesondere in X liegt.
Nun ist ZJ(X) invariant unter [D, t] ≤ O(D). Aber NG(ZJ(X)) entha¨lt dann
[D, t], t und u, und das ist wegen (1) nicht mo¨glich, da G z-einfach ist.
Wir finden also ein Q ∈ |/|∗D(X,σ′), das nicht in Du liegt.
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Offenbar ist [t,D] ≤ O(D) ≤ QO(D) und QO(D) damit t-invariant. Dann ist
Q = Oq′(QO(D)) aber auch t-invariant und wird von X〈t〉 normalisiert wie
gewu¨nscht.
3. Sei q 6= 2 prim, σ := {2, q}, D = M ∩Mg q-regula¨r und u ∈ zM . Sei weiter
X ∈ Sylq(D) u-invariant und I := IX(u).
Dann ist CG(I) M .
Beweis. Wir finden eine zu z konjugierte Involution t ∈ G\M mit D =M ∩M t
und ko¨nnen X als t-invariant annehmen. Wegen |{d ∈ D | dt = d−1}| = n und
|CD(t)| = |CD(u)| ist dann |I| = nq.
Jeder Schnitt M ∩Ma mit a /∈M , der I entha¨lt, ist q-regula¨r, entha¨lt also eine
u-invariante q-Sylowuntergruppe X1 und X1-invariante σ′-Untergruppen. Wir
wa¨hlen nun D so, daß die Anzahl ||/|D(X,σ′)| der X-invarianten
σ′-Untergruppen mo¨glichst klein ist.
Offenbar ist X = Xt = Xu in D1 :=M t∩M tu enthalten. Weiter ist D1 invariant
unter u und entha¨lt I, ist also q-regula¨r. Sei Y eine X enthaltende entsprechende
q-Sylowuntergruppe von D1. Falls ein Q1 ∈ |/|D1(Y, σ′) existiert mit Q1 M , so
finden wir ein solches Q1 sogar u-invariant, und mit 7.3 folgt dann die Behaup-
tung. Also nehmen wir an, daß alle Elemente aus |/|D1(Y, σ′) schon in M liegen
und damit in D. Das bedeutet |/|D1(Y, σ′) ⊆ |/|D(X,σ′).
Wir beachten weiter I ⊆ D2 := M ∩M tut. Außerdem ist Y t in D2 enthalten
und aus Ordnungsgru¨nden dann schon eine q-Sylowuntergruppe von D2. Ferner
ist X = Xt ≤ Y t, also haben wir insgesamt
| |/|D2(Y t, σ′) | = | |/|D1(Y, σ′) | .
Sei unter Anwendung von (2) nun Q ∈ |/|D(X,σ′) mit Q  Du. Dann ist offen-
sichtlich Q M tu, also Q  D1.
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Wegen |/|D1(Y, σ′) ⊆ |/|D(X,σ′) folgt daraus | |/|D1(Y, σ′) | < | |/|D(X,σ′) | .
Aber das liefert | |/|D2(Y t, σ′) | = | |/|D1(Y, σ′) | < | |/|D(X,σ′) | ,
ein Widerspruch zur Wahl von D.
Wir bleiben bei den Voraussetzungen aus (3).
Offenbar ist | I |= nq 6= 1, und wir haben gesehen, daß CG(I) nicht in M liegt.
CG(I) ist u-invariant, und in U := 〈u〉CG(I) < G gilt
U = O(U)CU (u) = O(U)CCG(I)(u).
Mit 7.2 existiert ein Normalteiler N von U ∩M , so daß M ∩U/N nur eine Involution
besitzt und NU (N) nicht in M liegt. Wegen M ∩U = 〈u〉CM (I) wird (M ∩U)/N von
u zentralisiert.
Sei nun F := NU (N). Da I von jeder Involution aus F ≤ 〈u〉CG(I) elementweise
invertiert wird, gilt fu¨r alle zu M konjugierten Untergruppen M2:
Jeder DurchschnittM2∩Mg, der I und eine zu z konjugierte Involution aus F entha¨lt,
ist q-regula¨r.
Wir wa¨hlen nun t ∈ F\M zu z konjugiert, D :=M ∩M t und eine u-invariante
q-Sylowuntergruppe X von D, so daß | |/|D(X,σ′) | mo¨glichst groß ist. Wir ko¨nnen
dabei X als t-invariant annehmen. Da t zu z konjugiert ist, existiert genau eine zu M
konjugierte Untergruppe M3, die t entha¨lt. t und u sind zu z, also auch zueinander
konjugiert und liegen in F . Also sind sie in F konjugiert mit Lemma 5.2 (4), es existiert
eine zu z konjugierte Involution s mit us = t und daher M s =M3.
Wir setzen D1 := M ∩ M s. Da I = Is in M und in M s enthalten ist, ist D1
q-regula¨r. Sei Y ∈ Sylq(D1) t-invariant mit X ≤ Y . Nach Wahl von D ist dann
| |/|D1(Y, σ′) | ≤ | |/|D(X,σ′) | .
Offenbar ist D ∩M s = D1 ∩Dt1, und mit (2) erhalten wir
| |/|D1∩Dt1(Y, σ′) | < | |/|D1(Y, σ′) | ≤ | |/|D(X,σ′) | .
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Es ko¨nnen also nicht alle Elemente aus |/|D(X,σ′) in M s liegen, denn dann la¨gen sie
schon alle in D ∩M s = D1 ∩Dt1.
Daher existiert ein W ∈ |/|D(X,σ′), das nicht in M s enthalten ist. Wir finden ein
solches t-invariant und ko¨nnen darauf 7.3 anwenden mit t und M s anstelle u und M .
Das liefert dann CW (I) M s, also insbesondere CD(I) M s. Andererseits liegt t in
F ≤ U , normalisiert also I, woraus folgt, daß CD(I) invariant unter t ist.
Weiter ist N ≤M normal in F , also t-invariant und somit in D =M ∩M t enthalten.
u zentralisiert (M∩U)/N , also auch CM (I)/N , und daher ist CD(I) schon u-invariant.
Wir haben schließlich u, t ∈ NG(CD(I)). Da beide Involutionen zu z konjugiert sind,
sind sie schon in NG(CD(I)) konjugiert mit Lemma 5.2 (4). Dann sind auch M und
M3 unter NG(CD(I)) konjugiert. Aber CD(I) liegt inM und nicht inM3, das ist nicht
mo¨glich.
Dieser letzte Widerspruch beweist Satz 7.4.
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8 Infektion
Sei auch hier wieder z eine Z∗-Involution, C := CG(z) ≤ M max G und G weiterhin
z-einfach.
Definition
Seien H, L maximale Untergruppen von G.
Dann wird L von H infiziert und wir schreiben H # L, falls es eine Untergruppe X
von F (H) gibt, so daß X · CF ∗(H)(X) ≤ L ist.
Wir folgen (nicht nur) in diesem Abschnitt der sogenannten Bender-Methode. Der
na¨chste Satz, der dabei eine besonders wichtige Rolle spielt, wurde von Bender in
gro¨ßerer Allgemeinheit bewiesen, siehe [BE1].
Satz 8.1 (Infektionssatz). Seien H,L maximale Untergruppen von G mit z ∈ H,
weiter H # L und σ := pi(F (H)).
1. Fσ′(L) ∩H = 1.
2. Aus L# H folgt H = L oder char(H) = p = char(L), p prim.
3. Ist E(L) ≤ H und pi(F (L)) ⊆ σ, dann ist H = L oder char(H) = p = char(L),
p prim.
4. Seien H und L konjugiert und E(L) = 1.
Dann ist H = L oder char(H) = p = char(L), p prim.
Von nun an sei C echt in M enthalten.
Lemma 8.2. [F (M), z] 6= 1.
Beweis. Angenommen [F (M), z] = 1. Wegen [E(M), z] = 1 (siehe 6.2) folgt dann
z ∈ CM (F ∗(M)) ≤ F (M), also z ∈ O2(M), ein Widerspruch.
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Definition
Sei t ∈ G eine Involution.
Dann bezeichnen wir eine 2′-Untergruppe X von G als t-minimal, falls X unter CG(t)
invariant ist, aber nicht darin liegt und minimal mit diesen Eigenschaften ist.
Lemma 8.3. Es gibt ein p ∈ pi(F (M)), so daß Op(M) eine z-minimale Untergruppe
U entha¨lt. Ferner ist U = [U, z].
Beweis. Mit Lemma 8.2 gibt es ein p ∈ pi mit [Op(M), z] 6= 1, also besitzt Op(M) eine
z-minimale Untergruppe U . Wegen der Minimalita¨t und Lemma 2.1 (2) ist U = [U, z].
Seien von jetzt an p die Primzahl und U die z-minimale Untergruppe aus 8.3.
Wegen C ≤ NG(U) nehmen wir NG(U) ≤M an.
Sei weiter pi := pi(F (M)) und F ∗(M) keine p-Gruppe.
Lemma 8.4. [Op(C), U ] = 1, insbesondere [CF (M)(z), U ] = 1.
Beweis. Nehmen wir [Op(C), U ] 6= 1 an und setzen C0 := CU (Op(C)).
Dann ist C0 eine echte C-invariante Untergruppe von U , wird also von z zentralisiert.
Mit Thompsons P ×Q-Lemma erhalten wir [U, z] = 1, das ist ein Widerspruch.
Daher ist Op(C) ≤ CG(U), und der Rest der Behauptung folgt sofort wegen
[Op′(M), U ] = 1.
Das na¨chste Lemma (zusammen mit dem Korollar) ist grundlegend fu¨r die weitere
Untersuchung maximaler Untergruppen, die den Zentralisator einer Involution ent-
halten. Wir werden beide Ergebnisse vor allem beno¨tigen, um den Infektionssatz 8.1
spa¨ter wirksam ins Spiel bringen zu ko¨nnen.
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Lemma 8.5 (Basislemma). Sei L < G, t ∈ L eine Z∗-Involution und F ≤ L eine
nilpotente, unter CL(t) invariante Untergruppe.
Dann ist [t, F ] ≤ F (L).
Beweis. Wir wenden Satz 2.12 an.
Es ist t ∈ O2′,2(L) und [t, F ] ≤ [t, L] ≤ O(L) eine nilpotente CL(t)-invariante
2′-Untergruppe. Satz 2.12 und 2.1 (2) liefern sofort [t, F ] = [t, t, F ] ≤ F (L).
Wir fassen verschiedene typische Anwendungen des Basislemmas bzw. von 2.12 zu-
sammen:
Korollar 8.6. Sei z ∈ L < G.
– [z, F (M) ∩ L] ≤ F (L).
– Ist U ≤ L, so ist U ≤ Op(L).
Sei a ∈ O2′,2(C) eine Involution.
– Sei X ≤ G eine CC(a)-invariante nilpotente 2′-Untergruppe von M .
Dann ist [X, a] ≤ F (M).
– Sei a ∈ L und Ua eine a-minimale Untergruppe von L.
Ist dann z ∈ H < G mit a ∈ H und Ua ≤ H, so ist Ua = [Ua, a] in F (H) enthalten.
Beweis. F (M) ∩ L ist nilpotent und invariant unter CL(z), also erhalten wir die Be-
hauptung mit dem Basislemma.
U ist ebenfalls nilpotent und sogar C-invariant, daher ist genauso U = [U, z] ≤ Op(L).
Fu¨r den Beweis der dritten Behauptung wenden wir Satz 2.12 an auf a und X und
erhalten sofort [X, a] ≤ F (M).
Schließlich beachten wir, daß a in O2′,2(H) liegt (6.1) und daß wegen der Minimalita¨t
von Ua und Lemma 2.1 (2) schon Ua = [Ua, a] ist. Jetzt folgt die letzte Aussage wieder
mit Satz 2.12.
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Lemma 8.7 (Normalisatorlemma). Sei 1 6= X ≤ F (M) invariant unter 〈z〉U .
Dann ist NG(X) ≤M .
Beweis. Sei NG(X) ≤ L max G. Wegen X ≤ F (M) ist dann M # L, und aus
〈z〉U ≤ L folgt U ≤ Op(L) mit Korollar 8.6. Aber NG(U) ≤M , also ist auch L#M .
Da M nicht von Charakteristik p ist, liefert der Infektionssatz 8.1 nun M = L.
Lemma 8.8. Sei 1 6= X = [X, z] ≤ Op(M) und V ≤ CC(Op(M)) eine nicht zyklische
p-Untergruppe.
Dann ist NG(X) ≤M .
Beweis. Sei NG(X) ≤ L max G. Wegen X ≤ Op(M) ist dann offenbarM # L. Weiter
sind V und z in L enthalten, und V operiert teilerfremd auf F := Fpi′(L). Da V nicht
zyklisch ist, liefert der Erzeugungssatz 2.1(6) nun F = 〈CF (v) | v ∈ V #〉.
Sei v ∈ V # und NG(〈v〉) ≤ L1 max G.
V liegt in CG(Op(M)) ≤ CG(U), also sind U und z in L1 enthalten. Wegen 8.6 ist
U ≤ Op(L1).
Mit dem Infektionssatz folgt F ∩M = 1, d. h. F wird von z invertiert (siehe 2.8 (2)).
Also wird CF (v) ≤ L1 von z invertiert, und daher ist CF (v) ≤ O(L1). Mit dem
Basislemma 8.5 folgt X = [X, z] ≤ Op(L), also [F,X] = 1, und so erhalten wir
CF (v) = CCF (v)(X) ≤ Op′(CO(L1)(X)) ≤ Op′(O(L1)) ≤ Op′(L1) mit Satz 2.11.
Wegen U ≤ Op(L1) ist nun [U,CF (v)] = 1 und schließlich [U,F ] = 1. Also ist F in
NG(U) ≤M enthalten und deshalb F = F ∩M = 1, d.h. pi(F (L)) ⊆ pi.
Andererseits liegt z in L, also ist E(L) ≤ C ≤ M mit Lemma 6.2, und der Infekti-
onssatz liefert dann M = L, da M nach Voraussetzung nicht von Charakteristik p
ist.
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Lemma 8.9. Sei P ∈ Sylp(M, z).
Dann ist Z(P ) nicht zyklisch.
Beweis. Angenommen, Z(P ) sei zyklisch.
Dann ist jede Untergruppe von Z(P ) unter NG(Z(P )) invariant.
Offenbar ist 1 6= Z(P ) ∩ Op(M) nach Annahme zyklisch, entha¨lt also genau eine
Untergruppe Z der Ordnung p.
Nun ist Z ≤ Z(P ) ≤ CG(U), und mit P sind auch Z(P ) und Z invariant unter z.
Daher ist mit Lemma 8.7 schon NG(Z) ≤M .
Andererseits ist dann NG(P ) ≤ NG(Z(P )) ≤ NG(Z) ≤M im Widerspruch zu Lemma
6.5.
Satz 8.10. Fu¨r alle Untergruppen 1 6= X = [X, z] von Op(M) ist NG(X) ≤M .
Beweis. Sei NG(X) ≤ L max G, also M # L.
Es ist z ∈ L und wegen X = [X, z] ≤ [Op(M)∩L, z] schon X ≤ Op(L), siehe Korollar
8.6. Ferner sehen wir E(L) ≤ CL(z) ≤ M mit Lemma 6.2, also mu¨ssen wir nur
noch zeigen, daß F (L) eine pi-Gruppe ist, damit der Infektionssatz die gewu¨nschte
Behauptung liefert. Wir setzen F := Fpi′(L).
Ist P ∈ Sylp(M, z), so ist mit Lemma 8.9 V := Z(P ) nicht zyklisch. Offenbar ist
[V,Op(M)] = 1, deshalb ko¨nnen wir mit Lemma 8.8 annehmen, daß [V, z] 6= 1 ist.
Nun besitzt V ein von z invertiertes Element v 6= 1. Mit dem Infektionssatz (1) wird
auch F von z invertiert. Andererseits ist v ∈ CG(X) ≤ L und F daher v-invariant.
Schließlich wird F von 〈v〉 = [〈v〉, z] zentralisiert.
Sei NG(〈v〉) ≤ L1 max G.
Dann sind z, X und V in L1 enthalten, und wir haben gerade gesehen : F ≤ L1.
Mit Korollar 8.6 ist X ≤ Op(L1), und da F von z invertiert wird, ist F ≤ O(L1).
Wir erhalten mit Satz 2.11 wieder F ≤ Op′(CG(X)) ∩O(L1) ∩ CG(v) ≤ Op′(L1).
Aber es ist auch U ≤ CG(v), wieder mit 8.6 also U ≤ Op(L1).
Daher folgt [U,F ] = 1, also liegt F tatsa¨chlich in NG(U) ≤M und wir sehen F = 1.
55

9 Ein minimales Gegenbeispiel zum Z∗-Satz
Fu¨r den Rest der Arbeit sei G ein Gegenbeispiel zum Z∗-Satz von Glauberman, und
in jeder echten Untergruppe und jeder echten Faktorgruppe von G sei der Satz richtig.
(Ist also z ∈ H < G eine isolierte Involution, so ist z ∈ Z∗(H), d. h. IH(z) ⊆ O(H).)
Wir ku¨rzen diese Eigenschaften von G mit (? ) ab.
Weiter sei stets z ∈ G eine Z∗-Involution.
Wir bemerken noch, daß ein Gegenbeispiel kleinster Ordnung zum Z∗-Satz offenbar
die Eigenschaft (? ) besitzt. Genauso ein minimales Gegenbeispiel zu Satz 1, also zum
Z∗-Satz unter der Voraussetzung, daß der Zentralisator einer isolierten Involution
auflo¨sbar ist. Das erla¨utern wir in Kapitel 12.
Im allgemeinen Gegenbeispiel G mit (? ) sei z ∈ S ∈ Syl2(G) und
C := CG(z) ≤M max G.
Wir beginnen hier mit einfachen Eigenschaften von G.
Lemma 9.1. r2(G) ≥ 2.
Beweis. Sonst wa¨re S zyklisch oder eine Quaternionengruppe, und beides ist wegen
der Sa¨tze 2.20 und 2.21 nicht mo¨glich.
Korollar 9.2. G besitzt mindestens zwei Konjugiertenklassen von Involutionen.
Beweis. Klar wegen zG ∩ S = {z}.
Satz 9.3. G besitzt eine einfache normale Untergruppe N mit G = N · 〈z〉.
G ist insbesondere z-einfach.
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Beweis. Mit 5.2 (7), angewandt auf G/O(G), sehen wir O(G) = 1 wegen (? ) .
Als na¨chstes zeigen wir: G = 〈zG〉.
Angenommen, D := 〈zG〉 sei ein echter Normalteiler von G.
Da z eine Z∗-Involution ist, erhalten wir dann z ∈ Z∗(〈zG〉) = Z∗(〈zD〉) = Z(〈zD〉),
beachte O(D) ≤ O(G) = 1.
Also ist z mit jedem Konjugierten vertauschbar, und da z isoliert ist, folgt z ∈ Z(G),
ein Widerspruch.
Sei jetzt N ein minimaler Normalteiler von G. Da z in Z(S) liegt, folgt [O2(G), z] = 1.
Andererseits ist z nicht selbst in O2(G) enthalten, da z isoliert ist und sonst sofort in
Z(G) liegt.
Falls also N eine 2-Gruppe ist, dann wird N ≤ O2(G) von allen Konjugierten von
z zentralisiert und wir haben N ≤ Z(G), d.h. Z(G) entha¨lt eine Involution t. In
G¯ := G/〈t〉 ist wegen (? ) schon z¯ ∈ Z∗(G¯).
Sei jetzt H E G mit H¯ = O(G¯). Nun ist 〈t〉 eine 2-Sylowuntergruppe von H. Wegen
O(H) ≤ O(G) = 1 und Satz 2.20 ist H = 〈t〉, also O(G¯) = 1 und Z∗(G¯) = Z(G¯).
Aber z¯ liegt in Z∗(G¯) = Z(G¯), d.h. G = CG(z)〈t〉 = CG(z), ein Widerspruch.
Daher hat N zwar gerade Ordnung, ist aber keine 2-Gruppe, und F (G) = 1.
Angenommen N〈z〉 < G. Da z eine Z∗-Involution ist, folgt mit O(N) ≤ O(G) = 1
schon z ∈ Z(N〈z〉). Also wird N von z und all seinen Konjugierten zentralisiert, ein
Widerspruch.
Deshalb ist N〈z〉 = G.
Sei X ein minimaler Normalteiler von N .
Dann ist X nicht z-invariant (sonst wa¨re XEG) und X ∩Xz = 1 (denn X ∩XzEG).
Da X gerade Ordnung hat, zentralisiert z aber eine nichttriviale 2-Untergruppe von
X. Diese liegt dann in X ∩Xz, ein Widerspruch. Also ist N einfach.
Im Falle N = G ist G selbst einfach.
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Satz 9.4. Sei a ∈ G eine isolierte Involution.
Dann ist a eine Z∗-Involution von G, und G ist a-einfach.
Beweis. Offensichtlich mu¨ssen wir nur den Fall a 6= z betrachten.
Wegen O(G) = 1 ist Z∗(G) = Z(G) = 1 und daher a /∈ Z∗(G). Andererseits ist
a ∈ Z∗(H) fu¨r jede echte Untergruppe H von G, die a entha¨lt, mit (? ) , angewandt
auf G und a.
Sei 1 6= N ein echter Normalteiler von G. Mit Satz 9.3 ist dann N einfach und
|G : N | = 2. Wa¨re a in N enthalten, so wa¨re a ∈ Z∗(N) = 1, ein Widerspruch. Also
ist a /∈ N und wegen |G : N | = 2 schon N〈a〉 = G.
Ist G einfach, so ist G insbesondere a-einfach.
Satz 9.5. Sei p prim, P ∈ Sylp(G, z) und P ≤ C ≤ H < G.
Dann hat H keine nichttriviale p-Faktorgruppe, falls p ungerade ist.
Im Falle p = 2 liegt z außerhalb eines jeden Normalteilers von H vom Index 2, und
falls G einfach ist, besitzt H gar keine nichttriviale 2-Faktorgruppe.
Beweis. Die erste Behauptung folgt aus 5.2 (8) zusammen mit 2.18 und der
z-Einfachheit von G.
Ist p = 2, so folgt die Behauptung mit Thompsons Transfer Lemma 2.17 (genauer
H = O2(H)〈z〉). Ist G einfach, so folgt O2(H) = H, wieder mit 5.2 (8) und 2.18.
Wir bleiben fu¨r den Rest der Arbeit bei den angegebenen Voraussetzungen und ko¨nnen
auf die Ergebnisse in den bisherigen Abschnitten zuru¨ckgreifen. Insbesondere lassen
sich wegen Satz 9.4 alle Resultate aus Kapitel 8 auf jede isolierte Involution von G
(anstelle z) anwenden.
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10 Maximale Untergruppen, die C enthalten
Wir zeigen hier:
Satz 10.1. Falls E(M) = 1 ist, folgt M = C oder M hat Primzahlcharakteristik.
Ohne die Bedingung E(M) = 1 beno¨tigen wir im Beweis Informationen u¨ber Anzahl
und Gestalt der 2-Komponenten von C; damit bescha¨ftigen wir uns in Kapitel 13.
Die zusa¨tzliche Voraussetzung erlaubt es uns, den Satz ohne diese speziellen Kennt-
nisse zu beweisen und dabei schon die wichtigsten Argumente zu sehen.
Nehmen wir jetzt fu¨r den Rest des Kapitels an, Satz 10.1 sei falsch.
Sei also C < M max G mit E(M) = 1, pi := pi(F (M)) und U eine z-minimale
Untergruppe von M .
Sei p ∈ pi mit U ≤ Op(M), NG(U) ≤M und F ∗(M) keine p-Gruppe.
Nun stehen uns die Resultate aus Kapitel 8 zur Verfu¨gung.
Lemma 10.2. Sei V ∈ E2p (M) eine von z zentralisierte oder invertierte Untergruppe.
Dann wird V von z invertiert, und [COp(M)(V ), z] = 1.
Beweis. Sei V ein Gegenbeispiel, d.h. [V, z] = 1 oder (falls V von z invertiert wird)
[COp(M)(V ), z] 6= 1.
V 〈z〉 operiert auf Op(M), und wegen U ≤ Op(M) wissen wir Op(M)  C. Im Fal-
le [V, z] = 1 ist mit Thompsons P × Q-Lemma ebenfalls [COp(M)(V ), z] 6= 1, und
demzufolge gibt es in COp(M)(V ) ein von z invertiertes Element b der Ordnung p.
Sei V ≤ P ∈ Sylp(M, z).
Wegen Lemma 6.5 ist P /∈ Sylp(G), also NG(P )  M , und wir finden eine zu z
konjugierte Involution t in NG(P ), so daß M 6=M t ist.
Dann ist offenbar P = P t ≤M ∩M t und insbesondere V 〈b〉 ≤M ∩M t. Nun operiert
V 〈b〉 auf Q := Op′(M t), und der Erzeugungssatz 2.1 (6) liefert Q = 〈CQ(v)|v ∈ V #〉.
Sei v ∈ V #. Wir beachten, daß mit 8.10 schon CG(b) ≤M ist und setzen L := NG(〈v〉).
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Mit Korollar 8.6 ist b ∈ Op(L) und folglich [b, CQ(v)] ≤ Op(L) ∩Q = 1, also
CQ(v) ≤ CG(b) ≤ M . Das bedeutet Q ≤ M und, da t eine Involution ist, auch
Op′(M) ≤ M t. Von Anfang an ist Op(M) ≤ P ≤ M t und Op(M t) ≤ P ≤ M , also
F (M) ≤M t und umgekehrt.
Wegen E(M) = 1 ist aber F ∗(M) = F (M), also infizieren sichM undM t gegenseitig.
DaM nicht von Charakteristik p ist, folgt aus dem Infektionssatz schließlichM =M t,
ein Widerspruch.
Bemerkung 10.3. Auch ohne die Voraussetzung E(M) = 1 kann Lemma 10.2 im
wesentlichen genauso bewiesen werden, falls fu¨r jede Komponente E von M t gilt:
E = 〈CE(v) | v ∈ V #〉.
Mit den Bezeichnungen im Beweis von 10.2 ist dann na¨mlich [b, CE(v)] ≤ Op(L)∩E,
also [b, CE(v)] = 1 und schließlich E ≤M .
Nun haben wir F ∗(M t) ≤ M und umgekehrt, also M # M t und umgekehrt, und der
Infektionssatz liefert M =M t, ein Widerspruch.
Wir erla¨utern in Kapitel 13, unter welchen Voraussetzungen das erfu¨llt ist.
Sei jetzt P ∈ Sylp(M, z) und Z := Ω1(Z(P )) .
Lemma 10.4. Z  Op(M).
Beweis. Mit Satz 6.5 ist P /∈ Sylp(G, z) und daher NG(P ) nicht in M enthalten.
Offenbar ist [U,Z] = 1 wegen U ≤ Op(M) ≤ P . Mit P ist aber auch Z unter z
invariant – la¨ge also Z in Op(M), so wa¨re Z eine 〈z〉U -invariante Untergruppe von
F (M), so daß NG(Z) ≤M folgte mit dem Normalisatorlemma.
Aber dann wa¨re NG(P ) ≤ NG(Z) ≤M , ein Widerspruch.
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Lemma 10.5. Z ist elementarabelsch der Ordnung p2, genauer ist
|CZ(z)| = |IZ(z)| = p.
Beweis. Offenbar ist Op(M)∩Z 6= 1. Ha¨tte Z die Ordnung p, so mu¨ßte Z schon ganz
in Op(M) enthalten sein, ein Widerspruch zu Lemma 10.4. Also ist |Z| ≥ p2.
Wegen der teilerfremden Operation von z auf Z ist Z = CZ(z)×[Z, z] = CZ(z)×IZ(z)
(Lemma 2.1(3)), und mit Lemma 10.2 kann CZ(z) keine Untergruppe der Ordnung p2
enthalten.
Falls IZ(z) eine Untergruppe V der Ordnung p2 besitzt, folgt [COp(M)(V ), z] = 1
(wieder mit Lemma 10.2). Aber V ≤ Z(P ) wird von Op(M) zentralisiert, also ist
[Op(M), z] = 1, ein Widerspruch. Daher ist Z elementarabelsch der Ordnung p2 wie
behauptet.
Lemma 10.6. Op(M) ist zyklisch und wird von z invertiert.
Beweis. Op(M) besitzt eine von z invertierte Untergruppe Y der Ordnung p.
Angenommen Y 6= IZ(z). Dann ist V := IZ(z)Y elementarabelsch der Ordnung p2,
und mit Lemma 10.2 folgt [COp(M)(V ), z] = 1. Aber es ist Y ≤ COp(M)(V ) und
[Y, z] 6= 1.
Genauso sehen wir, daß sogar IZ(z) die einzige von z invertierte Untergruppe der
Ordnung p von P ist.
Nun haben wir IZ(z) ≤ Op(M), d.h. Op(M) besitzt genau eine von z invertierte Un-
tergruppe der Ordnung p. Ga¨be es eine von z zentralisierte Untergruppe der Ordnung
p in Op(M), so wa¨re das CZ(Z) und damit wa¨re ganz Z in Op(M) enthalten. (P
besitzt nur genau eine von z zentralisierte Untergruppe der Ordnung p wegen Lemma
10.2.)
Das wa¨re aber ein Widerspruch zu 10.4. Daraus folgt COp(M)(z) = 1, d.h. Op(M) wird
von z invertiert, besitzt nun nur genau eine Untergruppe der Ordnung p, und da p 6= 2
ist, muß Op(M) dann zyklisch sein.
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Lemma 10.7. IZ(z) liegt in jedem Konjugierten von M .
Beweis. Sei g ∈ G\M , t ∈ zG ∩Mg und D :=M ∩M t.
p teilt |M : C| = |D : CD(t)| (mit Lemma 6.4), also ist auch |[D,t]||[D,t]∩CD(t)| durch p
teilbar, so daß es eine Untergruppe X von D gibt der Ordnung p, die von t invertiert
wird.
Wir wollen zeigen, daß X zu I := IZ(z) konjugiert ist.
Mit 2.1 (1) ist P = CP (z)[P, z], und da es in P jeweils genau eine von z zentralisierte
bzw. invertierte Untergruppe der Ordnung p gibt, ist P metazyklisch (und nicht zy-
klisch). Mit Lemma 2.6 ist Ω1(P ) elementarabelsch der Ordnung p2, also Z = Ω1(P ).
Sei jetzt P1 ∈ Sylp(NG(Z), z). Mit Lemma 6.5 ist P1 nicht in M enthalten, und daher
sind mindestens p der p+ 1 Untergruppen der Ordnung p von Z in G konjugiert.
Wir beachten noch, daß wegen Lemma 10.6 schon M = NG(I) ist und daher I nicht
von P1 normalisiert wird.
Angenommen, CZ(z) und I seien in G konjugiert.
Ist dann h ∈ G mit CZ(z)h = I, so folgt h /∈M wegen I EM .
Es ist [zh, I] = [z, CZ(z)]h = 1, also zh ∈ CG(I) ≤ M . Nun ist zh ∈ M ∩Mh, aber
jedes Konjugierte von z liegt nur in genau einem Konjugierten von M , d. h. h ∈ M ,
ein Widerspruch.
Es sind also genau p dieser p+1 Untergruppen konjugiert, und da CZ(z) und I nicht
konjugiert sind, muß eine der beiden Untergruppen von P1 invariant gelassen werden.
Wegen P1 M wird CZ(z) von P1 normalisiert.
X ist in M enthalten, also zu einer der p + 1 Untergruppen der Ordnung p von Z
konjugiert. Da aber CZ(z) von z zentralisiert und X von t invertiert wird, ko¨nnen X
und CZ(z) nicht konjugiert sein. X ist also zu allen u¨brigen Untergruppen konjugiert,
insbesondere zu I.
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Sei etwa y ∈ G mit X = Iy. Dann ist t ∈ NG(X) = My. Aber jedes Konjugierte von
z liegt nur in genau einem Konjugierten von M , also muß My =Mg sein.
X ≤ D ≤ M normalisiert I EM , aber es handelt sich um zwei p-Gruppen, und mit
Lemma 2.7 folgt CI(X) 6= 1. Jetzt ist [X, I] = 1 , so daß I in NG(X) = Mg liegt wie
behauptet.
Der Widerspruch
Mit Lemma 10.7 ist 1 6= IZ(z) ≤ N :=
⋂
g∈G
Mg EG.
Da G z-einfach ist, heißt das G = N〈z〉 im Widerspruch zu N〈z〉 ≤M .
Aber auch IZ(z) = 1 ist offenbar falsch (bzw. es bedeutet C = M), so daß wir in
jedem Fall einen Widerspruch erhalten.
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11 Involutionen in O2′,2(C)
Wir untersuchen hier den Fall r(O2′,2(C)) ≥ 2. Sei also z ∈ V ∈ E22 (O2′,2(C)), etwa
V = {1, a, b, z}.
Sei weiter V ≤ S ∈ Syl2(G), Cv := CG(v) ≤ Lv max G fu¨r jedes v ∈ V # und im
Falle Cv < Lv jeweils Uv eine v-minimale Untergruppe und NG(Uv) ≤ Lv.
Wir bleiben bei der Notation U = Uz, CG(z) = C, Lz =M und pi = pi(F (M)).
Satz 11.1. r2(CG(V )) = 2.
Beweis. Angenommen r2(CG(V )) > 2.
Dann sei B ∈ E32 (CG(V )). Ist b ∈ B eine Involution, so ist dann z in L := CG(b)
enthalten und V ≤ O2′,2(M) ∩ L ≤ O2′,2(L), vgl. Lemma 6.1.
Damit sind die Voraussetzungen von Satz 4.3 erfu¨llt, und der besagt, daß
W := 〈O(CG(v)) | v ∈ V #〉 eine Gruppe ungerader Ordnung ist. Wir wissen aber,
daß 〈K〉 von CK(a) und CK(b) erzeugt wird (Satz 5.9) und daß CK(a) ≤ O(CG(a))
ist sowie CK(b) ≤ O(CG(b)). Das bedeutet nun K ⊆ 〈CK(a), CK(b)〉 ≤ W , ein Wi-
derspruch.
Lemma 11.2. Sei v ∈ V # und Cv < Lv.
Dann ist E(Lv) = 1 = O2(Lv).
Beweis. Offensichtlich ist [z,O2(Lv)] = 1, aber z /∈ O2(Lv) nach Annahme bzw. mit
Lemma 5.3. Falls aber O2(Lv) 6= 1 ist, liegt darin wegen Lemma 11.1 genau eine Invo-
lution, und diese muß jetzt v sein. Das heißt v ∈ Z(Lv), also Cv = Lv im Widerspruch
zur Voraussetzung.
Andererseits ist V in O2′,2(Cv) enthalten, also [V,E(Lv)] = 1.
Wegen V ∩ E(Lv) ≤ O2(Lv) = 1 folgt nun auch E(Lv) = 1 mit Lemma 11.1.
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Satz 11.3. Falls a isoliert ist, ist La = Ca oder char(La) = q mit einer ungeraden
Primzahl q.
Beweis. Mit Lemma 11.2 ist im Falle CG(a) < La schon E(La) = 1 = O2(La) und
insbesondere nicht char(La) = 2.
Da a eine Z∗-Involution und G auch a-einfach ist (siehe Lemma 9.4), ko¨nnen wir Satz
10.1 anwenden und sind fertig.
Lemma 11.4. Seien a, b in H ≤ G enthalten.
Dann sind a und b entweder konjugiert oder isoliert in H.
Beweis. Sei V ≤ T ∈ Syl2(H), und seien a und b nicht inH konjugiert. Es ist z ∈ Z(T )
mit 5.2 (2), und da a und b nicht in T konjugiert sind, muß dann NT (V ) = CT (V )
sein. Aber V = Ω1(Z(CT (V ))) mit Lemma 11.1, und NT (NT (V )) zentralisiert die
charakteristische Untergruppe V von CT (V ), also ist NT (V ) normalisatorgleich in T
und damit T = NT (V ) = CT (V ).
Nun sind a, b und z die einzigen Involutionen in T , und damit folgt sofort die Behaup-
tung.
Ein Hauptziel dieses Kapitels ist, zu zeigen, daß C, CG(a) und CG(b) maximale Un-
tergruppen sind.
Dabei wird wieder der Infektionssatz eine wichtige Rolle spielen.
Lemma 11.5. r2(G) = 2, G ist einfach, und O2(C) = C.
Außerdem ist G = 〈CK(a), CK(b)〉.
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Beweis. Sei S0 := S ∩O2′,2(C). Dann ist S0 E S.
Angenommen, es gibt keinen elementarabelschen Normalteiler der Ordnung 4 von S,
der in S0 liegt. Dann wa¨re mit Satz 2.10 schon S0 eine Dieder- oder Semidiedergruppe
der Ordnung mindestens 8.
Aber in C := C/O(C) ist S0 = O2(C), und da Aut(S0) eine 2-Gruppe ist, besitzt C
(und damit C) nun einen Normalteiler von 2-Potenzindex, der z entha¨lt. Das ist nicht
mo¨glich (9.5).
Also ko¨nnen wir annehmen, daß V normal in S ist. Falls r2(G) ≥ 3 wa¨re, ha¨tten wir
eine elementarabelsche Untergruppe T von S der Ordnung acht. Nun wa¨re einerseits
CT (V ) ≤ V mit Satz 11.1, aber andererseits |T : CT (V )| ≤ 2 und daher CT (V ) = V .
Aber V kann wegen Satz 11.1 nicht in T liegen.
Also ist r2(G) = 2. Daraus folgt sofort, daß G einfach ist, denn sonst wa¨re G = N〈z〉
mit einem einfachen Normalteiler N , siehe Satz 9.3. Es mu¨ßte dann r2(N) = 1 sein,
aber das ist mit den Sa¨tzen 2.20 und 2.21 nicht mo¨glich.
Jetzt ist O2(G) = G und mit Lemma 9.5 dann O2(C) = C.
Die letzte Behauptung folgt mit Satz 5.9, da wegen der Einfachheit G = 〈K〉 ist.
Lemma 11.6. a ist in La isoliert, und [V,La] ≤ O(La).
Falls alle Involutionen aus V isoliert sind in G, ist auch [V,M ] ≤ O(M).
Beweis. Angenommen, a sei nicht isoliert in La. Dann sind a und b in La (sogar in
CLa(z)) konjugiert mit 11.4.
Sei x ∈ CLa(z) mit ax = b.
Dann ist CK(b) = CK(ax) = CKx(ax) = CK(a)x ≤ La, so daß nun mit Lemma 11.5
schon G = 〈CK(a), CK(b)〉 in La enthalten ist, ein Widerspruch.
Jetzt ist aber auch b isoliert in La, und es folgt sofort [V,La] ≤ O(La).
Sind a, b und z isoliert in G, so sind sie Z∗-Involutionen mit 9.4, und deshalb ist
[V,M ] ≤ O(M).
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Lemma 11.7. Sei q prim und char(La) = q = char(Lb).
Dann sind a und b konjugiert.
Beweis. Angenommen nicht, dann sind a und b isoliert mit Lemma 11.4.
Es ist q ungerade und a /∈ Z(La). Ferner sehen wir Ua ≤ Oq(La).
Sei jetzt Qa eine maximale V -invariante q-Untergruppe von G, die Oq(La) entha¨lt, so
daß ZJ(Qa) von CK(a) normalisiert wird. Eine solche Untergruppe Qa gibt es - etwa
ist Oq(La) ein Beispiel.
Sei Ha := NG(ZJ(Qa)). Dann ist Ha eine echte Untergruppe von G, die V , CK(a)
und Qa entha¨lt. Wir beachten CK(a) ⊆ O(Ha).
Wegen F ∗(La) = Oq(La) ≤ Ha haben wir La # Ha. Mit Korollar 8.6 (angewandt auf
die Z∗-Involution a anstelle z) folgt andererseits Ua ≤ Oq(Ha), also auch Ha # La.
Der Infektionssatz liefert jetzt La = Ha (und damit ist Qa ∈ Sylq(G))
oder char(Ha) = q.
Im zweiten Fall sei Qa ≤ Q0 ∈ Sylq(Ha, V ). Wegen char(Ha) = q ist wieder mit Satz
2.19 dann ZJ(Q0) E Q0O(Ha)V , also wird ZJ(Q0) von CK(a) normalisiert. Qa ist
aber maximal mit dieser Eigenschaft gewa¨hlt worden, also folgt
Qa = Q0 ∈ Sylq(Ha), und wegen NG(Qa) ≤ NG(ZJ(Qa)) ≤ Ha ist auch in diesem
Falle Qa eine q-Sylowuntergruppe von G.
Insbesondere haben wir nun Qa ∈ |/|∗G(V, q) und finden genauso Qb ∈ |/|∗G(V, q) und Hb
mit den entsprechenden Eigenschaften.
Mit Bemerkung 5.13 wa¨hlen wir x ∈ CG(V ) mit Qxa = Qb.
Dann ist auch ZJ(Qa)x = ZJ(Qb), also Hxa = Hb. Aber CK(a) ⊆ Ha, und da K unter
C invariant ist, erhalten wir CK(a) = CK(a)x ⊆ Hxa = Hb.
Mit Lemma 11.5 ist jetzt G = 〈CK(a), CK(b)〉 ≤ Hb, ein Widerspruch.
Lemma 11.8. Sei q eine ungerade Primzahl und seien Q1, Q2 ∈ |/|∗G(V, q) mit
Q1 ∩Q2 6= 1. Dann sind Q1 und Q2 unter CG(V ) konjugiert.
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Beweis. Angenommen nicht.
Seien dann Q1 und Q2 nicht unter CG(V ) konjugiert und so gewa¨hlt, daß der Schnitt
D := Q1∩Q2 6= 1 mo¨glichst groß ist. SeiH := NG(D). Mit Q1 und Q2 sind auchD und
NQ1(D), NQ2(D) ≤ H unter V invariant, und wir wa¨hlen NQi(D) ≤ Q̂i ∈ |/|∗H(V, q).
Da q ungerade und V ≤ O2′,2(H) ist, liefert Satz 2.13 ein h ∈ CH(V ) mit Q̂1
h
= Q̂2.
Sei Q̂1 ≤ Q∗1 ∈ |/|∗G(V, q). Dann ist offenbar Q̂2 ≤ Q∗1h ∈ |/|∗G(V, q).
Wegen D < NQ1(D) ≤ Q1 ∩Q∗1 und D < NQ2(D) ≤ Q2 ∩Q∗1h sind nun Q1 und Q∗1,
Q2 und Q∗1
h jeweils unter CG(V ) konjugiert. Aber h ∈ CH(V ), also sind auch Q1 und
Q2 unter CG(V ) konjugiert, ein Widerspruch.
Lemma 11.9. Es gibt keine Primzahl q mit char(La) = q = char(Lb).
Beweis. Angenommen doch. Dann ist q ungerade wegen z /∈ Z(La).
Wir wissen bereits mit Lemma 11.7, daß a und b konjugiert sind in G. Ferner ist a in
La isoliert (Lemma 11.6).
Wir mo¨chten wie in Lemma 11.7 schließen und mu¨ssen dazu zeigen, daß es ein
Q ∈ Sylq(La, V ) und ein Q1 ∈ Sylq(Lb, V ) gibt mit nichttrivialem Schnitt (so daß
also Lemma 11.8 greift).
Angenommen, das sei nicht der Fall.
Ist dann Q ∈ Sylq(La, V ), so erhalten wir Q ∩ Lb = 1. Q wird also von b invertiert.
Daher ist Q abelsch, zentralisiert insbesondere Oq(La), und damit folgt
Q = Oq(La) = F ∗(La).
Nun ist NG(Q) ≤ La, also Q schon eine q-Sylowuntergruppe von ganz G. Insbesondere
sind die q-Sylowuntergruppen von G abelsch, d. h. Oq(M) ist abelsch.
Da q ungerade ist, liegt a nicht in Z(La), und Ua wird von a invertiert, aber auch von
b, siehe oben. Daher liegt Ua in C. Mit Korollar 8.6 ist dann Ua ≤ Oq(M).
Aber aus Ua ≤ Op(M) folgt sogar Op(M) ≤ CG(Ua) ≤ La, d. h. Op(M) ≤ Q, und da
Q abelsch ist, liegt nun umgekehrt Q in M , also haben wir schließlich Oq(M) = Q im
Widerspruch zu M 6= La.
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Seien also jetzt Q ∈ Sylq(La, V ) und Q1 ∈ Sylq(Lb, V ) mit Q ∩Q1 6= 1.
Sei weiter Qa eine maximale V -invariante q-Untergruppe von G, die Q entha¨lt, so
daß ZJ(Qa) von CK(a) normalisiert wird. Diese Wahl ist mo¨glich wie in Lemma 11.7
wegen |/|∗La(V, q) ⊆ Sylq(La, V ) und char(La) = q. (Beachte, daß a und b in La isoliert
sind.)
Sei wieder Ha := NG(ZJ(Qa)). Dann ist V in Ha enthalten.
Angenommen, a und b seien nicht isoliert in Ha.
Dann sind sie mit Lemma 11.4 konjugiert – sogar in CHa(z). Ist aber x ∈ CHa(z)
mit b = ax, so erhalten wir CK(b) = CK(ax) = (CK(a))x ∈ Ha und mit Lemma 11.5
wieder G ≤ Ha, ein Widerspruch.
Also sind a und b isoliert in Ha, d. h. |/|∗Ha(V, q) ⊆ Sylq(Ha, V ) genau wie in
Lemma 11.7, und nun erhalten wir wie dort Qa ∈ Sylq(G). Genauso finden wir
Qb ∈ Sylq(G,V ) mit Q1 ≤ Qb und CK(b) ⊆ Hb := NG(ZJ(Qb)).
Aber wegen Q∩Q1 6= 1 ist auch Qa∩Qb 6= 1, und mit Lemma 11.8 sind dann Qa und
Qb unter CG(V ) konjugiert. Nun folgt ein Widerspruch genau wie in Lemma 11.7.
Lemma 11.10. Es gibt keine Primzahl q mit char(M) = q = char(La).
Beweis. Angenommen doch.
Sind a und b konjugiert in G, so ist auch char(Lb) = q, und wir erhalten mit Lemma
11.7 einen Widerspruch.
Sind a und b isoliert in G, so ko¨nnen wir Lemma 11.7 anwenden auf a und z anstelle
von a und b und erhalten ebenfalls einen Widerspruch.
Weiter Fa¨lle sind wegen Lemma 11.4 nicht mo¨glich.
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Im Beweis des na¨chsten Satzes verwenden wir Argumente aus [BG].
Satz 11.11. Sei M = C, p ∈ pi ungerade (wegen 2 ∈ pi also insbesondere M nicht
von Primzahlcharakteristik) und Y ∈ E3(Op(M)).
Dann ist CG(y) ≤M fu¨r alle y ∈ Y #.
Beweis. Sei A := CF ∗(M)(Y ).
Dann sind Z(F ∗(M)) und E(M) in A enthalten, und offenbar ist A zentralisatorab-
geschlossen in F ∗(M). Sei A ≤ H max G.
– CG(A) ≤ M und CG(Ap) ≤ M fu¨r alle p ∈ pi, denn A entha¨lt Z(F (M)), und Ap
entha¨lt Op(Z(F (M))).
– CG(A) ist eine pi-Gruppe, denn ein pi′-Element zentralisiert ganz F ∗(M) mit Lemma
2.1 (4) und liegt inM , also schon in Z(F ∗(M)). Analog sehen wir |/|M (A〈z〉, pi′) = {1}.
– 〈|/|H(A〈z〉, pi′)〉 ≤ Opi′(H).
Sei Q ∈ |/|H(A〈z〉, pi′) und r ∈ pi. Dann operiert Ar teilerfremd auf Q, also ist mit
2.1 (1) schon Q = [Q,Ar]CQ(Ar).
Aber CQ(Ar) ∈ |/|M (A〈z〉, pi′) muß trivial sein, also haben wir Q = [Q,Ar].
Es ist genauso Q ∩M = 1, d. h. Q wird von z invertiert und liegt damit in O(H).
Fu¨r alle r 6= p in pi erhalten wir schließlich
Q = [Q,Ar] ≤ [Q,Op′(NH(Z(Op(M))))] ∩O(H) ≤ Op′(NO(H)(Z(Op(M)))) ≤ Op′(H)
mit Satz 2.11. Also ist Q ≤ Opi′(H).
– H =M .
Es sind die Voraussetzungen fu¨r Theorem 7.2 in [BG] erfu¨llt (Der Satz wird in einem
minimalen Gegenbeispiel zum Satz von Feit und Thompson formuliert, aber der Beweis
funktioniert auch in unserer Situation.) , und das liefert, daß Opi′(CG(A)) transitiv auf
|/|∗G(A〈z〉, q) ist fu¨r alle q ∈ pi′.
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Aber Opi′(CG(A)) = 1, also besitzt |/|∗G(A〈z〉, q) nur ein einziges Element Q∗. Wir
beachten Q∗ ∩M = 1, siehe oben. Wir wissen wegen 〈z〉A ≤ H, daß E(H) in M liegt
(6.2) und H von M infiziert wird. Mit dem Infektionssatz folgt also die Behauptung,
falls Fpi′(H) = 1 ist.
Nehmen wir also an, es gebe ein q ∈ pi′ mit F := Oq(H) 6= 1. Dann liegt F offenbar
in |/|H(A〈z〉, q) und ist daher in Q∗ enthalten.
Wegen AEEM ist aber Q∗ unter M invariant und liegt dann darin, da M maximal
ist. Also ist Q∗ = 1 und F (H) eine pi-Gruppe.
Jetzt haben wir, daß A (und damit auch CG(y) fu¨r jedes y ∈ Y #) in einer einzigen
maximalen Untergruppe von G liegt, na¨mlich in M .
Aus Satz 2.14 folgt:
Korollar 11.12. Sei H max G, p ∈ pi(H) und N ≤ Op(H).
Dann ist Fp′(H)E(H) ≤ Op∗(NG(N)).
Genauso Fp′(H)E(H) ≤ Op∗(H1), falls NG(N) ≤ H1 max G ist. Insbesondere folgt
aus char(H1) = p schon char(H) = p.
Satz 11.13. Ca ist eine maximale Untergruppe.
Beweis. Angenommen nicht. Sei F := F (La) (= F2′(La) = F ∗(La) mit 11.2).
• Sei CF (z) ≤ CF (a). Mit Lemma 2.2 folgt dann [F, a] ≤ [F, z]∩CG(b), und daher
ist Ua in Lb enthalten.
Mit 8.6 ist etwa Ua ≤ Op(Lb) und deshalb Lb # La.
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La und Lb sind weder gleich noch beide von Charakteristik p (mit Lemma 11.9),
der Infektionssatz ((2) und (4)) liefert also, daß umgekehrt Lb nicht von La
infiziert wird und daß a und b nicht konjugiert sind.
Mit Lemma 11.4 sind also a und b isoliert, und wegen 11.3 ist char(La) = p.
Aber aus Korollar 11.12 folgt wegen Ua ≤ Op(Lb) dann auch char(Lb) = p im
Widerspruch zu 11.9.
Jetzt ist [CF (z), a] 6= 1.
Sei p ∈ pi(F (La)) und P := Op(La) mit X := [CP (z), a] 6= 1.
Wir wenden Korollar 8.6 an und erhalten X ≤ [P ∩M,a] ≤ Op(M) und daher
X ≤ CF (M)(z).
• Angenommen C < M . Wegen Lemma 11.2 folgt dann E(M) = 1 und mit Satz
10.1 schon char(M) = p. Nun haben wir [X,U ] = 1 mit Lemma 8.4, also ist X
eine U〈z〉-invariante Untergruppe von Op(M) und mit dem Normalisatorlemma
8.7 dann NG(X) ≤M .
Also haben wir La #M .
Aber nun ist auch char(La) = p, wieder mit 11.12, im Widerspruch zu 11.10.
Es ist also C =M .
Da mit Lemma 11.7 jede z-invariante pi-Untergruppe in M liegt, wird Fpi(La) von z
zentralisiert.
Aus X ≤ Op(M) folgt p ∈ pi und daher P ≤ C. Das bedeutet X = [P, a] E F ,
insbesondere ist X invariant unter Ua〈a〉 und daher mit dem Normalisatorlemma
schon NG(X) ≤ La. (Die Anwendung auf a und Ua anstelle z und U ist mo¨glich, weil
der Beweis außer dem Infektionssatz nur 8.6 beno¨tigt.)
Wir sehen also M # La und beachten, daß wegen des Infektionssatzes und 5.3 bzw.
11.10 jetzt Fpi′(La) nicht in M enthalten ist.
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• Angenommen, a und b seien isoliert.
Dann ko¨nnen wir Lemma 11.3 anwenden und erhalten, daß wegen Ca < La
schon char(La) = p sein muß. Wegen F ∗(La) = P ≤ M haben wir dann auch
La #M und mit dem Infektionssatz M = La oder char(La) = p = char(M).
Beides ist nicht mo¨glich wegen der Sa¨tze 5.3 und 11.10.
Also sind a und b konjugiert mit Lemma 11.4, wir haben Ub ≤ Op(M) und M # Lb.
Da Fpi(La) von z zentralisiert und Fpi′(La) von z invertiert wird, erhalten wir
[La, z] ≤ CLa(F ) ≤ F . Mit Lemma 2.5 ist sogar La = CLa(z)Fpi′(La), und wir beach-
ten, daß Fpi′(La) abelsch ist.
• Sei D := Fpi′(La) ∩ Cb.
Dann ist D E Fpi′(La), ferner ist D unter Cb ∩ Ca = CC(b) = CC(a) invariant,
also schon unter ganz Ca ≤ CC(a)Fpi′(La).
Aber da D von z invertiert wird und in Cb liegt, ist D in
[Cb, z] ≤ Fpi′(Lb) enthalten und ist darin normal. Also ist D auch unter Cb
invariant, d. h. (mit 11.5) G ≤ 〈Ca, Cb〉 ≤ NG(D) mit Lemma 11.5.
Da G z-einfach ist, muß G = D〈z〉 sein, und das ist nicht mo¨glich.
Also wird Fpi′(La) von b invertiert und damit von a zentralisiert.
• Op(M) ist nicht in La enthalten.
Sonst wa¨re na¨mlich Ub ≤ Op(M) ≤ La, also Ub ≤ Op(Lb) und Lb # La. Das ist
wegen des Infektionssatzes nicht mo¨glich, da La und Lb weder gleich noch beide
von Charakteristik q sein ko¨nnen.
Angenommen, es gebe zwei verschiedene Primzahlen p und q in pi ∩ pi(F (La)).
Dann operiert P ×Oq(La) auf Op(M), und
[COp(M)(P ), Oq(La)] ≤ Op(M) ∩Oq(La) = 1.
Mit Thompsons P ×Q-Lemma 2.9 folgt [Op(M), Oq(La)] = 1, also Op(M) ≤ La,
ein Widerspruch.
76
Daher ist pi ∩ pi(F (La)) = {p}.
• Sei P0 := P ∩Op(M). Dann liegt X = [P, a] in P0.
Angenommen, Ω := Ω1(Z(Op(M))) ≤ P0.
Dann ist wegen Ω ≤ P schon Fpi′(La) ≤ CG(Ω) ≤M , ein Widerspruch.
Also ist Ω  P0.
Angenommen, P0 sei nicht zyklisch.
Dann sei W1 ∈ E2(P0) und W ∈ E3(W1Ω) mit W1 ≤ W . Mit Satz 11.11 ist
CG(w) ≤M fu¨r alle w ∈W#. Aber wegen W1 ≤ Op(La) ist Op′(La) ≤ CG(W1),
also Fpi′(La) ≤ Op′(La) ≤M , ein Widerspruch.
Nun ist P0 zyklisch und wird deshalb von a und b invertiert.
• a invertiert P0 und zentralisiert P/P0, d. h. [La, a] zentralisiert P0 und P/P0.
Da Fp′(La) von a (und damit auch von [La, a]) zentralisiert wird, operiert nun
[La, a] nilpotent auf ganz F = F ∗(La), liegt also darin.
Wegen [Fp′(La), a] = 1 folgt [La, a] = P0.
Nun wird fu¨r jede Primzahl q 6= p eine q-Sylowuntergruppe von La von a zen-
tralisiert.
• Sei q ∈ pi′ ∩ pi(F ) und Q ∈ Sylq(La, V ).
Dann wird Q von a, aber nicht von z zentralisiert. Ist also a ∈ T ∈ Syl2(CG(Q)),
so ist a die einzige Involution in T und daher NG(T ) ≤ Ca.
Mit dem Frattiniargument ist dann
NG(Q) = CG(Q)NNG(Q)(T ) ≤ CG(Q)Ca ≤ Ca und daher Q ∈ Sylq(G).
Mit Lemma 5.14 sind a und b dann nicht konjugiert, und das ist ein endgu¨ltiger
Widerspruch.
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Lemma 11.14. a und b sind isoliert.
Beweis. Wegen z /∈ Z(La) gibt es eine Primzahl q ∈ pi(F (La))), so daß Oq(La) nicht
von z zentralisiert wird. Ist Q ∈ Sylq(La, V ), so ist CG(Q) ≤ CG(Oq(La)) ≤ La, und
Q wird von a, aber nicht von z zentralisiert.
Sei a ∈ T ∈ Syl2(CG(Q)).
Dann ist a die einzige Involution in T (denn in einer 2-Sylowuntergruppe von La
gibt es nur genau drei Involutionen), d. h. a wird von NG(T ) zentralisiert. Mit dem
Frattiniargument sehen wir nun NG(Q) = CG(Q)NNG(Q)(T ) ≤ CG(Q)Ca ≤ La.
Deshalb ist sogar schon Q ∈ Sylq(G).
Nun liegt Q in Ca, aber keine q-Sylowuntergruppe von G ist in C enthalten (sonst
la¨ge schon Q in C mit Lemma 5.12). Wir wenden Lemma 5.14 an und sehen, daß a
und b nicht in G konjugiert sein ko¨nnen.
Mit Lemma 11.4 sind sie isoliert.
Schließlich haben wir:
Satz 11.15. C, CG(a) und CG(b) sind maximale Untergruppen.
Beweis. Das ist jetzt ein einfaches Korollar aus Satz 11.13 und Lemma 11.14. Da alle
Involutionen aus V isoliert sind in G, ko¨nnen wir na¨mlich die Rollen von a, b und z
beliebig vertauschen.
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12 Reduktion auf den Fall K2(C) 6= ∅
Nach einigen vorbereitenden Lemmata zeigen wir, daß C/O(C) perfekt ist. Anschlie-
ßend ko¨nnen wir den Fall K2(C) = ∅ ausschließen und insbesondere den Z∗-Satz
beweisen unter der Voraussetzung, daß C auflo¨sbar ist (siehe Satz 1).
Satz 12.1. Sei M = C, pi := pi(F (M)) und a ∈ C\{z} eine Involution.
Sei CG(a) ≤ La und O(F (M)) ∩ La 6= 1.
Dann ist [La, z] in Fpi′(La) enthalten.
Beweis. Wir setzen L0 := [La, z] und sehen mit 6.3, daß L0 eine pi′-Gruppe ist.
Sei D := O(F (M)) ∩ La. Dann operiert D × 〈z〉 teilerfremd auf L0.
Nun ist [CL0(z), D] ≤ CL0(z) ∩O(F (M)) = 1, also CL0(z) ≤ CL0(D).
Nun sind die Voraussetzungen von Satz 2.23 erfu¨llt, und damit erhalten wir, daß
[CL0(D), z] normal in L0 ist und [L0, D] sogar ein nilpotenter Normalteiler von L0.
Sei jetzt CG(D)D ≤ H max G. Dann ist H0 := [H, z] eine auflo¨sbare pi′-Gruppe mit
Satz 6.3 (beachte z ∈ CG(D)), und wegen D ≤ F (M) ist M # H. Fu¨r alle q ∈ pi′ und
Q ∈ Sylq(H0) ist nun M ∩Q = 1, und das heißt, daß ganz H0 von z invertiert wird.
H0 ist also ein abelscher Normalteiler von H und liegt damit in F (H).
Daraus folgt
[z, CL0(D)] ≤ [z, CG(D)] ∩ CL0(D) ≤ H0 ∩ CL0(D) ≤ F (H) ∩ CL0(D) ≤ F (CL0(D)).
[z, CL0(D)] ist also ebenfalls nilpotent, d. h. [z, CL0(D)] ≤ F (L0).
Aber mit 2.1 sehen wir
L0 = CL0(D)[L0, D], also L0 = [L0, z] = [CL0(D), z][L0, D, z] ≤ F (L0) ≤ Fpi′(La)
wie behauptet.
79
Lemma 12.2. Sei z ∈ V ∈ E22 (O2′,2(C)), V = {1, a, b, z} und CG(v) ≤ Lv max G
fu¨r alle v ∈ V #. Sei [M,a]  F (M).
Dann ist [La, z] ≤ F (La) und [Lb, z] ≤ F (Lb).
Beweis. Mit Satz 11.15 ist fu¨r alle v ∈ V # schon CG(v) = Lv eine maximale Unter-
gruppe von G.
Wegen [M,a]  F (M) ist O(F (La)) ∩ M = 1 mit Satz 12.1, und das heißt, daß
O(F (La)) von z invertiert wird.
Aber z zentralisiert O2(La) und E(La), also wird nun ganz F ∗(La) von [La, z] zentra-
lisiert, und das bedeutet [La, z] ≤ CLa(F ∗(La)) ≤ F (La) wie behauptet.
Genauso ist [Lb, z] ≤ F (Lb).
Lemma 12.3. Sei wieder z ∈ V ≤ O2′,2(C), V elementarabelsch der Ordnung 4.
Sei p prim und P ∈ Sylp(G,V ).
Dann wird P von einer der drei Involutionen in V zentralisiert.
Beweis. Sei wie vorher V = {1, a, b, z} und pi := pi(F (C)).
Mit Satz 11.15 ist der Zentralisator jeder Involution aus V maximal. Nun sehen wir
mit den Argumenten im Beweis von Satz 6.3, daß die Behauptung folgt, falls p in einer
der Mengen pi, pi(F (La)), pi(F (Lb)) liegt.
Nehmen wir also an, daß p /∈ pi ist.
Dann liegt P nicht inM , und mit Lemma 5.10 folgt, daß p ein Teiler etwa von |CK(a)|
und damit von |[La, z]| ist. Nun ko¨nnen wir aber mit Lemma 12.2 die Bezeichnungen
so wa¨hlen, daß [La, z] ≤ F (La) ist und daher p ∈ pi(F (La)).
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Satz 12.4. Im Falle r2(O2′,2(C)) ≥ 2 ist C/O(C) perfekt.
Beweis. Angenommen nicht.
Mit C := C/O(C) ist dann C ′ < C, d. h. C besitzt eine nichttriviale abelsche Faktor-
gruppe.
Sei wieder z ∈ V ≤ O2′,2(C), V = {1, a, b, z} elementarabelsch der Ordnung 4.
Wegen O(CG(V )) ≤ O(C) ist O(CG(V )) = O(C) ∩ CG(V ) und daher
C ' CG(V )/O(CG(V )), d. h. CG(V )/O(CG(V )) besitzt eine nichttriviale abelsche
Faktorgruppe.
Jetzt sei q prim und X E CG(V ) so, daß XO(CG(V ))/O(CG(V )) von q-Potenzindex
in CG(V )/O(CG(V )) ist.
Wir beachten, daß wieder mit Satz 11.15 CG(v) = Lv eine maximale Untergruppe ist
fu¨r alle v ∈ V #, und wir sehen Lv/O(Lv) ' CG(V )/O(CG(V )) genau wie in C.
Das bedeutet, daß nun die q-Faktorgruppe in jeder der Gruppen C, La, Lb auftritt.
Aber eine der drei Gruppen entha¨lt eine q-Sylowuntergruppe von G (mit 12.3), besitzt
also keine nichttriviale q-Faktorgruppe mit 2.18.
Das ist ein Widerspruch.
Ist r2(O2′,2(C)) ≥ 2 und V ∈ E22 (O2′,2(C)), so wissen wir aus dem letzten Kapitel,
daß die drei Involutionen in V isoliert sind und daß ihre Zentralisatoren maximale
Untergruppen sind. Wegen r2(CG(V )) = 2 besitzt jede 2-Sylowuntergruppe von G
genau drei Involutionen, jede Involution in G ist isoliert.
Mit Satz 12.4 ist dann C/O(C) insbesondere 2-perfekt und 3-perfekt. Das fu¨hrt zu
einer Verbesserung von Satz 12.2.
Satz 12.5. Sei r2(O2′,2(C)) ≥ 2 und V ∈ E22 (O2′,2(C)).
Dann ist [CG(v), V ] ≤ F (CG(v)) fu¨r jedes v ∈ V #.
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Beweis. Sei wieder V = {1, a, b, z}.
Es ist CG(v) max G mit Satz 11.15 fu¨r jedes v ∈ V #. Ferner ist die Situation symme-
trisch in a, b und z, deshalb genu¨gt es mit Satz 11.15, zu zeigen, daß [C, a] ≤ F (C)
ist.
Da a isoliert ist, haben wir C = CC(a)[C, a] und [C, a] ≤ O(C). Weiter ist C/O(C)
2-perfekt und 3-perfekt (12.4).
Sei pi := pi(F (C)), p ∈ pi beliebig und P := Op(C). Es genu¨gt, zu zeigen, daß [C, a]
nilpotent auf P operiert, denn dann ist [C, a] ein Normalteiler von C, der nilpotent
auf F (C) operiert und E(C) zentralisiert, liegt also in F (C).
Angenommen, [C, a] sei nicht nilpotent auf P .
Dann wird insbesondere P nicht von a zentralisiert, und mit Satz 3.2 ist CP (a) nicht
zyklisch.
Sei also X ∈ E2(CP (a)). Falls X in E∗(P ) ist, heißt das X = Ω1(CP (X)). Dann
zentralisiert jedoch a jedes Element der Ordnung p aus CP (X) und damit ganz CP (X)
(siehe 2.1 (5)). Aber CP (X) ist zentralisatorabgeschlossen in P , also folgt mit 2.1 (4)
jetzt [P, a] = 1, ein Widerspruch.
Daher ist r(P ) ≥ 3 und X ≤ Y ∈ E3(P ). Setzen wir L := CG(a), dann ist X in L
enthalten, ferner z ∈ L und deshalb L = CL(z)O(L). Da mit Satz 6.3 jede z-invariante
pi-Untergruppe von L in M liegt, liefert uns Lemma 2.5 : L = CL(z)O{2,pi}′(L).
Die Untergruppe X von L operiert nun auf Q := O{2,pi}′(L), und da X nicht zyklisch
ist, erhalten wir Q = 〈CQ(x) | x ∈ X#〉 mit dem Erzeugungssatz 2.1 (6). Aufgrund
von Satz 11.11 wissen wir aber CG(x) ≤ C fu¨r alle x ∈ X#.
Also ist schon ganz Q in C enthalten, und deshalb folgt L ≤ C, ein Widerspruch zu
Satz 5.3.
Nun beweisen wir das Hauptergebnis dieses Kapitels.
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Satz 12.6. K2(C) 6= ∅.
Beweis. Sei C := C/O(C), und angenommen K2(C) = ∅.
Sei T ∈ Syl2(O2′,2(C)).
Im Falle r(T ) ≥ 2 muß schon r(T ) = 2 sein mit Satz 11.1, und dann besitzt T genau
drei Involutionen. Nach Annahme ist F ∗(C) = O2(C) = T und daher CC(T ) ≤ T .
Mit Satz 3.1, angewandt auf T , ist also C auflo¨sbar.
Andererseits ist C perfekt mit Satz 12.4, d. h. C ist eine perfekte auflo¨sbare Gruppe
und damit trivial. Aber das bedeutet C = O(C), ein Widerspruch.
Wir haben also r2(O2′,2(C)) = 1. Nun gibt es zwei Mo¨glichkeiten:
Falls T zyklisch ist, ist die Automorphismengruppe von T eine zyklische 2-Gruppe.
Andererseits ist T = O2(C), und es folgt C = NC(T ) = CC(T ) ≤ T wegen T = F ∗(C).
Aber dann ist C/O(C) eine 2-Gruppe, und das ist mit Lemma 9.5 nicht mo¨glich.
Falls T eine Quaternionengruppe ist, folgt T ' Q8, da die Automorphismengruppen
aller anderen Quaternionengruppen 2-Gruppen sind.
Sei jetzt T ≤ S ∈ Syl2(G).
In C induziert S innere Automorphismen von T (mit Lemma 9.5), also ist
S ≤ TCC(T ). Aber T = F ∗(C), und das impliziert S ≤ TCC(T ) ≤ T .
Nun ist S und damit auch S eine Quaternionengruppe, aber das ist ein Widerspruch
zu 9.1.
Mit Satz 12.6 ist auch Satz 1, die ”auflo¨sbare Version“ des Z
∗-Satzes bewiesen :
Ist na¨mlich G ein minimales Gegenbeispiel zu Satz 1 und z /∈ Z∗(G) eine isolierte
Involution mit auflo¨sbarem Zentralisator C, so ist genau wie in Kapitel 9 auch hier
z eine Z∗-Involution und G eine z-einfache Gruppe.
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Dazu beachten wir:
Ist z ∈ H < G, so erhalten wir H = CH(z)O(H), also ist H auflo¨sbar. Insbesondere
ist der Zentralisator H = CG(t) jeder Involution t ∈ G auflo¨sbar, da darin z (oder ein
Konjugiertes von z) liegt.
Ist z /∈ N EG, so ist z isoliert in G := G/N , und CG(z) = CG(z) ist auflo¨sbar.
G hat also auch hier die Eigenschaft (? ) , und wir ko¨nnen genau wie in einem Gegen-
beispiel zum allgemeinen Z∗-Satz schließen.
Der Widerspruch resultiert dann daraus, daß gleichzeitig C auflo¨sbar und mit Satz
12.6 K2(C) 6= ∅ ist.
Zum Schluß dieses Abschnitts beweisen wir mit Hilfe von 2.15 eine Verbesserung von
Satz 12.4.
Satz 12.7. Im Falle r2(O2′,2(C)) ≥ 2 ist C/O(C) eine E-Gruppe.
Beweis. Sei T ∈ Syl2(O2′,E(C)).
Mit dem Frattiniargument ist dann C = O2′,E(C)NC(T ).
Aber Satz 2.15 liefert, daß CC(T ) auflo¨sbar ist, also ist schon ganz NC(T ) auflo¨sbar
(mit Satz 3.1). Nun ist einerseits C/O2′,E(C) auflo¨sbar, andererseits C/O(C) perfekt
mit Satz 12.4.
Daher folgt C = O2′,E(C).
Nun, da unsere Aufmerksamkeit von Satz 12.6 auf die 2-Komponenten von C ge-
lenkt wird, untersuchen wir im na¨chsten Abschnitt deren Anzahl und Gestalt und
beschra¨nken sie mo¨glichst weit.
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13 Die 2-Komponenten von C
In diesem Abschnitt spielt die Signalisatorfunktormethode eine wesentliche Rolle –
zuerst im Zusammenhang mit 2′-separierten Untergruppen von O2′,F ∗(C) und dann
bei der Ausnutzung von Balancebedingungen.
Die grundlegenden Definitionen und Sa¨tze sind in Kapitel 4 aufgefu¨hrt und werden
deshalb hier nur zitiert.
Wir setzen von nun an C := C/O(C).
Satz 13.1. In C gibt es kein Paar (A1, A2) von 2′-separierten elementarabelschen
2-Untergruppen der Ordnung 4.
Beweis. Angenommen doch, und sei oBdA z /∈ A1. Setzen wir A := A1 × A2 und
betrachten den durch
θ(a) :=
⋂
i=1,2
[O(CG(a)), Ai](O(CG(a)) ∩O(CG(Ai))) fu¨r alle a ∈ A#
definierten Goldschmidtschen Signalisatorfunktor, vgl. dazu [GO2] und Kapitel 4.
Der A-Signalisatorfunktor θ ist auflo¨sbar und wegen des Ranges von G vollsta¨ndig,
mit Satz 4.1 ist W := 〈θ(a) | a ∈ A#〉 eine Untergruppe ungerader Ordnung von G.
Sei nun a ∈ A# und L := CG(a). Dann ist wegen z ∈ L schon [L, z] ≤ O(L) und
[L, z] = [L, z,Ai] · C[L,z](Ai), da Ai teilerfremd auf [L, z] operiert. Wir beachten, daß
wegen z ∈ CG(Ai) auch [CG(Ai), z] ≤ O(CG(Ai)) ist.
Nun folgt [L, z] = [L, z, z] = [L, z,Ai] · [C[L,z](Ai), z] und daher
[L, z] ≤ [O(L), Ai] · (O(L) ∩ [CG(Ai), z]) ≤ θ(a).
Es ist z ∈ CG(a) und deshalb CK(a) ⊆ [CG(a), z] ≤ θ(a).
Mit Satz 5.9 folgt jetzt K ⊆ 〈CK(a), CK(az)〉 ≤ 〈θ(a), θ(az)〉 ≤W , ein Widerspruch.
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Satz 13.2. C hat ho¨chstens eine einfache Komponente.
Beweis. Sei E1 eine einfache Komponente von C. Da eine einfache Gruppe nicht
2-Rang 1 haben kann (mit den Sa¨tzen 2.20 und 2.21), ist E1 vom 2-Rang mindestens
2, und natu¨rlich schneidet E1 jede weitere Komponente von C trivial.
Da eine weitere einfache Komponente aber wieder vom 2-Rang mindestens 2 wa¨re,
ga¨be es dann zwei 2′-separierte Untergruppen im Widerspruch zu Satz 13.1.
Satz 13.3. Seien E1, ..., En sa¨mtliche 2-Komponenten von C, weiter
Y := E3...EnO2′,2(C).
Dann gibt es keine elementarabelschen 2-Gruppen A1, A2 mit A1 ≤ E1E2 ,
A2 ≤ CY (A1) und A1 ∩A2 = 1.
Beweis. Angenommen doch.
Wegen z ∈ O2′,2(C) ist oBdA z ∈ A2. Wir setzen jetzt A := A1×A2 und F := E1E2Y ,
ferner sei T ∈ Syl2(O2′,2(C)).
Ziel ist, zu zeigen, daß A1 und A2 2′-separiert sind, denn dann folgt ein Widerspruch
mit Satz 13.1.
Sei also a ∈ A#, H := CG(a) und Ĥ := H/O(H). Da z in Z∗(H) liegt, ist Ĥ = ĈH(z).
Wir beachten, daß E1, ..., En normal sind in F und insbesondere unter a invariant.
Sei jetzt E ∈ K2(H) und E0 := O2′(CE(z)).
Dann ist E0 ≤ L(CC(a)) ≤ L(C) mit Satz 2.16, daher E0 ≤ L(C) ∩H.
Wir zeigen: Es gibt ein i ∈ {1, ..., n} mit E0 ≤ Ei.
Wegen a ∈ F ist a = a1 · · · ant mit ai ∈ Ei und t ∈ O2′,2(C). Wir setzen
Xi := CEi(ai) = CEi(a), X := CT (t) und sehen, daß CF (a) = X1 · · ·Xn ·X zentrales
Produkt von Normalteilern ist.
Nun wird jeder dieser Normalteiler von E0 zentralisiert oder entha¨lt E0.
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Angenommen, E0 liegt in keinem der Faktoren Xi und auch nicht in X.
Dann folgt E0 ≤ Z(CF (a)), also ist E0 abelsch, ein Widerspruch.
Deshalb wissen wir nun, daß E0 in einem der Ei liegt.
Daraus folgt E0 ∩A1 ≤ O(C) oder E0 ∩A2 ≤ O(C).
Schließlich ist CE(z)∩A1 ≤ O(CH(z)) ≤ O(H) oder CE(z)∩A2 ≤ O(CH(z)) ≤ O(H)
und deshalb [Ê, Â1] = 1 oder [Ê, Â2] = 1.
Satz 13.4. Falls r2(G) ≥ 3 ist, dann ist z die einzige Involution in O2′,2(C).
Beweis. Die Behauptung folgt, wenn wir r(O2′,2(C)) = 1 zeigen.
Angenommen nicht, dann sei z ∈ V ∈ E22 (O2′,2(C)).
Nun sind wir in der Situation von Kapitel 11, und mit Satz 11.5 ist r2(G) = 2 im
Widerspruch zur Voraussetzung.
Lemma 13.5. Seien E1, E2 ∈ K2(C) verschieden.
Dann ist r2(E1E2) ≥ 2.
Beweis. Falls eine der beiden 2-Komponenten selbst 2-Rang mindestens 2 hat, sind
wir fertig.
Wir ko¨nnen also annehmen, daß r2(E1) = r2(E2) = 1 ist.
Nun haben E1 und E2 Quaternionen-2-Sylowuntergruppen (die 2-Sylowuntergruppen
ko¨nnen wegen Satz 2.20 nicht zyklisch sein) und sind nicht einfach.
1. Fall : E1 ∩ E2 = 1.
Dann erzeugen die beiden zentralen Involutionen eine elementarabelsche Untergruppe
der Ordnung 4, und mit E1E2 ist dann auch E1E2 von 2-Rang 2.
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2. Fall : E1 und E2 enthalten genau eine gemeinsame (dann zentrale) Involution s,
genauer ist |E1 ∩ E2| = 2.
Dann folgt r2(E1E2) = 3, denn es gibt Elemente a1 ∈ E1 und a2 ∈ E2 der Ordnung
vier, die das gleiche Quadrat besitzen. Ihr Produkt ist eine Involution (verschieden
von s), da sich E1 und E2 zentralisieren.
Weitere Fa¨lle sind nicht mo¨glich, da E1 und E2 sich nicht in einer gro¨ßeren
2-Untergruppe schneiden ko¨nnen.
Satz 13.6. C besitzt ho¨chstens drei Komponenten.
Falls eine davon einfach ist, gibt es insgesamt ho¨chstens zwei Komponenten.
Beweis. Angenommen, es ga¨be vier verschiedene 2-Komponenten E1, ..., E4.
Sei Si ∈ Syl2(Ei).
1. Fall : r2(O2′,2(C)) = 2.
Dann sei wie vorher V ∈ E22 (O2′,2(C)), V = {1, a, b, z}.
Angenommen, V ≤ Ei fu¨r jedes i ∈ {1, ..., 4} und V = Z(E(C)).
Da Ei/Z(Ei) einfach ist, muß mit den Sa¨tzen 2.20 und 2.21 schon r2(Ei/Z(Ei)) ≥ 2
sein. Da es außerdem nur drei Involutionen in V gibt, aber vier 2-Komponenten, finden
wir nun etwa Elemente x, y ∈ E1 und e ∈ E2 mit x2 = y2 = e2 = a, so daß x und y
verschiedene Untergruppen von E1 erzeugen.
Nun sind aber xe und ye verschiedene Involutionen und offenbar auch von a verschie-
den, also folgt etwa xe = b und ye = z.
Dann ist a = bz = xeye = xya, also xy = 1 im Widerspruch zu 〈x〉 6= 〈y〉.
Angenommen, V ≤ Ei fu¨r jedes i ∈ {1, ..., 4}, aber V < Z(E(C)) =: Z.
Da E1 nicht 2-nilpotent ist, gibt es mit dem Verlagerungssatz von Frobenius (2.22)
eine 2-Untergruppe T von E1, so daß Aut(T ) eine nichttriviale 2′-Untergruppe besitzt.
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Wir ko¨nnen Z ≤ T annehmen und ferner, daß V = T ′ = φ(T ) elementarabelsch und
in Z(T ) enthalten ist mit Satz 2.3.
Offenbar ist T nicht abelsch.
Falls es in Z eine zu C4 × C4 isomorphe Untergruppe W ga¨be, wa¨re sie zentral in T ,
und da T vom Exponenten 4 ist, gibt es keinen gro¨ßeren metazyklischen Normalteiler
von T .
Andererseits treten in W nun schon alle Involutionen in V als Quadrat auf, d. h. es
gibt in T außerhalb von W keine Elemente der Ordnung 4 mehr (sonst ko¨nnten wir
ja wie im vorherigen Fall argumentieren), und das bedeutet W = T .
Aber dann ist T abelsch, ein Widerspruch.
Da Z nicht elementarabelsch ist, ist Z nun Produkt einer zyklischen Gruppe der
Ordnung 2 mit einer zyklischen 2-Gruppe der Ordnung mindestens 4.
Das heißt es gibt eine Involution in V , etwa z, so daß alle Elemente der Ordnung 4
aus E(C), deren Quadrat z ist, in Z liegen, aber alle Elemente der Ordnung 4, deren
Quadrat a oder b ist, außerhalb von Z.
Sei x ∈ Z mit x2 = z und etwa y ∈ E1 mit y2 = a.
Dann ist xy2 = b. Ga¨be es also eine weitere Komponente E2, dann ha¨tten wir darin
ein Element w ∈ E2 etwa mit w2 = b und daher xw2 = a, also ist xwy eine Involution.
Aber xwy kann keine der Involutionen aus V sein, ein Widerspruch.
Also gibt es dann sogar nur eine 2-Komponente in C.
Sei jetzt V nicht in jedem Ei enthalten.
Sei etwa V ∩ E1 = 〈z〉.
Dann muß r2(E1) = 1 sein, da sonst E1 eine weitere Involution entha¨lt.
Nun ist S1 eine Quaternionengruppe mit zentraler Involution z, insbesondere ist z das
einzige Quadrat. Seien x, y ∈ E1 wie oben mit x2 = y2 = z.
Falls es etwa e, h ∈ E2 gibt mit e2 = h2 = z, dann folgt mit fru¨heren Argumenten
r2(E1E2) ≥ 3.
Wegen r2(E3E4) ≥ 2 (siehe Lemma 13.5) ist es dann mo¨glich,
2′-separierte Untergruppen A1, A2 wie in Satz 13.3 zu finden, ein Widerspruch.
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Also wird V von den anderen drei 2-Komponenten etwa in 〈a〉 geschnitten.
(Da 2-Komponenten gerade Ordnung haben, muß der Schnitt jedes Ei mit V nicht-
trivial sein.)
Insbesondere sind S2, ..., S4 ebenfalls Quaternionengruppen, ihre gemeinsame zentrale
Involution ist a.
Nun sehen wir r2(E3E4) = 3, und wieder finden wir 2′-separierte Untergruppen A1,
A2, ein Widerspruch.
Damit ist der Fall r2(O2′,2(C)) = 2 abgeschlossen.
2. Fall : r2(O2′,2(C)) = 1.
Dann ist z die einzige Involution in O2′,2(C).
Angenommen,
4⋂
i=1
Ei = 〈z〉.
Falls E1, .., E4 von 2-Rang 1 sind, also Quaternionen-2-Sylowuntergruppen haben,
folgt mit Argumenten wie oben r2(E1E2) = 3 = r2(E3E4), und wir finden 2′-separierte
Untergruppen, ein Widerspruch.
Analog gibt es einen Widerspruch, wenn es ein Ei gibt mit gro¨ßerem 2-Rang.
Also liegt z nicht in jedem Ei, sei etwa z /∈ E1. Aber E1 muß eine Involution enthalten,
und da diese jetzt nicht zentral sein kann (sonst liegt sie in O2′,2(C)), muß schon E1
selbst einfach sein. Dann ist aber r2(E1) ≥ 2, und wir finden wieder 2′-separierte
Untergruppen, ein Widerspruch.
Weitere Fa¨lle gibt es nicht wegen r2(O2′,2(C)) ≤ 2.
Fu¨r die zweite Behauptung bemerken wir, daß eine einfache Komponente E jede an-
dere Komponente trivial schneidet. Ga¨be es zwei weitere Komponenten, so ha¨tte ihr
Produkt 2-Rang 2 mit Satz 13.5. Es ga¨be also zwei 2′-separierte Untergruppen im
Widerspruch zu Satz 13.1.
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Nachdem wir jetzt die Anzahl der auftretenden Komponenten eingeschra¨nkt haben,
versuchen wir noch Informationen u¨ber die mo¨glichen auftretenden Gruppen zu be-
kommen.
Die in [G2] erla¨uterten Balancekonzepte sind dabei ein wichtiges Hilfsmittel, und wir
werden sehen, daß bei genu¨gend großem 2-Rang bereits gewisse Balancebedingungen
in G verletzt sein mu¨ssen.
Wie in Kapitel 4 angedeutet, definieren wir mit Hilfe von Satz 3.4 einen Signali-
satorfunktor. Es ist erwa¨hnenswert, daß die folgende Definition von 2-Balance nur
scheinbar schwa¨cher ist als diejenige von Gorenstein in Kapitel 4.4 in [G2], da fu¨r alle
Involutionen a ∈ C\{z} schon CG(a) = CC(a)O(CG(a)) ist.
Definition
Sei A ≤ C eine elementarabelsche 2-Gruppe vom Rang mindestens 4.
Wir nennen A hier 2-balanciert, falls fu¨r jede elementarabelsche Untergruppe V der
Ordnung 4 von A gilt:
⋂
v∈V #
O(CG(v)) ∩ C ≤ O(C) .
Lemma 13.7. Sei E1 eine 2-Komponente von C mit E1/Z(E1) ' An, n ≡ 3 (mod 4).
Weiter sei r2(O2′,F ∗(C)) ≥ 4, und es gelte einer der folgenden Fa¨lle:
1. K2(C) = {E1}.
2. Es gibt genau eine weitere 2-Komponente E2 von C, und es ist E2/Z(E2) ' Am
mit m ≡ 3 (mod 4) oder r2(E2) ≤ 2.
Dann besitzt C eine 2-balancierte Untergruppe.
Beweis. Zuerst beachten wir, daß wegen der Voraussetzung r2(O2′,F ∗(C)) ≥ 4 und
Satz 13.4 schon z die einzige Involution in O2′,2(C) ist.
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Wir beginnen mit dem ersten Fall.
1. Ist n = 7, so ist r2(O2′,F ∗(C)) < 4, also haben wir n ≥ 11.
Ist E1 nicht einfach, so liegt z darin, und wenn n ∈ {11, 15} ist, folgt dann
r2(O2′,F ∗(C)) = 3. Also ist E1 einfach oder n ≥ 19.
• Sei jetzt E1 ' A11.
In A11 selbst ist B∗ := 〈(12)(34), (12)(56), (12)(78)〉 eine elementarabelsche Un-
tergruppe der Ordnung 8.
Betrachten wir die Zentralisatoren der Involutionen aus B∗ in S11 = Aut(A11),
so sehen wir, daß etwa O(CS11((12)(34))) ' O(S7) = 1 ist.
Das einzige Element in b ∈ B∗# mit O(CS11(b)) 6= 1 ist b = (12)(34)(56)(78),
und dann ist O(CS11(b)) = 〈(9, 10, 11)〉.
Daraus folgt aber fu¨r jedes V ∈ E22 (B∗) :
⋂
v∈V #
O(CS11(v)) = 1 .
Wir wa¨hlen jetzt eine Untergruppe B ∈ E32 (E1), so daß B ' B∗ ≤ A11 ist.
Sei A := B〈z〉. Dann ist A elementarabelsch der Ordnung 16, und fu¨r jedes
V ∈ E2(A) ist offenbar ⋂
v∈V #
O(CC(v)) ≤ O(C).
Also ist A 2-balanciert. Genauso schließen wir fu¨r gro¨ßere n.
• Ist E1/Z(E1) ' An mit n ≥ 19, so ko¨nnen wir ganz a¨hnlich argumentieren. Denn
schon im Fall Ê1 := E1/Z(E1) ' A15 finden wir in E1 selbst eine 2-balancierte
Untergruppe. Das ist leicht zu sehen, falls E1 einfach ist mit der gleichen Idee
wie fu¨r B∗ oben.
Ist aber E1 nicht einfach, so wa¨hlen wir B ≤ E1 mit z /∈ B und
B̂'〈(12)(34)(56)(78), (12)(34)(9, 10)(11, 12), (12)(34)(13, 14)(15, 16)〉∈E32 (A19).
Dann setzen wir A := B〈z〉 und sehen genau wie oben, daß A schon 2-balanciert
ist.
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Jetzt betrachten wir den zweiten Fall.
2. Sei E1/Z(E1) ' A7.
Ist E1 nicht einfach, so ist insbesondere z ≤ Z(E1).
Falls r2(E2) ≤ 2 ist, folgt entweder z ∈ E2 (und dann ist r2(O2′,F ∗(C)) < 4), oder es
ist z /∈ E2 und wir finden daher zwei 2′-separierte Untergruppen.
Beides ist nicht mo¨glich.
Ist E1 einfach, so ko¨nnen wir genauso argumentieren wegen E1 ∩ E2 = 1.
• Sei jetzt E2/Z(E2) ' Am.
Sei zuerst E2 nicht einfach und E2/Z(E2) ' A7.
Ist E1 nicht einfach, so folgt z ≤ Z(E2), und wieder ist r2(O2′,F ∗(C)) = 3 im
Widerspruch zur Voraussetzung.
Ist E1 einfach, so erhalten wir ebenfalls r2(O2′,F ∗(C)) = 3 oder C besitzt zwei
einfache 2-Komponenten im Widerspruch zu Satz 13.2.
Sei jetzt E2 ' A7.
Dann ist E1 nicht einfach wegen Satz 13.2 und deshalb wieder r2(O2′,F ∗(C)) = 3,
ein Widerspruch.
• Also ist m ≥ 11.
Falls E2 einfach oder m ≥ 19 ist, finden wir eine 2-balancierte Untergruppe
A ∈ E42 (E2〈z〉) genau wie oben im ersten Fall.
Wir mu¨ssen also nur noch die Fa¨lle betrachten, in denen E2 nicht einfach und
m ∈ {11, 15} ist.
Wenn E1 einfach ist, finden wir wieder zwei 2′-separierte Untergruppen.
Wenn aber E1 nicht einfach ist, ist wieder nur r2(O2′,F ∗(C)) = 3. Beides fu¨hrt
zu einem Widerspruch.
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Damit ist der Fall E1/Z(E1) ' A7 abgeschlossen.
• Sei also E1/Z(E1) ' An mit n ≥ 11.
Dann ist r2(E1) ≥ 2.
Falls also auch r2(E2) ≥ 2 ist und E1∩E2 = 1, dann finden wir zwei 2′-separierte
Untergruppen im Widerspruch zu 13.1.
Insbesondere ist also E2 nicht einfach.
Wir erhalten aber auch einen Widerspruch zu Satz 13.1, falls E1 oder E2 sogar
von 2-Rang 3 ist.
Sei zuerst E1 einfach. Wegen n ≥ 11 finden wir dann schon in E1 eine
2-balancierte Untergruppe, siehe oben.
Sei daher jetzt E1 nicht einfach. Wir sind fertig, falls auch m ≥ 11 ist, d. h. es
bleibt nur noch ein Fall u¨brig:
• n ∈ {11, 15} und m = 7.
Sei Ĉ := C/CC(E1).
Wegen r2(E1) ≥ 3 gibt es eine elementarabelsche Untergruppe B von E1, die
nicht z entha¨lt, so daß B̂ ≤ E22 (Ê1) ist und B kann so gewa¨hlt werden, daß
zusa¨tzlich
⋂
b∈B#
O(C
Ĉ
(̂b)) = 1 gilt.
Seien weiter x1 ∈ E1, x2 ∈ E2 Elemente der Ordnung 4 und x := x1x2. Dann ist
x eine Involution mit x̂ = x̂1, die in CC(B) gewa¨hlt werden kann und zusa¨tzlich
mit O(C
Ĉ
(x̂1)) = 1.
(Warum diese Wahl jeweils mo¨glich ist, kann etwa in [A] unter ”coverings“ nach-
gelesen werden.)
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Wir beachten, daß wegen E1 E C schon Ĉ isomorph zu einer Untergruppe von
Sn ist und Ê1 ' An. Jetzt setzen wir A := B〈z, x〉.
Wir wollen zeigen, daß A 2-balanciert ist und beweisen zuerst:
∆(V ) :=
⋂
v∈V #
O(CC(v)) ≤ O(C).
Sei also V ∈ E2(A). Wir sind offenbar fertig, falls z in V liegt, also nehmen wir
z /∈ V an. Sei weiter Q eine A-invariante 2-Sylowuntergruppe von O2′,2(C).
Zuerst beachten wir Q = O2(C) und sehen CQ(V ) ≤
⋂
v∈V #
CC(v),
andererseits ist ∆(V )ECC(V ) und daher ∆(V ) ≤ O(CC(V )), so daß schließlich
[∆(V ), CQ(V )] ≤ Q ∩O(CC(V )) = 1 folgt.
Mit Thompsons P ×Q-Lemma (2.9) ist [∆(V ), Q] = 1.
Eine kleine Fallunterscheidung zeigt, daß auch stets [∆(V ), E1] = 1 ist. (Be-
trachte ∆̂(V ).)
Wegen z /∈ V gibt es ein Element v ∈ V mit v ∈ B oder vz ∈ B.
Offenbar ist CC(v) = CC(vz), nehmen wir also v ∈ B an.
Aus v ∈ B ≤ E1 folgt dann [v,E2] = 1, also E2 ≤ CC(v) und daher
[O(CC(v)), E2] = 1.
Aber dann ist auch [∆(V ), E2] = 1, also schließlich [∆(V ), F ∗(C)] = 1.
Daraus folgt ∆(V ) ≤ CC(F ∗(C)) ≤ Z(F ∗(C)) = 〈z〉, also ∆(V ) = 1 und deshalb
∆(V ) ≤ O(C).
Aber fu¨r jedes v ∈ V # ist O(CG(v)) ∩ C ≤ O(CC(v)), also haben wir⋂
v∈V #
O(CG(v)) ∩ C ≤ ∆ ≤ O(C),
und A ist tatsa¨chlich 2-balanciert.
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Satz 13.8. Sei A ≤ C eine 2-balancierte Untergruppe.
Setzen wir θ(t) := CO(C)(t) · [CG(t), z] fu¨r alle t ∈ A, so wird dadurch ein auflo¨sbarer
A-Signalisatorfunktor θ definiert.
Beweis. Sei t ∈ A#. Offenbar ist z ∈ CG(t) < G, also [CG(t), z] ≤ O(CG(t)), und da
[CG(t), z] ein Normalteiler von CG(t) ist, ist θ(t) eine Untergruppe von CG(t).
Weiter ist θ(t) auflo¨sbar, und wegen A ≤ CG(t) ist θ(t) auch A-invariant.
Sei s ∈ A#. Wir mu¨ssen zeigen: θ(t) ∩ CG(s) ≤ θ(s).
Da s teilerfremd auf θ(t) operiert, ist θ(t) ∩ CG(s) = CCO(C)(t)(s) · C[CG(t),z](s) mit
2.1 (8).
Offenbar ist CCO(C)(t)(s) ≤ CO(C)(s) ≤ θ(s), wir setzen also L := [CG(t), z] und
C0 := CL(s). Es bleibt zu zeigen, daß C0 in θ(s) enthalten ist.
Da z teilerfremd auf C0 operiert, ist C0 = CC0(z) · [C0, z] mit 2.1 (1), und
[C0, z] ≤ [CG(s), z] ≤ θ(s).
Wir mu¨ssen noch zeigen: CC0(z) ≤ θ(s), und wir beweisen das mit Hilfe von Satz 3.4.
L ≤ O(CG(t)) ist auflo¨sbar, und offenbar ist L = [L, z].
Mit 〈z〉 in der Rolle von A0, L in der Rolle von W und 〈s〉 in der Rolle von B liefert
Satz 3.4 dann
CC0(z) = CL(z) ∩ CG(s) = 〈[CL(X), z] ∩ CC0(z)|X ∈ Hyp2(A)〉.
Sei X ∈ Hyp2(A). Nach den Voraussetzungen u¨ber A entha¨lt X eine elementarabel-
sche Untergruppe V der Ordnung vier, und weiter ist
⋂
v∈V #
O(Cv) ∩ C ≤ O(C).
Da z in CG(V ) < G liegt, ist fu¨r jedes v ∈ V # schon [CG(v), z] ≤ O(CG(v)). Wir
erhalten so
[CL(X), z] ∩ CC0(z) ≤ [CG(V ), z] ∩ CC0(z) ≤
⋂
v∈V #
[CG(v), z] ∩ CC0(z)
≤ ⋂
v∈V #
O(CG(v)) ∩ CC0(z) ≤ O(C) ∩ CC0(z) ≤ CO(C)(s) ≤ θ(s).
Also liegt auch CC0(z) in θ(s).
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Satz 13.9. C besitzt keine 2-balancierte Untergruppe.
Beweis. Angenommen doch, dann sei A eine 2-balancierte 2-Untergruppe von C der
Ordnung 16. Nun sind fu¨r A die Voraussetzungen aus Satz 13.8 erfu¨llt, also ist θ wie
dort definiert ein auflo¨sbarer A-Signalisatorfunktor.
Der Rang von A erlaubt uns, den Vollsta¨ndigkeitssatz 4.1 anzuwenden, also ist nun
W := 〈θ(a)|a ∈ A#〉 eine A-invariante 2′-Untergruppe von G und insbesondere eine
echte Untergruppe. Fu¨r alle a ∈ A# ist CK(a) in [CG(a), z] enthalten und liegt daher
in θ(a).
Ist also a ∈ A#\{z}, so liefert Satz 5.9 K ⊆ 〈θ(a), θ(az)〉 ≤W , ein Widerspruch.
Wir formulieren jetzt zwei Sa¨tze, die die Gestalt der auftretenden 2-Komponenten
betreffen.
Sei r2(G) ≥ 4. Wegen Satz 13.9 besitzt G keine 2-balancierte Untergruppe, und das
liefert Informationen u¨ber die 2-Komponenten. (siehe [G2])
Konkret:
Es gibt eine Komponente E von C und eine Untergruppe Ĥ von N̂ := NC(E)/CC(E),
die die von E induzierten Automorphismen von Ê entha¨lt, und eine Untergruppe
B̂ ∈ E22 (Ĥ), so daß
⋂
b̂∈B̂#
O(C
Ĥ
(̂b)) 6= 1 ist.
Nehmen wir an, daß die in E(C) auftretenden einfachen Gruppen bekannt sind, so
ko¨nnen die Typen der Komponenten bestimmt werden, derentwegen die
2-Balancebedingung verletzt ist. Gorenstein formuliert in [G2] einen entsprechenden
Satz (4.61 dort).
Wir mu¨ssen also an dieser Stelle, um weiter schließen zu ko¨nnen, annehmen, daß die
2-Komponenten von C im wesentlichen bekannt sind.
Diese sogenannte K-Gruppen-Annahme (fu¨r C) ist im Hinblick auf die Klassifikation
der endlichen einfachen Gruppen (GLS-Projekt, siehe [GLS]) keine wirkliche Ein-
schra¨nkung.
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Von nun an seien die in E(C) auftretenden einfachen Gruppen bekannt.
Satz 13.10 ist eine Folgerung aus Theorem 4.61 in [G2].
Danach stellen wir in Satz 13.11 zusammen, welche 2-Komponenten von kleinem
2-Rang es geben kann. (Siehe dazu etwa [A].)
Satz 13.10. Sei r2(G) ≥ 4.
Dann besitzt C = C/O(C) eine Komponente E mit
E/Z(E) ' PSL2(q), q ungerade, oder
E/Z(E) ' An , n ≥ 7 und n ≡ 3 mod 4 .
Satz 13.11. Sei E ∈ K2(C) mit r2(E/Z(E)) = 2.
Dann ist E/Z(E) isomorph zu einer der folgenden Gruppen:
PSL2(q) , q ungerade,
PSL3(q) , q ungerade,
PSU3(q) , q ungerade,
M11 ,
A7 ,
PSU3(4) .
Im Falle r2(E) = 1 ist E/Z(E) ' A7 oder E/Z(E) ' PSL2(q).
Wir bezeichnen die in Satz 13.10 aufgefu¨hrten 2-Komponenten von C als unbalan-
ciert und gegebenenfalls unbalanciert vom Typ PSL2(q) bzw. An.
Alle anderen Typen von 2-Komponenten nennen wir der Einfachheit halber balan-
ciert und beziehen uns auch dort wieder mit dem Typ auf die verschiedenen Gruppen
in Satz 13.11.
Wir mo¨chten zum Schluß dieses Abschnitts den 2-Rang von G begrenzen.
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Mit Satz 12.6 aus haben wir: K2(C) 6= ∅.
Satz 13.12. Es sei jede 2-Komponente von C von einem der Typen in den Sa¨tzen
13.10 und 13.11.
Dann ist r2(G) ∈ {2, 3}.
Beweis. Angenommen, r2(G) ≥ 4.
Ist z ∈ S ∈ Syl2(G), so ist offenbar r(S) ≥ 4 und S ∈ Syl2(C).
Wir wissen außerdem, daß z die einzige Involution in O2′,2(C) ist mit Satz 13.4.
Deshalb ist O2(C) zyklisch oder eine Quaternionengruppe.
• O2(C) ist zyklisch.
Sei E1 ∈ K2(C).
Angenommen, E1 sei die einzige 2-Komponente von C.
Dann ist E1 unbalanciert wegen r2(G) ≥ 4, und Aut(E1) ist wegen des Typs
2-nilpotent.
Andererseits ist E1EC, also induziert S innere Automorphismen von E(C) und
auch von F (C) = O2(C), denn Aut(O2(C)) ist eine 2-Gruppe. (siehe 9.5)
Es folgt S ≤ F ∗(C).
Falls E1 vom Typ PSL2(q) oder A7 ist, folgt ein Widerspruch, da dann nicht
r2(F ∗(C)) ≥ 4 sein kann.
Also ist E1 vom Typ An mit n ≥ 11.
Ist E1 einfach, so ist r2(E1) ≥ 2 und z /∈ E1. Daher ist entweder r2(F ∗(C)) = 3
oder wir finden mit Lemma 13.7 eine 2-balancierte Untergruppe im Widerspruch
zu Satz 13.9.
Daher ist E1 nicht einfach und folglich z ∈ Z(E1) und r2(E1) ≥ 3.
Im Falle n = 11 ist r2(E1) = r2(F ∗(C)) = 3, ein Widerspruch.
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Im Falle n ≥ 15 finden wir eine 2-balancierte Untergruppe, erneut ein Wider-
spruch.
Also gibt es eine weitere 2-Komponente E2.
Falls r2(E2) = 1 = r2(E2) ist, liegt z in E1 ∩E2, und wir haben bereits gesehen,
daß dann r2(E1E2) = r2(F ∗(C)) = 3 ist.
Aber S normalisiert beide 2-Komponenten, und wegen der Typen induziert S
innere Automorphismen auf E(C) und F (C), d. h. es ist wieder S ≤ F ∗(C), ein
Widerspruch.
Daher ist etwa r2(E1) ≥ 2.
Angenommen, E1 sei unbalanciert.
Dann ist E1 einfach und vom Typ A7 oder ' PSL2(q) oder E1 ist vom Typ An
mit n ≥ 11.
Falls jetzt r2(E2) = 1 ist, finden wir wegen r2(F ∗(C)) ≥ 4 mit Lemma 13.7 eine
2-balancierte Untergruppe, ein Widerspruch.
Also ist auch r2(E2) ≥ 2, und dann finden wir mit der gleichen Begru¨ndung
eine 2-balancierte Untergruppe in O2′,F ∗(C) oder aber zwei 2′-separierte Unter-
gruppen im Widerspruch zu 13.1 oder aber r2(E1E2) = 3 (wegen z ∈ E1 ∩ E2),
erneut ein Widerspruch.
Insbesondere finden wir zwei 2′-separierte Untergruppen, falls E1 vom Typ An
mit n ≥ 11 ist.
Also ist E1 balanciert und E2 unbalanciert. Ist E2 einfach, so erhalten wir
wieder zwei 2′-separierte Untergruppen, genauso im Falle r2(E2) ≥ 3.
Falls r2(E2) = 1 ist, folgt z ∈ Z(E2), und wir erhalten r2(F ∗(C)) ≤ 3 oder
finden wieder zwei 2′-separierte Untergruppen.
Genauso ko¨nnen wir argumentieren, falls es sogar drei 2-Komponenten gibt.
Damit ist jetzt ausgeschlossen, daß O2(C) zyklisch ist.
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• O2(C) ist eine Quaternionengruppe.
Angenommen, |O2(C)| ≥ 16. Dann ist C/CC(O2(C)) eine 2-Gruppe (da iso-
morph zu einer Untergruppe von Aut(O2(C))), also trivial. Aber O2(C) ≤ Z(C)
ist hier nicht mo¨glich.
Also ist O2(C) ' Q8 und z die zentrale Involution darin.
Falls es eine 2-Komponente E1 von C gibt mit r2(E1) = 1, dann ist
r2(E1O2′,2(C)) = 3 mit Argumenten, die wir zum Beispiel im Beweis von 13.5
schon verwendet haben.
Wenn wir das beachten und weiter, daß wegen Aut(Q8) ' S4 und der Typen der
2-Komponenten wieder S innere Automorphismen auf E(C) und F (C) induziert,
ko¨nnen wir wie im ersten Fall (O2(C) zyklisch) schließen und erhalten genauso
einen Widerspruch.
Weitere Fa¨lle sind aber nicht mo¨glich.
Wir ko¨nnen jetzt zum Abschluß eine etwas allgemeinere Version von Satz 10.1 beweisen
– ohne die Voraussetzung E(M) = 1, dafu¨r mit Informationen u¨ber K2(C).
Satz 13.13. Es sei jede 2-Komponente von C von einem der Typen in den Sa¨tzen
13.10 und 13.11, aber nicht vom Typ M11.
Dann ist M = C oder M hat Primzahlcharakteristik.
Beweis. Angenommen nicht. Dann sei p ∈ pi := pi(F (M)), F ∗(M) keine p-Gruppe
und U ≤ Op(M) eine z-minimale Untergruppe von M .
Der in Kapitel 8 ausgefu¨hrte Beweis hing wesentlich von Lemma 10.2 ab, und dort
(und nur dort) war sichtbar, wo die Bedingung E(M) = 1 beno¨tigt wird.
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Wenn wir jetzt Lemma 10.2 ohne diese zusa¨tzliche Voraussetzung beweisen, dann zeigt
das auch sofort Satz 13.13.
Sei also V eine elementarabelsche Untergruppe von M der Ordnung p2, die von z
zentralisiert oder invertiert wird, V ≤ P ∈ Sylp(M, z) und wieder mit Lemma 6.5
t eine zu z konjugierte Involution in NG(P ), so daß M 6= M t ist. Wir ko¨nnen alle
Schlu¨sse aus dem Beweis von 10.2 u¨bernehmen, die nicht von E(M) abha¨ngen und
wissen daher: F (M) ≤M t und umgekehrt.
Wir bemerken noch, daß O2(M) = 1 ist:
Angenommen nicht, dann sei x ∈ O2(M) eine Involution. wegen U〈z〉 ≤ CG(x) ist
CG(x) ≤M mit dem Normalisatorlemma 8.7, im Widerspruch zu 5.3.
Da wir im Falle E(M) = 1 fertig sind, sei jetzt E(M) 6= 1. Wir beachten [E(M), z] = 1,
aber z /∈ E(M), und die Komponenten von E(M) besitzen wegen O2(M) = 1 keine
zentralen Involutionen (sind also einfach).
Nun kann es ho¨chstens eine Komponente E in E(M) geben (auch keine weitere
2-Komponente!), und r2(E) = 2, denn sonst ga¨be es entweder eine zentrale Involution
oder wegen z /∈ E wa¨re schon r2(G) ≥ 4 im Widerspruch zu Satz 13.12.
Wir sehen jezt r2(C) = 3.
Angenommen, E sei vom Typ PSL2(q) mit q = rn, r eine Primzahl.
Sei s ∈ E eine Involution. Wegen s ∈ C liefert Satz 5.3 nun CG(s) M .
Nehmen wir p = r an und setzen D0 := Op(CG(s)) ∩Op(M).
Falls D0 = Op(CG(s)) =: P wa¨re, ha¨tten wir P ≤ Op(M). Wegen U ≤ CG(s) und
Korollar 8.6 ist U ≤ P und mit dem Normalisatorlemma 8.7 dann NG(P ) ≤ M .
Aber das bedeutet CG(s) ≤ NG(P ) ≤ M , ein Widerspruch. Also ist D0 < P und
D0 < NP (D0) =: P0.
Da D0 unter z invariant ist und U entha¨lt, ist wieder mit 8.7 nun
P0 ≤ NG(D0) ≤M , und P0 operiert auf E(M) = E und damit auf einer zu PSL2(q)
isomorphen Gruppe. Wegen [P0, s] = 1 normalisiert P0 die Diedergruppe CE(s).
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Andererseits ist [CE(s), Op(M)] = 1, also [CE(s), D0] = 1, und CE(s) ≤ CG(s) nor-
malisiert P . Daher ist P0 unter CE(s) invariant, und daher ist P0/CP0(E) isomorph
zu einer Untergruppe von Op(P0CE(s)) ≤ E.
Offenbar liegt D0 in CP0(E), aber umgekehrt ist CP0(E) ≤ CM (E) ∩NG(D0) ∩ P ≤
Op(CM (E)) ∩ NG(D0) ∩ P ≤ Op(M) ∩ P = D0, also schließlich D0 = CP0(E) und
daher P0/D0 isomorph zu einer Untergruppe von CE(s).
Nun ist P0/D0 eine zyklische nichttriviale p-Gruppe, und insbesondere ist p ein Teiler
von |CE(s)|.
Wegen der Struktur der Gruppe PSL2(q) ist das nicht mo¨glich, wenn p die Charak-
teristik des Grundko¨rpers ist. Also ist p 6= r. Genauso ko¨nnen wir in den anderen
Fa¨llen argumentieren.
Da V auf Et = E(M t) operiert, folgt E(M t) = 〈CE(Mt)(v) | v ∈ V #〉.
Wie bereits in Bemerkung 10.3 erwa¨hnt, fu¨hrt das zu einem Widerspruch.
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14 Verzeichnis fu¨r Notation und Stichworte
X# Menge aller nichttrivialen Elemente von X
M max X M ist eine maximale Untergruppe von X
H # L H infiziert L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .S. 48
|X|p gro¨ßte p-Potenz, die |X| teilt (p prim)
O(X) Abku¨rzung fu¨r O2′(X), den gro¨ßten Normalteiler ungerader Ordnung
von X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. 3
F (X) Fittinggruppe, gro¨ßter nilpotenter Normalteiler von X . . . . . . . . . . . S. 3
Fpi(X) Abku¨rzung fu¨r Opi(F (X)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. 3
E(X) Produkt aller Komponenten von X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. 3
Kp(X) Menge aller p-Komponenten von X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. 4
Op′,p(X) Urbild von Op(X/Op′(X)) in X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. 4
L(X) Abku¨rzung fu¨r O2
′
(O2′,E(X)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. 4
F ∗(X) verallgemeinerte Fittinggruppe, Produkt von E(X) und F (X) . . . S. 3
Z∗(X) Urbild von Z(X/O(X)) in X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. 3
K Menge aller zzg = [z, g] mit g ∈ G (im min. Gegenbeispiel) . . . . . S. 30
xU Menge aller xu mit u ∈ U ( x ∈ X, U ⊆ X) . . . . . . . . . . . . . . . . . . . . S. 3
IX(t) Menge aller ttx = [t, x] mit x ∈ X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. 5
Sylp(X,V ) Menge aller V -invarianten p-Sylowuntergruppen von X . . . . . . . . .S. 34
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|/|X(A, pi) Menge aller A-invarianten pi-Untergruppen von X . . . . . . . . . . . . . . . . S. 5
|/|∗X(A, pi) Menge aller maximalen Elemente von |/|X(A, pi) . . . . . . . . . . . . . . . . . . . S. 5
rp(X) p-Rang von X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. 5
Ωn(P ) Erzeugnis 〈x ∈ P | xn = 1〉 (n ∈ N, P eine p-Gruppe) . . . . . . . . . . . . .S. 5
Ep(X) Menge aller elementarabelschen p-Untergruppen von X . . . . . . . . . . . S. 5
E∗p (X) Menge aller ordnungsmaximalen Elemente aus Ep(X) . . . . . . . . . . . . . S. 5
Enp (X) Menge aller elem.ab. Untergruppen von X der Ordnung pn . . . . . . . S. 5
Hyp2(A) Menge aller Untergruppen von A ∈ Ep(X) vom Index p2 . . . . . . . . . .S. 18
Cn zyklische Gruppe der Ordnung n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S.6
Q8 Quaternionengruppe der Ordnung 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S.6
Sn (An) symmetrische (alternierende) Gruppe vom Grad n . . . . . . . . . . . . . . . . . S.6
M11 Mathieu-Gruppe der Ordnung 24 · 32 · 5 · 11 . . . . . . . . . . . . . . . . . . . . . . . .S.6
PSLn(q) projektive spezielle lineare Gruppe eines n-dimensionalen Vektorraumes
u¨ber einem Ko¨rper mit q Elementen (abgeku¨rzt Ln(q)) . . . . . . . . . . . .S.6
PSUn(q) projektive spezielle unita¨re Gruppe eines n-dimensionalen Vektorraumes
u¨ber einem Ko¨rper mit q2 Elementen (abgeku¨rzt Un(q)) . . . . . . . . . . .S.6
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