Breast cancer is a serious disease across the world, and it is one of the largest causes of cancer death for women. The traditional diagnosis is not only time consuming but also easily affected. Hence, artificial intelligence (AI), especially neural networks, has been widely used to assist to detect cancer. However, in recent years, the computational ability of a neuron has attracted more and more attention. The main computational capacity of a neuron is located in the dendrites. In this paper, a novel neuron model with dendritic nonlinearity (NMDN) is proposed to classify breast cancer in the Wisconsin Breast Cancer Database (WBCD). In NMDN, the dendrites possess nonlinearity when realizing the excitatory synapses, inhibitory synapses, constant-1 synapses and constant-0 synapses instead of being simply weighted. Furthermore, the nonlinear interaction among the synapses on a dendrite is defined as a product of the synaptic inputs. The soma adds all of the products of the branches to produce an output. A back-propagation-based learning algorithm is introduced to train the NMDN. The performance of the NMDN is compared with classic back propagation neural networks (BPNNs). Simulation results indicate that NMDN possesses superior capability in terms of the accuracy, convergence rate, stability and area under the ROC curve (AUC). Moreover, regarding ROC, for continuum values, the existing 0-connections branches after evolving can be eliminated from the dendrite morphology to release computational load, but with no influence on the performance of classification. The results disclose that the computational ability of the neuron has been undervalued, and the proposed NMDN can be an interesting choice for medical researchers in further research. key words: neuron model with dendritic nonlinearity, Wisconsin breast cancer database, back propagation neural networks, dendrite mechanisms
Introduction
Around the world, breast cancer is a disease that is increasing in prevalence, and many women have died because of it. At the same time, women often relapse at a high rate [1] . In 2012, 1.7 million women were diagnosed with breast cancer, which comprises 12% of the new cancer cases [2] , [3] in the entire world. In Japan, breast cancer is the most common cancer among women and is the fifth leading cause of death from cancer. Furthermore, among females between the ages of 40-49 who have cancer, up to 40% having breast cancer [4] . For these reasons, the early detection of breast cancer is an important factor in cancer treatment and allows a better survival rate for most patients [5] , [6] . Mammography is considered to be a reference and the most effec- tive method in traditional breast cancer detection. However, there is a high volume of mammograms to be read, and in the early stages, the appearance of breast cancer is quite varied; as a result, physicians cannot detect the tumours despite their experience. There is a high cost to society to diognose breast cancer [6] . Many attempts of using artificial intelligence (AI), also called computer-aided diagnosis (CAD) [7] , [8] , have been made to solve such problems. Specifically, artificial neural networks (ANN) have been utilized as an effective breast dentation methods. ANN is an information processing system that roughly replicates the behaviour of a human brain by emulating the operations and connectivity of biological neurons [9] . ANNs possess a variety of alternative features, such as massive parallelism, distributed representation and computation, generalization ability, adaptability and inherent contextual information processing [10] - [17] . In the fields of clinical medicine and biomedical engineering, an ANN is capable of solving complex and chaotic problems without the need for mathematical models and a precise understanding of the mechanisms involved [18] - [26] . When ANNs are used in medical diagnosis, they are not affected by factors such as human fatigue, emotional states and habituation. They are capable of rapid identification, analysis of conditions and diagnosis in real time [7] , [8] .
In the literature, there are many studies related to the medical diagnosis of breast cancer with WBCD using ANNs. In [27] - [29] , the Firefly Algorithm (FA) and Recursive Least Square (RLS) is proposed to optimize the training of the LLWNN. In 2011, Marco Vannucci and Valentina Colla described a novel method of using the self-organizing map (SOM) and fuzzy logic to approach the WBCD [30] . M.R. Senapati et al. have proposed an efficient breast cancer detection technique using KPSO, RLS and RBFNN [31] . Recently, to further mimic biological neural networks, a spiking neural network (SNN) has drawn increasing attention from researchers. Hung-Yi Hsieh proposed a probabilistic SNN (PSNN) with a unimodal weight distribution, which possesses long-and short-term plasticity [32] . Cornelius Glackin et al. have presented a supervised training algorithm to implement fuzzy reasoning on an SNN [33] . In [6] , the probabilistic neural network (PNN) has been proposed to apply for the purpose of detection and classification of breast cancer. In 2013, Manjeevan Seera and Chee Peng Lim [34] proposed a hybrid intelligent system that consists of a Fuzzy Min-Max neural network, a classification and regression tree and a random forest. A.A. Kalteh et al. have presented a novel hybrid intelligent system that includes clustering modules that consist of a suitable combination of a modified imperialist competitive algorithm (MICA), K-means algorithm and classifier module, which is investigated by several ANNs for breast cancer detection. The results reveal that the K-MICA algorithm and RBF neural networks have the highest performance [35] . Mustafa Serter Uzer et al. have suggested using two hybrid feature selection methods, SFSP and SBSP, combined with ANNs to find a solution for the problem of breast cancer [36] . Brijesh Verma et al. have proposed two types of hybrid combination Parallel Neural-based Clusters Fusion (PNCF) and Parallel Neural-based Strong Clusters Fusion (PNSCF), which is a novel hybrid ensemble approach for classification and can be defined as a process of combining various algorithms and techniques in such a way that it can utilize the strengths of each individual technique and have the techniques compensate for one another's weaknesses [37] .
As shown in the studies mentioned above, much effort has been devoted to the development and improvement of pattern classification models for breast cancer detection. Spencer L. Smith et al. showed that local information processing is accomplished in dendrites in vivo [38] . This result challenged the widely held view that computation is achieved only by large numbers of neurons working together, and it also demonstrated that the basic components of the brain possess an exceptionally powerful computational capability. However, most current traditional neural networks and hybrid systems that have almost obtained high classification accuracy use the McCulloch-Pitts Model, which is criticized as being too simple to solve the Exclusive OR problem alone as a computing unit. Currently, there are few neuron models that are capable of solving real-world problems alone.
In our previous work [39] , we proposed a neuron model based on a dendritic mechanism was proposed. In this model, a nonlinear interaction among the dendrites can be expressed by a logic operation: AND, OR and NOT. Moreover, the neuron model can strengthen the useful branches and synapses in dendrites and filter out the worthless ones by training, thus evolving a developed dendrites morphology and preserving the worthwhile synapses. However, this neuron model has never been used on real-world problem or a continuous-valued problem. To generalize the computational capacity of a neuron model to realize a continuum of values, the authors have proposed a novel neuron model that uses multiplication and addition to replace the logical AND and OR, respectively [40] .
In this paper, the proposed NMDN will for the first time be applied to classify a well-known real-world problem, which is specifically to classify breast cancer lesions as benign or malignant in the WBCD database. The NMDN is aimed at certifying that a neuron holds massive computing potential that has long been neglected. The simulation results have been compared with a classical Back-propagation Neural Networks (BPNNs) in terms of the accuracy, convergence rate, stability and AUC. Moreover, a simple classification test on the AUC is introduced to judge the original dendritic mechanism by strengthening the useful branches and filtering out the worthless ones. The comparison results on the accuracy and AUC show that the NMDN performance is better than BPNNs. The initial and final learning errors further indicate that NMDN possesses a more stable performance than BPNNs. In addition, through comparing the average AUC, having a developed dendritic structure after learning can imply that the strength and elimination on the branches of dendrites can simplify the computation and will not influence the effectiveness of the classification. Furthermore, the results also disclose that the computational ability of a single neuron is seriously underestimated.
Brief Review of Neuron Models
The brain is a large-scale information processing system that consists of 10 11 neurons with perhaps 10 15 interconnections. Although the shapes and sizes of neurons are different, the structure of the neurons is unique; it consists of three portions, the cell body, dendrite and axon. The incoming signal from other neurons or sensors received by the dendrite is computed at the synapse and transmitted to the cell body. When the input into the cell body exceeds the holding threshold, the neuron will fire, and the signal will be transmitted to other neurons through the axon.
McCulloch-Pitts Model
In 1943, McCulloch and Pitts proposed a simple neuron model [41] (Fig. 1 ) in which the dendrites and synapses are independents and there are no effects on them from on to another; moreover, their functions are as mere weights and transmission, and the cell body is treated as the main calculation unit. However, Minsky and Papert showed that some rather elementary computations could not be performed by one layer of McCulloch-Pitts cells [42] .
The Koch-Poggio-Torre Model
Koch, Poggio and Torre [43] proposed a dendritic structure by using cable theory to analyse the interaction of excitatory synaptic input of the retinal ganglion cells with steady-state shunting inhibitory input. They also found that δ-like cells possesses directional selectivity owing to a logic operation in the dendrites [43] , [44] . Figure 2 shows a δ-like cell dendrite with excitatory inputs (•) and inhibitory inputs of the shunting type ( ❚ ), and its highly branched pattern in terms of logical operations. Furthermore, the inhibitory input can only reject the distal excitations and does not influence the other inputs that are more proximal to the soma. Hence, the logical relations of Moreover, Koch et al. consider the main problem to be the addressing of the correct synapses to the correct dendrite. Recent researches have identified hundreds of neurons, each of which holds a unique shape of dendritic tree. A slight morphological difference would result in great functional variation. Type-specific dendrite morphology has important functional implications in determining what signals a neuron receives and how these signals are integrated [45] . However, there is no clear definition of a constraint for the targeting of synaptic inputs at the appropriate locations that the dendritic computation can provide [46] - [48] . To be more specific, in the early stages, redundant synapses and dendrites are found in the nervous system, and the unnecessary ones are soon filtered out while the necessary ones are strengthened and fixed; then, they form the ripened neural network function [49] . The morphologies of dendrites in these neurons remain unclear, and there is no effective method to discover them. Manual analysis of neuronal morphology is time-consuming, labor-intensive, and subject to human error and bias [50] .
Neuron Model with Dendritic Nonlinearity
In 2000, the authors proposed a neuron model that was based on dendritic mechanisms from the conventional the Koch-Poggio-Torre model [39] . This model realizes the inter-action among the synapses and the dendrites and the elimination and generation of synapses to form a ripened dendritic structure that holds a special function. In this model, to reflect the physiological morphology and the functions of the nerve cells, the logical AND is used to realize a switch function, and the logical OR is used to address the cases in which there are two or more inputs and they are switched in parallel. Furthermore, a logical NOT is also required when a signal is transmitted in the dendrites. Thus, a nonlinear interaction that belongs to the dendrites can be expressed by the logic operation AND, OR and NOT [39] . Without loss of generality, an assumption is used that there are nonlinear interactions among all of the inputs; thus, all of the inputs connect to all of the branches initially, and the ripened number of dendritic branches together with the locations and types of synapses on the dendritic branches are totally unknown and are synthesized through learning. This neuron model is successfully trained to learn the directionally selective problem and the depth rotation problem [51] - [57] . However, to simplify the computation, the authors have proposed to use simple multiplication and addition in place of the logical AND and OR to improve the algorithm [40] . After modification, not only is the computation simplified but also all of the features of the original model can be maintained.
Model
In [49] , superfluous synapses and dendrites are formed in the early stages of development of the nervous system, and the unnecessary ones are soon screened while the useful ones are strengthened and fixed. Then, a dendritic structure and interaction among the synapses of NMDN can be generalized, as follows:
• An arbitrary decision can be used to initialize the dendrites.
• There is an interaction among all of the synapses on the same branch • The nonlinear interaction produced in a dendrite can be expressed by a logical network.
• The ripened number of dendritic branches and the locations and types of synapses on the dendritic branches will be synthesized through learning.
In Fig. 3 , the dendritic branches receive signals at the synapses (▲) and perform a simple multiplication on their own signal. At the junction of the branches, the outputs of the branches are summed up and then conducted to the cell body (soma). When the input of the soma exceeds a threshold, the cell fires, sending a signal to the other neurons through the axon.
Synaptic Function:
The synaptic function is reflected by a sigmoid function. The output of the synapse whose address is from the i − th(i = 1, 2, · · · , n) input to the j − th( j = 1, 2, · · · , m) branch is given by 
where ω i j and θ i j are the connection parameters, and k is a positive constant. If k becomes larger, the sigmoid function will turn out to be similar to a step function. Due to the values of ω i j and θ i j , four types of synaptic connections can be defined, as follows:
Regardless of how the input changes from 0 to 1, the output is always 0.
Regardless of how the input changes from 0 to 1, the output is always 1.
• Excitatory synapse (•) (0 < θ i j < ω i j ): Regardless of how the input changes from 0 to 1, the output equals the input.
• Inhibitory synapse ( ❚ ) (ω i j < θ i j < 0): Regardless of how the input changes from 0 to 1, the output reverses the input.
The excitatory and inhibitory synapses are real connection states in the neurons. However, not all of the inhibitory synapses and excitatory synapses will exist necessarily in the same branch of an actual dendrite. Therefore, an input is assumed to be initially connected to all of the branches, but some of the inputs might not be connected to some of the branches in the end. For the 1-constant connection, it has no influence on the output of the multiplication. For the 0-constant connection, because the output of the branch is always 0, the connection does not have an influence on the summation. In both cases, it is equivalent to having no existing branch. Along with the values of ω i j and θ i j changing, the synaptic connections will emerge to form the appropriate shapes.
Multiplication Function: The Multiplication Function, performs a simple multiplication on various synaptic connections of the branch. The output of the j − th branch is given by
Summation Function: The summation on the signals obtained from the branches is approximated by the following:
Soma: The function of the soma can be described by a sigmoid operation:
where the ksoma is taken as a positive constant, and γ is taken as a threshold from 0 to 1.
Learning
Because the functions of NMDN are all differential, the error back-propagation learning rule, which is a supervised learning procedure, is used to perform the learning. During learning, the output vector produced by the input vector is compared with the target vector. The learning is aimed at reducing the difference in the output vector and target vector by modifying ω i j and θ i j . Finally, the synapses will converge to one of four synaptic connections. The error between the target vector and the output vector can be expressed as:
where T is the target (i.e., teacher signals), and O is the output of the model. In NMDN, adaptions are made only to the connection parameters ω i j and θ i j of the connection function during learning. In the learning procedure, these parameters are corrected to decrease the error in Eq. (5). The gradient descent learning method is used to decrease the value of E; thus, the differential changes of the connection parameters should be corrected,as follows:
where η represents the learning constant and is a positive constant. However, a low learning constant makes the convergence rate very slow, and a high learning constant makes it difficult for the error to converge, and perhaps the error even diverges. Thus, based on the simulation, we set η = 0.01 for the simulations reported in this paper. The updating rules of ω i j and θ i j are defined as:
where t denotes the learning epoch. Moreover, the partial differentials of E with respect to ω i j and θ i j can be computed as:
Simulation Results
To compare the performance between the NMDN and BPNNs, we conducted an simulation with Wisconsin breast cancer database. Both were programmed in MAT LAB 2013b and implemented on an intel personal computer with Core − i5 3.4 GHz and 8 GB o f RAM.
Wisconsin Breast Cancer Database Overview
In this paper, the Wisconsin Breast Cancer Database (WBCD) (UCI Machine Learning Repository)is used as the dataset for the instances that are to be classified. The dataset comprises 699 samples and each record has nine attributes, which are shown in Table 1 . We designate the mensuration as a value between 0.1 and 1, with 0.1 being the closest to benign and 1 the most anaplastic. This dataset has 16 samples with missing attribute values. Because these data instances are rejected by some classification algorithms, we use 683 instances to make a fair comparison. In details, 444 (65.0%) benign instances and 239 (35.0%) malignant instances are used in our simulations later.
Simulation Parameters
As mentioned above, there are 3 parameters, namely k, ksoma and γ, in the NMDN. The branch number can also be considered to be an important parameter in the simulation. Table 2 shows the parameter ranges in the NMDN. To tune the parameters for the best performance of the NMDN, optimal parameters must be found. Factor analysis can be used to find the parameters' optimum values as implied by the experiment [58] . In contrast with full factorial analysis, the Taguchi method [59] uses the orthogonal arrays to reduce the number of experimental runs, while controlling the cost of the time, manpower and materials effectively. Choosing the proper orthogonal arrays that are suitable for the simulation of interest is the most important problem. Because there are 4 parameter trials that contain 3 data available, the L 8 4 3 orthogonal array shown in Table 3 is selected. The estimated processing of the parameters was repeated for 100 times. The epoch is set to 1000. The results are shown in Table 3 , in which the parameters of the 7th experimental run have the best performance. Thus, these parameters are optimal for further comparison with BPNNs.
To accurately compare the NMDN and BPNNs, the performance of the NMDN with optimal parameters is compared to the BPNN with the same computational scale as the NMDN and the BPNN with optimal nodes in the hidden layer. Due to the different structures of the NMDN and BPNNs and because back-error propagation is used as a learning algorithm, the number of dendrites of NMDN and the neurons and layers of the BPNNs must be defined in this simulation. By the universal approximation theorem, it is clear that a single-hidden-layer BPNN is sufficient to approximate the corresponding desired outputs arbitrarily closely [60] . Therefore, the optimized BPNNs depend on the number of neurons in single-hidden layer. Through learning, the synapse coefficients of NMDN are adjusted to achieve the goal of screening dendrites, while the whole neurons are adjusted in BPNNs. Hence, if the number of inputs is N and the number of branches is M, the amount to modify ω i j and θ i j of the NMDN is 2M × N. Moreover, if the number of inputs is N and the number of nodes in the hidden layer is M, the number of weights to be modified (plus 1 for the threshold) is M × N + M + 1. In addition, Fig. 4 shows the accuracy of the BPNNs for different neurons in the hidden layer. On the whole, the accuracy arises with the neurons, and when the number of neurons is 160 in the hidden layer, the BPNNs have the best accuracy. Hence, Table 4 shows the structure of the NMDN and BPNNs for the following comparison. Furthermore, the computational scale of BPNNs with 160 nodes rises by 200% compared with NMDN. Table 5 shows the mean squared error (MSE) for the expected error, the max epoch of learning (Epochs), learning constant, parameters of NMDN and numbers of patterns used in the training and testing phases. In the test samples, the number of benign samples is 133, and the remaining samples are the malignant samples.
In addition, the sigmoid function is chosen as the node function of the BPNNs. For either NMDN or BPNNs, to analyse accurately and reflect their performance completely, 100 simulations with random initial values are performed on each condition.
Accuracy Performance
Classification accuracy: In this paper, the classification accuracy for the data sets is measured using the following equation: Fig. 4 The accuracy of the BPNNs as a function of the number of nodes in the hidden layer. 
where T P, T N, FP, and FN denote true positives, true negatives, false positives, and false negatives, respectively.
• True positive (T P): An input is detected as malignant and the teacher targets label it as malignant,also.
• True negative (T N): An input is detected as benign and the teacher targets labels it as benign.
• False positive (FP): An input is detected as malignant, although the teacher targets show the opposite.
• False negative (FN): An input is detected as benign, although the teacher targets label it as malignant.
We use the following expressions for sensitivity and specificity analysis;
Sensitivity and Specificity, also called the true positive rate and true negative rate, are the statistical measures of the performances in the binary classifications. Sensitivity measures the proportion of actual positives that are correctly identified as such, and specificity means the proportion of true negatives. In this paper, the malignant cancers are defined as positive. In a medical sense, it is serious when malignant cancer is misdiagnosed as benign. Thus, the sensitivity is more important than the specificity. The average accuracy is shown in Table 6 , and the average sensitivity and average specificity listed in Table 7 are the average performance of the NMDN and BPNNs. Moreover, we performed a t-test to check whether the performances of the NMDN and BPNNs are significant in Table 6 . A very low p-value (P<0.01) indicates that the performance is significant with respect to the accuracy. In other words, the results on accuracy have statistical significance.
As shown in Tables 6 and 7 , NMDN is clearly superior to classical BPNNs in terms of accuracy, sensitivity and specificity. In addition, the sensitivity is lower than the specificity, which shows that the detection of malignant is more difficult than benign. In addition, there is no specific criterion on judging whether the CAD can be used in commercial applications. However, Burhenne et al. have studied the performance of a commercial CAD system, obtaining a sensitivity of 75% [61] , and Malich A et al. have reported over 90% CAD sensitivity for breast cancer detection [62] . Moreover, the industry usually uses a comparison on the accuracy of CAD and expert readers [63] , and the latest statistical data discloses that the average sensitivity of breast cancer detection is 84.9% [64] . Therefore, according to Table 7, the simulation result reported here demonstrates that the sensitivity performance of NMDN and BPNNs with 160 nodes has surpassed the average sensitivity of breast cancer detection, and thus, this system could be used in commercial applications, in theory. In addition, although BPNNs with 160 nodes possess high sensitivity, this approach not only consumes 1 times mores computation than NMDN at the aspect of computational scales but also performs more poorly than NMDN on sensitivity.
Convergence Rate and Stability Performance
The convergence rate and stability are the crucial evaluation strategies of a classifiers' performance. Figure 5 shows the average mean squared error convergence curve of 100 simulational repetitions when the NMDN's dendritic branch is 45 and the BPNNs' hidden layer nodes are 80, 81 and 160. In addition, the mean error is defined in Eq. (15) . R and S are defined as the number of simulational repetitions and the training data. It is clear that the convergence rate of NMDN is higher than that of the BPNNs. In addition, the initial errors and final errors of NMDN are obviously less than those of the BPNNs. Moreover, the BPNNs with 160 nodes in Fig. 5 perform better than the BPNNs with 80 and 81 nodes; however, NMDN performs even better and has a lower computation consumption.
Mean Error
In this paper, the initial and final errors are used to compare the performance in terms of the stability. As shown in Fig. 6 (a) and Fig. 6 (b) , the initial and final mean squared error of NMDN with 100 simulational repetitions show that there are only a few of light fluctuations and the errors of NMDN are less than in BPNNs. However, the BPNNs' range of variation is much larger than that of NMDN, and the frequency is higher. Additionally, Table 8 shows the average initial and final errors of the NMDN and BPNNs and provides more evidence that the NMDN's stability performance is better. Furthermore, the dataset of final errors is analysed statistically by generating a box-and-whiskers plot [65] in Fig. 6 (c) . The results in this figure constitute another certification that the stability of the NMDN is more superior.
ROC and AUC Performance
One of the methods for evaluating classifier performances is used in calculating the Receiver Operating Characteristic (ROC) curve, which is a two-dimensional measure of classification performance that is widely used in biomedical research to assess the performance of diagnostic tests [66] - [68] . To compare the performance of classifiers and reduce the ROC performance to a single scalar value that represents the expected performance, a common method is to calculate the area under the ROC curve (AUC) [69] . When an AUC is close to 1, it indicates that the classifier is a reliable diagnostic test [70] . The AUC can be computed by integrating the area under the ROC curve (summing the areas of the trapezoids) or by the Mann-Whitney-Wilcoxon test statistic [71] , [72] . In this paper, the average ROC curve and AUC values of 100 runs of NMDN and BPNNs are listed in Fig. 7 . The results after calculating the AUC are 0.9750 for NMDN and 0.9403, 0.9301 and 0.9631 for the BPNNs. These findings indicate again the superiority of NMDN over BP in terms of the ROC and AUC.
Dendrite Morphology Performance
As mentioned above, the dendrite morphology is a dis- Fig. 9 The ROC curve and AUC of Normal dendrites morphology and eliminating useless dendrites under the best performance. tinctive characteristic of the NMDN. There are 4 types of synaptic connections that are defined. The excitatory and inhibitory synapses are real connection states in neurons. However, the 0-constant connection is used to eliminate the branch. Figure 8 (a) shows portions of 45 branches that belong to one example that holds the best performance before learning. The corresponding dendrite morphology after learning is shown in Fig. 8 (b) , and ✖ represents that the branch can be eliminated. Figure 8 (c) shows the simplified dendrite morphology after eliminating all of the existing 0-connections branches in Fig. 8 (b) .
Through learning, the dendritic morphology in Fig. 8 (a) has been simplified to Fig. 8 (c) , and non-0-connection branches have emerged. By comparing the two figures further, there are no inhibitory connections in the non-0-connection branches. An explanation is that although the inhibitory synapse exists in the actual neuron, the presence of inhibitory synapses cannot impose a specific meaning on the actual classification on continuous value.
To verify the effect of the 0-connection on the simulation, the ROC curve and AUC in Fig. 9 are used to compare the normal dendrite morphologies without eliminating the existing 0-connections branches and with eliminating them based on Fig. 8 (b) . It is clear that not only is the ROC curve completely compatible, but the AUC for both is 1. On the aspect of ROC theory, there is no effect from eliminating the existing 0-connections branches in Fig. 8 (b) . Furthermore, comparing the average ROC curve and AUC in Fig. 10 with Fig. 7 , it is even more clear that there is no influence from eliminating the existing 0-connections branches out of the final dendrite morphology. In other words, whether deleting a branch will affect the classification accuracy depends on whether a 0-connection exists in the deleted branch. The classification accuracy will not change if a 0-connection exists in the deleted branch but may change if there was no 0-connection in the deleted branch.
Conclusions
In this paper, a neuron model with dendritic nonlinearity (NMDN) is first proposed for a real-world continuous valued problem, to detect breast cancer on WBCD datasets. NMDN is also compared with the classic BPNNs in terms of the accuracy, convergence rate, stability and ROC. The NMDN shows high performance and obtains the following average results based on 100 repeated simulations: 98.22±0.59% in total accuracy, 95.12±1.58% in sensitivity and 99.95±0.18% in specificity. The error curve shows the convergence rate of the NMDN performances to be better than that of the BPNNs. The initial errors and final errors show that NMDN is more stable than the BPNNs. The ROC curve shows the NMDN's superiority over the BPNNs. The result obtained on calculating the AUC of the NMDN is 0.9750, which is higher than those of BPNNs. Moreover, NMDN performs better than the BPNNs with at merely a 50% computational scale. Based on these comparisons, it has been observed that the performance of NMDN as a single neuron model is much better than that of BPNNs. Furthermore, through the dendrite morphology of the NMDN, the existing 0-connections branches after evolving can be eliminated from the dendrite morphology in the continuum values to release the computational load, while there is no influence on the performance of the classification.
Finally, it has been proven that a neuron holds a very large computing ability and the brain of the computation is undervalued [20] . In reality, the ability of a single neuron cannot surpass the nervous system. However, it is expected that the NMDN as a single neuron is used in neural networks in the future. We also believe that the proposed model can be chosen by medical researchers for their further research. Our further research will focus on discovering the effectivity of 0-connections and 1-connections in continuous valued problems. 
