We investigate monogamy of correlations and entropy inequalities in the Bloch representation. Here, both can be understood as direct relations between different correlation tensor elements and thus appear intimately related. To that end we introduce the split Bloch basis, that is particularly useful for representing quantum states with low dimensional support and thus amenable to purification arguments. Furthermore, we find dimension dependent entropy inequalities for the Tsallis 2-entropy. In particular, we present an analogue of the strong subadditivity and a quadratic entropy inequality. These relations are shown to be stronger than subadditivity for finite dimensional cases.
I. INTRODUCTION
This articles covers two important themes of quantum information: entropy inequalities and monogamy relations. The first focus of our article are entropy inequalities. Entropy has been described by many differing mathematical definitions, but essentially the entropy of a quantum state always describes the lack of knowledge about the respective system. Entropy inequalities govern the way information about some constituents of the system determines our knowledge about the remainder of the system. They could be broadly equated to the "natural laws" of information. Typically entropy can be either formulated in a classical or quantum version. Throughout this article, we will be discussing the quantum case. How well these laws are understood varies greatly depending on the exact mathematical formulation of entropy. The standard formulation of the Shannon entropy [1] as well as its quantum analogue the von Neumann entropy have been thoroughly classified [2, 3] . Many further parametrized families of entropies are known. The two most well-known single-parameter examples are the Rényi α-entropy [4] and the Tsallis q-entropy [5] . Recently, important progress was made on the family of the Rényi α-entropies [6, 7] . This almost completed the description of the better-known entropies. For the Tsallis q-entropy there are, to the best of our knowledge, no complete classification results known. Even though the whole family of q-entropies (sometimes also referred to as q-logarithms) is well studied [8] , of relevance for the field of complex systems [9] [10] [11] and in case of the Tsallis 2-entropy frequently employed in quantum mechanics under the name linear entropy.
Note that a number of powerful no-go results are known, specifically regarding the impossibility of linear inequalities for Rényi entropies for α = 0, 1 [6] and the unachievability of strong subadditivity for Tsallis q-entropies with q = 1 [12] . The Tsallis q-entropies directly translate to Rényi α-entropies, but the impossibility of linear inequalities for the Rényi 2-entropy does not imply the same for the Tsallis 2-entropy. Indeed, the Tsallis 2-entropy is subadditive [13] . Nonetheless we are able to circumvent these no-go results in the form of dimension-dependent analogues to strong subadditivity and pseudo-additivity for the linear entropy. These analogues hold where their dimension-independent counterparts do not. We can hence trade dimension dependency for a broader range of applicability. In particular we introduce a linear and another non-linear entropy inequality for the Tsallis 2-entropy.
The second focus of this article concerns correlations. In quantum physics some correlations exhibit a property commonly referred to as monogamy [14] . Monogamy intuitively means that whenever two parties share a sufficient amount of monogamous correlations it prohibits a third party from also being correlated in a non-trivial way to the former. In other words we could see them as a "natural law" limiting correlated information in analogy to the way we introduced entropy inequalities before. This simple idea is not only of interest when trying to understand the fundamental structure of quantum correlations, but it is also the base for the security proofs of quantum key distribution (see the security proof of either Lo-Chau's protocol [15] or the security proof [16] of the BB84 protocol [17] ). Therefore monogamy of entanglement is an essential tool for one of the most mature practical applications from the field of quantum information. Formalizing the intuitive idea of monogamy has been the subject of a long-standing debate within the quantum information community [18] [19] [20] [21] .
Let us review a few well-known facts about monogamy and motivate the introduction of dimension-dependent factors. It is noteworthy that the strict classical definition of monogamy, e.g. µ AB|C (ρ ABC ) ≥ µ A|C (ρ AC ) + µ B|C (ρ BC ) where µ is an entanglement measure in arbitrary dimension, is intimately connected to the notion of entanglement: It has been shown, that only entanglement measures, in contrast to measures of other correlations, can be strictly monogamous in arbitrary dimension [22] . On the other hand, even though many relations have been found to fulfill this definition for qubits, e.g. the Coffman-Kundu-Wootters (CKW) inequality [18] , and even though a generalization for n-qubit case [19] is available, there exists only one known entanglement measure which fulfills this strict notion of monogamy in arbitrary dimension: Squashed entanglement [21] . Unfortunately squashed entanglement is hardly computable; even numerically. Many other entanglement measures can not be readily generalized to arbitrary dimension, e.g. the CKW inequality [23, 24] . Even though common monogamy inequalities do not explicitly feature dimension dependent factors, they are indeed implicitly dimension dependent, i.e. assuming particular local dimensions. Many arguments concerning certain aspects of monogamy are dependent on these assumptions: For example, the maximal entanglement of two parties excludes a third party to be entangled with either of the former only if the systems of the former have the same local dimension. Furthermore, it has been shown that in general entanglement measures that quantify maximal entanglement geometrically faithful cannot be monogamous in asymptotic dimensions [24] ; this is true also for squashed entanglement.
Considering all these problems in finding feasible entanglement measures which fulfill the strict monogamy relation in arbitrary dimension, it is sensible to relax this strict condition, e.g. [25] or by introducing dimension-dependent factors to find analogue relations, as suggested in [24] . These analogues might not fulfill the strict notion of monogamy but capture the main idea of monogamy: That the correlations within one marginal restrict the correlations of all other possible marginals with the former. With this in mind, we define a correlation monotone which, even though it does not fulfill the strict monogamy relation, still complies with useful (quasi)-monogamy relations. Even though this (quasi)-monogamy relation is weaker than then CKW inequality for qubits, it provides a dimension-dependent inequality for arbitrary dimension. Furthermore we can reproduce a well known result for qubit systems in arbitrary dimension: We show that if two parties with systems of equal dimension are maximally entangled, no other party can be entangled with the composite system. Additionally if two parties are not maximally entangled but share some entanglement we can still provide non-trivial bounds on the shared correlations with any other party.
That the introduction of dimensional factors enlarges the applicability of monogamy and entropy relations is in itself a noteworthy observation already made in [24] , in this article we are however able to contribute entropy and (quasi-) monogamy relations. Let us stress another important point: Even though both areas of research, entropy inequalities and monogamy relations, are usually considered as two distinct subfields, there exists an intimate connection, which becomes clear once we identify them as particular instances of the marginal problem. The marginal problem is solved if for a given set of marginals all complementary sets of marginals, which make up a physical state, are identified [26] . Since both entropy inequalities as well as monogamy relations depend on functions of the marginals, it is not surprising that a connection between them can be made.
This connection becomes particularly obvious by using the correlation tensor of the generalized Bloch representation [27] [28] [29] [30] . Another important advantage of using the Bloch vector representation is the fact, that it naturally introduces dimension-dependent factors, which we show to be useful to circumvent certain no-go-theorems. Even though the Bloch picture is an extremely well-established subject, it attracts continued interest up to this day. Most notably the proof of the long standing non-existence conjecture of the absolutely maximally entangled (AME) states for seven qubit systems [31] including a subsequent connection to coding theory and a classification of higher dimensional AME states [32] but also applications in entanglement detection [33] [34] [35] and quantum thermodynamics [36] . In this work we are able to contribute to the Bloch formalism with the introduction of the Split Bloch basis, an orthogonal operator basis, which allows a concise description of states with low dimensional support in high-dimensional Hilbert spaces. The use of this basis is helpful in the handling of multipartite systems with different local dimensions, since it allows to easily define functions which are invariant under isometric transformations. It is our hope that this article sparks further discussions over the merits of the generalized Bloch decomposition.
This article is structured as follows: In Section II we repeat the basic concepts of the generalized Bloch decomposition and the correlation tensor formalism. Building on these concepts we introduce the split Bloch basis in Section III. The split Bloch basis is an orthogonal operator basis, similar to the generalized Bloch basis. Using this novel tool we define a correlation monotone, which is convex and invariant under isometry transformations. Subsequently several (quasi-)monogamy relations are found (Section IV). Then we turn our attention towards the second part of the paper: entropy inequalities: In Section V we explain why the Bloch decomposition relates the linear entropy of a system to the correlation tensor of the aforementioned system. Following up we briefly review the state of the art on entropy inequalities of the Réyni and Tsallis type and go on to introduce a novel linear inequality for the linear (or Tsallis 2-)entropy. In Section VI we introduce a new quadratic entropy relation for the linear entropy: the generalized pseudo-additivity. It originates from the pseudo-additivity of the q-entropies, but is applicable to all states instead of only product states as in the case of pseudo-additivity. In the remainder of the section we show that this relation is independent of the known subadditivity [13] and visualize and discuss the body of allowed entropies for tripartite systems. Finally, we sum up our results and remark on open questions in Section VII.
II. INTRO: THE CORRELATION TENSOR FORMALISM
In this section we will shortly introduce the concepts and notions of the traditional (generalized-) Bloch decomposition [27] , [30] and the correlation tensor formalism and continue to introduce the split Bloch basis, which tackles the problem of expressing low-dimensional quantum states in high-dimensional Hilbert spaces.
Let us start by stating the traditional Bloch decomposition:
Definition 1 A single partite (qudit) quantum state ρ ∈ H d can always be written in the (generalized-)Bloch decomposition as defined in [30] by:
with λ i being orthogonal, traceless (and canonically assumed hermitian λ i = λ † i ) matrices and d being the dimension of the Hilbert space of ρ.
Remark 1 Note that the Hilbert space we consider is a Hilbert-Schmidt space
with the associated scalar product A|B = Tr (B * A).
In large dimensions there is some freedom in the choice of λ i with the canonical choices being either the generalized Gell-Mann [30, 37] matrices or the (non-hermitian) Heisenberg-Weyl [38] matrices, alongside more unusual choices like the Heisenberg-Weyl observables [39] . The single party case can be naturally extended to multi-partite systems by a tensor product construction.
is the set of all parties can always be represented as
Here one canonically uses a basis comprised of tensor products of local hermitian Bloch bases, which then allow for a local Bloch vector decomposition. This means the λ The advantage is that the Bloch components divide into an intuitive set of correlation tensors. For example in tripartite systems this leads to three local Bloch vectors, three correlation matrices and a single three-body correlation tensor. The Bloch representation furthermore has the advantage of giving an economical form for Tr(ρ 2 ) through the tracelessness of λ i .
Definition 3 (Correlation Tensor) Let ρ Σ be an n-partite state:
(i) The correlation tensor of a state T (ρ Σ ) is the generalization of the Bloch vector in the qubit Bloch decomposition, it collects all coordinates of the operator basis:
(ii) We can now define lower order correlation tensors as:
Where v ⊆ Σ runs over all non-empty subsets of Σ, i.e. its powerset P (Σ) \ ∅ and ρ v = Trv (ρ Σ ) is the state of the subsystem of v given by taking the partial trace over its complementv, i.e. v andv are a partition of Σ.
Let us state now a very useful lemma:
Lemma 1 If ρ Σ denotes a n-partite system owned by a set of parties
we can write Tr ρ 2 Σ as :
Where v ⊆ Σ runs over all non-empty subsets of Σ, e.g. its powerset P (Σ) \ ∅. v T v 2 is the sum over correlation tensors as defined above (Definition 3).
Proof
The lemma follows directly from the definition of the basis, i.e. since T r (λ
III. THE SPLIT BLOCH BASIS
After having repeated the basic concept of the traditional Bloch decomposition, we proceed now to extend this notion to the split Bloch decomposition and motivate its introduction: Let us consider the scenario where a low dimensional state is represented in a Bloch basis of a Hilbert space with much larger dimension. In this case the representation is unnecessarily involved. For example, consider the non-normalized state ρ = diag(1, 1, 0, 0) ∈ H 4 , where diag is the function which maps a vector to a matrix with the vectors entries on the diagonal. Recall the set of operators, that are typically associated with the generalized Bloch decomposition [30] :
where 1 d is the identity on the space and λ i are required to be traceless and normalized.
The identity is independently of the choice of basis always a part of the set of operators. Returning to the example, we see that the use of the identity is sub-optimal, since the additional ones on the diagonal have to be compensated by additional diagonal basis elements. This simple example already demonstrate a deeper problem concerning canonical Bloch decompositions, i.e. the difficulty to describe subspaces of a Hilbert space in a concise way. This problem becomes more apparent for multi-partite states which have different local dimensions: We will later consider a cryptographic scenario where Alice and Bob want to communicate securely, meaning they want to exclude a malicious third party (Eve) to extract any information about the content of their communication. While we can assume the knowledge about the local dimension of Alice and Bob, the local dimension of Eve is arbitrary. To treat this problem, a separation into different subspaces is very helpful (compare Theorem 1). Now we can ask ourselves: Is there a Bloch basis which allows a concise description of subspaces? The answer is the split Bloch basis. The idea of the basis is to find a complete set of basis elements of a Hilbert space, which can be divided into subsets which span the subspaces. In the following we will define an orthogonal operator basis similar to the generalized Gellmann matrices. Recall, that the generalized Gellmann basis for a d-dimensional Hilbert space consists of the identity, d
2 − d elements with only off-diagonal entries and d − 1 traceless elements with only diagonal entries. The main difference between the split Bloch basis and the Gellmann basis is that we will replace the identity 1 with two sub-identities1 and the diagonal elements with a set of d − 2 diagonal elements. The off-diagonal elements need not to be replaced since they already divide into two subsets which live in either subspace.
Let us first describe a operation which describes the split into different subspaces:
with the customary Hilbert-Schmidt scalar product, i.e. A|B = Tr(B * A) can always be divide into subspaces such that:
Where Λ c , Λ d−c and Σ first have to be a partition of {λ 0 , . . . ,
2 Note that the direct sum in the third line is the internal direct sum, since λ i ∈ H d ∀i. The internal is however isomorphic to the external direct sum.
Definition 5 (The Split Bloch Basis) Given a Hilbert-Schmidt space H d with the customary Hilbert-Schmidt scalar product, i.e. A|B = Tr(B * A), we want to find a basis
. First we will define non-canonical operators, similar to the canonical generalized Gellmann matrices, then we use them to define a split Bloch basis: B split : (i) Assuming the standard computational basis C d = span (|0 , . . . , |d − 1 ), let us define a set of operators, which span the Hilbert space. It consist of: two sub-identities
d − 2 diagonal elements:
and
Note that i does not stand for an index but rather i 2 = −1.
(ii) With these elements we are able to find a basis B split for H d :
In the second line of the above equation we simplified the notation by concatenating the indices, we only require λ 0 = λ 00 and ω 0 = ω 00 all other indices may be assigned freely. Note that the basis is split naturally into three parts. Two of them span two Hilbert-Schmidt subspaces, i.e. H c = span ({λ i | ∀i}) and H d−c = span ({ω i | ∀i}). The third part spans a subspace which is however not a Hilbert-Schmidt space since in general it can not be written as a tensor product of C d with its dual, i.e. span(
and take λ i → λ i ∀i for simplicity of notation. We will however mention when we use the split Bloch basis although it can be understood from context. In fact, whenever µ i 's appear it should be understood that we are using the split Bloch basis.
Note that we have chosen the normalization of the subspaces differently, i.e. Tr (λ i λ j ) = δ ij c and Tr (µ i µ j ) = δ ij (d − c). This ensures that the normalization of the subspace H c is independent of the total dimension. It is still necessary to show that we indeed constructed a orthogonal operator basis, e.g. that all elements of the basis are orthogonal λ i | λ j =i = 0, µ i | µ j =i = 0, λ i | µ j = 0 and that they actually span H d . This is however easy to see: Any scalar product of pairs of operators with only off-diagonal elements is trivially zero, the same is true for any scalar product of off-diagonal and diagonal operators. Furthermore, any scalar product of diagonal operators in the separate subspaces is zero due to the tracelessness of all operators, except the (sub-)identity. Finally, any scalar product of any diagonal operators of the different subspaces is zero, due to the fact that they are non-overlapping block matrices. The fact that we have d 2 orthogonal elements already suffice to span
add up to the regular d diagonal elements of the canonical Bloch basis of H d and the off-diagonal are, apart from normalization, the same.
We now see that the split Bloch basis allows for a concise representation states with low-dimensional support in a d-dimensional system. For example, take |ψ =
This state has a split Bloch representation of λ 01 = 1 being the only traceless Bloch matrix with non-zero expectation value. The canonical Bloch representation would have to compensate the first entry λ 0 by additional diagonal Bloch matrices. In addition, keeping the squared trace constant it would also imply an increasing value of λ 01 = √ 2d using the above normalization. After having defined the split Bloch basis, we can repeat the definition of the correlation tensor (Definition 3) and the lemma connecting the trace of the squared state with the Euclidean norm of the correlation tensor (Lemma 1). First we describe only bipartite states in the split Bloch basis, the generalization is however straight-forward (see Remark 4).
Remark 2 Given a bipartite state
We will use the split basis B split to divide the bigger Hilbert space
that the local dimension of one of the Hilbert-Schmidt subspaces coincides with the local dimension of the smaller space, i.e.
Note that only λ 
Note that in the standard Bloch decomposition the Bloch coefficient of the identity is fixed to one by normalization of the density matrix, in our case only the sum of the Bloch coefficients of the partial identities adds up to one. Now let us investigate the correlation tensor formalism in the split Bloch basis; again we will use a bipartite state as an example:
A expressed in the split Bloch basis. Now we split the correlation tensor into parts :
The lower order correlation tensors are, in this case, just the local Bloch vectors.
Finally we can find an expression for Lemma 1 in the split Bloch basis:
Tr ρ
As we have seen the split Bloch basis preserves the advantages of the Bloch basis. However, it has additional advantages one of which is the possibility to express the (operator) Schmidt basis in terms of the split Bloch basis: Let us finish this chapter with a short note on the n-partite generalization:
Remark 4 (Generalization) Until now, we have only considered bipartite states. However, this choice is only due to the fact that the notation becomes very cumbersome in the n-partite scenario. The generalization to multipartite states is straightforward: Formally we can just repeat the step from Definition 1 to Definition 2, i.e. replacing the Bloch basis by tensor products of local Bloch bases, which can be split or not. Note that the powerset construction we have chosen allows to scale the definitions concerning the split Bloch basis to n-partite systems easily by simply using the set of the n-parties.
IV. MONOGAMY OF CORRELATIONS FROM THE BLOCH PICTURE
We proceed in this section by utilizing the correlation tensor formalism to derive some quasi-monogamy relations for (quantum-)correlations. The key idea is to focus on the relevant parts of the correlation tensor and drop all nonessential terms. This choice of a subset of the correlation tensor will lead to a dimension-dependent quasi-monogamy relation. In order to capture the correlations between two subsystems A, B of a bipartite system we define the following quantity to measure these correlations: Definition 7 (Correlation Monotone) Let ρ AB be an arbitrary bi-partite system and w.l.o.g. d A ≤ d B , we define a correlation monotone T A|B (ρ AB ):
Where T A|B should be read as "the correlations between the systems A and B". This monotone has a natural operational interpretation: For any given complete set of observables on A, it is the maximum amount of correlations achievable over any d A -dimensional subspace of B. Due to the symmetric nature of the Schmidt decomposition, for pure states this coincides with the squared 2-norm of the correlation tensor, i.e. T A|B (|ψ AB ψ AB |) =
The particular choice of normalization is left unspecified by intention. We will write in the following g A|B without further specification. In principle the exact choice is a matter of taste.
Let us now state a useful lemma, which gathers some important properties of our monotone:
Lemma 3 For a general (possibly mixed) state ρ ABE be the following relations for the correlation monotone are true:
(ii) and:
Proof add (i): Follows directly from the definition.
add (ii): Simply using the fact that T AB 2 ≤ T AB 2 + T AE 2 + T ABE 2 together with the definition of T recovers the above equation.
The main result of this section is the following theorem that demonstrates how correlations within a tripartite system are constrained by a quasi-monogamy relation.
d E be an arbitrary tripartite state owned by A, B and E with local dimensions
The correlation of a composite system ρ AB with an arbitrary system ρ E limits the correlation of its marginals with the same:
(ii): The correlation of any state ρ AB ∈ H d 2 with an arbitrary state ρ E is restricted by:
The proof of this theorem can be found in the appendix.
We point out that Theorem 1 (i) is reminiscent of the Coffman-Kundu-Wootters inequality [18] . It was the first example of a monogamy relation. For three qubits the CKW inequality is used almost synonymous with the term monogamy. The form of Theorem 1 (i) is the same, except for a dimensional correction factor, hidden in the normalization, on the right hand side and our quantity T Ω|Σ replacing the concurrence. Even though this result was inspired by the notion of monogamy of entanglement ( [14, [18] [19] [20] [21] ) we have to differentiate from these well known relations.
First, our results primarily discuss correlations instead of entanglement. Our quantity T Ω|Σ can easily be rewritten into an entanglement monotone by subtracting the maximal value allowed by a separable state, however we have not proven the LOCC non-increasingness of T Ω|Σ . Therefore we can not assume it to be an entanglement measure, unlike the concurrence [40] used in Coffman-Kundu-Wootters [18] .
Second, the functional form of our relation is different since it involves dimension-dependent constants. We consider this to be acceptable, since the most well known monogamy inequalities are also inherently dimension-dependent. They may not contain explicit dimension factors, but in fact they are dimension-dependent since they only hold for the qubit case. Already in the case of the slightly larger qutrit system a counter example is known [23] , that can be extended to the case of arbitrary dimension [24] . Our dimension-dependent factors, hidden in the normalization constant g * | * , in turn allow our relations to hold in any dimension.
We call Theorem 1 (ii) a quasi-monogamy relation, since it captures the fundamental idea which monogamy relations aim to describe: That the correlations of Alice and Bob limit the amount of possible shared correlations of Eve with either of the two remaining systems. In fact, Theorem 1 (ii) evaluated for maximally entangled Alice and Bob turns out to coincide with the upper bound of T sep for product states. Thus generalising a known result for the CKW inequality, that two maximally entangled parties with equal dimension can not be entangled with any other party. We point out that our result has a functional form in arbitrary dimension.
But even if Alice and Bob are not maximally entangled, the bound (Theorem 1 (ii)) is still limiting the correlations Eve can have with the system. We assume that Alice and Bob have the same local dimension, e.g. Considering the worst case scenario, that Eve holds a purification to Alice and Bob's system (see the proof of Theorem 1 in the Appendix), i.e. d E = d 2 , we plot ( Fig. 1 ) the maximal value of T excess AB|E for 0 ≤ T A|B ≤ 1 for different dimensions. Note that the range of T A|B corresponds to a normalization of g A|B = d
2 − 1. We consider two different scenarios, i.e. the local correlation tensors T A 2 and T B 2 are either minimal or maximal. If they are minimal (Fig. 1a) , either due to ignorance of the local states or because the state is proportional to the identity, we see that only maximal entanglement between Alice and Bob, i.e. T A|B = 1 excludes entanglement with Eve. This is however true independent of the local dimension d of Alice's and Bob's system. The other scenario is also interesting (Fig. 1b) : If it is possible to certify that T A 2 + T B 2 is maximal it suffices that Alice and Bob share some correlations to exclude any entanglement with Eve. This is however highly dependent on the local dimension d: Unsurprisingly the lower the local dimension the greater the advantage of knowing the correlation tensor norms of the local systems. In fact we can see that the advantage for d = 100 is minute even for maximal local correlation tensor norms. The factors influencing the bound T A 2 , T B 2 and T A|B are however related, i.e. 0 ≤ T A 2 + T B 2 ≤ min 2d − 2, d 2 − 1 1 − T A|B . For the proof of these bounds consult the appendix (Lemma 6).
Let us finish this section again with a short note on the n-partite generalization:
Remark 5 Note that this correlation monotone can be used to describe multi-partite systems as well: Let ρ A1,...,An be a multi-partite system with Ω ⊂ {A 1 . . . A n } , Σ ⊂ {A 1 . . . A n } and Ω ∩ Σ = ∅. If Σ, Ω are composite systems, i.e. it is possible to describe them as tensor product of local Bloch bases, then we want to consider the correlations of all possible subsystems of Σ with all subsystems of Ω. Therefore, if the index is replaced with a multi-index λ
, we need the cross sum over the new indices in the parts both to be greater then one:
In the language of correlation tensors this is of course equal to the sum of the squared correlation tensor norms v∈Γ T v 2 with Γ := P (Ω ∪ Σ) \ (P (Ω) ∪ P (Σ)), since this set contains exactly the correlation tensor elements that have at least one element in each of the two subsets Ω and Σ. Finally, note that if the subsystems of the bi-partition have the same dimension d Σ = d Ω the correlation tensors are defined as Definition 3 and the maximization is obsolete, if they have different dimension d Σ = d Ω the split Bloch basis will be used and the sum will be over T v SD 2 as defined in Definition 6. The maximization can be found by arbitrary basis change in the bigger space.
V. LINEAR ENTROPY INEQUALITIES FROM THE BLOCH PICTURE
In this section we will demonstrate that correlation tensor norm constraints (often also called Bloch vector length constraints) can be reinterpreted as entropy inequalities. This equivalence is best seen in the Bloch picture: The natural relation of Tr(ρ 2 ) to the correlation tensors of the Bloch representation allows us to rewrite existing relations between marginals in the Bloch picture into entropy inequalities of suitable members of several parametrized entropic families. The two most famous of these are the additive Rényi α-family [4] , given by
alongside the non-additive Tsallis q-family [5] defined by
Both families retrieve the von Neumann entropy in the case of α/q → 1. In the case of α = q = 2 we can use the simple representation of Tr ρ 2 in form of correlation tensor norms (compare Lemma 1) to find simple forms of these entropies:
is the set of all parties we find the Tsallis 2 or linear entropy as:
Note that we simply used Lemma 1 to replace Tr(ρ 2 Σ ). Entropy inequalities are an extensively studied subject already in the context of classical information theory, where entropy relations are readily available [2] . The first attempts to recreate the classical results in quantum information have been achieved by Lieb and Ruskai [41] , who showed the famous strong subadditivity relation (SSA)
for the von Neumann entropy. The hope to extend this result to the remaining parameter space of any of these two families has been impaired by broadly applicable no-go results. It is known that the Tsallis q-familiy can not satisfy SSA except for q = 1 [42] . In contrast the weaker notion of subadditivity holds for quantum Tsallis entropies with q ≥ 1 [13] . Similarly, the case of the Rényi entropy has been mostly settled by [6] , who demonstrated that for α ∈ (0, 1) ∪ (1, ∞) SSA can not hold. The results of [6] go far beyond SSA. They limit the parameter space where SSA or even a similar relation may hold severely. In the interval (0, 1) non-negativity is the only possible relation and in (1, ∞) no homogeneous, thus linear, entropy inequality may exist. For the Rényi 0-entropy linear inequalities do exist [7] , however SSA is not among them. As a reaction to this setback many authors consider alternative or generalized versions of SSA [12] . In a similar spirit the Bloch picture allows us to construct relations that resemble dimension-dependent versions of SSA.
Theorem 2 For a tripartite quantum system ρ ABC we find the following entropy inequality for the linear entropy
The proof of the theorem can be found in the appendix.
This theorem can be considered as providing a substitute for SSA in the q = 2 case, where SSA is known not to hold [42] . Alternatively, we could have chosen to express Tr(ρ 2 ) in terms of 2 −S2 instead of S L . This formulation leads to a non-linear entropy inequality for the Rényi entropy with α = 2. We point out that such a reformulation is not in conflict with the established no-go result about homogeneous Rényi α-entropy relations [6] for α ∈ (1, ∞), since 2 −S2 is non-linear. The proof of Theorem 2 in the appendix however employs the very same techniques as the proofs of the monogamy relations in Section IV. Generally speaking all proofs are inspired by the Bloch formalism. Essentially, we set some elements of the correlation tensor to zero. The resulting statement depends on the choice which correlation tensors are kept and which are discarded. Interestingly, these very different types of results seem to be complementary to each other in the Bloch picture. The correlation tensor formalism allows us to harness tools like purity and combine it with the Schmidt decomposition in a straightforward way. Additionally, once we know that a certain state does not exhibit correlations in a particular sector of the correlation tensor, we can develop tailor-made entropy relations that are expected to be tight with respect to the chosen state. Before closing this section, we need to asses the utility of our newly derived linear entropy inequalities. It is natural to ask how they compare to other well-known entropy inequalities. It was possible to classify all possible classical entropy inequalities by a well known result, that showed that all classical entropy inequalities are representable as a convex cone of properly chosen elementary entropy vectors [2] . Similar arguments were used to study the von Neumann entropy [3] . In contrast, benchmarking q-entropy inequalities is not a straightforward endeavour, since to the best of our knowledge no comparable complete classifications exist. Audenaert's (weak) subadditivity of q-entropies [13] seems to be one of the natural competitors
In the following we want to demonstrate that Theorem 2 and Eq. (39) does not follow trivially from the above Eq. (40). Since Eq. (39) involves tripartite terms and Eq. (40) does not, our first step is to pad Audenaert's subadditivity by an extra system and set q = 2 to make both relations comparable, thus we rewrite both into
The above are bounds on the same quantity S L (ρ ABC ). Now the only remaining question whether one bound is sharper than the other. This question depends on the state and the dimension. Let us set for example
then the question whether Eq. (42) is sharper than Eq. (41) is equivalent to
Phrased like this it is obvious, that this is true for all highly mixed states. For the maximally mixed state ρ = . This gives one example where our dimension-dependent SSA is sharper than (weak) subadditivity and thus independent. Similar results will hold for an ε-ball of states surrounding the maximally mixed state.
VI. A QUADRATIC ENTROPY INEQUALITY FOR THE LINEAR ENTROPY FROM THE BLOCH PICTURE
We know that in the special case of q = α = 1, the Shannon [2] or von Neumann [3] entropy inequalities all describe a convex cone. All possible inequalities are described by linear combinations of certain elementary inequalities. This is a remarkably easy and elegant situation. Unfortunately similar results do not seem available for the remainder of the Tsallis family. Since the Tsallis 2-entropy features values between 0 and 1, we can nonetheless represent physical realizations in a hypercube of dimension 2 n − 1, which allows a particularly instructive visualization for n = 2. In the discussion of Section V, we were asking what Tsallis 2-entropy or linear entropy relations were possible for a tripartite system. In absence of complete classifications, we had to resort to a direct comparison with the most famous equation known to us: subadditivity. In this discussion we briefly consider the question of how q-entropies may be classified and find a new non-linear entropy inequality for the linear entropy.
Generally speaking, not many linear inequalities are available for q-entropies. Apart from the subadditivity [13] , the triangle inequality [44] and the trivial choice of non-negativity not a lot is known. We know for a fact, that SSA does never hold for q = 1 [12] . There are some further information theoretic results such as Fannes type bounds and Lesche stability [44] , but we are not aware of any further linear inequalities discussed in literature.
However, in the special case of q = 2 we can say more. Our Theorem 2 delivers a new, albeit dimension-dependent, linear entropy inequality for q = 2 and there may very well be more independent linear inequalities.
Even though we are not aware of any well-known non-linear entropy inequality we can construct a non-trivial example. As an Ansatz we can consider the most simple non-linear situation: the quadratic case. For tensor products we have a clear candidate. It is known in the literature that a q-entropy fulfills the so-called pseudo-additivity [45] , [12] 
This gives q a clear interpretation as a parametrization of the corresponding Tsallis entropies non-additivity. Furthermore, it is a quadratic relation between a composite system and its marginals. Quadratic functions are non-linear but still simple enough to work with. The caveat is that pseudo-additivity only holds for product states ρ A ⊗ ρ B . In the next theorem we show, that with simple Bloch picture techniques we can remedy this drawback for q = 2.
Theorem 3 For all ρ AB the the linear entropy or Tsallis 2-entropy can be bounded as:
The proof can be found in the Appendix.
Using the purity bound we are able to turn the equality in Eq. (44) into an inequality and thus managed to also cover entangled or correlated composite systems ρ AB instead of the product state appearing on the left hand side of Eq. (44) . This turns the pseudo-additivity into a general non-linear inequality for linear entropy that is applicable to all states. That this inequality is independent of subadditivity can be seen through the example of the maximally mixed state
, while its marginals attain the values S L ( . Therefore, Eq. (45) does not only hold, it is even tight. We can conclude that it is an independent equation. A purely linear description of the entropy inequalities for the linear entropy seems impossible. Therefore we have to forfeit the hope to achieve a linear description in analogy to [2] of the linear entropy.
For a more geometric picture of the entropy space in the tripartite scenario refer to (see Fig. 2 ). There the relation of the marginals S L (A) and S L (B) to S L (AB) is plotted. We have depicted the attainable value of S L (AB) for subadditivity and our generalized pseudo-additivity. A lower value on the Z-axis corresponds to the inequality being sharper with respect to the corresponding pair of marginal entropies S L (A) and S L (B).
The region of validity for subadditivity resembles a cube cut apart diagonally (see Fig. 2a ). The cut reveals a facet. In contrast the upper surface delimiting the generalized pseudo-additivity curves inward (see Fig. 2b ). Together with the fact that edges are explicitly realizable it furthermore proves the non-convexity of the admissible entropy manifold. With respect to standard subadditivity, we find a non-trivial behaviour that depends on dimensional factors and on 
) of a tripartite systems marginal entropies that are admissible in both subadditivity and generalized pseudo-additivity. The green region is depicted transparent and contains the points that are only admissible in subadditivity but not generalized pseudo-additivity. Thus the green region marks the region where generalized pseudo-additivity is sharper than (weak) subadditivity.
the exact values of the involved entropic quantities. We have plotted as a dashed green line the intersection of both inequalities. The regions above the dashed line are stronger than subadditivity, while those towards the bottom and close to the origin are weaker (see Figs. 2a and 2b ). This shows that depending on the involved state one or the other relation may be sharper. The exact size of these regions depends on the exact interrelations of the involved dimensions.
To analyze the dimensional dependence of standard subadditivity and generalized pseudo-additivity refer to Fig. 3 . In Fig. 3 we have plotted the body of admissible marginal entropies that fulfill all three equations given by subadditivity (green) and those that as well satisfy the three equations given by permutations of Eq. (45) (orange-blue). If all dimensions are equal, generalized pseudo-additivity (see Eq. (45)) is not stronger than subadditivity. This is why Fig. 3a only shows the cone defined by subadditivity. In fact Fig. 3a The region where Eq. (45) is stronger than subadditivity grows with |d i − d j |. In fact the cone described by only subadditivity grows with |d i − d j |, while the one defined by pseudo-additivity seems to saturate at min
2 . This is visible in Figs. 3b and 3c , where the orange-blue body stopped growing.
One can sum up, that generalized pseudo-additivity is relevant for systems with asymmetric dimensions. It clearly rules out the possibility to rely on purely linear descriptions, as the extremal points between the non-linear inequality are realizable and the non-linear surface in Figs. 3b and 3c is slightly non-convex.
VII. CONCLUSION
We have demonstrated that the correlation tensor formalism is a powerful tool to derive dimension-dependent statements about two seemingly different areas of research: monogamy relations and entropy inequalities.
First, we have introduced the split Bloch basis, a sparse Bloch representation for quantum states with lowdimensional support. While all physical quantum states are of course expected to be full rank and thus an empty kernel, this tool can nonetheless be very useful for theoretical techniques that make use of purification and Schmidt decompositions.
Using this representation we have shown that a natural monotone for quantifying correlations indeed exhibits monogamy in arbitrary dimensions. In particular, any amount of bipartite correlation between them non-trivially restricts the correlations of any external party with the system and maximal correlation implies decoupling from any external party.
Complementary, by using the very same techniques with some slightly different choices, we derived a number of inequalities for the well-known linear (or Tsallis 2-)entropy. First, we have a new linear inequality, a dimension-dependent analogue to strong subadditivity. Second and maybe more interesting, we provide a non-linear but simple inequality for the linear entropy.
We find that, while in the case of symmetric dimension subadditivity is strictly stronger than our inequality, it is nonetheless sharper for asymmetric dimensions.
An open question is whether our results could be made sharper. The key technique in all our theorems is the relation of the purity Tr(ρ 2 ) to correlation tensor norms. Typically we employ purity here, however a sharper bound may lead to better results. Possible candidates could be found in either [46] or [47] , where more involved relations for Tr(ρ 2 ) are given. Similarly, in (B9) we simply set T AB 2 to zero for the derivation of the generalized pseudo-additivity. It may be that a sharper bound is possible here. Furthermore, the reliance on the connection between Tr(ρ 2 ) and the Bloch parameterization during the proof of the generalized subadditivity limits the relation to the linear entropy. It would be certainly desirable to obtain a similarly general result for all q-entropies. Another interesting direction may be the derivation of non-trivial restrictions for correlation tensor elements from q-entropy inequalities.
It is still unclear if a complete geometric classification is possible, but it will be certainly more complicated than the entropy cones of the von Neumann entropy. Still, one could hope to at least find a more complex body that contains all entropic relations at once.
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Proof We rewrite the entire system into the relevant subsystems
We can rewrite Tr(ρ 2 ) into S L by its definition (see Eq. (36)) and obtain
or equivalently our claim
Theorem 3 For all ρ AB and the linear entropy or Tsallis 2-entropy we have
(B7)
Proof
We prove the desired equation by showing a kind of "sub-multiplicativity"
2 ) of S L under the tensor product. For this we express Tr(ρ AB ) 2 in the Bloch picture. We make use of the relation
Finally by the Arithmetic-Geometric mean inequality a + b ≥ 2 √ ab we got
The pseudo-additivity [45] , [12] for q = 2 is
leaving us with (B17)
