We consider the optimal control of a differential equation that involves the suprema of the state over some part of the history. In many applications, this non-smooth functional dependence is crucial for the successful modeling of real-world phenomena. We prove the existence of solutions and show that related problems may not possess optimal controls. Due to the nonsmoothness in the state equation, we cannot obtain optimality conditions via standard theory. Therefore, we regularize the problem via a novel LogIntExp functional which generalizes the well-known LogSumExp. By passing to the limit with the regularization, we obtain an optimality system for the original problem. The theory is illustrated by some numerical experiments.
Introduction
In this paper, we study optimal control problems with differential equations that involve the suprema of the state. To be precise, the state equation is given by
x (t) = F x(t), max s∈[t−τ,t]
x(s), u(t) , t ∈ (0, T ) ( x(s) = max s∈ [0,τ ] x t (s) = max x t .
Note that this maximum is evaluated component-wise. Let us define
which is supplied with the max-norm. We will frequently use scalar functions applied to vectors. For vectors v, w ∈ R n , we denote by exp v and v w the component-wise exponentiation and division. Moreover, v w denotes the Hadamard (or component-wise) product.
Preliminaries
Due to the retarded structure of the state equation, we need a special integral inequality, which is very similar to Gronwall's lemma. holds for all t ∈ I.
Proof. We refer to [2, Theorem 2.1.1].
Standing assumptions
We fix the standing assumptions for the treatment of the optimal control problem (1.1)-(1.4). These assumptions shall hold throughout the paper.
Assumption 2.2 (Standing assumptions).
(i) The function F : R n × R n × R m → R n is affine in its third argument, i.e.,
for globally Lipschitz continuous and continuously differentiable functions F 0 : R n × R n → R n , F 1 : R n × R n → R n×m .
(ii) The initial datum φ belongs to C([−τ, 0]; R n ).
(iii) The admissible set U ⊂ R m is non-empty, convex and compact.
(iv) The integrand j : I × R n × R m → R ∪ {+∞} is a normal integrand and convex in its third argument u, see [8, Chapter VIII Under these assumptions, a function x ∈ C(I τ , R n ) ∩ W 1,∞ (I; R n ) is a solution of (1.1) if and only if it satisfies the integral equation Proof. This follows from [8, Chapter VIII, Theorem 2.1]. Note that due to the boundedness of u k (t) ∈ U we do not need to impose the growth condition [8, Chapter VIII, (2.2)].
Remark 2.4. Under standard modifications, the results of the paper are true for nonautonomous F , i.e., where F is given by F (t, x, v, u) = F 0 (t, x, v) + F 1 (t, x, v) u.

Existence of solutions
In this section, we study the properties of the following differential equation
x(s), u(t) , t ∈ I (3.1) and the associated control problem.
Study of a nonlinear differential equation
Let us first study a more general equation than (3.1). We will investigate the solvability of
subject to the initial conditions as above. A function x ∈ C(I τ , R n ) ∩ W 1,∞ (I; R n ) is called a solution of if (3.1) holds for almost all t and the initial condition x(t) = φ(t) for all t ∈ [−τ, 0] is satisfied. In order to prove solvability of (3.2) for all feasible controls u, we require the following assumption. (
for all x 1 , x 2 ∈ R n , y 1 , y 2 ∈ C τ , u ∈ R m with |u| ≤ M , and almost all t ∈ I.
Since x t → max s x t (s) is Lipschitz continuous, the original problem is covered by these assumptions. In addition, smooth regularizations of the max-functions are included as well.
In addition, the mapping u → x maps bounded sets in L ∞ (I, R m ) to bounded sets in
Proof. We follow the proof of [15, Thm. 2.1.1], which uses a standard Picard-Lindelöf argument. Let us define the functions
and for k ≥ 0
In the following, t is taken from I. Let M := u L ∞ (I;R m ) . By Lipschitz continuity of f , we obtain
which implies the estimate
Due to the assumptions on f , we obtain
By definition of x 0 and x 1 , this gives the estimate
By an induction argument based on (3.3) and (3.4), we obtain the estimate
which implies
is a Cauchy sequence in C(I, R n ), hence convergent to some x ∈ C(I, R n ). It remains to show that x solves (3.2). Let us estimate
Passing to the limit k → ∞, we find that x solves the integral equation
which implies that the weak derivative of x satisfies
for almost all t. This right-hand side is in L ∞ (I; R n ), hence x ∈ W 1,∞ (I; R n ) is proven.
Let x 1 , x 2 ∈ W 1,∞ (I; R n ) be two solutions. Then it holds
Arguing similarly as in the derivation of (3.3) above, we find
which implies x 1 = x 2 by Gronwall's lemma. Let us prove the claimed boundedness result. By the construction of x 0 and the definition of K, we get x 0 C(I,R n ) ≤ K. Summing inequality (3.5), gives
In addition, we have
Let nowŨ ⊂ L ∞ (I, R m ) be a bounded set with u L ∞ (I,R m ) ≤ M for all u ∈Ũ . Then the estimate above is uniform with respect to controls u ∈Ũ , which proves the claim.
Let us mention that the proof implies that the mapping φ → x is Lipschitz continuous. In addition, the mapping u → x maps bounded sets in L ∞ (I, R m ) to bounded sets in
Proof. The result follows directly from Theorem 3.2, as Assumption 2.2 implies Assumption 3.1. Proof. Due to the assumptions and Corollary 3.3, the feasible set is non-empty. Let (x k , u k ) be a minimizing sequence. By assumptions on U , the sequence (u k ) is bounded in L ∞ (I; R n ), and by Theorem 3.2 the sequence (x k ) is bounded in W 1,∞ (I; R n ). Hence, after possibly extracting subsequences, we have u k u in L 2 (I; R n ) and x k → x in C(I τ ; R n ). Since the set of admissible controls is convex and closed in L 2 (I; R n ), the feasibility of u follows. Due to the special structure of F , we can pass to the limit in the integral equation (2.2). Hence, x solves the integral equation, and consequently is a solution of (1.1). Due to Lemma 2.3, we obtain that (x, u) is a solution of the considered optimal control problem.
Existence of solutions of the optimal control problem
Non-existence of optimal controls for related problems
In this section, we are going to demonstrate that problem (1.1)-(1.4) may fail to possess optimal solutions, when the control function appears inside the maximum. Problems of this type were discussed in [1, 14] .
We consider the problem with one-dimensional state and control Before we discussing the existence of controls, we are going to analyze the state equation. By splitting the max at s = 0, we find
Integration yields
Since this estimate is valid for all t and since the right-hand side is monotone w.r.t. t, this implies
Thus, |x(t)| ≤ 30/7 ≤ 10. This estimate allows us to evaluate the max in the state equation via max
Hence, we can simplify the state equation and obtain
Now, we can prove the main result of this section. Proof.
Step 1: We show that the infimal value is at most 1. Let us define u k (t) = 1 + 2 sign(sin(k t)) and let x k be the associated state. Then, it is straightforward to check that u k û ≡ 1 in L 2 (0, 1) and x k →x withx(t) = 2 t. This implies that the objective value of (x k , u k ) goes to 0 + 1 + 0 = 1. Note thatx is not the state corresponding toû.
Step 2: We show that the objective value of all feasible (x, t) is bigger than 1. We proceed by contradiction and assume that we have a feasible pair (x, u) with objective value at most 1.
Let us denote
By considering the control bounds and the length of the time interval, we obtain
This inequality is equivalent to
Since the objective is at most 1, we have
Adding the inequalities (3.7) and (3.8) yields b − a − 2 = 0, which in turn implies
By considering again the objective, we infer x(t) = 2 t, i.e., |u(t)| = x (t) = 2. Hence, u(t) = 2 and this is a contradiction.
As a side result, this theorem also shows that it is not possible to relax the assumption that F is affine in u, cf. (2.1).
LogIntExp as a generalization of LogSumExp
Let x i , i = 1, . . . , n be given real numbers. It is well known that the maximum max(x 1 , . . . , x n ) depends in a non-smooth way on the parameters x i . This has severe drawbacks in many applications. Therefore, a typical substitute for this hard maximum is the so-called LogSumExp function. For a given parameter k > 0, this function is defined via
In the next lemma, we summarize some of the well-known properties of LogSumExp, see, e.g., [12 
.
In particular,
Due to these nice properties, the LogSumExp function has many applications, e.g., in machine learning [9] .
Currently there is no analogue smoothing for the essential supremum of measurable functions available. We are going to close this gap. To this end, we consider a measure space (Ω, Σ, µ) with µ(Ω) < ∞. For convenience, integrals w.r.t. µ are indicated by Ω . . . dx. Let u : Ω → R be a measurable function. We define the LogIntExp of u with parameter k > 0 via
First, we state some basic properties of LogIntExp. 
If for some δ ∈ R, the measure of the set {x ∈ Ω | u(x) ≥ δ} is at least ε > 0, then
In particular,
Proof. First, we comment on the well definedness. The function x → exp(k u(x)) is measurable and positive, therefore the Lebesgue integral
is well defined. Taking the logarithm (with the convention log(+∞) = +∞) yields the claim. The convexity of LIE k is a simple application of Hölder's inequality. Indeed, for measurable functions u, v satisfying LIE k (u), LIE k (v) < ∞ and λ ∈ (0, 1), we have
The estimates for LIE k (u) follow from
On the space L ∞ (Ω), we have even nicer properties.
In particular, LIE k is Lipschitz continuous with rank 1.
Proof. Standard results on Nemytski operators imply that
Hence, the chain rule implies the announced formula for the derivative of LIE k . Finally, the function This Lipschitz continuity implies that
Finally, we provide an estimate specialized to our problem (3.1). From now on, the measure space Ω is just the interval [0, τ ] (with the one-dimensional Lebesgue measure).
Recall that
Proof. The convergence result from Lemma 4.2 implies the pointwise convergence
for all t ∈ I. Moreover, we have the integrable bound
cf. Lemma 4.2. Thus, the dominated convergence theorem yields the claim.
Regularization
Regularized state equation
As a regularization of (3.1), we use
Note that LIE k (x t ) is understood component-wise. The existence of a unique solution follows directly from Theorem 3.2, due to the Lipschitz continuity of LIE k . The convergence of the solutions of (5.1) towards the solution of (3.1) is made precise in the next result. Let us emphasize that the proof heavily relies on the affine structure of F .
First, we investigate the difference of the equations
By Lipschitz continuity, we have
Similarly, we can estimate
Integration over t and using the Lipschitz estimates above, we have
for all t ∈ I. Since (x k ) is bounded in W 1,∞ (I; R n ), there exists a subsequence (without relabeling), such that x k →x in C(I; R n ). Passing to the limit in the above inequality yields
for all t ∈ I. The integral inequality from Lemma 2.1 implies x =x. Thus, a standard subsequence-subsequence argument implies x k → x in C(I; R n ) for the entire sequence x k .
Corollary 5.2. Under the assumptions of Lemma 5.1, we have
Proof. Using the result of Lemma 5.1 and Assumption 2.2, it is easy to see that 
Regularized optimal control problem
In the following, let (x * , u * ) be a local solution of the original problem. Then there is δ > 0 such that J(x * , u * ) ≤ J(x, u) for all feasible controls u with associated states x satisfying u − u * L 2 (I;R m ) ≤ δ. Let us consider the following regularized optimal control problem: Minimize
subject to the non-linear equation (5.1), the initial condition (1.2), the control constraints (1.4), and the auxiliary constraints
Theorem 5.4. For every k, the regularized optimal control problem admits a global solution (x k , u k ).
Proof. The proof can be carried out using similar arguments as in the proof of Theorem 3.4.
Theorem 5.5. Let (x k , u k ) be a sequence of global solutions of the regularized optimal control problem. Then we have the convergence
Proof. Let x * k denote the solution of the regularized differential equation (5.1) to the control u * . Then Lemma 5.1 implies x * k → x * in C(I, R n ). The integrand j is continuous with respect to x, which implies J(x * k , u * ) → J(x * , u * ). Since (u k ) is a bounded sequence in L 2 (I; R m ), we obtain after extracting a subsequence u kn ū in L 2 (I; R m ). Thenū satisfies the control constraints as well as ū − u * L 2 (I;R m ) ≤ δ. Using Lemma 5.1 again, we find x kn →x in C(I, R n ), which solves (1.1) toū. In addition, Lemma 2.3 yields J(x,ū) ≤ lim inf n→∞ J(x kn , u kn ) . By global optimality, we have
Passing to the limit along the subsequence yields
which implies (x,ū) = (x * , u * ). Hence, the above chain of inequalities are equalities, which imply the strong convergence u kn → u * in L 2 (I; R m ). Since the limit is independent of the chosen subsequence, we obtain convergence of the whole sequence.
Let (x k , u k ) be locally optimal for the regularized problem. For abbreviation, let us define
Similarly, we define F k x (t), j k x , and F k y (t) to be the derivatives of F and j with respect to the first and second argument, respectively. 
4) is satisfied for almost all s ∈ (0, T ). Here, diag (v) denotes the diagonal matrix with diagonal entries taken from the vector v. The division and exponentiation has to be understood component-wise.
Moreover, the maximum principle in integrated form holds
for all u satisfying the control constraint (1.4).
Proof. Due to the assumptions, the control u k is a local solution of an optimal control problem without the constraint (5.3). We are going to apply [3, Theorem 1] . Due to the standing Assumption 2.2, the requirements on the problem are fulfilled. Hence, there exists multipliers λ 0 and λ, satisfying a system that constitutes the optimality conditions of the regularized problem. We will develop this system in the course of the proof using the notation of [3] . Since the control problem does not include constraints on x(T ), we can set λ 0 = −1. By this theorem, there exists an adjoint state λ : I → R n of bounded variation, such that
Here, the matrix-valued quantities η(s, t) and η 0 (s, t) are defined by the equations 1
where the latter integral denotes the Lebesgue-Stieltjes integral with respect to the integration variable s, and
In order to investigate the adjoint equation, we have to calculate an explicit expression of η. First, it is not difficult to check, see also [3, Section 4] , that it holds
Analogously, we get for η 0 (t,
Second, we find by elementary calculations
1 The i-th component of the integral on the right-hand side is defined as
ξj(s)dsηi,j(t, s).
With the choice
we get the identity
In addition, we find
Using η := η 1 + η 2 , (5.7)-(5.9) in the adjoint equation (5.6) yields
Since λ is of bounded variation, the integrands are bounded functions, which implies that λ ∈ W 1,∞ (I; R n ). In addition, the differential equation
is satisfied for almost all s ∈ I with the terminal value λ(T ) = 0. In addition, the result of [3] includes the maximum principle
Testing the adjoint equation (5.4) with a test function v ∈ L ∞ (I τ , R n ) with v(t) = 0 for t ∈ (−τ, 0) and undoing the interchanging of integration order in the previous proof, we arrive at the following weak formulation of the adjoint equation,
which is more suitable for studying the limit k → ∞.
Proof. Since (x k ) and (u k ) are bounded in C(I; R n ) and L ∞ (I; R m ), respectively, we find that (F k x ), (F k y ), and (j k x ) are bounded in L ∞ (I; R n,n ) and L ∞ (I; R n ), respectively.
with some constant C independent of k. Here, the usage of
, and then passing to the limit 0. By Gronwall's inequality,
Now let v ∈ L ∞ (I; R n ) be arbitrary. Then we get from (5.10) the estimate
with some constant C > 0 independent of k. By the uniform boundedness principle, (λ k ) is a bounded sequence in L 1 (I; R n ).
Lemma 5.8. The sequence of functions
) n , where we used the notation
Proof. Obviously, this function is non-negative. Let t ∈ I be given. Then it holds
Here, the e is the vector in R n with all entries equal to 1.
Passing to the limit in the optimality system
In this section, we are going to pass to the limit k → ∞ in the optimality system provided by Theorem 5.6. The main work is to understand the behaviour of the expression LIE k (x k,t )(s) which appears in the adjoint equation (5.10). We define In the sequel, it will be useful to define a function f ⊗ y ∈ L 1 (I;
for all t ∈ I and s ∈ I τ . In addition, we need the following notation for the component-wise application of µ ∈ M w (I τ ) n to v ∈ C(I τ ) n :
An analogue notation is used for µ ∈ L ∞ (I; M w (I τ )) n and v ∈ L 1 (I; C(I τ )) n . Now we are faced with the following situation: µ k is a bounded sequence in the space L ∞ (I; L 1 (I τ )) n (Lemma 5.8) and this space is isometrically embedded into the dual space L ∞ (I; M w (I τ )) n = (L 1 (I; C(I τ )) n ) . This leads to the following result. Lemma 6.3. We can extract a subsequence of (µ k ) (without relabeling) such that
The limit µ satisfies
Proof. The first claim follows from the Banach-Alaoglu-Bourbaki theorem. The definition (6.1) of µ k implies
Here, ∂LIE k (x k,t ) is the coefficientwise convex subdifferential of
By using Lemma 4.4 and the Lipschitz continuity of LIE k , we can pass to the limit k → ∞. This yields
Since ϕ ≥ 0 is arbitrary, this yields max z t ≥ max x t + µ(t) z for a.a. t ∈ I. Note that the null set may depend on z ∈ C(I τ ) n . By using the separability of C(I τ ) n , we can show that the null set can be chosen independently of z. Thus,
n holds for a.a. t ∈ I. This shows the claim.
The standard characterization of the subdifferential of the maximum function yields the following properties of µ.
Corollary 6.4. The limit µ from Lemma 6.3 satisfies µ ≥ 0,
and
for almost all t ∈ I.
Here, supp denotes the support of a measure. Thus, µ(t) i is a probability measure supported at the maximizers of x on the interval [t − τ, t].
Necessary optimality conditions
For abbreviation, let us define
Similarly, we define F * x (t), F * y (t), j * x to denote the derivatives of F and j with respect to the first and second argument, respectively, evaluated along the optimal state and control. Theorem 6.5. Let (x * , u * ) be a local solution of the original problem. Then there is λ ∈ BV (I; R n ) and µ ∈ L ∞ (I; M w (I τ )) n such that the following optimality system is satisfied:
3) Here, µ(t) v denotes the vector with entries µ i (t), v i , see (6.2).
Continuity properties of the adjoint
In this subsection, we analyze the continuity of the adjoint state λ. Our first result gives an expression for the difference between limits from the left and right. Recall that λ has bounded variation and this ensures the existence of these one-sided limits. Here, the second integral vanishes for j → 0. For the left-hand side we have . This proves the pointwise convergence µ i (t), v j → µ i (t)({s 0 }). (i) Let x d (t) = sin( 6π T t). According to Corollary 6.7, the adjoint state λ can only have discontinuities in the local maxima of x * . These jumps can be seen in the plot of λ for k = 100 000. Here, the plots for k = 100 might suggest possible discontinuities of the adjoint in the non-differentiable points of x d . In contrast, for k = 100 000 the adjoint seems to have discontinuities at the strict local maximum of x d at t = 0.5 and t ≈ 1.87. 
