Estimating a Missing Examination Score
By Michael C. Loui I n many introductory science and engineering courses with large enrollments, instructors assess students' learning with three midterm examinations plus a comprehensive final examination. When a student misses an exam because of an illness or a conflicting commitment, the instructor may give the student the same exam the following day, but for a prolonged illness or conflict, that solution is not feasible. It would be unfair to give the student the same exam after the papers had been returned, because the student would be able to obtain the exam answers from the other students during the interim. In these situations, how can instructors solve the problem of the missing exam score?
Instructors may choose to prepare a makeup (replacement) examination for students who have legitimate reasons for missing the exam; however, it is difficult to create a makeup exam that is equivalent to the original. Thus makeup exams may not be practical in large courses. As an alternative solution, an instructor could give an extra exam and drop students' lowest structor to use the final exam score to estimate a missing midterm exam score (Forsyth, 2003, p. 36) .
Some instructors compensate for a missing exam by using only the other exam scores in the grade calculation, scaled appropriately. For example, suppose the calculation normally requires the total of all scores
where x 1 , x 2 , x 3 , x 4 are the scores on the four exams. If the student missed the second exam, these instructors would substitute a scaled total of the other scores (4/3) (x 1 + x 3 + x 4 ) for the total of all scores in the grade calculation. This substitution is mathematically equivalent to replacing x 2 by the average of the other scores, (x 1 + x 3 + x 4 )/3, in the original total x 1 + x 2 + x 3 + x 4 .
We informally asked instructors of large introductory courses in science and engineering at the second author's university to tell us their procedures for handling a missing exam score. We received 11 responses. Everyone used one of the methods that we have reviewed: giving a makeup exam, dropping an exam score, substituting the final exam score, and averaging the scores on other exams.
We found no previous empirical research on estimating a missing exam score. Most previous research on grading focuses on the problem of grade inflation (Brookhart, 1999) . A textbook on grading (Walvoord & Anderson, 2010) does not address the handling of a missing exam score. Other general books on college teachmidterm exam score when calculating the student's course grade (Davis, 2009; Forsyth, 2003; Sewell, 2004) . (We assume that all exam scores are on the same scale, e.g., 0 to 100.) This practice eliminates the need to estimate a missing score or administer a makeup exam (Sewell, 2004) . This policy would require an instructor to create only one additional exam, fewer than with the makeup exam policy, but it would require that the instructor grade many more exam papers.
Yet another solution is to use the student's scores on the other exams to estimate the missing midterm exam score. For example, an instructor could average the student's scores on other exams, or use the student's final exam score alone as the estimate. Some instructors always substitute the final exam score for the lowest midterm exam score if the result would improve the student's course grade (Vaden-Goad, 2009 ). Although the final exam substitution policy may be primarily intended to encourage students to study for the final exam, this policy would also allow the in-ing describe the solutions of makeup exams, dropping an exam score, and using other exam scores, without citing empirical studies (Davis, 2009, p. 384-386; Svinicki & McKeachie, 2014, p. 106) . Cross, Frary, and Webber (1993) evaluated different grading policies for a student who misses an exam without an acceptable excuse. By contrast, we assume that students have legitimate excuses.
In this study, we investigate methods to estimate an examination score, using the student's other exam scores as predictor variables. These methods build on the literature on imputing missing data.
Missing data
Statisticians have developed methods to impute missing data, including mean imputation, interpolation imputation, and regression imputation (Peugh & Enders, 2004; Roth, 1994) . In mean imputation, a missing value for a variable is estimated by taking the average of the other values of that variable. If mean imputation is used, a student's missing score on the second midterm examination would be estimated by calculating the average of the other students' scores on the second exam. Mean imputation seems unfair because it determines a student's academic performance from the performances of other students. In interpolation imputation, which applies to time-series data, a missing value is interpolated between two neighboring values. If interpolation is used, a student's missing score on the second exam would be estimated by averaging the student's scores on the first and third exams. Although interpolation uses the student's own scores, it does not use all of those scores.
In regression imputation, a missing value for a variable is estimated via a multivariate linear regression that uses other variables as predictors. To estimate the score x 2 * on the second exam, using the scores x 1 and x 3 on the first and third exams and x 4 on the final exam, a linear regression analysis determines coefficients b 0 , b 1 , b 3 , and b 4 so that
The ordinary least squares regression (OLS) model finds the b coefficients that minimize the sum of the squares of the differences between the estimated scores and the actual scores; these differences are called the residuals.
Sometimes the variables are normalized so that each variable has a mean of 0 and a standard deviation of 1. When we normalize exam scores, we can combine data on exams with different ranges of possible scores and different levels of difficulty. For example, if the mean score is 71 and the standard deviation is 15, then a raw score of 68 is replaced by a normalized score of (68 -71)/15 = -0.20. To estimate the normalized score on the second midterm exam, a linear regression would determine coefficients β 1 , β 3 , β 4 , to produce an estimate z 2 * of the normalized score on the second exam, using the normalized scores z 1 and z 3 on the first and third exams and z 4 on the final exam as predictor variables:
There is no constant coefficient in this equation because the mean of every variable is 0.
We will compare OLS regression with equal weight models. To estimate a missing exam score, many instructors average the student's scores on the other exams. To estimate the raw score on the second exam, they use the equation
with b 1 = b 3 = b 4 = 1/3. Alternatively, instructors might estimate the normalized score on the second exam using the equation z 2 * = β 1 z 1 + β 3 z 3 + β 4 z 4 with β 1 = β 3 = β 4 = 1/3. Dawes (1979) suggested that using equal weights can produce better estimates than weights chosen by experts.
In this study, we investigate how well the OLS regression model and the equal weight model, with raw scores and with normalized scores, estimate students' actual exam scores. To compare the accuracy of the estimates produced by these linear models, we use data from eight offerings of two courses with large enrollments.
Methods
We gathered raw exam score data from offerings of two large courses taught each semester at a large public university in the Midwest: EE10 (Introduction to Electrical and Com- Using the statistical software package R, version 3.1.2 GUI 1.65 Mavericks build (6833), we calculated the coefficients for the OLS regression models for each exam in each course offering, using both the raw scores and the normalized scores. For example, for EE10 in spring 2014, we determined the OLS models for estimates of the normalized midterm exam scores z 1 *, z 2 *, z 3 *, and final exam score z 4 *, using the other normalized exam scores z 1 , z 2 , z 3 , z 4 as predictor variables: The coefficient of z 3 in the equation for z 1 * is relatively small, and the coefficient of z 1 in the equation for z 3 * is also small. The scores on these two midterm exams were not highly correlated because they covered different concepts and required different skills. We also constructed equal weight models for all 32 exams, using both raw scores and normalized scores.
To measure the accuracy of the OLS and equal weight models, we used the normalized root mean square error (NRMSE). When we estimated scores on the third exam using raw scores, the NRMSE formula was where x 3,i was the raw score of student i on the exam, x* 3,i was the estimated score, x 3,max was the maximum of the raw scores on exam 3, and x 3,min was the minimum of the raw scores on Exam 3. We applied a similar formula when we used normalized scores instead of raw scores.
The NRMSE is a dimensionless quantity, which we can interpret as a fraction of the range of the actual values. Thus the NRMSE allows us to compare data sets that use different scales. In particular, we can use the NRMSE to compare models that use raw exam scores with models that use normalized scores.
Results
In Table 2 , we report the NRMSE for each model for estimating the score for each exam. A smaller NRMSE indicates smaller residual variance and higher accuracy. Figures 1, 2, 3 , and 4 present scatterplots for the four models for the case of ME35 in fall 2014. In the scatterplots, each dot indicates the actual and estimated scores for one student. Figure 2 shows that for this case, the equal weight model with the raw scores predicted final exam scores that were generally higher than students' actual scores. In contrast, as shown in Figure 4 , for the same case, the equal weight model with normalized scores predicted the actual scores more accurately-overall, about as accurately as OLS regression with normalized scores. Using the raw scores did not account for the difference in difficulty between the final exam and the other exams.
From Table 2 , we observe that the NRMSE values for the OLS models range from 0.09 to 0.38. The OLS model is always slightly more accurate than the equal weight model. This result is expected because the OLS regression finds the linear model that minimizes the sum of the squared residuals. Nevertheless, for normalized scores, the NRMSE value for the equal weight model is always less than 0.03 larger than the NRMSE value for the OLS model.
For the equal weight model, the NRMSE values for normalized scores were smaller than for raw scores in 29 out of 32 cases. In the other three cases, for the equal weight model, the difference in NRMSE values for normalized and raw scores never exceeded 0.02. This result suggests that using normalized exam scores generally yields more accurate results than using raw scores.
In separate calculations (not shown here), we found that using the final exam alone to estimate any of the first three exam scores always had a larger NRMSE than the OLS model for both normalized and raw scores. Using the final exam alone was also less accurate than the equal weight model in 22 out of 24 cases for normalized scores and in 20 out of 24 cases for raw scores.
Discussion
In the previous section, we found that the equal weight model is almost as accurate as the OLS model in estimating normalized exam scores:
The NRMSE values of the two models are generally close. Further, the equal weight model with normalized scores is almost always more accurate than the equal weight model with raw scores, because the latter does not account for the differences in difficulty between exams.
Equal weight models have a major advantage over OLS regression models: They are more "transparent." An estimate with equal weights is easier to explain to students than an OLS regression. Students can check the calculation by an instructor who uses the equal weight model with normalized scores if the instructor discloses the mean and standard deviation of the scores on each exam. In contrast, students must trust the computation by an instructor who uses OLS regression but does not disclose all exam scores of all students. This advantage of transparency is significant because instructors should define grading policies explicitly (Cross et al., 1993) . Justifying course policies and procedures to students promotes fairness (Rodabaugh, 1996) . The importance of fair grading has been documented in the literature (Gordon & Fay, 2010; Rodabaugh, 1996; Walhout, 1997) .
Exams are not only a means of assigning grades, but also useful learning tools (Rodabaugh, 1996) . When a student misses an exam, the student does not benefit from the learning outcomes of taking the exam. Estimating the student's score results in a missed opportunity to communicate the student's progress during the course (Gordon & Fay, 2010) .
Conclusions
When a medical emergency or other event prevents a student from taking an exam, an instructor can use the student's scores on other exams to estimate the missing exam score, rather than preparing a makeup exam. In this study, we found that the equal weight model is almost as accurate as the OLS regression model with normalized scores. Further, the equal weight model with normalized scores is nearly always more accurate than the equal weight model with raw scores. For these reasons, we recommend that instructors use the equal weight model with normalized scores to estimate a missing exam score when they calculate a course grade. ■
