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A necessary and sufficient condition for a finite ergodic homogeneous Markov chain to converge 
to the stationary distribution in a finite number of steps is given. TIhis generalizes arecent result of 
Brosh and Gerchak, who consider only the irreducible case. 
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1. Introduction and summary 
Let P be the transition matrix of a finite ergodic homogeneous Markov chain, and 
let n denote the stationary distribution. It is well known that n Dk = 72 for all k 2 1. 
The present paper is concerned with the following question: For given k 3 1, does 
there exist an initial distribution x such that the stationary distribution v is reached 
after exactly k steps? More precisely, does there exist a probability vector x such that 
XPk =r and xPk-‘#v. (1) 
Subelman [SJ gives necessary and sufficient conditions for a probability vector x to 
satisfy (2). However, he does not consider the question of existence of such 
probability vectors. 
Brosh and Gerchak [l] consider irreducible and aperiodic Markcv chains. 
Theo’rem 1 in [l] states that a probability vector x satisfying (1) exists if and only if 
k s m(P), where m(P) is the geometric multiplicity of 0 as an eigenvalue of P. The 
proof depends on the fact that 7~ is strictly positive and is therefore on;_ valid in the 
irreducible case. However, the proof shows that the same result holds for reducible 
chains, as long as x is not required to be a probability vector. 
* This work was done while the author was at Department of Statistics, University of California, 
Berkeley. It is supported by The University of Oslo, Norway and The Norwegian Research Council for 
Science and the Humanities. 
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The following simple example shows that Brosh and Gerchak’s result does not 
hold for reducible chains. 
Example 1. Let P be given by 
1 
p=$ [ 
0 0 
3 
1 
3 i f. I f 
Here rr = (1, 0,O). The eigenvalues of P are 1, $ and 0, so m(P) = 1. A vector x 
satisfies (1) with k = 1 if and only if x = (1, a, -a) for some a. Hence there exists no 
probability vector x satisfying (1) with k = 1. 
It is not so difficult to see what goes ‘wrong’ in the above example. A probability 
vector x # v must in this case necessarily give positive mass to some transient state. 
However, starting in a transient state there is a positive probability of remaining 
among the transient states for more than k (= 1) steps. Hence convergence to 9 after 
k steps cannot take place. 
Consider now the general case. Let R denote the set of transient states with 
unbounded absorption times. (A precise definition is given in Section 3.) It turns out 
that a probability vector satisfying (I) must give 0 mass to all states in R and hence we 
may in some sense ignore these states. Let p denote the matrix obtained from P by 
removing all rows and columns corresponding to states in R. Our main result, given 
in Theorem 1, states that a probability vector x satisfying (1) exists if and only if* 
k c m(p), where m(p) is the geometric multiplicity of the eigenvalue 0 in p. 
In Section 4 we study the relation between m (p) and opt (PO), where PO is the matrix 
obtained from P by removing all rows and columns corresponding to transient states. 
Examples are given where we(p) > ~yt (PO). 
2. Definitions and basic facts 
We shall use a formula for powers of matrices, which follows from Theorem VII.8 
in Dunford and Schwarz [2]. See also [3] and [4], where this representation has been 
used to study finite Markov chains. 
Let T be a complex finite square matrix. Let Ao, Al, . . . y A, be the (distinct) 
eigenvalues of T, and let mo, ml, . . . , m,, respectively, be their geometric multi- 
plicities (i.e. multiplicities as roots of the minimal polynomial of T). Then there exist 
(complex) r :x r-matrices & &, . . . , 2, satisfying 
(Ml) TZ.=ZiT (i=O,.e.,~), 
(M2) (T-AiI)‘zi#O forjsmi--1 
(i = 0,. . . , s), 
=O for jami 
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(M3) 2: =Zi 
(M4) Z& = 0 
(M5) ,I Zj = I .- 
(i = 0,. . . , s), 
0 # k), 
(identity matrix) 
such that if f is any polynomial with complex coefficients, 
(2) 
We note that if T is a real matrix, then Zi is real whenever hi is a real eigenvalue. 
In this paper we shall be mainly concerned with singular matrices. Assume 
therefore A o = 0. Letting f(r) = t” for some integer n 3 I in (2), we get 
(3) 
where n”‘=n(n-l)...(n-i+l) for j~=l, n”‘=l, S,=l if n6mo-1 and 0 
otherwise. 
Note that the S, in (3) is unnecessary by (M2). 
Note also that if 0 is not an eigenvalue of T, then T” is given by (3), with the first 
term removed. 
If T is a square matrix, then we shall denote by m(T) the geometric multiplicity of 
0 as an eigenvalue of T. If 0 is not an eigenvalue of T, then we define m(T) = 8. 
X finite homogeneous Markov chain with transition matrix P is said to be ergo&c if 
there is a probability vector 7r such that lim,,, P” = l7, where n is the matrix with 
each row equal to r. The vector ar is called the stationary distribution of P. 
We note that a Markov chain is ergodic if and only if there is only one recurrent 
class, and this class is aperiodic. 
Let now P be the transition matrix of an ergodic Markov chain and let r and l7 be 
given as above. Let ho, Al, . . . , A, be the (distinct) eigenvalues of P. It is well known 
that 1 is an eigenvalue of P, with geometric multiplicity 1. We may assume A 1 = 1, 
ml = 1. It is also well known that /Ail< 1 for i # 1. Putting T = B in (3) and letting 
n + a0 it is therefore seen that Z1 = II. It follows from Lemma 2.2 in [S] that a vector x 
satisfying (1) for some k 3 1 can only exist if m(P) Z 1. Hence we can assume that 0 is 
an eigenvalue of P and let A0 = 0. Now, by (3) we get 
p” =p”zo+zl+ i mjf’ n(i’Ay-‘(Pi;\i’)‘zi. 
i=2 j=O 
3. The main result 
(4) 
Let P’be the transition matrix of an ergodic Markov chain, with R and f7 as defined 
in Section 2. P will be considered as fixed throughout the section. 
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Let k 2 1, As in [I] we shall call a probability vector x satisfying (1) a k-step leading 
vector (k-SLV). 
Let S denote the state space of the Markov chain defined by P and let T denote the 
set of transient states. 
For i, j E S we shall write i + j if there is an integer n 3 1 such that pi;’ > 0. 
Let R’ denote the set of states j in T such that j + j and let R denote the set of states 
i E T such that i -p j for some j E R ‘. Clearly R’ c R. 
Let i E K and let j E R’ be such that i + j. By the definition of R’ it is easy to see that 
for all k 3 1 there exists n 2 k such that &’ > 0. This fact is used to prove Lemma 1 
below. (It also justifies the informal definition of R as the set of transient states with 
unbounded absorption times, given in Section 1.) 
Lemma 1. Assume x = (xi) is such that 
(i) Xi 3 0 fOP all i E S, 
(ii) XP = 7rforsemek~l. 
Then xi = 0 whenever i E R. 
Proof. Note first that (ii) implies that xP” = r for all n 2 k. Hence we have 
1 Xit;'~~) = 0 for all j E T, n 3 k. 
iET 
(5) 
Let i E R. Then by the remark preceding the lemma, by assumption (i) and by (5) we 
get Xi = 0. 
Let x be a vector and let P be as before. Then define 
x^ =(xi; ieS- R), B=(pii; i, jES-R). 
That t is a transition matrix follows from the fact that i+j whenever i E S-R, 
jER. 
Lemma 2. Let x be such that xi = 0 whenever i E R. Then we have for all n, 
($2) = BY : 
Proof. We use induction on n. The result is clearly true when n = 1. Assume it is true 
for n-l and let jd-R. Then 
(XP”)i = C Xipiy' = C Xi 1 p!kn-l)pk/ 
iES ieS-R keS 
z (n-1) 
xip ik Pkj 
= kEf;_ y $?=jkpkj = 1 (-i++‘)kpk, 
1 kcS-R 
= (x^P)j@ 
This proves the lemma. 
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Theorem I. The following statements are all equivalent: 
(i) P has a k-SLV, 
(ii) p has a k-SL V, 
(iii) k G m(P). 
Moreover, if y is a k-SL V of fi, then a k-SL Vx of P is obtained by putting 
Yi, ifiES-R, 
Xi = 
0, if&R. 
Proof. The equivalence of (i) and (ii) follows from Lemma 1 and 2, as does the last 
statement of the theorem. It remains to prove that (ii) c1, (iii). 
Assume first that k :*rn(&. That there is no k-SLV in this case follows as in the 
proof of Theorem 1 in [l]. 
Assume therefore k s m(p). We must show that 13 has a k-SLV. 
If R = T, then fi has no transient states and p has a k-SLV by Theorem 1 in [l]. 
Assume therefore T-R # 0. We can without loss of generality assume that R = 0, 
i.e. that P = F. 
Let 
PO = (pii; i, j E S - 0, 
Pl=(pij; ie T, jES-TT), 
Pz=(pij; i, jE T). 
Then, possibly by a simultaneous permutation of rows and columns in P, we may 
write 
P= PO 0 
1 3 PI Pz. l 
(6) 
Consider the representation (4). The matrices Zo, Z1,. . . , Zs can be block- 
divided in the same manner as P in (6). We shall write 
Zi=[;y jJ (i=O,...,s). 
The powers of the matrices PO and Pz can each be represented as in (3). It is seen 
that the.Z-matrices of these representations are precisely the Zio and Ziz, respec- 
tively, that are # 0 (i = 0, . . . , s). (Note here that the set of eigenvalues of P is the 
union of the sets of eigenvalues of PO and Pz.) 
Since Z1 = I7 it is now seen that Zlo and Z1 1 are both matrices with each row equal 
to no, where rro is the restriction of 7~ to the recurrent states (i.e. 7rTTo = (7~~; i ES - 77). 
In particular, Zlo, & > 0. 
From the definition of R it follows that P2 (after a permutation) may be written as a 
lower diagonal matrix with all diagonal entries equal to 0. Hence 0 is the only 
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eigenvalue of P2. The geometric multiplicity of 0, m (Pz), is by (M2) equal to the least 
integer m such that PT = 0. It follows from (M5) that Z02 is the identity matrix, hence 
!~ow, writing P’ for j 2 1 as 
we get 
p’z, = 
[ 
Pizoo 0 
P:')&+ Pi& P’z 1 l (7) 
Define now 
X=eP m(P)-kzo + 21. (8) 
Then, using (4) together with (Ml)-(M4) we get XPk = l7, XPk-’ # l?. Further- 
more, since & Z11> 0 and Pi 2 0 for all j, (7) and (8) show that X 2 0 for e > 0 
small enough. That X is in fact a transition matrix follows from the fact that XH = l7. 
Now, some row x of X will satisfy (l), and x is clearly a probability vector. 
4. CPn the magnitude of m(P) 
Let P be given as in Section 3. We shall in this section consider the relation 
between m(p), m (PO) and m (Pz). (For notation, see Section 3.) We may without loss 
of generality assume P = P, i.e. R = 0, which simplifies notation. Also, we shall 
assume that T # 13, since otherwise we would have P = PO. Note that m(P2) 2 1 
whenever T # 0. 
From (M2) follows that m(P) equals the smallest integer j such that P’z, = 0, 
where P’Zo is given by (7). From the definition of matrix multiplication follows that 
Inserting this in (7) and using that P$!& = 0 e j 3 m (PO), Pi = 0 e j 2 m (Pz), we 
conclude that 
max{m(Po), m(P~))~m(P)~m(PO)+m(Pz). (10) 
As the following theorem states, we will have equality at right in (10) for a large 
class of Pk. 
Theorem 2. Assume m (PO) 2 1. Then the following are equivalent 
(i, m(P) = m (PO) + m (P2), 
(ii) Pi”+* PI P~(po)-lZ~~ # 0. 
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Proof. We have (i) e P m(F~)+m”?ZO # 0 which by (7) is equivalent to 
But 
Pl 
(m(P,b-mW,)-1) 
m(Po)+m(P2)--2 . 
zoo = c ~;plpo 
m(Po)+m(P2)-2-i 
zoo 
i=O 
This proves that (i) e (ii). 
In some cases, the condition of the theorem may be given in a simpler and more 
intuitive way. Recall that m (P2) equals the least integer m such that Py = 0. Another 
interpretation of m (,+) may be given as follows: m (P2) = m if and only if there are 
(different) states il, i2, . . . , im E T such that il+ i2 + l l l + im, and no sequence of 
m + 1 states has this property. The sequence il, i2, . . . , imfql will be called a maximal 
path (in T). There may be several maximal paths. It is seen that entry (i, j) in Pi-* 
is positive if and only if there is a maximal path in T with il= i and im(p2) = j. 
We can now state the following corollary to Theorem 2; which essentially reduces 
the problem to consideration of PO. 
Corollary. Assume that m (PO) 2 1 and that all maximal paths in T satisfy i,,,(q) = j. 
Let wi denote the row of PI corresponding to state j. Then the following statements are 
equivalent : 
(9 m(P) = dPo)emP2L 
(ii) wiPO m(PO)- ‘z@-J # 0, 
(iii) x = no + E wiZoO is a m (PO) -SL V of PO for some E > 0. 
Proof. (i) rLI, (ii): P~“2)--1 is a matrix with non-zero entries only in the jth column. 
Hence P2 m(P2)-* PI is a matrix with all rows equal to a multiple of wi, where at least one 
row is non-zero. The equivalence of (ii) and condition (ii) of Theorem 2 follows. 
That (ii) e (iii) is obvious. 
Remark 1. Assume that Pr is written as a lower diagonal matrix with zeros on the 
diagonal (see Section 3). If all entries below the diagonal are non-zero, then there is 
only one maximal path, consisting of all states in T. The assumption of the corollary is 
clearly satisfied in this case. 
Remark 2. The vector Wj is necessarily a probability vector. For assume it is not. 
Then the row in P2 corresponding to state j is non-zero, which implies that j 3 i for 
some i E T. But then any maximal path, ending in j, may be extended to i, which gives 
a contradiction to maximality. wi may be interpreted as a ‘maximal entrance vector’ 
from T to S - T, 
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Remark 3. The equivalence (i) e (ii) may not hold if not all maximal paths end up 
in the same state, as is seen from Example 2. 
Remark 4. Assume that all maximal paths ends up in j, and that we have 
Wipom(PO~-*z~~ = 0. 
It may seem reasonable from the corollary that wipOm’Po’-2Z~~ # 0 should imply 
m (P> = m&J + m(P2) - 1. That this is not true in general, follows from Example 3. 
Example 2. Assume that S = {I, 2,3,4,5,6} and P (written in the form (6)) is 
P= 
r I 
3 Zi 4 I ‘0 0 o- 
1 3 i $lo 0 0 
0 $ $lo 0 0 
-a- ----_-_-~-------_-__ 
1 0 010 0 0 
0 0 0 0 
*a 
110 
0 o;$ ; 0 _ 
Then m(P,-J = m(P2) = 2 and both (6,s) and (6,4) are maximal paths. 
A computation shows that 
w&&j(J # 0. 
However, PIP&&-, = 0, so Theorem 2 implies that m(P) C m (PO) + m(&). A 
computation shows that m(P) = 3. Hence in particular we have m(P) > m (PO) in this 
example. 
Example 3. Let again S = {1,2,3,4,5,6} and let P be given as follows: PO is the 
same as in Example 2, 
Now m(&) = 2, m(&) = 3 and (6,5,4) is the only maximal path. A computation 
shows that w,POZoO = 0, w,&& # 0, but nevertheless tve have m(P) = 3 < 4 = 
m(&)+m(P2)_1. 
As in Example 2 we have m(P) > m(Po). 
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