Abstract-Sorting has been one of the most challenging studied problems in different scientific researches. Although many techniques and algorithms has been proposed on the theory of efficient parallel sorting implementation, however achieving the desired performance on the variety of architectures with the large number of processors is still the challenging issue. Maximizing the parallelism level in the application can be achieved by minimizing the overhead due to load imbalance and waiting time due to the memory latencies. In this paper, we present a distributed sorting implemented in PGX.D, a fast distributed graph processing system, which outperforms Spark distributed sorting by around 2x-3x by hiding communication latencies and minimizing unnecessary overheads. Furthermore, it shows that the proposed PGX.D sorting method handles duplicated data efficiently and always results in having load balance for different input data distribution types.
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I. INTRODUCTION
Having efficient and scalable distributed sorting has been one of the most studied problems in computer science, since it is one of the important area for different algorithm researches and important benchmark for parallel supercomputers [1] , [2] . Different parallel sorting algorithms have been proposed, however, improving distributed sorting's scalability with conventional techniques is still one of the major challenges. It is usually hard to achieve the optimum performance with existing frameworks due to the lack of handling memory consumption, existing unnecessary synchronizations and the overheads of scheduling while dealing with big data.
One of the main challenges of the existing methods is maintaining load balance on different distributed machines. In another words, if data is very large, it cannot be analyzed on a single machine, since the input data would be much larger than the capacity of the main memory. So it has to be analyzed and studied on the distributed system by partitioning data on distributed machines. However, if the framework cannot distribute them equally on different machines, it results in having load imbalance and avoids achieving desired scalability. Communication overhead is another big challenge in sorting input data on the distributed systems that should be controlled for achieving the fast sorting execution.
In this research, we propose a new distributed sorting method, which overcomes these challenges by maintaining the load balance while dealing with duplicated data and minimizing the overhead by fetching data efficiently in the partitioning and merging steps. This method is implemented in PGX.D, which provides the scalable framework for various distributed implementations.
PGX.D is a fast, parallel and distributed graph analytic framework that is able to process large graphs in distributed environments while keeping workloads well balanced among multiple machines [3] , [4] . It improves the performance of the proposed sorting technique with exposing a programming model that intrinsically reduces poor utilization of resources by maintaining the balanced work load, minimizes latencies by managing parallel tasks efficiently and provides asynchronous task execution in sending/receiving data to/from remote processors. The results presented in [3] show that PGX has low overhead and has the bandwidth efficient communication framework, which easily supports remote data pulling patterns and it is about 3x-90x faster than other distributed graph systems such as GraphLab. Moreover, PGX.D decreases the communication overhead by delaying unnecessary computations until the end of the current step, which allows the other processes to be continued without waiting for the completion of all previous computations. Also it allows having asynchronous local and remote requests, which removes the synchronization barriers at the end of each step and helps increasing the scalability of distributed sorting on data [5] .
In this paper, we show the algorithmic and performance improvements using distributed sorting implemented in PGX.D to hide communication latencies and to achieve the desired scalability. The performance of the proposed sorting framework shows around 2x-3x faster compared to implementing distributed sorting in Spark, which is the fast engine for processing large-scale data and it is widely used for processing large amount of data in parallel and in distributed. Moreover, the results of the proposed technique confirms maintaining load balance regardless to the data distribution type and also in having large amount of duplicated data.
The remainder of this paper is structured as follows: in section II some related researches and methods for distributed sorting are explained; background information about PGX.D is provided in section III; the proposed PGX.D distributed sorting and its implementation are explained in details in section IV, and the experimental results and the comparison of the proposed distributed sorting with Spark distributed sorting technique implemented on different data distributions are presented in section V. Also conclusions can be found in section VI.
II. RELATED WORK
A multitude parallel algorithms has been studied for many years to have an efficient distributed sorting on the large number of processors. Most of them are based on two steps: partitioning and merging. The big challenge in partitioning step is to maintain load balance on different machine as well as keeping data in order among the processors, in such a way that for example the processor with smaller ID keeps the smaller data than processor with bigger ID. Keeping load balance is usually difficult when facing with large duplicated data, which usually results in having some processors holding larger amount of data than the others [6] , [7] . Also, the big challenge in merging is decreasing latencies and keeping the desired scalability during all merging steps till end. In addition, the performance of merging step is well with the small number of processors. However, while utilizing large number of processors, overhead and synchronization reduce its scalability. Moreover, most of the existing techniques require significant communication bandwidth which increases overhead sand degrades the parallel performance [8] .
Batcher's bitonic sorting is basically the parallel mergesort and was considered as one of the most practical sorting algorithm for many years. In this algorithm, data on each local is sorted, then for each processors pair, data sequence is merged into ascending order while on the other pair, data sequence is merged into descending order. This algorithm is popular because of its simplicity in communication [9] , [10] . However, it usually suffers from long communication as its merging step highly depends on the data characteristics and often it needs to exchange entire data assigned to each processor [11] .
Radix sort is also used in implementing parallel and distributed sorting due to its simplicity in implementation [12] . Radix sort algorithm is not based on comparison to order data and it is implemented by considering bit representation of data. This algorithm starts by examining the least significant bit in each data. Then, in each time step, data are sorted according to their r-bit. One of the big challenges in implementing radix sort, is having unequal number of input keys [2] , [13] . It usually suffers in irregularity in communication and computation. Since it is highly depend on data characteristics, so computation on each processor and communication between different processors are not known in first steps. To increase the performance, sorting algorithm should be independent on data characteristics to decrease the communication overheads. So, sample sort is often chosen for implementing distributed sorting.
Sample sort is the fast sorting algorithm that keeps load balance better than quick sort and doesn't have the large communication problem faced in Batcher's bitonic sorting and radix sort [14] , [15] . The running time in this algorithm is almost independent of the input data distribution types. It works by choosing some samples regularly from locally sorted data on each processors and selecting the final splitters from these samples to split data into different number of processors.
Previous studies and experiences shows that it keeps load balance better than the quicksort. However, its performance highly depends on choosing samples and picking the final splitters from them. If this step is not efficiently designed, the algorithm may result in having load imbalance when facing input with the large amount of duplicated data.
Nowadays, Spark is widely used for processing large data and it provides different algorithms for analyzing large input data on distributed machines. Spark provides a resilient distributed dataset (RDD), which is a collection of the tasks that are partitioned across the distributed machines and they can be studied in parallel. Distributed sorting implemented in Spark uses three main stage: sample, map and reduce [16] , [17] . In the sample stage, samples from data are chosen for having even data partitioning among distributed machines. In the map stage, data are partitioned on distributed machines and are locally sorted and being merged in the reduce stage. TimSort is chosen as a sorting technique in Spark, which the experimental results show that it performs better when data is partially sorted. This algorithm starts by finding subsequences of elements in descending or ascending order and performs balanced merges on them. To do this, it proceeds on a chosen minimum run size that are bulked up by using insertion sort and partially merge them in place, which helps its implementation to fetch data efficiently [18] .
Overly, scalability of the parallel distributed sorting is mostly depends on how well overhead, synchronization and latencies are scheduled in both algorithm and the framework that algorithm is implemented. In this paper, sample sorting is chosen as the base approach in implementing distributed sorting in PGX.D, which solves the mentioned challenges by implementing improvements in choosing splitters and managing communication between different processors efficiently. In addition, the performance optimizations considered in TimSort are also applied in the proposed sorting technique. The sort library is generated in PGX.D, which performs efficiently by: ✓ maintaining load balance on different number of processor, even when having large amount of duplicated data, ✓ reducing overhead in merging step by keeping balanced merging and fetching data efficiently, ✓ reading/writing data from/to remote processors asynchronously, which removes unnecessary synchronization in each step, and ✓ keeping bandwidth-efficient communication implemented in PGX.D.
Our sorting technique is modeled by considering the problem size, number of processors and the type of data distribution for improving load balancing. Section III discusses how PGX.D framework helps distributed sorting to reduce synchronization and latencies during the sorting implementation. Also, the programming model of distributed sorting is explained in more details in section IV.
III. BACKGROUND INFORMATION
In this section the overview of PGX.D is presented to show its capability in providing the scalable framework for PGX.D is a fast, parallel and distributed graph analytic framework and it is able to process large graphs in distributed environments while keeping workloads well balanced among multiple machines [3] , [4] . It uses fast context switching mechanism that results in having low overhead in task scheduling as well as bandwidth efficient communication process. It guarantees low communication overhead by applying ghost nodes selection that results in decreasing the number of crossing edges. Also, the new edge chunking strategy is implemented that improves the task scheduling and results in having balanced workload between cores in each machine. Moreover, it relaxes unnecessary synchronization while applying local and remote writing requests. Figure 1 shows the three important manager steps applied in PGX.D that makes it able to provide the scalable framework for implementing different graph algorithms and are explained as follows:
• Task Manager: List of tasks is created within task manager at the beginning of each parallel step. Task manager initializes a set of worker threads that each task from the list is grabbed and executed with these threads in order. If the task is requested from the remote machine, the execution of the process is continued until the data becomes available, which relaxes synchronization barrier. Also, it determines the schedules for sending messages to the remote machines by considering the size of the messages stored in the request buffer and sending them whenever that buffer reaches to its maximum size or the worker thread has completed all its scheduled tasks.
• Data Manger: Graph data across different machines are maintained within data manager and they are stored in Compressed Sparse Row (CSR) data structure on each machine. Whenever message has to be sent to the remote machine, data manager buffers it up in the request buffers for the task manager while keeping the corresponding data structure. Also, partitioning step, choosing ghost nodes and edge chunking on graph data are applied with data manager during graph loading, which their implementation reduces the communication overhead significantly and results in improving the load balancing [3] . The location of each node is identified with data manager as well, which allows to handle data transformation and to determine the destined machine for the messages within the request buffers.
• Communication Manager: Response messages to remote machine and interaction between the communication handlers are managed with the communication manager. The main goal in this step is to maintain communication efficiently by avoiding unnecessary overheads. It provides the fast and low overhead mechanism while processing incoming request messages and applies the atomic instructions while processing the writing requests. Also, it is able to handle a large amount of small sized communication between different machines efficiently.
PGX.D takes care of synchronization between each step and lets the process to be executed within each step without waiting for the beginning of the next iteration step. It provides both written and read processes within the same parallel region. As a result, PGX.D framework is more relaxed compared to the bulk-synchronization model used in MapReduce. The previous analysis and experiments show the desired performance on certain types of the graph algorithms. For more details about PGX.D, we recommend reader to refer [3] . Hence we choose PGX.D to implement distributed sorting techniques, which helps the algorithm to perform efficiently and scales desirably. Moreover, by adding distributed sorting in PGX.D, user can also easily sort multiple data of their graphs with different types and implement more analysis on them, such as retrieving top values from their graph data or implementing binary search on the sorted data. The programming model is explained in more details in the next section.
IV. PROGRAMMING MODEL
The PGX.D distributed sorting technique is designed based on the sample sort, which is one of the most popular sorting algorithms and it is usually faster than the others by better maintaining load balance and minimizing the communication overhead. However, one of the big challenges that can easily impact the performance of the sample sort algorithm is having non-efficient splitters. In another words, if the splitters do not spilt data into equal pieces, then applying this algorithm may result in having larger amount of data on some processors compared to the others, which can degrade the performance significantly. So this sampling step is the critical step in this algorithm that has received wide attention for development to obtain the expected workload on the processors. There are mainly two issues that should be considered while designing the sampling implementation:
• If the large amount of samples are sent to Master from each processor, Master will have a good idea about data distribution on each machine, which helps it to choose the efficient splitters from data and results in having better load balance. However, sending large amount of data from each machine to Master, increases communication overhead as well as increasing in the time needed for merging received data on Master.
• If small amount of samples are chosen from each processor, communication overhead will be decreased. However, Master cannot choose good splitters and most probably it will result in having load imbalance.
PGX.D distributed sorting consists of six main steps as follows, which are explained later in more details that how it handles these issues efficiently:
(1) Each processor sort its data locally using parallel quick sort.
(2) The regular samples are chosen from these sorted data and they are sent to Master.
(3) Master selects the final splitters from the received samples and it broadcasts to all machines.
(4) Each machine determines the range of data to be sent to the remote machine by implementing binary search of these splitters on their local sorted data.
(5) After setting up senders and receivers, each machine starts sending and receiving data simultaneously.
(6) After receiving data from different remote machines, all data are merged together while keeping the information regards to their previous processors and locations.
In step (1), data are sorted locally on each processor by implementing parallel quick sort in such a way that data is divided equally among number of worker threads on each machine. Then, each worker thread sorts its data locally. Sorted data from each thread are merged together by considering having balanced merging. This purpose is achieved by introducing the handler in the merging step, which manages merging data from each pair threads together and its main purpose is to maintain the equally sized data on each different thread pairs for having the balanced merging and avoiding cache misses. For example in figure 2 with 8 threads, in the first step, data in thread 1 is merged to data in thread 0, data in thread 3 is merged to data in thread 2, data in thread 5 is merged to data in thread 4, and data in thread 7 is merged to data in thread 6. So, at the end of the first step, data on thread with odd ID are merged into data on threads with even ID and they have almost equal sizes. This step is repeated till all data are merged to thread 0. Moreover, merging is also implemented in parallel that overly improves the parallel performance of the algorithm.
PGX.D distributed sorting is designed in such a away that it lets the largest possible amount of samples to be sent from each processor destined to Master in step (2) to achieve better load balance. These amount of data are chosen by considering the number of the processors and the size of read buffer defined with PGX.D data manager. The size of the buffers is determined efficiently in PGX.D that makes fully exploiting the available network bandwidth and it is 64 Kbyte. So if there are p number of processors in system, each processor has to send only 64 p Kbyte data to Master. These amount of data can be fit in one sending buffer and they are sent once from the processor to Mater and all gathered received data from different processors can be fit in one receiving buffer in Master. Experimental results on different types of data confirms that as the communication is established only one time per each After receiving p − 1 splitters from step (3), in step (4), the ranges of data for sending to the other processors are determined by implementing binary search on each splitters. Then data from splitter[j−1] to splitter[j] are sent to processor j − 1, as it is illustrated in figure 3a. However, if there exists large amount of duplicated data on the processors, this method results in having load imbalance by sending large data range to one processor and not sending any data to the others as shown in figure 3b. To solve this problem, we put the investigator during binary search of splitters implemented on local data, which makes binary search to be executed for only non-duplicated splitters, then it divides the determined range between the duplicated splitters equally. For example in figure  3c , the range is divided equally between 4 duplicated splitters with the same a value.
After determining ranges for each destination in step (4), these information are broadcasted to all processors. So each processor knows how many data it will receive from the other processors. This strategy enables the sorting technique to receive data from multiple processors at the same time by applying offsets for each receiving data from the neighbor lists, which allows writing in the original local data list simultaneously. Also each processor is able to send data while receiving data, which removes unnecessary synchronization between these steps as well. All of these communications are handled efficiently with PGX.D mangers. In the last step, new arriving data are merged together in parallel by applying the same method described in figure 2 .
At the end, data are sorted in such a way that smaller data are stored in the processor with smaller ID and bigger data are stored in the processor with bigger ID. This sort library also provides API for user to implement binary search on their data as well as finding information regards to the previous processor and index of that data. Also it is able to sort multiple different data simultaneously. It is guaranteed that the load balance is 
V. EXPERIMENTAL RESULTS
The proposed PGX.D distributed sorting has been implemented on different types of data on our cluster, which is summarized in Table I . Its performance is compared with distributed sorting in Spark version 1.6.1 that is publicly available.
For our evaluation, first we study the proposed sorting technique performance on four different input data shown in figure 4 with uniform, normal, right-skewed, and exponential distribution type. The implementation of our proposed sorting technique on data with right-skewed and exponential distri- bution type are specially intended to confirm its ability in maintaining load balance in a case of having large duplicated data. The size of all of these inputs are 1 billion and sorting is performed on 8 up to 52 processors with using 32 threads per each for in-node parallelization purposes. Distributed sorting in Spark is executed by implementing sortByKey() in MapReduce operation. Figure 5 shows the execution times of the distributed sorting on data from figure 4. It illustrates that PGX.D sorts data efficiently regardless of input data distribution type. Since the communication latencies between different processors increase with an increasing number of processors, it is usually hard to achieve a good scaling behavior. However, figure 6 shows the better speedup of PGX.D distributed sorting compared to sorting in Spark. Figure 7 shows the execution time of each steps for the experiments on normal and right skewed distribution types studied in figure 5 . It can be seen that sending/receiving data costs less time than the other steps, which validates the efficient-bandwidth communication and the asynchronous execution provided in PGX.D that remove unnecessary barriers and allow having low communication overhead to achieve the better parallelization performance.
Moreover, to show how data are distributed among different processors, we include the size of data on each processor in Table II from distributed sorting data on 10 processors. It shows data are distributed equally on the processors, even in the case of having many duplicated data in right-skewed and exponential distribution inputs. Also, these information generally show how investigator works during binary search implementation on duplicated splitters. For example, the results according to the sizes of data in right-skewed distribution show having the exact equal sized 99988000 for each data on processors 4 − 9.
We also evaluated the performance of our sorting technique on Twitter graph, which has 41.6 million vertices and 1.5 million edges in 25GB dataset. Figure 8 shows the execution time compared to Spark, which illustrates that it is faster than Spark by around 2.6x on 52 processors. The ranges of data on each processor after sorting with 8, 12 and 16 processors are included in Table III , which confirms the the accuracy of the proposed technique that data with smaller value are located on processor with smaller ID and data with bigger value are located on processor with bigger ID.
In figure 9 , we study about the impact of the sample sizes on the load balance for distributed sorting implemented on Twitter graph. Three different sample sizes are used: 100, read buffer size (which was used for the previous studies) and double size of the read buffer. The minimum and maximum size of data on the processors are illustrated and they are compared with the ideal data sizes in using different number of processors. In figure 10 and 11, we study about the impact of the sample sizes on the communication overhead and the total execution time respectively. By considering the results from all of these three figures, we can see that small number of samples not only results in having load imbalance, but also it increases the communication overhead, which is due to having non-efficient splitters that results in sending more data to some number of processors. On the other hand, double size of the read buffer samples doesn't change the load balance significantly in figure 9 , however it increases the total execution time and overhead. So, the buffer size is chosen as the sample size in the distributed sorting implemented in PGX.D, which results in having load balance while keeping low communication overhead.
As the main purpose of this sorting library is to distribute and sort a large amount of data efficiently, so it is very important to avoid using extra memory during implementation. Average memory consumptions in using different number of processors for Twitter graph are shown in figure 12 . Resident Set Size (RSS) is the RAM memory that is allocated for the process and it is shown with dark blue. Light blue illustrates the total temporary memory usage during the process except RSS usage, which is allocated during the process and it becomes free at the end. It is illustrated that the maximum memory needed for sorting on 20 processors is less than 300MB, which is used for keeping previous information of each data about its previous processor and its location on that processor. 
VI. CONCLUSIONS
Implementing sample sort is straightforward and simple and can be faster than the other techniques if it is designed efficiently. In another words, despite its simplicity, it causes load imbalance and increases communication overhead if it cannot handle having duplicated data and is performed within a framework without capability of exploiting bandwidth efficiently.
In this paper, we have developed distributed sorting with PGX.D that eliminates the load balancing problem when sorting large duplicated data on distributed machines. This technique is implemented by considering the number of processor and the maximum buffer size provided with PGX.D, which helps gathering enough information from different machines without increasing communication overhead as well as dividing data equally by applying the proposed investigator during binary search for keeping load balance. One of the other advantages of this technique is the high-level API exposed to the user, which is generic and can work with any data type. Moreover, it is able to sort different data simultaneously.
To evaluate the performance of the proposed distributed sorting technique, we have implemented it on different input data with various distribution types: uniform, normal, rightskewed and exponential distributions. We were able to sort 1 billion data on up to 52 machine by maintaining load balance on all processors. In addition, balanced PGX.D distributed sorting has been compared with Spark distributed sorting on the same input data and the experimental results illustrated that our technique is by around 2x − 3x faster than Spark. Also, it was shown that it uses memory as less as possible to avoid increasing memory usage while facing big data.
