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Abstract 
We explore the simulation and computational capabilities of hybrid and continuous dynam- 
ical systems. The continuous dynamical systems considered are ordinary differential equations 
(ODES). For hybrid systems we concentrate on models that combine ODES and discrete 
dynamics (e.g., finite automata). We review and compare four such models from the literature. 
Notions of simulation of a discrete dynamical system by a continuous one are developed. We 
show that hybrid systems whose equations can describe a precise binary timing pulse (exact 
clock) can simulate arbitrary reversible discrete dynamical systems defined on closed subsets of 
R”. The simulations require continuous ODES in IF?” with the exact clock as input. All four 
hybrid systems models studied here can implement exact clocks. We also prove that any 
discrete dynamical system in Z” can be simulated by continuous ODES in R2n+1. We use this to 
show that smooth ODES in R3 can simulate arbitrary Turing machines, and hence possess the 
power of universal computation. We use the famous asynchronous arbiter problem to distin- 
guish between hybrid and continuous dynamical systems. We prove that one cannot build 
an arbiter with devices described by a system of Lipschitz ODES. On the other hand, all 
four hybrid systems models considered can implement arbiters even if their ODES are 
Lipschitz. 
1. Introduction 
Hybrid systems are systems that combine both discrete and continuous dynamics. 
The continuous dynamics are usually represented by ordinary differential equations 
(ODES). The discrete dynamics are generally governed by finite automata. The two 
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interact at “event times” determined by the hitting of certain prescribed sets in the 
continuous state space. 
In this paper, we explore the simulation and computational capabilities of hybrid 
systems. We concentrate on four models of hybrid systems in the control and 
dynamical systems literature [3,12,29,34]. In each case, these models combine ODES 
with some form of discrete dynamics. This paper is a step towards the characterization 
of these models in terms of the types of systems that can be described by, or 
“implemented” with, their equations. By construction, however, each model can 
implement ODES with continuous vector fields (continuous ODES). Thus, even with 
no discrete dynamics, these models can describe a large variety of phenomena. 
In addition to “implementing” ODES, all four models can implement a precise 
binary timing pulse or “exact clock” (defined later). Thus, we explore the capabilities 
of systems with continuous ODES and exact clocks. For instance, we show such 
systems can simulate arbitrary reversible discrete dynamical systems defined on closed 
subsets of R”. These simulations require ODES in R2” which use an exact clock as 
input. 
Later, we find that one can still simulate arbitrary discrete dynamical systems 
defined on subsets of Z” without the capability of implementing an exact clock: one 
can use an approximation to an exact clock. Such an “inexact clock” is implemented 
with continuous functions of the state of a one-dimensional continuous ODE. As 
a result, one can perform such simulations using continuous ODES in R*“+i. Turning 
to computational abilities, we show that continuous ODES in R3 possess the ability to 
simulate arbitrary Turing machines, pushdown automata, and finite automata. By 
simulating a universal Turing machine, we conclude that there exist ODES in R3 with 
continuous vector fields possessing the power of universal computation. Further, the 
ODES simulating these machines may be taken smooth and do not require the 
machines to be reversible (cf. [26]). 
Finally, we show that hybrid dynamical systems are strictly more powerful than 
Lipschitz ODES in the types of systems they can implement. For this, we use 
a nontrivial example: the famous asynchronous arbiter problem [S, 23,361. First we 
quickly review the problem. Then we settle it in an ODE framework by showing that 
one cannot build an arbiter out of devices modeled by Lipschitz ODES. Next, we 
examine the problem in a hybrid systems framework. We show that each of the four 
hybrid systems models can implement an arbiter even if their continuous dynamics is 
a system of Lipschitz ODES. 
The paper is organized as follows. In the next section we review some definitions 
from dynamical systems and develop some notation. In Section 3 we review four 
models of hybrid systems as presented in [3,12,29,34]. We also briefly compare the 
different models. In Section 4 notions of simulation are discussed. Here, we make 
precise what we mean by “simulation” of discrete dynamical systems by continuous 
dynamical systems. All our simulation results are collected in Section 5. Section 6 
deals with the asynchronous arbiter problem. The Appendix collects some technical 
lemmas. 
MS. Branick! 1 Theoretical Computer Science 138 (I 99s) 67- 100 69 
2. Preliminaries 
Thoroughout, we assume familiarity with standard notions and notations of analy- 
sis and topology [27,28,30]. Let R, R+, Z, and Z + denote the reals, nonnegative reals, 
integers, and nonnegative integers, respectively. 
First, we review some standard definitions from dynamical systems [17,31]. 
Definition (Dynamical system). A continuous (resp. discrete) dynamical system defined 
on the topological space X over the semigroup [w+ (resp. Z’) is a function 
f:XxR+-+X(resp.f:XxZ+ +X) with the following three properties: 
1. initial condition: f( p, 0) = p for any point PEX, 
2. continuity on both arguments, 
3. semigroup property: 
f(f(P,tlkt2)=f(P,rl+t2), 
for any point peX and any tI and t2 in Iw+ (resp. Z’). 
Technically, such functions are referred to as semidynamical systems, with the term 
dynamical system reserved for those which the semigroups R+, Z+ above may be 
replaced by the groups R,Z. However, the more “popular” notion of dynamical 
system in math and engineering - and the one used here - requires only the semigroup 
property [15,21]. Thus, the term reversible dynamical system is used when it is 
necessary to distinguish the group from semigroup case [22]. 
The shorthand [X, S,f] denotes the dynamical system f defined on X over the 
semigroup S; X is referred to as its state space and points in X are called states. If 
a dynamical system is defined on a subset of X, we say it is dynamical system in X. 
For every fixed value of the parameter s, the functionf( ., s) defines a mapping of the 
space X into itself. Given [X, Z’,f],f( ., 1) is its trunsitionfuncrion. Thus if [X, Z’J] 
is reversible, its transition function is invertible, with inverse given byf( ., - 1). 
The setf(p,S)={f(p,i): YES} IS called the orbit or trajectory ofthe point p. AJixed 
point of [X, S,f] is a point p such that f( p, s) = p for all SES. A set A c X is invariant 
with respect to f, or simply invariant, if f(A, s) c A for all seS. 
The notions of equivalence and homomorphism are crucial. Two dynamical sys- 
tems [X, S,f], [Y, S,g] are said to be isomorphic (also topologicully equivalent or 
simply equivalent) if there exists a homeomorphism $ : X-+ Y such that 
for all VEX and SIZS. If the mapping $ is only continuous, then [X, S,f] is said to be 
homomorphic to [Y, S, g]. Homomorphisms preserve trajectories, fixed points, and 
invariant sets. 
In this paper, the continuous dynamical systems dealt with are defined by the 
solutions of ordinary differential equations (ODES) [ 183: 
N)=f(x(t)), (2.1) 
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where x(t)~Xc R”. The functionf: X-R” is called a vectorfield on R”. The resulting 
dynamical system is then given by $(x0, t)=x(t) where x( .) is the solution to Eq. (2.1) 
starting at x0 at t =O. (We assume existence and uniqueness of solutions; see [18] 
for conditions.) A system of ODES is called autonomous or time-invariant if its 
vector field does not depend explicitly on time. Throughout, the shorthand continuous 
(resp. Lipschitz) ODES denotes ODES with continuous (resp. Lipschitz) vector 
fields. 
An ODE with inputs and outputs [21, 331 is given by 
W)=f(x(t), u(t)), 
Y(t) = Wt)), 
(2.2) 
wherex(t)EXcR”, u(t)~UclR”‘, y~YcR”,f: R”x R”-+R”, and h: lR”+lRP.The func- 
tions u( .) and y( .) are the inputs and outputs, respectively. 
Other notation is common [27,30]: X\U represents the complement of U in X; 
fl represents the closure of U, dU its boundary;f(t+),f(t-) denote the right-hand and 
left-hand limits of the function f at t, respectively; a function is right continuous if 
f(t ’ )=f(t) for all t; unless specified II x I( denotes an arbitrary norm of vector x, I/ x II2 
its Euclidean norm; the infinity norm of x~lh!~, denoted 11 x/I m, is maxl= 1 IXi(. 
Finally, for x~[w, Lx J denotes the greatest integer less than or equal to x, and, in an 
abuse of common notation, rx] denotes the least integer greater than x; 1 A 1, A a set, 
denotes its cardinality; A 2 { 1, . . . , N} means A is a set with 1 A I= N. 
3. Models of hybrid systems 
This section summarizes four precise models of hybrid systems developed from the 
control and dynamical systems point of view. For sure, there are many others and no 
review is attempted here [l, 163. These have been chosen as much for the clarity and 
rigor of their presentation as for the mechanisms they use to combine discrete and 
continuous dynamics. Specifically, in Sections 3.1-3.4 we review the following models 
of hybrid systems, in order of (original) appearance of the cited papers: 
1. Tavernini’s model [34], 
2. Back-Guckenheimer-Myers model [3], 
3. Nerode-Kohn model [29], 
4. Brockett’s model [12]. 
Only the models are given here with minimal discussion. For further discussion and 
examples, the reader is referred to the original papers. 
Some models in the papers above allow time-varying vector fields, but we only 
consider autonomous ones here. Also, we have sometimes changed notation from the 
original papers to make the presentation more uniform. 
In Section 3.5, we briefly compare the four models. 
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3.1. Tavernini’s model 
Tavernini discusses so-called differential automata in [34]. He was motivated to 
study such systems as a means of modeling phenomena with hysteresis. 
A difSerentia1 automaton, A, is a triple (S,Lv) where S is the state space of A, 
S=R”xQ,Qz{l,..., N } is the discrete state space of A, and R” is the continuous state 
space of A; f is a finite family f(; 4) : lR”+R”, qEQ, of vector fields, the continuous 
dynamics of A; and v: S-+Q is the discrete transition function of A. 
Let v,=v( ., q), qEQ. Define Z(q)=v,(R”)\{q}, that is, the set of discrete states 
“reachable in one step” from q. We require that for each qEQ and each pEl(q) there 
exist closed sets 
M4,P=v;1(p). 
The sets aM,,, are called the switching boundaries of the automaton A. Define 
M4=uQEItq, M4,P and define the domain of capture of state q by 
C(q)=R”\M,=jx~!R”(v(x,q)=q}. 
The equations of motion are 
i(t)=f (x(t), q(t)), 
q(t) = v(x(t), q(t -)x 
with initial condition [xO,q,,]~UqEQ C(q) x (9). The notation t- indicates that the 
discrete state is piecewise right continuous. Thus, starting at [xO,i], the continuous 
state trajectory x( .) evolves according to i =f (x, i). If x( .) hits some aMi,j at time tl, 
then the state becomes [x(tI),j], from which the process continues. 
Tavernini places restrictions on the model above. First, for each qEQ and pEI( q), 
the set M4,P is required to be connected and there must exist a smooth function 
g4,P: R”‘+R with 0 in its image a regular value such that 
Thus, v;‘(p) is an n-submanifold of I?’ with boundary 
JM,,,=Ix~rw~ls,,,(x)=O), 
which is an (n- 1)-submanifold of R”. 
Also, Tavernini places the following three key restrictions on differential automata: 
1. Define cr,=min{dist(M,,,, M4,P.) Ip,p’El(q), p#p’}. We require that 
cc(A)=mincc,>O 
qEQ 
be satisfied. That is, the distance between any two sets with different discrete 
transitions is bounded away from zero. 
2. Define /?,,,=min{dist(aM,,,, aM,,,,) 1 p’~I(p)j. We require that the inequality 
P(A)=min min /3q+P>0 
qeQ ml(q) 
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be satisfied. That is, after a discrete transition, the next set from which another discrete 
transition takes place is at least a fixed distance away. 
3. The assumption on U(A) is such that C(q) is an open set with boundary 
dC(q)=%r= uPc,(q) aM,,,. We require that the inclusions 
EM,,&, H(q), qEQt 
be satisfied. That is, after a discrete transition the continuous state is in an open set on 
which the dynamics are well-defined. 
We refer to the above as the TDA model, for Tavernini’s differential automata. 
In [34], Tavernini uses the above assumptions to prove results about the trajecto- 
ries of differential automata and the numerical computation of their trajectories. 
3.2. Back-Guckenheimer-Myers model 
The framework proposed by Back, Guckenheimer, and Myers in [3] is similar in 
spirit to the TDA model. The model is more general, however, in allowing “jumps” in 
the continuous state-space and setting of parameters when a switching boundary is 
hit. This is done through transition functions defined on the switching boundaries. 
Also, the model allows a more general state space. 
More specifically, the model consists of a state space 
S=qvQS,, Q={L...,N}, 
where each S, is a connected, open set of R”. Notice that the sets S, are not required to 
be disjoint. 
The continuous dynamics are given by vector fields&: S,-,lR”. Also, one has open 
sets U, such that u,cS, and c?U, is piecewise smooth. For qEQ, the transition 
functions 
G,:S,-+SxQ 
govern the jumps that take place when the state in S, hits au,. They must satisfy 
AI($(x))E &c,(x)), where rrk is the kth coordinate projection function. Thus, 
rrl(GJx)) is the “continuous part” and nz(G4(x)) is the “discrete part” of the transition 
function. 
The dynamics are as follows. The state starts at point x0 in Ui. It evolves according 
to c?=~;(x). If x( .) hits some avi at time tl, then the state instantaneously jumps to 
state 5 in Uj, where G(x(t,))=(t,j). From there, the process continues. 
It is assumed that the switching boundaries aU, have a concrete representation in 
terms of the zeros of 
where the h,,i: S,+R are smooth. The convention then is such that h, >O on U,,. 
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We refer to the above model (simplified from the one in [3]) as the BGM model. 
The paper [3] presents computer tools that have been developed by its authors for 
the simulation of such hybrid systems. 
3.3. Nerode-Kohn model 
In [29], Nerode and Kohn take an automata-theoretic approach to systems 
composed of interacting ODES and finite automata (FA). They develop many models 
from this approach, but to keep the discussion germane to that so far, we discuss only 
the so-called “event-driven, autonomous equential deterministic model” [29, p. 3311. 
The model consists of three basic parts: plant, digital control automaton, and inter- 
face. In turn, the interface is comprised of an analog-to-digital (AD) converter and 
digital-to-analog (DA) converter. We refer to it as the NKSD (for sequential determin- 
istic) model. 
The plant is modeled as Eq. (2.2). It is considered to be an input/output automaton 
as follows. The states of the system are merely the usual plant states, members of R” 
[29, p. 3333. The input alphabet is formally taken to be the set of members of (u( .), 6,) 
where Bk is a positive scalar and u( .) is a member of the set of piecewise right- 
continuous functions mapping R + to U. Let PU, for piecewise U, denote the latter set. 
Suppose the plant is in state xk at time tk. The “next state” of the transition function 
from this state with input symbol (u( .), 6,) is given by xk+ 1 =‘X(tk + i&), where x( .) is 
the SdUtiOn On [tk,tk+dk] Of 
.i(t)=f(X(t), U(t-fk)), X&)=X,‘. 
Setting tk+ 1 =tk+hk, the process is continued. 
The digital control automaton is a quintuple (Q, I, 0, v, q), consisting of the state 
space, input alphabet, output alphabet, transition function, and output function, 
respectively. In general, Q, I, and 0 may be arbitrary subsets of h+. However, the 
interesting case is when these sets are finite and the equations represent a FA with 
output, which is discussed below. In any case, the functions involved are v : Q x I +Q 
and q : Q x I-0. The FA may be thought of as operating in “continuous time” by the 
convention that the state, input, and output symbols are piecewise right-continuous 
functions: 
df)=v(q(t-), i(t)), 
o(t)=?(&), i(t))- 
Here, the state q(t) changes only when the input symbol i(t) changes. 
It remains to couple these two “automata”. This is done through the interface by 
introducing maps AD: Y x Q-Z and DA : O-+PU. The AD symbols are determined by 
(FA-state-dependent) partitions of the output space Y. These partitions are not 
allowed to be arbitrary, but are the “essential parts” of small topologies placed on 
Y for each qEQ. We explain this later. To each 0~0 is associated an open set of PU. 
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The DA signal corresponding to output symbol o is chosen from this open set of plant 
inputs. The scalar Bk is a formal construct, denoting the time until the next “event”. 
Briefly, the combined dynamics is as follows. Assume the continuous state is 
evolving according to Eq. (2.2) and that the FA is in state q. Then AD( ., q) assigns to 
output y(t) a symbol from the input alphabet of the FA. When this symbol changes, 
the FA makes the associated state transition, causing a corresponding change in its 
output symbol o. Associated with this symbol is a control input, DA(o), which is 
applied as input to the differential equation until the input symbol of the FA again 
changes. 
Now, we explain what is meant by the “small topologies” mentioned above, 
concentrating on the AD map. Nerode and Kohn introduce topologies that make 
each mapping AD,-AD( ., q), qEQ, continuous as follows: 
1. First, take any finite open cover of the output space: Y= u f= 1 di, where the di 
are open in the given topology of Y. 
2. Next, find the so-called small topology YY generated by the subbasis di. This 
topology is finite and its open sets can be enumerated, say, as aQ,, . . ..gK. 
3. Next, find all the nonempty join irreducibles in the collection of the gi (i.e., all 
nonempty sets Bj such that if aj = Wkug,, then either gj = .?8k or @j= %?I). There are 
a finite number of such join irreducibles, denoted %I, . . . . WM. 
4. Without loss of generality, let the set of symbols be I = { 1, . . . , M} and define 
AD,(y)= i if pi is the smallest open set containing y. 
5. Create a topology r, on I as follows. For each igi, declare gi= {j 1 %jC%‘i f to 
be open. Let F[ be the topology generated by the gi. 
The sets AD;‘(i), iEl are the essential parts mentioned above. For a verification that 
AD, is continuous, as well as other results on AD and DA maps, see [7]. 
The Nerode-Kohn paper develops the underpinning of a theoretical framework for 
the hybrid continuous/rule-based controllers used by Kohn in applications. Continu- 
ity in the small topologies associated with the AD and DA maps above plays a vital 
role in the theory of those controllers. See [29] and the references therein for details. 
3.4. Brockett’s model 
Several models of hybrid systems are described in [12]. We only discuss those that 
combine ODES and discrete phenomena since that is our focus here. 
Brockett introduces a “type D hybrid system” as follows: 
m(t)=f(x(thu(t),zLPJX 
d(t) = +4), u(t), ZLP J ), 
~~P~=v(xL~~~,zLPJ,uLPJ), 
where x(t)oX c R”, u(t)E Uc IW’, p(t)eR, uLpJ E v, zLp] EZ, f: R” x R” x Z+R”, 
r: R” x R” x Z+R, and v: R” x 2 x V-*2. Here, X and U are open subsets of R” and 
R”, respectively. In general, V and Z may be arbitrary subsets of Z +, but we deal with 
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the case where they are finite. The notation Lp J denotes the greatest integer less than 
or equal to p and Lt, J denotes the value of t at which p most recently became an 
integer; zLp], e.g., is short for z(Lp(t) J). Th e “rate equation” r is required to be 
nonnegative for all arguments, but need have no upper bound imposed on it. We 
denote such a system as BD, for Brockett’s type D model. 
The first equation represents the continuous dynamics and the last equation the 
“symbolic processing” done by the system. The input u(t) is the continuous control 
exercised at time t; the input uLp] is the pth symbolic or discrete control, which is 
exercised at the times when p passes through integer values. Thus, Brockett has 
combined continuous and discrete dynamics by the inclusion of the special “timer” 
variable p, the two interacting whenever p takes on an integer value. 
In general, one may also introduce continuous and symbolic output maps 
Y(r)=+(r), ZLP _I )7 
~LPI=s(YLt,JJLPI,- 
In this case, one may hmitfor r by allowing them to depend only on y instead of the 
full state x. 
Brockett also has a simpler “type B hybrid system” in which the Y equation does not 
appear and the symbolic control uLp] replaces zLpJ in the first two equations. 
Finally, he generalizes BD to the case of “hybrid system with vector triggering” in 
which one replaces the single rate and symbolic equations with a finite number of such 
equations. 
In [12], Brockett gives many examples of devices modeled with these systems of 
equations, including buffers, stepper motors, and transmissions. 
3.5. Discussion 
In the sequel, we explore the capabilities of the four hybrid systems models, TDA, 
BGM, NKSD, and BD, described above. Clearly, these models were developed for 
different purposes with assumptions arising accordingly. Nevertheless - and for 
expediency - we note some containment relations among these models. 
Here, A contains B means that every system described by the equations of model 
B can be described by the equations of model A. When the equations of a model 
describe a system, we say that the model implements that system. 
First, since we are not interested in control in this paper, we develop autonomous 
versions of the models NKSD and BD above, in which the control inputs are replaced 
by fixed functions of state. (The reader interested in control of hybrid systems hould 
consult [9,12,16].) 
For instance, here is an autonomous version of NKSD, which we refer to as 
NKAUT: 
~(r)=_f(x(t),q(t)), 
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where x(t)~R”, q(t)~Q=(l, . . . . N). Here, f:lR”xQ+R”, v:Qx l+Q, and 
AD:R”xQ-+Z2:{1,..., M}. Note that we have incorporated the output equations 
into the 1; v, and AD functions. The AD map is restricted as discussed in 
Section 3.3. 
Here is an autonomous version of the BD model, which we refer to as BAUT: 
where x(t)~R”, par, zL~JEZE{I,...,N), f:R”xZ+lR”, r:R”xZ+[W, and 
v: R” x Z x E-+2. As in BD, r is restricted to be nonnegative. 
By construction, NKSD contains NKAUT and BD contains BAUT. Note also that 
BAUT is distinct from the TDA and NKAUT models since, for instance, it allows 
arbitrary dependence of the discrete dynamics v on xLrPJ, which can lead to partitions 
not permitted by the other two models. We have other containment relations as 
follows. 
Remark. BGM contains TDA. 
Proof. Given an arbitrary TDA equation, choose, in the BGM model, S,= R”, 
U,=C(q)=R”\M,,f,=f(.,q), G,(x)=(x,p) if XEM~,~, and h,,,- -g,rP for all qeQ, 
pel(q). 0 
Remark. NKAUT contains TDA. 
Proof. Suppose we are given an arbitrary TDA equations (i.e., a differential automa- 
ton A). Let primed symbols denote those in the NKAUT model with the same 
notation as those for the differential automaton. Set Q’ = Q,f'( . , q) =f( ‘, q), qe Q’. This 
duplicates the continuous dynamics. 
Now, for each qEQ’, choose the small topology on R” 
yq= C(qb u M;,,, 
PE I(4) 
where O<s<cc(A)/3 and 
The nonempty joint irreducibles are C(q) and M&, A{,P, pE!(q), where 
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Let i ,rP, j4,P, k, denote the symbols associated with the join irreducibles M&, A& and 
C(q), respectively. Defining 
v’(%i,,,)=P? 
v’(q’j4,p)=q? 
V’(qJq)=% 
duplicates the discrete dynamics. 0 
Remark. BGM contains BAUT, 
Proof. Given an arbitrary BAUT equation, choose, in the BGM model, 
S~=R”xRxRxR, 
U,=R”x(-co,l)xRxR, 
.I1 (x, 4, P, 4 = Cfb, 4, r(x, z),0,013 
Gl(x,q,p,z)=(x,O,p+l,v(x,z,p),l), 
h1(x,q,p,z)=l-q. 0 
Notice the last proof shows that in the BGM model, setting parameters on hitting 
switching boundaries can be implemented with the transition functions. Note also 
that unlike the first two proofs, the last construction uses a different (but equivalent) 
state space for BGM and BAUT. In any case, we do not use the fact that BGM 
contains BAUT in further results. Also, we do not compare among BGM, NKSD, and 
BD here. 
Summarizing results needed later, the BGM and NKSD models contain the TDA 
model; BD contains BAUT. In the sequel, then, the presentation concentrates on the 
TDA and BAUT models since all capabilities possessed by these models will auto- 
matically be possessed by the four hybrid systems models reviewed above. Extra 
capabilities of the BGM model are noted as warrants. 
4. Notions of simulation 
In dynamical systems, simulation is captured by the notions of topological equiva- 
lence and homomorphism [15,17,31-J. One can extend these notions to systems with 
inputs and outputs by also allowing memoryless, continuous encoding of inputs, 
outputs, and initial conditions. 
In computer science, simulation is based on the notion of “machines that perform 
the same computation.” This can be made more precise, but is not reviewed here 
15,241. 
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Other notions of simulation (for discrete dynamical systems) appear in [20]. All 
these notions, however, are “homogeneous,” comparing continuous systems with 
continuous ones or discrete with discrete. One that encompasses imulation of 
a discrete dynamical system by a continuous dynamical system is required here. 
One notion that associates discrete and continuous dynamical systems is global 
section [31]. The set SxcX is a globd section of the continuous dynamical system 
[X, R’,f] if there exists a t,,E[W+ such that 
where P is a set containing precisely one point from each of the trajectoriesf(p, lR+), 
VEX. Using this for guidance, we define 
Definition (S-simulation). A continuous dynamical system [X, R +,f] simulates via 
section or S-simulates adiscrete dynamical system [Y, H +, F] if there exist a continu- 
ous surjective partial function * : X -+YandtO~R+suchthatforallx~t+-‘(Y)andall 
keZ+ 
W-(x, W)= f’(W), 4. 
Note that surjectivity implies that for each ye Y there exists XEI+- ‘(y) such that the 
equation holds. Here, continuous partial function means the map from t+-‘(Y) (as 
a subspace of X) to Y is continuous. 
Intuitively, the set VE 1,9 - ’ ( Y) may be thought of as the set of “valid” states; the set 
X \ V as the “don’t care” states. In dynamical systems, V may be a Poincart section; 
X\V the set of points for which the corresponding PoincarC map is not defined 
[17,18]. In computer science and electrical engineering, V may be the set of circuit 
voltages corresponding to a logical 0 or 1; X \ V the voltages for which the logical 
output is not defined. 
S-simulation is a strong notion of simulation. For instance, compare it with 
topological equivalence. Typically, though, the homogeneous notions of simulation 
do not expect time to be parameterized the same (up to a constant) for both systems. 
For example, a universal Turing machine U may take several steps to simulate a single 
step of any given Turing machine M. Moreover, the number of such U steps to 
simulate an M step may change from M step to M step. Some of the notions of 
simulation defined in [20] also allow this generality. Further, the definition of 
topological equivalence of vector fields (different han for dynamical systems, see [ 171) 
is such that parameterization of time need not be preserved. Thus, following the 
definitions in [20] one formulates the following definition. 
Definition (P-simulation). A continuous dynamical system [X, R’,f] simulates via 
points or P-simulates a discrete dynamical system [Y, Z+, F] if there exists a continu- 
ous surjective partial function II/ : X -+ Y such that for all x~ll/-‘( Y) there is a sequence 
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of times O=t,,<tl<tz<..., limk+cotk=a, such that 
$(.0x, GJ)=F(W), 4. 
One readily checks that S-simulation implies P-simulation. This is a weak notion. 
For instance, consider the case where Y is finite, 1 Y) = N. Suppose [X, R +,f] has 
a point p such that jf(p, R’)] 3 N and p=f(p, to) for some r,>O. That is, the orbit at 
point p is periodic and contains more than N points. Clearly, one may associate 
N distinct points in f(p, R+) with the points in Y, so that [X, R’,f] P-simulates 
[Y,iZ’, F]. This weakness persists even if Y is infinite. For example, the simple 
harmonic oscillator defined on the unit circle, X = S ‘: 
i*= -x1, 
along with $(x)=x1 P-simulates every [ [ - 1, 11, Z +, F]. These arguments also show 
the weakness of some of the definitions in [20]. Finally, this same example shows 
P-simulation does not imply S-simulation: the harmonic oscillator above cannot 
S-simulate any [ [ - 1,1], H+, F] for which 0 is a fixed point and 1 is not a fixed point. 
Thus, P-simulation need not correspond to an intuitive notion of simulation. The 
reason is that one wants, roughly, homeomorphisms from orbits to orbits, not from 
points to points. As mentioned in Section 2, this is achieved with continuous dynam- 
ical systems. However, this is not possible with nontrivial nonhomogeneous systems 
since a discrete orbit with more than one point is a (countable) disconnected set and 
any nonconstant continuous orbit is an (uncountable) connected set. Thus, there exist 
homeomorphisms between discrete and continuous orbits only when both are con- 
stant. 
If X is connected and Y is a discrete topological space, this situation exists even with 
points, i.e., the only continuous functions from X to Y are constant functions [27]. 
One way to remedy this is simply to place topologies on X and Y other than their 
usual topologies, so that continuous maps are possible (cf. Section 3.3). There are 
several ways to accomplish this. One approach is to use so-called small topologies on 
X. Another is to append a single element {I} to Y, which stands for “don’t care” or 
“continue,” and topologize Y’ = Yu{ I}. For more information and other approaches 
see [7,29]. 
Here - and with a view towards simulating systems defined on discrete topological 
spaces - we strengthen the definition of P-simulation in two ways. First, we require 
that the “simulated state” be valid on some neighborhood and for at least some 
minimal time period. Physically, this allows one to use “imprecise sampling” to obtain 
discrete data, providing a robustness that is lacking in the definition of P-simulation. 
Second, we require that the “readout times” are exactly those for which x(t)~t,- I( Y). 
Definition (I-simulation). A continuous dynamical system [X, R’,f] simulates via 
intervals or I-simulates a discrete dynamical system [ Y,H+, F] if there exist a 
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continuous surjective partial function + :X -+Yanda>Osuchthat V=II/-‘(Y)isopen 
and for all XEV the set T={teR+ If(x,t)~ V) is a union of intervals (rk,r;), 
O=r,<rb<r,<~~<..*, (T~--z~J>E, with 
W(x, a)= FW(xLW. 
for all tkE(rk, 5;). 
Clearly I-simulation implies P-simulation. S-simulation and I-simulation, however, 
are independent notions. 
The extra requirement that I+-‘(Y) be open implies that the inverse images of open 
sets in Y are open in X (and not just in I,- l(Y) as before). This is probably too strong 
a requirement in the case of a general topological space Y. However, in the case of 
Y a discrete topological space, it has the desirable effect that I,-‘(Y) is open for all 
YE Y. 
One might also have required an output map that is zero (or any distinguished 
output value) on the complement of T and nonzero otherwise. This amounts to, in the 
case of a universal Turing machine simulating a machine M, the existence of a distin- 
guished state meaning “a step of the simulated machine is not yet completed.” Here, it 
is related to the appending of a symbol {l} to Y as above and extending 
$:X-Y= Yu{lJ by defining $(x)=(l) if xEX\$-‘( Y) [2,7,29]. In this case, the 
requirements on $ may be replaced by requiring II/ to be continuous from X to Y’ (in 
a suitable topology) after extension. Finally, if X is a metric space one could introduce 
a “robust” version of I-simulation by requiring the inverse image of ye Y to contain 
a ball with at least some minimum diameter. 
Below, “simulation” is a generic term, meaning I-simulation, S-simulation, or both. 
SI-simulation denotes S-simulation and I-simulation. If a machine is equivalent, or 
simulates one that is equivalent, to a universal Turing machine, one says it has the 
power of universal computation. 
5. Simulation with hybrid systems and continuous ODES 
In this section we concentrate on general simulation results and the capabilities of 
hybrid systems and continuous ODES. 
We first construct low-dimensional discrete dynamical systems in Z” that are 
equivalent o finite automata (FA), pushdown automata (PDA), and Turing machines 
(TMs). Later, we give some general results for continuous ODES in [W”‘+’ simulating 
discrete dynamical systems in Z”. Combining allows us to conclude simulation of 
arbitrary FA, PDA, and TMs. By simulating a universal TM, one obtains continuous 
ODES with the power of universal computation. In the process, we also discuss the 
simulation and computational capabilities of hybrid systems. 
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5.1. Discrete dynamical systems equivalent to FA, PDA, and TMs 
We start by showing that every TM is equivalent to a discrete dynamical system in 
2’ and then consider systems equivalent to PDA and FA. Later, we refine these 
results to discrete dynamical systems in Z equivalent to TMs, PDA, and FA. 
The FA, PDA, and TMs considered here are deterministic. Thus their transition 
functions naturally give rise to discrete dynamical systems. These are defined on state 
spaces of input strings and states; input strings, states, and stacks; and states, tape 
head positions, and tapes, respectively. 
Here, the states, input strings, stacks, and tape configurations of automata and 
Turing machines are taken in the discrete topology; Z” as a topological or normed 
space is considered as a subspace of R” (in particular, it has the discrete topology). 
An inputless FA (resp. PDA) is one whose input alphabet is empty, i.e., one whose 
transition function depends solely on its state (resp. state and top stack symbol). See 
[ 193 for precise definitions of FA, PDA, and TM. 
Proposition 5.1. 1. Every TM is equivalent to a discrete dynamical system in Z2. 
2. There is a discrete dynamical system in Z2 with the power of universal computa- 
tion. 
3. Every FA and intputless PDA is equivalent to a discrete dynamical system in Z. 
Every PDA is equivalent to a discrete dynamical system in Z2. 
Proof. 1. Assume the tape alphabet is F= {yO,yI, . . ..Y.,_~}, ma2, with y0 the blank 
symbol; and that the set of states is Q = { qo, . . . , qn _ 1 }, n > 1. Define p = max { m, n). 
As is customary, the one-sided infinite tape is sorted in two stacks, with the state 
stored on the top of the right stack. The coding used is p-ary. In particular, suppose 
the TM is in configuration C, with tape 
g=Yi,,...,Yi,,~,Yi,~,Yi,+,,..., 
head positioned at cell N, and internal state qj. Encode the configuration C in the 
integers 
N-l 
T,=fi(C)= c pkiN-k+pN(m-l), TR=f2(C)=j+ f pkiN+k. 
k=O k=l 
The second sum is finite since only finitely many tape cells are nonblank. The integer 
(m- 1) is an end-of-tape marker. The TM is assumed to halt on moving off the left of 
the tape, so that (m- 1, T,) in H2 is a fixed point for all valid T,. On all other valid 
configurations C define transition function G in Z2 by 
where C’ is the configuration resulting when the next move function of the TM is 
applied to configuration C. 
2. Use part 1 with any universal TM. 
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3. The inputless cases are immediate from part 1. For the cases with input, note that 
we encode the input string in an integer like the left part of the tape of a TM above, the 
results following. 0 
Note that one can perform the above encodings of TMs, FA, and PDA with [0, p] 
replacing Z. Merely replace p by p - ’ in the formulas. The important thing added is 
compactness, and other encodings, e.g., with [0, l] replacing E, follow similarly. There 
is a problem using these encodings since two distinct tapes may have the same 
encoding, e.g., 3, 2, 0” and 3, 1”. One can get around this by “separating” each tape 
encoding by replacing p with 2p and using 2i for the ith symbol. Namely, the tape of 
length N, ~==i,r . . . . YIN) is encoded as xkN_0(2p)-k2ik. Such “Cantor encodings” were 
used in [32]. We still do not use such encodings here, however, since later we want to 
ensure a minimum distance between any two tape encodings. 
Finally, a wholly different approach is to use encodings inspired by those in [13]. 
Suppose we are given an arbitrary TM, T. Let 4, h, I, and r be integer codings of its 
state, position of its read-write head, the parts of the tape on the left and on the right of 
its head, respectively. A configuration of T is encoded in the integer 2q3h5’7’. 
More generally, any discrete dynamical system in Z” is equivalent o one in Z by 
using such encodings, viz., by associating (iI, iz, . . . , i,) with p’; p> . ..p$. where pi is the 
ith prime. 
We could have used such constructions instead of those in Proposition 5.1. 
However, we retain them since their transition functions have properties which those 
arising from the “prime encodings” do not (cf. Section 5.3). In any case, we conclude 
that the following proposition is true. 
Proposition 5.2. Every TM, PDA, inputless PDA, FA, and inputless FA is equivalent to 
a discrete dynamical system in Z. There is a discrete dynamical system in B with the 
power of universal computation. 
It is important to note that one can extend the transition functions in Z” above to 
functions taking 58” to R”. We may extend any function f: AC Z”-+R” in such 
a manner, by first extending arbitrarily to domain 72” and then using linear interpola- 
tion. Here is an example, used below. 
Example. A continuous mod function may be defined as follows: 
xmod,m- 
(LxJ modm)+x-LxJ, O<LxJ modm<m-1, 
(m- l)(Lx J + l-x), Lx J modm=m- 1. 
Later results require extensions that are robust to small input errors. That is, one 
would like to obtain the integer-valued result on a neighborhood of each integer in the 
domain. For instance, one may define a continuous nearest integer function, 
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[ .]c: R-&4, that is robust in this manner as follows: 
i-J<x<i++, 
3x-2i-1, i++<xdi+$. 
More generally, define II : R”+R”, by 
Then given any functionf: R”+R”, withf(Z”) c Z”‘, we can define a “robust version” 
by using the function fo II. 
Thus, given [A, Z+, F], AC Z”, its transition function may be extended to a con- 
tinuous function from IR” to 58” which is constant in a neighborhood of each point in 
A. Such a remark is actually a byproduct_of amore general result needed below [27, p. 
2161: 
Fact. Any continuous function f: A-+l%“, A a closed subset of R”, may be extended to 
a continuous map f: R”+lR”. 
Throughout the rest of this section we use continuous extensions as in the fact 
above, the notation ialways denoting such an extension off: 
5.2. The power qf exact clocks 
Later, we find that the ability to implement precise timing pulses is a strong system 
characteristic, enabling one to implement equations with powerful simulation capabil- 
ities. To this end, define 
Definition (Exact clock). A function S: lR+ +B is an exact m-ary clock with pulse- 
width T or simply (m, T)-clock if 
1. It is piecewise continuous with finite image Q={O, . . ..m-l}. ma2. 
2. For all tE(kT,(k+l)T), S(t)=i ijk=i(modm). 
All four hybrid systems models, TDA, BGM, NKSD, and BD, can implement 
(m, T)-clocks, as the results of Section 3.5 and the following shows. 
Example. 1. The BAUT model implements (m, T)-clocks: Choose Z= (0, . . . . m- 1 j 
and 
@= l/T, q(O) = 0, 
44 =(zLPJ +l)modm, ZLO] =o. 
Then S(t)=zLp(t) J is an (m, T)-clock. 
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2. The TDA model implements (m, T)-clocks: Set p = m if m even, p = m + 1 if m odd. 
Choose state space R x Q, Q= (0, . . ..p- l}. Define the continuous dynamics as 
f(x,4)=c,(--)q, 
qEQ. Set c,=l for all q if m is even; set c,=l for qE{O,...,m-21, c,=2 for 
qE{m- 1, m}, if m odd. In each case define the switching manifolds by 
gzk,Zk+l(x)=x-T 
g2k+l,(Zk+2)modp(X)= --x. 
Setting x(0) = 0, S(t) = q(t) and 
S(t)=&)-(m- l)Cq(r)/3(m- 111~ 
are (m, T)-clocks when m is even and odd, respectively. 
As an example of the simulation power one obtains with access to an exact clock, 
consider the following: 
Theorem 5.3. Every reversible discrete dynamical system F dejned on a closed subset of 
lF%” can be S-simulated by a system of continuous ODES in R2” with a (2, T)-clock, S, as 
input. 
Proof. 
i(t)= T-‘[G”(z)-z] (1 -S(t)), 
i(t)= T-‘[x-&x)]S(t), 
where G’ and fi are continuous extensions of G = F( ., 1) and H = F( ., - l), respectively. 
Starting this system at r=O with x(O)=z(O)=x,,, xeEdomain G, one sees that 
x(2kT)=z(2kT)=Gk(x,,). Here, $(x,2)=x for x=z, xedomainG. 0 
This theorem shows that exact clocks allow one to S-simulate arbitrary reversible 
discrete dynamical systems on closed subsets of R” with a system of ODES in R’“. The 
idea of turning on and off separate systems of differential equations is key to the 
simulation. The effect of the simulation is that on alternating segments of time one 
“computes” the next state, then copies it, respectively. Then, the process is repeated. 
One readily sees that the exact way the continuous extensions in the proof are 
performed is not important. 
As seen above each of the four hybrid systems models can implement (2, 7’)-clocks. 
In particular, they can implement a (2, T)-clock with just a single ODE. Thus the 
simulations of the theorem can be performed with continuous state space iW’“+r in 
each of these cases. Further, they each require only 2 discrete states. 
The generality of Theorem 5.3 allows us to conclude 
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Corollary 5.4. Using S-simulation, any hybrid systems model that implements continu- 
ous ODES and a (2, T)-clock has the power of universal computation. 
Proof. Using constructions as in Proposition 5.1, construct a reversible discrete 
dynamical system in Z” equivalent o a universal, reversible TM (one whose transition 
function is invertible) [4,35]. In turn, simulate it using the theorem. q 
However, we want to explore simulation of nonreversible finite and infinite com- 
putational machines with hybrid and continuous dynamical systems. First, we show 
that the ability to set parameters on clock edges is strong. 
Theorem 5.5. Every discrete dynamical system F de$ned on a closed subset of R” can be 
S-simulated by a system of continuous ODES on R2” (resp. R”) with a (2, T)-clock, S, as 
input and the ability to set parameters on clock edges. 
Proof. Define G z F (. , 1). Both systems are initialized at t =0 with c=x(O) =x0, 
xOEdomain G. 
1. Initialize z(0) = x0. 
.2(t)= T-‘[c(z)-z](l -S(t)), 
i(t)=T-‘[x-c]S(t). 
The constant c is set to z when t=kT, k odd. One sees that x(2kT)=z(2kT)= Gk(xo). 
Choose $(x, z) = x for x = z, xEdomain G. 
L. 
x(t)= T-‘[c(c)-c](l -S(r)). 
The constant c is set to x when t = kT, k even. One sees that x(2kT)= Gk(xo). Choose 
$(x)=x, xEdomain G. 0 
Note that if F is not reversible, forward trajectories of the above systems of 
equations may merge. This situation is allowed by our definitions. The simplest 
example of this is [{O, l}, Zf, F] with F(O,l)=F(l, l)=O. 
Corollary 5.6. Any hybrid systems model that implements continuous ODES, a (2, T)- 
clock, and setting parameters on clock edges, can S-simulate any TM, PDA, or FA; and, 
using S-simulation, has the power of universal computation. 
Proof. Combine the theorem and Proposition 5.1. 0 
In particular, the BGM model has this power (by defining the appropriate 
transition functions on the switching boundaries of the TDA (2, T)-clock given above). 
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5.3. Simulation without exact clocks 
Without an exact clock, one’s simulation power is limited. However, one can still 
simulate discrete dynamical systems defined on arbitrary subsets of H”. Next, we 
proceed to explicitly show that all four hybrid systems models can simulate any 
discrete dynamical system on Z”. Indeed, we show that continuous ODES can 
simulate them. 
In the previous section we used an exact (2, T)-clock to precisely switch between 
two different vector fields in order to simulate discrete dynamical systems in R”. 
Again, the essential idea behind the simulations in this section is to alternately switch 
between two different vector fields. However, since we are simulating systems in L”, 
using “robust versions” of their transition functions, and choosing well-behaved 
ODES, it is not necessary to precisely time these switches using an exact clock. Indeed, 
we can use continuous functions to switch among vector fields. 
It is still convenient o ensure, however, that only one vector field is active (nonzero) 
at any given time. Thus, we would like to introduce the following definition. 
Definition (Inexact clock). An inexact (m, T)-clock, m 32, is a continuous function 
S:R+-+[O, 11”’ such that on each interval tE[kT,(k+l)T] with k=i(modm) the 
following hold: Sj+l(t)=O, O<jdm- 1, j#i; Si+l(t)G 1 on a subinterval of length 
greater than or equal to T/2. 
It is also reasonable to require that transitions between 0 and 1 take place quickly 
or that there be some minimum separation between the times when &>O, Sj>O, i#j. 
Below, we need an inexact (2, T)-clock with the latter property. 
What is key is that such inexact clocks do not require discontinuous vector fields, 
discontinuous functions, or discrete dynamics. They can be implemented as follows. 
Example (Inexact (2, T)-clock). Define f(t)= l/T, initialized at r(O)=O. Now, define 
S1,z(r)=h* CsinWl, 
where 
h+(r)= 2r/6--1, 6/2<rQ6, 
1 0, 1, r S d <r, 6/2, 
h_(r)=h+(-r), and 0<6<J2/2. 
Thus, one can switch between two different systems of ODES with (Lipschitz) 
continuous functions of the state of another (Lipschitz) ODE. This is why 2n-t 1 
dimensional ODES are used below to simulate an n-dimensional discrete dynamical 
system. 
MS. Branicky 1 Theoretical Conzpurer Science 138 (199.5) 67-100 87 
We also need the following technical definitions: 
Definition (Nondegeneracy,$nite gain). A functionf: R”+R”, is nondegenerate (resp. 
finite gain) if there exist constants /?>O, M >O, such that 
IIxll~~Ml.f(4lI+P (resp. IIfWI~MIlxlI+BX 
for all xEX. 
Now we are ready for our main simulation result: 
Theorem 5.7. Every discrete dynamical system F defined on Y c Z” 
1. can be SI-simulated by a system of continuous ODES in [W’“+l, 
2. such that F( ., 1) isjinite gain and nondegenerate can be l-simulated by a system of 
continuous ODES in RZn+‘, 
3. such that Y is bounded can be SI-simulated by a system of Lipschitz ODES in R’“+‘. 
Proof. Let G=F(., 1) and O<E<~. SI,2 and 6 are as in the preceding example. For 
each ye Y, define the set 
H,={(x,z,~)\ IIx-yll=<~, I/z-.~~\~<E, sin(zr)<6/2, rmodc2<fi 
Set Il/(x,z,z)=n(z)=y if (x,z,z)EH,,. Note that the I+-‘(y)=H,, are open and disjoint. 
Initialize x(O), z(O), r(O) in II/- l(y), yE Y. 
1. Choose 
Z=--F -2[Z-fl(X)]3S,(T), 
?=l. 
It is straightforward to verify IZ(z(2k))= Gk(y), kEZ+, and the interval constraint. 
2. Let CI and L be the finite gain, and /I and M the nondegeneracy constants of 
G under norm 11 . II 71. Choose 
.<= -2E+[X-@7(Z))]S1(4, 
i= -2F:-1[Z-fl(X)]S2(4, (5.1) 
~=l/[l+(L+1)IIzlI,+a+(M+1)llxIl,+~]. 
It is straightforward to verify 17(z(t))=Gk(y) on an interval about the time tk where 
Z (tk)=2k, kE;Z+. 
3. Let fl=max( 11 i-j 1l3o (i,jEY}. Choose 
i= -2flC-‘[X-&n(Z))] S,(T), 
i= -2PE-1[Z--(X)]S2(4, 
?=l. 
(5.2) 
It is straightforward to verify 17(z(2k))=Gk(y), keh+, and the interval constraint. 
0 
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Note that nondegeneracy and finite gain of the extension G’need not hold for points 
not in Y. Note also that the simulations above are “robust” in the sense that there is 
a neighborhood of initial conditions leading to the correct simulations. The import of 
part 2 of the theorem is that if G=F( ., 1) is nondegenerate and may be extended to 
a Lipschitz function, then the ODES used in the I-simulation are also Lipschitz. 
Note also that the theorem continues to hold for any discrete dynamical system 
defined on YcR” such that there is some minimum separation between any two 
distinct points of Y. 
The discrete dynamical systems equivalent o TMs given by Proposition 5.1 have 
transition functions that are both finite gain and nondegenerate. Unfortunately, the 
transition functions of systems equivalent even to PDA need not be Lipschitz. 
Consider a PDA which pushes a tape symbol y on input symbol ir and pops y on input 
symbol iZ and test with inputs of the form i’i+’ , il iz. One may check that the “prime 
encodings” mentioned earlier lead to transition functions that are neither finite gain 
nor nondegenerate. 
Thus, relating the theorem back to simulation of TMs, PDA, and FA, we have 
many results, the most striking of which are given in the following corollary. 
Corollary 5.8. Every TM, PDA, and FA can be SI-simulated by a system of continuous 
ODES in R3. 
Every FA (resp. inputless FA) can be I-simulated (resp. SI-simulated) by a system of 
Lipschitz continuous ODES in R3. 
Using SI-simulation, there is a system of continuous ODES in R3 with the power of 
universal computation. 
Proof. Everything is immediate from the theorem and Propositions 5.1 and 5.2 except 
that the FA transition function is Lipschitz, which is readily checked. 0 
Of course, any hybrid systems model that implements continuous (resp. Lipschitz) 
ODES has similar powers. In particular, the four reviewed here do. 
Finally, all the simulation results for discrete dynamical systems on E can be 
extended from continuous to smooth vector fields by using C” interpolation (with 
so-called “bump” functions [15]) rather than linear interpolation in extending their 
transition functions and the functions [.lc and h+, and by replacing I( .I1 p with // . II2 
in Eq. (5.1). 
6. Implementing arbiters 
In this section, we contrast the capabilities of hybrid and continuous dynamical 
systems by using the famous asynchronous arbiter problem [S, 23,361. 
We begin in the first subsection with a discussion of the arbiter problem. Next, we 
prove that one cannot implement an asynchronous arbiter using a system of Lipschitz 
ODES continuous in inputs and outputs, i.e., a system of the form of Eq. (2.2) with 
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fLipschit in x, continuous in u and h continuous [18, p. 2971. Finally, we show that 
all four hybrid systems models can implement arbiters, even when their continuous 
dynamics is a system of Lipschitz ODES continuous in inputs and outputs. 
6. I. The arbiter problem 
The definition and technical specifications of an (asynchronous) arbiter below are 
adapted from [36]. 
An arbiter is a device that can be used to decide the winner of two-person races. It is 
housed in a box with two input buttons, labeled Br and B2, and two output lines, IV, 
and W,, that can each be either 0 or 1. For ease of exposition, let the vectors 
B=(B1,&), W=(W,, W,) 
denote the button states and outputs, respectively. There is also a reset button, R. Below, 
the buttons Bi, R are taken to be 1 when they are pressed, 0 when they are unpressed. 
After the system has been reset, the output should be (1,O) if Bi is pressed before BZ; 
it should be (0,l) if g2 is pressed before Bi. Let T denote the time that button Bi is 
pressed. Then, the function of the arbiter is to make a binary choice based on the value 
of the continuous variable T, - T2. If the difference is negative, the output should be 
(l,O); if it is positive, the output should be (0,l). Upon reset, the output is set to (0,O). 
Here are the arbiter’s technical specifications: 
Sl. Pressing the reset button, R, causes the output to become (O,O), perhaps after 
waiting for some specified time, denoted T,, where it remains until one or both 
buttons are pressed. 
S2. The pressing of either or both buttons Bi causes, after an interval of at most Td 
units, the output to be either (0,l) or (lo); the output level persists until the next 
reset input. 
S3. If B, is pressed T, seconds or more before BZ is pressed, then the output will be 
(1, 0), indicating that Br was pressed first. Similarly, if B2 is pressed K seconds or 
more before B, is pressed, then the output will be (0, l), indicating that Bz was 
pressed first. 
S4. If Br and B2 are pressed within T, seconds of each other, then the output is either 
(1,0) or (0,l) - one does not care which - after the T,-second interval. 
The arbiter problem is as follows. 
Problem (Asynchronous arbiter problem). Build a device that meets the specifications 
Sl-s4. 
6.2. You cannot implement an arbiter with Lipschitz ODES 
In this section, we show that it is impossible to build a device, described as a system 
of Lipschitz ODES continuous in the required inputs and outputs, that implements 
the arbiter specifications. 
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First we give a generic system of Lipschitz ODES with the required properties: 
4t)=fW), B(t)), 
W)=Wt)), (6.1) 
where x(t)~lR”, lV(t)~lR~, B(t)~{0, l}‘, with B( .) piecewise continuous. Eachf( ., B), 
BE{O, I]‘, is Lipschitz. Thus, each vector fieldf( ., B) defines a continuous dynamical 
system &B,,B+ with ~B,,B&o~ T) the solution at time T of a(t)=f(x(r),Bi, B,) 
starting at x(0)=x0. Further, h : R “-+lR2 is continuous. Note that the action of the 
reset button is unmodeled; it is not necessary to the proof, which assumes it remains 
unpressed on the interval of interest. 
Since h is continuous, there exists a constant SJz>O such that 
IIw-wH24 whenever 11 x-x’ II< dJz, 
Define LW = 4 /a,,. 
Now, we are ready to settle the arbiter problem in this framework. 
(6.2) 
Theorem 6.1. For no choice of the values for T, and Td is it possible to build a device 
described by Eq. (6.1) that meets the arbiter specijcations Sl-S4. 
Proof. The proof is by contradiction, assuming there is a device described by Eq. (6.1) 
which satisfies the specifications. 
Assume that the arbiter has been reset, is in state x(0)=x,, at time r =0 with 
h(x,)=(O, 0), and that one of the buttons is pressed at time t=O. (This is without loss 
of generality as the equations are autonomous.) Also, assume that the reset button is 
not pressed until some time TR $ T, + Td. 
The behavior of the device from t = 0 to t = TR is completely determined by which 
button was pressed first and at what time the second button is pressed (if ever). 
Therefore, let xp(t) denote the solution at time t of Eq. (6.1) starting at time t=O at 
state x(O)= x0 with fixed parameter p G T1 - T,. Thus, p represents the difference 
between the times when B, and B2 are pressed. If B, is pressed but B, is never pressed, 
set p = - co. If B, is pressed but Bi is never pressed, set p = co. 
The arbiter specifications require that for T, + Td <t d T,, 
I (1, Oh PQ - Ta, 
h(x,@))= (0, l), ‘i pbT,, (1,0) or (0, l), otherwise. 
These specifications and Lemma A.1 (in the Appendix) are such that for any 6 > 0, one 
can find -T,,<a<7<T,, with r-a<& and with one of the h(x,(T,+T,)), 
h(x,(T,+ Td)) equal to (1,0) and the other equal to (0,l). 
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Pick 6 < min { T,, Td, l/L), where L > 0 is a finite bound of the maximum of the four 
Lipschitz constants corresponding to each of the f( ., B). Define 
c=max{ Ilf(x0, LO)II, Ilf(-ho, 1)/I, Ilfh, Ll)II ). 
Note c>O, for otherwise h(x,(t ))=h(x,(t))=h(x,) for all O<t< T,, a contradiction. 
For ease of notation, let F,, G,, H, denote the fundamental solutions &, r)( ., t), 
4c1,0j(., t), and &r, r)(.,t), respectively. Also, let X,=x,(t) and Yr=x,(t). Note that 
x0= Yo=x*. 
The proof splits into three cases: 
1. O<a<z<T,. 
2. - T,<a<z<O. 
3. -T,<~<O<T<T,. 
Case 1: In this case. 
y = 
f 
i 
Ft(xo), O<t<t, 
H,-#,(x0)), t<t<TR. 
Thus, X,= Y,. Now, by Corollary A.3, 
11 Y,-- YJ <cL-l(eLr-eLa). 
Thus, Lemma A.4 gives 
/IX a+T,, - YT+Td /I 6cL-1(eL(r-u)- l)eLaeLTd, 
~~L-'(eLd-l)e~(T.+Td), 
<d(e T l)eLtT”+ ‘a), 
where the last line follows from L6< 1. But by assumption, 
fi= IIW a+Td-h(Yr+Td)ilzr 
so that Eq. (6.2) yields 
Case 2: The argument is similar to Case 1 and yields the same inequality on 6. 
Case 3: In this case, 
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Note that max { Jbl,lzl} ~6. This and Lemma A.2 give 
~I~~,I-~~II~~I~~,~-~~~I+~I Y,-xoII~2c~-‘(eLd-1). 
Thus, Lemma A.4 gives 
II x I~I+T~- Y,+T~II Q2cL- (e 1 Lb _ l)$J-a, 
<2ceL’“(e- 1)6, 
where the last line follows from L6 < 1. But by assumption, 
JZ=IIh(X,,I+..)-h(Y,+,,)II,, 
so that Eq. (6.2) yields 
K3 = l/[ficL&e - l)eLTd] ,<a. 
Thus, choosing 6 < min (c, T,, l/L, K 1, K3 >, would have achieved a contradiction 
in all three cases. 0 
The basic argument used above is that one cannot have a continuous map from 
a connected space (e.g., R containing p) to a disconnected space (e.g., { (1, 0), (0,l))) 
[27]. Nevertheless, one must prove that the map given by the device is indeed 
continuous before one makes such an appeal. Above, we have explicitly demonstrated 
the continuity of the system of switched differential equations describing the arbiter. 
6.3. Implementing arbiters with hybrid systems 
In this section it is shown that each of the hybrid systems models can implement an 
arbiter. Given the results of Section 3.5, it is enough to implement one using the 
BAUT and TDA models. However, the problem is such that we must add inputs and 
outputs to these models, which is done in an obvious way. 
In each case, the continuous dynamics is a system of Lipschitz ODES continuous in 
inputs and outputs, the essential “resolving power” coming from the mechanisms 
implementing the discrete dynamics. 
We first implement an arbiter with a hybrid system a la Brockett: 
Proposition 6.2. There exists a system of equations in the BAU T model with inputs and 
outputs that meets the arbiter specijications Sl-S4. 
Proof. We design for T, = T,/2 = T,. 
a=[2(4zLpJ--l)max(B,,Bz)T(x)/T,](l-R)-(2x/T,)R, 
ri=C2~,(~~-~,)(1-~~~J)l~,l(l--)+(~~pJI~~)~, 
zrpi=(4~J+lm.a 
IV= h(x), 
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where 
h(x) = I 
to, 11, x< -3, 
(O,IxI--2) -36x+-2, 
(0, O), -26xG2, 
(x-2,0), 2<x<3, 
(LO), 36% 
I 1, lxIG4, T(x)= 5-1x1, 4<(xl<5, 
I 03 561x1. 
Let us examine these equations when & is pressed at time t = 0. Let 7’r > 0 denote the 
time at which Br is pressed. The equations are assumed to be properly reset so that 
without loss of generality, we assume that lx(O)1 < 1 and ~(0)~[2k, 2k + l), for some 
keH+, and zLp(O)j =O. Also, we assume that the reset button is inactive (R =0) from 
t=O to f= t, >2T,. In this case, the two equations are simply (no matter when B, is 
pressed) 
C? = - 2T(x)/T,, 
p=o, 
so that x(t)< -3 and hence W(t)=(O, 1) for tE[2T,,t,]. 
Now, we look at these equations under the same assumptions, excepting B1 is 
pressed at t = 0 and Bz is pressed at t = T2 > 0. Now there are two cases: TZ < t, and 
T,>t,, where t,=[l -(p-LpJ)] T,/2< T,/2 is the time when z(Lp(t) J) would first 
equal 1 if B, were not pressed before it. In the second case, by time t, the equations are 
a=6T(x)/T,, 
p=o, 
so that x(t)>4 and hence W(t)=(l,O) for te[t,+ T,, tR] 1[2T,, tR]. In the first case, 
the first equation remains 
Z? = - 2T(x)/T,, 
so that x(t)< -3 and hence W(t)=(O, 1) for te[2T,,t,]. 
The reset behavior is readily verified. 0 
Now, we implement an arbiter with TDA: 
Proposition 6.3. There exists a system of equations in the TDA model with inputs and 
outputs that meets the arbiter specijcations Sl-S4. 
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Proof. For convenience, define T, =min { T,, T,}. Define the continuous dynamics, 
f(x, q, B,, &, R), which depends on states XEIW~, qE{ 1,2,3), and inputs B1, B,, and R, 
each in (0, l}, as follows: 
f(x, l;B1,Bz,O)=(B1CB1-B*l,B2), 
f 6% 2;. ~~,o)=(o,o), 
fk3;.,.,0)=(0,0), 
f (x,.;.,., l)= -$‘, 
with switching boundaries defined as follows: 
where 0~s < T,/4. Finally, define the output W=h(x) where 
I 
(l,O), x2 < T,/Z 
h(x)= (1 -4(X,/T,- 1/2),4(x,/T,- 1/2)), T,/2<x2<3T,/4, 
(0, I), 3Tm/4<x2. 
One readily verifies that it behaves correctly. Cl 
7. Conclusions 
We explored the simulation and computational capabilities of hybrid systems, 
which combined continuous dynamics (modeled by ODES) and discrete dynamics 
(modeled by finite automata). We concentrated on four hybrid systems models from 
the control and dynamical systems literature [3,12,29,34]. The four hybrid systems 
models, denoted TDA, BGM, NKSD, and BD, were reviewed, compared, and exam- 
ined throughout. Since we were not interested in control in this paper, autonomous 
versions of the NKSD and BD models were developed. (The reader interested in 
control of hybrid systems should consult [9,12,16].) 
We defined notions of simulation of a discrete dynamical system by a continuous 
dynamical system. S-simulation, or simulation via section, was motivated by the 
definition of global section in dynamical systems 1313. Relaxing this to allow different 
parameterizations of time we considered P-simulation, which was seen to be weak. To 
remedy this, we defined I-simulation, or simulation via intervals. Both S-simulation 
and I-simulation imply P-simulation. S-simulation and I-simulation are independent 
notions. 
We then showed that hybrid systems models with the ability to implement an exact 
clock can simulate fairly general discrete dynamical systems. Namely, we demon- 
strated that such systems can S-simulate arbitrary reversible discrete dynamical 
systems defined on closed subsets of R”. These simulations require ODES in lR2” with 
the exact clock as input. Each of the four hybrid systems models can implement exact 
clocks. 
Later, we found that one can simulate arbitrary discrete dynamical systems defined 
on subsets of Z” without the capability of implementing an exact clock. Instead, one 
can use an approximation to an exact clock, implemented with a one-dimensional 
Lipschitz ODE. The result is that we can perform SI-simulations (resp. I-simulations) 
using continuous (resp. Lipschitz) ODES in lR2n+1. 
Turning to computational abilities, we saw that there are systems of continuous 
ODES possessing the ability to SI-simulate arbitrary pushdown automata and Turing 
machines. Finite automata may be SI-simulated with continuous, Lipschitz ODES. By 
SI-simulating a universal Turing machine, we concluded that there are ODES in KY3 
with continuous vector fields possessing the power of universal computation. Further, 
the ODES simulating these machines may be taken smooth and do not require the 
machines to be reversible (cf. [26, p. 228)). 
The import of S-simulation here is that such simulations take only “linear time” 
[13]. The import of I-simulation is that the readout times for which the state/tape is 
valid are nonempty intervals. Indeed, the intervals are at least some minimum length. 
Also, the simulations were “robust” in the sense that they can tolerate small errors in 
the coding of the initial conditions. Though not required by our definitions, these 
contained balls of at least some minimum diameter. 
Finally, we showed that hybrid systems are strictly more powerful than Lipschitz 
ODES in the types of systems they can implement. For this, we used a nontrivial 
example: the famous asynchronous arbiter problem. First, we settled the problem in 
an ODE framework by showing one cannot build an arbiter with devices modeled by 
Lipschitz ODES continuous in inputs and outputs. Then, we showed that each of the 
four models of hybrid systems can implement arbiters, even when their continuous 
dynamics are modeled by Lipschitz ODES continuous in inputs and outputs. 
We now turn to some discussion. Our simulation of arbitrary Turing machines was 
announced in [6]. It is now a special case of the current results. These results imply 
that, in general, questions regarding the dynamical behavior of hybrid systems with 
continuous ODES - and even well-behaved ODES themselves - are computationally 
undecidable. See [25,26] for a discussion of such questions. 
The explicit formulation and solution of the asynchronous arbiter problem in an 
ODE framework appears to be new. It is excerpted from [S], which also discusses 
bounds on the performance of systems approximating arbiter behavior, arising from 
the explicit proof. Specifically, while the proof prohibits the construction of an arbiter 
with T, = 0( l), it does not prohibit an arbitration device with Td = O(ln( l/p)). Such 
a device is given in [S]. Finally, note that in our ODE model, the inputs Bi were 
assumed to be ideal in the sense that they switch from 0 to 1 instantaneously. 
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Imposing continuity assumptions on B as signals in [0, l]* leads to a similar 
result. 
To demonstrate the computational capabilities of hybrid and continuous dynam- 
ical systems ummarized above, we constructed low-dimensional discrete dynamical 
systems in Z” equivalent o Turing machines (TMs), pushdown automata (PDA), and 
finite automata (FA). It is well-known that certain discrete dynamical systems are 
equivalent to TMs and possess the power of universal computation (see, e.g., 
[13,25,32]). Our systems were constructed with the goal of simulation by continu- 
ous/Lipschitz ODES in mind. One notes that while it is perhaps a trivial observation 
that there are systems of (Lipschitz) ODES with the power of universal computation 
-just write down the ODES modeling your personal computer-this requires a system 
of ODES with a potentially infinite number of states. 
The best definition of “simulation” is not apparent. While stated in terms of our 
definitions of simulation, the simulation results of Section 5 are intuitive and would 
probably continue to hold under alternate definitions of simulation. 
Related to our general simulation results is a theorem of Zhidkov [37] (see also [3 1, 
p. 1351) which states that if a reversible discrete dynamical system is defined on 
a compact subset Kc Iw”, then there exists on a subset of R*“+ i a reversible continu- 
ous dynamical system that is defined by ODES and has K as a global section. 
It is possible to take a different approach than the one in Section 5 and construct 
smooth systems of ODES with inputs that “simulate” finite automata. For instance, in 
[lo] Brockett used a system of his so-called double-bracket equations (also see [l 1)) 
to “simulate” the step-by-step behavior of a FA. This .was done by coding the input 
symbols of the FA in a function of time that is the “control input” to a system of 
double-bracket equations. Specifically, if the input alphabet is I = {ui, . . . . u,}, the 
input string UiO, Uj,, Ui2) . . . is encoded in a time function, u(t), i.e., ik on the intervals 
[2kT, (2k + 1) r] and zero otherwise. In this paper, we encoded the full input string in 
the initial condition of our simulations. 
In [lo], Brockett was interested in the capabilities of his double-bracket equations. 
However, the resulting “simulations” of FA happen to behave poorly with respect o 
our definitions of simulation. Nevertheless, the key idea of his simulations of FA is 
that the input coding, u(t), is used in such a way that it alternately switches between 
two different systems of double-bracket equations. This idea is critical in our simula- 
tions of discrete dynamical systems with ODES. 
It is not hard to see that one could use the same approach as that in [lo] but more 
well-behaved systems of ODES to simulate the step-by-step behavior of FA. Consider 
a FA with transition function 6, states Q = { ql, . . _, q,, 1, and input alphabet I as above. 
Code state qi as i and consider the first two equations of Eq. (5.2). Choose /?=n and 
replace, respectively, Si, S2, and G with h+(u(t)),h_(u(t)- l), and 
D:(l)...) n}x{l,..., m}+(l)..., n}, 
defined by O(i,j) = k if 6( qi, Uj) = qk. The result is that any FA may be SI-simulated by 
a system of ODES in [w* with input. This was also announced in [6]. 
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In [2], it is shown that so-called piecewise-constant derivative systems (PCDs) in 
[w3 can “simulate” arbitrary inputless FA, inputless PDA, and TMs. Briefly, the notion 
of simulation used is that of I-simulation excepting as follows. First, the intervals in 
T can be open, closed, or half-closed; ‘ 6’ may replace ‘ <’ in the constraints on rk, r;; 
and there is no E constraint. Also, there is no continuity constraint on II/ and for each 
ye Y there need exist only one point in I,-‘(Y) for which the equation holds. However, 
there is the constraint that each I+-‘(Y) is convex and relatively open (i.e., open in the 
subspace of its affine hull). For convenience, we refer to this notion as AM-simulation. 
Since our I-simulations in Theorem 5.7 had I,!-‘(Y) open and convex, they are 
AM-simulations (here we are thinking of r in [W/2& or in a circle embedded in iw2, 
with appropriate changes). 
Convexity of $ - ’ ( y) may be a desirable property. For instance, it excludes simula- 
tion of FA by “unraveling” their transition diagrams into trees, a simple example of 
which is recounted in [2]. On the other hand, consider the case of a universal TM, U, 
simulating an inputless FA, A. Certainly, there could be many distinct configurations 
of U in which the current state of A is written on, say, its first tape cell. Then, even if 
the inverse images of the configurations of U are convex, the inverse images of the 
valid configurations with, say, 4 in the first tape cell need not be, preventing indirect 
AM-simulation of A through AM-simulation of U. In any case, we could have added 
the constraint that each II/-‘(y) be convex to our definitions of simulation with little 
change in any of our results. 
Finally, in [2] Asarin and Maler use three-dimensional PCDs to AM-simulate 
inputless FA. They also point out that three dimensions are necessary in order to 
AM-simulate, with autonomous ODES, inputless FA whose transition graphs are not 
planar. While their argument is fine, the transition graphs of deterministic inputless 
FA are always planar and it is straightforward to construct PCDs (and continuous 
ODES) in two dimensions that AM-simulate such FA. Moreover, even though the 
transition graphs of FA (with inputs) need not be planar, their argument does not 
contradict the result in Iw2 derived in this section, since it uses nonautonomous ODES. 
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Appendix 
Lemma A.l. If X is a connected metric space, Y is a discrete topological space with two 
points, and f: X-, Y is surjective, then for every 6 >0 one can find x, ZEX such that 
d(x, z) < 6 and f(x) #f(z). 
Proof. Assume the contrary. Then for all XEX, f(Ba(x)) = {f(x)) c V, where B6(x) 
denotes the ball of radius 6 about x and V is any open set aboutf(x) in Y. Thus,fis 
continuous [27]. But f continuous and X connected implies f(X)‘= Y is connected 
[27], a contradiction. 0 
Lemma A.2. Suppose x(t)=f(x(t)) with f globally Lipschitz continuous in x with 
constant L, 30. Then, for any L such that L > L, and L > 0, and any tz 2 tl, 
lIxt2-x,, II d Ilf (x,,) II L-lV(‘Z-‘~)- 1). 
Proof. Note that for t B tl, 
I,-x,,=l;f(x.,)ds+[, Cf(xJ-f(xt,)lds. 
So that 
II x1-q II d s * llf(xt,)Ilds+ 1 ’ IIf(f(xt,)IIds 1 fl 11 
s 
* 
GO-tl)lIf(xt,)Il+ Lllxs-xt,IW 
fl 
Now, substituting r = t - tl and (T =s- tl, this becomes 
II x,+t, - ~~t,Il~~ll.f(x,,)II+ rLII~o+t,-~fllld~. 
s 0 
Finally, defining u(r)= (I x,+~, -x,, 11, this becomes 
W~~lIf(x,JII+ ‘WWJ. 
j 0 
The result now follows from the well-known Bellman-Gronwall inequality [14, p. 
2521. 0 
Corollary A.3. Under the same assumptions plus the fact that the system was in state 
xtO at ttme todtI<t2, 
(I xt2 -xt, 11 < 11 f(xt,) /I L-l(eL(tZ-‘o)-eLctl-to)). 
99 
Proof. Note that Lipschitz continuity gives 
II fbt, 1 II d L II 4, --XI0 II + II .mto) II. 
But, the lemma gives in turn 
II xt, -xc, II d IIf(x,J II L-lV(‘I-to)- 1). 
So that the result follows. 0 
The following lemma is well-known (see, e.g., [18, p. 1691). 
Lemma A.4. Let y(t), z(t) be solutions to i(t)=,f(_x(t)) where ,f has global Lipschitz 
constant L > 0. Then .for all t 3 to, 
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