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Abstract
A study on high order numerical method for
solving hyperbolic conservation laws
Seong-Ju Do
Department of Mathematical Sciences
The Graduate School
Seoul National University
In this thesis, we develop efficient and high order accurate numerical schemes
for solving hyperbolic conservation laws such as the Euler equation and the
ideal MHD(Magnetohydrodynamics) equations. The first scheme we propose
is the wavelet-based adaptive WENO method. The Finite difference WENO
scheme is one of the popular numerical schemes for application to hyper-
bolic conservation laws. The scheme has high order accuracy, robustness and
stable property. On the other hand, the WENO scheme is computationally
expensive since it performs characteristic decomposition and computes non-
linear weights for WENO interpolations. In order to overcome the drawback,
we propose the adaptation technique that applies WENO differentiation for
only discontinuous regions and central differentiation without characteristic
decomposition for the other regions. Therefore continuous and discontinu-
ous regions should be appropriately classified so that the adaptation method
successfully works. In the wavelet-based WENO method, singularities are
detected by analyzing wavelet coefficients. Such coefficients are also used to
reconstruct the compressed informations.
Secondly, we propose central-upwind schemes with modified MLP(multi-
dimensional limiting process). This scheme decreases computational cost by
simplifying the scheme itself, while the first method achieve efficiency by
i
ii
skipping grid points. Generally the high-order central difference schemes for
conservation laws have no Riemann solvers and characteristic decompositions
but tend to smear linear discontinuities. To overcome the drawback of central-
upwind schemes, we use the multi-dimensional limiting process which utilizes
multi-dimensional information for slope limitation to control the oscillations
across discontinuities for multi-dimensional applications.
Key words: Finite difference WENO, Wavelet Analysis, Grid adaptation,
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Hyperbolic conservation laws are written as
∂q
∂t
+∇ · F(q) = 0,
q(x, 0) = q0(x).
(1.0.1)
This equation is of practical importance with applications ranging from a
variety of physical phenomena to mathematical financial modeling. Since the
solution of the hyperbolic system of PDEs (1.0.1) may develop steep gradi-
ents, shock waves and contact discontinuities in finite time, it is often difficult
to find the analytic solution and there is a need for robust shock-capturing
schemes without creating spurious oscillations. The development of the sta-
ble, accurate and effective numerical schemes for solving the conservation
laws (1.0.1) is essential for analyzing of a variety of physical phenomena as
well as achieve a qualitative understanding of the behavior of their solutions.
Over the past several decades, various numerical schemes have been proposed
to solve the equation (1.0.1).
The most popular numerical methods for hyperbolic systems of conser-
vation laws are the upwind schemes originated by Godunov [1], and it is
extended to second-order accuracy by van Leer [2]. The weighted essentially
non-oscillatory (WENO) scheme [3] is one of the most popular numerical
methods of Godunov’s type for hyperbolic conservation laws. WENO scheme
is an improvement of the essentially non-oscillatory (ENO) scheme [4, 5],
1
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which is a uniformly high order scheme obtained by dynamically choosing
the smoothest stencil for the calculations of flux derivatives. Rather than
selecting only the smoothest stencil from all of the candidate stencils around
the object cell, WENO assigns weights which are computed using smoothness
indicators to all stencils. Therefore a higher order accuracy is obtained in the
ideal case. Defining an effective smoothness indicator is an interesting topic,
and several improved versions of WENO schemes have been proposed, such
as WENO-M [6], WENO-Z [7] and WENO-NS [8], since the development of
WENO-JS [3].
In general, the fundamental task for numerical solutions using WENO
scheme is to compute interface flux values, using either cell averages (finite
volume sense) or pointwise values at cell centers (finite difference sense),
by applying higher order interpolations. When solving an Euler system of
conservation laws using WENO schemes, flux splitting such as Lax-Friedrich
splitting, combined with characteristic decompositions of a Jacobian matrix,
is used in order to obtain better numerical results. Computing smoothness
indicators in the characteristic spaces concerning non-linear terms at each
cell makes WENO schemes being computationally expensive.
If fixed stencil finite difference or volume schemes of at least second or-
der are applied to hyperbolic conservation laws, oscillations are produced at
discontinuities. In many numerical examples, portions containing singulari-
ties where oscillations arise, are not large compared to whole computational
domains. We often observe that the values contained in quite large portions
of the computational domains are smooth. It is obvious that the application
of the expensive WENO scheme to those areas having smooth solutions is a
computational waste.
Our proposed scheme achieves adaptivity through two different aspects.
One is an adaptivity of numerical grid points, and the other one is an
adaptivity of differentiation methods. In Figure 1.1, a continuous Gaussian
wave(Figure 1.1(a)) and a discontinuous step function(Figure 1.1 (b)) prop-
agate towards the right direction. The continuous example of Gaussian wave
shows the adaptive assignments of numerical mesh points during propagation
and the discontinuous example shows that expensive high resolution schemes
2
CHAPTER 1. INTRODUCTION
are necessary only in the neighborhood of discontinuous points, and that the
other points can be efficiently computed by fast fixed stencil differentiations.
(a) adaptivity of numerical grid points
(b) adaptivity of differentiation methods
Figure 1.1: Motivations of adaptivity in two aspects.
We use a lifted interpolating biorthogonal wavelet which was successfully
applied by O. Vasilyev et al. [9, 10] for fluid simulations. We utilize the same
multi-resolution approximation (MRA) for the assignment of numerical mesh
3
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points in different resolution levels and for selecting different differentiation
methods. The wavelet decomposition is very effective for detection of singu-
larities. It can be seen from various figures in our numerical examples that
the points of finest resolution level are automatically assigned near shock re-
gions. By applying a hybrid of WENO differentiations at these singularities,
with fixed stencil differentiations using scaling function representation at the
other points, we are able to obtain pleasing numerical results. We call this
numerical method wavelet-based adaptive WENO.
Another method to solve hyperbolic conservation laws is the Lax-Friedrichs
(LxF) central difference scheme introduced by Lax and Fridrichs in [11, 12],
in which no Riemann solvers and characteristic decomposition are involved. It
has the advantage of simplicity compared with the first-order upwind scheme
of Godunov [1]. Unfortunately, the LxF scheme, however, yields large numer-
ical dissipations, which leads to a poor resolution of shock discontinuities and
rarefaction waves. In order to reduce the numerical dissipation, Nessyahu and
Tadmor proposed a second-order extension of the LxF scheme (refered to NT
scheme) in [13], which is based on the staggered form of the Lax-Friedrichs
scheme. The NT scheme replaces the first-order piecewise constant solution
with van Leer’s MUSCL-type piecewise-linear one to construct second-order
approximation, while avoiding oscillations at discontinuities and achieving a
sharp and accurate shock capturing. The NT scheme retains the simplicity
of the Riemann-free LxF framework and avoids the disadvantage of exces-
sive first order dissipation of the LxF scheme. In the year 2000, Kurganov
and Tadmor (CU-KT) [14] proposed modifications to the NT scheme with a
smaller amount of numerical viscosity than that of the original NT scheme.
The second-order KT schemes with a semidiscrete formulation were based on
integration over Riemann fans of variable sizes and used more precise infor-
mation for the local speeds of propagation. Extensions to multidimensional
problems were introduced in [15].
Later generalization of the CU-KT schemes was proposed by Kurganov,
Noelle and Petrova [16] utilized one-sided local speeds of propagation(referred
to CU-KNP scheme). The numerical flux of the KT scheme uses only the
maximum wave speed but the CU-KNP scheme uses both maximal and
4
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minimum wave speeds to reduce the numerical viscosity. Higher than sec-
ond order schemes presented by Liu and Osher [17] are based on the non-
oscillatory third-order reconstruction with staggered evolution of the recon-
structed cell averages[18]. High-order essentially non-oscillatory (ENO) [19]
and weighted ENO (WENO) [3, 20] reconstructions were combined with
central schemes by Bianco, Puppo and Russo [21]. Modifications of central
schemes of Bianco, Puppo and Russo [21] were introduced in [22], which
is a central weighted non-oscillatory (CWENO) reconstruction. Other cen-
tral schemes with WENO are presented in [23, 24] and extensions to multi-
dimensional problems can be found in [25, 26]. The higher order reconstruc-
tions of central schemes have smaller numerical dissipations and yield a higher
resolution of shocks, rarefactions. Furthermore, other spontaneous evolution
of large gradient phenomena almost as sharply as comparable higher order
upwind schemes.
Most of the numerical schemes for hyperbolic conservation laws have been
developed on one-dimensional flow physics so that two-dimensional flows
are extended in a straightforward way by dimensional splitting method. Al-
though this approach allows the rigorous analysis of numerical schemes, using
one-dimensional limiters is not successful to achieve a good shock resolu-
tion if the shock is located in direction diagonal to the computational grid.
These numerical schemes lead to insufficient or excessive numerical dissipa-
tion due to the essential limitations of the accurate and efficient calculations
for multi-dimensional flows. During the last two decades there were activities
to control numerical oscillation and to design for multi-dimensional limiter
functions [27, 28, 29]. As successive studies, Kim and Kim extended the
one-dimensional monotonic condition to two-dimensional flow and proposed
multi-dimensional limiting process (MLP) for the two-dimensional compress-
ible Euler [30]. They proposed a multi-dimensional limiting process (MLP)
in the same article which uses multi-dimensional informations for slope limi-
tation to control the oscillations across discontinuities for multi-dimensional
applications. Later, improved MLP limiters have been devised [31, 32, 33, 34]
and they could be efficiently implemented in three-dimensional space. The
main focus of the MLP methods is to eliminate excessive numerical dissipa-
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tions and upgrade solution accuracy by predicting the physical distributions
of flow variables in multi-space dimensions. We propose CU-MLP(Central-
Upwind method with MLP) to improve the performance of CU-KNP, main-
taining the advantages of CU-KNP mentioned above.
The outline of this thesis is as follows : In Section 2 we define hyperbolic
conservation laws to be solved numerically and summarize eigen-structures of
the Euler equation and the ideal MHD equation. The well-known techniques
to impose divergence-free constraint in ideal MHD equation are briefly de-
scribed. The finite difference WENO methods and basic wavelet theories
are reviewed in order to explain the key concept of wavelet-based adaptive
WENO method in Section 3. The central upwind with MLP method is in-




In this chapter we introduce the concepts of a hyperbolic conservation law.
The Euler equation and Ideal MHD(Magnetohydrodynamics)equation, which
are popular applications of a hyperbolic conservation law, are described. Fur-
thermore, the eigen-structure of these equations are derived so that charac-
teristic decomposition method can be applied.
2.1 Hyperbolic Conservation Laws
A physical quantity q(x, t) is said to be conserved if the amount of q in some
bounded region Ω ⊂ Rn can only be modified in time by the flux F(q) passing











F · n dS,
(2.1.1)
where n is the outward unit normal vector of ∂Ω. Divergence theorem can be
applied to the last expression in Eq (2.1.1) under the assumption of smooth-







dV = 0. (2.1.2)
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The Eq (2.1.2) is called the integral form of a conservation law. Since this
integral must be zero for arbitrary region Ω, it follows that the integrand
must be identically zero. This gives the differential equation
∂q
∂t
+∇ · F = 0. (2.1.3)
The Eq (2.1.3) is called the differential form of a conservation law.
Most of PDEs(partial differential equations) can be classified as elliptic,
parabolic and hyperbolic. We will focus on only hyperbolic equations. The







q(x, 0) = q0(x). (2.1.5)
The PDE propagates the initial condition q0(x) with the wave speed ±1. For
the hyperbolic case, unlike elliptic and parabolic PDEs, physical informa-
tion travels at finite speeds. Since the propagation of waves occurs in many
important physical applications, it is crucial to develop numerical method
for solving the wave equation and its generalizations. In order to consider
the general situation, rigorous meaning of hyperbolic conservation laws is
introduced [35]. The dimensions of variables in (2.1.3) are defined as follows
:
q ∈ Rm, F ∈ Rm×n and v ∈ Rn, (2.1.6)
where m is the number of unknowns and n is the number of spatial dimen-
sions. In other words, the PDE (2.1.3) is extended to a system of PDEs to
cover more general problems.
Definition 2.1.1 (Hyperbolicity). Eq (2.1.3) is hyperbolic if, for any v ∈ Rn
such that |v| = 1, the Jacobian matrix ∂
∂q
(F · v) has real eigenvalues with a
complete family of right eigenvectors. Furthermore, the system is said to be
strictly hyperbolic if the eigenvalues are distinct.
As it will be seen in subsequent subsections, the eigenvalues of the flux Ja-
cobian are directly related to the wave speeds of solutions to the conservation
8
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law. Since the eigenvalues are required to be real, physical dynamics governed
by hyperbolic conservation laws necessarily involve information propagating
at finite speeds.












H(q) = 0. (2.1.7)
2.2 Euler equation
2.2.1 Model equation
The 3-D unsteady Euler equations of inviscid flow, a system of integral con-
































where ρ, u, v, w, p and E are the density, x-directional velocity, y-directional
velocity, z-directional velocity, thermal pressure and total energy, respec-
tively. Each physical quantities are connected by specifying the equation of
state :
p = (γ − 1)
(
E − ρ(u




with a specific heat ratio γ.
For 2-D Euler equations, z-directional velocity w is treated a constant
field. Then the fourth PDE of system (2.1.7) is reduced to the first PDE(namely,
the density conservation). Therefore 2-D Euler equation can be formed by
just dropping fourth rows of every vectors and H itself in Eq (2.2.1). 1-D
9
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case can be handled in the same manner.
2.2.2 Eigen-structure
The main goal of this subsection is to derive the explicit expression of eigen-






. It is enough
to obtain of eigen-structures of ∂F
∂q
by the following observation.







are similar each other.




are similar after switching
some variables. Define an operator A as the switching operator of variables u




1 0 0 0 0
0 0 1 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 0 1
 . (2.2.3)
It is trivial that A preserves a product of matrices. Then, it follows that
G = A(EF) = A(E)A(F) = EA(F). (2.2.4)

























 = A(q). (2.2.6)
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The eigenvalues, right eigenvector and left eigenvector of ∂F
∂q
are given as












































K + uc/(γ − 1)


































K − uc/(γ − 1)














u2 + v2 + w2
2
.
By the hyperbolicity of Euler equation, therefore, we can diagonalize the





= RDL, LR = I5×5 (2.2.17)
12
CHAPTER 2. GOVERNING EQUATIONS
where
R =
 r1 r2 r3 r4 r5







 , D = diag(λ1, λ2, λ3, λ4, λ5).
(2.2.18)
The following simple algebras derive the eigen-structures of the rest Ja-











Multiplying the elementary matrix E which interchanges the second and

















The Jacobian matrix ∂H
∂q
can be handled in the similar way. The observation
that the eigen-structure of all Jacobian matrices of the Euler equation has
similar structures makes the code implementation much easier.
13
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2.3 Ideal MHD equation
2.3.1 Model equation











ρu⊗ u + p̃I3×3 −B⊗B
u(E + p̃)−B(B · u)
u⊗B−B⊗ u
 = 0,
















In these equations, ρ is the density, u = (u, v, w) is the velocity field, E is the
total energy, B = (B1, B2, B3) is the magnetic field, p is the thermal pressure,
1
2
‖B‖2 is the magnetic pressure, p̃ is the total pressure, and γ is the specific
heat ratio. These equation describe the dynamics of an elcetrically conducting
fluid and are a combination of gas dynamics and Maxwell’s equations. The















































It is worth noting that the ideal MHD equation with B = 0 is reduced to
the Euler equation.
2.3.2 Eigen-Structure
In this subsection, we process the similar works done in the section 2.2.2. We
derive the flux Jacobian for the ideal MHD equations and compute its eigen-
decomposition. Notice that in each direction there are only seven non-trivial
equations and one for which the time derivative is identically zero. Because
of this, the flux Jacobian will be an 8 × 8 matrix, but with zeros placed in
the row and column that corresponds to the trivial equation.
It is enough to introduce eigen-decomposition of ∂F
∂q
with the aid of the
following relations :
G = EA(F ) = A(EF ), (2.3.4)
where A is an operator switching u ↔ v, B1 ↔ B2, and E is the 8 × 8
elementary matrix that interchanges 2nd row ↔ 3rd row and 6th row ↔
7th row.
15
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The eigenvalues of ∂F
∂q
are given by
λ1,8 = u∓ cf , (Fast magnetic waves)
λ2,7 = u∓ ca, (Alfven waves)
λ3,6 = u∓ cs, (Slow magnetic waves)
λ4 = u, (Entropy wave)





























Note that the eigenvalues satisfy the inequalities
λ1 ≤ λ2 ≤ λ3 ≤ λ4 ≤ λ5 ≤ λ6 ≤ λ7 ≤ λ8 (2.3.8)
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where
R =
 r1 r2 r3 r4 r5 r6 r7











D = diag(λ1, λ2, λ3, λ4, λ6, λ7, λ8) (2.3.11)






















s − a2), (2.3.13)
αf =




(c2f − c2a)/(c2f − c2s) otherwise
(2.3.14)
αs =




(c2f − a2)/(c2f − c2s) otherwise
(2.3.15)
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that
cf = c2 = ca = a.
Hence, conditional sentences “ if ” are suitably introduced so as to avoid di-
viding by zeros.
2.4 The ∇ ·B = 0 Constraint in MHD Codes
Our goal is to develop MHD codes that successfully solve many problems
involving all kinds of discontinuities. Still, there are unresolved arguments
related to how one should maintain the divergence-free property of the mag-
netic field in multidimensional MHD simulations. This constraint is auto-







= 0, namely B1 = constant, but many numerical schemes
do not guarantee ∇ ·B = 0 in multidimensional cases.
The paper [37] summarizes and compares the three approaches, 8-waves
formulation, constraint transport(CT) and projection scheme, to impose di-
vergence-free constraint to a base numerical scheme. In the paper [38], fur-
thermore, a divergence cleaning technique that introduces an additional scalar
field to propagate the divergence errors outside of the computational domain
is devised. Since the divergence cleaning method is suitable to the framework
of the grid adaptation, the method is adopted to our scheme appearing in
the chapter 3. The CT method is chosen to implement the simulation with
the numerical method that is introduced in chapter 4.
2.4.1 Constraints Transport Method
For sake of simplicity, the discrete equations will be shown for a two-dimensional
uniform Cartesian grid. The key idea of the CT method [39] is to represent
the magnetic flux as the curl of magnetic potential A = −u ×B. Then the
20
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PDEs according to the magnetic part of Eq (2.3.1) is rewritten as
∂B
∂t
+∇×A = 0. (2.4.1)




This implies that magnetic divergence always keeps the constant state. In
the light of numerical schemes, this fact can be represented as
∇ ·Bn = 0 ⇒ ∇ ·Bn+1 = 0. (2.4.2)
That is, the divergence of magnetic fields must be zero provided the initial
magnetic divergence is zero. If the magnetic field B is sufficiently smooth,
Eq (2.4.2) should hold for any numerical scheme. It is also crucial to de-
vise a numerical scheme having the property Eq (2.4.2) in the case that the
magnetic field B is discontinuous. It turns out that flux CT method is nu-
merically stable and gives reasonable solutions [37]. Thus we first describe
this method.
Note that A is independent of a spatial variable z in a two-dimensional













where Ω = vB1 − uB2 is the z−component of potential A. The main idea
of CT method is very simple. Firstly, we start with the semi-discrete Euler
21
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erty (2.4.2) is satisfied.
In flux CT method, the magnetic potential field is assigned at a cell face,






















2fi+1/2,j + fi+1/2,j+1 + fi+1/2,j−1







fi+1/2,j + fi+1/2,j+1 + fi−1/2,j + fi−1/2,j+1




where f and g are fluxes of arbitrary base scheme corresponding to B2 and
B1, respectively. It is easy to verify that the following cell corner centered
22
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Ωi+1/2,j
Figure 2.1: Nodes that necessary to compute potential Ωi+1/2,j
divergence value
(∇ ·B)i+1/2,j+1/2 =
(B1)i+1,j + (B1)i+1,j+1 − (B1)i,j − (B1)i,j+1
2∆x
+
(B2)i,j+1 + (B2)i+1,j+1 − (B2)i,j − (B2)i+1,j
2∆y
(2.4.9)
vanishes if the initial magnetic field is divergence-free.
2.4.2 Divergence cleaning technique
In [40] the divergence constraint for the electric field E in the Maxwell equa-
tion has been coupled with the evolution equation for E by introducing a
new unknown scalar function ψ. Different possibilities for this correction
technique have been examined in [38] which classified techniques for an el-
liptic, a parabolic and a hyperbolic equation. The equations related to the
magnetic field in Eq (2.3.1) are replaced by
∂B
∂t
+∇ · (u⊗B−B⊗ u) +∇ψ = 0, (2.4.10)
D(ψ) +∇ ·B = 0, (2.4.11)
23
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Ωi,j+1/2
Figure 2.2: Nodes that necessary to compute potential Ωi,j+1/2




+ ∆ψ = 0, (2.4.12)
∂D(∇ ·B)
∂t







∆D(ψ) + ∆(∇ ·B) = 0. (2.4.15)
Cancelling the term ∂(∇·B)
∂t
and ∆D(ψ), we have
∂D(∇ ·B)
∂t
−∆(∇ ·B) = 0, (2.4.16)
∂D(ψ)
∂t
−∆ψ = 0. (2.4.17)
In other words, ∇ ·B and ψ satisfy the same equation for any choice of D.
Our main goal is to make D(ψ) close to zero so that ∇ ·B become zero
by Eq (2.4.11). There are four possibilities of operator D : elliptic, parabolic,
24
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hyperbolic and mixed type.
If we define
D(ψ) = 0, (2.4.18)
then ψ is just a Lagrangian multiplier. We apply the following two step
method in the operator splitting manner.
Step 1) Update all variables with (2.3.1) using the base scheme. Denote
the resulting magnetic field as B∗.
Step 2) Calculate the ψ∗ by solving the Poisson equation
−∆ψ∗ = 1
∆t
(∇ ·B∗ −∇ ·Bn) = 1
∆t
∇ ·B∗. (By Eq (2.4.12))
Step 3) Compute Bn+1 by carrying out
Bn+1 = B∗ −∆t∇ψ∗. (By Eq (2.4.10))
Therefore Bn+1 is the projection of B∗ onto the space of divergence-free
fields, as introduced in [41]. This correction technique is called as elliptic
correction, since the Poisson equation which is classified as an elliptic PDE
is solved in the correction process. The method has been widely used in a
field of incompressible Navier-Stokes equation and usually called projection
method.
A parabolic correction is obtained by choosing
D(ψ) = 1
c2p
ψ with cp ∈ (0,∞), (2.4.19)
since Eq (2.4.17) becomes the heat equation
∂ψ
∂t
− c2p∆ψ = 0. (2.4.20)
It is worth to note that no additional scalar field ψ is required in the parabolic
case, since substituting the Eq (2.4.19) into the Eq (2.4.10) and the Eq
25




+∇ · (u⊗B−B⊗ u) = c2p∇(∇ ·B). (2.4.21)






with ch ∈ (0,∞). (2.4.22)
In this case, Eq (2.4.17) brings to the wave equation
∂2ψ
∂t2
− c2h∆ψ = 0. (2.4.23)
Hence a local divergence error are propagated to the boundary with the finite
wave speed ch > 0.

















− c2h∆ψ = 0 (2.4.25)
and offers both diffusion and propagation of the divergence error. The diver-
gence constraint Eq (2.4.11) takes the form
∂ψ
∂t




The whole process is as follows :
Step 1) Compute the numerical flux F using a base scheme.
Step 2) Modify the numerical flux F by adding the following term to
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magnetic flux part :
magnetic part of flux F + = ∇ψ. (2.4.27)
A central difference is used to approximate ∇ψ.
Step 3) Update the scalar field ψ by solving
∂ψ
∂t
+ c2h∇ ·B = 0. (2.4.28)
Denote the updated value as ψ∗.































Strategy with Finite Difference
WENO scheme
3.1 Finite Difference WENO scheme
In this section, we review the FD-WENO(Finite Difference WENO) scheme
for solving hyperbolic conservation laws. FD-WENO scheme is renowned for
its high order accuracy, efficiency and robustness as well as its straightforward
extension to multidimensional space via dimensional splitting.
3.1.1 Characteristic Decomposition
In this section, we describe the characteristic decomposition method for one-






(u(x, t)) = 0, (3.1.1)
where u and f(u) are vector-valued functions. It is enough to consider only
one-dimensional situation since multi-dimensional problem can be solved in
a dimensional splitting manner. The Equation (3.1.1) can be rewritten as a
28
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(x, t) = 0, (3.1.2)
















= RΛL, Λ = diag(λ1, λ2, · · · , λn),
where n is the number of equations, Λ is the diagonal matrix whose entries
are the eigenvalues of the Jacobian matrix, and R and L are the matrices of
the right eigenvectors and the left eigenvectors, respectively.
We consider the computational domain [a, b] with N + 1 uniform grid
points as follows :
a = x0 < x1 < · · · < xN−1 < xN = b.
The finite difference WENO scheme for Equation (3.1.1) can be written in







To obtain the numerical flux f̂i+1/2, the Algorithm 1 is performed.
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Algorithm 1 Computation of f̂i+1/2
1. Compute the physical flux at each grid point :
fi = f(ui).




(ui + ui+1) or ui+1/2 = Roe(ui, ui+1).
3. Construct the right and left eigenvectors at xi+1/2 :
Ri+1/2 = R(ui+1/2) and Li+1/2 = L(ui+1/2).
4. Project the physical quantities and fluxes into the characteristic fields :
Uj = Li+1/2uj and Fj = Li+1/2fj .
for all j = i−r, · · · , i+s necessary to compute a numerical approximation at xi+1/2.
In the case of the fifth order WENO interpolation, r = 2, s = 3.




(Fj ± α Uj),




|λ2i |, · · · , max
i
|λni |) and  is a component-wise product.
6. Interpolate the interfacial values F+i+1/2 and F
−










right(F−j−r, · · · , F
−
j+s).







To achieve an accurate and robust characteristic decomposition scheme, an
interpolation(reconstruction) procedure that has high order accuracy in smooth
region and guarantees stable results when shock waves appear needs to be
devised. WENO reconstruction is the one of popular schemes that satisfy the
above properties [3].
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The main idea of the WENO interpolation is to design non-linear weights,
wr, according to the smoothness of each sub-stencil. Smoothness is basically
measured by smoothness indicator involving L2 norms for all of the deriva-
tives of the interpolation polynomials. In order to capture both continuous
and discontinuous profile elaborately, it is crucial to design sophisticated
smoothness indicators so that they monitor the region where shocks occur
and recover the ideal weight, dr, near smooth extrema. Various variations of
the WENO-JS [3] interpolation method are shown in WENO-M [6], WENO-Z
[7, 42], WENO-NS [8], according to the smoothness indicators. In our imple-
mentation, WENO-JS is chosen with ε = 10−6 to prevent from dividing by
zero.
After the weights denoted wr are determined, the value at the cell in-
terface is computed by the weighted sum of each sub-stencil interpolation
polynomial. The WENO interpolation procedure is described in Algorithm
2. It is trivial that ulefti+1/2 = I
right
WENO(ui+3, ui+2, ui+1, ui, ui−1, ui−2) by the sym-
metric property of the WENO interpolation.
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Algorithm 2 Fifth order WENO interpolation, IrightWENO, at xi+1/2.
Input : ui−2, ui−1, ui, ui+1, ui+2, ui+3
Procedure :









(ui+1 − 2ui+2 + ui+3)2 +
1
4











(ui−1 − 2ui + ui+1)2 +
1
4
(ui−1 − 4ui + 3ui+1),
the ideal weights are given by
d0 = 0.3, d1 = 0.6, d2 = 0.1.
2. Determine the weights according to the each sub-stencil by normalizing αr :
wr =
αr
α0 + α1 + α2
, r = 0, 1, 2.







where the coefficients are given by
c−1,0 = 11/6, c−1,1 = −7/6, c−1,2 = 1/3,
c0,0 = 1/3, c0,1 = 5/6, c0,2 = −1/6,
c1,0 = −1/6, c1,1 = 5/6, c1,2 = 1/3.
Output : urighti+1/2 = I
right
WENO(ui−2, ui−1, ui, ui+1, ui+2, ui+3)
3.2 Wavelet Analysis
3.2.1 Multi-resolution Approximations
Our purpose is to decompose functions in L2(R) according to different reso-
lution levels. We start with the mathematical definition of Multi-Resolution
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Approximation introduced by [43], [44] and [45]. We first need to define Riesz
basis.
Definition 3.2.1 (Riesz basis). Assume that V is a subspace of L2(R). We
call a set of functions
{en ∈ V | n ∈ Z},
a Riesz basis of V if there exist A > 0 and B > 0 such that any function









|an|2 ≤ B ‖f‖2L2 .
Now, we are ready to define the MRA.
Definition 3.2.2 (MRA). A sequence {Vj}j∈Z of closed subspace of L2(R)







∈ Vj for all j, k ∈ Z, f(x) ∈ Vj,
Vj ⊂ Vj+1 for all j ∈ Z,














and there exists φ(x) ∈ L2(R) such that {φ(x− k)}k∈Z is a Riesz basis of V0.
Remark 3.2.3. 1. The subindex j is the resolution level. The functions
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in Vj have more detailed information as the resolution level j increases.
2. For any f ∈ L2(R), we denote its orthogonal projection into the sub-
space Vj of L
2(R) by PVjf . It is trivial that
lim
j→−∞
∥∥PVjf∥∥L2 = 0 and limj→∞∥∥f − PVj∥∥L2 = 0. (3.2.1)
Roughly speaking, nothing is left when the resolution level is signifi-
cantly small, and everything can be recovered when the resolution is
sufficiently large.
3. It is easy to check that :




Since V0 ⊂ V1 and φ ∈ V0, we can represent φ as a linear combination












where hk ∈ R. We call φ scaling function and the Eq (3.2.2) scaling
equation. The sequence of coefficients {hk}k∈Z is called the filer of scal-
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The symbol h represents some properties related to the corresponding
scaling function φ.
Theorem 3.2.4. A family of functions {φ(x−n)}n∈Z is a Riesz basis of the






∣∣∣φ̂(ω + 2kπ)∣∣∣2 ≤ 1
A
, for all ω ∈ [−π, π],
where φ̂ is the Fourier transform of φ.
Proof. See S.Mallat [45].
Let f be a function in L2(R) and {Vj}j∈Z be an MRA. In every subspace
Vj for every j ∈ Z, in order to approximate f as its orthogonal projection
PVjf , we need an orthonormal basis of Vj.
Definition 3.2.5 (Orthogonal scaling function). We call a scaling function
φ of an MRA {Vj}j∈Z orthogonal(orthonormal) if {φj,n}n∈Z is an orthogo-
nal(orthonormal) basis of Vj for all j ∈ Z.
Lemma 3.2.6. Let {Vj}j∈Z be an MRA and φ be a scaling function. Then
φ is orthonormal if and only if
∞∑
k=−∞
∣∣∣φ̂(ω + 2kπ)∣∣∣2 = 1, for ω ∈ R. (3.2.6)
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3.2.2 Orthogonal Wavelets
Let f be an L2(R) function and {Vj}j∈Z be an MRA. Suppose that Wj is an
orthogonal complement of Vj in Vj+1 :
Vj+1 = Vj ⊕ Wj. (3.2.7)
The orthogonal projection of f on Vj+1 can be decomposed as the sum of the
orthogonal projection on Vj and Wj:
PVj+1f = PVjf + PWjf.
Here the complement PWjf contains the detailed information of f which can
be described at the resolution level j + 1 but cannot be expressed at the
resolution level j. By performing the decomposition (3.2.7) repeatedly, we
have
Vl = Wl−1 ⊕Wl−2 ⊕ · · · ⊕Wj+1 ⊕Wj ⊕ Vj for any j < l.






In other words, an arbitrary function f ∈ L2(R) can be represented as the







We call the function ψ a wavelet and Wj a wavelet space of the resolution
level j.
Definition 3.2.7 (Orthonormal wavelet). A wavelet ψ is orthonormal if
{ψj,k}j,k∈Z is an orthonormal basis of L2(R).
Since ψ ∈ W0 ⊂ V1, we can represent ψ with the linear combination of
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We call the sequence gn the filter of the wavelet of ψ. Also, the symbol g







As one can expect, the properties of the wavelet ψ depend on its filter gn and
the scaling function φ.
3.2.3 Constructing Wavelets
When we want to construct a wavelet ψ, we mainly consider the number of
vanishing moments of ψ and its size of support.
Definition 3.2.8 (Vanishing moments). A function ψ has p vanishing mo-
ments if ∫ ∞
−∞
tkψ(t)dt = 0, for 0 ≤ k < p.
In other words, this means that ψ is orthogonal to any polynomial of
degree less than p. If f is locally Ck, then it is well approximated by a
Taylor polynomial of degree k over a small interval. If k < p, then wavelets
are orthogonal to this Taylor polynomial, and thus produce small amplitude
coefficients at fine resolution levels [45].
In many applications, the number of non-zero coefficients of the filter
of a scaling function φ directly affects the computational cost. From the
following lemma, we can know a connection between the number of non-zero
coefficients of the filter and the support size of the scaling function.
Lemma 3.2.9 (Compact support). The scaling function φ has a compact
support if and only if the filter h has a compact support. Furthermore, their
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supports are equal.
Proof. See S.Mallat [45].
3.2.4 Biorthogonal Wavelets
The construction of compactly supported orthogonal wavelet with certain
regularity is totally dependent on the design of the symbol h. This is quite
a burden to h. By replacing the orthogonality by the biorthogonality with
two dual functions φ̃, ψ̃, we may relieve the burden on a single h. These
dual functions are called a dual scaling function and a dual wavelet function
respectively, whose corresponding symbols are h̃ and g̃. We have the following







































Definition 3.2.10 (Biorthogonality). We call a set of scaling functions and
wavelets, {φ, ψ, φ̃, ψ̃}, a family of biorthogonal scaling functions and wavelets
if it satisfies Eq (3.2.8).
Through a simple algebra, we obtain the relations among the filters












gkh̃k−2n = 0, for all n ∈ Z.
(3.2.9)
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Hence we have the following equations of symbols
h(ω)h̃(ω) + h(ω + π)h̃(ω + π) = 1, g(ω)g̃(ω) + g(ω + π)g̃(ω + π) = 1,
h(ω)g̃(ω) + h(ω + π)g̃(ω + π) = 0, g(ω)h̃(ω) + g(ω + π)h̃(ω + π) = 0,
(3.2.10)
for all ω ∈ R.
Definition 3.2.11. If a group of filter (hn, gn, h̃n, g̃n) satisfies Eq (3.2.9),
then we call it a family of biorthogonal filters. Moreover, if a group of sym-
bols (h,g, h̃, g̃) satisfies Eq (3.2.10), then we call it a family of biorthogonal
symbols.
Let f be a function in L2(R) and {Vj}j∈Z be the MRA generated by φ
and {Wj}j∈Z be wavelet spaces generated by ψ. We have the corresponding
dual MRA {Ṽj}j∈Z and dual wavelet spaces {W̃j}j∈Z generated by φ̃ and ψ̃,
respectively. In a biorthogonal case, Wj is not orthogonal to each other for
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different j ∈ Z. Instead, we have
Vj ⊥ W̃j and Wj ⊥ Ṽj.










which is not an orthogonal decomposition.
3.2.5 Interpolating Scaling Function
We will construct ISF(Interpolating scaling function) on the real line [46]
[47]. Let N be a positive integer. We interpolate the Kronecker delta sequence
{δn,0}n∈Z at the integers to a function on the binary rationals by repeating
the following process. We call this the iterative interpolating process. Since
Algorithm 3 Construction of ISF, DDN
for j = 0, 1, 2, · · · do
Interpolate the vales at points
k + 1/2
2j
for all k ∈ Z with the La-
grangian interpolation using symmetric 2N points.
end for
this function is uniformly continuous on the whole binary rationals, it can be
uniquely extended to a function φ on R. We denote the function φ as DDN .
The construction with the iterative interpolating process tells us that
DDN is even symmetric :
DDN(x) = DDN(−x), t ∈ R.
Theorem 3.2.12. If p(x) is a polynomial of degree less than 2N , then p(x)
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Figure 3.1: Description of an iterative interpolating process with N = 2.
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Figure 3.2: Profile of DD2.
As one may expect that the ISF DDN has a compact support, the follow-
ing theorem gives us the interval of support of the function.
Theorem 3.2.13 (Support of DDN). For any N ∈ N, DDN vanishes outside
of (−2N + 1, 2N − 1).
Proof. Consider a sequence {xn}n≥0 satisfying the recurrence
xn+1 = xn +
2N − 1
2n+1
, x0 = 0.
For a given n ∈ N, we can notice that DDN(x) vanishes outside of [−xn, xn]
at the resolution level n. By simple computations, we obtain the general
expression of the sequence




By letting n→∞, we conclude that DDN vanishes outside of (−2N+1, 2N−
1).
Furthermore, it is well known that DDN is continuously differentiable
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From the Theorem 3.2.13, since the size of support of DDN is known, the






















k=0 (k −N + 1/2)
(j + 1/2)(N − j − 1)!(N + j)!
, for j ≥ 2.





















= 0, for j ≥ 2.
We assume that f is the extension of a discrete data set {fi}i∈Z by the
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Substituting x for 0, we obtain
f ′(0) = −DD′2(1) [f(1)− f(−1)]−DD′2(2) [f(2)− f(−2)] . (3.2.13)
Therefore, we need to compute DD′2(1) and DD
′
2(2) in order to approximate












Proof. Define a sequence pn approximating f






The iterative interpolation process tells us that
f(2−n) = − 1
16





f(2 · 2−n)− 1
16
f(4 · 2−n),
f(−2−n) = − 1
16
f(−4 · 2−n) + 9
16





For n ≥ 1, hence
pn =
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The general solution of the difference equation Eq (3.2.14) is






In order to determine the coefficient c1 and c2, we use the initial conditions
p−1 = c1 + 4c2 =
f(2)− f(−2)
4

































G. Deslauriers and S. Dubuc [46] have provided a beautiful technique on
computations of these derivatives for N = 3, which may be generalized for
the higher N . The results are given as the Table (3.1).
3.3 Adaptive wavelet Collocation Method
In the ISF method, which was discussed in the previous section, we used a
uniform grid to discretize field values. Only scaling functions of one resolu-
tion level are involved in the ISFM. In this section we prepare to introduce
AWCM(Adaptive Wavelet Collocation Method) [9] [10] [48], considering not
45
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1 2/3 272/365 39296/49553
2 -1/12 -53/365 -76113/396424
3 16/1095 1664/49553
4 1/2920 - 2645/1189272
5 -128/743295
6 1/1189272
Table 3.1: Derivative filters DD′N(i)
only scaling functions of one resolution level but also wavelets of different
resolution levels.
Let {φ, ψ, φ̃, ψ̃} be a family of biorthogonal scaling functions and wavelets.
And let {Vj}j∈Z and {Wj}j∈Z be the corresponding MRA and the wavelet
spaces, respectively. In general, Wj is not the orthogonal complement of Vj
in Vj+1. Let j0, j1 ∈ N such that j0 < j1. We know the following relation
Vj1 = Vj0 ⊕Wj0 ⊕Wj0+1 ⊕ · · · ⊕ Wj1−1. (3.3.1)
Note that operator ⊕ denotes not an orthogonal decomposition but a direct
sum.
Let f be a function in L2(R). We use notations Pj and Qj to express
projections of f into the subspaces Vj and Wj of L
2(R), respectively. Then
from Eq (3.3.1), we have




In terms of the basis functions {φj0,k}k∈Z and {ψj,m}j,m∈Z, Eq (3.3.2) can
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We call αj0,k scaling coefficient and βj,m wavelet coefficient. We may think
that scaling coefficients αj0,k represent rough information of Pj1f at the coars-
est resolution level j0 and the wavelet coefficients βj,m express the detailed
information of Pj1f using various resolution levels from j0 to j1 − 1.
Our interest is focused on the wavelet coefficients. In the several appli-
cations involving numerical solutions to PDE or image processing, we may
approximate a function or signal by discarding some terms in its wavelet de-
composition whose wavelet coefficients are negligible. Wavelet coefficients are
obtained by carrying out the fast wavelet transformations. In the AWCM,
the lifted interpolating wavelets constructed by lifting scheme [49] [50] are se-
lected as the wavelet basis function. We call this lifted interpolating wavelets
Donoho wavelets.
3.3.1 Interpolating Wavelets
Let us first study about the interpolating wavelets introduced by Donoho
[51]. For N ∈ N, we define a function DoN by
DoN(x) = 2DDN(2x− 1).






Hence, we know that
Wj ⊂ Vj+1 = span{(DDN)j+1,k | k ∈ Z}.
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Then we have the nested relation,
Kj ⊂ Kj+1.
We define a set of complementary grid pointsMj = Kj+1−Kj. The grid set
Kj+1 of resolution level j + 1 is composed of two disjoint sets, Kj and Mj.
We call Kj a coarse part and Mj a fine part in the resolution level j + 1,
Kj+1 = Kj ∪̇ Mj.
Now we consider the relation between the coefficients in Eq (3.3.3) and
Eq (3.3.4). By the definition of DoN , we easily know that







αj,k(DDN)j,k(x), for x ∈ Kj.
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By taking x =
l
2j















Let x0 ∈ Mj, then x0 =
k + 1/2
2j
for some k ∈ Z. Substituting x0 into













Hence, we achieve the following lemma.























This lemma shows that the wavelet coefficients βj,k’s represent the differ-
ence of f and its approximation Pjf in Vj.
Now we discuss the symbols of the family of biorthogonal scaling functions
and wavelets. Let h and g be the filters of DDN and DoN respectively and
h and g be their corresponding symbols. Since DDN is interpolating, it is
easy to check from its scaling equation that h2k =
δk,0√
2
, for all k ∈ Z. In the
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symbol form,
























h(ω) + h(ω + π) = 1, ω ∈ R. (3.3.5)
Since DoN(x) = 2DDN(2x − 1), for x ∈ R, we know that gk =
√
2δk,1.
Therefore, g(ω) = e−iω, w ∈ R. The biorthogonal condition Eq (3.2.10) is
rewritten in a matrix form :
M̃(ω)M∗(ω) = I, (3.3.6)
where M, M̃ ∈ C2×2 written by
M(ω) =
[
h(ω) h(ω + π)




h̃(ω) h̃(ω + π)
g̃(ω) g̃(ω + π)
]
,
and I is the 2 × 2 identity matrix. The upper script ∗ means conjugate
transpose of a complex matrix.
Our goal is to define the symbols h̃ and g̃ satisfying Eq (3.3.6). Since
M̃(ω) = (M∗(ω))−1,
there is nothing but computing the inverse of 2 × 2 matrix. Using the Eq
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h(ω)g(ω + π)− h(ω + π)g(ω)
[
g(ω + π) −g(ω)






















h(ω + π)g(ω) h(ω + π)g(ω + π)
]
.
Therefore, we can choose
h̃(ω) = 1 and g̃(ω) = e−iωh(ω + π),
to impose a biorthogonality condition on the family {h,g, h̃, g̃}. Thus, the
dual scaling function φ̃ is the Dirac function at the origin and the dual
wavelet ψ̃ is a linear combination of the shifted Dirac delta functions. The
biorthogonal family {DDN , DoN , φ̃, ψ̃} with its family of symbols {h,g, h̃, g̃}
is called Donoho wavelets family [49].
Remark 3.3.2. The Donoho wavelets family has some disadvantages.
1. DoN does not have vanishing moments. Thus, it does not satisfy the
admissible condition, which means it cannot generate a Riesz basis of
L2(R).
2. The duals are not L2(R) functions.
W. Sweldens has introduced an elegant technique called a lifting scheme
[49], [50], which can be used to construct better families of biorthogonal
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scaling function and wavelets overcoming these demerits of Donoho wavelets
family.
3.3.2 Lifting Scheme
In this section, we are supposed to introduce the lifting scheme devised by
W. Sweldens [49] [50]. We start with the following lemma.
Lemma 3.3.3. Assume that a family of biorthogonal symbols {h,g0, h̃0, g̃}
is given. Then, define the new family of symbols {h,g, h̃, g̃} by
g(ω) = g0(ω)− h(ω)s(2ω),
h̃(ω) = h̃0(ω) + g̃(ω)s(2ω),
(3.3.7)
for ω ∈ R, where s is a trigonometric polynomial. Then the new family of
symbols still has the biorthogonality property.
Proof. Our aim is to check the new family of symbols satisfies Eq (3.3.6).
Let M0, M̃0,M and M̃ be the following 2× 2 complex matrices. i.e.,
M0(ω) =
[
h(ω) h(ω + π)




h̃(ω) h̃0(ω + π)





h(ω) h(ω + π)




h̃(ω) h̃(ω + π)
g̃(ω) g̃(ω + π)
]
.
From Eq (3.3.7), we know that
M̃(ω) = S1(ω)M̃
0(ω) and M(ω) = S2(ω)M
0(ω),












For simplicity, the argument ω is supposed to be omitted in the following
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Therefore, the new family of symbols is also biorthogonal.
Next, we observe how these change of symbols affect the correspond-
ing functions. One can notice that the scaling function φ0 does not change,
namely φ = φ0, since its symbol h0 does not change. On the other hand, the
rest of functions except φ0 change. In order to make the situation clear, we































−iwk, sk ∈ R.
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We omit the derivation of the formula for ψ̃. Finally, we can achieve the
following theorem.
Theorem 3.3.4. Suppose that we have a family of biorthogonal scaling func-






















is biorthogonal for any sequence of real numbers sk ∈ R.
Remark 3.3.5. 1. This process of obtaining a new family of biorthogonal
scaling functions and wavelets is called a lifting.
2. Assume we have an initial family {h0,g, h̃, g̃0} of biorthogonal symbols.
Then we can also construct a new family {h,g, h̃, g̃} of biorthogonal
symbols defined by
h(ω) = h0(ω) + g(ω)s̃(2ω),
g̃(ω) = g̃0(ω)− h̃(ω)s̃(2ω),
where s̃ is a trigonometric polynomial. We call this process a dual lifting.
3. The choice of trigonometric polynomials s(s̃) in lifting(dual lifting) pro-
cesses plays an important role in improving the properties of the scaling
functions and wavelets.
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We introduce an interesting example to demonstrate the lifting process.




and h̃(ω) = 1,




The above family is called Lazy wavelet which is the simplest example of
wavelet.
We assume that a family {h,g, h̃, g̃} is a Donoho wavelet family. It follows
that h is a symbol of DDN and
g(ω) = e−iω, h̃(ω) = 1 and g̃(ω) = e−iωh(ω + π).
We will find certain relations between these two families {h0,g, h̃, g̃0} and
{h,g, h̃, g̃}.





















= h0(ω) + g(ω)s̃(2ω).
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Furthermore, the equation h(ω) + h(ω + π) = 1 tells us that















Therefore, we can conclude that the family of Donoho wavelets can be
obtained by carrying out a dual lifting scheme on the family of Lazy wavelets.
3.3.3 Lifting Donoho wavelets family
Now we will continue to lift the family of Donoho wavelets in order to improve
the properties of wavelet functions. We start with the family of symbols of
Donoho wavelets. Suppose that a family {h,g, h̃, g̃} is a Donoho family of








and g(ω) = e−iω





Let us consider the following new family {h,gl, h̃l, g̃} lifted from the Donoho
family :
gl(ω) = e−iω − h(ω)s(2ω)
h̃l(ω) = 1 + e−iωh(ω + π)s(2ω),
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Now, our main goal is to choose the coefficients sk so that ψ
l has 2Ñ
vanishing moments. From the Example (3.3.6), we already know that dual














, we can easily check that the coefficients of s̃ is half of the 2N -points
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Finally, we arrive at the very important theorem. The following theorem
tells us that the lifted Donoho wavelet can be constructed so that the dis-
advantages mentioned in Remark (3.3.2) are resolved. W. Sweldens [49] has
shown the marvellous theorem. The proof of the theorem is omitted since it
is too technical.
Theorem 3.3.7. Let N, Ñ ∈ N be given. Suppose that hÑ is the symbol of







If Ñ ≤ N , the lifted Donoho wavelet family with
s(ω) = 2s̃Ñ(−ω)
results in the shortest wavelet with 2Ñ vanishing moments.
We denote the lifted Donoho wavelet with 2N vanishing moments by DlN .
In order to make the situation clear, we consider a simple example for the
case N = Ñ . Because we already have Equation (3.3.8), it is trivial that





By the symmetric property of DDN , we finally have






3.3.4 The Lifted interpolating wavelet transform
SupposeN ∈ N is fixed. Let {DDN , DoN , φ̃, ψ̃} be a family of Donoho wavelets
and {DDN , DlN} be a family lifted from the Donoho wavelets family. Assume
that s(ω) is the trigonometric polynomial mentioned in Theorem 3.3.7. And
let {h,g, h̃, g̃} and {h,gl, h̃l, g̃} be the corresponding symbols of Donoho
wavelets and the lifted Donoho wavelet, respectively.
58
CHAPTER 3. WAVELET-BASED ADAPTATION STRATEGY WITH
FINITE DIFFERENCE WENO SCHEME
A main goal of this subsection is to derive formula of the wavelet trans-
formation with the lifted Donoho wavelets. We start with applying Theorem















































for l ∈ Z.
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For convenience, we define a normalized coefficients cj,k and dj,k as follows :
cj,k =
√
2jαj,k and dj,k =
√
2jβj,k.
Then, we eventually obtain the normalized wavelet transform :















We should discuss an initializing stage. Assume that f ∈ L2(R), and j is
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Furthermore, families of one-dimensional biorthogonal wavelets are easily
extended to multi-dimensional spaces. We consider separable wavelet bases
[45]. It is well known that an one-dimensional MRA {Vj}j∈Z with biorthgonal
wavelets {φ, ψ, φ̃, ψ̃} induces the two-dimensional MRA {V 2j = Vj ⊗ Vj}j∈Z
with biorthogonal wavelets {Φ,Ψµ, Φ̃, Ψ̃µ} defined as
Φj,m,n(x, y) = φj,m(x)φj,n(y),
Ψµj,m,n(x, y) =

ψj,m(x)φj+1,2n(y), µ = 1,
φj+1,2m(x)ψj,n(y), µ = 2,
ψj,m(x)ψj,n(y), µ = 3,
and
Φ̃j,m,n(x, y) = φ̃j,m(x)φ̃j,n(y),
Ψ̃µj,m,n(x, y) =

ψ̃j,m(x)φ̃j+1,2n(y), µ = 1,
φ̃j+1,2m(x)ψ̃j,n(y), µ = 2,
ψ̃j,m(x)ψ̃j,n(y), µ = 3.
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Therefore, the two-dimensional wavelet transform can be derived as follows :
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By taking an inner product 〈f, ·〉 on the both sides, we have the following
formula :
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Let f(x, y) be a function in L2(R2) and jmin, jmax ∈ N be the minimum and






























Now, we compress the projected function PV 2jmax
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where the thresholding function T µε is defined as
T 1,2ε (x) =
x, if |x| ≥ 2−j−1/2ε0, otherwise. ,
and
T 3ε (x) =
x, if |x| ≥ 2−jε,0, otherwise. .
In other words, by discarding the wavelet coefficient that are negligible, the
target function f(x, y) can be compressed.
3.4 Wavelet-based Adaptive WENO scheme
3.4.1 Adjacent Zone
Due to the nature of hyperbolic partial differential equations that propagate
the information into the adjacent region with a finite speed, a suitable narrow
band is essential to gain accurate numerical solutions. Therefore, we need to
add a few points to the vicinity of all active grid points. In this paper, we use
the same technique presented by Vasilyev [9] in a dimension by dimension
manner.
Suppose that a multi-resolution grid point (xjm, y
j
n) is given, where x
j
m =
m/2j, yjn = n/2
j. Then we consider the set called Adjacent zone, which con-





|j′ − j| ≤ L, |2j′−jm−m′| ≤M, |2j′−jn− n′| ≤M.
The parameters L,M are set to be 1 because the CFL number is usually less
than 1.
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3.4.2 Methodology for Spatial discretizations
The numerical flux is computed by differentiating MRA(multiresolution ap-
proximation) representation of field values in [9, 10]. However, it is well known
that such fixed stencil approximation of high order accuracy is necessarily
oscillatory near discontinuities which is called Gibbs phenomena [3]. When
discontinuous waves are generated, artificial viscosity term is introduced to
smooth out stiff behavior of field functions [52].
WENO type interpolation methods have shown excellent performance
in both smooth and discontinuous regions. However the main drawback of
WENO interpolation is a computational cost caused by evaluating non-linear
weights and smoothness indicator involving L1 norms of several functions.
Such auxiliary operations are necessary to control some oscillations by as-
signing small weights to the stencil containing shocks, as if only smooth
stencil is used.
Furthermore, characteristic decomposition approach that computes Roe
averaged values and solves matrix inversion problem makes whole numer-
ical simulation heavy. However, there is no need for considering elaborate
treatments mentioned above, provided field function is smooth sufficiently.
Hence, we consider the two distinct methods to evaluate numerical dif-
ferentiation according to the degree of smoothness of the function. The basic
assumption is that large wavelet coefficients represent the details such as
shock waves and oscillatory motions. Actually, it is already well known that
the frequency of the discontinuous function never disappear no matter how
we increase the level of resolutions [53]. Therefore, at the location where the
large wavelet coefficients lie, the classical finite difference WENO scheme is
applied. On the other hands, in the smooth regions, fifth order central dif-
ferencing equivalent to WENO interpolation with ideal weight [6] is used in
the component-wise sense(Algorithm 4).
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Algorithm 4 Strategy for evaluating spatial differentiations efficiently







Let P = (xm, yn) be a point on the multiresolution adaptive grid with level
j ∈ {0, 1, · · · , jmax}.





is computed by finite difference WENO method (Algorithm
1, 2).















where stride size s = 2jmax−j, ∆x is a spacing of fine grid.
end if
3.4.3 Time Integration
3rd TVD Runge-Kutta time integration evolving the function over 3 stages
is used to simulate. As mentioned in [54], this time integration scheme has
TVD(total variation diminishing) property and third order accuracy. The up-
dated value un+1 is obtained as a linear combination of the functions obtained
from successive updates with numerical differential operator L(·) :





















Local time stepping technique that marches the solution along different
time step size determined according to the grid resolution is introduced with
AWCM(Adaptive Wavelet Collocation Method) [55], AMR(Adaptive Mesh
Refinement) method [56]. Efficiency and good agreement with full grid sim-
ulations could be achieved by avoiding the strict restriction of time step [56].
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The efficiency of local time stepping is considerable when the cost of spa-
tial differential operator L(·) at the coarse grid is heavy. In our framework,
however, on the coarse grid points L(·) is computed effectively by simple cen-
tral differencing without characteristic decompositions. Therefore, we adhere
to use the 3rd TVD Runge-Kutta time integration.
3.4.4 Conservation error and boundary treatment
The proposed scheme is not fully conservative since two different spatial ap-
proximations are used to compute derivatives at points which lie on grids
having various scales in finite difference framework. It, however, must be
emphasized that the conservation error doesn’t affect significantly, provided
the solution is smooth sufficiently [57]. Moreover, Sebastian, Shu [58] have
shown that Lagrangian interpolation is sufficient to retain essential conser-
vation, high order accuracy, essentially non-oscillatory properties at the in-
terfaces of multi-domains. Li [59] demonstrated that the conservation error
vanishes rapidly as the grid resolution gets larger through the simulation of
one dimensional burger equation during very long time period.
The points located near the boundary are not compressed in order to
prevent from the contamination of the solution caused by the compressed
boundary informations. Such boundary portion hardly influences the total
compression ratio.
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3.4.5 Overall Process
Algorithm 5 Pseudo-code for evolving solution from un into un+1
1. Take a forward wavelet transformation to un with Maskn.
2. Compress un with thresholding parameter ε.
3. Extend Maskn to involve the adjacent zone(Say Maskn+1).
4. Add points required to compute high order numerical derivative to the
Maskn+1(Say Masktemp).
5. Perform inverse wavelet transformation(interpolation) to un with
Masktemp.
6. Compute spatial differential operator L(·)
Traversing the Maskn+1, iterate :
Compute the numerical spatial derivative L(un) obeying the Algo-
rithm 4.
Update from un to un+1 using L(un).
3.5 Numerical results
For all numerical tests to be illustrated below, the adaptation method that
determines which grid points are used in the simulations is applied to the
density field.
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3.5.1 1-dimensional equations
Shock Entropy Interaction problem
The initial condition of shock wave interaction problem devised by [5] is given
by
(ρ, u, p) =







if x ≥ −4
with the specific heat ratio γ = 1.4. The left and right boundaries of compu-
tational domain [−5, 5] are set to be free outflow boundary. Evolution of the
physical variables are carried out until t = 1.8. The adaptivity parameters
are given as jmax = 5, ε = 10
−4 and the 30 coarsest grid points used. This
example is a good indicator for verifying whether the scheme captures both
smooth and discontinuous behaviors efficiently or not.
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Figure 3.3: Shock entropy wave interaction. Density profiles of original
WENO and the proposed method at t = 1.8 with 960 grid points(top).
The 44% of grid points are used in the adaptive method. Level plot is shown
to verify that our method detects discontinuous regions as the finest grid
points(bottom).
3.5.2 2-dimensional Euler equations
2D Riemann problems
In this experiment, we simulate four two-dimensional Riemann problems
proposed by [60]. This problem is one of the well known test bed for any
numerical scheme solving the Euler equations. The computational domain
[0, 1]× [0, 1] is divided by four uniform quadrants :
Quad1 : [0.5, 1]× [0.5, 1], Quad2 : [0, 0.5]× [0.5, 1],
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Figure 3.4: Zoomed region of Figure 3.3. The dynamic distribution of density
is accurately captured.
Quad3 : [0, 0.5]× [0, 0.5], Quad4 : [0.5, 1]× [0, 0.5]
The initial conditions (ρ, u, v, p) are given by Table 3.2. The outflow bound-
ary conditions are imposed at every four computational boundaries. The
shock waves, contact discontinuities and smooth rarefaction waves dynam-
ically interact while the simulations are progressing. The numerical results
are obtained with adaptive parameters chosen as jmax = 5, ε = 10
−3, and
the 60× 60 coarse grid is used. Good agreements with the reference solution
Table 3.2: Initial conditions for the four two-dimensional Riemann problems.
Problem1(t = 0.25) Problem2(t=0.25)
Quad1 (1.5000, 0.000, 0.000, 1.500) (1.1000, 0.0000, 0.0000, 1.10)
Quad2 (0.5323, 1.206, 0.000, 0.300) (0.5065, 0.8939, 0.0000, 0.35)
Quad3 (0.1380, 1.206, 1.206, 0.029) (1.1000, 0.8939, 0.8939, 1.10)
Qaud4 (0.5323, 0.000, 1.206, 0.300) (0.5065, 0.0000, 0.8939, 0.35)
Problem3(t=0.30) Problem4(t=0.25)
Quad1 (1, 0.75, -0.5, 1) (0.5313, 0.0000, 0.0000, 0.4)
Quad2 (2, 0.75, 0.5, 1) (1.0000, 0.7276, 0.0000, 1.0)
Quad3 (1, -0.75, 0.5, 1) (0.8000, 0.0000, 0.0000, 1.0)
Qaud4 (3, -0.75, -0.5, 1) (1.0000, 0.0000, 0.7276, 1.0)
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published in [60] are seen clearly.
Figure 3.5: Results for two-dimensional Riemann problem 1, 2. Interpolated
density contour(left) and scattered image of grid points(right) used in the
simulation are shown. Compression ratios are 11.65% and 12.26% respec-
tively.
Isentropic vortex advection
An isentropic vortex advection problem [61] is considered to assess the order
of the adaptive WENO scheme. It is known that an isentropic vortex flowing
along the inviscid free stream provides a good indicator to check the order
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Figure 3.6: Results for two-dimensional Riemann problem 3, 4. Interpolated
density contour(left) and scattered image of grid points(right) used in the
simulation are shown. Compression ratios are 13.57% and 10.79% respec-
tively.
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of accuracy of schemes. Initial condition for the isentropic vortex is given by
a perturbation added to a uniform mean flow














(x− 5)2 + y2.
The computational domain is [0, 10] × [−5, 5], the vortex strength ε is
set to be 5 , γ = 1.4 and simulation is performed until t = 10. To exclude
inconsistency of the compression ratio in the convergence test(Table 3.3), the
threshold parameter ε is tuned so that the compression ratio stays around
65%.
The Figure 3.7 containing compressed data and interpolated data is pre-
sented to illustrate the effect of adaptivity.
Double mach reflection
The double mach reflection problem is a classical test problem for the Euler
equations. It was designed to simulate the behavior of an oblique mach 10
shock interacting with the horizontal reflecting wedge [62]. The computa-
tional domain is [0, 4]× [0, 1]. Initially, the oblique shock intersects with the
x-axis at x = 1/6 with an angle of degree 60◦. At the left and right bound-
aries in-flow and out-flow conditions are applied, respectively. The bottom
Table 3.3: Grid refinement test for isentropic vortex evaluation problem. The
L1 norms of the error of density ρ at t = 10 are presented to evaluate the
order of the adaptive WENO scheme.
Grid size L1 - error Average percent of points used order
32× 32 0.8977 70.8 none
64× 64 0.0176 63.7 5.6726
96× 96 0.0023 63.8 5.0189
128× 128 4.7336e-04 62.7 5.4950
160× 160 1.3704e-04 66.4 5.5551
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Figure 3.7: Compressed data(left) and interpolated data(right) for the den-
sity.(grid size : 320 × 320, compression ratio : 13%) Only compressed data
are used in the process of adaptive WENO along each time steps, then the
data is interpolated in the final stage(or necessary stages). The parameters
used are jmax = 5, Ncoarse = 21, ε = 10
−5.
boundary, starting from the intersection point x = 1/6, is a reflection wall.
The exact solution is given on the top boundary and the bottom bound-
ary. We set the coarsest grid to 60 × 15, the maximum resolution level to
jmax = 6 and the threshold to ε = 5.0 × 10−3. The simulation is performed
until t = 0.2. The numerical result is given in Figure 3.8, 3.9, 3.10, 3.11 and
3.12.
The computational efficiencies of our adaptive WENO algorithms for the
double mach reflection problem (finest grid: 3840× 960) are shown in Table
3.4. In this example, we set the coarsest grid to 60 × 15, the maximum
resolution level to jmax = 6 and the threshold to ε = 5.0× 10−3.
Table 3.4: Computational efficiency of our adaptive algorithm for two dimen-
sional Euler equations.
HRS WENO-Z
CPU time for finest grid (3840× 960) scheme (sec.) 274177.44
CPU time for adaptive algorithm (sec.) 30295.27
Max. percentage of adaptive points over finest points (%) 7.46
CPU gain = CPU time (fine.) / CPU time (adap.) 8.15
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Rayleigh-Taylor instability
Rayleigh-Taylor instability happens on an interface between fluids with dif-
ferent densities when there is an acceleration from heavy fluid to light one
[63]. Initial condition is described by :
(ρ, u, v, p) =
(2, 0, −0.025c cos(8πx), 2y + 1) y ≤ 0.5(1, 0, −0.025c cos(8πx), y + 1.5) y > 0.5
with a specific heat ratio γ = 5/3, and c is a speed of sound. Small perturba-
tion is introduced at the y-directional velocity v and the gravitational forcing
terms (0, 0, ρ, ρv) are added to the right hand side of Euler equation (2.2.1).
At the top and bottom boundaries, an inflow boundary condition that fixes
the physical state is set up and the reflective wall condition is imposed at
the left, right boundary. We evolve the conserved quantities until t = 1.95
with adaptive parameters chosen as jmax = 4, ε = 5 × 10−3 on the coarsest
30× 120 grid.
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Figure 3.13: Numerical results for Rayleigh-Taylor instability at t =
0.975, 1.4625, 1.95.
3.5.3 2-dimensional MHD equations
In order to solve MHD equation, an additional process for divergence-free
magnetic field is necessary. From the MHD equations, it is clear that the
magnetic field at any time step must have zero divergence, provided the initial
magnetic field is divergence-free. However, it is not satisfied automatically
from the numerical point of view, especially when artificial oscillations arise
and they cause numerical instability near discontinuous region. Thus suitable
process for handling divergence-free constraint should be considered.
In our simulations, the divergence cleaning technique [37] which uses an
auxiliary scalar field ψ (not an wavelet function) and a partial differential
equation to propagate, diffuse divergence error is used. Hence, the MHD
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ρuu + p∗I −BB
















The parameter ch and cp are related to the speed of propagation(hyperbolic




, and cp is determined so that e
−∆tc2h/c
2
p = 0.5. Also, the last equation
is solved in the operator splitting manner.
Orszag-Tang vortex problem
The first MHD test problem is the classical vortex system of Orszag-Tang
proposed by [64] and later studied in many papers [65, 66, 67, 64, 37]. The
Orszag-Tang vortex problem starts from smooth initial data, but gradually
the flow becomes very complicated so that several shock waves is developed.
Initial condition on the computational domain [0, 2π] × [0, 2π] is described
by
(ρ, u, v, w, p, B1, B2, B3) = (γ
2,− sin y, sinx, 0, γ,− sin y, sin(2x), 0),
where γ = 5/3 and final time = 3. Periodic boundary condition is imposed at
each computational boundary. The results of numerical simulation is achieved
with parameter chosen as jmax = 5, ε = 5 × 10−4 on the coarsest 40 × 40
grid. At early stage, an excellent compression is demonstrated. However, the
complex vortex structure generating various waves requires more grid points
to resolve it while the simulation is being evolved.
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(a) 3.28% used (b) 8.46% used
(c) 15.64% used (d) 23.07% used
(e) 28.08% used (f) 35.86% used
Figure 3.14: Scattered images displaying only the grid points used to solve
OT problem at t = 0.6, 1.2, 1.8, 2.4, 2.7, 3.0.
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Figure 3.15: The density profiles at t = 3.0 for OT problem. In order to
plot the left figure, wavelet-based interpolation is performed to Figure 3.14.
The right one is computed by full grid WENO method with the 1280× 1280
resolution. Good agreement between proposed method and original one can
be observed.
Rotor problem
Our last test problem consists of simulating the propagation of strong Alfvén
waves rotating near the origins. The problem suggested by [68] involves a
dense rapidly spinning cylinder(called a rotor) in an ambient fluid which is
stationary and has a light density.
The computational domain is [0, 1]× [0, 1] and initial conditions are given
by










(1, 0, 0) r > r1,(
1 + 9f(r),−f(r)v0
r









where γ = 5/3, final time = 0.295, v0 = 1, r =
√
(x− 0.5)2 + (y − 0.5)2.
Parameters r0, r1 are used to define the inside, outside regions of the rotor
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and set to be r0 = 0.1, r1 = 0.115. Furthermore, f(r) =
r1−r
r1−r0 is employed in
order to interpolate the physical values in the transition region of the rotor. At
each computational boundary, the outflow boundary condition is set. Figure
3.16 shows the numerical results with adaptation parameters jmax = 5, ε =
5× 10−4 on the coarsest 40× 40 grid. Furthermore, the numerical solutions
computed by adaptive grid and full grid are displayed in Figure 3.17 to
compare the quality of results. One can observe that both solutions agree
very well with each other. In the rotor problem, the benefit in the view of
efficiency is obvious as displayed in the Figure 3.16, Table 3.5.
Table 3.5: Memory and CPU time comparison of fifth order WENO with
adaptive grid and full grid simulations for the rotor problem.
Adaptive grid Full grid Ratio
The maximum number of grid points used 320,214 1,638,400 5.1177
Total CPU time 0.2134 1.0 4.6864
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(a) 6.40% of grid points are used (b) 10.07% of grid points are used
(c) 13.20% of grid points are used (d) 19.54% of grid points are used
Figure 3.16: Scattered images of the grid points used to solve the rotor prob-
lem at t = 0.0295, 0.0885, 0.1475, 0.295.
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Figure 3.17: Interpolated distributions of density, thermal pressure and mach
number for the MHD rotor problem at t = 0.295. A comparison of solutions
obtained by applying fifth order WENO on adaptive grid(left) and on full







The most popular numerical methods for hyperbolic systems of conserva-
tion laws are the upwind scheme originated by Godunov [1] and its ex-
tended second-order accurate scheme by van Leer [2]. Another method for
the Godunov-type upwind schemes is the Lax-Friedrichs (LxF) central dif-
ference scheme introduced by Lax and Fridrichs in [11, 12], in which no
Riemann solvers and characteristic decomposition are involved. It has the
advantage of simplicity compared with the first-order upwind scheme of Go-
dunov [1]. Unfortunately, the LxF scheme, however, yields large numerical
dissipation, which leads to a poor resolution of shock discontinuities and
rarefaction waves. In order to reduce the numerical dissipation, Nessyahu
and Tadmor proposed a second-order extension of the LxF scheme (refered
to NT scheme) in [13], which is based on the staggered form of the Lax-
Friedrichs scheme. The NT scheme replaces the first-order piecewise constant
solution by van Leer’s MUSCL-type piecewise-linear one to construct second-
order approximation avoiding oscillations at discontinuities and achieving a
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sharp and accurate shock capturing. The NT scheme retains the simplicity
of Riemann-free LxF framework and avoids the disadvantage of excessive
first order dissipation of the LxF scheme. In the year 2000, Kurganov and
Tadmor (CU-KT) [14] proposed modifications of NT scheme which has a
smaller amount of numerical viscosity than that of the original NT scheme.
The second-order KT schemes with a semidiscrete formulation were based on
integration over Riemann fans of variable sizes and used more precise infor-
mation for the local speeds of propagation. Extensions to multidimensional
problems were introduced in [15].
Later generalization of the CU-KT schemes proposed by Kurganov, Noelle
and Petrova [16] utilizes one-sided local speeds of propagation(referred to
CU-KNP scheme). The KT scheme uses only the maximum wave speed for
computing numerical fluxes while the CU-KNP scheme uses both maximal
and minimum wave speeds to reduce the numerical viscosity. The schemes
presented by Liu and Osher [17] are higher than second order based on the
non-oscillatory third-order reconstruction with staggered evolution of the re-
constructed cell averages[18]. High-order essentially non-oscillatory (ENO)
[19] and weighted ENO (WENO) [3],[20] reconstructions were combined with
central schemes by Bianco, Puppo and Russo [21]. Modifications of central
schemes of Bianco, Puppo and Russo [21] were introduced in [22] which
is a central weighted non-oscillatory (CWENO) reconstruction. Other cen-
tral schemes with WENO are presented in [23, 24] and extensions to multi-
dimensional problems can be found in [25, 26]. The higher order reconstruc-
tions of central schemes result in decreasing numerical dissipations and yield
a higher resolution of shocks, rarefactions, and other spontaneous evolution
of large gradient phenomena almost as sharp as other higher order upwind
schemes.
Most of the numerical schemes for hyperbolic conservation laws have
been developed on one-dimensional flow physics, so that two-dimensional
flows are usually extended straightforward by dimensional splitting tech-
niques. Although this approach allows the rigorous analysis of numerical
schemes, one-dimensional limiters may fail to achieve a good shock resolu-
tion if the shock is located in direction diagonal to the computational grid.
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These numerical schemes lead to insufficient or excessive numerical dissipa-
tion due to the essential limitations of the accurate and efficient calculations
for multi-dimensional flows. During the last two decades there were activi-
ties to control numerical oscillations and to design multi-dimensional limiter
functions [27, 28, 29]. As successive studies, Kim and Kim extended the
one-dimensional monotonicity condition to two-dimensional flow and pro-
posed multi-dimensional limiting process (MLP) for the two-dimensional
compressible Euler [30]. They also proposed a multi-dimensional limiting
process (MLP) in the same article which used multi-dimensional informa-
tions for slope limitation to control the oscillations across discontinuities for
multi-dimensional applications. Furthermore, improved MLP limiters have
been devised [31, 32, 33, 34] be efficiently implemented in three-dimensional
space. The main focus of the MLP methods is to eliminate excessive numer-
ical dissipations and upgrade solution accuracy by predicting the physical
distributions of flow variables in multi-space dimensions.
In this chapter, we study multi-dimensional limiting process introduced
by Yoon et al. [34] and derive a central scheme which is adopts the modifi-
cation of the multi-dimensional limiting process (MLP). Since the CU-KNP
scheme has a relatively computational cheap cost and a high numerical sta-
bility, the combination of both approaches promises a good monotone shock
capturing and a good convergence behavior at relatively cheap computa-
tional cost. Some improvements over standard CU-KNP [16] will be given
and a corresponding modified CU-KNP scheme (compared to CU-MLP) will
be presented. We see that this modification yields better results than the
original CU-KNP schemes. Some numerical experiments are conducted to
demonstrate the performance of the proposed scheme.
4.1 Review of Central-Upwind method
In this section, we briefly review the semi-discrete central-upwind scheme
for two-dimensional compressible flow suggested by Kurganov at el. [16]. We
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consider hyperbolic conservation laws in two-dimensional space
ut + f(u)x + g(u)y = 0. (4.1.1)
Central-upwind schemes can be easily implemented only with a knowledge of
the physical flux functions and the extremal eigenvalues of the flux Jacobian
associated with a hyperbolic system of conservation laws. We discretize using
a Cartesian grid with uniform spacing ∆x(= xi−xi−1) and ∆y(= yj− yj−1),
and the intermediate points xi± 1
2
























u(x, y, tn)dydx. (4.1.2)
To advance the computation to the next time level t = tn+1, we recon-
struct a piecewise linear polynomial ũ(x, y, tn) of the form

































(∆ui,j+1/2 + ∆ui,j−1/2), α∆ui,j−1/2
)
,
with α ∈ [1, 2] and ∆ui+1/2,j = ui+1,j − uij. Here, χij(x, y) denotes the char-









and the multivariable minmod function is defined by
minmod(x1, x2, · · · ) =

min{xi} if xi > 0 for all i,
max{xi} if xi < 0 for all i,
0 otherwise.
The piecewise linear interpolant ũ may have discontinuities along the line
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x = xi± 1
2
and y = yj± 1
2
which propagate with different right and left going




























































































































), respectively. The point values of the piecewise linear






















= ui,j+1 − 0.5(uy)ni,j+1∆y.
(4.1.5)
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We have presented above CU-KNP semi-discrete approximation of the spatial
discretization for systems of conservation laws. For the time discretization,
we can employ several methods for solving an Ordinary Differential Equa-
tion(ODE):
ut = L(u, t).
Here we have used a 3rd-order TVD Runge-Kutta type discretization for
time stepping to solve the ODE [4]:






















4.2 Review of Multi-dimensional Limiting Pro-
cess
In this section, we describe the basic concept of MLP limiter in two-dimensional
space [34]. Generally, most of the numerical methods for two or three dimen-
sional hyperbolic conservation laws are considered by dimensional splitting
ways. This approach is an efficient computational method but has clear disad-
vantages. The scheme is insufficient to control oscillations near shock disconti-
nuity and maybe fail to achieve a good shock resolution if the shock is located
in direction diagonal to the computational grid in multi-dimensional space.
When TVD concept is extended to multi-dimensional flow by dimensional
splitting manner, it cannot guarantee monotonic solutions. In this aspect,
there should be a consideration to control the oscillation in multi-dimensional
space situation. To overcome this drawback, the multi-dimensional limiting
process (MLP) was originally proposed by Kim et al. [30] and Yoon et al. [34]
to reinforce oscillation control in multi-dimensional flows. MLP is similar to
a conventional second order limiters such as superbee or minmod but it uses
diagonal volume informations. Before introducing the concept of MLP, we
consider the cell-interface value u with symmetric MUSCL type TVD limiter
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:
uLi+1/2,j = uij + 0.5φ(r
L
x )∆ui−1/2,j,
uRi+1/2,j = ui+1,j − 0.5φ(rRx )∆ui+3/2,j,
(4.2.1)







is a limiting function and satisfies the symmetric condition φ(r) = rφ(1/r)
so that we can obtain
uRi−1/2,j = uij − 0.5φ(rLx )∆ui−1/2,j.
The cell interface values of equation (4.2.1) may be interpreted as a first
order upwind representation plus an additional anti-diffusive term.
The Sweby’s TVD zone [69] of one-dimensional limiting condition is given
by
0 ≤ φ(r) ≤ min(2r, 2). (4.2.2)
Since the extension of (4.2.2) in a dimensional splitting manner is insufficient
to prevent oscillations in multi-dimensional flow, it should be modified and
extended with appropriate consideration of multidimensional situation. To
obtain monotonic solution in multi-dimensional space, MLP should satisfy
the discrete maximum principle
uminnbd ≤ u ≤ umaxnbd (4.2.3)
where u is the estimated value at a vertex point. Here uminnbd and u
max
nbd are the
minimum and maximum values, respectively, among the neighboring cell-
averaged values sharing the vertex. The vertex point values are then ex-
pressed in terms of cell-averaged values and variations within a cell. A phys-
ical property at each vertex is then estimated by summing the monotonic
variations along each coordinate direction, and the MLP condition (4.2.3) is
applied. To obtain TVD regions of the multi-dimensional space, a detailed
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analysis is performed through the one dimensional limiter functions. We have
0 ≤ φ(r) ≤ min(αr, α). (4.2.4)
α is the multi-dimensional restriction coefficient which determines the base-
line variable limiting region. From (4.2.2) and (4.2.4), one can see that the
MLP limiting region is determined by depending on local multi-dimensional
flow physics, while TVD provides a fixed limiting region. For practical rea-
sons, the range of α is in [0, 2]. Due to φ(r) = 0 for r < 0 the limiter switches
to first order accuracy if r becomes negative. This is exactly the case for any
extreme point.
For the third and higher order reconstructions, Kim et al. [30] introduces
local slope variable β to filter the unlimited values by the MLP condition
(4.2.3) and (4.2.4). They also introduced the MLP limiter function φ(rx) in
the x-direction as
φL(R)(rx) = max(0,min(αx, αxrx, β
L(R)
x )). (4.2.5)
Finally we summarize the MLP methods proposed by [34] for two-dimensional
compressible flow. Cell-interface value of u is obtained as follows.










































where (αLx )ij = (αx)ij, (α
R
x )ij = (αx)ij, (r
L
x )ij = (rx)ij and (r
R
x )ij = 1/(rx)ij.
Here, (αx)ij is defined by
(αx)ij =
∣∣∣∣∣ 2 max{1, (rx)ij}{1 + (rxy)ij}∆ui+1/2,j
∣∣∣∣∣min [|umaxκx,κy − uij|, |uminκ′x,κ′y − uij|] , (4.2.8)
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Table 4.1: Convergence Order.




−2/rx + 11 + 24(rx)ij − 3(rx)ij(rx)i+1,j
30
(βRx )ij
1 + 2(rRx )ij
3









uminκ′x,κ′y = min(uij, ui+κ′x,j, ui,j+κ′y , ui+κ′x,j+κ′y),
umaxκx,κy = max(uij, ui+κx,j, ui,j+κy , ui+κx,j+κy).
(4.2.9)











where u∗i+κx/2,j and u
∗
i,j+κy/2
are temporary cell-interface values at (i+κx/2, j)
and (i, j + κy/2) respectively. For the computational efficiency
rxy ≈
∣∣∣∣ui,j+1 − ui,j−1ui+1,j − ui−1,j
∣∣∣∣
is a reasonable choice. Furthermore, (βLx )ij and (β
R
x )i+1,j are determined by
the third-order or the fifth-order polynomial interpolation given in TABLE
4.1. Numerical fluxes in y-direction can be obtained similarly.
4.3 Central-Upwind method with Modified MLP
limiter
In the MUSCL-type linear reconstruction, local extrema occur at vertex, and
thus only the vertex values are limited by the MLP condition. By considering
all neighboring cells sharing the vertex, the range of the multi-dimensional
98
CHAPTER 4. COMBINATION OF CENTRAL-UPWIND METHOD
AND MULTI-DIMENSIONAL LIMITING PROCESS
slope limiter can be obtained. From the basic point of the MLP, the limiting
condition in multi-dimensional space is given by
uminκx,κy ≤ ui+κx/2,j+κy/2 ≤ u
max
κx,κy , (4.3.1)
where ui+κx/2,j+κy/2 is a vertex point value. Indeed the limiting condition
(4.3.1) is applied to the four vertex points (i + κx/2, j + κy/2), κx, κy =
±1. Here uminκx,κy and u
max
κx,κy are the minimum and maximum cell-averaged
values around the vertex point (i + κx/2, j + κy/2). The vertex point value
is calculated by the cell-averaged value and variations within a cell:











Using variations and employing the TVD-MUSCL limiting, we obtain (4.3.4)
from (4.3.2),
ui+κx/2,j+κy/2 = uij + 0.5κxφ(rx)∆ui−1/2,j + 0.5κyφ(ry)∆ui,j−1/2. (4.3.4)
Since the vertex point values of (4.3.4) does not satisfy the limiting condition
(4.3.1) at all vertex points, we need to restrict the range of the limiter function
φ. For the limiter function in (4.3.4) and (4.2.5), the parameters αx and
αy are usually taken by 2, respectively, so that it satisfies one-dimensional
TVD property. However, those choices of αx, αy do not guarantee maximum
property of two-dimensional space (see Fig.4.1).
As a result, to control φ(rx) and φ(ry) for satisfying the multi-dimensional
limiting condition of MLP we have to determine the parameters αx and αy
condignly. In [34], Yoon et al. introduced single values of parameters αx
and αy. Later, Gerlinger suggested the different parameter values for both
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Figure 4.1: Main concept of the MLP : (1)Initial profile, (2)TVD limiting
along x-direction, (3)TVD limiting along y-direction, (4)TVD limiting along
xy-direction and (5)Adjusting αx and αy. In general, applying 1D TVD lim-
iting in the dimensional splitting manner does not guarantee TVD property
along the diagonal direction.
coordinate directions in [31] to satisfy the maximum property (4.3.1), to
avoid local extrema at the corner points of a volume and to prevent excessive
numerical dissipation. Those parameters αx and αy, however, are smaller
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than those of MLP condition. So, the numerical results are more dissipative
than necessary in near discontinuities. In contrast to previous parameters, the
maximizations of αx and αy are introduced here for reducing the dissipation
near discontinuities by modifying the limiting condition.
For the variable limiting regions, it is necessary to find appropriate values
of the parameters αx and αy in the limiter function to prevent overestimating
feature that disturb TVD. We list several properties to lessen computational
effort for choosing αx and αy satisfying MLP condition.
Proposition 4.3.1. Whenever rxy < 0 in (4.2.8), the limiting condition
(4.3.1) holds automatically.
Proof. Without loss of generality, we may assume that














≤ uij + ∆uxi+κx/2,j.
Since the variations ∆uxi+κx/2,j,∆u
y
i,j+κy/2
are derived by the 1D TVD limiter,








uminκx,κy ≤ ui,j+κy ≤ ui+κx/2,j+κy/2 ≤ ui+κx,j ≤ u
max
κx,κy .
Proposition 4.3.2. When ∆uxi+κx/2,j > 0 (≤ 0), ∆u
y
i,j+κy/2
> 0 (≤ 0) (i.e
max(min) vertex), the left(right) inequality in the limiting condition (4.3.1)
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is satisfied.
Proof.






Since vertex point values that are neither maximum nor minimum satisfy
(4.3.1), it is enough to show the following holds.
ui+κx/2,j+κy/2 ≤ max(ui,j, ui+κx,j, ui,j+κy , ui+κx,j+κy)
when ui+κx/2,j+κy/2 is a maximum vertex,
(4.3.5)
min(ui,j, ui+κ′x,j, ui,j+κ′y , ui+κ′x,j+κ′y) ≤ ui+κ′x/2,j+κ′y/2
when ui+κ′x/2,j+κ′y/2 is a minimum vertex.
(4.3.6)
Yoon et al. computed parameters αx, αy satisfying (4.3.5) and (4.3.6) in [34].
We now introduce the relieved maximum property, which is a simple
modification of the original maximum property to control the contribution
of the MLP parameters αx and αy requiring the MLP condition and reducing
the dissipation near discontinuities. We construct the new MLP parameters
from the relieved maximum property
uij − c ≤ ui+κx/2,j+κy/2 ≤ uij + c (4.3.7)







). In order to determine the parameters αx and αy
satisfying (4.3.7), we have the following inequality from (4.3.4) :
uij − c ≤ uij + ∆uxi+κx/2,j + ∆u
y
i,j+κy/2
≤ uij + c. (4.3.8)
Then we obtain
|(1 + rxy)∆uxi+κx/2,j| ≤ c (4.3.9)
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. We now assume that ui+κx,j+κy is the maximum ver-
tex, rxy > 0 and ∆u
x
i+κx/2,j



















∣∣∣∣ 2cmax(1, 1/rLx )(1 + rxy)∆ui−1/2,j
∣∣∣∣
=
∣∣∣∣ 2cmax(1, 1/rLx )rLx(1 + rxy)∆ui−1/2,jrLx
∣∣∣∣
=
∣∣∣∣∣ 2cmax(1, rLx )(1 + rxy)∆ui+1/2,j
∣∣∣∣∣
(4.3.10)







). In the case that ui+κx/2,j+κy/2 is a minimum,
by the symmetry of (4.3.9), it is easy to check that (4.3.10) is also derived.
It is a simple observation that ui−κx/2,j−κy/2 is a minimum if ui+κx/2,j+κy/2 is
a maximum facilitate vertex. Choosing the maximum αx, finally, we have
αx =
∣∣∣∣∣(umaxκx,κy − umin−κx,−κy) max(1, rLx )(1 + rxy)∆ui+1/2,j
∣∣∣∣∣ .
To summarize the overall process, the formula used to implement CU-
MLP are presented in the following Algorithm 6.
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Algorithm 6 Evaluation the cell-interface values with MLP







∣∣∣∣ui,j+1 − ui,j−1ui+1,j − ui−1,j
∣∣∣∣ , ryx = 1rxy
(αx)ij =

∣∣∣∣∣(umaxκx,κy − umin−κx,−κy) max(1, (rx)ij)(1 + rxy)∆ui+1/2,j





∣∣∣∣∣(umaxκx,κy − umin−κx,−κy) max(1, (ry)ij)(1 + ryx)∆ui,j+1/2
∣∣∣∣∣ if (ry)ij > 0,
0 otherwise.
(4.3.12)
uLi+1/2,j = uij + 0.5φ
L((rx)ij)4ui−1/2,j.
uRi−1/2,j = uij − 0.5φR((rRx )ij)4ui+1/2,j.
uLi,j+1/2 = uij + 0.5φ
L((ry)ij)4ui,j−1/2.
uRi,j−1/2 = uij − 0.5φR((rRy )ij)4ui,j+1/2.
4.4 Numerical results
In this section, we present numerical results of the central-upwind scheme
with modified MLP limiter. We compare the numerical performance of the
proposed scheme. The numerical example starts with the solution of the
2-dimensional advection equation, followed by the solution of Burgers equa-
tion, and 2D Euler systems of equations with Riemann initial-value problems.
First, we apply our schemes to the scalar 2D advection equation with proper
initial conditions to test the propagation of arbitrary initial profiles contain-
ing jump discontinuities and corner points.
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Figure 4.2: CU-KNP (left) and CU-MLP(right) with ∆x = ∆y = 1/100 at
t = 4.
4.4.1 Linear advection equation
we apply the CU-MLP schemes to the scalar advection equation with a dis-
continuous initial condition to compare the behavior of the proposed schemes
at discontinuities. We consider the following linear advection equation,
qt + qx + qy = 0, (x, y) ∈ [0, 1]× [0, 1], (4.4.1)
with the initial condition,
q(x, y, 0) = q0(x, y) =
{
1 (x, y) ∈ Q,
0.1 (x, y) ∈ Qc
(4.4.2)
where Q = [0.25, 0.75]× [0.25, 0.75]. We solve the equation (4.4.1) up to t = 2
to investigate the stability and the amount of smearing at discontinuities of
the proposed scheme. The computational results are shown in figure 4.2. We
can observe that discontinuities smear less for CU-MLP than for CU-KNP.
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4.4.2 Burger’s equation













= 0, (x, y) ∈ [0, 1]× [0, 1], (4.4.3)
with the initial condition
q(x, y, 0) = q0(x, y) =
{
1, (x, y) ∈ Q
0.1, (x, y) ∈ Qc
(4.4.4)
where Q = [0.1, 0.6] × [0.1, 0.6]. Figure 4.3 shows the solutions at time t =
2. The CU-KNP schemes smear the shock slightly more than the proposed
CU-MLP schemes.
4.4.3 2D Euler system - Four shocks
We consider numerical solutions of the 2D Riemann problems originally de-
fined in [70]. This problem is solved on a square domain [0, 1] × [0, 1], with
initial constant states in four quadrants. The square is divided into four quad-
rants by lines x = 0.8 and y = 0.8. We take the initial condition as constant
states on each of four quadrants and compute this initial data up to time
t = 0.8. The Riemann problems are defined by initial constant states in each
quadrant:
(ρ, u, v, p) =

(1.5, 0, 0, 1.5) if 0.8 ≤ x ≤ 1, 0.8 ≤ y ≤ 1,
(0.5323, 1.206, 0, 0.3) if 0 ≤ x < 0.8, 0.8 ≤ y ≤ 1,
(0.138, 1.206, 1.206, 0.029) if 0 ≤ x < 0.8, 0 ≤ y < 0.8,
(0.5323, 0, 1.206, 0.3) if 0.8 < x ≤ 1, 0 ≤ y < 0.8.
We set the gas constant γ = 1.4. To the best of our knowledge, the exact
solution has not been elucidated for this 2D problem. We compare the nu-
merical performance of the CU-KNP scheme with the proposed schemes in
figure 4.4. An examination of these results reveals that the proposed scheme
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Figure 4.3: 2D Burgers CU-KNP (left) a nd CU-MLP(right) with ∆x =
∆y = 1/100 at t = 2.
exhibits a better resolution of the structure appearing in CU-KNP schemes.
4.4.4 2D Euler system - Rayleigh-Taylor instability
Taylor instability in two-dimensional incompressible fluids happens on an
interface between two fluids of different densities when the lighter fluid is
pushing the heavier fluid. Several experiments are reported extensively in
the literature (e.g. [71] and [72]). This problem is solved on a computational
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(a)











































Figure 4.4: 2D Euler-four-shocks (a) CU-KNP and (b) CU-MLP with ∆x =
∆y = 1/400 and (c) CU-KNP and (d) CU-MLP with ∆x = ∆y = 1/800 at
t = 0.8.
domain [0, 0.25]× [0, 1] with the following initial condition:
(ρ, u, v, p) =
(2, 0,−0.025c cos(8πx), 2y + 1) if 0 ≤ y < 0.5,(1, 0,−0.025c cos(8πx), y + 3
2
) if 0.5 ≤ y < 1.
Here, c =
√
γp/ρ and γ = 5/3 are the sound speed and the ratio of specific
heats respectively. Adding ρ and ρv to the right hand side of third and fourth
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Figure 4.5: Density profiles of Rayleigh–Taylor instability (a) CU-KNP and
(b) CU-MLP with ∆x = ∆y = 1/240 and (c) CU-KNP and (d) CU-MLP
with ∆x = ∆y = 1/480 at t = 1.95
equation to have the gravitational effect, respectively. Reflective boundary
conditions are applied for the left and right boundaries, and
(ρ, u, v, p) =
(2, 0, 0, 2.5) top boundary,(1, 0, 0, 1) bottom boundary.
The simulation time is t = 1.95. From the density contours with ∆x = ∆y =
1/480 plotted in figure 4.5, it can be seen that the proposed scheme obtains
more complex structures than the CU-KNP schemes.
4.4.5 2D Euler system - Double Mach reflection of a
strong shock
The considered test case is the two dimensional double Mach reflection of a
shock off an oblique surface, which is also a very popular test case for high
resolution schemes [62]. The whole computational domain is [0, 4] × [0, 1]
with equally spaced grid points. Initially, a rightmoving shock with Mach
number 10 is located at the bottom of computational domain x-axis at x =
1
6
, inclined at a 60◦ angle with respect to the x-axis. Reflective boundary
condition is applied along the bottom wall, and the top boundary of the
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Figure 4.6: Density profiles of Double Mach reflection of a strong shock [62]
at t = 0.2 with ∆x = ∆y = 1/480 (top : CU-KNP, bottom : CU-MLP).
problem is set to describe the exact motion of the Mach 10 shock. See [62] for
a detailed description of this problem. We display the results in [0, 3]× [0, 1]
as customary. Figure 4.6 shows the details at the Mach stem of the density
variable at the final time at t = 0.2 with γ = 1.4 and ∆x = ∆y = 1/480. We





In this work, by applying expensive WENO or WENO-Z schemes only at
points with maximum levels, and applying fast fixed stencil differentiations at
other points, we saved a large amount of computation while obtaining results
that are almost same as those of full grid WENO schemes. For example, in
case of the double mach reflection problem, we can see from the Figure 3.11
that the value over quite a large portion of the computational domain remains
constant. Over those constant regions, we spared the potential application
of a large number of WENO schemes. The wavelet based adaptive WENO
schemes are considerably faster than full grid schemes. A series of numerical
simulations obtained by the proposed method and the full grid method are
displayed with negligible differences with 6 or 7 levels of grid scales. This
implies that very complicated vortex system such as Orszag-Tang could be
resolved according to the physical scales.
Our adaptive algorithm is not restricted by application only with WENO
schemes. In fact, it is not dependent on what high resolution scheme(HRS)
is used for oscillation controls. It is easy to hybridize any other HRS with
the adaptive algorithm.
Furthermore, central-upwind methods with modified multi-dimensional
process (CU-MLP) have been introduced for the approximate solutions of
two-dimensional hyperbolic conservation laws. Even though central-upwind
schemes have the advantage of simplicity of the Riemann free with second
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order accuracy, they have a little bigger dissipations compared to second order
upwind schemes. To overcome this drawback we apply the MLP limiter to the
central-upwind schemes, and this attempt results in excellent performances
in all test cases. Compared to the original MLP parameter α, a modified
MLP parameter for central-upwind methods resolves discontinuities sharply
while keeping an essentially non-oscillatory performance. The improvement
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본 학위 논문에서, 우리는 Euler 방정식과 이상 자기유체 방정식과 같은
쌍곡 보존 법칙들을 풀어내는 효율적이고 고차 정확도를 갖는 수치 기법들에
대해 연구를 진행하였다.
첫번째방법은웨이블렛기반의적응형WENO(편중된본질적비진동)방
법이다. 유한 차분 WENO 방법은 강건하고 안정적이며, 높은 정확도를 갖는
수치기법으로 쌍곡 보존 법칙뿐만 아니라, 많은 편미분방정식을 푸는데 이용
되어왔다.그러나특성화분해와WENO보간방법의비선형적가중치계산과
같은 부분이 알고리즘의 계산양을 증가시킨다. 이에 우리는 웨이블렛 분석을
통하여, 특이점을 감지하고 더 나아가 수치적 미분 방법과 그리드의 해상도에
계층적 차이를 두는 방법을 제안한다.
두 번째로, 변형된 다차원 제한 법을 CU(Central-Upwind) 방법에 적용하
였다. CU 방법은 리만 해결자와 특성화 분해가 필요하지 않아 효율적이지만,
접촉불연속면을 부드럽게 만드는 문제점이 있다. 이러한 단점을 극복하기 위
해, 우리는 다차원 제한 법을 적용하였다.
주요어휘: 유한 차분에 기반한 WENO 방법, 소파 분석, 격자의 차용방법, 오
일러 방정식, 이상적 자기유체역학 방정식, 충격파 감지.
학번: 2010–20244
