A Kalman filter for application to stationary or non-stationary time series is proposed. A major feature is a new initialisation method to accommodate non-stationary time series. The filter works on time series with missing values at any point of time including the initialisation phase. It can also be used where a state space model does not satisfy the traditional observability condition, a situation that can arise with seasonal time series.
INTRODUCTION
The Kalman filter (Kalman, 1960, Kalman and Bucy, 1961) is an algorithm for revising the moments of stochastic components of a linear time series model to reflect information about them contained in time series data. It is often used as a stepping-stone to deriving the moments of components at future points of time for forecasting purposes. It is useable in real time applications, because revisions to the moments can be made recursively as each successive member of a time series is observed. It can also be used as part of the process required to find maximum likelihood estimates of unknown model parameters (Schweppe, 1965; Harvey, 1991) . It is therefore perceived as having a central role in modern time series analysis.
The equations in the Kalman filter for calculating the required means and variances were originally derived using projection theory in linear spaces. Duncan and Horn (1972) , who sought to simplify matters for those unfamiliar with this theory, showed that the equations could be derived using a stochastic coefficients regression framework. Meinhold and Singpurwalla (1983) , with a similar quest, employed the theory of conditional probability. Both approaches simplified the derivation of the Kalman filter equations. They did not, however, simplify the form of these equations.
In a quest to simplify the form of the Kalman filter some of the associated concepts are aggregated. The mean and variance of a random vector are combined into a single structure that we call a moments entity. Operations of addition, multiplication and conditioning are extended to work on such entities. Then the Kalman filter, for stationary time series, is defined in these terms.
The moments entity is then augmented by an auxiliary matrix required, in the case of non-stationary time series, to carry additional information forward through time. This augmented moments entity is used in the specification of a new augmented Kalman filter for non-stationary time series, one that is more concise than earlier specifications and one that avoids certain limitations of its closest antecedent: the approach of Harvey (1991) .
The plan of this paper is as follows. A condensed version of the linear state space model is introduced in Section 2. The Kalman filter is presented in Section 3. The new augmented Kalman filter for non-stationary time series is considered in Section 4. Finally, an object-oriented computer implementation of the augmented Kalman filter is sketched in Section 5. Throughout the paper, all random vectors are governed by multivariate normal distribution.
The choice of notation used in the paper is slightly unconventional, being dictated by the need to distinguish between random vectors, observations of random vectors, and the moments of random vectors. Random vectors are distinguished by a tilde, a convention taken from the finance literature. The mean and variance of a random vector x are designated by x µ and x V respectively. Its covariance with another random vector y is represented by xy V . The moments of a random vector x may be combined into a single entity ( ) When some elements of x cannot be directly observed, corresponding elements of x are represented by a #. Thus, if x is a random 2-vector and its first-element is observed to be 14.3 but its second element remains unobserved,
If a is a real number, it is assumed that # # a + = , # # a − = and # # a = . In other words # corresponds to NaN (not a number) associated with the class of double precision numbers in modern computer languages.
Some Matlab (www.mathworks.com) conventions are also adopted. Suppose A is a matrix. Then ( ) , A i j is a matrix formed from the intersection of those rows and columns of A specified by the index vectors i and j. Furthermore, ( )
,:
A i and ( ) :, A j denote the matrices formed from the specified rows and columns of A, respectively. 
At times ( ) E x and ( ) V x are used to denote the expected value and variance of a random variable x . They can be combined into an operator M defined by
Also, if y is the vector formed from the observable elements of x , then ( ) ,:
where I is an identity matrix and p is the vector of indexes of the observable elements.
LINEAR STATISTICAL MODEL: DYNAMIC FORM
The key problem of time series analysis is to account for inter-temporal dependencies in observed time series. In the state space approach this is achieved by a) relating the observable quantities to unobservable quantities that summarise the state of a process at a given point of time; and b) specifying a relationship that describes how the state of the process changes over time. The resulting relationships form a so-called state space model. In this exposition we deviate from this tradition by constructing the state vector from both observable and unobservable quantities and collapsing the relationships into a single vector recurrence relationship.
DEFINITION 2.1 (STATE SPACE MODEL)
A random vector ( ) When a) the transition matrices remain unchanged over time and equal a common matrix A; and b) when the inputs at different points of time have an identical distribution, then ( ) ( ) ( )
is called an invariant state space model. The common moments of the inputs are designated by u .
Throughout this paper the invariant form is assumed to apply. One consequence, for stationary time series, is that the so-called seed vector ( ) 0 x has a known distribution, the mean and the variance satisfying the linear equations
see Harvey (1991) . In all the examples considered in this paper, it is assumed that 0
For non-stationary series, the situation is more complex. It will be seen that the distribution of ( )
may not be completely known, in which case special measures must be taken to accommodate this more challenging case.
EXAMPLE 2.1
The local level model (Muth, 1960 ) is a common special case. It underlies simple exponential smoothing, a widely used method for forecasting inventory demand (Brown, 1959 
The state vector consists of the observable quantity ( ) y t and the unobservable quantity ( )
presence of the random walk for the local level implies that the time series ( ) y t is non-stationary and so (2.4) has no solution.
EXAMPLE 2.2
When all the elements of the state vector ( ) x t are directly observed then (2.2) corresponds to a vectorautoregression (Lütkepohl, 1991) .
FILTERING TIME SERIES
The observable and unobservable elements of a state vector are usually correlated. Then data on the observable states provide indirect information on the unobservable states. The theory of conditional probability for multivariate normal distributions (Anderson, 1958) can be used to revise the moments of the unobservable states with the information provided from the observed values of the observable states. Furthermore, information can be passed forward through time by revising moments of the state vectors with formulae consistent with the recurrence relationship (2.2). The formulae for the moments that implement this process are referred to as the Kalman filter. In order to define the Kalman filter, it is convenient to introduce the addition, subtraction, multiplication and conditioning operators for moments entities: 
The formulae for the conditioning operator are derived in the Appendix A. Time Advance
Step
The moments of ( ) 1 | t x t − I are calculated from the moments of ( ) 1
The observation ( ) x t is used to revise the moments of ( ) 1
This algorithm is a repackaged form of the Kalman filter. In contrast to prevailing specifications, explicit formulae for calculating means and variances are not given. Instead, these formulae are effectively aggregated using moments entities. No computational savings result from this strategy. The advantage is that the complexity of calculations that occur at the level of means and variances is hidden from the reader. It should be noted that moments entities can be implemented as objects in computer code and the conventional operations of +, -, * and | can be overloaded to work directly on these objects according to Definition 3.1. The details are given in Section 5.
It is possible to incorporate an innovations step into the Kalman filter. On observing ( ) x t , the moments of the innovation may be computed with
where p is the vector of indexes of the observable elements of ( ) x t . It provides the information on the mean and variance needed for the evaluation of the prediction error form of the likelihood function (Schweppe, 1965) .
FILTERING NON-STATIONARY TIME SERIES

The Seeding Problem
The Kalman filter described in Algorithm 3.1 is seeded with the moments of ( )
. If the time series under consideration is stationary, the seed mean and the seed variance are found by solving the Equations (2.3) and (2.4). Most time series in business and economic applications are non-stationary, in which case the transition matrices possess unit roots. The Equation (2.4) then has no solution.
EXAMPLE 4.1
The damped local trend model is defined by This model provides the framework for an approach to forecasting similar to damped exponential smoothing (Gardner, 1985 
 is only partially defined.
Diffuse Random Vectors and the Theory of Conditioning
A diffuse random variable is one that possesses a probability distribution with an infinite variance. A random vector is said to be non-diffuse, partially diffuse or diffuse depending on whether it has no diffuse elements, some diffuse elements or all diffuse elements. The state vectors in Example 4.1 are partially diffuse. Some properties for diffuse, partially diffuse and non-diffuse random vectors are the same. The following proposition applies to all three types of random vector.
PROPOSITION 4.1
Suppose that y is a random vector and that y is a commensurate fixed vector with no missing values.
Then the distribution of | y y is concentrated at y .
A consequence, when the conditions of the proposition apply, is that although y may have a diffuse or a partially diffuse distribution, the distribution of | y y is non-diffuse.
When two random vectors are related, an observation on one of them provides information about the other. This proposition applies to all three types of random vectors. However, in the case of diffuse random vectors, it can be strengthened to the following. The proof of this proposition is provided in Appendix A. Sometimes y is observed instead of x and the problem is how to revise the distribution of x . The proof of this proposition is also provided in Appendix A.
A number of interesting observations can be made about Proposition 4.4. First, the mean x µ , the variance x V and the covariance xu V do not appear in the formula for calculating the moments of | x y . Thus, knowledge of x µ , x V and xu V is not needed. Second, the distribution of u is unaffected by the conditioning process in the presence of a random vector like x with a diffuse distribution. De Jong (1991) has shown that all initial state vectors can be written in the general form 
Augmented Moments Entities
, ,
The addition, subtraction, multiplication and conditioning operators can be extended to work on augmented moments. (4.5)
In both cases the revised x is obtained with
The Equation ( 
. This means that 
These results are exactly the same as those obtained by the substitution method in Example 4.3. As before, the effect of the transformation has been to drive the remaining non-zero column of x B to a zero vector, ensuring that the new moments entity does not depend on the arbitrary moments entity δ . The transformation has also annihilated the missing value in the observation vector.
Augmented Kalman Filter
The extended operations on augmented moments entities preserve linearity. Thus, if the seed vector for Algorithm 1 has a distribution that can be summarised by an augmented moments entity, all successive state vectors will have distributions described by augmented moments entities. Normally, as the algorithm proceeds with augmented moments entities, successive columns of the x B matrix are driven to zero. Eventually, the state vectors lose their dependence on the diffuse components of the seed state vector and the associated augmented moments entities are effectively reduced to ordinary moments entities. The new algorithm, which results when augmented moments entities replace the moments entities, is an augmented Kalman filter. Remarkably, no changes to the specification of Algorithm 3.1 are required. The only necessary changes are made at the more basic level of the moments entity. For those with a preference for the traditional distinction between measurement and state space equations in a state space model, a suitably adapted version of the augmented Kalman filter is outlined in Appendix B.
The way the augmented Kalman filter is initialised depends on the type of model under consideration. In the stationary case, where the steady state moments of the components vector are completely defined, the seed is ( ) 
An important insight into the operation of the augmented Kalman filter is obtained from the following. 
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This example underlies the additive Holt-Winters method of forecasting (Winters, 1960) .
When the augmented Kalman filter is applied to most time series, the arbitrary moments entities are eliminated after a few iterations. However, in this example a form of linear dependence persists between the level and the seasonal effects because the traditional observability condition is not satisfied. One of the arbitrary moments entities is never eliminated as the algorithm progresses.
It transpires that the level and the seasonal effects, in any period, depend on this residual arbitrary moments entity, but the growth rate does not. It also transpires that the coefficients of this arbitrary moments entity in the linear equations that describe these relationships for the level and seasonal effects are always of equal magnitude, but have 
t b t t s t t
The offending arbitrary random variable disappears. This illustrates the point that the prediction distributions for the random variables ( ) y t are not diffuse, although the prediction distributions of the level and seasonal effects are diffuse. A common way of obtaining distributions of the level and seasonal effects with a finite variance is to impose the condition that the seed seasonal effects sum to zero. This provides the extra equation required to solve for the offending arbitrary moments entity and to eliminate it from subsequent expressions for the level and seasonal effects. The problem with this approach is that subsequent seasonal effects fail to satisfy the 'sum to zero' condition. In our view, a more sensible strategy is not to impose the condition on the seed seasonal effects. The fact that the linear dependency then persists at any point of time, suggests that it is legitimate to apply this condition to the output of the Kalman filter at any point of time. When this is done, the 'adjusted' seasonal effects always sum to zero. In order for this strategy to succeed, the adjusted seasonal effects and corresponding level should never be fed back into the Kalman filter itself.
Other Augmented Kalman Filters
To compare the proposed filter with its antecedents, the state space model (2.2) is partitioned into a measurement equation
and transition equation
where ( ) Harvey (1991, section 3.3.4) provides one possible solution to the initialisation problem. It is assumed that 1. the state space model satisfies the observability conditions;
2. none of the observed values of ( ) ( )
Initially, the case where all k elements of the seed vector ( ) of these quantities into these relationships to yield k linear equations in the k unknown seed variables. The observability condition ensures that these equations are non-singular. Thus, his method involves finding the solution to these equations and using it to seed the conventional Kalman filter. An adaptation of this approach to handle the case where the seed state vector is partially informative is then considered. Harvey's method is predicated on assumptions (1) and (2) above. Since these assumptions can be violated in practice, his approach needs further adaptation before it can be used for a general-purpose implementation of the Kalman filter.
Another approach by de Jong (1991) can be restated in terms of augmented moments. It can then be seen to be quite similar to the filter in this paper, the primary difference being that the Gaussian elimination rule (4.5) is never used. In the run-in phase, the elements of the arbitrary moments δ do not progressively disappear from the equations. All pertinent quantities remain linear functions of δ . In particular, the observable quantities form a generalised linear regression, the elements of δ being the regression coefficients. Additional equations are used to progressively calculate the '
' matrix of the regression. On reaching that point where this weighted crossproduct matrix becomes non-singular, the least-squares calculations are invoked, the results being used to eliminate δ . From this point onwards, his approach reverts to a conventional Kalman filter. Ansley and Kohn (1985) provide yet another solution to the problem of filtering non-stationary time series. Koopman and Durbin (2000) recently proposed an algorithm in the same genre. These algorithms focus on the variance matrices of the state vectors, assuming that they can be written in the form 
In effect the role of the x B matrix is replaced by
It involves more operations than the approach in this
paper. This and other details that are eschewed here suggest that their approach involves higher computational loads. When the emphasis is on computational stability, square-root filters (Kaminsky, Bryson, and Schmidt, 1971 ) are preferred to the Kalman filter. A square-root filter in Snyder and Saligari (1996) is particularly pertinent in our context. It relies on fast Givens transformations to preserve the triangular structure of the square-root variance matrices. It was shown that the fast Givens transformations collapse to conventional Gaussian elimination during the run-in phase. It is this result that provided the motivation for exploring the use of Gaussian elimination in the Kalman filter.
COMPUTER IMPLEMENTATION: AN OBJECT ORIENTED APPROACH
The augmented moments entity has been implemented as an object in Matlab (www.mathworks.com). It has a polymorphic constructor function summarised in Table  5 .1. The moments entity for a random k-vector is displayed as a matrix where the first column is the mean vector, the next k columns are the variance matrix and the next k columns are the auxiliary matrix. The auxiliary matrix is not displayed when it is zero. xbar = N(mu, V)
Creates a moments entity from a specified mean vector and variance matrix. The component B = 0. xbar = N (mu, V, B)
Creates an augmented moments entity. xbar = N (x)
Converts a vector to its equivalent augmented moments entity with a zero variance. ybar = N(xbar)
Creates an augmented moments entity ybar equal to the augmented moments entity xbar. The examples in Table 5 .2 illustrate simple calculations with augmented moments entities in the Matlab Command Window. They reinforce the important point that the rules for calculations with means, variances and the auxiliary matrix can be aggregated and still remain operational. In the conditioning examples NaN, the Matlab representation for 'not a number', is used to designate missing values. Table 5 .3 shows the code for the augmented Kalman filter as defined by Algorithm 3.1. It relies on inputs ubar and xbar0, the augmented moments entities for the disturbance vector and the seed state vector respectively. The data to be filtered are fed to the function through the k n × matrix Xobs. Elements of x corresponding to unobserved components are treated as missing values. The output, xbar, represents ( ) , x n n . This implementation quite starkly illustrates the simplification possibilities that can be achieved with augmented moments entities. Code constructed using a more traditional disaggregated approach, relying on separate formulae for associated means, variances and auxiliary matrices, would have been very complicated in comparison.
Addition
Function xbar =KalmanFilter(Xobs, A, ubar, xbar0); xbar = xbar0; For t = 1:size(x,2); xbar = A* xbar + ubar; xbar = xbar | Xobs(:,t); End; 
CONCLUSIONS
In this paper, a specification has been proposed for the state space model that consolidates the usual measurement and transition equations into a single equation (2.1). All components associated with a particular period, both observable and unobservable, are placed in a single random vector. Furthermore, all information pertaining to a multivariate normal distribution is consolidated into something called a moments entity. By defining appropriate addition, subtraction, multiplication and conditioning operators on these entities, a new algebraic system was obtained. When applied in the context of a dynamic linear statistical model, the algebraic system led to an elegantly simple statement of the Kalman filter for stationary time series. A new augmented filter was derived for non-stationary time series.
It is possible to bypass the use of augmented moments entities and present the proposed filter in more conventional terms. However, we opted for augmented moments entities because the resulting mathematics lends itself to an object-oriented implementation on computers. The main advantage is that the code then possesses a more transparent structure. The advantages, however, probably extend beyond computer implementations. Our conjecture is that the use of these entities reduces learning overheads, something that can only be tested in the classroom. It is also anticipated that these entities and associated operations will have useful applications beyond the scope of the Kalman filter.
The new filter has certain advantages over its nearest antecedent: Harvey's (1991) simultaneous equations method. It can be used when there are missing values. It can be used on models such as the one involving seasonal effects that violate the observability condition. It can also be used when the seed distribution is completely defined, partially defined, or completely undefined. The application of Gaussian conditional probability theory (Anderson, 1958) 
COLOPHON
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APPENDIX B
The augmented Kalman filter is presented here for the more traditional form of the state space model where the distinction is maintained between the measurement and system equations. Moments entities are still used to avoid the confusing plethora of notation that arises when the formulae are disaggregated to the level of means, variances and auxiliary matrices.
State Space Model
The notation is as follows: ( ) y t is a random variable representing the element of an 
Augmented Kalman Filter
The following notational conventions, which are specific to this Appendix, are adopted. 
