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We present a low barrier magnet based compact hardware unit for analog stochastic neu-
rons and demonstrate its use as a building-block for neuromorphic hardware. By coupling
circular magnetic tunnel junctions (MTJs) with a CMOS based analog buffer, we show that
these units can act as leaky-integrate-and fire (LIF) neurons, a model of biological neural
networks particularly suited for temporal inferencing and pattern recognition. We demon-
strate examples of temporal sequence learning, processing, and prediction tasks in real time,
as a proof of concept demonstration of scalable and adaptive signal-processors. Efficient
non von-Neumann hardware implementation of such processors can open up a pathway for
integration of hardware based cognition in a wide variety of emerging systems such as IoT,
industrial controls, bio- and photo-sensors, and Unmanned Autonomous Vehicles.
I. INTRODUCTION
Temporal inferencing and learning form the next fron-
tier in the discipline of Artificial Intelligence. Devel-
opment of hardware that can implement these tasks
in-situ can revolutionize the rapidly emerging era of
smart-sensors, self-driving automotives, Unmanned Au-
tonomous Vehicles (UAVs), and the Internet of Things
(IoTs) by opening a pathway for self-contained, energy-
efficient, highly scalable, and secure machine intelligence.
In this work we propose a hybrid unit consisting of a
low-barrier magnet based tunnel-junction (MTJ) cou-
pled with a conventional CMOS based analog buffer as a
building block for neuromorphic hardware that is partic-
ularly suited for temporal learning based signal process-
ing tasks.
MTJs lie at the heart of the Spin Transfer Torque
based Magnetic Random Access Memory (STT-MRAM),
a rapidly emerging commercial non-volatile memory tech-
nology, and can be built with semiconductor fabrication
facilities available today1. The dynamics of our proposed
hardware unit has a one-to-one mapping with the physi-
cal behavior of biological neurons, in particular stochas-
tic leaky-integrate-and fire (LIF) neurons. We further
show how networks assembled from these building-blocks
can successfully learn and reproduce a chaotic signal by
building temporal generative models, and work as adap-
tive filters by inverse modeling a communication channel
with non-linear distortions.
The ultra-compact footprint of these building-blocks
with built-in neuron like behavior enables the design of
reconfigurable large scale analog neuromorphic hardware
that is more energy-efficient and highly scalable com-
pared to present day practice, where neural networks are
emulated as software models on Boolean algebra based
hardware typically in cloud, with its associated ineffi-
ciencies, as well as concerns with cybersecurity and high
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communication bandwidth consumption.
II. STOCHASTIC NEURAL NETWORK NODES USING
MAGNETIC TUNNEL JUNCTIONS
In magnets the state retention time is given by the
Arrhenius relation2:
τ = τ0 exp(U/kT ) (1)
For memory technology, the energy-barrier U targeted for
the MTJ free layer is at least 40kT , to maintain a high
state retention (τ ∼ 10 years) with typical τ0 ∼ 0.1−1 ns.
The U(= MsHkΩ/2) is determined by material proper-
ties such as saturation magnetization (Ms), anisotropy
field strength (Hk), and geometrical volume (Ω). How-
ever, in this work we use low energy-barrier magnets
achieved by ultra-scaling3 (fig. 1a) to enable fast dynam-
ics in the reservoir and to leverage the built-in stochas-
ticity provided by such magnets. In this case, the free
layer magnetization m stays randomized between the two
energy minima states when no current is provided. A
large spin-torque from a large driving input current Iin
biases m towards one of its minima directions, as shown
in fig. 1b. We can utilize this controllable stochastic be-
havior to build noisy hardware neurons, both analog and
digital versions.
A. Analog and Binary Stochastic Neurons
1. Analog Stochastic Neuron (ASN)
The core of the proposed hardware unit is a 1-MTJ 1-T
in a pull-up, pull-down configuration as shown in fig. 1c.
We then add a Wilson current mirror based analog buffer
to this unit to generate a noisy analog output, while pre-
venting any loading effects on the transfer characteristics
of the unit from high fan-out at the output end. In this
unit, the MTJ’s intrinsic resistance (RA = 100Ω− µm2,
area = pi × 50 × 50 nm2, TMR = 100% ), is chosen to
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2FIG. 1. Low barrier magnet MTJ based analog
stochastic neuron: a. Circular low barrier magnet based
MTJ that forms the heart of the ASN. b. The instantaneous
and moving average response of the magnetization m of the
MTJ free layer in presence of a high negative bias, zero bias,
high positive bias. c. Analog stochastic neuron design. d.
Instantaneous and time averaged output of the ASN under
an input current sweep obtained from a SPICE model of the
unit. Inset: instantaneous and averaged response of BSN.
be equal to the transistor resistance (R = 12kΩ) in the
linear mode, while the Rref resistance is 0.2 times this
value. When the input transistor is in saturation or cut-
off mode, the voltage appearing at output (drawn from
the drain on the transistor) is closer to V+ or V− (where
V− = −V+, V+ − V− = VDD = 0.8V ) respectively due to
high bias voltage. In the linear mode of operation, the
output of the unit goes through intermediate voltages as
shown in fig. 1d. The response is inherently noisy due to
the thermal noise’s effect on the free layer magnetization
as described before. Both the averaged signal and its up-
per and lower bounds show a tanh (or logistic function)
like excitation. The overall response of the unit can be
modeled by the following equation:
Vout = VDD tanh(βVin)/2 + α(Vin)Vrnd (2)
where the parameters α, β depend on the particulars of
device design. It can be be shown that a transistor’s
turn off and turn on depends on the deposition of a crit-
ical amount of switching charge on the gate terminal of
the transistor4,5. This switching charge, in our design,
is supplied by the net current from preceding neurons
flowing in to the resistive-capacitive metallic intercon-
nects and then into the gate capacitor, where it automat-
ically gets weighted, summed, and integrated over time
(Qin =
∫ d(CVin)
dt
dt =
∫
Iindt). The use of a low-barrier
magnet in this structure inherently introduces volatility
due to thermal noise, resulting in leakiness of the input
current integration. Therefore, this unit behaves as a
stochastic leaky-integrate-and-fire (sLIF) neuron. Addi-
tionally, adjustment of barrier height of the magnets (U)
allows for tuning the dynamical rates of sLIF neural net-
works built from this unit.
2. Binary Stochastic Neuron (BSN or p-bit)
A binary stochastic neuron can be built from the same
1-MTJ 1-T unit. However, instead of a analog current
mirror, we use a digital CMOS buffer (e.g. two cascaded
NOT gates) as the output stage. This turns the output of
the unit digital, i.e. Vout is either V+ or V−, probability
of which is dictated by a tanh law, unlike ASN whose
response is continuous between V+ and V− . The response
of the BSN is shown in fig. 1d inset and given by:
Vout = sgn
(
tanh(βVin) + α(Vin)Vrnd
)
VDD/2 (3)
This BSN design, presented elsewhere and called “p-
bit”6, has been used in a variety of optimization prob-
lems (see refs.7,8). These two related but distinct units,
ASN and BSN, could form building blocks for a variety
of neural networks, depending on the behavioral require-
ments. Controllability of behavioral noise through device
design and electrical control make these units particularly
useful in cases where stochasticity is an integral feature9
in the computation (e.g. stochastic gradient descent10,
Boltzmann machines11).
It should be noted that it is possible to build even
more compact versions of these stochastic neurons by
leveraging emerging phenomena and devices such as Gi-
ant Spin Hall Effect or Magneto-Electric based switching
(e.g. see5 for a few example designs). However, such de-
vices are still in their research phase and their integration
into larger circuits is still an open problem.
III. COMPUTING USING DYNAMICAL STATES:
COMPUTING MODEL AND HARDWARE
IMPLEMENTATION
A. Reservoir Computing: A Short Overview
Reservoir Computers (RC) are models of biological
neural networks12,13 that have been used for various sig-
nal processing tasks14–17. In these networks, the com-
putation is performed by a collection of randomly cou-
pled non-linear units with recurrent network topology
(fig. 2a). Such networks: (a) provide a huge expansion
of the dynamical phase-space, increasing the distance be-
tween the signal-class centroids; and (b) give rise to mem-
ory states in the network18 allowing a signal to be tempo-
rally correlated, resulting in better signal classification.
The nodes of the network are leaky; therefore, the net-
work memory is short term and fading - a feature critical
to avoid overtraining.
RC Dynamics: Let x be the collective state vector
of the reservoir, u be the input vector and y the out-
put vector. Also let W in,W self ,W out,W fb be the ma-
trices representing the synaptic connections between the
input-reservoir, reservoir-reservoir, reservoir-output, and
output-reservoir nodes respectively. The most general
form of the RC dynamical equations is given by:
3FIG. 2. Hardware implementation of a reservoir com-
puter: a. The reservoir is a network of randomly connected
sLIF neurons that processes an input stream and produces
the output stream as a collective response. b. The reservoir
node is built from an ASN, while the synaptic connections are
made from controllable resistor networks.
dx
dt
= −ηx+ κfNL(W inu+W fby +W selfx) + ν (4)
y = W outx (5)
Here η and κ are system constants representing the leak-
ing rate and the strength of the activation in the reser-
voir, fNL is a non-linear function, usually tanh, and ν
is the noise. This dynamical equation is equivalent to
a model for a network of stochastic LIF neurons whose
synaptic strengths are given by the various W matrices.
RC Learning : We use a weighted linear sum on x for
time-series pattern learning and classification. The only
synaptic weights adjusted during the training are the
reservoir-output connection W out which involves mini-
mizing the `2 norm: ||W outx−y||2 by finding the optimal
W out (for example see Weiner-Hopf method18) .
B. Reservoir Computer Hardware Implementation
The RC dynamical equation (eq. 4) on a discretized
temporal grid equispaced by δt = 1 in normalized
time units (i.e., the magnet’s dynamical time-scale
γHk/(1 + α
2)) and fNL ≡ tanh, can be written as fol-
lows:
x[t+ 1] = κ′ tanh(z[t+ 1])︸ ︷︷ ︸
activation
− (η′ − 1)x[t])︸ ︷︷ ︸
leak
− ν′[t]︸︷︷︸
noise
(6)
where ′ denotes an additional factor of ∆t, and z[t+1] =
W inu[t + 1] + W fby[t] + W selfx[t]. Eq. 6 can be inter-
preted as describing a blackbox, whose output (x[t+1]) is
the sum of three terms: a) a transduction function given
by a tanh type nonlinear activation, b) “leaked” past
state x[t], where the leakiness arises from small state-
retention times of ASN, c) noise inherent to the unit, both
of which are naturally provided by the low-barrier mag-
nets. The ASN’s electrical response directly corresponds
with the behavior described by eq. 6 and therefore it
can be used to build compact reservoir computing nodes.
For hardware based reservoir computing proposals using
other material systems please see19–28.
C. Programmable Hardware Synapses
A fully hardware based neural network necessitates
that the physical interconnections or synaptic-weights
be controllable in strength. In the presented hardware
unit, the input signal is the net current flowing in the
unit, while the output signal is the resulting voltage level.
Therefore a resistor network can implement the synaptic
weighing using Kirchoff’s current law at each neuron’s
input, i.e. Iin =
∑
GkVk, where interconnect conduc-
tances Gk’s are proportional to synaptic weights of the
interconnection with other neurons (fig. 2b). Optionally,
a small p-n junction diode can be introduced to ensure
uni-directionality of current flow within the synaptic net-
work with an added circuit cost of adjusting bias voltage
ranges, since ASN and BSN require bipolar voltage range
for operation.
These programmable resistor networks could be imple-
mented using a MOSFET in linear mode, whose chan-
nel resistance is controlled by the gate voltage. Com-
pact memristor cross-bar arrays29,30 might be even better
suited for this task since memristors are non-volatile and
therefore more energy efficient than transistor networks.
IV. SIGNAL PROCESSING USING ANALOG
STOCHASTIC NEURON (ASN) NETWORKS
A. Chaotic Time-Series Predictor
The Mackey-Glass (MG) equation31 is a time series
generator with periodic but subtly chaotic characteris-
tics. The generating equation is given by:
dx
dt
=
βx(t− τ)
1 + x(t− τ)n − γx (7)
We train our ASN network to generate an MG system
with a chaotic datastream for training, and then tested
it on a test signal from the same generator. The ASN
learns to reproduce the generator signal purely from its
previously self-generated output. We found that for small
number of nodes, the network fails to match the MG sig-
nal, but starts to generate better match for larger net-
works (see highlighted areas in fig. 3). This happens
because of the substantially richer dynamics and phase-
space volume possible in a larger network.
This task illustrates the possibility of creating tempo-
ral sequence-predictors and temporal auto-encoders us-
ing ASNs. Such temporal predictors and auto-encoders
can find applications in temporal data modeling and re-
construction, and early-warning systems in bio-physical
4FIG. 3. Mackay-Glass (MG) system predictor using
ASN network: ASN network tested to generate chaotic time
series. It can be seen from the lineshapes in the highlighted
parts that larger networks generate a better fit with the MG.
FIG. 4. A non-linear adaptive filter using ASN net-
work: a. Datastream d(t) is passed through a noisy channel
q(z) that causes non-linear distortions to the datastream. b.
A small ASN network can reproduce the original datastream
d(t) with high fidelity from the distorted data u(t).
signal monitors by distinguishing out-of-the-norm pat-
terns and beats, such as cardiac arrhythmia and seizures.
B. Filtering Using Learning
We now demonstrate a task at the heart of signal pro-
cessing and digital wireless communication, i.e. signal
filtering and channel equalization. The task is to recover
a bitstream after it passes through a medium or channel
that introduces non-linear distortions, inter-symbol in-
terference, and noise which cannot be fully compensated
using a linear filter32. The principal idea behind our im-
plementation of channel equalizer is to use an ASN net-
work to reverse the effect of the channel, by learning the
inverse of the underlying model of the channel’s transfer
function.
Let d(t) be the original signal which goes through a
channel (fig.4.a.) whose transfer function p(z) produces
u(t) = p(d(t)) and is given by:
u(t) =
∑
m
∑
n
An[
∑
k
Bk[d(t− k)]n] + Cm[rnd(−1, 1)]
(8)
The function p(z) asymmetrically and non-linearly am-
plifies d(t), introduces phase distortions, inter-symbol in-
terference, as well as a random noise to generate u(t).
We train the network the function q(z) = p−1(z), so
that it can recover d(t) from u(t). After training, we
test the network and find that for even small size net-
works (N = 20), the signal can be extracted with high
fidelity from severely distorted signals (Fig. 4b). In
the presented simulation, the Symbol Recovery Rate
(SRR = 1 − |y(t)− d(t)||u(t)− d(t)| ) was 94.28%. From multiple
simulations on a wide variety of models for p(z), we have
found the SRR to lie in the 90 − 100% range. More
complex filter designs with stacked networks may help
increase the performance of such filters.
This task shows the possibility of building highly com-
pact and energy-efficient dynamically trainable neuro-
adaptive filters using ASNs. Such filters can find wide ap-
plications in SWaP (size-weight-and-power) constrained
environments such as IoT, sensor networks, and self-
driving automotives and UAVs.
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