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Abstract
In this work, we consider a boundary value problem for nonlinear
triharmonic equation. Due to the reduction of nonlinear boundary
value problems to operator equation for nonlinear terms we establish
the existence, uniqueness and positivity of solution. More importantly,
we design an iterative method at both continuous and discrete level for
numerical solution of the problem. An analysis of actual total error of
the obtained discrete solution is made. Some examples demonstrate
the applicability of the theoretical results on qualitative aspects and
the efficiency of the iterative method.
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1 Introduction
In this work, we consider the following boundary value problem (BVP) for
nonlinear triharmonic equation
∆3u = f(x, u,∆u,∆2u), x ∈ Ω,
u = 0, ∆u = 0, ∆2u = 0, x ∈ Γ,
(1.1)
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where Ω is a bounded connected domain in Rn (n ≥ 2) with the smooth
boundary Γ, ∆ is the Laplace operator, f is a continuous function.
The one-dimensional problem, namely, the problem
u(6)(x) = f(x, u(x), u′′(x), u(4)(x)), 0 < x < 1,
u(2i)(0) = u(2i)(1) = 0 (i = 0, 1, 2)
(1.2)
was studied in many works, e.g., [2], [4], [16], [17], [25], [26]. The authors
of these works were interested only in finding the solution of the problem
without attention on the investigation of its qualitative aspects such as the
existence, uniqueness and properties of solutions. They either assumed the
unique existence of solution or referred to [1] for general results of the ex-
istence and uniqueness of solution for higher order differential equations.
Recently, in [7], Dang and Dang established the existence and uniqueness of
solution, and also proposed a method for the numerical solution.
Concerning the triharmonic problem (1.1), to the best of our knowledge,
the existence of solution has not been investigated, while the existence of
nonlinear biharmonic equation
∆2u = f(x, u,∆u), x ∈ Ω,
u = 0, ∆u = 0, x ∈ Γ,
(1.3)
was considered in many works, e.g., [3], [5], [11], [15], [19], [20], [27], [28],
[35]. However, for boundary value problems of sixth order elliptic equations
some results of uniqueness of solution are known in a few works such as
[12], [14], [32]. In spite of these facts, there are many works concerning the
numerical solution of nonlinear triharmonic boundary value problems, see
e.g., [13], [21]-[24]. It should be emphasized that in the above works, under
the assumptions that the solution of nonlinear BVPs exist and is unique with
sufficient smoothness, the authors only constructed difference schemes with
local truncation error of high order but did not obtain error estimate of the
approximate solution. They could obtain error estimate only in the case of
linear equation.
Motivated by the above fact and the importance of sixth order elliptic
equation in the modeling of ulcers [33], viscous fluid [18], geometric design
[34], in this paper we investigate the existence and uniqueness of solution
of problem (1.1) and design an iterative scheme both on continuous and
discrete levels for numerical solution of the problem. Especially, we obtain an
estimate for total error of the actual approximate solution which is of order
four in grid size. The proved theoretical results are validated on examples
and the efficiency of the iterative method is shown by numerical experiments.
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It is noticed that, the method used here for problem (1.1) is a further
development of our approach to fourth order nonlinear BVPs for ODE and
PDE, see, e.g., [8]-[10], and for sixth order nonlinear BVPs [7].
2 Existence and uniqueness of solution
As in [11] for nonlinear biharmonic problem, we shall reduce the problem
(1.1) to a fixed point problem.
To do this, we define the nonlinear operator A acting in the space of
continuous functions C(Ω) as follows: for ϕ(x) ∈ C(Ω)
(Aϕ)(x) = f(x, u(x),∆u(x),∆2u(x)), (2.1)
where u(x) is a solution to the problem
∆3u = ϕ(x), x ∈ Ω,
u = 0,∆u = 0,∆2u = 0, x ∈ Γ.
(2.2)
Proposition 2.1 Function ϕ(x) solves the operator equation
Aϕ = ϕ, (2.3)
if and only if the solution u(x) of problem (2.2) satisfies problem (1.1)
Proof. The proof of the proposition is similar to that of [11, Proposition 1]
(see also [10, Proposition 2.1]).
Remark. The above proposition means that the problem (1.1) is equivalent
to the operator equation (2.3).
Now we study properties of the operator A. First, we note that problem
(2.2) can be split into three second order problems
∆w = ϕ, x ∈ Ω,
w = 0, x ∈ Γ,
(2.4)
∆v = w, x ∈ Ω,
v = 0, x ∈ Γ,
(2.5)
∆u = v, x ∈ Ω,
u = 0, x ∈ Γ.
(2.6)
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To estimate the solutions of second order problems we need a lemma, which
is a corollary of the maximum principle for elliptic equations [29] (see also
[10], [11]). In what follows, we shall use the max-norm
‖y‖ = max
x∈Ω¯
|y(x)|, y(x) ∈ C(Ω).
Lemma 2.2 Let g(x) be a continuous function in Ω¯. Then for the solution
of the problem
−∆y = g, x ∈ Ω,
y = 0, x ∈ Γ,
(2.7)
there holds the estimate
‖y‖ ≤ CΩ‖g‖, (2.8)
where CΩ = R
n/2n and R is the radius of the circle which contains the
domain Ω. If Ω is the unit square in R2 then
‖w‖ ≤
1
8
‖g‖. (2.9)
Now we are ready to study the operator equation (2.2). Let M be an
arbitrary positive number. In the space Ω× R3 define a bounded domain
DM =
{
(x, u, v, w) | x ∈ Ω; |u| ≤ C3ΩM, |v| ≤ C
2
ΩM, |w| ≤ CΩM
}
(2.10)
and as usual, denote
B[O,M ] = {ϕ ∈ C(Ω) | ‖ϕ‖ ≤M}.
Theorem 2.3 Assume that there exist numbers M,L1, L2, L3 ≥ 0 such that
(i)
|f(x, u, v, v)| ≤M ∀(x, u, v, w) ∈ DM . (2.11)
(ii)
|f(x, u2, v2, w2)−f(x, v1, u1, w1)| ≤ L1|u2−u1|+L2|v2−v1|+L3|w2−w1|
(2.12)
∀(x, ui, vi, wi) ∈ DM , i = 1, 2.
(iii)
q := (C2ΩL1 + CΩL2 + L3)CΩ < 1. (2.13)
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Then the BVP (1.1) possesses a unique solution u(x) ∈ C(Ω¯), satisfying the
estimates
‖u‖ ≤ C3ΩM, ‖∆u‖ ≤ C
2
ΩM, ‖∆
2u‖ ≤ CΩM. (2.14)
Proof. Using Proposition 2.1 and Lemma 2.2 it is easy to prove the above
theorem in a similar way as for nonlinear biharmonic problem in [11, Theo-
rem 1] (see also [10, Theorem 2.3]). 
Now consider a particular case of Theorem 2.3 concerning the positive
solutions.
Denote
D+M =
{
(x, u, v, w) | x ∈ Ω; 0 ≤ u ≤ C3ΩM,− ≤ C
2
ΩM ≤ v ≤ 0, 0 ≤ w ≤ CΩM
}
Theorem 2.4 Assume that there exist numbers M,L1, L2, L3 ≥ 0 such that
−M ≤ f(x, u, v, v) ≤ 0 ∀(x, u, v, w) ∈ D+M (2.15)
and the conditions (2.12), (2.13) are satisfied in D+M . Then the BVP (1.1)
possesses a unique positive solution u(x) ∈ C(Ω¯), satisfying the estimates
0 ≤ u ≤ C3ΩM, −C
2
ΩM ≤ ∆u ≤ 0, 0 ≤ ∆
2u ≤ CΩM. (2.16)
Proof. The proof of the theorem is similar to that of Theorem 2.3 if replace
the ball B[0,M ] by the strip
SM = {ϕ ∈ C(Ω¯)| −M ≤ ϕ(x) ≤ 0}.
3 Iterative method at continuous level
Consider the following iterative method for solving the problem (1.1) based
on the successive approximation of the fixed point of the operator A:
i) Given an initial approximation ϕ0 ∈ B[O,M ], for example,
ϕ0(x) = f(x, 0, 0, 0), x ∈ Ω. (3.1)
ii) Knowing ϕk (k = 0, 1, 2, ...) solve sequentially three second order problems
∆wk = ϕk, x ∈ Ω,
wk = 0, x ∈ Γ,
(3.2)
∆vk = wk, x ∈ Ω,
vk = 0, x ∈ Γ,
(3.3)
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∆uk = vk, x ∈ Ω,
uk = 0, x ∈ Γ.
(3.4)
iii) Calculate the new approximation
ϕk+1(x) = f(x, uk(x), vk(x), wk(x)). (3.5)
Theorem 3.1 Assume that all the assumptions of Theorem 2.3 are satis-
fied. Then the iterative method (3.1)-(3.5) converges geometrically and there
holds the error estimate
‖uk − u‖ ≤
C2Ωq
k
1− q
‖ϕ1 − ϕ0‖, (3.6)
u being the exact solution of the problem (1.1) and q being given by (2.13).
Proof. Indeed, as the iterative method (3.1)-(3.5) is the successive approxi-
mation method for the fixed point of the operator A with the initial approx-
imation ϕ0 ∈ B[O,M ], we have
||ϕk − ϕ|| ≤
qk
1− q
||ϕ1 − ϕ0||. (3.7)
Next, from the estimate
‖uk − u‖ ≤ C
3
Ω‖ϕk − ϕ‖
which follows from Lemma 2.2 applied consecutively to the problems
∆(uk − u) = vk − v, x ∈ Ω,
uk − u = 0, x ∈ Γ,
∆(vk − v) = wk − w, x ∈ Ω,
vk = 0, x ∈ Γ,
∆(wk − w) = ϕk − ϕ, x ∈ Ω,
wk = 0, x ∈ Γ,
and (3.7) we obtain (3.6). Thus, the theorem is proved. 
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4 Iterative method at discrete level
We restrict ourselves to two-dimensional problems, and consider the problem
in the unit square Ω¯ = [0, 1] × [0, 1]. We cover Ω by the uniform grid
ωh =
{
(x1, x2)| x1 = ih1, x2 = jh2, i = 0,m, j = 0, l
}
,
where h1 = 1/m, h2 = 1/l. Denote by Ωh and γh the set of interior points
and the set of boundary points of ωh, respectively.
For solving the Poisson problems (3.2)-(3.4) at each iterative step we shall
use finite difference schemes of fourth order of accuracy. For this purpose,
denote by Φk(x),Wk(x), Vk(x), Uk(x) the grid functions defined on the grid
ω and approximating the functions ϕk(x), wk(x), vk(x), uk(x) on this grid.
Before describing iterative method we need a result from the theory of
difference schemes [30]. Consider the Dirichlet problem for Poisson equation
∆y = ψ(x), x ∈ Ω,
y = µ(x), x ∈ Γ.
(4.1)
Denote by Y (x) a grid function approximating the function y(x) on the grid
ωh and recall the following notations:
Λ1Y =
Yi−1,j − 2Yij + Yi+1,j
h21
, Λ2Y =
Yi,j−1 − 2Yij + Yi,j+1
h22
,
ΛY = (Λ1 + Λ2)Y, Λ
∗Y = ΛY +
h21 + h
2
2
12
Λ1Λ2Y,
ψ∗ = ψ +
h21
12
Λ1ψ +
h22
12
Λ2ψ,
where Yij = Y (ih1, jh2).
Lemma 4.1 (See [30, Sec. 4.5]) For the boundary value problem (4.1) the
difference scheme
Λ∗Y = ψ∗, x ∈ ωh
Y = µ(x), x ∈ γh
(4.2)
is of fourth order accuracy, when y ∈ C(6)(Ω), i.e. ‖U−u‖h = O(h
4), where
‖U − u‖h = max
x∈ωh
|Y (x)− y(x)|. (4.3)
If replace ψ∗ by ψˆ = ψ∗ +O(h4) then the order of accuracy is not changed.
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Now consider the following discrete iterative method:
1. Given
Φ0(x) = f(x, 0, 0, 0), x ∈ ωh. (4.4)
2. Knowing Φk in ωh (k = 0, 1, ...) solve consecutively three difference
problems
Λ∗Wk = Φk
∗, x ∈ ωh,
Wk = 0, x ∈ γh,
(4.5)
Λ∗Vk =Wk
∗, x ∈ ωh,
Vk = 0, x ∈ γh,
(4.6)
Λ∗Uk = Vk
∗, x ∈ ωh,
Uk = 0, x ∈ γh,
(4.7)
3. Compute the new approximation
Φk+1 = f(x,Uk, Vk,Wk), x ∈ ωh. (4.8)
Proposition 4.2 Assume that the function f(x, u, v, w) is continuous and
has all continuous partial derivatives up to sixth order in the domain DM .
Then for the functions uk(x), vk(x), wk(x) constructed by the iterative method
(3.1)- (3.5) there hold
wk(x) ∈ C
(6)(Ω), vk(x) ∈ C
(8)(Ω), uk(x) ∈ C
(10)(Ω).
Proof. The proposition is easily proved by induction. 
Proposition 4.3 Under the assumptions of Proposition 4.2, for k = 0, 1, 2, ...
we have the estimates
‖Φk − ϕk‖h = O(h
4), (4.9)
‖Uk − uk‖h = O(h
4), (4.10)
‖Vk − vk‖h = O(h
4), (4.11)
‖Wk − wk‖h = O(h
4). (4.12)
Proof. The proposition will be proved by induction.
When k = 0 the difference scheme for the problem
∆w0 = ϕ0, x ∈ Ω,
w0 = 0, x ∈ Γ,
(4.13)
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is
Λ∗W0 = Φ0
∗, x ∈ ωh,
W0 = 0, x ∈ γh,
(4.14)
where
Φ0
∗ = Φ0 +
h21
12
Λ1Φ0 +
h22
12
Λ2Φ0, x ∈ ωh.
As Φ0 = ϕ0 = f(x, 0, 0, 0) we have Φ0
∗ = ϕ∗. By Lemma 4.1 we obtain the
estimate
‖W0 − w0‖h = O(h
4). (4.15)
Next, consider the difference scheme
Λ∗V0 =W0
∗, x ∈ ωh,
V0 = 0, x ∈ γh
(4.16)
for the problem
∆v0 = w0, x ∈ Ω,
v0 = 0, x ∈ Γ,
(4.17)
where
W0
∗ =W0 +
h21
12
Λ1W0 +
h22
12
Λ2W0.
From (4.15) it follows
W0
∗ = w0
∗ +O(h4).
Once again, by Lemma 4.1 we obtain
‖V0 − v0‖h = O(h
4).
Analogously, we have
‖U0 − u0‖h = O(h
4).
Now, suppose that the estimates (4.9)-(4.12) are valid for k ≥ 0. We must
prove them for k+1. Since ϕk+1 and Φk+1 are calculated by (3.5) and (4.8),
respectively, and the function f(x, u, v, w) satisfies the Lipschitz condition
in the variables u, v and w, we have
|Φk+1 − ϕk+1| ≤ L1|Uk − uk|+ L2|Vk − vk|+ L3|Wk −wk|.
From the above estimate and the hypothesis of induction it follows
‖Φk+1 − ϕk+1‖h = O(h
4).
9
Now, making the same argument as above for k = 0, we consecutively obtain
the estimates
‖Wk+1 − wk+1‖h = O(h
4),
‖Φk+1 − ϕk+1‖h = O(h
4),
‖Vk+1 − vk+1‖h = O(h
4),
‖Uk+1 − uk+1‖h = O(h
4).
Thus, the proposition is proved. 
Theorem 4.4 Under the assumptions of Theorem 1, for the solution of the
problem (1.1) obtained by the discrete iterative method (4.4)-(4.8), there hold
the estimates
‖Uk − u‖h = C
3
Ωpkd+O(h
4), (4.18)
‖Vk − v‖h = C
2
Ωpkd+O(h
4), (4.19)
‖Wk −w‖h = CΩpkd+O(h
4), (4.20)
where
pk =
qk
1− q
, d = ‖ϕ1 − ϕ0‖, v = ∆u, w = ∆
2u. (4.21)
Proof. Representing
Uk − u = (Uk − uk) + (uk − u)
we have
‖Uk − u‖h ≤ ‖Uk − uk‖h + ‖uk − u‖h.
In view of the estimates (3.6) and (4.10) we obtain (4.18).
Analogously, we have (4.19) and (4.20). The theorem is proved. 
5 Examples
To demonstrate the applicability of the existence results in Section 2 and
show the efficiency of the iterative method in the previous section we shall
consider several examples. As was said in the beginning of the previ-
ous section, all examples will be considered in the computational domain
Ω = [0, 1] × [0, 1] with the boundary Γ. For testing the convergence of
the proposed iterative method we perform some experiments for the cases,
where exact solutions are known and for the cases where exact solutions are
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not known. In all examples, the iterative process (4.4)-(4.8) will carried out
until
‖Φk − Φk−1‖h ≤ TOL, (5.1)
where TOL is given accuracy. For solving the discrete problems (4.5)-(4.7)
we use the cyclic reduction method [31], which is one of the direct methods
for grid equations.
Example 1. Consider the problem
∆3u = −pi4 sin(pix1) sin(pix2) + (∆u)
2 − u∆2u+ sin(∆2u−∆2u∗), x ∈ Ω,
u = ∆u = ∆2u = 0, x ∈ Γ,
where
u∗ =
1
8pi2
sin(pix1) sin(pix2).
For this example
f(x, u, v, w) = −pi4 sin(pix1) sin(pix2) + v
2 − uw + sin(w −∆2u∗).
It is possible to verify that for M = 104 there holds |f(x, u, v, w)| ≤M in
DM =
{
(x, u, v, w) | x ∈ Ω; |u| ≤M/83, |v| ≤M/82, |w| ≤M/8
}
.
Besides, in DM , all other assumptions of Theorem 2.3 are also satisfied
with L1 = M/8 = 13, L2 = 2M/8
2 = 3.25, L3 = M/8 + 1 = 1.2031
and q = 0.2266 < 1. Therefore, by this theorem the problem has a unique
solution satisfying the estimate |u(x)| ≤ M/83 = 0.2031. It is easy verify
that this unique solution is the above function u∗(x1, x2).
For testing the convergence of the discrete iterative method we perform
numerical experiments on computer LENOVO, 64-bit Operating System
(Win 10), Intel Core I5, 1.8 GHz, 8 GB RAM with stopping criterion (5.1)
for different TOL. The results of computation are reported in Tables 1 and
2.
From the two first columns of Table 1 we see that the number of iterations
K for achieving the same tolerance TOL = 10−6 is independent of the grid
size, and it is K = 6. The two next columns have the following meaning:
Eh(K) = ‖UhK − u
∗‖h, Order is the order of convergence calculated by the
formula
Order = log2
‖UhK − u
∗‖h
‖U
h/2
K − u
∗‖h/2
.
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Table 1: The results of computation of Example 1 for
TOL = 10−6
Grid K E(K) Order T ime (in sec.)
16× 16 6 1.5399e-07 3.9979 0.0781
32× 32 6 9.6387e-09 3.8682 0.1094
64× 64 6 6.0006e-10 4.1042 0.3438
128× 128 6 3.4891e-11 6.2757 4.1094
256× 256 6 4.5035e-13 -2.5581 15.8125
512× 512 6 2.6523e-12 0.0364 54.5469
1024× 1024 6 2.5862e-12 0.2803 273.7969
2048× 2048 6 2.1296e-12 2.6920e+03
In the above formula the superscripts h and h/2 of U mean that U is com-
puted on the grid with the corresponding grid sizes.
From Table 1 we see that, first, when the number of grid points increases
from 16 × 16 to 256 × 256 the accuracy E(K) increases with the rate close
to 4 or more. After that the accuracy almost remains unchanged. This
phenomenon completely agrees with the estimate (4.18) of Theorem 4.4 be-
cause after the two terms of errors are the same then further decrease of the
second term does not improve the total error. This phenomenon also will
be observed in Table 2. The results of computation for other tolerances also
support this assertion.
Table 2: The results of computation of Example 1 for
TOL = 10−8
Grid K E(K) Order T ime (in sec.)
16× 16 8 1.5399e-07 3.9975 0.0781
32× 32 8 9.6414e-09 3.9994 0.1719
64× 64 8 6.0284e-10 4.0003 0.5156
128× 128 8 3.7670e-11 4.0161 5.1719
256× 256 8 2.3282e-12 4.2041 21.6250
512× 512 8 1.2632e-13 -0.6279 72.6250
1024× 1024 8 1.9521e-13 -1.7359 368.4844
2048× 2048 8 6.5020e-13 3.5572e+03
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Example 2. Consider the problem
∆3u = − sin(pix1) sin(pix2) + u(∆u)−
1
2
∆2u, x ∈ Ω,
u = ∆u = ∆2u = 0, x ∈ Γ.
In this example
f(x, u, v, w) = −pi sin(pix1) sin(pix2) + uv −
1
2
w.
Choosing M = 1.5, it is easy to verify that in the domain
D+M =
{
(x, u, v, w) | x ∈ Ω; 0 ≤ u ≤
1
83
M,−
1
82
M ≤ v ≤ 0, 0 ≤ w ≤
1
8
M
}
all the conditions of Theorem 2.4 are satisfied . Consequently, the problem
has a unique positive solution.
The results of convergence for TOL = 10−8 are given in Table 3. Here, in
Table 3: The results of computation of Example 2 for
TOL = 10−8
Grid K eh(K) Order
16× 16 7 3.4346 e-14 3.9974
32× 32 7 3.4348 e-14 3.9993
64× 64 7 3.4348 e-14 3.9993
128× 128 7 3.4348 e-14 4.0043
256× 256 7 3.4348 e-14 5.0082
512× 512 7 3.4348 e-14 -2.8568
1024× 1024 7 3.4348 e-14
2048× 2048 7 3.4348 e-14
the case when the exact solution is unknown, the deviation between two
successive iterations eh(K) and Order of convergence are calculated by the
formulas
eh(K) = ‖UhK − U
h
K−1‖h,
Order = log2
‖UhK − U
h/2
K ‖h
‖U
h/2
K − U
h/4
K ‖h/2
.
The graph of the approximate solution computed on the grid 64× 64 is
depicted in Figure 1.
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Figure 1: The graph of the approximate solution in Ex-
ample 2.
Remark that Examples 1 and 2 demonstrate the validity of the theo-
retical results of the existence, uniqueness and positivity of solution of the
problem (1.1) and the convergence of the proposed iterative method (4.4)-
(4.8). Below we consider an example, where the conditions of Theorem
2.3 are not satisfied. In this case we are not sure about the existence and
uniqueness of solution, and the convergence of the iterative method. How-
ever, the results of computation show that the iterative method converges
to a solution. This means that Theorem 2.3 only gives sufficient conditions
for existence, uniqueness of solution and convergence of the iterative method.
Example 3. Consider the problem
∆3u = −100 + 50u2 − (∆u)3 +∆2u, x ∈ Ω,
u = ∆u = ∆2u = 0, x ∈ Γ.
In this example
f(x, u, v, w) = −100 + 50u2 − v3 + w2.
We cannot choose M such that the first assumption of Theorem 2.3 is sat-
isfied. Indeed, the inequality
100 + 50
(M
83
)2
+
(M
82
)3
+
(M
8
)2
≤M
14
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Figure 2: The graph of the approximate solution in Ex-
ample 3.
has no solution. Therefore, the existence of solution of the problem is not
guaranteed. However, the iterative method (4.4)-(4.8) converges. The re-
sults of computation are given in Table 4 and the graph of computed ap-
proximation on grid 64× 64 is depicted in Figure 2.
Table 4: The results of computation of Example 3 for
TOL = 10−8
Grid K eh(K) Order
16× 16 33 6.2588 e-13 3.9981
32× 32 33 6.2515 e-13 3.9996
64× 64 33 6.2511 e-13 3.9998
128× 128 33 6.2508 e-13 4.0010
256× 256 33 6.2509 e-13 4.5615
512× 512 33 6.2514 e-13 -0.2625
1024× 1024 33 6.2515 e-13
2048× 2048 33 6.2518 e-13
Example 4. Consider the problem with nonhomogeneous boundary condi-
tions
∆3u = f(x, u,∆u,∆2u), x ∈ Ω,
u = g1, ∆u = g2, ∆
2u = g3, x ∈ Γ.
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In this case, to solve the problem numerically we use the following discrete
iterative method:
1. Given
Φ0(x) = f(x, 0, 0, 0), x ∈ ωh. (5.2)
2. Knowing Φk in ωh (k = 0, 1, ...) solve consecutively three second order
difference problems
Λ∗Wk = Φk
∗, x ∈ ωh,
Wk = g3, x ∈ γh,
(5.3)
Λ∗Vk =Wk
∗, x ∈ ωh,
Vk = g2, x ∈ γh,
(5.4)
Λ∗Uk = Vk
∗, x ∈ ωh,
Uk = g1. x ∈ γh,
(5.5)
3. Compute the new approximation
Φk+1 = f(x,Uk, Vk,Wk), x ∈ ωh. (5.6)
This discrete iterative method is expected to be convergent of fourth order,
too. Below we give an numerical example illustrating the fourth order con-
vergence of the above iterative method.
Consider the equation
∆3u = 4ex1+x2 + sin(ex1+x2 − u)− cos(2ex1+x2 −∆u) + ∆2u+ 1
with the exact solution u = ex1+x2 . The boundary conditions are calculated
from this exact solution. The results of computation are reported in Tables
5 and 6.
Example 5. Now consider an example of using the iterative method (5.2)-
(5.6) for a problem with nonhomogeneous boundary conditions, for which
the exact solution is not known. The problem is
∆3u = 8e−(x
2
1
+x2
2
) + sin(u) +
1
1 + (∆u)2
+ e−∆
2u, x ∈ Ω,
u = sin(x1(1− x1)x2(1− x2)), ∆u = e
−(x2
1
+x2
2
), ∆2u = cos(x1x2), x ∈ Γ.
The result of computation on the grid 64× 64 with ‖Φk −Φk−1‖h ≤ 10
−6 is
that the iterative process stops after K = 7 iterations and ‖UK −UK−1‖h =
4.4222e − 11. The graph of the approximate solution is depicted in Figure
3.
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Table 5: The results of computation of Example 4 for
TOL = 10−6
Grid K E(K) Order
16× 16 8 1.6538e-08 4.0004
32× 32 8 1.0333e-09 4.0345
64× 64 8 6.3054e-11 4.3822
128× 128 8 3.0238e-12 1.0156
256× 256 8 1.4957e-12 -1.7774
512× 512 8 5.1275e-12 -2.7983
1024× 1024 8 3.5667e-11
Table 6: The results of computation of Example 4 for
TOL = 10−8
Grid K E(K) Order
16× 16 10 1.6539e-08 3.9983
32× 32 10 1.0349e-09 3.9984
64× 64 10 6.4758e-11 3.7714
128× 128 10 4.7424e-12 0.8431
256× 256 10 2.6437e-12 -0.5815
512× 512 10 3.9559e-12 -3.0981
1024× 1024 10 3.3875e-11
6 Conclusion
In this work, by reducing the original boundary value problem of nonlinear
triharmonic equation to an operator equation for the nonlinear term we have
established the existence, uniqueness and positivity of solution of it. And
more importantly, we have designed a numerical iterative method which is
proved to be of fourth order of accuracy in total. This is achieved due to the
use of difference schemes of the same order for the Poisson equation at each
iteration. Several examples, where the exact solutions of the problem are
known or are not known, demonstrate the validity of obtained theoretical
results and the efficiency of the proposed iterative method.
In the future we shall use the technique of this paper in combination with
the boundary operator method in [6] to consider the nonlinear triharmonic
equation with other boundary conditions. This is a perspective direction of
research.
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Figure 3: The graph of the approximate solution in Ex-
ample 5.
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