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I. INTRODUCTION
The current controller design methodology often assumes that the controller is implemented exactly, even though in reality a control law G. Li is with the School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore.
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Publisher Item Identifier S 0018-9286(01)06599-0. can only be realized in finite precision. It is well-known that a designed stable control system may achieve a lower than predicted performance or even become unstable when the controller is implemented with a finite-precision device. It has been noted that a controller design can be implemented with different realizations and that the FWL effect on the closed-loop stability depends on the controller realization structure. This property can be utilized to select controller realization in order to improve the robustness of closed-loop stability under controller perturbations. Currently, two approaches exist for determining the optimal controller realizations under different criteria, namely pole-sensitivity measures [1] - [5] and complex stability radius measures [6] , [7] . In the first approach, the pole sensitivity measures based on a 2-norm [2] and a 1-norm [3] are used to quantify the FWL effect, leading to a nonconvex and nonsmooth optimization problem in finding an optimal FWL controller realization. Efficient global optimization techniques to solve for this optimization problem are readily available [4] , [5] , [8] . Fialho and Georgiou [7] used the complex stability radius measure to formulate an optimal FWL controller realization problem that can be represented as a special H1 norm minimization problem and solved for with the method of linear matrix inequality [9] , [10] . In this second approach, the FWL perturbations are assumed to be complex-valued. Although this assumption is somewhat artificial, the approach has certain attractive features and requires further investigation.
The contribution of this note is twofold. First, a generic controller structure is considered that includes output-feedback and observer-based controllers. Second, adopting the pole-sensitivity approach, a new stability related measure is proposed for the unified controller structure and an optimization procedure is developed to find the optimal controller realization that maximizes this new measure. Through theoretical analysis and numerical results, it is shown that this improved measure is less conservative in estimating the FWL closed-loop stability robustness of a controller realization than the existing pole-sensitivity measures of [2] , [3] .
II. PROBLEM FORMULATION
Consider the discrete-time closed-loop control system depicted in Fig. 1 , where the linear time-invariant plant P is described by
which is completely state controllable and observable with A 2 R n2n , B 2 R n2p and C 2 R q2n ; and the digital controller C is described by (4) where N = (m+p)(m+q)+mp. We also refer to w as a realization 
The value of is determined as follows. For a fixed point processor of B s bits, let B s = B i + B f , where 2 B is the smallest normalization factor that makes the absolute value of each element of 2 0B w no larger than 1. Thus, B i are bits needed for the integer part of a number and B f are bits for implementing the fractional part of a number. It is easy to see
With the perturbation 1w, i(A(w)) is moved to i(A(w + 1w)).
If an eigenvalue of A(w + 1w) is outside the open unit disk, the closed-loop system, designed to be stable, becomes unstable with an FWL implemented w. It is, therefore, critical to know when the FWL error will cause the closed-loop instability. This ultimately means that we would like to know the largest open "sphere" in the controller perturbation space, within which the closed-loop remains stable. The size or radius of this "sphere" is defined by [6] 0(w) 1 = inf k1wkmax: A(w + 1w) is unstable : (9) From the definition of 0(w), it is obvious that 
where, for a vector x 2 C s , the 1-norm kxk 1 is defined as
and the indicator function (x) is given by (x) = 0; if x is a zero vector 1; otherwise.
Defining a perturbation subset to the controller realization w
we have the following proposition, the proof of which is straightforward.
Proposition 2:
A(w + 1w) is stable if 1w 2 P(w) and k1wkmax < 1I (w).
Remarks: The requirement for 1w 2 P(w) is not too restricted. In practice, we will only be interested in those 1w that lie in the bounded region: Q(w) 1 = f1w: (1w) < 0(w)g, i.e., those 1w that will not cause the closed-loop instability. Similar to [5] it can be shown that P(w) exists and at least a large part of Q(w) is covered by P(w).
Define
(P(w)) 1 = inf 1w= 2P(w) k1wkmax:
It can be seen that 1I (w) is a lower bound of 0 (w), provided that 0 (w) is small enough. The assumption of small 0 (w) is generally valid, and most of digital control systems do have a small stability robustness, especially when fast sampling is applied. In practice, it is very difficult to verify the sufficient condition (P(w)) > 0(w), as this would require to know 0(w). However, the conditions for Proposition 2 are verifiable.
The stability related measure 1I (w) is computationally tractable, as it can be shown that An existing stability related measure, which is also computationally tractable, is defined as [3] 
The key difference between 1I (w) and 1(w) is that the former considers the sensitivity of j i (A(w))j while the latter considers the sensitivity of i (A(w)). It is well known that the stability of a linear discrete-time system depends only on the moduli of its eigenvalues. As 1 (w) includes the unnecessary eigenvalue arguments in consideration, it is reasonable to believe that 1 (w) is conservative in comparison with 1I (w). This can strictly be verified. Noting 
which means that i (w) i (w 
The optimal realization problem (29) can then be posed as the following optimization problem:
Although f (T) is nonsmooth and nonconvex, efficient global optimization methods exist for solving for this kind of optimization problem. The adaptive simulated annealing (ASA) [8] is such an algorithm and is adopted in this study to search for a true global optimum Topt of the problem (39). With Topt, we can obtain the optimal realization w opt .
An alternative optimal realization problem is based on the complex stability radius measure [7] . Space limitation precludes a comparison with this alternative approach. A detailed study on the pole-sensitivity and complex stability radius measure approaches for finite-precision digital controller realizations can be found in [13] .
V. AN ILLUSTRATIVE EXAMPLE
A numerical example is used to illustrate the design procedure and verify the theoretical results given in Section III. The plant model used is a modification of the plant studied in [2] which was a single-input-single-output (SISO) system. We have added one more output that is the first state in the original plant model. The state-space model of this modified plant is given by (40), shown at the bottom of the page. The closed-loop poles as given in [2] were used in design, and the designed reduced-order observer-based controller obtained using a standard design procedure [12] had the form With this initial controller realization w0, the corresponding transition matrix A(w 0 ) was formed using (5) For the initial and optimal controller realizations, the true minimal bit lengths B min s that can guarantee the closed-loop stability were also determined using a computer simulation method. Table I compares the  values of the two stability related measures, corresponding estimated   TABLE I  COMPARISON OF THE TWO STABILITY RELATED MEASURES, CORRESPONDING  ESTIMATED MINIMUM BIT LENGTHS AND TRUE MINIMUM BIT LENGTHS FOR  THE TWO REDUCED-ORDER 
We also computed the unit impulse response of the closed-loop control system when the controllers were the infinite-precision implemented w 0 and various FWL implemented realizations. Notice that any realization w 2 S, implemented in infinite precision, will achieve the exact performance of the infinite-precision implemented w 0 , which is the designed controller performance. For this reason, the infinite-precision implemented w0 is referred to as the ideal controller realization w ideal . Figs. 2 and 3 compares the unit impulse response of the first plant output y 1 (k) for the ideal controller w ideal with those of various 22-bit and 21-bit implemented realizations, respectively. It can be seen that the closed-loop became unstable with a 21-bit implemented controller realization w 0 . However, the closed-loop system remained stable with the 21-bit implemented wopt.
VI. CONCLUSION
We have applied the pole-sensitivity approach to address the stability issue of the closed-loop discrete-time control system where a digital controller is implemented with a fixed-point processor. A new FWL closed-loop stability related measure has been derived. It has been shown that this improved measure is a less conservative lower bound of the computationally intractable true stability measure than other existing measures for the pole-sensitivity method. As this new measure is a function of the controller realization, it can be used as a cost function for obtaining an optimal controller realization that maximizes the proposed measure. An efficient optimization strategy has been developed based on the ASA algorithm for optimizing a unified controller structure which includes output-feedback and observer-based controllers.
I. INTRODUCTION
The motivation for the work presented here comes from the problem of fault management for communication networks. An important element in many approaches to fault management is sequential testing [19] . Based on available network management data, a set of components (hardware or software) is identified as containing the potential root cause of the failure. Then the suspect components are tested sequentially until the defective component is identified. For the resulting scheduling problem, it is typically assumed that there is a single faulty component [the mutually exclusive faults (MEF) case], that the probability of component i being faulty is a known value pi, and that there is a random cost Ci associated with testing it, and the goal is to minimize the expected sum of the testing costs. Under these assumptions, classical results apply and indicate that it is optimal to test in order of increasing ratios E[C i ]=p i . This is sometimes referred to as the "C over p rule." There is a large literature on this problem and its extension to the case where there are precedence constraints on the testing sequence. See, e.g., [5] . Analogous results are available on the problem in which the assumption of mutually exclusive faults is replaced by the assumption of independent faults, and a sequence of components are tested until the first faulty component is discovered at which time testing stops. This problem is referred to as the independent faults (INF) problem. See, e.g., [5] [28] . The "C over p" rule has been applied in network fault management in, e.g., [19] , [3] . In the diagnosis problems we consider, a test either identifies a faulty component or eliminates it from suspicion. Diagnosis problems in which tests reveal only partial information concerning faults are considered in [8] .
In the above approaches, the objective is to minimize the average sum of the testing costs. This may make sense for diagnostic problems that will be repeated many times under the same conditions-i.e., with the same model-such as the diagnosis of engine failures in a particular
