This article reports on an agent-based simulation of public participation in decision making about sustainability management. Agents were modeled as socially intelligent actors who communicate using a system of symbols. The goal of the simulation was for agents to reach consensus about which situations in their regional environment to change and which ones not to change as part of a geodesign process for improving water quality in the greater Puget Sound region. As opposed to studying self-organizing behavior at the scale of a local 'commons', our interest was in how online technology supports the self-organizing behavior of agents distributed over a wide regional area, like a watershed or river basin. Geographically-distributed agents interacted through an online platform similar to that used in online field experiments with actual human subjects. We used a factorial research design to vary three interdependent factors each with three different levels. The three factors included 1) the social and geographic distribution of agents (local, regional, international levels), 2) abundance of agents (low, medium, high levels), and 3) diversity of preconceptions (blank slate, clone, social actor levels). We expected that increasing the social and geographic distribution of agents and the diversity of their preconceptions would have a significant impact on agent consensus about which situations to change and which ones not to change. However, our expectations were not met by our findings, which we trace all the way back to our conceptual model and a theoretical gap in sustainability science. The theory of self-organizing resource users does not specify how a group of social actors' preconceptions about a situation is interdependent with their social and geographic orientation to that situation. We discuss the results of the experiment and conclude with prospects for research on the social and geographic dimensions of self-organizing behavior in social-ecological systems spanning wide regional areas.
The Three Domains of Sustainability: Sustainability Science, Sustainability Information Science, and Sustainability Management 1.1 A widely accepted theory is that when people are left to their own devices they will simply consume the resources at their disposal and deteriorate their environment unless governments impose a control system to prevent an unavoidable tragedy of the commons. One of the interesting developments in sustainability science is the emergence of an alternate theory. Based on extensive case studies, sustainability science finds that human resource users may sometimes self-organize as a control system to make sure that the social-ecological system of which they are a dependent part remains resilient in a way they prefer (Ostrom 2009; Agrawal 2001) . Systems theorists have long held that complex systems exhibit the capacity to evolve internal control systems and essentially self-regulate (Bennet and Chorley 1978) . In fact, sustainability science and environmental history have both shown through historical case studies that government intervention into the self-organizing capabilities of an otherwise resilient social-ecological system sometimes accelerates its deterioration (Earle 1988 ).
1.2 Ostrom (2009) highlighted ten subsystem variables explaining self-organizing behavior leading to a sustainable social-ecological system. Of particular interest to us are four subsystem variables that scale the social and geographic dimensions of a decision making situation in different ways. The four variables of interest include the size of the resource system, the number of users, the amount of knowledge sharing among different resource user's mental models, and finally, the level of importance of the resource to each user. The probability that a group of resource users will self-organize as a control system is higher when these subsystem variables fall within a certain range. For example, it is unlikely that resource users will self-organize in systems spanning very large areas because of the burdens of managing extensive flows of resources. On the other hand, it is also unlikely that resource users will self-organize over very small areas that typically do not generate flows of substantial value. In sum, sustainability science holds that given the size of the area and the number of resource users, the more that resource users are able to share their mental models about the preferred attributes of the system of which they are a dependent part, and the more important the resource or ecosystem service is to the users themselves, the more likely a set of resource users will invest time and energy in managing the attributes of their system to maintain a preferred state or identity. When it comes to the actual design and testing of information technology platforms to support self-organizing behavior among geographically-distributed resource users, one can turn to sustainability information science. Figure 1 illustrates the three knowledge domains of sustainability including science, technology, and management (Kates et al. 2001; Clark 2007) . While not meant to be mutually exclusive, these domains describe three kinds of expertise at work in assessing what is known about a social-ecological system, and deciding whether to intervene. Assessment and intervention is an organizational process with multiple roles and feedback loops. However, at minimum the process involves at least three activities including measuring the properties of real-life elements of a social-ecological system; secondly, processing those measurements into information and then reasoning about relationships between elements to explain the apparent character, state, or identity of a system as a whole; and then thirdly, generating an informed understanding or consensus about how to manage certain relationships so as to ensure that the preferred attributes of the system as a whole remain resilient to disturbance and change over long periods of time. Ideally, an organizational process of assessment and intervention involves public participation and takes into consideration all affected parties. [1] Regardless of whether or not the term sustainability is embraced, a set of activities aimed at changing an existing situation into a more preferred one that includes future generations as affected parties, so as to "meet present needs without compromising the ability of future generations to meet their needs," represents a special class of geodesign work we call sustainability management (WECD 1987 ).
1.4
The practice of sustainability involves at least three overlapping work activities to describe, assess, and manage the resilience of a social-ecological system (Walker and Salt 2012) . On the one hand, describing a system requires conceptual work and literacy with the most enduring ideas about sustainability and resilience (e.g., see Agrawal 2001; Beisner et al. 2003; Cumming 2011; Liu et al. 2007; . We call this expertise in the domain of sustainability science. On the other hand, work activities spent managing a system require a host of skills ranging from performing technologysupported work to displaying personal and professional competencies working in an organizational setting like a public agency. We call this expertise in the domain of sustainability management. In between these two lies a special body of knowledge focused on the design, testing and implementation of geospatial information capable of modeling a social-ecological system inside of a computer in order to better represent the potential consequences of changing existing situations into more preferred ones (e.g., Kersten et al. 2000; Hilty et al. 2005; Campagna 2006; NRC 2005; Klinsky et al. 2010; NRC 2012) . We call this last body of knowledge expertise in the domain of sustainability information science.
1.5
One of the dilemmas faced by experts in sustainability information science is that providing information for a decision making situation can sometimes do more harm than good, drowning people in a sea of information or generating conflicts and confusion because the information provided does not match preexisting conceptions hardened by exposure to different information (NRC 1996; NRC 2005) .
These challenges were what led Herbert Simon (1976 Simon ( , 1981 to call for a science of information processing and a science of the artificial. Simon sought a general set of relations determining success or breakdown in any workflow mixing two very different kinds of information processors, i.e., people with different levels of expertise on the one hand, and computers on the other. In addition to extensive arguments in favor of agent-based modeling, Simon's calls for research have inspired work on social intelligence, human-computer-human-interaction, and social-computational systems. Interest in what has been called participatory geographic information science (Jankowski and Nyerges 2001) has been similarly motivated. Over the past decade, researchers in participatory geographic information science have tried to understand how large groups of people can use geographic information technology to address existing spatial problems and improve future well-being in decision making situations allocating public funds for land use, transportation, and water resource management (Nyerges and Jankowski 2010) . Likewise, geodesign has emerged as a way of thinking about how to integrate GIS and methods like agent-based modeling to provide information about changing an existing situation into a preferred one, where the spatial scale of interest spans beyond neighborhoods and urban growth areas to watershed and basins (Steinitz 2012 ).
1.6
Enhancing overlaps between the three domains of sustainability is a practical goal. Practitioners of sustainability management regardless of their chosen substantive area should be well-versed in the methods of sustainability information science and the concepts of sustainability science. To that end there are now professional graduate programs like the Professional Master's Program in GIS (PMPGIS) for sustainability management at the University of Washington. The Professional Master's Program in GIS for sustainability management at the University of Washington takes the greater Puget Sound region as a large-scale field laboratory or "commons" to explore the use of methods like agent-based modeling for sustainability science and sustainability management. Speaking about the drivers, pressures, state, impact, response (DPSIR) conceptual framework, the Washington State Academy of Sciences (2012) recently stated, "If the millions of people in the Puget Sound region could be represented by one individual-or one collective mind-then the assumptions that underpin the DPSIR model might be a realistic representation of interactions between humans and the environment …. Human communities, however, are not simply the sum of atomistic individuals … [and] no simple model can map societal characteristics on environmental pressures." In response to sentiments like that above posed by the Washington State Academy of Sciences, we integrated GIS with an agent-based model to simulate how self-organizing behavior might emerge among a socially and geographically diverse set of agents from the greater Puget Sound region using a geodesign platform.
1.7
The remainder of the paper proceeds as follows. In Section 2 we describe the properties of agents and the agent-based model of public participation in a geodesign decision making process. In Section 3 we present our factorial research design calling for 27 experimental treatments varying the social and geographic distribution of agents, the number of agents, and the diversity of agent preconceptions. In Section 4 we present our findings from 18 of the 27 originally planned treatments. We conclude in Section 5 with future prospects for design, testing, and implementation of agent-based modeling and online platforms in the study and enabling of self-organizing behavior among social actors given a common resource area.
Modeling an Agent Object for Public Participation in Decision Making 2.1 Our interest in agent-based modeling comes from having worked with actual human subjects in two field experiments, one concerning regional transportation planning in the central Puget Sound region and the other the regional impacts of global climate change on the Oregon coast. Essentially, an experimental research design involving hundreds or thousands of human subjects repeated over a widely-distributed area would be impossible. Esri's Agent Analyst is particularly interesting for future educational purposes given its integration with ArcGIS using a middleware approach and a programming language called Not Quite Python (Brown et al. 2005; Johnston 2013 ). However, for the simulation in this article we chose a Java-based application called AnyLogic based on our impressions of its customer and technical support for new users, a thorough test of its graphical user interface and functionality, and the fact that it was promoted as one of the only systems designed to work with GIS software and external databases while supporting system dynamics, discrete-event, and agent-based modeling.
2.2
We began the process of designing and building a simulation by considering a single common-sense narrative statement:
People make decisions about substantive things, such as courses of action aimed at changing existing situations into sustainable ones, through a process of participatory group interaction.
Similar to semantic modeling or entity-relationship modeling, we proceeded by parsing the narrative statement above into basic entities and relationships. For example, any general or abstract noun that functions as a subject, object, or part of a noun phrase could describe a class of entity or relationship. Verbs, adjectives, and other parts of speech could describe actions or states of entities and relationships. We made abstract words describing real-world entities more "specific" by distinguishing substantively relevant classes or subtypes, and more "concrete" by giving entities properties or attributes based on a realistic domain of values. An important caveat in conceptual modeling is that when carried to logical extremes, making elements and relationships more specific and concrete does not necessarily result in a more realistic computational simulation, particularly when it comes to modeling complex systems. A pragmatic approach based on a simple linear model may produce acceptable results when compared with reality, even when the entities and relationships in the model do not faithfully represent what we would assume to be the true complexity of the entities and relationships in the system under investigation (Bennet and Chorley 1978).
2.3
Parsing the sentence above into its component parts of speech suggested five principal entities or relationships to consider for the agent-based model, outlined in bold:
2.4
The first entity to consider is "people," the subject of the sentence, which we distinguish as social actor entities with different mental models. Taking the words "make decisions," the main verb and its object, social actor entities use their mental models to think, learn, and make decisions through a process of analysis and deliberation using symbols of communication. The words "substantive things," a noun phrase right after the main verb, represents what social actor entities are thinking, learning, or making decisions "about" through their use of symbols, referring to any set of real-life entities and relationships composing a situation within the social-ecological system of which the social actor itself is a component part. For human social actors, a situation represents any real-life social-ecological relationship to which that social actor also has a certain social and geographic orientation or stake. Social actors may be direct users or harvesters of some tangible resource produced by a situation, or they may be an indirect beneficiary of an intangible resource, ecosystem service, or social savings produced by a situation. The fourth potential element of the simulation comes from the words "a process of participatory group interaction," another noun phrase. The participatory group process was modeled as agents filtering, sorting, and reasoning about each other's use of symbols through an online platform specifically developed to support the six-step process typically convened in geodesign (Steinitz 2012) . The fifth and last element comes from the words "in a spatial and temporal context," a noun phrase we added at the end in curly brackets, in part to simply cover everything else but also as a way of justifying use of a simulated client-server event log as our primary set of observations, as described in Aguirre and Nyerges (2011) and Nyerges and Aguirre (2011) . 
2.5
After parsing a narrative statement into model elements, we implemented social actor agents as an active object class in AnyLogic. Within that active object class we defined agent properties, states and behaviors using the software features of AnyLogic including parameters, plain variables, Java collections, state charts, action charts, functions, and presentations (see AnyLogic 2013). There are a number of standards for documenting an agent-based model to ensure its reproducibility. Such standards include entity-relationship diagrams, Unified Modeling Language (UML) diagrams, various other object-oriented (OO) diagramming techniques, and the Overview, Design concepts, and Details (ODD) protocol for agent-based models (Grimm et al. 2010; Polhill 2008) . For matters of ease of production and detail, we documented the physical implementation of the model itself with the documentation tools available in AnyLogic. The AnyLogic documentation tools list the complete descriptions of all model elements, e.g., parameters, plain variables, Java collections, state charts, action charts, functions, graphics, etc., in PDF, DOCX, or HTML form for ease of distribution.
2.6 Figure 1 is a schematic representation describing how agents were implemented in AnyLogic as an active object class. State charts were modeled using computable Unified Modeling Language for Real Time (UML-RT) diagrams. Figure 2 is an illustrative example of the UML-RT state chart used to specify and implement agent behavioral states and rules for transitions between states during the simulation. For instance, in Figure 2 , after an agent transitions from a state of being logged in to the online platform (state "A"), to being active (state "A1"), to being ready to create deliberative content in the form of a vote, post, or reply (state "A1b" as marked with an asterisk); consequently they enter an action chart that determines what kind of deliberative behavior they will likely take. Action charts are structured programming blocks that implement code snippets using graphical Java operators. Figure 3 is an example of an action chart implementing voting behavior for a social actor agent operating in an "executive (EX)" mental model, which itself was implemented as a Java collection. In the action chart in Figure 3 , there is an equal chance the agent will either vote in favor of situations that best match their preconceptions, or vote against those that least match their preconceptions. Further examples in the paper provide illustrative examples of agent object voting behavior, whereas full details about state chart transition rules and action chart algorithms used in the simulation are available in our model documentation.
Research Design for a Simulated Online Field Experiment 3.1 A prime concern in experimental research is limiting the number of variables being considered all at once. For example, in a factorial research design the number of different treatments required equals the cross-product of the number of interdependent factors being considered. Based on the theory of self-organizing behavior in sustainability science, we took four subsystem variables of interest including size of the resource system, the number of users, the amount of knowledge sharing among different resource user's mental models, and the level of importance of the resource to each user and then developed three simple sets of agent-based properties:
Social & Geographic Properties: Agents have a certain social and geographic orientation to situations in their environment Conceptual Properties: Agents carry preconceptions organized into mental models, which they use to reason about situations in their environment Symbolic Properties: Agents are socially intelligent and can communicate their preconceptions to one another using a system of symbols 3.2 Each set of properties were further categorized into three levels and a number of qualifications had to be made when it came to implementing the properties of agent objects in a relational database integrated with the agent-based model (Figure 6 ), explained in more detail below. Thus using a factorial research design, after cross-tabulating three interdependent factors each with three different levels the result was 27 experimental treatments, not including parameter variation experiments and replication experiments to evaluate random effects.
Social & Geographic Properties of Agents 3.3 Our first task was to create a population of agents with social and geographic properties and then set target values for recruiting a certain number of these agents (low, medium, and high) from within the boundaries of regional areas representing a resource system (local, regional and international). We established the boundaries representing local, regional, and international areas using a combination of political jurisdictions and drainage areas and then used ArcGIS to generate a population of potential agents in Washington State and British Colombia, Canada (Figure 4 ). The local scale for the simulation was an area formed by the nine counties intersecting the watersheds of the greater Puget Sound region of Washington State, including the City of Seattle and King County, encompassing 228 strata (ZCTAs) with a population of 3.7 million people in the year 2000. The regional scale for the simulation was an area created by the 85 major watersheds (areas conforming to an 8-digit HUC, or USGS hydrologic unit code, and Canadian equivalents) contributing to the water body defined as the Salish Sea, which encompassed 804 strata (ZCTAs and CSDs) with a total population of 7.1 million. Finally, the international scale was Washington State and British Columbia, encompassing 1423 strata (ZCTAs and CSDs) with a total population of 9.8 million.
To represent a population of agents we used counts from the most easily available year, the year 2000, enumerated in zip code tabulation areas (ZCTAs) in the United States and census subdivisions (CSDs) in Canada. We then used the centroids of each ZCTA and CSD as the coordinate location for each agent object instance, in the same way we used self-reported zip code information to represent the location of human subjects in prior experiments Aguirre and Nyerges 2011) . Lastly, we set target values for low, medium, and high numbers of agents at approximately 25, 100, and 1000, respectively. http://jasss.soc.surrey.ac.uk/17/1/7.html Other authors advocate non-randomly sampled groups of participants, pointing out from somewhat anecdotal evidence that participation worked best when participants were nominated by their community to represent their preferences or beliefs (Carson and Martin 2002; Rayner 2003) . Still others point out the reality of online situations in terms of being stuck with non-randomly selected participants, a.k.a., samples of convenience, which are not likely to be representative of any particular group or geographic area (Konstan and Chen 2007) .
3.5 Our recruitment strategy was basically to use a geographically-stratified sample and create three levels of agent abundance (high, medium, low) using a models two forms of political representation in the United States Congress. To recruit the "low" level of approximately 25 from our population, we used a model similar to political representation the U.S. Senate, by selecting one agent from each major subdivision (e.g., county or watershed) beginning with the most populated ZCTA or CSD. To recruit medium and high levels of approximately 100 and 1000 agents, we used a different model more like the congressional districts in the U.S. House of Representatives, selecting agents proportional to the population of each minor subdivision (e.g., zip code tabulation area or Canadian census subdivision).
3.6
As noted, agents use symbols to communicate their mental models about situations in their environment. For human social actor entities, a "situation" is any set of social-ecological entities or relationships to which the social actor has an individual social and geographic orientation. A social actor's orientation with respect to those referents might be perceived in terms of a direct benefit or resource produced by that situation, or it might be perceived as an indirect, parallel, or induced benefit or service derived from a situation. Likewise, a social actor's orientation may be based on their perception of a direct or indirect benefit from a situation, or alternatively, in terms of that social actor's occupation in terms of a public agency's jurisdiction over a situation. Mental models have been of longstanding interest in sustainability science (e.g., see Mathevet et al. 2011) . However, less influential in sustainability science are geohistorical social science perspectives that demonstrate the contemporary social and political manifestations stemming from the long-term influence of social and geographic, i.e., maritime-commercial versus territorial-administrative, orientation to everyday flows of goods and materials, people, finance, and information (Fox 1971 (Fox , 1980 Braudel 1972) . Discussion of the geohistorical social science literature is beyond the intent of this article, but it bears mention in terms of calls for reunifying social and behavioral science with social theory in computational cognitive modeling (Conte 2002) . Nonetheless, with such general theoretical insights in mind we used GIS to calculate a rudimentary social-geographic orientation or level of affectedness with respect to the greater Puget Sound and Salish Sea region as a product of distance from the coast multiplied by elevation above sea level (see the attribute "ORIENTATION" in Figure 6 ). Agents operated with one of three modes with respect to their preconceptions (blank slate, clone, social actor). At the first level, agents operate in "blank slate" mode ( Figure 7) . In blank slate mode, agents begin with no preconceptions about anything, being neutral with respect to every situation regardless of the mental model. At the second level, agents operate in "clone" mode. In clone mode, agents begin the experiment with different preconceptions depending on the situation, but they all have exactly the same preconceptions to the same situations. At the third and most diverse level of preconceptions, agents operate in full "social actor" mode. In social actor mode each agent object instance carries a different set of preconceptions for each situation. Agent mental models were integrated with the agent-based model using a relational database.
3.8
In his classic study of organizational decision making, Thompson (1967) suggested there are two kinds of uncertainties when people make decisions about changing an existing situation into a preferred one. One kind of uncertainty surrounds "beliefs" about the cause and effect relations that produce the current situation or might produce a preferred situation in the future. The other kind of uncertainty is about "preferences" about which future outcomes are more desirable (see also Lave and Dowlatabadi 1993) . Elaborating on Thompson's (1967) two kinds of uncertainty we developed three different kinds of social actor preconceptions involving beliefs, preferences or assessments. We based our choice of three kinds of preconceptions on broad summaries of the decision making literature that typically identify three kinds of social actors with slightly different preconceptions (e.g., NRC 1996 NRC , 2005 , in addition to occasional case studies about participatory decision making for sustainability management that confirm three social actor mental models (e.g., Delgado et al. 2009 ).
3.9
Agents carry three kinds of preconceptions. The first kind of preconception is the affected party (AP) or stakeholder public mental model that looks at a situation from the perspective of the desirability of changing some existing situation into a more preferred one (i.e., intolerable, undesirable, acceptable, desirable, and indispensable). Another kind of preconception is the technical specialist (TS) mental model that looks at a situation in terms of beliefs about the plausibility that some set of cause and effect relations produced the currently existing situation or could produce some future situation (i.e., unimaginable, implausible, conceivable, plausible, and certain). Finally, the third kind of preconception was the executive (EX) mental model that looks at changing the existing situation to a future situation from the perspective of feasibility assessment (i.e., unrealistic, infeasible, possible, feasible, and practical).
3.10 Figure 8 illustrates how each social actor mental model was controlled using a distinct color pattern in a raster data structure. In the case of the affected party (AP), preconceptions differed from lower right to upper left, in this case from a low preconception colored red representing an "intolerable" situation, to the highest preconception colored green representing an "indispensable" situation. We built into our assumptions that executives will generally attempt to balance affected party and technical specialist preconceptions when assessing the feasibility of any particular project, program, or plan aimed at changing an existing situation into a preferred one. Thus the executive mental model was calculated using raster mathematics in GIS based on the technical specialist mental model and the average of all preferences of the affected parties within the jurisdictional boundary area the executive is supposed to represent, e.g., a county. As noted, we also created four different levels of expertise for each agent object operating in social actor mode in order to further differentiate within affected party (AP), technical specialist (TS), and executive decision maker (EX) mental models on the basis of their level of affectedness, expertise, and authority, resulting in a total of 12 different mental models (see Figure 7) .
3.11 The three sets of social actor preconceptions do not define three different agents. For example, in reality the same human social actor may tend to reason for the most part using their affected party preferences, but at times may switch mental models and consider the same situation based on their beliefs or assessments. The interesting complexity when it comes to the interactions of these mental models is when situations are deemed indispensable by affected parties, but only conceivable by technical specialists, and infeasible by executives. In other words, the same social actor may prefer a certain future situation but may also at the very same time understand that their own preferences are unlikely given the time and resources needed.
3.12 Thus every instance of the agent object class carries all three preconceptions. However, each instance of the agent object class also carries a unique probability or tendency to favor one set of preconceptions over others at any given time similar to a fuzzy set. For example, an agent might have an affected party probability ("AP_PROB" in Figure 7 ) of 0.75, a technical specialist probability of 0.2 ("TS_PROB" in Figure 7) , and an executive probability of 0.05 ("EX_PROB" in Figure 7 ). Therefore this particular agent will tend to reason about a situation based on their affected party "preferences" on average three out of every four times they encounter a symbol, and respond accordingly when voting, posting, or replying in the online platform.
3.13 In real human subjects, preconceptions are often measured in ordinal levels of measurement from a questionnaire or similar self-report measure asking participants to rank their agreement or disagreement on a Likert-type item scale. Originally, we assigned agent's prior preconceptions in the relational database as integers with permissible values ranging from 1 to 5 corresponding to five Likert-type categories. We then converted them to real numbers, e.g., a normalized real number scale ranging from highly negative (0.00) to highly positive (1.00) similar to personal probabilities (Kahneman et al. 1982) , in order to store them as Java collections in AnyLogic; although it becomes questionable whether preconceptions should be stored using real number values more precise than the nearest tenth of a decimal point.
3.14 Similar to other approaches that have attempted to organize the mental models of sometimes very large populations of agents (Vogt and Divina 2005, 2007; Chaoqing and Peuquet 2009; Vogt 2009 ), we structured mental models as a raster or grid data structure in a GIS. Using the mental model data structure in Figure 8 to visualize agent preconceptions, the balance of green versus red color patterns reflects the balance of influence between affected party preferences, technical specialist beliefs, and executive assessments. For example, in Figure 8 the color pattern in the affected party mental model carried by each agent ranges from most preferred (green) to least preferred (red) in a generally upper left to lower right color gradient, representing different preferences of more coastal versus more interior orientated agents (see also "ORIENTATION" in Figure 7 ). The color pattern in the technical specialist mental model carried by each agent ranges from least believable (red) to most believable (green) in four distinct hot spots (Figure 8 ). Finally, in a somewhat more complicated scheme the color pattern in the executive mental model carried by each agent ranges from least feasible (red) to most feasible (green) by balancing on the hand the affected party preconceptions of agents from the executive's political jurisdiction, and on the other hand, the base technical specialist preconceptions. Changes in the Conceptual Properties of Agents 3.15 Each instance of the agent object class carries a unique capacity to update its preconceptions by "learning" from other agents and experiencing conceptual change. According to Bayesian theories of learning, the degree to which a person believes a proposition is true depends on the prior preconceptions that a person has in the truth of the proposition and the evidence collected to investigate that proposition (Dempster 1968; King and Golledge 1969; Golledge and Stimson 1997; Davies Withers 2002; Catenacci and Giupponi 2010) . The Bayesian theory of learning can be mathematically described as a function of existing preconceptions (Heckerman 1996; Robinson 2003) ; the inherent credibility of a particular element of information (Flach 1999) ; and the availability or exposure to a piece of information by each participant (Acemoglu et al. 2010) . We assumed that the mental model to which the agent was most highly-oriented would be more resistant to updating, i.e., a mental model built up over long periods of exposure to credible information. In other words, if an agent was likely to reason with an affected party mental model then that agent object would carry a proportionally low probability to update their affected party mental model. To calculate conceptual change and learning we used the Laplacian-corrected Bayesian algorithm based on its successful implementation as a SPAM filtering algorithm (see Robinson 2003) . The algorithm we used, coded as an action chart in AnyLogic, updated an agent's preconceptions in the same manner that a basic SPAM filter works based on the credibility of the message and repeated exposure to certain elements of a message (Robinson 2003) . After all of an agent's preconceptions are updated to new values as specified by our algorithm, by subtracting the differences between the immediately prior and the newly updated values of a mental model we were able to calculate an agent object's "conceptual change." When we sum all individual agent conceptual changes over the course of the entire decision situation, we called that sum a measure of "social learning."
3.16 What determines if a human social actor will actually learn, thereby updating their preconceptions and undergoing a conceptual change, remains a matter of theoretical debate within the cognitive sciences (Chater et al. 2006a (Chater et al. , 2006b (Chater et al. , 2006c and agent-based simulations as well (Lempert 2002; Ramanath 2004; Sun 2006; Kim et al. 2010; Barreteau and Le 2011; Kim 2011; Squazzoni 2012) . It is already understood that Bayesian theories of learning are very sensitive to the simplifying assumptions researchers make about preconceptions (Davies Withers 2002) . Not satisfied that we could provide the answer to these theoretical and methodological questions, we decided that we would conduct a parameter variation experiment that varied the level of change each agent object instance could undergo. A global conceptual change value of 0.0 meant that all agents possessed a rigid mental model that never changed, whereas a value of 1.0 meant that any given agent was allowed to experience conceptual change according to a unique agent-based probability for experiencing conceptual change (e.g., "AP_LEARN" in Figure 7 ).
Symbolic Properties of Agents
3.17 Socially intelligent agents communicate their preconceptions to one another using a system of symbols (Conte 2002) . A number of theoretical and philosophical perspectives about how actors interact and influence one another through communication and language like semiotics, symbolic interactionism, or the philosophy of mind point to the importance of reasoning about symbols that stand for a concept in one's mind as applied to a set of referents in the world ( Interestingly, at least one assessment suggests that simulation tools are lacking when it comes to viewing or visualizing information exchanges between agents in an agent-based model (Ralambondrainy et al. 2007 ).
3.18 In our simulation, each agent used the online platform to browse and filter symbols and then "reason" about the situation by matching it to their preconceptions. Alphabetical tokens like "A" and "B" stand for "concepts." Numeric tokens like "1" and "2" stand for entities and relationships of a social-ecological system (i.e., the "referents"). We consider tokens "A" or "B" combined with "1" or "2" as the basic bundle of categories that agents use, like in a language game (Shoham and Brown 2009; Gilbert 2008) . Adding insights from geodesign, sustainability science, and resilience thinking (Gallopín 2006; Moser 2008; Gunderson 2009; Cumming 2011) , the concept "A" could be an assessment of the state or identity of a social-ecological system (e.g., the concept of "moderately-susceptible to organic waste contamination during peak episodes of storm runoff"). This concept "A" could be applied to any particular set of spatial elements or relationships of interest "1" (e.g., "relationships between organic waste from small dairy farms and aquatic invertebrates in the upper reaches of the Duwamish River watershed in King County, Washington"). A third token was added as a cue about whether the agents were expressing their belief (b), preference (p), or assessment (a) of a concept-referent bundle or message, e.g., "b|A|1" or "p|A|1." We considered but did not implement a fourth set of tokens to indicate their ordinal rank strength of belief, preference, or assessment. In sum, with three basic frames of mind (a, b, or p) x 26 concepts (A to Z) × 26 referents (1 to 26), agents had the capability to reason about 676 different situations using 8112 symbols.
3.19 The simulation was set to unfold in real Pacific Standard Time over exactly the same period as one of our online field experiments in 2007 . Figure 10 is an illustrative example of how an agent, when routed through a deliberative action chart after transitioning to the state of being active in the online platform, used the simulated browsing and filtering tools in the platform to sort symbols as messages about situations by most voted, and then reason about the resulting list and vote to agree with one of the situations being posed. Each agent was randomly assigned a certain number of times per day they would be expected to perform a deliberative action. Agents were expected to be active in the online platform for only a certain time during the day and week, based on the frequency of activity observed in human subjects from previous online field experiments.
3.20 Agents had available to them three different methods of browsing and filtering messages including filtering by the top 10 most recently posted, by the top 10 most voted in terms of number of negative or positive votes (see Figure 10 ), and finally, by the top 10 most replied. Rules for how agents browse and filter messages are a particularly interesting set of controls to consider since actual human participants in online public participation decision making may generally prefer certain methods over others, which may bias certain kinds of messages. Nonetheless, after filtering a sample of 10 messages using one of three methods following the same preferences observed in human subjects, agents "reasoned" about their subset of messages in terms of how they matched their preconceptions. Agents re-sorted their sample of 10 messages from highest to lowest match with their existing preconceptions and then selected the top result of this re-sorted list to vote on or reply to (Figure 10 ). If they intended to find the situation that most matched their preconceptions, then they voted to "agree" with the top result. If the agents were replying to a message rather than simply voting on it, they could engage in a somewhat more complex situation where they would be able to change one token in the message, either the concept or the referent token, so that the resulting bundle of tokens in the symbol ranked higher according to their mental model at the time.
Results

4.1
The three factors and three levels included 1) the social and geographic distribution of agents (local, regional, international), 2) the abundance of agents (low, medium, high), and 3) the diversity of preconceptions (blank slate, clone, social actor). Cross-tabulating all three factors and levels meant running 27 simulated field experiments, not including sensitivity analyses or replication experiments to evaluate random effects. However, we were unable to run any treatments at the "high" level of abundance of agents involving roughly 1000 agents because the complexity of the simulation outstripped the power of our desktop computing capabilities. Thus we were only able to examine the first two levels of abundance of agents (low and medium), resulting in a total of 18 treatments instead of the originally planned 27 treatments. In future research, either a simpler model design or higher performing computing systems would be needed. 
4.2
For the 18 simulated field experiments we were able to successfully run, we generated a set of observations resembling a client-server event log ( Figure 9 ). The simulated event log in Figure 9 was designed to be very similar to what was collected from the online platform used in actual field experiments Aguirre and Nyerges 2011) . Several thousand events were logged for each treatment, after which they were exported to a relational database for analysis. Parsing out some of the attribute information in a sample row from the event log table in Figure 9 , one can see an example of deliberative activity by an agent object instance with ID "78" operating in social actor mode ("Preconceptions, 0.0, 0.0") during the low abundance international scale treatment ("1423 LOW 101"), referring to the 101 participants recruited from 1423 sub-divisions throughout Washington State and British Columbia. The terms "Updating 0.0, 0.0, 0.2" indicates that the level of conceptual change in the parameter variation sensitivity analysis was at step "0.2" on a possible range of 0.1 to 1.0. The simulated event log recorded a particular interaction event by agent object instance "78," an agent that tends to operate with an executive social actor mental model (0.61), during
Step 6 of the simulated experiment at time Friday, November 9, 2007 at 08:03:04 AM PST. At that time agent "78" replied to a situation represented by symbol "a|T|7" with a modified message "a|H|7," which according to their executive mental model represented a slightly more feasible (0.69 versus 0.66) state for the social-ecological system referred to in "7."
Scaling did not affect conceptual change on a per agent basis 4.3 As expected, as an agent's ability to experience conceptual change increased the overall social learning steeply increased. In addition, the greater the diversity of preconceptions the greater the average level of conceptual change on a per agent basis. For example, the results of average level of conceptual change for a "medium" abundance experiment (c. 100 participants) across different local, regional, and international scales indicate much more conceptual change occurs when agents are acting in social actor mode as opposed to blank slate or clone mode. However, not as expected, changing the social and geographic distribution and abundance of agents did not seem to have any significant impact on social learning outcomes measured on an average agent basis. In fact, we found nearly the same levels of conceptual change on a per agent basis for the "low" abundance experiment (between 12 and 37 participants) across all three local, regional, and international social and geographic distributions. This finding might suggest that while a diversity of preconceptions increases social learning, varying social and geographic distribution as well as abundance are not important influences. Why is it that 100 agents from a local geographic area would experience the same level of conceptual change, on average, as 100 agents from a regional or international geographic area if preconceptions are supposed to vary geographically? We felt that this result was a product of our own simplifying assumptions in the model itself, but not a reasonable one. Further model design should focus on the sensitivity of the model to changes in the social and geographic distribution of agents (local, regional, international) and the abundance of agents (low, medium, high).
Scaling may affect the choices agents make 4.4 It was expected that changing the geographic distribution and abundance of agents would have an impact on the most popular situations, in particular showing the influence of affected party preferences visually in terms of a color pattern shifted from upper left to lower right after scaling out from a local (central Puget Sound region or "A") to regional (Salish Sea drainage basins or "B") to an international (Washington and British Columbia or "C") region. To adequately test this hypothesis, ideally we would have preferred to simply iterate each experiment hundreds or thousands of times, possibly using spatial statistics to determine how each raster data structure was different. The AnyLogic simulation platform provided us with a way of managing replication experiments using its OptQuest algorithm.
4.5
As expected, the most important result of the simulation is the finding that when the social and geographic distribution and abundance of agents change, the most popular and least popular choices out of the 676 situations also change ( Figure 11 ). We measured the most and least popular choices by calculating a popularity ratio based on subtracting agree votes from disagree votes and then dividing by total number of votes cast. The highest popularity ratio possible is 1.0, whereas the lowest popularity ratio possible is -1.0. Figure 11 illustrates an example of the most popular choices selected by all agents at the local, regional, and international scale within the "medium" abundance experiment of about 100 agents, visualized in ArcGIS using a raster data structure. We discuss the theoretical implications of these findings in more detail below. Figure 11 . The most popular and least popular situations as voted on by agents in the "medium" abundance experiment (c. 100 participants) across local (A), regional (B), and international (C) scales.
Conclusion
5.1
The goal of the simulation was to model the impact of scaling on how social actors might self-organize through online communication and consensus. Our factorial research design involved socially intelligent agents interacting under different conditions based on three sets of factors involving 27 different treatments. The nine factors included the social and geographic distribution of agents (local, regional, international), abundance of agents (low, medium, high), and diversity of preconceptions (blank slate, clone, social actor). Due to computational limitations, we were not able to run the 9 treatments involving a "high" abundance of agents.
5.2
We expected that social and geographic distribution of agents as well as diversity of agent preconceptions would strongly impact consensus about which situations to change and which ones not to change. However, our expectations were not met by our findings. Firstly, we examined how changes in social and geographic distribution and abundance of agents, as well as mental model diversity, affected conceptual change and social learning on a per agent basis. As expected, increasing an agent's ability to experience conceptual change and increasing the diversity of preconceptions increased the average level of conceptual change on a per agent basis. Somewhat unexpectedly, geographic distribution and abundance had little impact on conceptual change. Secondly, we examined whether changes in social and geographic distribution and abundance of agents might affect the choices agents make. As expected, when we changed the social and geographic distribution and abundance of social actor agents, the most popular choice of situations also changed, as measured using a popularity ratio from 1.0 and -1.0.
5.3
In future simulations, we might more carefully structure affected party, technical specialist, and executive social actor mental models in visual patterns to generate predictable tensions between what is most preferred, most plausible, and most feasible such that we could compute an optimum set of choices and then compare actual simulation results of the most popular choices. For example, we might see the most popular situations in the online platform change as a function of the activity of certain kinds of social actor agents. As another example, by increasing the abundance or the relative importance of certain social actor roles, simulating the influence of compulsion and power, we could calculate spatial statistics based on visual representations like Figure 11 to see how the most popular choices are made to conform to a certain mental model. Another step would be to control the number and complexity of representational signs of meaning from a cognitively fundamental "handful" (5×5 or 25 situations), to a "dozen" (12×12 or 144 situations), and then finally the "alphabet soup" set of conditions (26×26 or 676 situations) we used in our current research design. In terms of a future research design, it would be useful to establish controls over certain agent object parameters or variables now that we have more insight about what to control, e.g., the balance of social actor roles, the variety of situations being considered, or even the online platform tools available for browsing and filtering. In future simulations we might also consider entirely new mental model representations like concept maps rather than the 26×26 raster cell matrices implemented as sortable Java collections. Lastly, unexpected computing issues prevented our being able to run a complete set of 27 controlled conditions. Obviously, a useful next step is to make use of a more powerful computational platform.
5.4
We have yet to take the lessons learned from simulation and turn back to experiments with human subject participants, as in earlier research on face-to-face human computer interaction (Jankowski and Nyerges 2001) and online field experiments Aguirre and Nyerges 2011) . Brinberg and McGrath ( 1985) , who we draw upon for our own research in this article, offered warnings about the impact of methodological, theoretical, or substantive preferences in the social sciences. Reflecting on the impact of methodological disputes about the merits of experimentation versus field observation in the history of biological thought, Ernst Mayr (1982) believed that any narrative statement about a relationship between elements could legitimately be tested by experimentation. However, if the narrative statement in question described an actual sequence of occurrences then it could only be reconstructed through substantive observations of the past, in which case harboring a preference for theoretical experimentation at the expense of field observations was misplaced. Mayr felt that a biological researcher's own premature insistence on either experimentation or field observation was what had caused biological research itself to move into unsuitable directions as if stuck between two "false alternatives," something he felt was the cause of nearly every controversy in the history of evolutionary biology (Mayr 1982) .
5.5
Research on participatory decision making is susceptible to controversies at an even more impulsive level, since researcher's confidence in "false alternatives" is likely based upon simplifying statements that have never been fully explored either through laboratory experimentation or evaluation in the field (Laurian and Shaw 2009). Investigating a single element of success or failure when it comes to participatory decision making for sustainability management might naturally lead a researcher to make premature conclusions about the "best" way to manage any number of important elements including the best way of recruiting participants, making factual information available, scaffolding reasoning and learning, or creating a forum for deliberation. The ways in which all these elements are related and the sometimes unintended, unanticipated, or unknown spatial and temporal relationships that emerge between them have yet to be understood.
5.6
Though a simulation-based research design is not a substitute for research with human subjects, it is well suited to triangulating findings drawn from field experiments and case studies. However, our results suggested to us more about the theoretical concepts we used to inform our agent-based model design than our substantive area of interest, the greater Puget Sound region. The theory of selforganizing control systems in sustainability science assumes that the more resource users are able to communicate their mental models of the system of which they are a dependent part, combined with the importance of that resource to the users themselves, the more likely they will invest the necessary time and energy to manage the system to maintain its identity and its resilience to disturbance or overuse. Sustainability science provides a conceptual framework of variables predicting self-organizing behavior, but this framework was created for the most part through case studies, not experimentation with human subjects or agent-based models. As a result, when one asks fundamental questions of the theory of self-organizing behavior for the purpose of an agent-based model the answers are not clear.
5.7
We feel that our conceptual modeling efforts were challenged by the current state of sustainability science theory. In terms of geographic space, how is the strength of a social actor's preconceptions about a specific situation in their environment, e.g., the direct harvesting of timber resources, interdependent with their social and geographic orientation to any of the myriad flows of goods, people, finance and information associated with those timber resources? In terms of historical time, can self-organizing behavior among resource users be sparked by no more than a month-long decision making situation hosted in an online platform? How can self-organizing behavior be sustained given short-term political or disturbance events, medium-term economic cycles, or long-term cultural and environmental change? As our findings clearly suggest, experimentation or simulation are especially useful in at least one particular regard, i.e., it forces one to specify the social, geographic, and historical factors predicting when a group of social actors in a certain context will self-organize to avoid deteriorating their own environment, and when the conditions tend to make government compulsion and authority necessary.
