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Entropy production in nonequilibrium steady states is discussed by focusing on paths obtained by sampling at
regular (small) intervals τ , instead of sampling on each change of the system’s state.
P (X) = ρ(X0) · ω(X0|X1; τ ) · ω(X1|X2; τ )... · ω(XM−1|XM ; τ )
The total measurement time is T = M · τ
The fluctuation relation holds also for the novel paths [1].
Interval sampling allows direct analysis of systems with microscopic irreversibility,
and is more easily implemented in experiments.
We were able to identify universal features of entropy production.
The kink at zero entropy production arises from the irreversibility alone.
3 State Model
stationary probabilities ρ(A) = ρ(B) = ρ(C)
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ωo ≡ ω(A,A; τ ) = ω(B,B; τ ) = ω(C,C; τ ),
ω+ ≡ ω(A,B; τ ) = ω(B,C; τ ) = ω(C,A; τ ),
ω− ≡ ω(A,C; τ ) = ω(B,A; τ ) = ω(C,B; τ ).
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ω+ = τ − τ2 + o(τ3) (2)
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ω− = τ2/2− τ3/2 + +o(τ4) (3)
The ratio ω−/ω+ ≈ τ/2, for the “forbidden” reverse direction, vanishes as τ → 0.
Probability Distribution of Entropy Production
The total entropy production, in the steady state, is given by [2]
stot = ln
ρ(X0)
ρ(XM )
+ ln
∏
i
ω(Xi−1, Xi; τ )
ω(Xi, Xi−1; τ )
:= ∆s + s = s , (4)
ω(X, Y ; τ ) denotes the conditional probability for finding the system in state Y after time τ ,
having started at state X .
The generating function of the stochastic process is
〈exp(−µs)〉 =
(
ω0 + ω
1−µ
+ ω
µ
− + ω
µ
+ω
1−µ
−
)M
. (5)
M is the number of measurements at constant time intervals τ .
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m is the net number of forward transitions sampled over M intervals of length τ = 0.001.
Long time behaviour
The lowest EV of the time evolution operator:
ν(µ) = −τ−1 ln
(
ω0 + ω
1−µ
+ ω
µ
− + ω
µ
+ω
1−µ
−
)
, (6)
τ << 1 ν(µ) ≈ 1− (τ/2)µ − (τ/2)1−µ. (7)
Both expressions satisfy the fluctuation relation [3],
ν(µ) = ν(1− µ). (8)
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The eigenvalue ν(µ) is plotted for τ = 0.001.
Rate Function for Entropy
The mean rate of entropy change is
〈s˙〉 = dν/dµ|µ=0 = τ−1(ω+ − ω−) ln(ω+/ω−) ≈ ln(2/τ ). (9)
The rate function, χ(σ): σ = s/〈s˙tot〉T is the scaled entropy
χ(σ) = max
µ
{ν(µ)− 〈s˙〉σµ} . (10)
⇒ χ(σ) = 1−
√
σ2 + 2τ + σ ln
(
σ +
√
σ2 + 2τ
2
)
. (11)
The limiting form of χ(σ) is universal:
τ → 0 σ > 0 χ(σ) −→ 1− σ + σ ln σ, (12)
τ → 0 σ < 0 χ(σ) →∞. (13)
Origin of the kink [4]
χ′(σ) = ln
(
σ +
√
σ2 + 2τ
2
)
,
χ′′(σ) = 1√
σ2 + 2τ
−→τ→0 |σ|−1 ,
(14)
. For finite τ : χ′(1)− χ′(−1) → ln(2/τ ).
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τ = 10−7. The kink is more pronounced the smaller the value of τ .
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