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Description:
For achieving high spectral efficiency in wireless transmission systems, channel
knowledge at least at the receiver is required to retrieve the information transmit-
ted. Transmission schemes which rely on full channel state information (CSI) are called
coherent. Obtaining full CSI is performed by using channel measurement techniques
like pilot assisted or blind channel measurement schemes. A reasonable constraint for
using coherent transmission schemes is a large coherence time of the channel, e. g. the
channel has to stay (approximately) constant for a long time. In some applications
this constraint is not guaranteed or it is not intended to spend complexity for channel
measurement. If the channel coherence time is long enough (but of course much shorter
than in the case of coherent transmission) it is still possible to transmit information
without full CSI at the receiver. Suitable transmission techniques for this case are so
called differential transmission schemes. Differential phase shift keying (DPSK) is a
long known technique for single carrier systems using one transmit antenna, which has
a penalty of about 3 dB compared with its coherent counterpart. Improving the perfor-
mance for differential transmission led to multisymbol detection schemes for DPSK as
well as to differential amplitude phase shift keying (DAPSK). A further improvement
was the development of differential modulation techniques for multiple input multiple
output (MIMO) systems.
In the first part of this master thesis, a short comparison of different differential modula-
tion techniques for single transmit antenna systems should be provided. The results and
insights obtained hereby shall be used in the second part for enhancing the concepts
of differential modulation to MIMO systems. In the second part existing differential
MIMO techniques should be compared and the possibility of developing new schemes
evaluated.
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vNotations
∼ is distributed as
j =
√−1 imaginary unit
<{x} or xR the real part of x
={x} or xI the imaginary part of x
|x| = √(xR)2 + (xI)2 the norm of the complex scalar x
x∗ the complex conjugate of x
dxe the smallest integer not less than x
dEu(x, y) = (x− y)∗(x− y) is the Euclidean distance between x and y
A uppercase bold letters denote matrices
x lowercase bold letters denote vectors
AM×N = {amn} matrix A with dimensions M×N and entries amn on the
mth row and the nth column
IM an M×M identity matrix
0M×N all zero matrix of dimension M×N
1M×N all ones matrix of dimension M×N
det(A) the determinant of a square matrix A
rank(A) the rank of matrix A
tr(AN×N) =
N∑
i=1
aii the trace of a square matrix A
AT transpose of matrix A
A† complex conjugate transpose (Hermitian) of matrix A
σm(A) the m
th singular value of matrix A
λm(A) the m
th eigenvalue of matrix A
‖x‖2 = x†x = ∑
i
|xi|2 the square of the norm of vector x
|A|2 a square matrix defined by A†A (not to be confused
with the scalar ‖A‖2F defined next)
‖A‖2F =tr(A†A)=tr(AA†) the squared Frobenius norm of a matrix A
CN (0, 1) the complex normal distribution with zero mean and
unit variance, where the real and imaginary components
are independent and each has a variance 1/2
CM×N the set of complex matrices of dimension M×N
RM×N the set of real matrices of dimension M×N
E[x] statistical average of the random variable x
vi Notations
µx = E[x] the mean vector of the random vector x
Λx = E[(x− µx)(x− µx)†] the covariance matrix of the random vector x
CN (µx,Λx) circularly symmetric complex Gaussian distributed ran-
dom vector x, with a mean vector µx and a covariance
matrix Λx
p(A|B) denotes the probability that event A occurs given that
event B happened.
pX(x) denotes the probability that random variable X takes
value x.
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11 Introduction
Since wireless communications was born, several challenges face its progress including
the limited available radio spectrum as well as the complicated nature of the wireless
environment being time-variant and continuously fading. Thus, successfully receiving
the transmitted information is a non-trivial task. One way to restore the information
at the receiver is to estimate the channel and then use it for subsequent detection.
This is possible by transmitting informationless symbols that are known to the re-
ceiver. However, if the channel changes fast relative to the symbol rate, the channel
estimation block will fail to track these changes which in turn spoils the information
detection. Moreover, in multiple antenna systems, the channel between every transmit
and receive antenna pair is to be estimated which increases the receiver complexity
and the transmission overhead. All the addressed impracticalities necessitate the need
of transmission schemes that do not require channel knowledge at the receiver, the
so-called non-coherent schemes. Differential modulation is one such scheme.
This thesis starts by addressing differential modulation schemes in single carrier sin-
gle antenna systems. Differential Phase Shift Keying (DPSK) is a well-known scheme
that encodes the information on the phase difference between two successive trans-
mit symbols. However, the constellation symbols of DPSK do not best utilize the
complex space, leading to performance degradation as more bits are to be transmit-
ted per symbol. At the same time, the limited available radio spectrum demands
the need of more spectrally efficient schemes. To this end, we investigate the use of
amplitude modulation in the differential domain through a scheme known as Differen-
tial Amplitude Phase Shift Keying (DAPSK). For further performance enhancement
of differential systems, multiple symbols can be jointly decoded through a technique
known as Multiple-Symbol Differential Detection (MSDD). This technique bridges the
performance gap between coherent and non-coherent systems and removes the error
floor associated with fast-fading channels.
The use of multiple antennas at the transmitter and/or the receiver is a promising
solution to combat fading and improve the reliability of transmission. Such antennas
create several links between the transmitter and the receiver reducing the probability
of a simultaneous fade to all links. The resulting performance improvement (known
as diversity) does not require additional bandwidth nor power, the two most precious
resources in wireless communications. Achieving diversity using multiple antennas at
the receiver (receive diversity) is proved to be a much simpler task than using multiple
antennas at the transmitter (transmit diversity). However in downlink mobile com-
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munications, mounting multiple antennas on the receiving mobile handsets results in
an increase in the size and cost of mobiles. This opposes the ongoing desire in making
mobiles as low profile and cheap as possible. Furthermore, since there are thousands
more mobile stations than base stations, it is economically better to place the com-
plexity in the transmitting base stations and make the mobile terminals as simple as
possible. This motivates the need of transmit diversity.
Achieving transmit diversity through multiple transmit antennas is known as Space-
Time Coding. Such a technique attracted the research interest in the last decade. It
is the goal of this thesis to investigate STC schemes in differential non-coherent sys-
tems. We start by investigating a class of ST codes known as Orthogonal Space-Time
Block Codes (OSTBC). This class achieves good performance with linear decoding
complexity. As an attempt to increase the data rate and improve the transmission
quality, the orthogonality requirement of OSTBCs is relaxed leading to the so-called
Quasi-Orthogonal STBCs (QOSTBC). For most QOSTBCs proposed in the literature,
the rate and performance advantage comes at the expense of increased decoding com-
plexity. Recently a new class of QOSTBCs known as Minimum Decoding Complexity
QOSTBCs (MDC-QOSTBC) has proved to achieve such advantage with the same
complexity requirement of OSTBCs. These codes have been used in coherent systems
that assume perfect channel knowledge at the receiver. In this thesis, we propose the
use of MDC-QOSTBC in differential non-coherent systems. The performance of the
proposed scheme proved to be superior to differential OSTBC schemes especially for
high spectral efficiencies.
The thesis is organized as follows. Chapter 2 introduces the DAPSK scheme and
derives the MSDD receiver metrics in differential single antenna systems. Then Chap-
ter 3 starts the investigations on multiple antenna systems by explaining how receive
diversity is achieved in coherent and non-coherent systems. It then addresses the
difficulty of achieving transmit diversity. Chapter 4 follows with the introduction of
space-time codes with a thorough literature review. A detailed proof on the design
criteria of ST codes in the non-coherent domain is provided together with a derivation
of the Maximum Likelihood (ML) metric. In Chapter 5, several differential OSTBCs
are investigated and their error performance is analyzed. Afterwards the theory of
MDC-QOSTBCs is studied in Chapter 6. Their use in the differential domain is eval-
uated and compared to the previously addressed schemes in terms of complexity and
performance. The last chapter concludes the thesis and suggests open problems for
future research.
Note that due to the different concepts addressed in single antenna and multiple
antenna systems, in few cases the same symbols are used in both systems with different
meanings. For the used notations, a common list is provided on page v and is valid for
the entire thesis. For the purpose of aiding the understanding of the thesis content,
some fundamentals of linear Algebra are summarized in Appendix A.
32 Differential Modulation Techniques
in Single Antenna Systems
On addressing the problem of data detection at the receiver in case of wireless trans-
mission over an unknown channel, one solution is to estimate the channel and use
the estimate for subsequent detection. Channel estimation is a technique that sends
training symbols that are known to the receiver, and uses the corresponding received
symbols to estimate the channel coefficients. Such a technique assumes the channel
is approximately constant over a relatively long time period. In this case the receiver
will have full channel knowledge, and the detection scheme is denoted as coherent de-
tection. Having full Channel State Information (CSI) at the receiver is however not
reasonable when the channel changes fast relative to the symbol rate. In this case,
the validity of the estimates spans only over a few symbol periods, thus forcing the
system to repeat the estimation more often. Moreover, channel estimation adds to the
complexity of the receiver and the transmission overhead. Here comes the advantage
of using non-coherent systems like differential modulation schemes.
This chapter addresses two types of differential modulation techniques in single
antenna systems, namely Differential Phase Shift Keying (DPSK) and Differential
Amplitude Phase Shift Keying (DAPSK). DPSK is a technique that modulates the
information over the phase difference between two successive transmit symbols. Each
transmit symbol is the product of the previous transmit symbol and the new infor-
mation symbol. In DAPSK, part of the symbol bits is carried on the phase difference
between two successive transmit symbols and the other part is carried on the amplitude
ratio between both symbols. If the channel is considered constant over at least two
successive symbols, then both symbols will suffer the same amplitude and/or phase
distortion, hence the constellation translation and/or rotation caused by the channel
can be removed by considering both symbols in the detection. This is the conventional
non-coherent detection of DAPSK/DPSK.
One disadvantage of conventional non-coherent detection is that it results in a
performance degradation of about 3 dB compared to coherent detection. One way to
partially compensate for such loss is to increase the receiver memory, where instead of
deciding on a symbol by symbol basis, we decide on a symbol sequence basis [1]. Such
a technique is known as Multiple-Symbol Differential Detection (MSDD). This chapter
starts by introducing the DAPSK modulation scheme in Section 2.1. Then Section 2.2
derives the MSDD ML decision metric and another sub-optimum less complex metric
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for different channel conditions. The last section shows the error performance of the
MSDD receiver using both DPSK and DAPSK modulation techniques.
2.1 DAPSK
In DPSK, the transmit signal st,p at time slot t is constructed as
st,p = vzt,pst−1,p (2.1)
where zt,p is the information integer generated by the transmitter at time slot t. The
subscript p is used to signify that the equation describes phase modulation. vzt,p is
the corresponding information symbol drawn from a DPSK alphabet (same as PSK
alphabet) defined as
ADPSK = {vd = e
j2pid
qp , d ∈ {0, .., qp − 1}}, (2.2)
where qp is the DPSK alphabet size (order) and j is the imaginary unit defined as√−1. From (2.1), the transmit signal at any time slot t can be equivalently written as
st,p =
( t∏
κ=1
vzκ,p
)
s0,p, t = 1, 2, ..., (2.3)
where s0,p is the very first transmit signal used to initiate the differential transmission.
In fact this is the only informationless signal in the whole transmission and is chosen
to be any arbitrary symbol in ADPSK (usually s0,p=1 is used).
Using only the phase of the signal for information transmission will cause perfor-
mance degradation as more bits are to be transmitted per second. Carrying some part
of the information on the amplitude will result in a better distribution of the constel-
lation points in the complex space, potentially leading to a better error performance.
In the context of differential modulation, one technique that differentially carries in-
formation on both the amplitude and the phase is the DAPSK technique.
There are several constructions of DAPSK constellations. Here we consider a
DAPSK constellation which can modulate the phase bits independently from the am-
plitude bits. In other words, an independent DAPSK constellation satisfies that for
every amplitude level, one sees all possible phase levels and for every phase level, one
sees all possible amplitude levels. This potentially may make it possible to perform
independent demodulation for the information embedded in the amplitude and the
phase simplifying the demodulation process.
For the purpose of differential encoding of the amplitude, one may define the DASK
alphabet in a way that imitates the DPSK alphabet by defining the amplitude base a
to be analogous to the phasor base e
j2pi
qp . In DPSK the phasor base is the incremental
step (or ratio) between the qp phase levels. In DASK, a is also defined as the amplitude
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ratio between the amplitude levels. That is why it is commonly known as the ring ratio.
In DPSK, the dth constellation point is the base phasor raised to power d. Similarly,
in DASK the dth amplitude level is the amplitude base a raised to power d. Thus, the
DASK alphabet is defined as
ADASK = {vd = ad , d ∈ {0, .., qa − 1}}, (2.4)
where qa is the DASK alphabet size. In the independent constellation considered, the
final DAPSK alphabet is having the form of concentric DPSK circles (all of the same
order) with radii set by the DASK amplitude levels. The DAPSK alphabet size is
then qa,p=qaqp. Figure 2.1 shows the DAPSK constellation for a 64-DAPSK alphabet
constructed as 16-DPSK and 4-DASK.
={st}
<{st}a3a2a1
Figure 2.1: Constellation of the 64-DAPSK alphabet
The differential encoding of DAPSK is described in Figure 2.2. The user bit stream
is divided into blocks of n bits. Each block is divided into phase bits and amplitude
bits. The phase bits select the phase information symbol using the DPSK alphabet
defined in (2.2). Then the chosen information symbol is differentially encoded using
(2.1) resulting in a DPSK signal. Due to the inherent group nature of the DPSK al-
phabet, the product of any two elements in ADPSK is also an element in ADPSK. In
other words, the product of any two points in the DPSK constellation circle falls to
a point on the same circle. This is because the product of two phasors is a phasor
whose angle is the modulo addition of the angles of the two phasors with respect to
2pi. Therefore, the transmit DPSK signal st,p is also element in ADPSK ∀ t.
Unlike the DPSK alphabet, the DASK alphabet does not inherently possess a group
nature. This means if differential encoding of the amplitude just performs a multipli-
cation operation of the information amplitude with the last transmitted amplitude,
the transmit amplitude may increase or decrease indefinitely. To avoid this, we force
the DASK alphabet to form a group under multiplication by defining the operator ⊗
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integer
bits to
integer
01 0 010
DASK signal
DPSK signal
bits to
DAPSK signal
Z−1
×
zt,a
zt,p
︸︷︷︸
amplitude bits
st−1,a
st,aADASK
st,p
st
phase bits︷ ︸︸ ︷ ADPSK
vzt,p =e
j2pizt,p
qp
⊗vzt,a =azt,a
st−1,p
Z−1
×
Figure 2.2: A description of DAPSK modulation using an independent constellation
as
ad1 ⊗ ad2 = a(d1+d2) mod qa . (2.5)
The modulo operation on the power of a ensures that when the operator ⊗ applies on
members of ADASK, the outcome is also a member in the same alphabet. The power
of a belongs to a finite cyclic group G = {0, ..., qa − 1} of order qa and generator ’1’.
The group is defined by the operation d1⊕d2 = (d1 +d2)mod qa, where d1 and d2 ∈ G.
Through group isomorphism, the group G can be mapped to another group aG which
forms the DASK alphabet. In this case, the differential encoding of the amplitude
signal is done similar to the phase signal as
st,a = vzt,a ⊗ st−1,a, (2.6)
where the subscript a is used to represent the amplitude modulation. zt,a is the infor-
mation integer of the amplitude bits, vzt,a is drawn from the DASK alphabet in (2.4)
and st,a is the transmitted amplitude at time slot t, and is also ∈ ADASK. Finally, the
total DAPSK signal is just the product of the amplitude and phase signals, i.e.
st = st,a st,p. (2.7)
2.1.1 Optimal ring ratio and bits distribution
In order to optimize the DAPSK constellation, we address the following two questions:
1) what is the optimum ring ratio a? 2) what is the optimum assignment of the n bits
to the amplitude and phase parts? Based on investigations, we provide answers to the
addressed questions for several DAPSK modulation orders.
Consider the DAPSK alphabet as the one shown in Figure 2.1. Increasing the ring
ratio a will set the PSK circles further apart. This at the beginning will have the
effect of separating the symbols of the different circles, and therefore providing more
robustness for the amplitude detection. However, –for a constant average energy of
the constellation symbols– the higher the ring ratio a gets, the smaller will be the
innermost circle. Hence the probability of mistaking the phase symbols on this circle
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1 1.5 2 2.5 3 3.5 4 4.5 5
10−10
10−8
10−6
10−4
10−2
100
a
BE
R
 
 
8−DPSK BER
2−DASK BER
total 16−DAPSK BER
Figure 2.3: Effect of ring ratio a on the amplitude and phase errors
increases and the phase error performance deteriorates. This indicates the existence of
an optimal value of a which results in the optimal overall performance of the DAPSK
modulation.
To see the effect of a on the error performance, simulations have been made over an
Additive White Gaussian Noise (AWGN) channel. To start with, consider a 16-DAPSK
alphabet constructed from 8-DPSK and 2-DASK. The rate of phase and amplitude bit
errors are both measured and are referred to as DPSK and DASK Bit Error Rate
(BER). Figure 2.3 shows the DPSK BER, the DASK BER and the total DAPSK BER
at Eb/N0 = 18 dB
1 as a function of the ring ratio a. Clearly, the DPSK performance
degrades as a increases, whereas the DASK performance improves with increasing a
but then it deteriorates for large values of a. The overall DAPSK performance is
dominated by the worse performance of both DPSK and DASK at any a. Namely,
for small values of a, the DASK performance dominates and for large values of a, the
DPSK performance dominates. In the considered modulation order, a = 2.1 has shown
to provide the best overall performance.
Another point of interest is how many bits to give to the phase alphabet and
how many to the amplitude. As an initial guess, more bits are to be given to the
phase than to the amplitude since the phase is more robust to channel influences.
Simulations have been made for different DAPSK alphabet orders, and for each order
all possible combinations of qa and qp are tested. One combination is given the notation
qp-DPSK/qa-DASK. The simulations have been carried out at Eb/N0 = 18 dB over an
AWGN channel and for different values of a so as to search in parallel for the optimal
a of every modulation order. Figure 2.4 shows the overall DAPSK BER performance
results. As shown, for up to a modulation order of 32-DAPSK, a constellation with two
amplitude levels has shown the best BER performance. However, for 64-DAPSK, a
constellation with 4 amplitude levels and 16-DPSK provides better performance than a
1Eb/N0 is the average energy per information bit to noise power spectral density ratio.
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constellation with only 2 amplitude levels and 32-DPSK. Additionally the optimal ring
ratio a has shown to be dependent on the constellation order. Table 2.1 summarizes
the optimal DPSK/DASK combination as well as the optimal ring ratio for modulation
orders of 8, 16, 32, and 64.
Table 2.1: Optimal ring ratio a and optimal DPSK/DASK combination for different
DAPSK modulation orders.
8-DAPSK 16-DAPSK 32-DAPSK 64-DAPSK
Optimal
DPSK/DASK
combination
4-DPSK/2-
DASK
8-DPSK/2-
DASK
16-DPSK/2-
DASK
16-DPSK/4-
DASK
Optimal ring
ratio a
2.7 2.1 1.5 1.4
2.2 Multiple-Symbol Differential Detection
In general, differential modulation can be described in the form of (2.3), where the
transmit signal at time slot t actually carries information of all previous information
symbols. Conventionally, only two successive received symbols are used to differen-
tially decode one information symbol. In this case the modulation memory is not
fully accounted for in the detection. This causes differential schemes to be inferior in
performance to their coherent counterparts. To bridge the performance gap between
coherent and differential non-coherent systems, more symbols are to be used for the
detection resulting in the so-called Multiple-Symbol Differential Detection (MSDD).
In this technique, the receiver divides the entire received symbols into blocks of
length T with one overlapping symbol between every two successive blocks as shown
in Figure 2.5. Such symbol overlap is necessary since the first symbol in each block
is used as a reference for the whole block, and the last symbol is a reference for the
next block and so on [2]. The decoder then works on every block and decides on T − 1
information symbols. We will refer to T as the observation window length. T = 2 is
the case of conventional differential detection.
In general the higher the value of T , the better the performance but also the higher
the complexity. In the limiting case when T tends to ∞, the error performance of an
MSDD in an AWGN channel approaches that of a coherent detector [2].
In this section a general framework is used to analytically derive receiver metrics for
the MSDD technique. Based on the channel statistics and the differential technique
used, different metrics are obtained. Three channel types are considered: AWGN,
Rayleigh block fading and Rayleigh fast fading channel. In the Rayleigh block fading
case, the channel is assumed to be constant over at least T symbols, whereas Rayleigh
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(c) 32-DAPSK
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Figure 2.4: BER curves at Eb/N0 =18 dB showing the optimal ring ratio and optimal
amplitude-phase bits distribution for different DAPSK alphabet orders
overlapping symbol
MSDD Decoder
a received block Decided sequence
Reference symbol
Decided bits
0 1 0 0 1 . . .
Received
stream
y4y2 y3y1
y5y3 ︸ ︷︷ ︸
obs. block 2
︸ ︷︷ ︸
obs. block 4
y7y6
vˆz2 vˆz3vˆz1
y4y1 y2
obs. block 3︷ ︸︸ ︷obs block 1︷ ︸︸ ︷ obs. block 5︷ ︸︸ ︷
Figure 2.5: Multiple-symbol differential detection at T = 4
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fast fading channel is defined for the case when the channel varies within T symbol
transmissions with known statistical variation. Using the derived metrics, Matlab sim-
ulations are performed and error performance in the different cases are compared. Two
types of receiver metrics are considered, the Maximum Likelihood (ML) metric and
the Generalized Likelihood Ratio Test (GLRT) metric.
2.2.1 Derivation of ML metric for MSDD
Consider a wireless transmission medium where the data is modulated differentially
and the baseband transmit complex signal st is generated. The transmitted signal will
be distorted by a multiplicative complex random variable ht. The received signal yt is
modeled as in Figure 2.6 by
yt =
√
ρ st ht e
jΘ + wt, (2.8)
where ρ is the mean signal power, and ht is the complex fading coefficient at time
slot t following some Gaussian distribution. The phase Θ is used to have a general
channel model that includes the AWGN channel, in which case the channel coefficient
ht is deterministic and the channel is modeled only by an unknown carrier phase Θ
that is assumed to be uniformally distributed in the range ] − pi, pi]. wt is a complex
AWGN noise sample at time slot t which is ∼ CN (0, 1), with the wt samples being
uncorrelated in time.
transmitted
sample
multiplicative random
fading coefficient
received sample
unknown constant
carrier phase
AWGN
noise sample
+
ht e
jΘ wt
√
ρ st yt× ×
Figure 2.6: A general model for AWGN and flat fading channels.
In MSDD, the receiver buffers T symbols in one observation block y and works on
the whole block in the decoding process. Hence (2.8) can be written in a matrix-vector
form as 
y0
...
...
yT−1
 = √ρ

s0
. . . 0
0 . . .
sT−1


h0
...
...
hT−1
 ejΘ +

w0
...
...
wT−1
 , (2.9)
and in a compact form as
y =
√
ρDs h e
jΘ +w, (2.10)
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where Ds is a diagonal matrix with the signal vector s on the main diagonal. y,h
and w ∈ CT×1 and represent the received vector, the channel vector and the AWGN
noise vector, respectively. h ∼ CN (µh,Λh), where µh ∈ CT×1 is the channel mean
vector and Λh ∈ RT×T is the channel covariance matrix. At any time slot t, the chan-
nel power E[|ht|2] as well as the symbol power E[|st|2] are normalized to 1. The noise
vector w ∼ CN (0T×1, IT ). With all powers normalized to 1, ρ represents the Signal to
Noise Ratio (SNR) at the input of the receiver.
Our target is to derive the ML metric for the MSDD receiver, hence we need to get
an expression for the conditional Probability Density Function (PDF) of the received
vector y under the condition that vector s is sent and the carrier phase Θ is given,
namely we need to derive p(y|s,Θ). From (2.10), since h and w are both complex
Gaussian distributed, then y follows the same distribution, and its conditional PDF is
given by [3]
p(y|s,Θ) = 1
piT det(Λy|s,Θ)
e−(y−µy|s,Θ)
†Λ−1
y|s,Θ (y−µy|s,Θ), (2.11)
where µy|s,Θ is the conditional mean vector of y given s and Θ. Using (2.10), µy|s,Θ
becomes
µy|s,Θ =
√
ρDsµh e
jΘ, (2.12)
and Λy|s,Θ is the conditional covariance matrix of y given s and Θ and it can be
calculated as
Λy|s,Θ = E[(y − µy)(y − µy)†|s,Θ]
= E
[(√
ρDs(h− µh) ejΘ +w
)(√
ρDs(h− µh) ejΘ +w
)†
|s,Θ
]
= E
[(√
ρDs(h− µh) ejΘ +w
)(√
ρ e−jΘ(h− µh)†Ds† +w†
)
|s,Θ
]
= ρDs E[(h− µh)(h− µh)†]Ds† + E[ww†]
= ρDsΛhDs
† + IT = Λy|s, (2.13)
where we have used the fact that the channel h and the noise w are statistically
independent. The conditional covariance matrix was found to be independent of Θ.
Now (2.11) can be written as
p(y|s,Θ) = 1
piT det(Λy|s)
e−y
†Λ−1
y|s y+y
†Λ−1
y|s µy|s,Θ +µ
†
y|s,Θ Λ
−1
y|s y−µ
†
y|s,Θ Λ
−1
y|s µy|s,Θ .
Using the identity y†Λ−1y|sµy|s,Θ + µ
†
y|s,Θ Λ
−1
y|s y = 2<{y†Λ−1y|sµy|s,Θ} together with
(2.12) we get
p(y|s,Θ) = 1
piT det(Λy|s)
e−y
†Λ−1
y|s y−ρµh†Ds†Λ−1y|sDs µh + 2<{
√
ρy†Λ−1
y|sDs µh e
jΘ}.
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Using <{x} = |x| cosα, with α = tan−1 ={x}<{x} , we can replace <{
√
ρy†Λ−1y|sDsµh e
jΘ}
by |√ρy†Λ−1y|sDsµh| cos(α + Θ), where α = tan−1
={y†Λ−1
y|sDs µh}
<{y†Λ−1
y|sDs µh}
resulting in
p(y|s,Θ) = 1
piT det(Λy|s)
e−y
†Λ−1
y|s y−ρµh†Ds†Λ−1y|sDs µh + 2
√
ρ |y†Λ−1
y|sDs µh| cos(α+Θ).
Since the carrier phase Θ is assumed to be uniformally distributed in the range
]− pi, pi], then by averaging over Θ we get
p(y|s) =
∫ ∞
−∞
p(y|s, η) pΘ(η) dη
=
1
piT det(Λy|s)
e−y
†Λ−1
y|s y−ρµh†Ds†Λ−1y|sDs µh .
1
2pi
∫ pi
−pi
e2
√
ρ |y†Λ−1
y|sDs µh| cos(α+η) dη.
If we then use the definition of the zeroth order modified Bessel function of the first
kind I0(z) =
1
pi
∫ pi
0
ez cos(η)dη, and the identity
∫ pi
−pie
z cos(α+η)dη =
∫ pi
−pie
z cos(η)dη, we finally
have
p(y|s) = 1
piT det(Λy|s)
e−y
†Λ−1
y|s y−ρµh†Ds†Λ−1y|sDs µh .I0(2
√
ρ |y†Λ−1y|sDsµh|). (2.14)
The above equation is the general form of the conditional probability density func-
tion of the MSDD detection which is aimed to be maximized in order to result in the
most likely decision on the transmit symbol vector s. In the next three subsections,
we will use (2.14) and simplify it for the different channels considered and the different
modulation techniques used.
AWGN Channel
In the AWGN case, the channel vector and its mean are simply the all ones vector
h = 1T×1 and µh = 1T×1. The covariance matrix Λh is an all zero matrix 0T×T since
h is deterministic. From (2.13), Λy|s = IT , and the conditional PDF in (2.14) is
simplified to
p(y|s) = 1
piT
e−y
† y− ρ s† s I0(2
√
ρ |y† s |), (2.15)
where Dsµh =Ds 1T×1 = s has been used. We note that y† y is independent of s,
and that s† s = ‖s‖2. Furthermore, since the natural logarithm function is a mono-
tonically increasing function of its argument, hence maximizing p(y|s) is equivalent to
maximizing ln(p(y|s)). We then get the MSDD ML decision in the AWGN channel
case as
sˆML = argmax
si
ln
(
I0(2
√
ρ |y† si|)
)
− ρ‖si‖2, (2.16)
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where –with a small abuse of the notation– si is the ith possible transmit vector, which
will be termed as a candidate sequence.
For the special case of constant envelope modulation like in DPSK, ‖si‖2 is constant
∀i, so the second term can be removed. Moreover, the ln and the I0 functions are both
monotonically increasing functions of their arguments, hence they can be omitted in
getting the maximum of the expression and the ML decision metric is further simplified
to
sˆML = argmax
si
|y†si|, (2.17)
which is the known correlation detection. In other words, the most likely transmit
symbol vector when DPSK is used over an AWGN channel is the one that has the
highest correlation with the received vector (the one that is as parallel as possible to
y).
Note that the metric does not depend on the Euclidean distance between y and
s as is the case in coherent detection, but rather it depends on the magnitude of
their correlation. It is worth mentioning that gray coding which is known to be the
optimal bit-to-symbol mapping in coherent detection might not be the optimal one
here. This is due to the fact that in differential detection, the distance profile between
y and s is not the Euclidean distance but rather a different one defined by (2.16). It
is however not an easy task to get the optimal bit-to-symbol mapping for differential
non-coherent systems. To surmount this problem, one may use several different bit-to-
symbol mappings during a transmission, so as to achieve an averaged performance of
all mappings. However assigning several bit-to-symbol mappings will complicate the
transmission process, so here only gray coding is used unless otherwise specified.
Rayleigh Block Fading Channel
Rayleigh fading model is described by (2.8) and in Figure 2.6 if we take ht ∼ CN (0, 1).
The model assumes no dominant Line of Sight (LOS) component, therefore the mean
of the channel coefficient ht is zero at any time slot t. This leads to an all zero
mean vector µh = 0T×1. The word block indicates that the channel coefficient remains
constant over a long transmission period, hence the channel does not vary within the
observation duration T and the covariance matrix is an all ones matrix Λh = 1T×T
since the channel coefficients are 100% correlated. In such a special case, (2.13) is
simplified to
Λy|s = ρDs 1T×T Ds† + IT , (2.18)
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where,
Ds 1T×T Ds† =

s0
. . . 0
0 . . .
sT−1


1 1 · · · 1
1
. . . 1
...
. . .
...
1 1 · · · 1


s∗0
. . . 0
0 . . .
s∗T−1

=

s0s
∗
0 s0s
∗
1 · · · s0s∗T−1
s1s
∗
0
. . . s1s
∗
T−1
...
. . .
...
sT−1s∗0 sT−1s
∗
1 · · · sT−1s∗T−1
 = s s†.
Hence (2.18) is simplified to Λy|s = ρ ss†+ IT and the general p(y|s) in (2.14) can be
written as
p(y|s) = 1
piT det(IT + ρ ss†)
e−y
† (IT+ρ ss†)−1 y. (2.19)
In the following, we will use two identities, namely Sylvester’s determinant theorem
det(Ip +Ap×qBq×p) = det(Iq +Bq×pAp×q), (2.20)
and the matrix inversion lemma [3]
(A+BCD)−1 = A−1 −A−1B(C−1 +DA−1B)−1DA−1, (2.21)
with A ∈ Cp×p, B ∈ Cp×m, C ∈ Cm×m, and D ∈ Cm×p. Using the above two identities,
we can do the following replacements in (2.19),
det(IT + ρ ss
†) = det(1 + ρ ‖s‖2),
and
(IT + ρss
†)−1 = IT − ρ s (1 + ρ s†s)−1s†
= IT − ρ ss
†
1 + ρ ‖s‖2 .
In getting the inverse we have used the following substitutions, A = IT , B = ρ s,
C = 1, and D = s†. Finally, p(y|s) is simplified to
p(y|s) = 1
piT (1 + ρ ‖s‖2) e
−y† (IT− ρ1+ρ |s|2 s s
†)y
, (2.22)
and the ML decision metric for the Rayleigh block fading case becomes
sˆML = argmax
si
ρ
1 + ρ ‖si‖2 |y
†si|2 − ln(1 + ρ ‖si‖2). (2.23)
For the special case of constant envelope modulation, the ML decision is further sim-
plified to
sˆML = argmax
si
|y†si|2 ≡ argmax
si
|y†si|, (2.24)
which is the same as the ML metric for the AWGN channel in the constant envelope
modulation case as shown in (2.17).
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Rayleigh Fast Fading Channel
In the Rayleigh fast fading channel, the channel coefficients change within the ob-
servation interval with a variation described by the channel covariance matrix Λh.
The assumed statistical behaviour of the variation follows the Jake’s model, with the
autocorrelation function defined by [4]
φ(m) = J0(2pimfDTs), (2.25)
where J0(.) is the zeroth order Bessel function of the first kind, fD is the maximum
Doppler frequency defined by fD = v/λ, where v is the velocity of a moving vehicle,
and λ is the center wavelength of the bandpass signal. Ts is the symbol duration, hence
fDTS is the normalized Doppler frequency which is limited between 0 and 1. fDTs = 0
describes the Rayleigh block fading case. The power density spectrum is the Jakes
spectrum. As in Rayleigh block fading channel, the mean of the channel coefficient is
zero and consequently µh = 0T×1. The conditional probability density function p(y|s)
of (2.14) is simplified to
p(y|s) = 1
piT det(Λy|s)
e−y
†Λy|s−1y. (2.26)
To get the determinant and the inverse of Λy|s, we again use the definition of Λy|s in
(2.13) together with identity (2.20) resulting in
det(IT + ρDsΛhDs
†) = det(IT + ρDs†DsΛh) = det(IT + ρ|Ds|2Λh),
and using the matrix inversion lemma of (2.21)
(IT + ρDsΛhDs
†)−1 = IT − ρDs(Λh−1 + ρDs†Ds)−1Ds†,
where we have used the following substitutions A = IT , B = ρDs, C = Λh, and
D = Ds
†. Substituting back into (2.26), we get
p(y|s) = 1
piT det(IT + ρ|Ds|2Λh) e
−y†
(
IT−ρDs(Λh−1+ρDs†Ds)−1Ds†
)
y
=
1
piT det(IT + ρ|Ds|2Λh) e
−y†y+ρy†Ds(Λh−1+ρ|Ds|2)−1Ds†y. (2.27)
The ML decision metric follows as
sˆML = argmax
si
ρy†Dsi(Λh
−1 + ρ|Dsi |2)−1D†siy − ln(det(IT + ρ|Dsi|2Λh)). (2.28)
In the special case of constant envelope modulation like in DPSK, |Dsi |2 =IT ∀i and
the ML metric can be simplified to
sˆML = argmax
si
y†Dsi(Λh
−1 + ρIT )−1D
†
si
y. (2.29)
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Again using the matrix inversion lemma in (2.21)
(Λh
−1 + ρIT )−1 =
1
ρ
IT − 1
ρ2
(Λh +
1
ρ
IT )
−1,
where we have used the following substitutions A = ρIT , B = IT , C = Λh
−1, and
D = IT . Substituting back in (2.29)
sˆML = argmax
si
y†Dsi
(1
ρ
IT − 1
ρ2
(Λh +
1
ρ
IT )
−1
)
D†
si
y
= argmax
si
1
ρ
y†DsiD
†
si
y − 1
ρ2
y†Dsi(Λh +
1
ρ
IT )
−1D†
si
y
= argmin
si
y†Dsi(Λh +
1
ρ
IT )
−1D†
si
y, (2.30)
where the term with DsiD
†
si
= |Dsi |2 has been removed since it is constant ∀i. A
summary of the ML decision metrics in the different channels and in the non-constant
and constant envelope modulation schemes is given in Table 2.2. For space limita-
tions, we used the abbreviations RBF for Rayleigh Block Fading channel and RFF for
Rayleigh Fast Fading channel.
Table 2.2: ML MSDD metrics in a single antenna system
ML
MSDD
metric
sˆML
non-constant envelope modulation e. g
DAPSK
constant envelope modula-
tion e .g DPSK
AWGN argmax
si
ln
(
I0(2
√
ρ |y† si|)
)
− ρ‖si‖2 argmax
si
|y†si|
RBF argmax
si
ρ
1+ρ ‖si‖2 |y†si|2 − ln(1 + ρ ‖si‖2) argmax
si
|y†si|
RFF
argmax
si
ρy†Dsi(Λh
−1 + ρ|Dsi |2)−1D†siy −
ln(det(IT + ρ|Dsi|2Λh))
argmin
si
y†Dsi(Λh + 1ρIT )
−1D†
si
y
2.2.2 Derivation of GLRT metric for MSDD
The MSDD ML decision metrics derived for the non-constant envelope modulation
like DAPSK requires the knowledge of the SNR (ρ) at the receiver. Additionally, the
metric calculation itself looks complicated with the need of using the modified Bessel
function in the AWGN channel case, and the ln and det functions in the Rayleigh
fading case. This motivates the use of some sub-optimum metric which reduces the
complexity of the receiver. To this end, we use the so-called Generalized Likelihood
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Ratio Test (GLRT) decision metric. The GLRT metric basically uses a coherent re-
ceiver metric and replaces the unknown channel with its ML estimate. In this section,
we will provide a derivation of the GLRT metric for an MSDD receiver in the different
channel conditions.
GLRT metric for Rayleigh Fast Fading channel
Starting from the channel model defined in (2.10) and omitting Θ when considering a
Rayleigh fading channel –since the channel coefficients are complex–, we have
y =
√
ρDs h+w. (2.31)
An ML coherent receiver aims at maximizing the conditional PDF of receiving y given
that both the transmit signal s and the channel vector h are known. Namely,
sˆML = argmax
si
p(y|si,h), (2.32)
where,
p(y|s,h) = 1
piT
e−(y−
√
ρDsh)†(y−√ρDsh). (2.33)
Define hˆ as the ML Estimate (MLE) of the channel coefficients under the hypothesis
that si was sent. The GLRT metric is then defined as
sˆGLRT = argmax
si
p(y|si, hˆ). (2.34)
Based on (2.33), the optimal choice of hˆ is the one that minimizes the exponent
J = (y −√ρDshˆ)†(y −√ρDshˆ).
Optimizing hˆ can be done by optimizing its entries hˆt ∀ t ∈ {0, ..., T − 1} element by
element. To obtain the optimal hˆt, we differentiate J with respect to hˆt and set the
derivative to zero. Namely,
∂J
∂hˆt
= −√ρ st(y∗t −
√
ρs∗t hˆ
∗
t )
!
= 0,
making the optimal hˆt
hˆt,opt =
yt√
ρ st
.
Therefore, the optimal MLE of the channel vector is
hˆt,opt =
1√
ρ
D−1si y. (2.35)
Substituting (2.35) in the GLRT metric reduces it to
sˆGLRT = argmin
si
‖y −√ρDsihˆt,opt‖2F = argmin
si
0. (2.36)
Therefore for a Rayleigh fast fading channel, the GLRT metric can not be used. One
interpretation to this is that it is not possible to jointly decide on T channel coefficients
and (T−1) information symbols having only T observation variables yt, t = 0, ..., T−1.
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GLRT metric for Rayleigh Block Fading and AWGN channels
In the Rayleigh block fading channel case, the channel coefficient h remains constant
over the observation window of the MSDD. Therefore Dsh can be replaced by hs, and
the transmission equation can be written as
y =
√
ρ hs+w.
The above transmission equation can also describe an AWGN channel if h was just
a phasor. Therefore, the following derivation is valid for both the AWGN and the
Rayleigh block fading channel. Similar to the previous section, the optimal choice of
the MLE hˆ is the one that minimizes
J = (y −√ρhˆsi)†(y −√ρhˆsi).
By differentiating J and setting its derivative to zero, we get
∂J
∂hˆ
= −√ρ (y† −√ρ hˆ∗si †)si != 0,
and the optimal MLE of hˆ is
hˆopt =
si
†
y√
ρ ‖si‖2 . (2.37)
Substituting hˆopt in the GLRT metric reduces it to
sˆGLRT = argmin
si
‖y −√ρ s
i †y√
ρ‖si‖2s
i‖2F
= argmin
si
‖y‖2 − 2<{y
†si
†
ysi
‖si‖2 }+
si
†
scalar︷ ︸︸ ︷
y†sisi
†
y si
‖si‖4
= argmax
si
2
|si †y|2
‖si‖2 −
|si †y|2
‖si‖2
= argmax
si
|si †y|2
‖si‖2 = argmaxsi
|y†si|2
‖si‖2 . (2.38)
Interestingly, the GLRT MSDD metric is the same as the ML MSDD metric for
a constant envelope modulation like DPSK in a Rayleigh block fading or an AWGN
channel as shown in Table 2.2. For DAPSK, the GLRT metric in (2.38) is much simpler
than the AWGN and Rayleigh block fading ML metrics shown in Table 2.2 and does
not need the knowledge of SNR (ρ).
Table 2.3 summarizes the GLRT metrics for the different channel conditions using
constant and non-constant envelope modulation techniques. RBF signifies the Rayleigh
block fading channel and RFF signifies the Rayleigh fast fading channel. A general
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MSDD decoder which is valid for both the ML metric and the GLRT metric can be
visualized as shown in Figure 2.7. We define ξi as the argument of argmax or argmin
for the ith candidate sequence si in the MSDD metric. The cardinality of the candidate
sequences set is defined as L.
Table 2.3: GLRT MSDD metrics in a single antenna system
GLRT MSDD
metric sˆGLRT
non-constant envelope
modulation e. g DAPSK
constant envelope mod-
ulation e .g DPSK
AWGN & RBF argmax
si
|y†si|2
‖si‖2 argmax
si
|y†si|
RFF Not possible
Decoder
Differential
calculator
metric
calculator
metric
calculator
metric
ξ1
s2
s1
sL
ξL
ξ2
or smallest
in case of
argmax
argmin.
in case of
of largest ξm
y
sˆML Decided bits
Set sˆ to sm
Figure 2.7: MSDD decoder
2.3 Performance Analysis
This section shows the simulation results of the non-coherent MSDD receiver using
both DPSK and DAPSK modulation techniques in different channel conditions. For
DPSK, the ML and GLRT metrics for both AWGN and Rayleigh block fading chan-
nels are just the same, and in the fast fading case the GLRT metric is not usable.
Therefore, in the following, DPSK uses by default the ML metric.
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The decoding complexity of the receiver is mainly governed by the search space of
the metric. For DPSK, the search space is Lp = q
T−1
p , whereas for DAPSK the search
space is L = (qpqa)
T−1. Thus, the complexity increases exponentially with the window
length. Therefore, the following simulations were done for up to a window length of
T = 4. Modulation orders of 8, 16, 32, and 64 are used. For DAPSK, the constellations
use the optimal parameters shown in Table 2.1.
As an attempt to reduce the search space of the DAPSK scheme, we additionally
propose a less complex detection approach that tries to exploit the independency of
the amplitude and phase in the used DAPSK constellation. As shown in Figure 2.8,
this technique first applies the received vector y on the DPSK metric and decides on
the phase sequence sˆp. Then the decided phase sequence is multiplied by all amplitude
candidates sia getting s
i = sˆp s
i
a. Finally, s
i is applied on the DAPSK metric to de-
cide on the amplitude sequence sˆa. This will result in reducing the search space from
L=LpLa=(qpqa)
T−1 to L=Lp + La=qT−1p + q
T−1
a .
Using the simplified scheme the decision on the phase sequence is totally indepen-
dent of the amplitude, whereas the decision on the amplitude sequence depends on
the decided phase sequence. Thus, we call such a scheme quasi-independent detection.
Also used is a detection scheme which directly applies the received vector y on the
DAPSK metric and tests all (qpqa)
T−1 candidates constructed as the product of all
possible amplitude and phase sequence combinations. Such a scheme decides on the
amplitude and phase sequences simultaneously and is referred to as combined detection.
DAPSK metric
calculator
DAPSK metric
calculator
DPSK metric
calculator
DPSK metric
calculator
DifferentialDifferential
Decoder Decoder
or smallest
in case of
argmax
argmin.
in case of
of largest ξm
Set sˆp to s
m
p
s
Lp
p
s1p sˆps
1
a
sˆps
La
a
ξ1
ξLa
sˆay
ξm
to sma
of largest
Decided
amplitude bits
sˆp
ξ1
ξLp
Decided
phase bits
Set sˆa
Figure 2.8: MSDD with quasi-independent detection for DAPSK modulation scheme.
For an AWGN channel, the modified Bessel function in the ML metric for DAPSK
results in overflow of the metric values. Therefore, we approximate the Bessel function
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using
I0(z) u
ez√
2piz
, z  1
4
=⇒ ln(I0(z)) u z − ln(
√
2piz), (2.39)
and the decision scheme is termed as approx. ML decision. Figure 2.9 summarizes the
different cases whose results will be shown in the rest of this section.
DPSK ML metric is used 
combined detection
quasi− independent detection
ML metric 
GLRT metric 
(except for
fast fading)
(for AWGN approx. ML
is used)
DAPSK
combined detection
quasi− independent detection 
Figure 2.9: Summary of the different cases considered for simulation results of DPSK
and DAPSK with an MSDD receiver.
2.3.1 AWGN
Quasi-independent vs. combined detection
We first compare the quasi-independent scheme shown in Figure 2.8 with the combined
detection for both the GLRT and the ML metrics in an AWGN channel. Figure 2.10
shows that the two methods are identical. This is reasonable since the modulation of
the amplitude and the phase bits is done independently, so there is no gain in decod-
ing them jointly. Therefore, in the AWGN case, only results of the quasi-independent
detection scheme will be shown. In the figure, arbitrary modulation orders are chosen
since the effect is the same for all modulation orders. The figure also shows the effect
of multiple-symbol detection. For example in the case of 32-DAPSK using the ML
metric with a window length of 3 achieves about 1 dB gain compared to the conven-
tional detection. Additionally, the increase in the gain decreases with increasing T .
Increasing T above 4 leads to only a marginal improvement which is not much worth
the added complexity.
ML vs. GLRT
Figure 2.11 compares the BER curves of different-order DAPSK schemes using the
ML and the GLRT decision metrics over an AWGN channel. Also shown is the DPSK
BER curves and the coherent QAM counterpart. For an alphabet order of 8, the GLRT
performance is significantly worse than the ML performance. In fact the performance
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Figure 2.10: BER performance of both quasi-independent detection and combined
detection for DAPSK using ML and GLRT metrics over an AWGN channel.
of DPSK with ML (same as GLRT) is better than that of DAPSK with a GLRT re-
ceiver. The ML DAPSK curves are a little bit better than the ML DPSK ones. Also
shown is the effect of increasing the window length T . For example a performance
gain of about 1 dB is incurred going from T = 2 to T = 4 in an ML receiver. For a
modulation order of 16, the gain of using DAPSK over DPSK with an ML receiver is
about 3 dB. For 16-DAPSK, there is still some SNR loss in using the sub-optimum
GLRT metric compared to the ML decision, but the gap between both is much less
than in the 8-DAPSK case.
For a modulation order of 32, the performance gap between the DPSK and the
DAPSK increases further. Whereas the gap between the GLRT and the ML decision
metrics is insignificant. When increasing the modulation order to 64, DPSK shows
about 8 dB performance loss compared to ML DAPSK. The performance gap between
the ML and the GLRT metrics increases again although it was gradually decreasing
going from 8-DAPSK to 16-DAPSK to 32-DAPSK. The difference with 64-DAPSK is
the use of four amplitude levels instead of two. Thus, the performance of the sub-
optimal detector GLRT degrades as more amplitude levels are introduced.
2.3.2 Rayleigh Block Fading
Just as in the AWGN channel, for a Rayleigh block fading channel, the combined
detection has shown identically the same performance as the quasi-independent one.
Therefore we only show the results of the quasi-independent detection. Figure 2.12
shows the results of the ML and the GLRT receivers for the DAPSK scheme. The
DPSK as well as the coherent QAM curves are also shown. Clearly, there is hardly
any effect of multiple-symbol detection for a Rayleigh block fading channel. Such an
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Figure 2.11: BER curves of DPSK using ML metric and DAPSK using both GLRT
and ML metrics over an AWGN channel.
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effect has been incurred in all modulation orders, and is shown here for order 8 and
32. A possible explanation for this is that in the Rayleigh block fading channel, every
possible channel realization can be viewed as an AWGN channel with SNR being the
channel power of such a realization. That is the Rayleigh block fading performance
can be viewed as averaging over the BER of different SNR values in an AWGN channel
and the low SNR values dominate the performance.
Similar to the AWGN case, DAPSK shows better error rate compared to DPSK
for a modulation order above 8. For example, a gain of about 4 dB is achieved using
32-DAPSK over 32-DPSK.
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Figure 2.12: BER performance of DPSK and DAPSK using quasi-independent ML
and GLRT metrics over a Rayleigh block fading channel.
2.3.3 Rayleigh Fast Fading
In a fast fading channel, we first investigate the performance of the ML metric with
the quasi-independent detection. Figure 2.13 shows the DPSK BER, the DASK BER
and the overall DAPSK BER. As shown, the BER curves look unreasonable for a
window length larger than 2. The DPSK BER curve indicates that the decision on
the phase sequence is wrong which in turn affects the amplitude decision resulting in
wrong DASK BER curve, and thus wrong overall performance. One interpretation for
the failure of the DPSK metric in the fast fading case is that amplitude modulation
destroys the assumed channel correlation for the phase modulation. In other words,
the phase modulation encounters a different statistical channel covariance matrix which
includes the statistics of the amplitude variation. It is not yet known how to modify the
equivalent covariance matrix to circumvent this effect. So we reside to the combined
detection in the fast fading case.
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Figure 2.13: BER performance of DAPSK using independent ML metric over a
Rayleigh fast fading channel at fDTs=0.02.
26 2 Differential Modulation Techniques in Single Antenna Systems
Figure 2.14 shows the BER curves of DPSK and DAPSK using an ML receiver over
a fast varying channel with a normalized Doppler shift fDTs of 0.02. Clearly MSDD
removes the error floor caused by the channel variation. A main reason for the perfor-
mance improvement of MSDD compared to conventional differential detection in the
fast fading case is that MSDD exploits the correlation between the channel distortions
suffered by the successive symbols within one observation block [2]. The gain is still
significant going from T =3 to T =4. This effect is incurred for all modulation orders
and is shown here for two orders. Higher Doppler shifts for up to fDTs = 0.05 have
shown the same MSDD performance effect.
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Figure 2.14: BER performance of DPSK and DAPSK using combined ML metric
over a Rayleigh fast fading channel at fDTs=0.02.
In conclusion, this chapter has shown that the use of amplitude modulation in
differential non-coherent systems through DAPSK improves the error rate performance
compared to DPSK for alphabet size above 8. MSDD proved to remove the error floor
associated with fast fading channels, and has also shown slight improvement in the
AWGN channel, but almost no improvement in the Rayleigh block fading channel.
The rest of the thesis will show the extension of differential modulation to systems
employing more than one antenna at the transmitter and/or the receiver side to allow
a higher degree of freedom for a potential performance improvement.
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3 Diversity Techniques in MIMO
Systems
Several challenges face the progress of wireless communications including the limited
available radio spectrum as well as the complicated nature of the wireless environment.
On the other hand, –as a natural progress of the technology– several demands are ex-
pected to be fulfilled in the near future, including higher data rates and better Quality
of Service (QoS). One way to face such challenges and meet the current demands is to
exploit more Degrees of Freedom (DoF) in the available resources. The use of multiple
antennas is a promising solution to the addressed problem. Such antennas create sev-
eral links between the transmitter (Tx) and the receiver (Rx), resulting in performance
improvement without the need of extra bandwidth nor power [5].
In Chapter 2 we introduced differential modulation schemes in single antenna sys-
tems, or so-called Single Input Single Output (SISO) systems. In the rest of the thesis,
the differential framework is extended to multiple antenna systems. A system with
multiple antennas at the Tx and the Rx is referred to as a MIMO (Multiple Input
Multiple Output) system. There exists two types of gains that a MIMO system can
provide, namely multiplexing gain and diversity gain [6]. By multiplexing gain, we
mean the increase in the data rate achieved by utilizing the different spatial links to
transmit independent information streams in parallel. Whereas diversity gain is the
gain achieved when the receiver is provided with multiple independent copies of the
same transmitted signal resulting in a more reliable communication [7]. With multiple
antennas, this is possible by carrying the same information over different independent
antenna links. Studies in [6, 8] by Zheng and Tse have shown that, there exists a
fundamental trade off between both gains. In other words, achieving higher diversity
to combat fading comes at the price of achieving lower spatial multiplexing, or equiv-
alently lower data rate, and vice versa.
When the goal is to achieve only multiplexing gain, then the main question is how
fast data can be transmitted, or equivalently what are the theoretical capacity limits
offered by a MIMO system. In [9], Foschini proved the capacity limits in a Rayleigh
fading channel that is known to the receiver. However, when the goal is to combat
fading in order to improve the transmission quality, then diversity gain is the advan-
tage of interest.
There exist different types of diversity based on the communication resource used
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for the repeated transmission. The same symbol can be transmitted over several uncor-
related time slots, uncorrelated frequency bands, or independent spatial paths, leading
to time diversity, frequency diversity and spatial diversity, respectively. The different
portions of the used resource over which the same symbol is transmitted can be defined
as the diversity elements. In all diversity types, the condition for achieving diversity
is to ensure that the diversity elements suffer independent fading, this reduces the
chances of all copies suffering a deep fade [10]. In MIMO systems, spatial diversity
is achieved with the diversity elements being multiple independent links between the
Tx and the Rx. Such links are known as diversity branches. Unlike other diversity
types, spatial diversity does not sacrifice bandwidth nor power, the two most precious
resources in wireless communications [5]. This makes MIMO systems attractive for
next generation wireless communications.
In this thesis, the main concern is on utilizing the spatial links of a MIMO system
to achieve diversity gain and hence improve the reliability of the transmission. In this
chapter, we first define the channel model of a MIMO system in Section 3.1. Then
Section 3.2 proceeds by explaining the diversity achieved by a system that employs a
single antenna at the transmitter and multiple antennas at the receiver, the so-called
SIMO (Single Input Multiple Output) system. The last section introduces the possi-
bility of achieving diversity in a MISO (Multiple Input Single Output) system, where
only the transmitter has multiple antennas.
3.1 MIMO Channel Model
Consider a wireless communication system comprising M antennas at the Tx and N
antennas at the Rx (referred to as an M×N system) as shown in Figure 3.1. Each
Tx-Rx antenna pair is connected via a single non-line-of-sight Rayleigh flat fading
path. The different links are assumed to fade independently from one another, and
in general each link fades in a time-varying manner. At each time slot, (also known
as channel use) M symbols are emitted from the M transmit antennas, transmitted
over the different links to all N receive antennas, and finally corrupted by independent
AWGN noise added at each receive antenna. Such a system can be mathematically
modeled by
ytn =
√
ρ
M∑
m=1
stmh
t
mn + wtn
t = 0, 1, ...
n = 1, ..., N
(3.1)
where at time slot t, ytn is the received signal at receive antenna n, stm denotes the
normalized symbol emitted by antenna m, and htmn represents the complex fading
coefficient (or impulse response) between the mth transmit antenna and the nth receive
antenna. All channel coefficients are CN (0, 1) distributed and are assumed to be
statistically independent with respect to m and n, ∀ m = 1, ...,M and n = 1, ..., N .
They are however in general dependent with respect to t. That means each channel
impulse response in general varies with time in a correlated manner. The received
signal at receive antenna n is then corrupted by AWGN noise sample wtn. All noise
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samples are drawn from a stochastic Gaussian process with zero mean and unit power
spectral density, i.e. wtn ∼ CN (0, 1) and are statistically independent among all receive
antennas and with time, i.e. with respect to (w.r.t.) n and t.
Tx Rx
√
ρ stM
wt1
wtN
yt1
ytN
√
ρ st1
ht11
htM1
ht1N
htMN
Figure 3.1: MIMO system model
The transmitted symbols stm are normalized in a way to make the average total
symbol power transmitted from all M antennas to be unity, i.e.
E[
M∑
m=1
|stm|2] = 1 ∀ t (3.2)
this ensures that the total transmitted power per time slot is constant regardless the
number of transmit antennas M . This is necessary for fair comparison between sys-
tems with different M . Furthermore the average channel power is normalized to 1,
i.e. E[|htmn|2] = 1 ∀m,n, t. With the above normalizations of the symbol power, the
channel power, and the noise power spectral density, ρ represents the average SNR at
each receive antenna per time slot [11].
Unless mentioned otherwise, the channel model considered in this work assumes the
channel coefficients htmn to be constant over one time frame, and varies independently
from one frame to the next. The frame length is on the order of 100 to 300 symbols.
That is in the MIMO case, we assume the channel to be Rayleigh block fading, which
is also known as quasi-static Rayleigh fading or piece-wise constant fading.
3.2 Receive Diversity
In uplink1 mobile communications, it is important to reduce the power consumption
of the mobile handsets in order to increase the battery lifetime. At the same time, the
transmission quality should not deteriorate. Using multiple receive antennas in the
base stations of mobile communications systems is a simple and efficient solution to
compensate for the low power transmission of the mobile stations by providing spatial
receive diversity [12]. This section explains receive diversity in both coherent and non-
coherent systems.
1In mobile communications, uplink refers to the transmission from the mobile station to the base
station (mobile is Tx), while downlink refers to the transmission from the base station to the mobile
station (mobile is Rx).
30 3 Diversity Techniques in MIMO Systems
Consider the channel model defined in Section 3.1, with one transmit antenna
(M = 1) and N receive antennas. Assuming a quasi-static Rayleigh fading, (3.1)
reduces in the SIMO case to
ytn =
√
ρ sthn + wtn
t = 0, 1, ...
n = 1, ..., N
(3.3)
which can be written in a vector form as
yt =
√
ρ sth+wt t = 0, 1, ... (3.4)
where yt, h, and wt are all ∈ C1×N representing the vector of the received signals, the
channel coefficients and the noise samples across the N receive antennas, respectively.
Consider first the case of coherent detection, where perfect channel knowledge is
assumed to be available at the receiver. At any time slot t, the N different received
signals ytn, n = 1, ..., N , can be combined to make a more reliable decision on the
transmit symbol st. The optimal way to combine those signals is by using a technique
known as Maximum Ratio Combining (MRC) (also known as Channel Matched Filter
(CMF)). This technique was proved to maximize the SNR at the MRC output. It
performs a weighted sum of all received signals, with the weights being the complex
conjugate of the estimated channel coefficients. Assuming perfect channel estimation,
the combined signal s˜t is
s˜t = yth
† =
N∑
n=1
h∗nytn =
N∑
n=1
h∗n(
√
ρ sthn + wtn)
=
N∑
n=1
√
ρ st|hn|2 + h∗nwtn =
√
ρ st‖h‖2 +wth†. (3.5)
where s˜t serves as an estimate value of st. In the simple case of PSK transmission with
modulation alphabet APSK, the ML decision metric is based on the Euclidean distance
between s˜t and the symbol candidate s
i
t [13]
sˆt = argmin
sit∈APSK
d2Eu(s
i
t, s˜t) (3.6)
As seen in (3.5), the estimate s˜t contains the transmit symbol st weighted by the
channel power ‖h‖2 which is always positive. Hence the signal contributions from the
different paths superimpose constructively at the receiver. Whereas the noise samples
in wt are weighted by the corresponding channel coefficients in h. Since the channel
and the noise processes are independent, they in general add destructively causing the
noise to average out. Consequently, the signal power is boosted and the noise power
is reduced, resulting in a high SNR at the MRC output.
Using similar arguments, receive diversity can be achieved with non-coherent de-
tection assuming no Channel State Information (CSI) at the Tx nor at the Rx. To
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start with, consider the simple case of DPSK transmission, where the transmit symbol
st is the product of the new information symbol vt and the previous transmit symbol
st−1, i.e.
st = vtst−1. (3.7)
Assuming a quasi-static Rayleigh fading channel and using (3.4), the received signals
at time slots t− 1 and t over all receive antennas can be written as
yt−1 =
√
ρ st−1h+wt−1 (3.8)
yt =
√
ρ sth+wt−1, (3.9)
where all vectors are ∈ C1×N . Using (3.7) in (3.9), and multiplying (3.8) by vt, we get
vtyt−1 =
√
ρ vtst−1h+ vtwt−1
yt =
√
ρ vtst−1h+wt.
By subtracting the above two equations, the unknown channel vector h vanishes and
we get
vtyt−1 − yt = vtwt−1 −wt = −
√
2w′ (3.10)
which can be rewritten as
yt = vtyt−1 +
√
2w′. (3.11)
Useful insights can be extracted from the last equation. Comparing (3.11) with (3.4),
we see that a differential non-coherent system can be viewed as a coherent system
where the information symbol vt is transmitted over the known channel vector yt−1
and corrupted by an AWGN noise vector
√
2w′, where w′ ∼ CN (0, IN). In other
words, in differential detection, the previously received signal vector yt−1 is used as an
estimate of the scaled channel vector
√
ρh. The factor
√
2 in the noise term is used to
emphasize that the resulting noise has twice as much variance compared to the noise
vectors wt or wt−1. One may see that with non-coherent detection, the noise from
two time slots contribute to the effective noise suffered by the information symbol.
This corresponds to the well-known 3 dB performance degradation in SNR as the price
payed by non-coherent detection compared to coherent detection [11].
In order to see how receive diversity can be achieved with non-coherent detection,
the ML decision metric is proved in the following. Using the above described analogy
with the coherent case, an ML decision on the transmit symbol vt is the one that has
the minimum power of the noise term in (3.11) resulting in the following metric2
vˆt = argmin
vi∈APSK
‖viyt−1 − yt‖2F = argmin
vi∈APSK
tr{(viyt−1 − yt)(viyt−1 − yt)†}
2Note that in general, the ML decision maximizes the conditional PDF of the received signal given
a candidate symbol was transmitted. However the above simpler approach also results in ML decision
in the case of PSK modulated symbols. The equivalence of both approaches in the constant-envelope
case is proved in the discussion of (5.56).
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vˆt = argmin
vi∈APSK
tr{|vi|2yt−1y†t−1︸ ︷︷ ︸
constant ∀ vi
−2<{tr{vi yt−1y†t︸ ︷︷ ︸
v˜t
}}+ yty†t︸︷︷︸
independent of vi
}
= argmax
vi∈APSK
<{viv˜t} (3.12)
where we have used the fact that all symbols have the same amplitude, making |vi|
constant ∀ i and therefore can be omitted from the metric. Some properties of the
trace operator have been used. They are summarized in Appendix A, Section A.1. v˜t
serves as an estimate of vt. Using (3.8) and (3.9), the estimate v˜t can be expanded to
see the parameters upon which it is based;
v˜t = yt−1y
†
t = (
√
ρ st−1h+wt−1)(
√
ρ vtst−1h+wt)†
= ρ v∗t |st−1|2‖h‖2 +
√
ρ st−1hw
†
t +
√
ρ v∗t s
∗
t−1wt−1h
† +wt−1w
†
t︸ ︷︷ ︸
noise terms with uncorrelated products
(3.13)
Analogous to (3.5), the estimate v˜t comprises a constructive addition of weighted copies
of the information symbol vt with the weights being a scaled version of the channel
coefficients’ power of the N diversity branches. The rest of the terms in v˜t are all
noise terms. Each term is a product of uncorrelated quantities (the noise wt−1 and wt
are uncorrelated with the channel h, and the noise samples are also uncorrelated in
the time dimension, i.e. wt−1 and wt are uncorrelated). This is to say that the noise
averages out. Accordingly, the SNR at the receiver output is increased and receive
diversity is achieved.
Figure 3.2 show the BER curves of the addressed SIMO diversity scheme with co-
herent and non-coherent detection. The channel is assumed to be quasi-static Rayleigh
flat fading and the modulation alphabet considered is QPSK (Quadrature PSK). In the
coherent case, perfect channel knowledge is assumed at the receiver. As shown in the
figures, there is a clear gain achieved with receive diversity. Note that the increase in
the gain is reduced as the number of receive antennas increase. For example using non-
coherent detection and at a BER of 10−2, a system with two receive antennas achieves
about 8 dB gain in SNR compared to the SISO system, whereas the gain obtained
going from a 1×2 system to a 1×3 system is only 3.5 dB. Figure 3.2c compares the
error performance of coherent versus non-coherent reception for the 1×2 and the 1×3
systems. As expected a 3 dB performance degradation is incurred in the non-coherent
case.
3.3 Transmit Diversity
Although receive diversity looks simple and with low complexity receivers, yet it can
be practically not suitable when the receiver is a mobile station. In downlink mo-
bile communications, mounting multiple antennas on the mobile handset results in an
increase in size and cost of the mobiles. This opposes the ongoing desire in making
mobiles as low profile and cheap as possible. Even when using small-size antennas,
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Figure 3.2: Effect of receive diversity on the error performance in fading channels
using 4-PSK symbols
the spacing between the different antennas should be sufficiently large to ensure inde-
pendently fading spatial branches and therefore ensure diversity. As a rule of thumb,
the minimum antenna spacing to achieve this condition is λ/2, with λ being the center
wavelength of the transmission. In a system operating at a 1 GHz center frequency, λ/2
translates to 15 cm which is about double the size of the current average-sized mobile
sets. Furthermore, since there are thousands more mobile stations than base stations,
it is economically better to place the complexity in the base stations and make the
mobile terminals as simple as possible [13]. All the addressed impracticalities in using
receive diversity in mobile downlink communications motivates the need of transmit
diversity.
Consider a MISO system with M transmit antennas following the model described
in Section 3.1 with one receive antenna. As an initial guess of achieving transmit
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diversity, one might think of transmitting the same symbol over all transmit antennas
simultaneously. In this case the received signal can be written as
yt = st
M∑
m=1
htm + wt (3.14)
where yt is the only signal the receiver can use for detection. Unlike in receive diversity,
–where the receiver posses N independently received versions of the transmitted sym-
bol st and combines them to achieve diversity– in the transmit approach in question,
it is the role of the channel to combine the M transmitted replicas of the symbol st
resulting in yt. By examining yt in (3.14), it is seen that the M symbol replicas are
weighted by the corresponding M channel coefficients and not by the channel power
as is the case with the estimate in Rx diversity. This indicates that the different copies
of the same symbol may add destructively, hence diversity is not ensured. This can be
viewed as an intentionally created multipath channel where the symbol st traverses M
paths to the receiver, leading to the possibility of destructive interference.
In conclusion, achieving transmit diversity is not as easy as repeating the trans-
mission of the same symbol over multiple antennas, it however requires some more
complicated structure of the transmitted signal that guarantees diversity. More for-
mally, the transmitter should preprocess or precode the signal prior to transmission to
provide the receiver with independent replicas of the same transmit symbol [5]. The
previously investigated naive technique failed to achieve transmit diversity using only
the spatial dimension. This indicates that the spatial dimension alone is not sufficient,
and another dimension is needed for transmit diversity to be achieved. Either the
frequency dimension or the time dimension, together with the spatial dimension, can
be used for this purpose leading to schemes known as Space-Frequency Coding (SFC)
and Space-Time Coding (STC), respectively.
The choice of which space coding technique to use depends primarily on the chan-
nel conditions. In multipath environments where the channel is frequency selective,
the delay spread of the channel can be exploited to achieve frequency diversity [5]. In
such channels a common and simple way to counteract impairments like Inter-Symbol
Interference (ISI) is the use of multi-carrier modulation such as Orthogonal Frequency
Division Multiplexing (OFDM) techniques. If the subcarriers (tones) are separated by
more than the channel coherence bandwidth, then the different bands experience inde-
pendent fading and therefore can be used together with multiple antennas to achieve
frequency and spatial diversity using space-frequency codes [5, 7].
In the case of narrowband flat fading channels, single carrier systems are used. In
this case, there is no diversity in the frequency domain so the time domain can be used
instead. When multiple antennas are employed, spatial and temporal diversity can be
achieved using space-time codes. This thesis is concerned with single carrier systems
in flat fading channels, hence space-time coding is the transmit diversity of interest.
It is the role of the next chapter to lay the foundation of space-time codes and present
the literature review covered in this regard.
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4 Space-Time Coding
In Chapter 3, the possibility of achieving transmit diversity has been introduced.
Space-time coding is considered as one of the most popular transmit diversity tech-
niques in single carrier systems. This chapter starts with a literature review on space
time codes in Section 4.1. The structure of ST codes is then defined in Section 4.2.
Next, the general ML decision metric for non-coherent detection of ST codes is derived
in Section 4.3. The last section derives the design criteria for ST codes in differential
non-coherent systems and defines the notion of diversity order and coding gain.
4.1 STC Literature Review
It all started in 1998 when Tarokh et al. introduced in [12] a space-time coding tech-
nique known as Space-Time Trellis Coding (STTC). Such a technique combines channel
coding and transmit diversity to provide significant performance improvement. A ma-
jor drawback of STTC is that the decoding complexity increases exponentially with the
transmission rate [14]. In the same year, Alamouti presented a remarkable transmit
diversity scheme using two transmit antennas [13]. Even though the scheme does not
achieve as much gain as that achieved by STTC, its complexity is considerably lower
since it only needs simple linear processing at the receiver. Alamouti proved that the
proposed scheme achieves the same diversity order1 as that achieved by MRC reception
with one transmit and two receive antennas.
Alamouti’s scheme was then considered as the foundation of a new class of space
time codes named Space-Time Block Codes (STBC). The word block is used to in-
dicate that the data stream to be transmitted is encoded in blocks, which contain
symbols distributed across space and time. One year later, Tarokh et al. extended
Alamouti’s scheme to arbitrary number of transmit antennas [14]. They defined the
class of Orthogonal Space-Time Block Codes (OSTBC) where the data streams trans-
mitted over the different transmit antennas within a block are mutually orthogonal.
The work is based on the theory of orthogonal designs, first presented by Hurwitz and
independently by Radon in 1922 [15]. The scheme is remarkable in that it provides the
maximum achievable diversity order (full diversity), and allows ML decoding algorithm
with only linear processing at the receiver.
1For the definition of diversity order, see Section 4.4.
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To eliminate the need of channel estimation and hence reduce the cost and com-
plexity of the receivers, STC has been extended to include non-coherent reception. In
the year 2000, Tarokh and Jafarkhani applied differential encoding and non-coherent
detection to Alamouti’s scheme with equal energy constellation [16]. The scheme main-
tains the full diversity property and the low decoding complexity of Alamouti’s scheme
without the need of channel knowledge neither at the Tx nor at the Rx. In the same
year, Hochwald and Marzetta proposed in [17] a differential space time technique that
is based on unitary matrices. They coined it the term Differential Unitary Space-Time
Modulation (DUSTM). They derived performance criteria, error bounds and ML de-
coder for DUSTM under no CSI, and additionally they make use of channel estimates
when they are available. Independently, Hughes proposed in [18] a similar non-coherent
transmission scheme. The approach is valid for any number of transmit antennas. In
[11] Hochwald and Sweldens defined an example of DUSTM where any transmit block
is a member of a group. This technique simplifies the transmission process and it
eventually led to constellations of diagonal signals, where only one transmit antenna
is operating at a time. The disadvantage of this group-based signals is the exponential
increase in decoding complexity with the transmission rate.
As more bits are to be transmitted per channel use, the constellation points of
q-ary PSK get closer resulting in performance degradation. In this case introducing
amplitude modulation is expected to enhance the performance [4]. For the purpose of
achieving higher spectral efficiency while maintaining good transmission quality, Tao
introduced in [19] the use of QAM (Quadrature Amplitude Modulation) constellation
with Differential OSTBCs (DOSTBCs). He derived the optimal and a near-optimal
differential decoder with linear complexity. The approach outperforms DOSTBCs with
PSK constellation, since with QAM modulation the constellation symbols are more ef-
ficiently separated. A similar approach has been adopted in [20] and [21]. In 2005,
Bauch and Mengi have attempted in [22] to extend the use of QAM symbols in DOST-
BCs to include soft-output decoder which allows the scheme to be combined with outer
error control coding.
To achieve higher transmission rates, several attempts have been made by relaxing
the condition of orthogonality in STBCs leading to the so-called Quasi-Orthogonal
STBCs (QOSTBC). This new class of STBCs has been proposed by Jafarkhani in [23].
For most QOSTBCs used in the literature, achieving higher rate comes at the expense
of higher decoding complexity. As an attempt to reduce the complexity of QOSTBCs,
Yuen et al. proposed a new scheme in [24] which they named Minimum Decoding
Complexity QOSTBC (MDC-QOSTBC).
The literature review presented in this section serves to give an idea of the research
covered in STCs thus far. In the next two chapters a detailed description of most of
the aforementioned techniques in STCs is provided, and a fair comparison between
them will be concluded.
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4.2 Code Structure
In this section we define the structure of space-time codes as well as the notion of code
rate and spectral efficiency. The space-time codes considered in this thesis are of block
type. Each block consists of signals transmitted over space (M antennas) and time (T
time slots). A transmit block Sτ can be described in a matrix form as
Spatial dimension
Ti
m
e 
di
m
es
ni
on
Sτ =

s11 · · · s1M
...
. . .
...
sT1 · · · sTM

Figure 4.1: ST transmit matrix structure
where τ is the transmit block index constituting T time slots, and stm is the signal
transmitted in time slot t over antenna m. This indicates that the horizontal dimen-
sion of matrix Sτ is the spatial dimension and the vertical dimension is the temporal
(time) dimension. The mth column of matrix Sτ represents the signal transmitted over
antenna m as a function of time, while the tth row represents the transmitted signals
over all M antennas at time slot t.
In differential non-coherent systems, matrix Sτ is generated from a differential
encoder whose inputs are in general the previously transmitted matrix Sτ−1 or some
function of it and the new information matrix V zτ . Information matrices have the
same structure as transmit matrices in Figure 4.1. Any information matrix V zτ is an
element in a space-time codebook Ω and is referred to as space-time codeword. The
codebook Ω has cardinality L and is defined as
Ω = {V l, l = 0, ..., L− 1; V l ∈ CT×M}. (4.1)
Figure 4.2 shows two possibilities for constructing differential space-time codes. In
Figure 4.2a, at block time index τ , log2 L bits are buffered from the user’s data, con-
verted to their decimal equivalent zτ and mapped by the space-time modulator to the
information matrix V zτ , where V zτ is a codeword in the space-time codebook Ω, i.e.
zτ ∈ {0, ..., L − 1}. V zτ together with the previously transmitted matrix Sτ−1 are
then fed to the differential encoder to generate the new transmit matrix Sτ . Finally,
Sτ is fed to the transmitter which transmits its inner symbols across the M transmit
antennas over T time slots. This process repeats every T time slots. The receiver may
optionally employ N receive antennas to additionally achieve receive diversity. Codes
constructed from such an architecture will be referred to as Space-Time Modulation
(STM) as they were first defined in [17].
The second architecture of space-time codes is shown in Figure 4.2b. Unlike STM,
the construction of the information codeword V zτ is performed in two steps. First
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Figure 4.2: Space-Time Coding architectures
log2 L bits are buffered from the user’s data and mapped to K symbols x1, ..., xK . The
symbols are in general drawn from different constellation alphabets of different size.
Namely, xi is element in the constellation alphabetAi whose size is qi ∀i ∈ 1, ..., K. The
K symbols are then fed to the space-time encoder which constructs the information
matrix V zτ , where V zτ is element from a ST codebook Ω, i.e. zτ ∈ {0, ..., L − 1}.
Hence it follows that the total number of bits per information matrix is
log2 L =
K∑
i=1
log2 qi, (4.2)
where log2 qi is the number of bits carried by symbol xi. In the special case when all
symbols are drawn from the same alphabet A of size q, the total number of bits per
information matrix is
log2 L = K log2 q. (4.3)
After V zτ is generated, both architectures are just the same. They both generate
the differentially modulated matrix Sτ through the differential encoder, and then the
entries of matrix Sτ are transmitted by the M antennas over T time slots. Codes con-
structed form the second architecture will be referred to as Space-Time Block Codes2
(STBC) as they are first defined in [14]. In short, if the bits are mapped directly to
transmit matrices, then the scheme used is STM shown in Figure 4.2a, but if the bits
are mapped first to symbols then to transmit matrices, then the scheme is considered
2Note that both architectures defined here are block codes since the transmission in both cases is
done block-wise. However the different terms STM and STBC are used for shortly referring to each
architecture.
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as STBC shown in Figure 4.2b.
For STBC codes, we define the code rate R as the number of symbols transmitted
per time slot3, i.e.
R =
K
T
symbols/time slot, (4.4)
and for both STM and STBC codes, we define spectral efficiency η as the number of
bits transmitted per time slot, i.e.
η =
log2 L
T
bits/time slot, (4.5)
where log2 L is the number of bits transmitted per information matrix. Spectral effi-
ciency is the term used to refer to the information rate that can be transmitted over a
given bandwidth. It is therefore a measure of how efficiently a limited frequency band
is utilized [25]. Since the term time slot is essentially the same as channel use, the
unit of spectral efficiency η can be bits/channel use. Furthermore, since the spectral
efficiency is the rate per unit bandwidth, another common unit is bits/s/Hz. All three
units are used interchangeably. Now substituting (4.2) in (4.5), the spectral efficiency
in the case of STBCs is
η
∣∣
STBC
=
K∑
i=1
log2 qi
T
bits/time slot. (4.6)
In the special case when all K symbols are drawn from the same alphabet A, the
spectral efficiency of STBCs reduces to
η
∣∣
STBC
=
K log2 q
T
= R log2 q bits/time slot. (4.7)
4.3 ML Decision Metric for ST Codes
After defining the code structure in the previous section, it is now possible to proceed
to the non-coherent detection of space-time codes. This section provides a derivation
of the ML decoding metric which is valid for STCs of any of the two architectures
defined in the previous section in the piece-wise constant Rayleigh flat fading channel.
Using the M×N MIMO model defined in Section 3.1, the signal received at time
slot t by antenna n is -as defined in (3.1)-
ytn =
√
ρ
M∑
m=1
stmh
t
mn + wtn,
t = 0, 1, ...
n = 1, ..., N
(4.8)
3The code rate defined here should not be confused with the code rate defined in the context of
channel coding. In this thesis, channel coding is not used and all transmission is done uncoded.
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Now after defining the structure of the ST transmit signals in Figure 4.1, the received
signals over the N receive antennas during T time slots can be written in a matrix
form as
y11 · · · y1N
...
. . .
...
yT1 · · · yTN
 =
√
ρ

s11 · · · s1M
...
. . .
...
sT1 · · · sTM


h11 · · · h1N
...
. . .
...
hM1 · · · hMN
+

w11 · · · w1N
...
. . .
...
wT1 · · · wTN

(4.9)
which can be written in a compact form as
Y τ =
√
ρSτH +W τ (4.10)
where τ is the time index of the transmit block constituting T time slots. Y τ is the
T×N received matrix. Sτ is the T×M differentially encoded transmit matrix whose
total power at any time slot t is normalized to be one as mentioned in (3.2). H is
the M×N channel matrix whose entries hmn are all independent and identically dis-
tributed (i.i.d.) complex Gaussian random variables with zero mean and unit variance.
All channel coefficients hmn are assumed to be constant within the T time slots in a
transmission block. Furthermore, assuming piece-wise constant Rayleigh flat fading
channel, the coefficients hmn are constant within several successive blocks like for ex-
ample 30∼60 blocks. W τ is the T×N noise matrix whose entries are all i.i.d. complex
Gaussian samples with zero mean and unit variance. With the power normalizations
of Sτ , Hτ and W τ , ρ is the expected SNR at each receive antenna.
Since the transmission is done differentially, this means that the information matrix
V zτ is embedded in both transmit matrices Sτ−1 and Sτ through some differential
encoding function defined based on the ST coding scheme used. Hence both received
signal matrices Y τ−1 and Y τ are needed for the differential detection. Similar to
(4.10), the previously received matrix Y τ−1 is
Y τ−1 =
√
ρSτ−1H +W τ−1. (4.11)
Combining both (4.11) and (4.10) in one matrix, we define matrix Y¯ τ as
Y¯ τ =
Y τ−1
Y τ
 = √ρ
Sτ−1
Sτ
H +
W τ−1
W τ

Y¯ τ =
√
ρS¯τH + W¯ τ , (4.12)
The bar sign is used to indicate the appending of two successive blocks making both
Y¯ τ , W¯ τ ∈ C2T×N and S¯τ ∈ C2T×M .
To obtain a Maximum A Posteriori (MAP) decision on the information matrix
V zτ , one needs to maximize the conditional PDF of transmitting S¯
(l)
given that Y¯ τ
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is observed4, namely p(S¯
(l)|Y¯ τ ), where S¯(l) is function of V l which is the lth possible
information matrix drawn from the codebook Ω defined in (4.1). Hence the MAP
decision rule is
Vˆ zτ
∣∣∣
MAP
= argmax
l∈{0,..,L−1}
p(S¯
(l)|Y¯ τ ). (4.13)
Using Bayes’ rule, (4.13) can be written as
Vˆ zτ
∣∣∣
MAP
= argmax
l∈{0,..,L−1}
p(Y¯ τ |S¯(l))p(S¯(l))
p(Y¯ τ )
. (4.14)
If all L possible information matrices V l are equiprobable, then all transmit ma-
trices S¯
(l)
are also equiprobable. In this case p(S¯
(l)
) is constant ∀ l. Furthermore,
p(Y¯ τ ) is independent of l. Hence, maximizing p(S¯
(l)|Y¯ τ ) is in this case equivalent to
maximizing p(Y¯ τ |S¯(l)) leading to the ML decision metric
Vˆ zτ
∣∣∣
ML
= argmax
l∈{0,..,L−1}
p(Y¯ τ |S¯(l)). (4.15)
Since the natural logarithm is a monotonically increasing function of its argument,
then the ML decision metric can be equivalently written as
Vˆ zτ
∣∣∣
ML
= argmax
l∈{0,..,L−1}
ln{p(Y¯ τ |S¯(l))}. (4.16)
For a given transmit matrix, the received signals over the N receive antennas are
all independent from each other due to the independency of the fading of all links, so
it follows5
p(Y¯ τ |S¯) =
N∏
n=1
p(y¯τn|S¯) (4.17)
where y¯τn is the signal vector that carries information about V zτ and is received by
the nth receive antenna in 2T time slots. Similar to (4.12), y¯τn can be written as
y¯τn =
√
ρS¯τhn + w¯τn (4.18)
where y¯τn is the n
th column of Y¯ τ and therefore ∈ C2T×1, the transmit matrix S¯τ ∈
C2T×M , the channel vector hn ∈ CM×1 and represents the nth column of H , and the
noise vector w¯τn∈C2T×1 and represents the nth column of W¯ τ .
Since both hn and w¯τn are complex Gaussian distributed, then for a given transmit
matrix S¯, the received vector y¯τn follows the same distribution, namely
y¯τn|S¯ ∼ CN (µy¯τn|S¯,Λy¯τn|S¯), (4.19)
4We omit the subscript τ from S¯ when considering a candidate transmit block since it doesn’t
dependent on time. For S¯, the subscript τ is only meaningful in a transmission equation as in (4.12).
5Outside the decision metrics, (l) is omitted from S¯ for simplicity
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where µy¯τn|S¯ and Λy¯τn|S¯ represent the mean vector and the covariance matrix of y¯τn|S¯,
respectively. The multivariate conditional PDF of receiving vector y¯τn given that S¯
has been transmitted is given by [3]
p(y¯τn|S¯) =
1
pi2T det(Λy¯τn|S¯)
e
−(y¯τn−µy¯τn|S¯)†Λ
−1
y¯τn|S¯
(y¯τn−µy¯τn|S¯). (4.20)
To obtain an expression for µy¯τn|S¯ and Λy¯τn|S¯ in terms of the transmit matrix S¯,
consider first the statistics of the channel vector hn. The channel coefficients are all
independent complex Gaussian distributed with zero mean and unit variance, hence
E[hmn] = 0 (zero mean)
E[|hmn|2] = 1 (unit variance) (4.21)
E[hm1nh
∗
m2n
] = 0
m1 6= m2 ∈ {1, ...,M}
n ∈ {1, ..., N}
Consequently, the channel vector hn has a mean vector µhn = 0M×1, and a covari-
ance matrix
Λhn = E[(hn − µhn)(hn − µhn)†] = E[hnh†n]
= E[

h1n
...
hMn

[
h∗1n · · ·h∗Mn
]
] =

E[|h1n|2] 0
. . .
0 E[|hMn|2]
 = IM (4.22)
Consequently,
hn ∼ CN (0M×1, IM). (4.23)
Accordingly, using (4.18), y¯τn|S¯ has the following statistical parameters
µy¯τn|S¯ =
√
ρS¯ E[hn]︸ ︷︷ ︸
0M×1
+ E[w¯τn]︸ ︷︷ ︸
02T×1
= 02T×1 (4.24)
Λy¯τn|S¯ = E[(y¯τn − µy¯τn|S¯)(y¯τn − µy¯τn|S¯)†] = E[y¯τny¯†τn]
= E[(
√
ρS¯hn + w¯τn)(
√
ρS¯hn + w¯τn)
†]
= ρS¯ · E[hnh†n]︸ ︷︷ ︸
=IM using (4.22)
·S¯† +√ρS¯E[ hnw¯†τn︸ ︷︷ ︸
independent
] +
√
ρE[ w¯τnh
†
n︸ ︷︷ ︸
independent
]S¯
†
+ E[w¯τnw¯
†
τn]︸ ︷︷ ︸
=I2T
= ρS¯S¯
†
+ I2T = Λy¯τ |S¯, (4.25)
which are the same ∀n, therefore the received signals at all receive antennas expectedly
follow the same distribution, namely
y¯τn|S¯ ∼ CN (02T×1, ρS¯S¯† + I2T ). (4.26)
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Substituting (4.24) in (4.20), then p(Y¯ τ |S¯) in (4.17) reduces to
p(Y¯ τ |S¯) = 1
pi2TN detN(Λy¯τ |S¯)
e
−
N∑
n=1
y¯†τnΛ−1y¯τ |S¯
y¯τn
, (4.27)
where the magnitude of the exponent can be rewritten as
N∑
n=1
y¯†τnΛ
−1
y¯τ |S¯y¯τn =
N∑
n=1
[
y∗1,n · · · y∗2T,n
] [
Λy¯τ |S¯
]−1

y1,n
...
y2T,n

= tr{

y∗1,1 · · · y∗2T,1
...
. . .
...
y∗1,N · · · y∗2T,N

[
Λy¯τ |S¯
]−1

y1,1 · · · y1,N
...
. . .
...
y2T,1 · · · y2T,N
}
= tr
{
Y¯
†
τΛ
−1
y¯τ |S¯Y¯ τ
}
(4.28)
Substituting (4.28) into (4.27), we get
p(Y¯ τ |S¯) = 1
pi2TN detN(Λy¯τ |S¯)
e
− tr{Y¯ †τΛ−1y¯τ |S¯Y¯ τ} (4.29)
If we then replace Λy¯τ |S¯ by (4.25), p(Y¯ τ |S¯) becomes
p(Y¯ τ |S¯) = 1
pi2TN detN(I2T + ρS¯S¯
†
)
e− tr{Y¯
†
τ (I2T+ρS¯S¯
†
)−1Y¯ τ} (4.30)
A very interesting observation in (4.30) is that p(Y¯ τ |S¯) does not change if S¯ is right
multiplied by any arbitrary M×M unitary matrix Φ. This is because
(S¯Φ)(S¯Φ)†= S¯ΦΦ†S¯†= S¯S¯†.
In other words, S¯ and S¯Φ are indistinguishable to a non-coherent receiver.
Using (4.25), det(Λy¯τ |S¯) and Λ
−1
y¯τ |S¯ can be simplified using Sylvester’s determinant
theorem in (2.20) and the matrix inversion lemma in (2.21), respectively to
det(Λy¯τ |S¯) = det(I2T + ρS¯S¯
†
)
= det(IM + ρS¯
†
S¯) (4.31)
Λ−1
y¯τ |S¯ = (I2T + ρS¯S¯
†
)−1
= I2T − ρS¯(IM + ρS¯†S¯)−1S¯† (4.32)
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where in the matrix inversion lemma, the substitutions A = I2T , B = ρ S¯, C = IM ,
and D = S¯
†
have been made. Substituting (4.31) and (4.32) back in (4.29), we get
p(Y¯ τ |S¯) = 1
pi2TN detN(IM + ρS¯
†
S¯)
e− tr{Y¯
†
τ (I2T−ρS¯(IM+ρS¯†S¯)−1S¯†)Y¯ τ} (4.33)
Hence the ML decision metric in (4.15) reduces to
Vˆ zτ
∣∣∣
ML
= argmax
l∈{0,..,L−1}
e− tr{Y¯
†
τ Y¯ τ−ρY¯ †τ S¯(l)(IM+ρS¯(l)†S¯(l))−1S¯(l)†Y¯ τ}
pi2TN detN(IM + ρS¯
(l)†
S¯
(l)
)
= argmax
l∈{0,..,L−1}
etr{ρY¯
†
τ S¯
(l)
(IM+ρS¯
(l)†
S¯
(l)
)−1S¯(l)†Y¯ τ}
detN(IM + ρS¯
(l)†
S¯
(l)
)
(4.34)
Taking the natural logarithm of (4.34) and substituting it back in (4.16), the ML
decision metric reduces finally to
Vˆ zτ
∣∣∣
ML
= argmax
l∈{0,..,L−1}
tr{ρY¯ †τ S¯(l)(IM + ρS¯(l)†S¯(l))−1S¯(l)†Y¯ τ} −N ln{det(IM + ρS¯(l)†S¯(l))}.
(4.35)
Since no restrictions on the codebook Ω have been assumed, (4.35) is the general ML
decision metric for non-coherent detection which applies in the case of piece-wise con-
stant Rayleigh flat fading channels with independent coefficients for all differential ST
codes considered in this thesis.
Consider next the special case of ST codes with unitary information matrices, i.e.
V †zτV zτ = IM . This means that all columns of V zτ are orthogonal, and every column
is of unit norm. In the unitary transmission, the differential encoding function is
defined as
Sτ = V zτSτ−1, (4.36)
which is similar to the differential encoding of PSK signals in the SISO system. The
above relation assumes T = M for the dimensions in the matrix multiplication above
to fit. This means V zτ and Sτ are square matrices ∈ CM×M ∀ τ . The possibility of
transmitting rectangular matrices with differential encoding remains an open question.
The problem is that differential encoding in most cases includes a multiplication oper-
ation of the previously transmitted matrix and the new information matrix, which is
not easily realizable with rectangular matrices. Hence all the transmit matrices con-
sidered all over this thesis will be square matrices.
Since the product of two unitary matrices yields another unitary matrix, then if
any information matrix V zτ is unitary, and the initial transmit matrix S0 is also
unitary, then it follows from (4.36) that all transmit matrices Sτ are also unitary ∀ τ ,
i.e. S†τSτ = IM . In words, this means that the data streams transmitted over the
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different transmit antennas within a block are mutually orthogonal. Consequently,
S¯
†
S¯ = [S†τ−1 S
†
τ ]
Sτ−1
Sτ
 = S†τ−1Sτ−1 + S†τSτ = 2IM (4.37)
Using (4.37), the determinant and the inverse terms in (4.35) reduce to
det(IM + ρS¯
(l)†
S¯
(l)
) = det(IM + ρ×2IM)
= det((1 + 2ρ)IM) = (1 + 2ρ)
M (4.38)
(IM + ρS¯
(l)†
S¯
(l)
)−1 = ((1 + 2ρ)IM)−1 =
1
1 + 2ρ
IM (4.39)
This makes the second term in (4.35) constant for all l, and therefore irrelevant for the
decision. The ML metric reduces to
Vˆ zτ
∣∣∣
ML
= argmax
l∈{0,..,L−1}
tr{ ρ
1 + 2ρ
Y¯
†
τ S¯
(l)
S¯
(l)†
Y¯ τ}
= argmax
l∈{0,..,L−1}
tr{Y¯ †τ S¯(l)S¯(l)†Y¯ τ}
= argmax
l∈{0,..,L−1}
‖Y¯ †τ S¯(l)‖2F . (4.40)
where S¯ is
S¯ =
Sτ−1
Sτ
 =
 Sτ−1
V zτSτ−1
 =
 IM
V zτ
Sτ−1. (4.41)
Recall from the discussion on (4.30) that multiplying S¯ by a unitary matrix from
the right does not change the ML receiver metric. Therefore the transmit two-block
matrices
IM
V l
 and
IM
V l
Sτ−1 are indistinguishable to the receiver. As a result, the
transmit candidate matrix can be written in a canonical form as
S(l) ≡
IM
V l
 (4.42)
and the ML metric in (4.40) reduces to,
Vˆ zτ
∣∣∣
ML
= argmax
l∈{0,..,L−1}
‖[Y †τ−1 Y †τ ]
IM
V l
 ‖2F
= argmax
l∈{0,..,L−1}
‖Y †τ−1 + Y †τV l‖2F
= argmax
l∈{0,..,L−1}
‖Y τ−1 + V †lY τ‖2F (4.43)
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which can be alternatively written as
Vˆ zτ
∣∣∣
ML
= argmax
l∈{0,..,L−1}
tr{(Y τ−1 + V †lY τ )†(Y τ−1 + V †lY τ )}
= argmax
l∈{0,..,L−1}
tr{Y †τ−1Y τ−1︸ ︷︷ ︸
indep. of l
+Y †τ−1V
†
lY τ + Y
†
τV lY τ−1 + Y
†
τ
=IM︷ ︸︸ ︷
V lV
†
l Y τ︸ ︷︷ ︸
indep of l
= argmax
l∈{0,..,L−1}
tr(Y †τ−1V
†
lY τ + Y
†
τV lY τ−1)
and the ML metric for unitary ST codes in the case of piece-wise constant Rayleigh
flat fading channels with independent coefficients reduces finally to
Vˆ zτ
∣∣∣
ML
= argmax
l∈{0,..,L−1}
<{tr(V lY τ−1Y †τ )} (4.44)
4.4 Design Criteria
In this section we derive the design criteria for space-time codes from which we extract
the notion of diversity order and coding gain. The criteria used to design a ST codebook
Ω is based on minimizing the worst Pair-wise Error Probability (PEP) between two
codewords in the codebook. In [17], Hochwald and Marzetta proved the Chernoff upper
bound of the PEP between two different transmit matrices S¯
(l)
and S¯
(l′)
in the case of
unitary ST codes. The PEP between S¯
(l)
and S¯
(l′)
or equivalently between codewords
V l and V l′ is the probability of mistaking V l for V l′ or vice versa
6 and is defined in
the case of unitary transmission as
PEP(l, l′) = p(Vˆ = V l′ | V l is transmitted)
= p(ML metric for V l′ > ML metric for V l| V l)
from (4.43)
= p(‖Y τ−1 + V †l′Y τ‖2F > ‖Y τ−1 + V †lY τ‖2F | V l). (4.45)
The Chernoff upper bound of PEP(l, l′) is derived in [17, eq. (B.11)] and modified in
[26, eq. (7)] with the same notations used in this thesis as
PEP(l, l′) ≤ 1
2
M∏
m=1
[1 +
ρ2
4(1 + 2ρ)
σ2m(V l − V l′)]−N (4.46)
where σm(A) is the m
th singular value of matrix A. For further understanding of sin-
gular values and singular value decomposition (SVD), refer to Section A.4.2. Singular
values and eigenvalues can be related using
σ2m(A) = λm(A
†A), (4.47)
6In [17], it was proved that PEP(l, l′)=PEP(l′, l)
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where λm(B) is the m
th eigenvalue of matrixB. For further understanding of eigenval-
ues and eigenvalue decomposition, refer to Section A.4.1. The above relation is shown
in (A.10), theorem A.4.4. Hence σ2m(V l − V l′) can be replaced by
σ2m(V l − V l′) = λm((V l − V l′)†(V l − V l′))
= λm(D
†
ll′Dll′)
∆
= λll′m, (4.48)
where Dll′ is defined as the distance matrix between the two codewords V l and V l′ ,
and λll′m is the m
th eigenvalue of the squared distance matrix D†ll′Dll′ . Consequently
PEP(l, l′) in (4.46) can be rewritten as
PEP(l, l′) ≤ 1
2︸︷︷︸
constant
M∏
m=1
[1 +
ρ2
4(1 + 2ρ)︸ ︷︷ ︸
f
λll′m]
−N
≤
M∏
m=1
[1 + fλll′m]
−N (4.49)
where the common factor 1/2 is constant w.r.t. the codewords V l and V l′ , so it does not
affect the design criterion and can be omitted and since it is less than 1 the inequality
still holds. The Right-Hand Side (RHS) of (4.49) can be decomposed to
PEP(l, l′) ≤
[ 1
(1 + fλll′1)......(1 + fλll′M)
]N
. (4.50)
If D†ll′Dll′ has rank rll′ ≤M , i.e.7
rll′ = rank(D
†
ll′Dll′) = rank(Dll′), (4.51)
then only rll′ eigenvalues are non-zero (refer to theorem A.4.3), making (4.50) reduce
to
PEP(l, l′) ≤
[ 1
(1 + fλll′1)......(1 + fλll′rll′ )
]N
≤
[ 1
1 + f
rll′∑
i=1
λll′i + f 2
rll′∑
i=1,j=1
λll′iλll′j + ......+ f rll′
rll′∏
i=1
λll′i
]N
, (4.52)
where f = ρ
2
4(1+2ρ)
. In the low SNR (ρ) range, f ξ decreases with increasing ξ, so the
higher order terms in the denominator of (4.52) are insignificant and only the first two
terms are dominant making PEP(l, l′) reduce to
PEP(l, l′)
∣∣∣
Low SNR
≤ [1 + f
rll′∑
i=1
λll′i]
−N (4.53)
7rank(A†A)=rank(A), as shown in (A.11), theorem A.4.6.
48 4 Space-Time Coding
Note that the inequality still holds since ignoring the insignificant terms in the RHS
enlarges its value.
The design criteria is based on the worst PEP among all codeword pairs V l and
V l′ ∀ l 6= l′ ∈ {0, ..., L− 1}. The worst pair has the maximum PEP and therefore the
minimum
rll′∑
i=1
λll′i, which is defined as the diversity sum δ
δ = min
l 6=l′∈{0,...,L−1}
rll′∑
i=1
λll′i. (4.54)
In conclusion, the design criterion for ST codebooks in the low SNR range is to maxi-
mize the diversity sum defined in (4.54).
On the contrary, in the high SNR range, f= ρ
2
4(1+2ρ)
' ρ2
8ρ
= ρ
8
. Therefore f ξ increases
with increasing ξ, so the lower order terms in the denominator of (4.52) are insignificant
and only the last term is the dominant one making the upper bound of PEP(l, l′) reduce
to
PEP(l, l′)
∣∣∣
High SNR
≤ [f rll′
rll′∏
i=1
λll′i]
−N
≤
[(ρ
8
)rll′ rll′∏
i=1
λll′i
]−N
≤
[
ρ
8
( rll′∏
i=1
λll′i
) 1
rll′
]−rll′N
(4.55)
Taking 10 log10 of (4.55), the PEP in the logarithmic scale (in dB) is
10 log10 PEP(l, l
′)
∣∣∣
High SNR
≤ −rll′N
(
10 log10
ρ
8
+ 10 log10
( rll′∏
i=1
λll′i
) 1
rll′
)
≤ −rll′N︸ ︷︷ ︸
a
(
10 log10
ρ
4︸ ︷︷ ︸
x
+ 10 log10
1
2︸ ︷︷ ︸
−3 dB
+ 10 log10
(∏
i=1
λll′i
) 1
rll′
︸ ︷︷ ︸
b
)
≤ a(x− 3 dB + b) (4.56)
Useful insights can be extracted from the above relation. First, ρ/8 has been split into
ρ/4 and 1/2 because when (4.55) is compared to the corresponding PEP(l, l′) in the high
SNR range for coherent systems as in [27, p.132], [5, p.116, eq.(6.11)], and [28, p.31,
eq.(3.4)], the only difference is an extra 1/2 factor in our (non-coherent) case. Such
a factor translates to the well-known 3 dB loss in SNR experienced by non-coherent
systems compared to coherent ones. Other than the half factor, PEP(l, l′) for unknown-
channel systems has the same form as that for known-channel systems. This leads to
the important conclusion that a good design for a known-channel system is also good
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Figure 4.3: PEP(l, l′) in dB vs SNR in M×N system with Differential ST coding
for an unknown channel system in the case of differential unitary transmission. Con-
sequently the design criterion for both systems in the unitary case is expected to be
the same.
Investigating (4.56) further, the upper bound of the PEP(l, l′) in the logarithmic
scale takes the form of y = a(x + b − 3 dB), where y is PEP(l, l′) in dB and x is a
scaled version of SNR in dB. This relation is illustrated in Figure 4.3. a is the slope
of the curve, specifically the magnitude of the slope of the PEP(l, l′) vs SNR curve
in the logarithmic scale is rll′N . The slope of the error rate curve is a measure of
how fast the error performance improves with SNR. For the design criterion, consider
the worst codeword pair which leads to the least steepness of the PEP curve, and
therefore to the lowest absolute slope. Such a codeword pair has the minimum rank
of the distance matrix Dll′ or equivalently of D
†
ll′Dll′ among all codeword pairs (i.e.
min rll′ ∀ l 6= l′ ∈ {0, ..., L− 1}). Based on this we define the Diversity Order (DO) as
the smallest absolute slope of the PEP vs SNR curve in the logarithmic scale. Namely,
DO = min
l 6=l′∈{0,..,L−1}
rll′N. (4.57)
Two codebooks having the same DO will have parallel error rate curves. The gain
achieved due to the increase of the slope of the error rate curve is known as the diver-
sity gain. One design criterion for ST codes in the high SNR regime is to maximize
the DO in order to optimize the spatial diversity. Such a design criterion is known as
the rank criterion since it is based on the minimum rank of the difference matrices.
A codebook whose all codeword pairs have distance matrices of maximum rank (i.e.
(rll′=M) ∀ l 6= l′ ∈ {0, ..., L−1}) achieves the maximum diversity order of MN which
is the total number of diversity branches of an M×N MIMO system. Such a code is
said to have achieved full diversity.
Consider again the relation y = a(x + b − 3 dB), one can see that y = 0 when
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Figure 4.4: A schematic illustrating the difference between diversity gain and coding
gain.
x = −b + 3 dB. This means that due to ST coding, the logarithmic PEP curve is
shifted horizontally to the left by b which indicates performance improvement, and due
to non-coherent detection, the curve is shifted 3 dB to the right. The worst codeword
pair can alternatively be defined as the one that has the smallest value of b, which in
the linear scale is defined as the coding gain (CG), namely
CG = min
l 6=l′∈{0,..,L−1}
( rll′∏
i=1
λll′i
) 1
rll′ . (4.58)
Such a gain defines the second design criterion for space-time codes in the high SNR
range. Namely, a ST code can be designed to maximize the coding gain. It is termed
as coding gain since it is analogous to the coding gain achieved with channel coding
as it is a horizontal shift to the left of the error rate curve in the logarithmic scale. As
seen in (4.58), CG is proportional to the smallest product of the non-zero eigenvalues
of matrix D†ll′Dll′ over all codeword pairs. Such a product is the reason why CG is
sometimes referred to as diversity product as in [11]. The term diversity product is
also analogous to diversity sum defined in (4.54), which is the measure used in the
design criterion for ST codes in the low SNR regime.
Having defined the diversity gain and the coding gain, the two gains have different
effects on the error rate curve. The diversity gain is the result of the increase in the
slope of the error rate curve defined by the diversity order, and therefore the SNR
improvement due to diversity gain increases with SNR. Whereas the coding gain is the
horizontal shift of the error rate curve, and therefore the SNR improvement due to
coding gain remains constant with increasing SNR. Figure 4.4 illustrates the difference
between diversity gain and coding gain.
In the case of codes that achieve full diversity (i.e. DO=MN), all distance matrices
of all codeword pairs are of full rank. In this case the only design criterion is maximizing
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the coding gain which then includes the minimum product of all eigenvalues of matrix
D†ll′Dll′ . This is the same as the minimum determinant of the same matrix (see
theorem A.4.1), i.e.
CG
∣∣∣
DO=MN
= min
l∈{0,..,L−1}
( M∏
i=1
λll′i
) 1
M
= min
l∈{0,..,L−1}
[
det(D†ll′Dll′)
] 1
M
(4.59)
For this reason, the second design criterion is known as the determinant criterion, which
can be restated as follows; design a ST code that maximizes the minimum determi-
nant of the squared distance matrix D†ll′Dll′ . Note also that if an arbitrary codebook
achieves a non-zero determinant for all squared distance matrices, it means that all
distance matrices are of full rank and therefore the code achieves full diversity. There-
fore, evaluating the minimum determinant in (4.59) allows us to see whether the full
diversity condition is satisfied, and also to know how much coding gain can be achieved.
In conclusion, this section has derived the design criteria for ST codes in both the
low and the high SNR range based on minimizing the worst pair-wise error probability.
To improve the performance in the low SNR range, the ST code should be designed
to maximize the diversity sum. If however the high SNR range is the operating range,
then two design criteria have been defined. The first is the rank criterion which aims
at maximizing the minimum absolute slope of the error rate curve by optimizing the
diversity order of the code. The second criterion is the determinant criterion whose
goal is to maximize the minimum determinant of the squared distance matrix in order
to increase the horizontal left shift of the error rate curve, and therefore optimize the
coding gain.
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5 Orthogonal Space-Time Schemes
In Chapter 4, we laid the foundation of space-time coding in differential systems. A
general form for the code structure, the design criteria and the ML decision metric
have been defined. In this chapter, we show several realizations of some STC schemes.
Specifically, the orthogonal STC schemes described in the literature review in Section
4.1 will be unfolded here. The chapter describes two classes of ST schemes, namely
Unitary Space-Time Modulation (USTM), and Orthogonal Space-Time Block Codes
(OSTBCs). Furthermore, the different schemes are compared in terms of complexity
and error performance.
5.1 Differential Unitary Space-Time Modulation
Hochwald and Marzetta proposed in [17] a modulation scheme for multiple trans-
mit antenna systems which they named Differential Unitary Space-Time Modulation
(DUSTM). The scheme is well-suited for Rayleigh flat fading environments when nei-
ther the transmitter nor the receiver knows the channel coefficients. In [29], Hochwald
et al. showed a systematic approach to design unitary space-time signals. Then in [11],
Hochwald and Sweldens proposed one simple design for DUSTM that led eventually
to constellations of the so-called diagonal signals, where only one transmit antenna is
active at a time. This section will explain such a scheme in detail.
Recall the MIMO channel model described in Section 3.1, where the transmitter is
equipped with M transmit antennas and the receiver with N receive antennas and each
antenna pair is connected through a piece-wise constant Rayleigh flat fading channel.
Such a system can be described as in (4.10) by (restated here for convenience)
Y τ =
√
ρSτH +W τ (5.1)
where at block index τ , Y τ is the T×N received matrix, Sτ is the T×M differentially
encoded transmit matrix, W τ is the T×N noise matrix and H is the M×N chan-
nel matrix in some transmission time frame (a frame spans multiple transmit blocks
during which the channel matrix is assumed constant). Recall also that the transmit
matrices considered are square matrices, i.e. (T = M). The transmission scheme of
DUSTM follows the STC architecture shown in Figure 4.2a, where the information
bits are directly mapped to information matrices.
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As the name DUSTM suggests, the transmit signal matrices considered in this
scheme are unitary. Explicitly stated, all information matrices V l are unitary matrices,
i.e. V †lV l=IM ∀ l ∈ {0, .., L− 1}, and using the differential transmission equation
Sτ = V zτSτ−1, (5.2)
if the initial transmit matrix S0 is any arbitrary unitary matrix, then it follows that
all transmit matrices Sτ are also unitary, i.e. S
†
τSτ = IM ∀ τ . The unitary condition
ensures that the transmit symbol stream over the M antennas are mutually orthogonal,
which has the advantage of simplifying the demodulation metric as shown in (4.43) to
Vˆ zτ
∣∣∣
ML
= argmax
l∈{0,..,L−1}
‖Y τ−1 + V †lY τ‖2F . (5.3)
5.1.1 DUSTM vs. DPSK
Up to this point, a clear similarity between the DUSTM scheme and the DPSK single
antenna scheme can be inferred. Table 5.1 summarizes such a similarity. The table
shows that DUSTM is a direct extension to DPSK, by extending the scalar elements
to M×M matrices.
In DPSK, any transmit symbol can be written as
st =
( t∏
κ=1
vzκ
)
s0, t = 1, 2, ... (5.4)
with all vzκ drawn from the alphabet
APSK = {vl = e
j2pil
L ∀ l ∈ {0, .., L− 1}}. (5.5)
Due to the inherent group nature of the PSK alphabet, the product of any two elements
in APSK is also an element in APSK. In other words, the product of any two points in
the PSK constellation circle falls to a point on the same circle. This is because the
product of two phasors is a phasor whose angle is the modulo addition of the angels
of the two phasors with respect to 2pi. If additionally the initial transmit symbol s0 is
also ∈ APSK (e.g. s0 = 1), then it follows from (5.4) that any transmit symbol st is
element in APSK. Consequently, the construction of st from st−1 doesn’t really require
multiplying vzt by st−1, but it rather suffices to add the angles of their phasors.
5.1.2 DUSTM Codebook Design
The group structure of DPSK is however not inherent in the information matrices V l
of the DUSTM scheme. It should rather be imposed on the design of the codebook.
Consider the codebook Ω defined as
Ω = {V 0, ...,V L−1}. (5.6)
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Table 5.1: Comparison between DPSK modulation scheme for single antenna system
and DUSTM modulation scheme for MIMO systems
Parameter DPSK DUSTM
Information in-
teger sequence
z1, z2, ..., zt, ...
Information
symbol sequence
vz1 , vz2 , ..., vzt , ...
vl = e
j2pil
L ,
|vl| = 1 ∀ l = {0, .., L− 1}
V z1 ,V z2 , ...,V zτ , ...
V l is an M×M unitary matrix,
i.e. V †lV l = IM ∀ l = {0, .., L− 1}
Transmit sym-
bol sequence
s1, s2, ..., st
st = vztst−1, t = 1, 2, ....
s0 = 1
S1,S2, ...,Sτ
Sτ = V zτSτ−1, τ = 1, 2, ....
S0 = IM
lth candidate
transmit matrix
in a canonical
form
s¯(l) =
 1
e
j2pil
L
 S¯(l) =
IM
V l

Received sym-
bols for differen-
tial detection
y¯t =
yt−1
yt
 Y¯ τ =
Y τ−1
Y τ

ML metric in
Rayleigh piece-
wise constant
fading channel
vˆt
∣∣∣
ML
= argmax
l∈{0,..,L−1}
‖y¯†t s¯(l)‖F
= argmax
l∈{0,..,L−1}
‖[y∗t−1 y∗t ]
1
vl
 ‖F
= argmax
l∈{0,..,L−1}
|y∗t−1 + y∗t vl|
Vˆ τ
∣∣∣
ML
= argmax
l∈{0,..,L−1}
‖Y¯ †τ S¯(l)‖F
= argmax
l∈{0,..,L−1}
‖[Y †τ−1Y †τ ]
IM
V l
 ‖F
= argmax
l∈{0,..,L−1}
‖Y †τ−1 + Y †τ V l‖F
In order for the codebook Ω to form a finite group under multiplication, four conditions
must be satisfied. Namely, enclosure, associativity, existence of an identity element and
existence of an inverse element for every element in the set. Enclosure is the condition
that the product of any two elements in the set is also an element in the same set.
That is, for any l, l′ ∈ {0, .., L− 1}, it is required that
V lV l′ = V l′′ (5.7)
for some l′′ ∈ {0, .., L− 1}. Similar to the inherent modulo operation in DPSK trans-
mission, the operator ⊕ can be defined for DUSTM scheme to operate on the indices
of the group members as
l′′ = l ⊕ l′. (5.8)
And V l′′ can be constructed as
V l′′ = V l⊕l′ . (5.9)
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The existence of an identity element can be satisfied by making the identity matrix
IM a member in the group. For example, let V 0 = IM . By imposing the conditions
of enclosure and the existence of an identity element, every element will automatically
have an inverse in the group. To see this, consider some element V l in Ω, then from
enclosure, there exists a group member V l′ such that
V lV l′ = V 0 = IM
therefore V −1l =V l′ . Finally, the associativity condition follows directly from the as-
sociativity of matrix multiplication (i.e. (V lV l′′)V l′′′ = V l(V l′′V l′′′)). If additionally
the initial transmit matrix S0 is chosen to be a group member (e.g. S0 = IM), then it
follows from the differential transmission equation in (5.2) that all transmit matrices
Sτ are element in the group ∀ τ . In this case the differential transmission can be
described as follows; if at block index τ − 1, the transmit matrix Sτ−1 is the group
member with index xτ−1, i.e. Sτ−1 =V xτ−1 , and if the new information matrix to be
encoded is V zτ , then the new transmit matrix Sτ is
Sτ = V zτSτ−1 = V zτV xτ−1 = V xτ (5.10)
where,
xτ = zτ ⊕ xτ−1. (5.11)
This shows the major advantage of finite group constellations, where the transmitter
never needs to explicitly multiply matrices for differential encoding, it rather requires
only the index of the previously transmit matrix (xτ−1) and that of the new informa-
tion matrix (zτ ) to compute the new index xτ using a lookup table. Therefore the
group structure simplifies the transmitter’s role significantly.
Requiring an additional constraint on the group Ω to satisfy commutativity will
further simplify the transmission process. Commutativity is the condition that all
elements in the group commute, namely
V lV l′ = V l′V l ∀ l, l′ ∈ {0, .., L− 1}. (5.12)
If commutativity is satisfied then the group is called an abelian or a commutative group.
The advantage of imposing the commutative property can be described as follows.
Since the group members V 0, ...,V L−1 are unitary, they can be eigendecomposed as
V l = X lΛlX
−1
l ,
where X l is the matrix of eigenvectors of V l which is also unitary and Λl is the
matrix of eigenvalues. Now since V 0, ...,V L−1 commute, they share the same set of
eigenvectors, namely
X0 = X1 = ... = XL−1
∆
= X, (5.13)
5.1 Differential Unitary Space-Time Modulation 57
and therefore V l = XΛlX
−1 ∀ l ∈ {0, .., L− 1}. Furthermore, premultiplying or post-
multiplying all constellation members by unitary matrices doesn’t change the prop-
erties of the codebook in terms of error performance. So if all group members are
premultiplied by the unitary matrix X−1 and postmultiplied by the unitary matrix
X, then such a transform results in an equivalent group with the group members
V l −→X−1V lX = X−1(XΛlX−1)X = Λl, (5.14)
which are diagonal matrices ∀ l. In other words, imposing the commutative property
on the group means that we can restrict ourselves to codebooks with diagonal matrices
having the form
V l =

λl1 0
. . .
0 λlM
 . (5.15)
Since the transmit matrices Sτ are also elements in the group, then they also have a
diagonal structure implying that only one antenna is active at a time. For this reason,
the transmit signals are termed as diagonal signals.
One simple way of constructing an abelian group is to make it cyclic, meaning that
V l is constructed as
V l = G
l ∀ l ∈ {0, .., L− 1}, (5.16)
where G is defined as the generator matrix of the cyclic codebook Ω since it can be
used to generate all codewords. In this case,
V lV l′ = G
lGl
′
= G(l+l
′), (5.17)
and since Ω is a finite group of length L, all its members (including G) must be Lth
root of unity, i.e. V Ll = IM ∀ l ∈ {0, .., L − 1}. Therefore, G(l+l
′) in (5.17) is the
same as G(l+l
′) modL. Consequently, due to the cyclic property of the code, the index
operator ⊕ in (5.8) becomes
l′′ = (l + l′) modL. (5.18)
As a result, the transmitter does not even need a lookup table to calculate the resulting
index of the next transmit member, it only performs the modulo addition operation
defined in (5.18). This is analogous to the modulo addition of the angles of the phasors
in DPSK as shown
vlvl′ =
(
e
j2pi
L
)l(
e
j2pi
L
)l′
=
(
e
j2pi
L
)(l+l′) modL
V lV l′ = G
lGl
′
= G(l+l
′) modL
Therefore the generator matrix G is analogous to the basic DPSK phasor e
j2pi
L . Hence,
the generator matrix can be defined as
G =

e
j2pi
L
u1 0
. . .
0 e j2piL uM
 um ∈ {0, ..., L− 1},m = 1, ...,M. (5.19)
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which is obviously an Lth root of unity. In the special case when M = 1, the matrix
collapses to one exponential which is the phasor base of the DPSK alphabet. G is
the building block used to construct the whole codebook using (5.16). Therefore the
design of the codebook is based on the design of the generator matrix G which is solely
based on the design of the exponents u1, ..., uM . Such exponents can be combined in
one vector u as
u = [u1, ..., uM ]. (5.20)
The question now is what is the optimal choice of vector u that optimizes the
error performance of the DUSTM scheme? To answer this question, we need to refer
back to the design criteria defined in Section 4.4 which was derived for a unitary STC
scheme. Let the high SNR range be the operating range of interest, in this case one
needs to check whether or not the full diversity condition is satisfied and how much
coding gain can be achieved. According to the discussion on (4.59), the distance matrix
Dll′ = V l′ −V l needs to be investigated. When the codebook Ω is a group, it suffices
(without loss of generality) to consider the distance matrix between any two different
codewords, for example between V l′=V 0 =IM and V l=G
l for any l ∈ {1, ..., L− 1}.
Therefore,
Dl0 = IM −Gl =

1− e j2pilL u1 0
. . .
0 1− e j2pilL uM
 , ∀ l ∈ {1, ..., L− 1}. (5.21)
Since l > 0, all diagonal elements in Dl0 are non-zero. Therefore matrix Dl0 is
of full rank. Due to the group structure, this is also valid for all distance matrices
Dll′ ∀ l 6= l′ ∈ {0, .., L − 1}. Therefore the DUSTM with the cyclic group structure
achieves full diversity. Hence, the design criterion of interest is maximizing the coding
gain. For this we need to calculate the eigenvalues of the squared distance matrix
D†l0Dl0 which is the same as the square of the singular values of the distance matrix
Dl0 using theorem A.4.4. Namely,
λm(D
†
l0Dl0) = σ
2
m(Dl0)
= σ2m(IM −Gl)
= (1− e j2pilL um)∗(1− e j2pilL um)
= 1− e j2pilL um − e− j2pilL um + 1
= 2− 2 cos(2pilum
L
)
= 4 sin2(
pilum
L
) (5.22)
Therefore the coding gain in (4.59) reduces to
CG = min
l=1,...,L−1
( M∏
m=1
λl0m
) 1
M
= min
l=1,...,L−1
( M∏
m=1
4 sin2(
pil
L
um)
) 1
M
(5.23)
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Table 5.2: Optimal u vectors for the DUSTM scheme with diagonal signals.
See [11, Table I]
M η L = 2ηM u = [u1, ..., uM ]
1 1 2 [1]
2 1 4 [1 1]
3 1 8 [1 1 3]
4 1 16 [1 3 5 7]
5 1 32 [1 5 7 9 11]
1 2 4 [1]
2 2 16 [1 7]
3 2 64 [1 11 27]
4 2 256 [1 25 97 107]
5 2 1024 [1 157 283 415 487]
To maximize the coding gain, it is required to search for the optimal vector u that
satisfies
uopt = argmax
u=[u1,...,uM ]
min
l=1,...,L−1
( M∏
m=1
sin2(
pil
L
um)
) 1
M
(5.24)
Solving (5.24) analytically is cumbersome, therefore the authors in [11] performed
exhaustive computer searches trying to find optimal u vectors for different number
of transmit antennas M and different spectral efficiencies η in bits/channel use. The
optimal u vectors for η = 1, 2 and M = 1, ..., 5 are published in [11, Table I] and shown
here in Table 5.2. From the definition of spectral efficiency in (4.5), the codebook size
is L=2ηM , i.e. every information matrix carries ηM bits. However, which bit sequence
is to be assigned to which constellation matrix for achieving optimal performance is
not intuitive to see. The following analysis uses the code properties to infer a good
bit-to-matrix mapping. As argued in [11], restricting u1, ..., uM to be relatively prime
to L doesn’t change the code properties. Since the L values considered here are all
even, therefore u1, ..., uM can be made all odd (see Table 5.2). Now, consider matrix
V L/2, its m
th element is
ej
2pil
L
um = ej
2piL/2
L
um = ejpium = −1, ∀m = 1, ...,M. (5.25)
Therefore V L/2 =−IM =−V 0. In this case, using (5.22), the distance matrix D L
2
0 has
squared singular values
σ2m(D L
2
0) = 4 sin
2(
piLum
2L
) = 4 sin2(
pi
2
um) = 4, (5.26)
which is the maximum possible. This shows that matrices V 0 and V L/2 are maximally
separated. Due to the group structure, this is also the case for all matrix pairs V l and
V l+L/2 ∀ l = 0, ..., L− 1. Therefore matrices separated by L/2 should be assigned bit
sequences with maximum hamming distance, i.e. complementary bit assignment. An
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example for such bit-to-matrix assignment in the case of a codebook of size L= 8 is
shown in Table 5.3.
Table 5.3: The bit-to-matrix assignment for a codebook of size L=8
l l + L
2
V l V l+L
2
0 4 000 111
1 5 001 110
2 6 010 101
3 7 011 100
5.1.3 DUSTM Performance Analysis
Simulations have been made over a piece-wise constant Rayleigh flat fading channel
with the transmission scheme summarized in Figure 5.1. The optimal u vectors in
table 5.2 are used to construct the generator matrix G. The receiver uses the decision
metric of unitary transmission in (5.3).
The resulting BER curves for M = 1, ..., 5 transmit antennas and at η = 1, 2
bits/s/Hz are shown in Figure 5.2. We see that increasing the number of transmit an-
tennas improves the performance only in the high SNR range, whereas in the low SNR
range the performance is degraded with increasing M . This behaviour is expected due
to the fact that the scheme considered is designed to enhance the error performance
in the high SNR range. For example, if 2 bits/channel use are to be transmitted, then
using the DUSTM diagonal scheme defined here is only meaningful for SNR > 15 dB.
It is also clear that the slope of the curves increases with increasing M resulting in
diversity gain. However, the increase in diversity gain itself decreases with increasing
M . For example, going from M = 1 to M = 2, we gain a lot, but then the gain keeps
decreasing until it does not make sense to increase M anymore. This effect is shown
when comparing the M = 4 and M = 5 curves at rate η = 1, there is only a marginal
insignificant improvement showing that the gain saturates at M = 4 transmit antennas
in case of transmitting 1 bit/channel use.
In conclusion, DUSTM is one possible way of realizing transmit diversity for non-
coherent systems. It basically extends the differential single-antenna modulation scheme
DPSK. Forcing the constellation to form a group dispenses the need of matrix multipli-
cation for differential encoding, which simplifies the transmitter’s role. Although the
design can be theoretically extended to any η and M , it requires exhaustive computer
searches to find optimal u vectors for a certain η and M , and therefore practically
speaking the code is not easily extendable. A major disadvantage of the DUSTM
scheme is that the receiver’s complexity increases exponentially with η and M . This
is because the search space of the metric in (5.3) is the codebook size L = 2ηM .
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Received
matrices
Non−coherent
ML detection
0 1 0
Info. matrices
Info. bits
Info. integers
Transmit
matrices
0 1 0
Rayleigh block
fading channel
Decided bits
Decided
Integers
z1 z2 zτ−1 zτ
Y τY τ−1Y 0 Y 1 Y 2
Vˆ zτ
∣∣∣
ML
= argmax
l∈{0,...,L−1}
‖Y τ−1 + V †lY τ‖2FVˆ z1 Vˆ z2
ηM bits ηM bits
V z2 =G
z2V z1 =G
z1 V zτ−1=G
zτ−1 V zτ=G
zτ
S0=IM S1=Vz1
ηM bits ηM bits
S2=Vz1⊕z2=V x2
W0
H H
W τ
√
ρ√ρ
zˆ1 zˆ2 zˆτ
Sτ =Vzτ⊕xτ−1=Vxτ
Figure 5.1: Transmission scheme of DUSTM with group cyclic code.
Furthermore, imposing the transmit matrices to have a diagonal structure has some
practical perspective which is worth considering. By definition of the transmit power
normalization defined in (3.2), the total power transmitted by all transmit antennas
is constant at any time slot. For diagonal signals, this means that only one antenna
delivers this total power every time slot. This makes the amplifiers connected to the
transmit antennas deliver M times the power they would otherwise deliver if all anten-
nas were simultaneously operating. This in turn requires the amplifiers to have a large
linear range making them more expensive to realize. To avoid such a practical con-
straint, one may force a non-diagonal constellation using the transform V l −→ UV lU †
with any unitary matrix U . This will have the effect of distributing the transmit power
over all M antennas, leading to the use of cheap amplifiers without affecting the error
performance.
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Figure 5.2: BER vs SNR (ρ) performance of the DUSTM scheme with diagonal cyclic
design for M=1 to 5 transmit antennas and N=1 receive antenna
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5.2 Orthogonal Space-Time Block Codes
The previous section has shown one possible scheme for achieving transmit diversity
by using unitary matrices that belong to a finite group code. Since the scheme maps
bits directly to matrices (see the STM architecture in Figure 4.2a), the receiver needs
to check all possible matrices belonging to the codebook to decide on the information
bits. This results in an exponential increase in complexity with the spectral efficiency
and the number of transmit antennas, making the scheme unfavourable for practical
systems. This motivates the idea of converting bits first to symbols and then to ma-
trices (see the STBC architecture in Figure 4.2b) aiming at performing symbol based
decoding rather than matrix based decoding.
The first space-time block coding scheme that adopted a bit-to-symbol-to-matrix
mapping was proposed by Alamouti in [13]. The scheme was designed for two transmit
antennas, and proved to provide the same diversity order as that achieved by the MRC
1×2 SIMO system, i.e. a diversity order of 2. The scheme is remarkable in that it
requires only linear processing at the receiver, which is of substantially less complex-
ity compared to that required by the STM scheme presented in Section 5.1. Owing
to its implementation simplicity and good performance, Alamouti’s scheme has been
adopted in 3G mobile technology standards like CDMA2000 and W-CDMA as well
as in WIMAX technology which allows wireless broadband Internet access. In fact,
Alamouti’s two transmit antenna scheme is considered as a special case of a class of
space-time codes known as Orthogonal Space-Time Block Codes (OSTBCs) which is
defined in [14] for arbitrary number of transmit antennas.
This section starts by introducing OSTBCs through Alamouti’s scheme and then
shows the extension of OSTBCs to more than two transmit antennas. The section
includes the case when information symbols are drawn from an equal-energy constel-
lation (PSK symbols) resulting in the so-called unitary OSTBCs, as well as the case
of using non-constant envelope constellations (like QAM alphabet) resulting in non-
unitary OSTBCs. In each case, the differential non-coherent receiver decision metric
is derived and the error performance is analyzed.
5.2.1 Unitary OSTBCs
The scheme proposed by Alamouti considers a MISO communication system with two
transmit antennas and one receive antenna in an environment modeled by flat Rayleigh
fading channel. The scheme was first designed with the assumption of perfect channel
knowledge at the receiver and therefore the transmit symbols are the same as the
information symbols and the detection is done coherently. After introducing OSTBCs
in the coherent domain, we will show the possibility of using OSTBCs in non-coherent
systems.
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Code Construction
Alamouti’s scheme can be basically described as follows: Two information symbols
x1 and x2 are buffered by the transmitter and transmitted in two time slots in the
following manner. In the first time slot, symbol x1 is transmitted over the first antenna
and simultaneously symbol x2 is transmitted over the second antenna. In the second
time slot, signal −x∗2 is transmitted by the first antenna and x∗1 is transmitted by the
second antenna. In this case the transmit matrix S described in Figure 4.1 will have
the form;
S =
1√
2
[
x1 x2
−x∗2 x∗1
]
. (5.27)
The transmit streams over the two antennas are mutually orthogonal since the
columns of S are orthogonal. Furthermore, Alamouti considered the case when sym-
bols x1 and x2 are drawn from a constant envelope constellation (PSK) making the
power of all antenna streams (columns of S) constant. Assuming a unit energy con-
stellation (i.e. |x|2 = 1 ∀x ∈ PSK alphabet), matrix S is made unitary by including
the factor 1/
√
2 making S†S = |x1|
2+|x2|2
2
I2 = I2, hence the term unitary transmission.
This subsection includes only the case of unitary signal constellation, namely using
PSK symbol alphabet.
Since two independent symbols are transmitted over two time slots, Alamouti’s
scheme achieves full rate (i.e. in (4.4) R= 1). It has been proved by Tarokh et al. in
[14] that Alamouti’s scheme is unique in that it is the only square OSTBC that achieves
full rate using arbitrary complex signal constellation. They also proved that using real
signal constellation such as PAM (Pulse Amplitude Modulation), full-rate OSTBCs
with any number of transmit antennas exist. Real signal transmission is however not
of much interest since in practical systems, the bandwidth needs to be best utilized
by making best use of the complex space. For this reason, a study in [30] provides
upper bounds on the achievable code rate for OSTBCs with more than two transmit
antennas using arbitrary complex signal constellation. The authors proved that the
code rate of complex OSTBCs for three or more transmit antennas is upper-bounded
by 3/4. Furthermore, they conjectured a tighter upper bound for the code rate of an
OSTBC with M transmit antennas to be
R ≤
⌈
M
2
⌉
+ 1
2
⌈
M
2
⌉ . (5.28)
In the literature, several codes for up to M=5 transmit antennas achieve the upper
bound in (5.28) with equality [30]. For example, in the four transmit antenna system,
an example of an OSTBC which achieves a code rate of 3/4 (the upper bound in (5.28)
at M=4) is a code proposed by Tirkkonen and Hottinen in [31, eq. B.27] whose code
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matrix has the form
S =
1√
3

x1 x2 x3 0
−x∗2 x∗1 0 −x3
−x∗3 0 x∗1 x2
0 x∗3 −x∗2 x1
 . (5.29)
where x1, x2, and x3 are independent complex information symbols, assumed here to
be drawn from a unit energy PSK alphabet. This code matrix will be shortly referred
to as T-H code. As shown, only three symbols are transmitted in four time slots re-
sulting in a code rate of 3/4. Clearly matrix S is unitary since its rows and also its
columns are orthonormal.
Having shown examples for OSTBCs in two and four transmit antenna systems,
this subsection continues by describing OSTBCs with an arbitrary number of transmit
antennas M . Furthermore, STBCs are in general easily extendable to additionally
employ multiple receive antennas. For example, Alamouti has shown in [13] that the
extension from a 2×1 system to a 2×2 system is straightforward. For the sake of
generality, the systems considered here are M×N MIMO systems.
Although OSTBCs were first proposed in coherent systems, they are also applicable
for non-coherent systems. This will be proved in this subsection, where non-coherent
detection is realized through the use of differential encoding. In [16], Tarokh and Ja-
farkhani presented a differential detection scheme for Alamouti’s code. For precise
use of terms, (5.27) and (5.29) will in general be referred to as code matrices, which
are transmit matrices (denoted by S) for coherent systems, but information matrices
(denoted by V ) for differential non-coherent systems. Since non-coherent systems are
of interest as far as this thesis is concerned, in the following, the code matrices will be
given the notation V . Furthermore, in the context of differential encoding, we restrict
ourselves only to the number of transmit antennas where a square code matrix exist
(i.e. T =M).
In general, an STBC encodes K complex symbols x1, ..., xK by including linear
combinations of ±x1, ...,±xK and their conjugates ±x∗1, ...,±x∗K in the code matrix.
This can be expressed in a compact form as
V =
1√
p
K∑
i=1
Aixi +Bix
∗
i , (5.30)
where Ai and Bi ∀i ∈ {1, ..., K} are known as dispersion matrices since they disperse
the symbols over the transmit antennas. p is a normalization factor used to make
V †V = V V † = IM . This also satisfies the power constraint in (3.2). As has been
shown, p=2 in Alamouti’s code in (5.27) and p=3 in T-H code matrix in (5.29).
Using the dispersive form in (5.30), Alamouti’s code matrix can be written as
V =
1√
2
(
x1
[
1 0
0 0
]
+ x∗1
[
0 0
0 1
]
+ x2
[
0 1
0 0
]
+ x∗2
[
0 0
−1 0
])
,
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i.e. the dispersion matrices are
A1 =
[
1 0
0 0
]
, B1 =
[
0 0
0 1
]
, A2 =
[
0 1
0 0
]
, B2 =
[
0 0
−1 0
]
. (5.31)
For the T-H four-antenna code matrix defined in (5.29), the dispersion matrices are
A1 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 , B1 =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 , A2 =

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 , B2 =

0 0 0 0
−1 0 0 0
0 0 0 0
0 0 −1 0
 ,
A3 =

0 0 1 0
0 0 0 −1
0 0 0 0
0 0 0 0
 ,B3 =

0 0 0 0
0 0 0 0
−1 0 0 0
0 1 0 0
 . (5.32)
Another alternative dispersive form for code matrices is defined based on the real
and imaginary parts of the symbols instead of the symbols and their complex conjugate.
The dispersion matrices of the alternative form are denoted as U i and Qi and matrix
V can be written as
V =
1√
p
K∑
i=1
U ix
R
i + jQix
I
i (5.33)
where xRi and x
I
i are the real and the imaginary parts of symbol xi, respectively. While
the dispersion formations in (5.30) and (5.33) are general for any STBC, the disper-
sion matrices for orthogonal STBCs exhibit several special properties. The following
properties hold for the dispersion matrices U i and Qi of any OSTBC [32].
(i) U †iU i = IM , Q
†
iQi = IM 1 ≤ i ≤ K
(ii) U †iU d = −U †dU i, Q†iQd = −Q†dQi 1 ≤ i 6= d ≤ K
(iii) U †iQd = Q
†
dU i 1 ≤ i, d ≤ K
(5.34)
The above properties can be used to show that any OSTBC achieves full diversity. For
a detailed proof of this, refer to Section B.1.
If all possible combinations of the K symbols from their respective alphabets
are substituted in the code matrix, we result in all possible code matrices V l ∀ l ∈
{0, ..., L− 1} that construct a codebook Ω. Based on the code construction, the total
number of code matrices L is
K∏
i=1
qi, where qi is the alphabet size of Ai from which
symbol xi is drawn. This implies that the K symbols in general belong to different
alphabets. Since the information matrices V l are unitary ∀ l, the differential encoding
equation can be defined as in (5.2) in Section 5.1. Namely, if at block index τ−1, Sτ−1
is transmitted, then at the next block index τ , the transmit matrix Sτ is constructed
as
Sτ = V zτSτ−1, (5.35)
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where zτ is the information integer corresponding to the
K∑
i=1
log2 qi information bits
buffered by the transmitter at block index τ . Based on this, the code matrix with in-
dex zτ is drawn from the codebook Ω to form the information matrix V zτ . In STBCs,
this is equivalent to saying that the K generated symbols x1, ..., xK populate the code
matrix forming the information matrix V zτ . Since all information matrices V l are uni-
tary matrices ∀ l ∈ {0, ..., L − 1}, then by initializing the transmission with a unitary
matrix S0, it follows directly that all transmit matrices Sτ are unitary ∀ τ . Unlike
the STM based on finite group codes defined in Section 5.1, the transmit matrices in
STBCs in general do not belong to a finite group.
ML Differential Decoder
In the following we derive the ML receiver metric for non-coherent M ×N MIMO
systems that use unitary OSTBCs and experience quasi-static Rayleigh flat fading
channel. In Section 4.3, the ML decision metric for the special case of unitary trans-
mission in the same channel conditions has been derived in (4.44) to be
Vˆ zτ
∣∣∣
ML
= argmax
V l∈Ω
<{tr(V lY τ−1Y †τ )}
where the decision is based on two consecutive received matrices Y τ−1 and Y τ . This
metric was used in the STM scheme, where all possible candidate matrices V l in the
codebook Ω are examined to decide on the most probable information matrix. Now in
STBCs, the symbol-to-matrix mapping using the dispersive construction in (5.30) can
be used to modify the decision metric to
Vˆ zτ
∣∣∣
ML
= argmax
xi∈Ai
<{tr
(
(
1√
p
K∑
i=1
Aixi +Bix
∗
i )Y τ−1Y
†
τ
)
}, (5.36)
where xi is a candidate in the alphabet Ai from which the ith symbol in the code matrix
is drawn. Since <{.}, tr{.}, and ∑{.} are linear operators, they are interchangeable
and the metric can be further simplified to
Vˆ zτ
∣∣∣
ML
= argmax
xi∈Ai
K∑
i=1
<{tr(AiY τ−1Y †τxi +BiY τ−1Y †τx∗i )} (5.37)
Taking the complex conjugate of any of the two terms in (5.37) will not change the
metric since at the end, only the real part is considered. Hence the metric can be
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rewritten as
Vˆ zτ
∣∣∣
ML
= argmax
xi∈Ai
K∑
i=1
<{tr(AiY τ−1Y †τ xi +B∗iY ∗τ−1Y Tτ xi)}
= argmax
xi∈Ai
K∑
i=1
<{tr(AiY τ−1Y †τ +B∗iY ∗τ−1Y Tτ )︸ ︷︷ ︸
x˜i
xi}
= argmax
xi∈Ai
K∑
i=1
<{x˜ixi} (5.38)
The metric in (5.38) is therefore splittable among the K symbols x1, ..., xK . And the
final differential non-coherent ML decision metric for unitary OSTBCs is
xˆi
∣∣∣
ML
= argmax
xi∈Ai
<{x˜ixi}. (5.39)
This is the most remarkable advantage of unitary OSTBCs, where the ML decision
on the different data symbols can be decoupled resulting in a significant reduction in
complexity. Namely, the search space for the K symbols is
∑K
i=1 qi instead of
∏K
i=1 qi.
If all symbols are drawn from the same alphabet of size q, then the search space com-
plexity is qK rather than qK , i.e. the complexity increases only linearly with K rather
than exponentially. A decoder like in (5.39) decides on one complex symbol at a time,
and therefore it is said to perform Single Complex Symbol Decoding (SCSD). Since
the K symbols are independent, they can be decoded in parallel resulting in further
reduction in the decoding delay. Owing to such complexity and delay reduction, the
metric in (5.39) is sometimes termed as fast ML decoding.
Figure 5.3 describes the transmission of a differential STBC with M transmit an-
tennas and N receive antennas. The block diagram is a more detailed description of
the STBC architecture shown in Figure 4.2b, with the receiver performing SCSD. All
hmn ∀m = 1, ...,M and n = 1, ..., N are independent quasi-static flat Rayleigh fading
channels. The ST coder block populates the code matrix V zτ with the K symbols
x1, ..., xK , and therefore vtm, t = {1, ..., T}, and m = {1, ...,M} depend on the code
matrix used. In unitary transmission, Ai for i = 1, ..., K are PSK alphabets.
Performance Analysis
Since all transmit diversity schemes covered in this thesis are easily extendable to in-
clude multiple receive antennas, the receiver metrics are always derived for a MIMO
system. However, for the sake of performance comparison between the different schemes,
it is enough to use only one receive antenna in system simulations. Monte Carlo simu-
lations have been carried out over a Rayleigh block fading channel using the differential
encoding in (5.35) and the non-coherent receiver metric in (5.39).
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Figure 5.3: A block diagram showing the differential transmission of an STBC scheme
over an M×N MIMO system with a non-coherent receiver that performs SCSD.
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Figure 5.4 compares the BER performance of differential non-coherent 2×1 sys-
tems using Alamouti’s scheme with QPSK alphabet for all symbols, and using the
cyclic group DUSTM scheme at a transmission rate of 2 bits/s/Hz. Clearly Alam-
outi’s scheme outperforms the cyclic DUSTM scheme by about 3 dB. Also included is
the error performance of the 1×2 SIMO non-coherent system described in section 3.2.
All curves are parallel in the high SNR range since they have the same diversity order
of 2. Recall that both OSTBCs and DUSTM achieve full diversity, i.e DO=MN = 2
and the SIMO system achieves a diversity order of N = 2.
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Figure 5.4: Comparing the 2×1 DUSTM cyclic group scheme with differential
Alamouti’s scheme that uses PSK symbols at 2 bits/s/Hz. Additionally included is
the error performance of the 1×2 differential SIMO scheme.
Observe that Alamouti’s scheme suffers a 3 dB performance loss compared to the
1×2 SIMO system. As explained in [13, section V.A], this effect is due to the fact
that, for the MISO system to transmit the same total power as that transmitted by
the SIMO system, the total power in the MISO case is divided over the M transmit
antennas reducing the energy allocated to each symbol by a factor of M . This trans-
lates to a performance penalty of 10 log10M dB, i.e. 3 dB in the two transmit antenna
case. Therefore, the 1×M SIMO error rate curve can be used to set an upper bound
on the best achievable performance of an M×1 transmit diversity system that achieves
the same spectral efficiency. In other words, the best an M×1 transmit diversity sys-
tem can do is to be worse than the corresponding 1×M receive diversity system by
10 log10M dB.
For a transmission rate of 4 bits/s/Hz, Alamouti’s scheme is used with 16-PSK
symbols and compared to a cyclic group code that achieves the same transmission rate
using the generator matrix G=diag{e j2pi256 , e j2pi75256 } [33]. Alamouti’s scheme achieves an
SNR advantage of about 5 dB as shown in Figure 5.5.
For four transmit antenna systems, the T-H code matrix in (5.29) is used. Since the
code rate is 3/4, in order to achieve a transmission rate of 2 bits/s/Hz or 4 bits/s/Hz,
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Figure 5.5: Comparing the 2×1 DUSTM cyclic group scheme with differential
Alamouti’s scheme that uses PSK symbols at 4 bits/s/Hz.
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(a) η = 2 bits/s/Hz
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(b) η = 3 bits/s/Hz
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Figure 5.6: BER curves for a differential 4×1 system that uses unitary OSTBC T-H
code matrix in (5.29) with PSK symbols
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one needs to use unequal alphabet size. To achieve a spectral efficiency of η, one needs
to satisfy
η =
n1 + n2 + n3
4
(5.40)
where ni is the number of bits carried by symbol xi in (5.29). In general, the highest
order alphabet is the one that dominates the performance. Therefore n1, n2, and n3
should be made as close as possible. For example to achieve 2 bits/s/Hz, the com-
bination n1 = 2, n2 = 3, n3 = 3 is chosen, and is denoted as 4/8/8 PSK alphabet.
Similarly for the 4 bits/s/Hz, 32/32/64 PSK alphabet is used. For a transmission rate
of 3 bits/s/Hz, 16 PSK alphabet can be used for all symbols. The BER curves for
the different transmission rates using the T-H code in 4×1 differential non-coherent
systems are shown in Figure 5.6. For 2 bits/s/Hz, the cyclic DUSTM code achieves
about 2.25 dB performance loss compared to the 4/8/8 PSK OSTBC. The BER curve
of the SIMO 1×4 system at 2 bits/s/Hz is included after shifting it to the right by
10 log10(4) = 6 dB to show the best performance a 4×1 system can achieve. Again all
curves are parallel since they all have the same diversity order of 4.
5.2.2 Non-unitary OSTBCs
Restricting the use of OSTBCs to unitary transmission using PSK alphabets will lead
to performance degradation as more bits are to be transmitted per channel use. Just as
in the SISO case, the higher the alphabet order of PSK, the more constellation points
are placed on the same circle and therefore the higher the probability of decoding
error. Allowing information bits to be carried over the amplitude in addition to the
phase of the transmit signals will result in a more efficient utilization of the complex
space. This will potentially lead to performance enhancement. Tao and Cheng pro-
posed in [19] a differential encoding scheme for OSTBCs using QAM alphabets. This
subsection shows their approach for differential encoding of non-unitary OSTBCs. The
ML non-coherent metric is derived, together with another sub-optimum non-coherent
metric that has a significantly reduced complexity. Finally, the error performance will
be compared to unitary OSTBCs.
Code Construction
Consider the case when the information symbols are drawn from a non-unitary con-
stellation. Since for any OSTBC, all K symbols appear on all columns of the code
matrix (like in (5.27) and (5.29)) 1, all columns carry the same power and the code
matrix V zτ at the τ
th block index satisfies
V †zτV zτ =
K∑
i=1
|xi|2
p
IM
∆
= a2τ IM . (5.41)
1In fact, the existence of every information symbol on all columns of the information matrix is a
necessary but insufficient condition for achieving full diversity. Since OSTBCs achieve full diversity,
this condition is satisfied.
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Here symbols xi are the symbols drawn at time index τ , and aτ is defined as the ampli-
tude of matrix V zτ . In this case, matrix V zτ is considered to be scaled unitary, since
all columns are mutually orthogonal, and all of them have the same power (a2τ ), but
this power in general varies with τ .
In the context of differential encoding, one must ensure that the power of the
transmit matrices does not increase or decrease indefinitely. For this to be satisfied,
some power normalization should be considered. The following differential encoding
equation shows one way to satisfy such power constraint
Sτ =
V zτSτ−1
aτ−1
. (5.42)
Compared to the differential encoding of unitary OSTBCs in (5.35), in non-unitary
OSTBCs we need to divide by the amplitude of the previously transmitted matrix.
This division removes the effect of the power of the previously transmitted block so
that only the power of V zτ contributes to the power of Sτ . If the transmission is
initiated by an identity matrix, then by writing down the first few transmit blocks, we
get
S0 = IM =⇒ S†0S0 = IM =⇒ a0 = 1;
S1 =
V z1S0
a0
=⇒ S†1S1 = V †z1V z1 = a21IM
S2 =
V z2S1
a1
=⇒ S†2S2 =
S†1V
†
z2
a1
V z2S1
a1
=
a22
a21
S†1S1 =
a22
a21
a21IM = a
2
2IM = V
†
z2
V z2 .
Therefore at any time index τ , the power of the transmit matrix Sτ is the same as the
power of the information matrix V zτ , namely
S†τSτ = V
†
zτV zτ = a
2
τIM , ∀ τ. (5.43)
In the transmission equation Y τ =
√
ρSτH + W τ , in order to ensure that ρ is
the average SNR at each receive antenna per time slot, we need to satisfy the energy
constraint E[
M∑
m=1
|stm|2] = 1 ∀ t defined in (3.2). This constraint can be stated as:
The average power of every row in Sτ is required to be 1. Alamouti’s code matrix
in (5.27) and the T-H code matrix in (5.29) satisfy V †zτV zτ = V zτV
†
zτ = a
2
τIM , and
using (5.43), also S†τSτ =SτS
†
τ = a
2
τIM . In other words, the power of all columns of
Sτ is the same as the power of all rows of S is a
2
τ . Therefore satisfying the power
constraint in (3.2) is equivalent to satisfying E[V †zτV zτ ] = IM ∀ τ . This is equivalent
to satisfying E[a2τ ] = 1 ∀ τ . Assuming all alphabets to be of unit average energy (i.e.
E[|xi|2] = 1 ∀ i = 1, ..., K) and using (5.41), the energy constraint reduces to
E[a2τ ]
!
= 1 =⇒
E
[ K∑
i=1
|xi|2
]
p
=
KE[|xi|2]
p
!
= 1 =⇒ p != K. (5.44)
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ML Differential Decoder
To derive the non-coherent ML decision metric for non-unitary OSTBCs, we start from
the general form of the non-coherent ML metric for any STC scheme in (4.35), namely
Vˆ zτ
∣∣∣
ML
= argmax
l={0,...,L−1}
tr{ρY¯ †τ S¯(l)(IM+ρS¯(l)†S¯(l))−1S¯(l)†Y¯ τ}−N ln{det(IM+ρS¯(l)†S¯(l))},
(5.45)
where ρ is the SNR at each receive antenna, Y¯ τ =
[
Y τ−1
Y τ
]
and S¯
(l)
is the lth possible
transmit two-block matrix. Based on the differential encoding defined in (5.42), S¯
(l)
can be written as
S¯
(l)
=
Sτ−1
S(l)τ
 =
 Sτ−1
V lSτ−1
aτ−1
 =
aτ−1IM
V l
 Sτ−1
aτ−1
.
Recall from the discussion on (4.30) that multiplying S¯
(l)
by a unitary matrix from the
right does not change the non-coherent ML receiver metric. Therefore, the transmit
two-block matrices
[
aτ−1IM
V l
]
Sτ−1
aτ−1
and
[
aτ−1IM
V l
]
are indistinguishable to the receiver,
since Sτ−1
aτ−1
is a unitary matrix ∀ τ . As a result, the transmit candidate matrix can be
written in a canonical form as
S¯
(l) ≡
[
aτ−1IM
V l
]
. (5.46)
Using (5.46), the argument of the inverse and the determinant terms in (5.45) becomes
IM + ρS¯
(l)†
S¯
(l)
= IM + ρ
[
aτ−1IM V
†
l
] [aτ−1IM
V l
]
= IM + ρ(a
2
τ−1 + a
2
τ (l))IM
=
(
1 + ρ(a2τ−1 + a
2
τ (l))
)
IM , (5.47)
where we have used (l) in a2τ (l)IM to emphasize that it is dependent on the candidate
code matrix V l, i.e. V
†
lV l=a
2
τ (l). The determinant of (5.47) is
det
(
(1 + ρ(a2τ−1 + a
2
τ (l)))IM
)
=
(
1 + ρ(a2τ−1 + a
2
τ (l))
)M
,
and the inverse is(
(1 + ρ(a2τ−1 + a
2
τ (l)))IM
)−1
=
(
1 + ρ(a2τ−1 + a
2
τ (l))
)−1
IM .
Therefore, the ML metric in (5.45) reduces to
Vˆ zτ
∣∣∣
ML
= argmax
V l∈Ω
ρ
1 + ρ(a2τ−1 + a2τ (l))
tr{Y¯ †τ S¯(l)S¯(l)†Y¯ τ}−MN ln{1+ρ(a2τ−1+a2τ (l))},
(5.48)
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where,
tr{Y¯ †τ S¯(l)S¯(l)†Y¯ τ} = ‖S¯(l)†Y¯ τ‖2F
= ‖
[
aτ−1IM V
†
l
] [Y τ−1
Y τ
]
‖2F
= ‖aτ−1Y τ−1 + V †lY τ‖2F , (5.49)
and the non-coherent ML metric for differential non-unitary OSTBCs reduces finally
to
Vˆ zτ
∣∣∣
ML
= argmax
V l∈Ω
ρ
1 + ρ(a2τ−1 + a2τ (l))
‖aτ−1Y τ−1 + V †lY τ‖2F −MN ln{1 + ρ(a2τ−1 + a2τ (l))}.
(5.50)
As shown in (5.50), the ML differential decision metric for non-unitary OSTBCs
requires symbols x1, ..., xK embedded in V l to be jointly detected. Losing the symbol
decoupling advantage leads to an exponential increase in the receiver complexity with
the number of encoded symbols. To alleviate this problem, one needs to consider some
sub-optimum decision technique that maintains the symbol decoupling advantage and
achieves an acceptable performance. For this purpose, the authors in [19] used another
metric which they named a near-optimal metric as it provides a performance very close
to the ML performance.
Near-Optimal Differential Decoder
Based on the Rayleigh block fading channel model, two consecutive received matrices
at block indices τ − 1 and τ can be written as
Y τ−1 =
√
ρSτ−1H +W τ−1 (5.51)
Y τ =
√
ρSτH +W τ . (5.52)
Using the differential encoding equation in (5.42), (5.52) can be rewritten as
Y τ =
√
ρ
V zτSτ−1
aτ−1
H +W τ . (5.53)
Multiplying (5.51) from the left by V zτ
aτ−1
, then subtracting the resulting equation from
(5.53), we get
Y τ = a
−1
τ−1V zτY τ−1 +W τ − a−1τ−1V zτW τ−1︸ ︷︷ ︸
∆
=
√
1+a−2τ−1a2τW
′
τ
(5.54)
where W ′τ is an equivalent noise matrix whose elements are i.i.d. complex Gaussian
random variables with zero mean and variance 1/2 per dimension. (5.54) looks as if
V zτ was transmitted over a known channel matrix a
−1
τ−1Y τ−1, and then corrupted by
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an AWGN noise with variance 1 + a−2τ−1a
2
τ . Since aτ−1 and aτ are on average the same,
it follows that the noise variance is on average 2, i.e. twice as much as the variance of
the actual channel noise. This doubling of noise translates to to the well-known 3 dB
performance degradation of non-coherent systems compared to coherent ones.
If we neglect the dependency of the noise variance on the transmitted signals, we
can transform our problem to a virtual coherent system which decides on the candidate
matrix that suffers the least the noise variance. This arrives us to the following near-
optimal differential decoder
Vˆ zτ = argmin
V l∈Ω
‖Y τ − a−1τ−1V lY τ−1‖2F (5.55)
= argmin
V l∈Ω
tr{(Y τ − a−1τ−1V lY τ−1)(Y †τ − a−1τ−1Y †τ−1V †l )}
= argmin
V l∈Ω
tr{ Y τY †τ︸ ︷︷ ︸
indep. of l
−a−1τ−1V lY τ−1Y †τ − a−1τ−1Y τY †τ−1V †l + a−2τ−1V lY τ−1Y †τ−1V †l}
= argmax
V l∈Ω
a−1τ−1 tr{V lY τ−1Y †τ + Y τY †τ−1V †l} − a−2τ−1 tr{V †lV l︸ ︷︷ ︸
a2τ (l)IM
Y τ−1Y
†
τ−1}
= argmax
V l∈Ω
2
aτ−1
<{tr(V lY τ−1Y †τ )} −
a2τ (l)
a2τ−1
tr{Y τ−1Y †τ−1}︸ ︷︷ ︸
y˜
Using the dispersive form of V l in (5.30), the near-optimal metric becomes
Vˆ zτ = argmax
xi∈Ai
2
aτ−1
<{tr
(
(
1√
K
K∑
i=1
Aixi +Bix
∗
i )Y τ−1Y
†
τ
)
} − a
2
τ (l)
a2τ−1
y˜
= argmax
xi∈Ai
2√
K
K∑
i=1
<{tr
(
AiY τ−1Y †τ xi +BiY τ−1Y
†
τ x
∗
i
)
} − a
2
τ (l)
aτ−1
y˜
= argmax
xi∈Ai
K∑
i=1
2√
K
<{tr
(
AiY τ−1Y †τ +B
∗
iY
∗
τ−1Y
T
τ
)
︸ ︷︷ ︸
x˜i
xi} − y˜
aτ−1
K∑
i=1
|xi|2
K
Vˆ zτ =
K∑
i=1
argmax
xi∈Ai
<{x˜ixi} − y˜
2aτ−1
√
K
|xi|2
Therefore, the near-optimal decoder decouples the data symbols x1, ..., xK resulting in
linear complexity, and the decision metric for symbol xi finally becomes
xˆi = argmax
xi∈Ai
<{x˜ixi} − y˜
2aτ−1
√
K
|xi|2 (5.56)
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In [19], the authors showed that the performance of the near-optimal decoder in
(5.56) is only marginally worse –by about 0.3 dB– than that of the optimal decoder in
(5.50). Note also that the amplitude aτ−1 of the previously transmitted matrix appears
in both the optimal and the near-optimal metrics. This indicates the possibility of error
propagation, because if V zτ−1 is wrongly decided, aτ−1 will also be wrong. However,
the authors in [19] showed that the error rate curves resulting from the assumption
of perfect knowledge of aτ−1 are almost the same as when no knowledge of aτ−1 is
assumed, which indicates no error propagation. This was concluded for the optimal
metric, and we assume the same behaviour for the near-optimal decoder.
Interestingly, if the symbols were drawn from a constant-energy alphabet, the met-
ric in (5.56) will be the same as the non-coherent Maximum Likelihood metric for
unitary OSTBCs in (5.39). In other words, the non-coherent ML metric for unitary
OSTBCs can be also reached by which decides on the candidate matrix that suffers
the least the noise variance in the virtual coherent system in (5.54) with aτ =1 ∀ τ .
Owing to its significant reduction in decoding complexity, the near-optimal metric
is the one we consider by default when differentially decoding non-unitary OSTBCs.
The sub-optimal decoder achieves SCSD and the transmission can also be described
by Figure 5.3, with Ai being the non-unitary alphabet from which symbol xi is drawn.
In general, any non-unitary constellation can be used. Here, we study the use of QAM
alphabets. In the case of rectangular QAM, the real and the imaginary components of
the symbols can be independently encoded, since rectangular QAM can be viewed as
two independent PAM constellations. We may utilize this advantage by further split-
ting the decision on the real and the imaginary components of the symbols, reducing
the decoder metric of (5.56) to
xˆRi = argmax
xRi ∈APAMi
x˜Ri x
R
i −
y˜
2aτ−1
√
K
|xRi |2
xˆIi = argmax
xIi∈APAMi
−x˜IixIi −
y˜
2aτ−1
√
K
|xIi |2,
(5.57)
where x˜i = x˜
R
i + jx˜
I
i and xi = x
R
i + jx
I
i . Using the above metric for rectangular
QAM constellations reduces the decoding complexity further. This is because the
search space of one dimensional PAM alphabet is square root of the corresponding
two dimensional QAM. For example in 16-QAM alphabet, the search space is reduced
from 16 candidates to 2 × √16 = 8 candidates, and in 64-QAM, the search space is
reduced from 64 to 2 × √64 = 16 candidates. A decoder like in (5.57) that decides
on one-dimensional component of each symbol independently will be referred to as
performing Single Real Symbol Decoding (SRSD).
Performance Analysis
Simulations have been done for 2×1 and 4×1 systems using Alamouti’s code matrix in
(5.27) and the T-H code matrix in (5.29), respectively. The channel assumed is again
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a flat Rayleigh block fading channel with independent coefficients. The systems use
the differential encoding equation in (5.42) and the near-optimal differential decoder
in (5.56), except for rectangular QAM alphabets where metric (5.57) is used.
For QAM alphabets whose size has integer square roots, rectangular constellation
is used (like 16-QAM and 64-QAM). Otherwise circular constellation is used (like
8-QAM and 32-QAM). Rectangular constellation can be easily defined, however for
circular constellation we have the advantage of more freedom in placing the constella-
tion points. To make use of this advantage, optimization for the 8-QAM constellation
is carried out. We started with the constellation shown on the left of Figure 5.7 by
defining two 4-PSK circles with different radii. We define two optimization parameters,
namely θ which is the relative angle of rotation between the two circles and a which
is the ratio between the circles radii. Then error rate simulations were carried out at
Eb/N0 of 14 dB (a point in the high SNR range) for different a and θ. Figure 5.8 shows
that optimally the inner circle should be rotated by 450 relative to the outer circle for
all values of a considered. For a=1.6, the SER is lowest. The optimized constellation
is shown on the right of Figure 5.7.
optimal constellation
and
initial constellation
a = 1.6θ = 450
450 a=1.6θ a
Figure 5.7: Optimization for use of 8-QAM with OSTBCs
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Figure 5.8: SER vs angle of rotation for an 8-QAM constellation used with OSTBCs.
Figure 5.9 compares the BER curves of Alamouti’s code using PSK vs. QAM sym-
bols. At a transmission rate of 3 bits/s/Hz, there is almost no difference in performance
of the 8-QAM compared to 8-PSK. At a transmission rate of 4 bits/s/Hz, the use of
5.2 Orthogonal Space-Time Block Codes 79
16-QAM results in an SNR advantage of about 2 dB compared to 16-PSK. Moreover,
the search space for 16-QAM is 8 candidates per complex symbol using the metric
in (5.57), whereas for 16-PSK all 16 candidates must be tested. For 4×1 systems,
Figure 5.10 shows the BER curves at different transmission rates. At 2 bits/s/Hz, the
alphabet size combination 4/8/8 is chosen. As shown, using 4/8/8 QAM results in
only 0.5 dB gain compared to 4/8/8 PSK. Also shown is the BER curve of the 1×4
non-coherent SIMO system after shifting it 6 dB to the right to account for the power
division loss of the 4×1 MISO system. Clearly, using OSTBC with QAM alphabet
is still far worse than the reference SIMO curve. For higher order constellation, the
performance of PSK alphabet deteriorates significantly compared to QAM as shown
for the transmission rates of 3 bits/s/Hz and 4 bits/s/Hz.
Note that the curves of the OSTBC using QAM are parallel to those that use PSK
constellation. This indicates that also non-unitary non-coherent OSTBCs achieve full
diversity. This however was not explicitly proved in the literature. In coherent sys-
tems, the full diversity condition based on the rank criteria was proved to apply for any
STBC. Whereas in the differential non-coherent case, this was analytically proved true
only for unitary transmission as derived in section 4.4. Based on our results, we con-
jecture that the rank criteria is still the diversity criteria for non-coherent non-unitary
OSTBCs.
In conclusion, this chapter covered two classes of STCs, namely USTM and OS-
TBCs, in the differential domain. The USTM first looked appealing, since the trans-
mitter’s role is simplified. However, due to the direct mapping of bits to matrices,
the receiver complexity increases exponentially with the number of transmit antennas
and the spectral efficiency. On the other hand, OSTBCs map bits first to symbols
and then to orthogonal code matrices. If the symbols belong to PSK alphabets, the
code matrices are unitary and the ML metric performs SCSD. If they belong to QAM
alphabets, the code matrices are scaled unitary and a near-optimal metric is used to
achieve SCSD. DUSTM is inferior to all OSTBCs in terms of complexity and error
performance for all transmission rates. The advantage of using QAM relative to PSK
alphabets in OSTBCs is significant only for alphabet size larger than 8.
Although OSTBCs with QAM alphabets showed the best performance of the afore-
mentioned schemes, still their performance is worse than the reference (shifted) SIMO
curves. This indicates the possibility of existence of other schemes that make better
use of the available resources to improve the reliability of transmission and increase
the data rate. One such scheme is the so-called Quasi Orthogonal Space-Time Block
Codes (QOSTBCs), which relaxes the condition of orthogonality of the code matrices
to enhance the code rate. It is the role of the next chapter to motivate the use of
QOSTBCs, and show how much advantage these codes may achieve.
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Figure 5.9: BER curves for 2×1 differential OSTBC systems that use Alamouti’s
code matrix in (5.27) using ML decoder in case of PSK symbols and near-optimal
decoder in case of QAM symbols.
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Figure 5.10: BER curves for 4×1 differential OSTBC systems that use T-H code
matrix in (5.29) using ML decoder in case of PSK symbols and near-optimal decoder
in case of QAM symbols.
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6 Quasi Orthogonal Space-Time Block
Codes
In the previous chapter, the class of orthogonal STBCs has shown to be an attrac-
tive transmit diversity approach due to its low decoding complexity and its ability to
achieve full transmit diversity for any number of transmitting antennas and any com-
plex signal constellation. However, providing full code rate with complex OSTBCs is
not possible for more than two transmit antennas. One way to achieve higher rates
with STBCs is to relax the orthogonality condition of OSTBCs arriving at a new class
of STCs known as Quasi-Orthogonal Space-Time Block Codes (QOSTBC). This new
class was first presented by Jafarkhani in [34] and independently by Tirkkonen et al.
in [35].
Unlike in OSTBCs, in QOSTBCs not all columns of the code matrix are orthogonal.
The main idea of QOSTBCs lies in dividing the columns of the code matrix into dif-
ferent groups. Columns of different groups are mutually orthogonal, whereas columns
within same group are not. This construction allows a higher code rate than that
achieved by OSTBCs for the same number of transmit antennas. For most QOSTBCs
presented in the literature, the improvement in the code rate comes at the expense of
a higher decoding complexity. For four transmit antennas, the QOSTBCs proposed in
[34] and [35] decode two complex symbols jointly, the so-called pair-wise complex sym-
bol decoding. Additionally, these codes do not achieve full diversity. Later on, studies
like in [36] and [37] showed the possibility of achieving full diversity for QOSTBCs by
rotating the constellation. These codes however still require the joint detection of two
complex symbols.
In 2004, Yuen et al. proposed in [24] a construction of QOSTBCs that is based
on interleaving the real and imaginary components of the symbols allowing the de-
coder to decouple all symbols achieving SCSD. For this reason, such codes were named
Minimum Decoding Complexity QOSTBCs (MDC-QOSTBCs). With these codes, full
diversity is also achievable with appropriate constellation rotation. In [38], the same
authors have shown a systematic approach for designing MDC-QOSTBCs by extend-
ing OSTBCs. They have also shown that this code achieves full rate for four transmit
antennas and rate 3/4 for eight transmit antennas. Compared to other QOSTBCs pro-
posed in the literature, MDC-QOSTBCs result in a marginal performance loss.
Owing to their reduced decoding complexity and good performance, we consider
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MDC-QOSTBCs to achieve a good rate-performance-complexity trade off. Conse-
quently, this chapter will focus on this type of QOSTBCs. In Section 6.1, we explain
the algebraic construction upon which MDC-QOSTBCs are built, as well as the full
diversity condition for these codes. Section 6.2 shows an approach used by the same
authors in [39] for differentially encoding MDC-QOSTBCs. This approach orthogonal-
ize the code matrix by imposing some conditions on the constellation. Such conditions
will be shown to achieve degraded performance for high transmission rates.
Differential encoding –without orthogonalization– for any QOSTBC remained un-
clear until Zhu and Jafarkhani published in [40] one possible way out for using any
QOSTBC in the differential domain. This differential transmission methodology will
be explained in Section 6.3. The used QOSTBC in [40] however requires pair-wise
complex symbol decoding. Motivated by the good features of MDC-QOSTBCs, we
desire to extend them to the differential framework using the differential encoding ap-
proach in [40]. To the best of our knowledge, MDC-QOSTBCs have not been used in
differential non-coherent systems for arbitrary complex signal constellation. In Section
6.3.1, we propose the differential version of MDC-QOSTBC for four transmit anten-
nas that achieves full rate, full diversity and requires SCSD. Then in Section 6.3.2, a
half-diversity differential MDC-QOSTBC that achieves SRSD with rectangular QAM
constellation is proposed.
6.1 Minimum Decoding Complexity QOSTBCs
This section covers the construction and the properties of MDC-QOSTBCs proposed
in [24, 38, 41] to serve all subsequent sections of this chapter. In [24], Yuen et al.
have shown that the algebraic construction of an MDC-QOSTBC with even number
of transmit antennas is based on extending an OSTBC that has half the number of
transmit antennas and sends half the symbols in half the time slots. Namely, an
MDC-QOSTBC that encodes K symbols over M transmit antennas in T time slots
is constructed from an OSTBC that encodes K/2 symbols over M/2 transmit antennas
in T/2 time slots. If the dispersion matrices of the (M/2,K/2, T/2) OSTBC are denoted
as U i and Qi, then the dispersion matrices of the (M,K, T ) MDC-QOSTBC can be
constructed by the following four mapping rules
(i)U i =
[
U i 0
0 U i
]
(ii) Qi =
[
0 jU i
jU i 0
]
(iii)U i+K
2
=
[
jQ
i
0
0 jQ
i
]
(iv)Qi+K
2
=
[
0 Q
i
Q
i
0
] 1 ≤ i ≤ K
2
(6.1)
Using the properties of OSTBCs in (5.34) together with the above construction,
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the set of dispersion matrices U i and Qi of MDC-QOSTBCs can be shown to satisfy
(i) U †iU d =−U †dU i,
(ii) Q†iQd =−Q†dQi
(iii) U †iQd =Q
†
dU i
1 ≤ i 6= d ≤ K (6.2)
Although the above MDC-QOSTBCs’ properties look like the properties of OSTBCs
in (5.34, ii-iii), (6.2, iii) holds only for i 6= d.
In fact, for any QOSTBC to be able to decouple all symbols and achieve SCSD,
its dispersion matrices must comply with the properties in (6.2) [42]. Therefore, these
properties are referred to as MDC-QO constraints.
The code rate of (M/2,K/2, T/2) OSTBC is K/2
T/2
= K
T
and that of (M,K, T ) MDC-
QOSTBC is also K
T
. In conclusion, an MDC-QOSTBC achieves the same code rate as
the half-size OSTBC used to construct it. Therefore, an MDC-QOSTBC can achieve
full rate for four transmit antennas and rate 3/4 for eight transmit antennas.
Based on the construction rules and the properties of an MDC-QOSTBC, its code
matrix satisfies (see the proof in (B.8))
V †V =
α
K
IM +
β
K
[
0 I M
2
I M
2
0
]
, (6.3)
where
α=
K∑
i=1
|xi|2, β=2
K
2∑
i=1
−xRi xIi + xRi+K
2
xI
i+K
2
. (6.4)
To study the diversity achieved by these codes, one needs to get an expression for the
minimum determinant of the distance matrices Dll′ , 0 ≤ l 6= l′ ≤ L− 1. Here, we omit
the subscript ll′ for simplicity. Such an expression for the considered MDC-QOSTBCs
was proved in (B.12) to be
det(D†D)
∣∣∣
min
=
1
K
[(∆xR)2 − (∆xI)2]M (6.5)
where ∆xR and ∆xI represent the difference in the real and the imaginary compo-
nents between two constellation points. This indicates that full diversity is achieved
only when the absolute difference between the real parts of any two points in the con-
stellation is not the same as the absolute difference between their imaginary parts.
Alamouti’s code matrix in (5.27), whose U i and Qi dispersion matrices are
U 1 =
[
1 0
0 1
]
, Q
1
=
[
1 0
0 −1
]
, U 2 =
[
0 1
−1 0
]
, Q
2
=
[
0 1
1 0
]
, (6.6)
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can be extended using (6.1) to construct the dispersion matrices of the four-transmit
antenna MDC-QOSTBC as
U 1 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , Q1 =

0 0 j 0
0 0 0 j
j 0 0 0
0 j 0 0
 , U 2 =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 , Q2 =

0 0 0 j
0 0 −j 0
0 j 0 0
−j 0 0 0
 ,
U 3 =

j 0 0 0
0 −j 0 0
0 0 j 0
0 0 0 −j
 ,Q3 =

0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0
 ,U 4 =

0 j 0 0
j 0 0 0
0 0 0 j
0 0 j 0
 ,Q4 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 ,
and using the disperive form in (5.33), the full-rate MDC-QOSTBC code matrix for
four transmit antennas becomes
V =
1√
4

xR1 + jx
R
3 x
R
2 + jx
R
4 −xI1 + jxI3 −xI2 + jxI4
−xR2 + jxR4 xR1 − jxR3 xI2 + jxI4 −xI1 − jxI3
−xI1 + jxI3 −xI2 + jxI4 xR1 + jxR3 xR2 + jxR4
xI2 + jx
I
4 −xI1 − jxI3 −xR2 + jxR4 xR1 − jxR3
 . (6.7)
Similarly extending the (4, 3, 4) T-H code in (5.29), the code matrix of the (M=8, K=
6, T =8) rate 3/4 eight-transmit antenna MDC-QOSTBC becomes
V =
1√
6

xR1 + jx
R
4 x
R
2 + jx
R
5 x
R
3 + jx
R
6 0 −xI1 + jxI4 −xI2 + jxI5 −xI3 + jxI6 0
−xR2 + jxR5 xR1 − jxR4 0 −xR3 − jxR6 xI2 + jxI5 −xI1 − jxI4 0 xI3 − jxI6
−xR3 + jxR6 0 xR1 − jxR4 xR2 + jxR5 xI3 + jxI6 0 −xI1 − jxI4 −xI2 + jxI5
0 xR3 − jxR6 −xR2 + jxR5 xR1 + jxR4 0 −xI3 + jxI6 xI2 + jxI5 −xI1 + xI4
−xI1 + jxI4 −xI2 + jxI5 −xI3 + jxI6 0 xR1 + jxR4 xR2 + jxR5 xR3 + jxR6 0
xI2 + jx
I
5 −xI1 − jxI4 0 xI3 − jxI6 −xR2 + jxR5 xR1 − jxR4 0 −xR3 − jxR6
xI3 + jx
I
6 0 −xI1 − jxI4 −xI2 + jxI5 −xR3 + jxR6 0 xR1 − jxR4 xR2 + jxR5
0 −xI3 + jxI6 xI2 + jxI5 −xI1 + xI4 0 xR3 − jxR6 −xR2 + jxR5 xR1 + jxR4

.
(6.8)
Interesting and useful insights can be observed from the MDC-QOSTBC code matrices
as those shown in (6.7) and (6.8). Clearly the construction defined in (6.1) results in
interleaving the real and imaginary components of the information symbols. Such
interleaving is one possible way for achieving the single complex symbol decodability.
Another observation is that the resulting code matrices have the so-called ”ABBA”
structure. In such a structure, the matrix is divided into four blocks, where each two
diagonally opposite blocks are the same. In fact, several QOSTBCs proposed in the
literature posses such a structure. Moreover, each block matrix has the same form as
the half-size OSTBC used to construct it. Namely, the block matrices in (6.7) have an
Alamouti structure shown in (5.27), and those in (6.8) have a T-H structure shown in
(5.29).
6.2 Orthogonalized Differential MDC-QOSTBCs 85
6.2 Orthogonalized Differential MDC-QOSTBCs
The MDC-QOSTBC scheme described in Section 6.1 was applied in [38, 41] for coher-
ent systems. However, several practical perspectives like fast channel variation and/or
the requirement of low-complexity receivers may demand avoiding the use of chan-
nel estimation required by coherent systems. With OSTBCs, non-coherent detection
was made possible through the differential encoding equations defined in (5.35) and
(5.42). When considering QOSTBCs, it is not really easy to see how these codes
can be encoded differentially. In particular, it is not easy to think of a differential
encoding equation for a QOSTBC that maintains the properties of the code, and en-
sures a constant average power per transmit block. For this reason the authors of the
MDC-QOSTBC scheme thought of orthogonalizing the code as a way out to use it
in the differential non-coherent domain. This is basically achieved by imposing some
constraints on the signal constellation to make the code orthogonal, i.e. the resulting
code is only conditionally orthogonal and will be referred to as Orthogonalized MDC-
QOSTBC (OMDC-QOSTBC). This section will describe such an approach which was
proposed in [39] and will compare its error performance with the unconditionally or-
thogonal STBCs that use arbitrary signal constellations.
It is worth mentioning that the full diversity criterion was proved to be the determi-
nant (or rank) criterion for any STBC in coherent systems, but only for unitary STBCs
in non-coherent systems. Nevertheless, we use –without proof– the same criterion for
non-unitary and for quasi-orthogonal STBCs in the investigated non-coherent systems.
The error rate curves will be shown to agree with our assumption that the rank crite-
rion is still the full diversity criterion for non-unitary and QOSTBCs in non-coherent
systems.
6.2.1 Constellation Design
For anM ×M code matrix V to be orthogonal, it must satisfy
V †V = a2IM ,
for some scalar a. From (6.3), MDC-QOSTBCs can be made orthogonal by forcing β
in (6.4) to be zero, i.e. requiring
xRi x
I
i
!
= xR
i+K
2
xI
i+K
2
, ∀ 1 ≤ i ≤ K
2
. (6.9)
The easiest way for this to be satisfied is to ensure that all constellation points satisfy
xRxI =ν, (6.10)
where x = xR + jxI is a point in the constellation being designed and ν is a constant.
For a positive ν, (6.10) represents a hyperbola shown in Figure 6.1a. Note that a
negative ν can also be chosen resulting in an equivalent constellation design with a
hyperbola in the other two quadrants of the complex space.
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To satisfy the energy constraint in (3.2) or equivalently to satisfy E[V †V ]=IM , a
normalization factor is used in the code matrices. In our work, such a factor assumes
a unit average symbol energy. Therefore, the constellation points chosen from the loci
of Figure 6.1a must additionally satisfy
E[|x|2] = 1, (6.11)
which represents concentric circles of unit average power. The solutions to conditions
(6.10) and (6.11) are the intersection points of the hyperbola with the concentric circles
as shown in Figure 6.1b for the case of only two circles. The intersections are defined
by points Ai, Bi, Ci and Di, where i is the circle number. The real and imaginary
parts of these points are indicated by the superscripts R and I, respectively. For the
same circle, the following is satisfied
(ARi )
2 + (AIi )
2 = (BRi )
2 + (BIi )
2 (6.12)
Since ν = ARi A
I
i = B
R
i B
I
i , then by subtracting 2ν from both sides of (6.12), we get
(ARi − AIi )2 = (BRi −BIi )2
ARi −BRi = AIi −BIi
∆R = ∆I (6.13)
which results in a zero determinant for the distance matrix in (6.5). Therefore, points
Ai & Bi and similarly points Ci & Di of the same circle should not both exist in
the constellation for the system to achieve full diversity. Additionally, for maximal
constellation points separation, points A and C are chosen on one circle, then points B
and D on the next circle, and so on resulting in the constellation shown in Figure 6.1c
when two circles are considered. Since every circle contains two constellation points,
the number of circles is half the alphabet size i.e. q/2, and the condition in (6.11) can
be rewritten as
q
2∑
i=1
r2i
!
=
q
2
(6.14)
Next step is to maximize the coding gain by maximizing the minimum determinant
in (6.5). It is required to find the optimal choice of ν and of the circles radii ri. The
choice of ν governs the choice of the two angles θ1 and θ2 shown in Figure 6.1c. A
clear proof in [39] has shown that optimally |θ1−θ2| = 90o, or equivalently the optimal
choice of ν is zero, making the constellation points lying on the x- or y-axis. Then the
optimal choice of the circles radii ri, i ∈ {1, ..., q/2} was calculated. In [39], this opti-
mization was done analytically for the 4-point constellation case, but only numerically
for the 8-point constellation case since analytical optimization becomes more tedious
in this case. The resulting optimal 4-point and 8-point constellations are shown in
Figure 6.2.
These constellations can be used with the full-rate four-transmit antenna MDC-
QOSTBC in (6.7) or the 3
4
rate eight-transmit antenna MDC-QOSTBC in (6.8). Thus
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Figure 6.1: Steps toward constellation design of OMDC-QOSTBC
for the four-transmit antenna case, the new code with the designed constellation is a
full-rate full-diversity orthogonal STBC. This may sound as if this code violates the
Hurwitz-Radon theorem, which states that for more than two transmit antennas, an
STBC that achieves full rate, full diversity and orthogonality for all possible complex
constellations can not exist. However, the theorem has not mentioned whether it is
possible for such codes to exist for some specific constellations (like the one used here).
Therefore, the code used here with the designed constellation does not violate the
Hurwitz-Radon theorem.
6.2.2 Performance Analysis
The MDC-QOSTBC with the constellation designed in the previous subsection is an
orthogonal code with unequal energy for the constellation points. Thus the differential
encoding in (5.42) and the non-coherent differential decoding in (5.56) of non-unitary
OSTBCs are applicable here. Simulations are performed for the four-transmit antenna
code matrix in (6.7) and the eight-transmit antenna code matrix in (6.8) using the
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Figure 6.2: Optimal 4-point and 8-point constellations for the OMDC-QOSTBC
4-point and 8-point constellations shown in Figure 6.2. The channel used is a quasi-
static flat Rayleigh fading channel.
For the four-transmit antenna case at 2 bits/s/Hz, we compare in Figure 6.3 both
the SER and the BER of the 4/8/8 PSK rate 3/4 OSTBC, the 4/8/8 QAM rate 3/4
OSTBC, the all 16-QAM rate 1/2 OSTBC and the full-rate OMDC-QOSTBC that uses
the 4-point constellation shown in Figure 6.2a. The rate 1/2 OSTBC uses a 4×4 code
matrix that simply appends four Alamouti blocks, whereas the rate 3/4 OSTBC uses
the T-H code matrix in (5.29).
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Figure 6.3: Comparing BER and SER of differential OMDC-QOSTBC with
differential OSTBCs for a 4×1 system at 2 bits/s/Hz
The authors of the OMDC-QOSTBC scheme compared its performance only with
the rate 1/2 OSTBC code that uses 16-QAM alphabet for all symbols. Clearly the per-
formance of their proposed scheme is significantly better. However, it is also possible
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to use an OSTBC with a higher code rate (like the rate 3/4 T-H code) that requires a
lower alphabet order and therefore potentially results in a better performance. Such
a code however requires different alphabet sizes for the different symbols to achieve a
spectral efficiency of 2 bits/s/Hz. Here the alphabet size combination 4/8/8 is chosen.
The 8-QAM used is the optimized one shown in Figure 5.7.
Consider first the SER curves shown in Figure 6.3a, the OMDC-QOSTBC has the
best performance of all other codes and clearly achieves full diversity. It achieves about
1 dB gain compared to the 4/8/8 PSK OSTBC, and only a slight improvement com-
pared to the 4/8/8 QAM OSTBC, but it posses the advantage that all symbols are
drawn from the same alphabet which simplifies the role of the Tx and the Rx.
The bit-to-symbol mapping used for all schemes is the gray coding. Nevertheless,
the BER and the SER curves indicate that if a scheme shows a better SER perfor-
mance compared to some other scheme, it will not necessarily show a better BER
performance. For example, the SER performance of the OMDC-QOSTBC shows a
1 dB gain compared to that of the 4/8/8 PSK OSTBC, and yet they both show al-
most the same BER performance. One interpretation to such a behaviour is that the
decoder of the OMDC-QOSTBC makes more correct symbol decisions than that of
4/8/8 PSK OSTBC, but a wrong decision in OMDC-QOSTBC results in more bit
errors than a wrong decision in 4/8/8 PSK OSTBC. The number of bit errors that
result from a symbol error is solely based on the bit-to-symbol mapping used as well
as the constellation. The constellation of the OMDC-QOSTBC showed to be inferior
to the standard PSK and QAM constellations which have less bit changes in the zone
of the neighboring symbols for every symbol.
From the perspective of the end-to-end communication link, the BER is the actual
measure of the link performance. From the BER curves, the 4/8/8 QAM OSTBC is
marginally better in performance compared to the OMDC-QOSTBC. However, the
search space of the OMDC-QOSTBC is 4×4 = 16 candidates and that of the 4/8/8
QAM code is 4+8+8=20 candidates. Moreover, the OMDC-QOSTBC uses the same
constellation for all symbols making the encoding and decoding simpler. In conclusion,
the OMDC-QOSTBC is so-far achieving the best performance-complexity trade off for
a spectral efficiency of 2 bits/s/Hz in a four-transmit antenna system.
At a spectral efficiency of 3 bits/s/Hz, Figure 6.4 shows the error performance of
the OSTBC that uses 16-PSK symbols, the OSTBC that uses 16-QAM symbols and
the OMDC-QOSTBC that uses the 8-point constellation in Figure 6.2b. Through the
SER curves, we see that the performance of the OMDC-QOSTBC is a little worse than
that of the 16-QAM OSTBC indicating that the OMDC-QOSTBC scheme deteriorates
for high transmission rates. This is because the constellation limits only two points on
every circle –to achieve full diversity– which does not utilize the complex space in the
best way. When comparing the BER performance, the 16-QAM OSTBC has about
1 dB SNR advantage compared to the OMDC-QOSTBC. Furthermore, the decoding
complexity of the 16-QAM OSTBC is less than that of the OMDC-QOSTBC. This
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is because the 16-QAM OSTBC can perform SRSD using the metric in (5.57) which
requires 4×2×3=24 1 test candidates, whereas the OMDC-QOSTBC performs SCSD
and requires 8×4 = 32 candidates. Thus, the 16-QAM OSTBC is superior in both
complexity and performance to all the so-far used four-antenna systems at a spectral
efficiency of 3 bits/s/Hz.
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Figure 6.4: Comparing BER and SER of OMDC-QOSTBC with differential OSTBCs
for a 4×1 system at 3 bits/s/Hz
No previous simulations have been done for an eight-antenna system, so the per-
formance of only the OMDC-QOSTBC is shown in Figure 6.5. Using the 4-point
constellation, a spectral efficiency of 3
4
× 2 = 1.5 bits/s/Hz is achieved, and using the
8-point constellation, a spectral efficiency of 3
4
× 3=2.25 bits/s/Hz is achieved.
In conclusion, this section has shown one possible way for using a QOSTBC code
in the differential domain. The scheme is based on imposing some conditions on the
constellation to make the code orthogonal. Here additionally more conditions have
been imposed for the code to achieve full diversity. It has also been observed that
although the scheme may show a better SER, this might not be the case for the
BER. The interpretation for this is that the constellation used was designed to achieve
orthogonality and full diversity, but not to achieve a distribution that reduces the bit
changes within the zone containing the neighbouring symbols for every symbol. Such
a condition that is achieved by default in the standard constellations like PSK and
QAM.
1calculated as 4 real alphabet size × 2 dimensions × 3 symbols per information block. When
comparing the complexity of the different schemes, we compare the search space required for decoding
one information block.
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Figure 6.5: BER performance for an 8×1 differential system using OMDC-QOSTBC
scheme
6.3 Differential QOSTBCs
As discussed in the previous section, realizing differential encoding for QOSTBCs by
forcing the constellation to achieve orthogonality results in performance degradation
for high transmission rates. In this section we show a differential encoding approach
for QOSTBCs proposed in [40]. The section first describes such an approach for a
general QOSTBC whose code matrix has an ”ABBA” structure and then shows the
special case of using MDC-QOSTBCs described in Section 6.1 and how these codes
reduce the decoding complexity. Two differential QOSTBCs are used, one achieves full
diversity and performs single complex symbol decoding, and the other achieves half
diversity and performs single real symbol decoding.
6.3.1 Full-Diversity Differential MDC-QOSTBCs
An M×N MIMO system in a Rayleigh block fading environment is described by the
transmission equation
Y τ =
√
ρSτH +W τ , (6.15)
where at block index τ , matrix Sτ ∈ CM×M is transmitted over the channel matrix
H ∈ CM×N and corrupted by AWGN noise matrix W τ ∈ CM×N resulting in the
received matrix Y τ ∈ CM×N . The entries of H and W τ are i.i.d. complex Gaussian
random variables with zero mean and unit variance. In the case when the transmit
matrix has an ”ABBA” structure as with MDC-QOSTBCs, (6.15) can be written as[
Y 1τ
Y 2τ
]
=
√
ρ
[
A B
B A
][
H1
H2
]
+
[
W 1τ
W 2τ
]
, (6.16)
where A and B ∈ CM2 ×M2 and have a form of an OSTBC code matrix for M
2
transmit
antennas. Y κτ , H
κ, and W κτ for κ= 1, 2 are ∈ C
M
2
×N and represent one half of the
original matrices in (6.15). Multiplying (6.16) from the left side by
[
I M
2
I M
2
I M
2
−I M
2
]
, we
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reside to an equivalent system derived as[
I M
2
I M
2
I M
2
−I M
2
][
Y 1τ
Y 2τ
]
=
√
ρ
[
I M
2
I M
2
I M
2
−I M
2
][
A B
B A
][
H1
H2
]
+
[
I M
2
I M
2
I M
2
−I M
2
][
W 1τ
W 2τ
]
[
Y 1τ + Y
2
τ
Y 1τ − Y 2τ
]
=
√
ρ
[
A+B A+B
A−B B −A
][
H1
H2
]
+
[
W 1τ +W
2
τ
W 1τ −W 2τ
]
[
Y 1τ + Y
2
τ
Y 1τ − Y 2τ
]
=
√
ρ
[
A+B 0
0 A−B
][
I M
2
I M
2
I M
2
−I M
2
][
H1
H2
]
+
[
W 1τ +W
2
τ
W 1τ −W 2τ
]
[
Y 1τ + Y
2
τ
Y 1τ − Y 2τ
]
=
√
ρ
[
A+B 0
0 A−B
][
H1 +H2
H1 −H2
]
+
[
W 1τ +W
2
τ
W 1τ −W 2τ
]
[
Y 1Eτ
Y 2Eτ
]
=
√
ρ
[
S1Eτ 0
0 S2Eτ
][
H1E
H2E
]
+
[
W 1Eτ
W 2Eτ
]
(6.17)
Y Eτ =
√
ρSEτH
E +W Eτ . (6.18)
Equation (6.18) represents a system that is mathematically equivalent to the original
system in (6.15). Such an equivalent system encompasses two subsystems described
in (6.17) through the superscripts 1E and 2E, where E stands for equivalent. The
matrices of the equivalent subsystems are thus constructed from linear combinations
of the submatrices of the original system. Namely,
Y κEτ = Y
1
τ ± Y 2τ , SκEτ = A±B,
HκE = H1 ±H2, W κEτ = W 1τ ±W 2τ
+ for κ = 1
− for κ = 2. (6.19)
In the differential domain, the information matrix in the original quasi-orthogonal
system is also having an ”ABBA” structure as
V =
[
V 1 V 2
V 2 V 1
]
, (6.20)
where V 1 and V 2 have the form of an OSTBC for an
M
2
-antenna system. For example,
in the four-transmit antenna case, they have an Alamouti structure as
V 1 =
[
v1 v2
−v∗2 v∗1
]
, V 2 =
[
v3 v4
−v∗4 v∗3
]
,
where vi, i = 1, ..., 4 are the information symbols to be encoded. Just as in (6.19), the
information matrices in the equivalent subsystems are constructed as linear combina-
tions of the original submatrices V 1 and V 2, i.e.
V 1Ezτ =
1√
p1
[V 1 + V 2] , V
2E
zτ =
1√
p2
[V 1 − V 2] .
Due to this construction of the information matrices, the addressed scheme will be
referred to as combined MDC-QOSTBC. The normalization factors p1 and p2 are used
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to ensure a constant average transmit power, with the constant chosen such that the
total transmit power per time slot is on average 1, making ρ the average SNR per
time slot at each receive antenna2. Since matrices V 1 and V 2 are orthogonal, V
1E
zτ
and V 2Ezτ are also orthogonal. Thus, they can be differentially encoded just as done for
the non-unitary OSTBCs in (5.42). Next, we describe how the differential encoding
of an ”ABBA” QOSTBC can be realized by expressing it in terms of two equivalent
orthogonal subsystems, where each subsystem can be differentially encoded.
Equivalent system
Y Eτ =
√
ρSEτH
E +W Eτ
Equivalent subsystem 1 Equivalent subsystem 2
Y 1Eτ =
√
ρS1Eτ H
1E +W 1Eτ Y
2E
τ =
√
ρS2Eτ H
2E +W 2Eτ
Differential Encoding: Differential Encoding:
S1Eτ =
V 1Ezτ S
1E
τ−1
a1Eτ−1
S2Eτ =
V 2Ezτ S
2E
τ−1
a2Eτ−1
S1E
†
τ S
1E
τ = V
1E†
zτ V
1E
zτ = (a
1E
τ )
2I M
2
S2E
†
τ S
2E
τ = V
2E†
zτ V
2E
zτ = (a
2E
τ )
2I M
2
V 1Ezτ =
1√
p1
[V 1 + V 2] V
2E
zτ =
1√
p2
[V 1 − V 2]
p1 is defined such that p2 is defined such that
E[V 1E
†
zτ V
1E
zτ ] = I M2
∀ τ E[V 2E†zτ V 2Ezτ ] = I M2 ∀ τ
i.e. E[(a1Eτ )
2]
!
= 1 i.e. E[(a2Eτ )
2]
!
= 1
For a four-transmit antenna system
V 1Ezτ =
1√
p1
[
(v1 + v3) (v2 + v4)
−(v2 + v4)∗ (v1 + v3)∗
]
V 2Ezτ =
1√
p2
[
(v1 − v3) (v2 − v4)
−(v2 − v4)∗ (v1 − v3)∗
]
V 1E
†
zτ V
1E
zτ =
|v1+v3|2+|v2+v4|2
p1
I2 V
2E†
zτ V
2E
zτ =
|v1−v3|2+|v2−v4|2
p2
I2
(a1Eτ )
2 = ατ+βτ
p1
=⇒ p1 != E[ατ + βτ ] (a2Eτ )2 = ατ−βτp2 =⇒ p2
!
= E[ατ − βτ ].
The described differential scheme is valid for any QOSTBC with any number of
transmitting antennas, under the condition that the code matrix has an ”ABBA”
structure constructed from square orthogonal submatrices. In this section we give
a general description for M transmit antennas, but a detailed description only for 4
transmit antennas. In this case the equivalent information matrices V 1Ezτ and V
2E
zτ have
an Alamouti structure as shown above.
2ρ is the average received SNR in both the original system in (6.15) and the equivalent system in
(6.18)
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Sub-Optimal Differential Decoder
Next, we show a sub-optimal differential decoder as the one used for non-unitary OS-
TBCs in (5.55). Since the differential encoding is done in the equivalent subsystems,
the differential decoding is also performed for each equivalent subsystem and combined
from both subsystems to get the final metric. To start with, consider the first equiva-
lent subsystem and let V 1El be its l
th candidate matrix out of L possible information
matrices, then the sub-optimal metric of the first subsystem is
ξ1E = min
l=0,...,L−1
‖Y 1Eτ −
V 1El
a1Eτ−1
Y 1Eτ−1‖2F
= min
l=0,...,L−1
tr(Y 1E
†
τ−1
(a1Eτ )
2︷ ︸︸ ︷
V 1E
†
l V
1E
l Y
1E
τ−1)
(a1Eτ−1)2
− 2<{tr(Y
1E†
τ V
1E
l Y
1E
τ−1)}
a1Eτ−1
(6.21)
Using the dispersive form V κEzτ =
1√
pκ
K∑
i=1
UκEi v
R
i + jQ
κE
i v
I
i , κ = 1, 2, where vi, i =
1, ..., K are the K information symbols to be encoded for transmission at block index
τ , the metric of the first subsystem can thus be written as
ξ1E = min
vi∈Ai
tr(Y 1E
†
τ−1Y
1E
τ−1)
2
√
ατ−1 + βτ−1︸ ︷︷ ︸
y˜1
.
√
p1.
ατ + βτ
p1
− 1√
p1
<{tr (Y 1Eτ−1Y 1E†τ ( K∑
i=1
U 1Ei v
R
i + jQ
1E
i v
I
i )
)}
= min
vi∈Ai
y˜1(
4∑
i=1
|vi|2 + 2<{v1v∗3 + v2v∗4})−
4∑
i=1
<{tr(Y 1Eτ−1Y 1E
†
τ U
1E
i )v
R
i + tr(jY
1E
τ−1Y
1E†
τ Q
1E
i )v
I
i }
Due to the term <{v1v∗3}, symbols v1 and v3 must be jointly decoded and similarly due
to the term <{v2v∗4}, symbols v2 and v4 should as well be jointly decoded. This is also
the case with the metric of the second subsystem. Thus the final metric –which is the
same as the one used in [40]– achieves pair-wise complex symbol decoding. However,
if we instead define symbols vi, i = 1, ..., 4 to carry the base information symbols
xi, i = 1, ..., 4 after interleaving their real and imaginary components as is done in the
MDC-QOSTBC code matrix, we get
v1 = x
R
1 + jx
R
3 , v2 = x
R
2 + jx
R
4 , v3 = −xI1 + jxI3, v4 = −xI2 + jxI4, (6.22)
and thus matrix V in (6.20) is the same as the MDC-QOSTBC code matrix in (6.7).
This interleaving of components results in
<{v1v∗3} = <{(xR1 + jxR3 )(−xI1 − jxI3)} = −xR1 xI1 + xR3 xI3
<{v2v∗4} = <{(xR2 + jxR4 )(−xI2 − jxI4)} = −xR2 xI2 + xR4 xI4.
Thus, interleaving the real and imaginary components of the information symbols
allows the decoder to decide on each symbol xi, i = 1, ..., 4 independently. In fact, this
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is the rationale behind the reduced complexity achieved by MDC-QOSTBCs. In this
case, ατ and βτ in (??) become
ατ =
4∑
i=1
|xi|2, βτ = 2
2∑
i=1
−xRi xIi + xRi+2xIi+2, (6.23)
which are the same as α and β in (6.4) that were defined for a coherent MDC-QOSTBC.
Now, by redefining the dispersion matrices UκEi and Q
κE
i to operate on symbols xi
instead of vi, the equivalent code matrix can be redefined as
V κEzτ =
1√
pκ
K∑
i=1
UκEi x
R
i + jQ
κE
i x
I
i , κ = 1, 2.
And thus the metric of the first subsystem reduces to
ξ1E = min
xi∈Ai
y˜1
(
4∑
i=1
|xi|2 + 2
2∑
i=1
−xRi xIi + xRi+2xIi+2
)
−
4∑
i=1
<{tr(Y 1Eτ−1Y 1E
†
τ U
1E
i )}︸ ︷︷ ︸
x˜i,1
xRi + <{tr(jY 1Eτ−1Y 1E
†
τ Q
1E
i )}xIi ,
and similarly, the metric of the second subsystem is
ξ2E = min
xi∈Ai
y˜2
(
4∑
i=1
|xi|2 − 2
2∑
i=1
−xRi xIi + xRi+2xIi+2
)
−
4∑
i=1
<{tr(Y 2Eτ−1Y 2E
†
τ U
2E
i )}︸ ︷︷ ︸
x˜i,2
xRi + <{tr(jY 2Eτ−1Y 2E
†
τ Q
2E
i )}xIi ,
where y˜2 =
tr(Y 2E
†
τ−1Y
2E
τ−1)
2
√
ατ−1−βτ−1
. By writing down the code matrices of the equivalent subsys-
tems, one may observe the following relations for the dispersion matrices
jQ1Ei = −U 1Ei ∆= −U i, i = 1, 2 jQ2Ei = U 2Ei = U i, i = 1, 2
jQ1Ei = U
1E
i = U i, i = 3, 4 jQ
2E
i = −U 2Ei = −U i, i = 3, 4.
Consequently, the metric from the first subsystem becomes
ξi,1E =
minxi∈Ai y˜1(|xi|
2 − 2xRi xIi )− x˜i,1(xRi − xIi ) i = 1, 2
min
xi∈Ai
y˜1(|xi|2 + 2xRi xIi )− x˜i,1(xRi + xIi ) i = 3, 4
and the metric from the second subsystem becomes
ξi,2E =
minxi∈Ai y˜2(|xi|
2 + 2xRi x
I
i )− x˜i,2(xRi + xIi ) i = 1, 2
min
xi∈Ai
y˜2(|xi|2 − 2xRi xIi )− x˜i,2(xRi − xIi ) i = 3, 4.
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Combining the metrics of both subsystems, we get the final decision metric as
xˆi =

argmin
xi∈Ai
(y˜1 + y˜2)|xi|2 − 2(y˜1 − y˜2)xRi xIi − xRi (x˜i,1 + x˜i,2) + xIi (x˜i,1 − x˜i,2) i = 1, 2
argmin
xi∈Ai
(y˜1 + y˜2)|xi|2 + 2(y˜1 − y˜2)xRi xIi − xRi (x˜i,1 + x˜i,2)− xIi (x˜i,1 − x˜i,2) i = 3, 4
(6.24)
This is the differential non-coherent version of the MDC-QOSTBC decoder, whose
coherent version is shown in [38, eq.(8)]. While [38, eq.(8)] is an ML decoder, (6.24)
is only a sub-optimal decoder as the ML differential decoder for non-unitary ST codes
loses the advantage of symbol decoupling as has been shown in (5.50). Figure 6.6 shows
a detailed description of the differential encoding and decoding of MDC-QOSTBCs for
a 4×1 system.
Diversity order and constellation design
As has been noted before, the diversity order of an STC MISO system was proved
for coherent transmission to be the minimum rank of all distance matrices. For non-
coherent systems however, the same criterion was only proved to hold for unitary STCs
as shown in Section 4.4. No explicit proof for non-coherent systems shows that the
rank criterion is still the diversity measure for non-unitary and for non-orthogonal
STBCs. Nevertheless, we conjecture that at least for non-coherent systems that use
non-unitary QOSTBCs with an ”ABBA” construction, still the minimum rank of the
distance matrices governs the diversity order of the system. Simulation results will
show to agree with this conjecture.
To study the diversity order of the differential QOSTBC described in this section,
one first needs to get a form for the actual information matrix which can be derived
from the information matrices of the equivalent subsystems. That is, if the actual
transmit matrix at block index τ is Sτ , and that at block index τ − 1 is Sτ−1, then
the actual information matrix is the one that satisfies
Sτ = V
′
zτSτ−1. (6.25)
In Section B.3, the actual information matrix V ′zτ was proved to have an ”ABBA”
structure with entries derived in (B.23). Knowing the form of the actual information
matrix, one can get the minimum determinant among all distance matrices ∆V ′zτ . It
is proved in (B.27) that the minimum determinant is
det(∆V ′)
∣∣∣
min
∝ min((∆xR)2 − (∆xI)2)2, (6.26)
where ∆x = ∆xR + j∆xI is the difference between any two points in the constel-
lation. (6.26) is having the same form as the minimum determinant for coherent
MDC-QOSTBC in (6.5). Thus the full diversity condition for both coherent and dif-
ferential MDC-QOSTBCs is the same. Namely, full diversity is achieved if the absolute
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Figure 6.6: Differential encoding and decoding of a 4×1 MDC-QOSTBC.
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Figure 6.7: Optimal rotated 16-QAM constellation for use with full-diversity coherent
or differential MDC-QOSTBC.
difference between the real parts of any two constellation points is not the same as the
absolute difference between their imaginary parts, i.e.
|∆xR| 6= |∆xI |. (6.27)
When a constellation like rectangular QAM is used for the information symbols xi,
constellation rotation is needed for the above full diversity condition to be satisfied.
There exist many angles of rotation that satisfy (6.27) making the differential MDC-
QOSTBC achieve full diversity. However, only some of these angles maximize the
minimum determinant (the coding gain) in (6.26). Since the minimum determinant of
both coherent and non-coherent MDC-QOSTBCs have the same form, then the rota-
tional angle that maximizes the coding gain is the same for both. In [41], it was proved
that the optimal angle of rotation for a rectangular QAM is 1
2
tan−1(1
2
) = 13.28o. So
this can be applied on the 4, 16 and 64- QAM constellations. To visualize the rotated
constellation, Figure 6.7 shows the 16-QAM alphabet rotated with the optimal angle
13.28o. Also shown is the bit-to-symbol gray mapping.
For 8-QAM, a circular constellation is used and we searched for the optimal angle of
rotation by applying the following procedure. Starting from the circular 8-QAM con-
stellation shown in Figure 6.8a. We consider three optimization parameters, namely θ1
and θ2 which are the angles of rotation for the inner and the outer circle, respectively
and the third parameter r is the ratio between the amplitude of both circles. The
search span for r is from 1.1 to 2.3 and that of θ1 and θ2 is from 0
o to 90o. For every
(r, θ1, θ2) combination, the minimum determinant in (6.26) is calculated. For every
amplitude ratio r, we get the optimal combination (θ1, θ2) which has the maximum
coding gain. For example at r = 1.37, Figure 6.8b shows the minimum determinant as
a function of both θ1 and θ2. As shown θ1,opt and θ2,opt are 12.73
o and 58.18o or 77.27o
and 31.82o.
Figure 6.8c shows the maximum coding gain achieved as a function of r with the
optimal rotational angles for every r. As shown, several different values of r result in
close values of coding gain. Thus, error rate simulations have been carried out spanning
r from 1.3 to 2.3 with the optimal angles of rotation for every r. Figure 6.8d shows
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the SER vs the amplitude ratio r at Eb/N0 = 20 dB. As shown the optimal choice of
r is in the range from 1.3 to 1.4. We chose point r = 1.37 which shows the absolute
minimum SER. The corresponding optimal angles of rotation are shown in Figure 6.8b
and chosen to be θ1 = 12.73
o and θ2 = 58.18
o. Figure 6.8e shows the optimal 8-QAM
constellation that achieves full diversity and maximum coding gain for the considered
differential MDC-QOSTBC. Interestingly, the resulting optimal constellation can be
viewed as a rectangular 8-QAM constellation with the same optimal angle of rotation
13.28o derived in [41] for a rectangular QAM constellation.
Finally, we evaluate the normalization constants p1 and p2. It has been shown
above that
p1
!
= E[ατ + βτ ], p2
!
= E[ατ − βτ ]
where ατ and βτ are shown in (6.23). Since all symbols xi ∀ i = 1, ..., 4 are drawn from
the same symmetric constellation, the average of βτ vanishes, i.e.
E[βτ ] = E
[
2
2∑
i=1
−xRi xIi + xRi+2xIi+2
]
= 0.
Therefore,
p1 = p2 = p = E[ατ ] = E
[
4∑
i=1
|xi|2
]
= 4E[|x|2] = 4.
The error rate performance of the addressed scheme will be shown in Section 6.3.3.
6.3.2 Half Diversity Differential MDC-QOSTBCs
As an attempt to reduce the receiver complexity further, this section shows an approach
that achieves SRSD with rectangular QAM constellation while attaining only half
diversity. The main difference between the currently addressed scheme compared to the
scheme of the previous section lies in the construction of the information submatrices.
In the previous section, linear combinations between the original submatrices V 1 and
V 2 is made to get submatrices V
1E
zτ and V
2E
zτ of the equivalent subsystems. In this
section, we do not use this linear combinations for the information matrices, thus we
name the scheme un-combined MDC-QOSTBC. The information matrices are
V 1Ezτ =
1√
p1
V 1 =
1√
p1
[
v1 v2
−v∗2 v∗1
]
=
1√
p1
[
(xR1 + jx
R
3 ) (x
R
2 + jx
R
4 )
−(xR2 + jxR4 )∗ (xR1 + jxR3 )∗
]
V 2Ezτ =
1√
p2
V 2 =
1√
p2
[
v3 v4
−v∗4 v∗3
]
=
1√
p2
[
(−xI1 + jxI3) (−xI2 + jxI4)
−(−xI2 + jxI4)∗ (−xI1 + jxI3)∗
]
,
(6.28)
where xi for i = 1, ..., 4 are the information bearing symbols to be encoded at block
time index τ . Since matrices V 1Ezτ and V
2E
zτ are still orthogonal matrices, differential
encoding is done exactly as shown in the previous section. Unlike in the previous sec-
tion, the resulting system of the un-combined scheme is equivalent to a different system
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Figure 6.8: 8-QAM constellation design for MDC-QOSTBC.
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other than the one we started with. The resulting information matrices show that the
first subsystem sends only the real parts of the 4 information symbols, whereas the
second subsystem sends their imaginary parts.
From the submatrices in (6.28), the following holds;
V 1E
†
zτ V
1E
zτ =
1
p1
(|v1|2 + |v2|2)I2
=
1
p1
(|xR1 + jxR3 |2 + |xR2 + jxR4 |2)I2
=
1
p1
4∑
i=1
(xRi )
2I2
∆
= (a1Eτ )
2I2
V 2E
†
zτ V
2E
zτ =
1
p2
(|v3|2 + |v4|2)I2
=
1
p2
(| − xI1 + jxI3|2 + | − xI2 + jxI4|2)I2
=
1
p2
4∑
i=1
(xIi )
2I2
∆
= (a2Eτ )
2I2.
(6.29)
and the power normalization factors p1 and p2 are defined such that
E
[
(a1Eτ )
2
]
!
= 1
=⇒ p1 != E
[
4∑
i=1
(xRi )
2
]
= 4× E[(xR)2] = 4× 1
2
= 2
E
[
(a2Eτ )
2
]
!
= 1
=⇒ p2 != E
[
4∑
i=1
(xIi )
2
]
= 4× E[(xI)2] = 4× 1
2
= 2,
(6.30)
as the average power of a constellation point is 1 which is equally distributed among
the real and the imaginary components of the symbols making p1 = p2 = p= 2. Using
(6.28), the information submatrices can be written in a dispersive form as V 1Ezτ =
1√
p
4∑
i=1
U 1Ei x
R
i , V
2E
zτ =
1√
p
4∑
i=1
jQ2Ei x
I
i .
Sub-optimal Differential Decoder
The same sub-optimal decoding approach used in the scheme of the previous section
will be used here. Starting from (6.21), the metric for the first subsystem can be
derived as
ξ1E = min
l=0,...,L−1
tr(Y 1E
†
τ−1
(a1Eτ )
2︷ ︸︸ ︷
V 1E
†
l V
1E
l Y
1E
τ−1)
a1Eτ−1
− 2<{tr(Y 1E†τ V 1El Y 1Eτ−1)}
= min
xRi ∈ARi
tr(Y 1E
†
τ−1Y
1E
τ−1)
2
√
4∑
i=1
(xRi,τ−1)2︸ ︷︷ ︸
y˜1
.
√
p.
4∑
i=1
(xRi )
2
p
− 1√
p
4∑
i=1
<{tr (Y 1Eτ−1Y 1E†τ U 1Ei )}︸ ︷︷ ︸
x˜Ri
xRi
= min
xRi ∈ARi
y˜1
4∑
i=1
(xRi )
2 −
4∑
i=1
x˜Ri x
R
i ,
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thus the metric of the first subsystem decides on the real components of the sym-
bols independently and similarly the metric of the second subsystem decides on the
imaginary components of the symbols. The final metric is
xˆRi = argmin
xRi ∈ARi
y˜1(x
R
i )
2 − x˜Ri xRi
xˆIi = argmin
xIi∈AIi
y˜2(x
I
i )
2 − x˜IixIi ,
(6.31)
where y˜2 =
tr(Y 2E
†
τ−1Y
2E
τ−1)
2
√
4∑
i=1
(xIi,τ−1)2
, x˜Ii = <{tr
(
jY 2Eτ−1Y
2E†
τ Q
2E
i
)} and ARi & AIi are respec-
tively the alphabets from which xRi and x
I
i are drawn. For the information symbols at
block index τ − 1, we use the notation xi,τ−1, whereas for the information symbols at
block index τ , the notation xi is used for consistency and simplicity.
To make use of the lower decoding complexity achieved by the un-combined dif-
ferential MDC-QOSTBC, the constellation used should encode the real and imaginary
components of the symbols independently. So we only use rectangular QAM constel-
lation for this purpose. It was proved in section B.3 that the addressed un-combined
differential MDC-QOSTBC with rectangular QAM achieves half diversity. Thus the
price paid by the lower decoding complexity of this scheme is the reduced diversity
order. The transmission scheme of the un-combined MDC-QOSTBC follows the same
description in Figure 6.6 except that V 1Ezτ =
1√
p1
V 1 and V
2E
zτ =
1√
p2
V 2 and that the
metric of each subsystem decides on one dimension of the information symbols, i.e. no
metric combination between both subsystems is performed.
Due to the reduced diversity order, the slope of the error rate curves are expected
to be lower than that of the full-diversity codes. This indicates a better performance
in the low SNR range up to some SNR value. Hence, the un-combined MDC-QOSTBC
with rectangular QAM constellation is of interest if the complexity is of more concern
than the error performance, or if the operating SNR point is in the range below the
intercept point with the full-diversity curve. Another case in which this scheme might
be of interest is when a channel coding block is included in the system. In this case,
good performance is needed in the low SNR range.
6.3.3 Performance Analysis
In this section, we show the error performance of both the full-diversity combined and
the half-diversity un-combined differential MDC-QOSTBCs and compare them to all
previously investigated schemes at spectral efficiencies 2, 3, 4 and 6 bits/s/Hz. Fig-
ures 6.9-6.12 show the BER curves and Tables 6.1-6.4 summarize the characteristics
associated with every technique in terms of diversity order, code rate, error perfor-
mance and complexity. For every spectral efficiency the schemes are ordered in the
tables based on the error performance from the best to the worst. The scheme that
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achieves the best BER performance-complexity trade off is highlighted, except for rate
6 bits/s/Hz where the difference in complexity and performance is significant, so the
operating SNR governs the decision on the most suitable scheme. To show the slope
of a diversity order 2 curve, we included the Alamouti two transmit antenna curves
that achieve a diversity order of 2. The complexity is measured by the search space
(number of test candidates) for the decision of one information block. In case of SCSD,
the search space is L= alphabet size × number of symbols per information block and
in case the symbols are drawn from different alphabets, the search space is the sum of
the alphabet size of the K information symbols. In SRSD decoders, the search space
is measured as one-dimensional alphabet size × 2 × number of information symbols K.
In conclusion, this chapter covered the use of QOSTBCs in differential non-coherent
systems. The used code for all investigated schemes is the MDC-QOSTBC. The main
advantage this class of QOSTBC offers is the reduced decoding complexity from pair-
wise to single complex symbol decoding. The rationale behind such complexity re-
duction is the interleaving of the real and imaginary components of the information
symbols. In order to use MDC-QOSTBCs in differential systems, two main approaches
were investigated. The first approach imposes limitations on the constellation to or-
thogonalize the code matrix and proved to have poor performance for high spectral
efficiencies. The second approach treats the system as two orthogonal subsystems and
differentially encode each subsystem. By taking linear combinations between the in-
formation matrices of both subsystems, one gets an equivalent system that achieves
SCSD and can achieve full diversity with appropriate constellation rotation. Differen-
tial full-diversity combined MDC-QOSTBCs proved to achieve significant performance
improvement compared to differential orthogonal STBCs. For a further reduction of
the complexity, one may skip the linear combination step of the information submatri-
ces to allow independent decision on the real and imaginary components of the symbols
with the penalty of a reduced diversity order of two.
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Figure 6.9: BER comparison for differential STC schemes in a 4×1 system at
2 bits/s/Hz.
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Table 6.1: Comparison of differential STC schemes in a 4×1 system at 2 bits/s/Hz.
Scheme Constellation Search
space
complex-
ity
Comments
Combined
MDC-
QOSTBC
4-PSK ro-
tated by
θ = 13.28o
4×4 = 16 achieves full diversity and full rate.
OSTBC
using
T-H code
matrix
4/8/8 QAM L = 4+8+
8 = 20
achieves full diversity and rate 3
4
.
BER is slightly worse than com-
bined MDC-QOSTBC. The scheme
requires constellation change every 2
time slots at Tx and Rx.
OMDC-
QOSTBC
Optimized 4-
point constel-
lation in Fig-
ure 6.2a
L = 4×4 =
16
achieves full rate and full-diversity.
BER performance is worse than
combined MDC-QOSTBC by about
0.8 dB.
OSTBC
using
T-H code
matrix
4/8/8 PSK L = 4+8+
8 = 20
full-diversity and rate 3
4
. BER is al-
most the same as OMDC-QOSTBC.
The scheme requires constellation
change every 2 time slots at Tx and
Rx.
DUSTM
cyclic
diagonal
code
bits mapped
directly to
matrices
that belong
to a group
codebook
L = 2ηM =
22×4 =256
achieves full diversity. BER is worse
than combined MDC-QOSTBC by
more than 3 dB and the complexity
is significantly higher.
Un-
combined
MDC-
QOSTBC
4-PSK L = 2×2×
4 = 16
achieves half diversity and same
complexity as combined MDC-
QOSTBC, so the only advantage it
offers compared to combined scheme
is the simultaneously decision on
the real and imaginary components
of the symbols leading to a faster
decoding.
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Figure 6.10: BER comparison for differential STC schemes in a 4×1 system at
3 bits/s/Hz.
Table 6.2: Comparison of differential STC schemes in a 4×1 system at 3 bits/s/Hz.
Scheme Constellation Search
space
complex-
ity
Comments
Combined
MDC-
QOSTBC
Optimized 8-
QAM shown
in Figure
6.8e.
L = 8 ×
4 = 32
achieves full diversity and full-rate.
Placed first since its SER is 1 dB bet-
ter than OSTBC with 16-QAM but
both have same BER.
OSTBC
using
T-H code
matrix
16-QAM L = 4×2×
3 = 24
achieves full diversity and rate 3
4
,
same BER as combined MDC-
QOSTBC but with lower decoding
complexity.
OMDC-
QOSTBC
Optimized 8-
point constel-
lation in Fig-
ure 6.2b
L = 8 ×
4 = 32
BER is worse than combined MDC-
QOSTBC or OSTBC with 16-QAM
by about 1 dB.
OSTBC
using
T-H code
matrix
16-PSK L = 16 ×
3 = 48
achieves full diversity and rate 3
4
.
BER performance is worse than
combined-MDC QOSTBC or OS-
TBC with 16-QAM by about 2.5 dB.
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Figure 6.11: BER comparison for differential STC schemes in a 4×1 system at
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Table 6.3: Comparison of differential STC schemes in a 4×1 system at 4 bits/s/Hz.
Scheme Constellation Search
space
complex-
ity
Comments
Combined
MDC-
QOSTBC
16-QAM ro-
tated by θ =
13.28o shown
in Figure 6.7.
L = 16 ×
4 = 64
achieves full diversity and full-rate.
OSTBC
using
T-H code
matrix
32/32/64
QAM
L = 32 +
32+8×2 =
80
achieves full diversity and rate 3
4
. BER
is worse than combined MDC-QOSTBC by
about 1.5 dB. The scheme requires constel-
lation change every 2 time slots at Tx and
Rx.
Un-
combined
MDC-
QOSTBC
16-QAM L = 4×2×
4 = 32
achieves half diversity and full-rate. BER
worse than Combined MDC-QOSTBC start-
ing Eb/N0 = 14 dB. The scheme sacrifices
diversity for lower decoding complexity.
OSTBC
using
T-H code
matrix
32/32/64
PSK
L = 32 +
32 + 64 =
128
achieves full diversity and rate 3
4
. BER
is worse than combined MDC-QOSTBC by
about 9 dB at BER=10−3 and requires twice
as much decoding search space. Additionally,
the scheme requires constellation change ev-
ery 2 time slots at Tx and Rx.
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Figure 6.12: BER comparison for differential STC schemes in a 4×1 system at
6 bits/s/Hz.
Table 6.4: Comparison of differential STC schemes in a 4×1 system at 6 bits/s/Hz.
Scheme Constellation Search
space
complex-
ity
Comments
Combined
MDC-
QOSTBC
64-QAM ro-
tated by θ =
13.28o.
L = 64 ×
4 = 256
achieves full diversity and full-rate.
OSTBC
using
T-H code
matrix
256-QAM L = 16 ×
2× 3 = 96
achieves full diversity and rate 3
4
.
BER is worse than combined MDC-
QOSTBC by about 2 dB.
Un-
combined
MDC-
QOSTBC
64-QAM L = 8×2×
4 = 64
achieves half diversity and full-rate.
BER worse than combined MDC-
QOSTBC starting Eb/N0 = 20 dB.
The scheme sacrifices diversity for
lower decoding complexity.
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7 Conclusion
In this thesis, we investigated the theory and applications of differential modulation
schemes in single carrier wireless systems. In SISO systems, the use of DAPSK proved
to achieve significant performance enhancement over DPSK especially for high spectral
efficiencies. Through MSDD, the error floor associated with fast varying channels is
removed.
With no channel knowledge at the transmitter nor at the receiver, differential space-
time coding techniques proved to achieve transmit diversity leading to faster decay
of error rate curves. Having proved the design criteria for unitary ST codes in non-
coherent systems, the simulations of all investigated schemes proved to comply with this
criteria. After visiting orthogonal STBCs, the error rate curves showed to be still infe-
rior to the best achievable performance limit. To this end, we studied quasi-orthogonal
STBCs which promise higher code rate and potential performance improvement. With
the goals of preserving the low complexity of OSTBCs while decoding with no CSI at
the receiver, we proposed the use of MDC-QOSTBCs in the differential non-coherent
domain. The proposed code proved to achieve significant performance improvement
compared to OSTBCs for high spectral efficiencies.
Although a plethora of research work has been done on the topic of space-time
codes, there are still open problems that need further investigation. The design of
codes that achieve a code rate more than one is an interesting area of research. These
codes may achieve better transmission quality for high data rate applications. For
next generation wireless communications, providing good quality of service for high
speed mobile stations motivates extending good coherent STBCs to the differential
non-coherent domain to dispense the need of CSI.
To bridge the performance gap between coherent and non-coherent STBCs and to
remove the error floor incurred in fast fading channels, MSDD can be extended to
MIMO systems. The brute force search of ML MSDD leads to an exponential increase
in the decoding complexity with the MSDD window length. Reduced search space
through sub-optimal MSDD schemes like sphere decoding was proved in the literature
to achieve near-ML performance. Thus, we suggest for future work the investigation of
MSDD using sphere decoding with the differential MDC-QOSTBCs proposed in this
thesis. Studying the performance of the addressed schemes in multipath environments
is as well encouraged. Lastly, the research covered in this thesis consider single user
systems, so we suggest extending the addressed schemes to incorporate multi users.
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A Fundamentals of Linear Algebra
This appendix aims at defining some of the fundamental topics in linear Algebra. It
specifically explains the notion of trace, rank, determinant, eigenvalues, and singular
values of a matrix. Moreover, some of the useful properties of such entities are included
and the relation between them is also provided.
A.1 Properties of the Trace Operator
The trace of a square matrix A is defined as the sum of the elements of its main
diagonal. Let A be a square matrix defined as AM×M = {amn}, m, n ∈ {1, ...,M},
then the trace of A is
tr(A) =
M∑
m=1
amm. (A.1)
Based on the above definition, the following properties trivially hold. Let A and B be
square matrices of the same dimension, and let a be a complex scalar, then
tr(a) = a
tr(A+B) = tr(A) + tr(B)
tr(AT ) = tr(A)
tr(A∗) = tr(A)∗
From the above properties, the following relationships also hold;
tr(A†) = tr(AT )∗ = tr(A)∗
tr(A+A†) = tr(A) + tr(A)∗ = 2<{tr(A)}
Moreover, the trace operator is invariant under cyclic permutations, i.e.
tr(ABC) = tr(CAB) = tr(BCA) (A.2)
A.2 Properties of the Determinant Operator
The determinant is an operator that operates on a square matrix and results in a
scalar. This section summarizes some useful properties of the determinant function.
116 A Fundamentals of Linear Algebra
Let A and B be any two square matrices then the following holds;
det(AB) = det(A) det(B)
det(A−1) = (det(A))−1
det(AT ) = det(A)
det(A†) = det((AT )∗) = (det(A))∗
Furthermore the determinant of diagonal matrices is the product of the elements along
the main diagonal. So if A is an M ×M diagonal matrix of diagonal entries am,
m ∈ {1, ...,M}, then
det(A) =
M∏
m=1
am
An important information that a determinant of a matrix provides, is whether or not
the matrix has an inverse. Explicitly, a matrix is invertible if and only if its determi-
nant is non-zero.
Another very useful theorem that has been extensively used in this thesis to evaluate
certain determinants is known as Sylvester’s determinant theorem and it states the
following;
Theorem A.2.1 Let A be an M×N matrix and B an N×M matrix, then
det(IM +AB) = det(IN +BA)
A.3 Rank of a Matrix
The rank of an M×N matrix A is defined as the number of linearly independent rows
or columns of A which is at most the minimum of both dimensions M and N , namely
rank(A) ≤ min(M,N). (A.3)
A matrix whose rank is the maximum achievable is said to have full rank, otherwise
it is rank deficient. Full rank matrices have non-zero determinant and therefore are
invertible, where as rank deficient matrices have zero determinant and therefore are
non-invertible (singular).
For a diagonal matrix A, if there exist r non-zero elements on the main diagonal,
then there exist r linearly independent vectors in A, therefore r is the rank of A.
Consequently, the rank of a diagonal matrix is the number of non-zero elements on its
main diagonal.
Another useful property of the rank operator is that it is invariant under multipli-
cation from any side by a full rank square matrix. Let U and V be full rank matrices
of dimension M×M and N×N , respectively, and let A be an arbitrary M×N matrix,
then the following holds
rank(UA) = rank(AV ) = rank(A) (A.4)
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A.4 Eigenvalue Decomposition and Singular Value
Decomposition
This section provides the basic theory of eigenvalues and singular values as one of
the important concepts in the field of linear Algebra. Two well-known matrix de-
compositions are defined, namely the eigenvalue decomposition and the singular value
decomposition. The section also includes some of the useful properties of eigenvalues
and singular values that have been used in this thesis.
A.4.1 Eigenvalue Decomposition
When a square matrix A acts on vector x, it may change its magnitude or its direction
or both. If only the magnitude of x is changed by a factor λ, this can be described as
Ax = λx (A.5)
where λ is in general positive or negative complex scalar, so the direction of x might
be reversed in case λ is negative. The special vectors which keep their direction un-
changed (or possibly reversed) after being acted upon by matrix A are known as the
eigenvectors of A, and the special factors of magnitude change of the corresponding
eigenvectors are known as the eigenvalues of A. On the other hand, if A acts on a
non-eigenvector x, the output vector Ax points in a direction other than that of x or
−x.
”Eigen” is a German prefix that means ”own” or ”Characteristic”. This indicates
that eigenvectors and eigenvalues are of characteristic and unique nature to a ma-
trix. An M×M matrix A can have at most M non-zero eigenvalues, and it can be
decomposed as
A = XΛX−1 (A.6)
where X is an M×M matrix whose columns are the eigenvectors of A, and Λ is a
diagonal matrix whose diagonal contains the corresponding eigenvalues of A, namely
λi, i ∈ {1, ...,M}. Such a decomposition is known as Eigen-Value Decomposition
(EVD) and is defined only for square matrices. Nevertheless, not all square matrices
can be eigen-decomposed. Only matrices whose all eigenvectors are linearly indepen-
dent can be eigen-decomposed, because otherwise matrix X will be rank deficient, and
therefore will not be invertible. It is obvious to see that for diagonal matrices, X is an
identity matrix, and therefore the elements on the main diagonal of A are themselves
the eigenvalues.
Using the properties of the determinant operator defined in Section A.2. The
following theorem holds;
Theorem A.4.1 Let A be an M×M matrix which is eigen-decomposable. Then the
determinant of A is the product of its eigenvalues.
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Proof
A = XΛX−1
det(A) = det(XΛX−1) = det(X) det(Λ) det(X−1)
= det(X) det(Λ)
1
det(X)
= det(Λ) =
M∏
i=1
λi
(A.7)
with λi being the i
th eigenvalue of A.
Using the properties of the trace operator defined in Section A.1. The following
theorem holds;
Theorem A.4.2 Let A be an M×M matrix which is eigen-decomposable. Then the
trace of A is the sum of its eigenvalues.
Proof
A = XΛX−1
tr(A) = tr(XΛX−1) = tr(ΛX−1X) = tr(Λ) =
M∑
i=1
λi
The next theorem relates the eigenvalues of a matrix to its rank.
Theorem A.4.3 The rank of a matrix is the number of its non-zero eigenvalues.
Proof Since both X and X−1 are full rank square matrices by the definition of EVD.
Then it follows from (A.4) that
rank(A) = rank(XΛX−1) = rank(Λ) (A.8)
Since the rank of Λ is the number of non-zero elements (eigenvalues) on its main
diagonal, therefore it follows that the rank of a matrix A is the number of its non-zero
eigenvalues.
A.4.2 Singular Value Decomposition
In this subsection, another useful matrix decomposition is defined. For this we need
to first define the unitary property of matrices.
Definition A square M×M matrix A is said to be unitary if its inverse is the same
as its conjugate transpose, namely
A−1 = A†.
Therefore,
U †U = UU † = U−1U = IM .
A.4 Eigenvalue Decomposition and Singular Value Decomposition 119
Singular Value Decomposition (SVD) is a matrix factorization which applies not only
for square matrices as EVD but also for rectangular matrices. Let A be ∈ CM×N , SVD
is defined as
A = UΣV †, (A.9)
where U ∈ CM×M , V ∈ CN×N and both are unitary matrices. The columns of U are
orthonormal basis vectors known as left-singular vectors, where as the columns of V
are orthonormal basis vectors known as right-singular vectors. Σ is an M×N diagonal
matrix whose diagonal entries are known as the singular values of A, and they are
non-negative real numbers. Matrix A has at most min(M,N) singular values, which
are denoted as σi, i ∈ {1, ...,min(M,N)}. Unlike EVD, any matrix can be singular-
decomposed.
There exist some relationships between the singular values and the eigenvalues of
matrices. Here only one relation will be shown in the next theorem. However, before
describing such a relation, it is useful to first define the notion of similar matrices as
follows
Definition Two M×M matrices A and B are said to be similar if
B = QAQ−1
for some invertible M×M matrixQ. Similar matrices have the same rank, determinant,
trace and same eigenvalues.
This can be easily verified using respectively the rank property in (A.4), the first two
determinant properties in (A.7), the trace property in (A.2), and the definition of the
EVD, namely
A = XΛX−1
B = QAQ−1 = QX︸︷︷︸
X′
ΛX−1Q−1︸ ︷︷ ︸
X′−1
.
Now it is possible to define the desired relation between eigenvalues and singular values
as shown in the following theorem.
Theorem A.4.4 The eigenvalues of matrix A†A or AA† are the square of the sin-
gular values of matrix A
Proof Let A be an M×M matrix
A = UΣV †
A†A = V Σ†U †U︸ ︷︷ ︸
IM
ΣV †
= V (Σ†Σ)V †
= V (Σ†Σ)V −1
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where V † = V −1 since V is unitary. In the last line we see that matrices A†A and
Σ†Σ are similar matrices, and therefore they have the same eigenvalues, namely
λm(A
†A) = λm(Σ†Σ) ∀m ∈ {1, ...,M}
Furthermore, since Σ†Σ is a diagonal matrix, therefore its eigenvalues are the elements
on the main diagonal which are the square of the singular values of A. This concludes
the theorem that the eigenvalues of A†A are the same as the square of the singular
values of A, i.e.
λm(A
†A) = σ2m(A) ∀m ∈ {1, ...,M} (A.10)
A similar proof holds for AA†.
In the following theorem, the relation between the rank of a matrix and its singular
values is shown.
Theorem A.4.5 The rank of matrix A is the number of non-zero singular values of
A.
Proof Using the SVD of A,
A = UΣV †
rank(A) = rank(UΣV †)
Since both U and V † are unitary and therefore full rank square matrices, then it
follows from (A.4) that
rank(A) = rank(Σ)
Since the rank of Σ is the number of non-zero elements (singular values) on its main
diagonal, therefore it follows that the rank of a matrix is the number of its non-zero
singular values.
Next is another theorem that uses the SVD to prove the rank of some matrix.
Theorem A.4.6 The rank of matrix A†A is the same as the rank of matrix A, i.e.
rank(A†A) = rank(A) (A.11)
Proof if A has the SVD as A = UΣV †, then
A = UΣV †
A†A = V Σ†U †U︸ ︷︷ ︸
IM
ΣV †
= V (Σ†Σ)V †
= V (Σ†Σ)V −1
where V † = V −1 since V is unitary. In the last line we see that matrices A†A and
Σ†Σ are similar matrices, and therefore they have the same rank. Now, the rank of
Σ†Σ is the number of non-zero square singular values of A which is the same as the
number of non-zero singular values of A which is from theorem A.4.5 the rank of A.
Therefore the rank of A†A equals the rank of A.
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B.1 Full Diversity of OSTBCs
Consider an OSTBC defined by the dispersive form
V =
1√
p
K∑
i=1
U ix
R
i + jQix
I
i (B.1)
Using the properties of dispersion matrices for OSTBCs
U †iU i = IM , Q
†
iQi = IM 1 ≤ i ≤ K
U †iU d = −U †dU i, Q†iQd = −Q†dQi 1 ≤ u 6= i ≤ K
U †iQd = Q
†
dU i 1 ≤ u, i ≤ K,
any OSTBC can be proved to achieve full diversity. As defined in Section 4.4, a STC
achieves full diversity if the distance matrix Dll′ or equivalently the squared distance
matrix D†ll′Dll′ between any two code matrices V l and V l′ ∀ l 6= l′ ∈ {0, ..., L} is of full
rank. Using the dispersive form of the code matrix V in (B.1), the distance matrix
Dll′ can be written as
Dll′ =
1√
p
K∑
i=1
U i(x
R
i,l − xRi,l′) + jQi(xIi,l − xIi,l′),
where code V l carries symbols xi,l = x
R
i,l + jx
I
i,l, and V l′ carries symbols xi,l′ = x
R
i,l′ +
jxIi,l′ and the squared distance matrix D
†
ll′Dll′ is
D†ll′Dll′ =
1
p
[ K∑
i=1
U †i (x
R
i,l − xRi,l′)︸ ︷︷ ︸
∆xRi
−jQ†i (xIi,l − xIi,l′)︸ ︷︷ ︸
∆xIi
][ K∑
d=1
U d (x
R
d,l − xRd,l′)︸ ︷︷ ︸
∆xRd
+jQd (x
I
d,l − xId,l′)︸ ︷︷ ︸
∆xId
]
=
1
p
[ K∑
i=1
U †i∆x
R
i − jQ†i∆xIi︸ ︷︷ ︸
first block
][ K∑
d=1
U d∆x
R
d + jQd∆x
I
d︸ ︷︷ ︸
second block
]
(B.2)
The resulting terms of the above multiplication can be divided into same-index terms
and different-index terms. Same index terms result when both blocks are at the same
index, let it be i, and will have the form
1
p
[
U †iU i(∆x
R
i )
2 +Q†iQi(∆x
I
i )
2 + ∆xRi ∆x
I
i (−jQ†iU i + jU †iQi)︸ ︷︷ ︸
cancel out
]
=
((∆xRi )
2+(∆xIi )
2)
p
IM . (B.3)
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For different-index terms, consider together the addition of the term resulting from
the multiplication of the first block at index i with the second block at index d, and
the term resulting from the multiplication of the first block at index d with the second
block at index i, namely
1
p
[
(U †i∆x
R
i − jQ†i∆xIi )(U d∆xRd + jQd∆xId) + (U †d∆xRd − jQ†d∆xId)(U i∆xRi + jQi∆xIi )
]
= 1
p
[
(U †iU d +U
†
dU i)︸ ︷︷ ︸
cancel out
∆xRi ∆x
R
d + (Q
†
iQd +Q
†
dQi)︸ ︷︷ ︸
cancel out
∆xIi∆x
I
d
+∆xRd ∆x
I
i (−jQ†iU d + jU †dQi︸ ︷︷ ︸
cancel out
) + ∆xRi ∆x
I
d(jU
†
iQd − jQ†dU i︸ ︷︷ ︸
cancel out
)
]
(B.4)
Therefore, all different-index terms cancel out, and matrix D†ll′Dll′ becomes
D†ll′Dll′ =
(
K∑
i=1
((∆xRi )
2 + (∆xIi )
2)
)
p
IM . (B.5)
Since code matrices V l and V l′ are different, it follows that at lease one symbol
differs making the summation in (B.5) never zero. Matrix D†ll′Dll′ is therefore a full
rank matrix for any arbitrary complex constellation, which proves that any OSTBC
unconditionally achieves full diversity.
B.2 Properties of MDC-QOSTBCs
In this section we derive some properties of the MDC-QOSTBC used in Chapter 6.
We first derive an expression for V †V , with V being the code matrix of an (M,K, T )
MDC-QOSTBC. Then we conclude an expression for the minimum determinant of the
distance matrix which governs the diversity order of the code.
Since both OSTBCs and any QOSTBC that satisfies the MDC-QO constraints in
(6.2)– will be referred to as general MDC-QOSTBC – share these constraints for un-
equal indices i and d, we will refer to the previous section in deriving the form of V †V .
Note that although in the previous section the derivation was done for the distance
matrix Dll′ , the equations still have the same form if they were instead derived for the
code matrix V . The only difference is in replacing the difference symbols ∆xi by xi.
By grasping the same form of (B.2), we can write V †V as
V †V =
1
p
[ K∑
i=1
U †ix
R
i − jQ†ixIi︸ ︷︷ ︸
first block
][ K∑
d=1
U dx
R
d + jQdx
I
d︸ ︷︷ ︸
second block
]
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If we do the same analysis for same-index terms and different-index terms as done
in the previous section, we conclude the following. For different-index terms, all OS-
TBC properties used in (B.4) still hold for a general MDC-QOSTBC, therefore the
different-index terms (i 6= d) cancel out. However, for the same-index terms, no spe-
cific properties are defined for a general MDC-QOSTBC and therefore, all we can say
is that their code matrices satisfy the following
V †V =
1
p
K∑
i=1
U †iU i(x
R
i )
2 +Q†iQi(x
I
i )
2 + xRi x
I
i (−jQ†iU i + jU †iQi). (B.6)
On the other hand, for the used MDC-QOSTBC based on the code construction in
(6.1), it can be verified that these codes possess the following two additional properties
(iv) U †iU i = IM , Q
†
iQi = IM 1 ≤ i ≤ K
(v) U †iQi = −Q†iU i = Q†i+K
2
U i+K
2
= −U †
i+K
2
Qi+K
2
= j
[
0 I M
2
I M
2
0
]
1 ≤ i ≤ K
2
.
(B.7)
Using a similar proof like in (5.44), it is easy to see that here also p = K holds. Now
using the additional two properties back in (B.6), we get
V †V =
1
K
K∑
i=1
|xi|2IM + 2j xRi xIiU †iQi
=
1
K
[ K∑
i=1
|xi|2︸ ︷︷ ︸
α
IM + 2
K
2∑
i=1
−xRi xIi + xRi+K
2
xI
i+K
2︸ ︷︷ ︸
β
[
0 I M
2
I M
2
0
] ]
=
α
K
IM +
β
K
[
0 I M
2
I M
2
0
]
(B.8)
where α=
K∑
i=1
|xi|2, and β=2
K
2∑
i=1
−xRi xIi + xRi+K
2
xI
i+K
2
.
Next, we derive the full diversity condition for MDC-QOSTBCs. To study diversity,
one needs to evaluate the minimum determinant of the distance matrix D. Similar to
the code matrix which satisfies (B.8), the distance matrix satisfies
D†D =
α′
K
IM +
β′
K
[
0 I M
2
I M
2
0
]
(B.9)
where
α′ =
K∑
i=1
|∆xi|2, β′=2
K
2∑
i=1
−∆xRi ∆xIi + ∆xRi+K
2
∆xI
i+K
2
, (B.10)
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with ∆xi = ∆x
R
i + ∆x
I
i is the difference between the symbols at index i in the code
matrix. The determinant of D†D can be derived from (B.9) to be [41]
det(D†D)
∣∣∣
min
=
1
K
[(α′ + β′)(α′ − β′)]M2 . (B.11)
The minimum determinant occurs when the distance matrix is as sparse as possible
which is the case when only one symbol is different between the pair of code matrices
considered. This results in dropping the summation and index i in (B.10) making
α′ + β′ = (∆xR)2 + (∆xI)2 − 2∆xR∆xI = (∆xR −∆xI)2
α′ − β′ = (∆xR)2 + (∆xI)2 + 2∆xR∆xI = (∆xR + ∆xI)2
reducing the minimum determinant to
det(D†D)
∣∣∣
min
=
1
K
[(∆xR)2 − (∆xI)2]M (B.12)
In order to achieve full diversity, (B.12) should be made non-zero. In words, for MDC-
QOSTBCs to achieve full diversity, the absolute difference between the real parts
between any two points in the constellation should not be the same as the absolute
difference between their imaginary parts. To achieve optimal coding gain, (B.12) should
be maximized.
B.3 Diversity Order of Differential MDC-QOSTBCs
In this section, it is aimed to derive the diversity order of the differential MDC-
QOSTBCs used in section 6.3. We first derive the actual information matrix from
the information matrices of the equivalent subsystems. Then we get an expression for
the minimum determinant of the distance matrix which is the difference between two
possible actual information matrices. This minimum determinant governs the diver-
sity order of the system and the conditions needed for full diversity. The following
derivation holds for both combined and un-combined differential QOSTBCs proposed
in Section 6.3.1 and 6.3.2 when four transmit antennas are used.
When constructing the matrices of the equivalent subsystems, the combined scheme
of Section 6.3.1 takes linear combinations of symbols v1, ..., v4, while the un-combined
scheme in Section 6.3.2 does not. So to make the following derivation valid for both
schemes, we define symbols c1, c2 as the entries of the information matrix V
1E
zτ in the
first equivalent subsystem, and c3, c4 as the entries of the information matrix V
2E
zτ in
the second equivalent subsystem, i.e.
V 1Ezτ =
1√
p1
[
c1 c2
−c∗2 c∗1
]
,V 2Ezτ =
1√
p2
[
c3 c4
−c∗4 c∗3
]
. (B.13)
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In the un-combined scheme ci = vi ∀ i = 1, ..., 4, whereas in the combined one
c1 = v1 + v3, c2 = v2 + v4, c3 = v1 − v3, c4 = v2 − v4. (B.14)
The differential encoding equations of the two subsystems can be expanded as
S1Eτ =
V 1Ezτ S
1E
τ−1
a1Eτ−1[
(s1,τ + s3,τ ) (s2,τ + s4,τ )
−(s2,τ + s4,τ )∗ (s1,τ + s3,τ )∗
]
=
1√
p1 a1Eτ−1
[
c1 c2
−c∗2 c∗1
][
(s1,τ−1 + s3,τ−1) (s2,τ−1 + s4,τ−1)
−(s2,τ−1 + s4,τ−1)∗ (s1,τ−1 + s3,τ−1)∗
]
and
S2Eτ =
V 2Ezτ S
2E
τ−1
a2Eτ−1[
(s1,τ − s3,τ ) (s2,τ − s4,τ )
−(s2,τ − s4,τ )∗ (s1,τ − s3,τ )∗
]
=
1√
p2 a1Eτ−1
[
c3 c4
−c∗4 c∗3
][
(s1,τ−1 − s3,τ−1) (s2,τ−1 − s4,τ−1)
−(s2,τ−1 − s4,τ−1)∗ (s1,τ−1 − s3,τ−1)∗
]
,
where si,τ for i = 1, ..., 4 are the signals contained in the actual transmit matrix Sτ .
To get si,τ in terms of si,τ−1 for i = 1, ..., 4, consider the equations of the first row of
S1Eτ and S
2E
τ
s1,τ + s3,τ =
1√
p1 a1Eτ−1
(c1(s1,τ−1 + s3,τ−1)− c2(s2,τ−1 + s4,τ−1)∗) (B.15)
s1,τ − s3,τ = 1√p2 a2Eτ−1 (c3(s1,τ−1 − s3,τ−1)− c4(s2,τ−1 − s4,τ−1)
∗) (B.16)
s2,τ + s4,τ =
1√
p1 a1Eτ−1
(c1(s2,τ−1 + s4,τ−1) + c2(s1,τ−1 + s3,τ−1)∗) (B.17)
s2,τ − s4,τ = 1√p2 a2Eτ−1 (c3(s2,τ−1 − s4,τ−1) + c4(s1,τ−1 − s3,τ−1)
∗) (B.18)
It has been proved that p1 = p2 = p for both schemes. Adding and subtracting (B.15)
and (B.16) as well as (B.17) and (B.18), one can get si,τ in terms of si,τ−1, i = 1, ..., 4
as follows
s1,τ =
[ v′1︷ ︸︸ ︷
1
2
√
p
(
c1
a1Eτ−1
+
c3
a2Eτ−1
)
s1,τ−1 −
v′2︷ ︸︸ ︷
1
2
√
p
(
c2
a1Eτ−1
+
c4
a2Eτ−1
)
s∗2,τ−1
+
v′3︷ ︸︸ ︷
1
2
√
p
(
c1
a1Eτ−1
− c3
a2Eτ−1
)
s3,τ−1 −
v′4︷ ︸︸ ︷
1
2
√
p
(
c2
a1Eτ−1
− c4
a2Eτ−1
)
s∗4,τ−1
] , (B.19)
i.e.
s1,τ = v
′
1s1,τ−1 − v′2s∗2,τ−1 + v′3s3,τ−1 − v′4s∗4,τ−1.
Similarly, the following relations can as well be concluded;
s2,τ = v
′
1s2,τ−1 + v
′
2s
∗
1,τ−1 + v
′
3s4,τ−1 + v
′
4s
∗
3,τ−1
s3,τ = v
′
1s3,τ−1 − v′2s∗4,τ−1 + v′3s1,τ−1 − v′4s∗2,τ−1
s4,τ = v
′
1s4,τ−1 + v
′
2s
∗
3,τ−1 + v
′
3s2,τ−1 + v
′
4s
∗
1,τ−1.
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Using the above relations, the following can be verified
s1,τ s2,τ s3,τ s4,τ
−s∗2,τ s∗1,τ −s∗4,τ s∗3,τ
s3,τ s4,τ s1,τ s2,τ
−s∗4,τ s∗3,τ −s∗2,τ s∗1,τ
 =

v′1 v
′
2 v
′
3 v
′
4
−v′∗2 v′∗1 −v′∗4 v′∗3
v′3 v
′
4 v
′
1 v
′
2
−v′∗4 v′∗3 −v′∗2 v′∗1


s1,τ−1 s2,τ−1 s3,τ−1 s4,τ−1
−s∗2,τ−1 s∗1,τ−1 −s∗4,τ−1 s∗3,τ−1
s3,τ−1 s4,τ−1 s1,τ−1 s2,τ−1
−s∗4,τ−1 s∗3,τ−1 −s∗2,τ−1 s∗1,τ−1

Sτ = V
′
zτSτ−1 (B.20)
From the last relation, matrix V ′zτ is the information matrix of the actual differential
QOSTBC system. As shown, all matrices in the actual system also have an ”ABBA”
structure. From (B.19), the actual information symbols are
v′1 =
1
2
√
p
(
c1
a1Eτ−1
+
c3
a2Eτ−1
)
, v′2 =
1
2
√
p
(
c2
a1Eτ−1
+
c4
a2Eτ−1
)
v′3 =
1
2
√
p
(
c1
a1Eτ−1
− c3
a2Eτ−1
)
, v′4 =
1
2
√
p
(
c2
a1Eτ−1
− c4
a2Eτ−1
)
.
(B.21)
Diversity Order of the Differential Combined MDC-QOSTBC
In the combined MDC-QOSTBC scheme in Section 6.3.1, symbols ci are
c1 = v1 + v3 = (x
R
1 − xI1) + j(xR3 + xI3) c2 =v2 + v4 = (xR2 − xI2) + j(xR4 + xI4)
c3 = v1 − v3 = (xR1 + xI1) + j(xR3 − xI3) c4 =v2 − v4 = (xR2 + xI2) + j(xR4 − xI4).
(B.22)
Thus the actual information symbols in (B.21) become
v′1 =
1
2
√
p
(
(xR1 − xI1) + j(xR3 + xI3)
a1Eτ−1
+
(xR1 + x
I
1) + j(x
R
3 − xI3)
a2Eτ−1
)
v′2 =
1
2
√
p
(
(xR2 − xI2) + j(xR4 + xI4)
a1Eτ−1
+
(xR2 + x
I
2) + j(x
R
4 − xI4)
a2Eτ−1
)
v′3 =
1
2
√
p
(
(xR1 − xI1) + j(xR3 + xI3)
a1Eτ−1
− (x
R
1 + x
I
1) + j(x
R
3 − xI3)
a2Eτ−1
)
v′4 =
1
2
√
p
(
(xR2 − xI2) + j(xR4 + xI4)
a1Eτ−1
− (x
R
2 + x
I
2) + j(x
R
4 − xI4)
a2Eτ−1
)
.
(B.23)
We consider all information symbols xi, i = 1, ..., 4 to be drawn from the same constel-
lation. To get the minimum determinant of the distance matrix, one considers the least
change between two information matrices. First, for one information matrix, consider
the worst case when a1Eτ−1 =a
2E
τ−1 =aτ−1 which can happen in case βτ−1 in (6.23) is zero.
B.3 Diversity Order of Differential MDC-QOSTBCs 127
In this case the actual information symbols v′i reduce to
v′1 =
1√
paτ−1
(xR1 + jx
R
3 ) v
′
2 =
1√
paτ−1
(xR2 + jx
R
4 )
v′3 =
1√
paτ−1
(−xI1 + jxI3) v′4 =
1√
paτ−1
(−xI2 + jxI4).
and the elements of the distance matrix are
∆v′1 =
1√
paτ−1
(∆xR1 + j∆x
R
3 ) ∆v
′
2 =
1√
paτ−1
(∆xR2 + j∆x
R
4 )
∆v′3 =
1√
paτ−1
(−∆xI1 + j∆xI3) ∆v′4 =
1√
paτ−1
(−∆xI2 + j∆xI4).
In getting the minimum determinant, consider the change of only one information
symbol, let it be x1 without loss of generality. In this case, the elements of the distance
matrix are
∆v′1 =
∆xR1√
p aτ−1
, ∆v′2 = 0, ∆v
′
3 =
−∆xI1√
p aτ−1
, ∆v′4 = 0. (B.24)
Similar to the information matrix V ′ in (B.20), the distance matrix also has an
”ABBA” structure with elements ∆v′i, i = 1, ..., 4. When only ∆v
′
1 and ∆v
′
3 are non-
zero, the distance matrix becomes
∆V ′ =

∆v′1 0 ∆v
′
3 0
0 ∆v′∗1 0 ∆v
′∗
3
∆v′3 0 ∆v
′
1 0
0 ∆v′∗3 0 ∆v
′∗
1
 , (B.25)
whose determinant can be obtained through Gaussian elimination by reducing the
matrix to an upper triangular form then multiplying the elements of the main diagonal
resulting in
det(∆V ′)
∣∣∣
min
= min(∆v′21 −∆v′23 )(∆v′∗21 −∆v′∗23 ) (B.26)
= min(∆v′21 −∆v′23 )2 ∝ min((∆xR)2 − (∆xI)2)2, (B.27)
Thus the differential combined MDC-QOSTBC achieves full diversity if |∆v′1| 6= |∆v′3|,
which from (B.24) is equivalent to
|∆xR| 6= |∆xI |, (B.28)
for any two constellation points whose difference is ∆x = ∆xR + j∆xI .
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Diversity Order of the Differential Un-combined MDC-QOSTBC
For the un-combined MDC-QOSTBC scheme of Section 6.3.2, symbols ci are
c1 = v1 = x
R
1 + jx
R
3 c2 =v2 = x
R
2 + jx
R
4
c3 = v3 = −xI1 + jxI3 c4 =v4 = −xI2 + jxI4.
(B.29)
Thus the actual information symbols in (B.21) become
v′1 =
1
2
√
p
(
xR1 + jx
R
3
a1Eτ−1
+
−xI1 + jxI3
a2Eτ−1
)
, v′2 =
1
2
√
p
(
xR2 + jx
R
4
a1Eτ−1
+
−xI2 + jxI4
a2Eτ−1
)
v′3 =
1
2
√
p
(
xR1 + jx
R
3
a1Eτ−1
− −x
I
1 + jx
I
3
a2Eτ−1
)
, v′4 =
1
2
√
p
(
xR2 + jx
R
4
a1Eτ−1
− −x
I
2 + jx
I
4
a2Eτ−1
)
,
(B.30)
where (a1Eτ )
2 = 1
p
4∑
i=1
(xRi )
2 and (a2Eτ )
2 = 1
p
4∑
i=1
(xIi )
2. Since in the rectangular QAM
used, xRi and x
I
i are drawn from the same one-dimensional alphabet, it can happen
that a1Eτ = a
2E
τ . so in (B.30), consider the worst case scenario w.r.t. diversity when
a1Eτ−1 =a
2E
τ−1 =aτ−1. In this case the actual information symbols reduce to
v′1 =
1
2
√
p aτ−1
(
(xR1 − xI1) + j(xR3 + xI3)
)
, v′2 =
1
2
√
p aτ−1
(
(xR2 − xI2) + j(xR4 + xI4)
)
,
v′3 =
1
2
√
p aτ−1
(
(xR1 + x
I
1) + j(x
R
3 − xI3)
)
, v′4 =
1
2
√
p aτ−1
(
(xR2 + x
I
2) + j(x
R
4 − xI4)
)
,
(B.31)
In getting the minimum determinant, consider the change of only one information
symbol, let it be x1 without loss of generality. In this case, the elements of the distance
matrix are
∆v′1 =
∆xR1 −∆xI1√
p aτ−1
, ∆v′2 = 0, ∆v
′
3 =
∆xR1 + ∆x
I
1√
p aτ−1
, ∆v′4 = 0.
Similar to the previous section, the distance matrix has the same form as in (B.25)
and its minimum determinant is
det(∆V ′)
∣∣∣
min
= min (∆v′21 −∆v′23 )2. (B.32)
In the used rectangular QAM constellation, two constellation symbols can vary in only
the real or the imaginary part. In this case |∆v′1|= |∆v′3| resulting in a zero minimum
determinant and the distance matrix will be
∆V ′ =

∆v′1 0 ∆v
′
1 0
0 ∆v′1 0 ∆v
′
1
∆v′1 0 ∆v
′
1 0
0 ∆v′1 0 ∆v
′
1
 , (B.33)
which is of rank 2. Thus the diversity order achieved by the un-combined differential
MDC-QOSTBC is 2, hence the name half-diversity.
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