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Abstract
The number and volume of semantic data have grown impressively over the last decade, promoting compres-
sion as an essential tool for RDF preservation, sharing and management. In contrast to universal compressors,
RDF compression techniques are able to detect and exploit specific forms of redundancy in RDF data. Thus,
state-of-the-art RDF compressors excel at exploiting syntactic and semantic redundancies, i.e., repetitions
in the serialization format and information that can be inferred implicitly. However, little attention has been
paid to the existence of structural patterns within the RDF dataset; i.e. structural redundancy.
In this paper, we analyze structural regularities in real-world datasets, and show three schema-based
sources of redundancies that underpin the schema-relaxed nature of RDF. Then, we propose RDF-Tr
(RDF Triples Reorganizer), a preprocessing technique that discovers and removes this kind of redundancy
before the RDF dataset is effectively compressed. In particular, RDF-Tr groups subjects that are described
by the same predicates, and locally re-codes the objects related to these predicates. Finally, we integrate
RDF-Tr with two RDF compressors, HDT and k2-triples. Our experiments show that using RDF-Tr
with these compressors improves by up to 2.3 times their original effectiveness, outperforming the most
prominent state-of-the-art techniques.
Keywords: RDF compression, Linked Data
1. Introduction
The Resource Description Framework (RDF) [29] is a logical model which describes data in the form of
triples. Each triple comprises the resource being described (referred to as subject), a property of that resource
(predicate), and the corresponding value (object). For instance, the triple (<http://example.org/Dead Man Walking>,
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Figure 1: RDF triples modelled as a labelled directed graph.
NTriples
<http://example.org/Dead_Man_Walking> <http://example.org/prop/title> "Dead Man Walking".




@prefix ex: <http://example.org/> .
@prefix prop: <http://example.org/prop/> .
@prefix class: <http://example.org/class/> .
ex:Dead_Man_Walking prop:title "Dead Man Walking" ;
  prop:starring ex:Sean_Penn ;
  a class:film .
ex:Sean_Penn prop:name "Sean Penn" .
Figure 2: RDF triples presented in NTriples and Turtle formats.
<http://example.org/prop/title>, "Dead Man Walking") sets that the resource <http://example.org/Dead Man Walking>
has a title property with the value "Dead Man Walking".
An RDF triple can be seen as a directed graph in which the predicate labels the edge from the subject
to the object node. Thus, an RDF dataset (a set of triples) is often represented as a labelled directed graph
that links data descriptions in the form of triples. Figure 1 shows a simple RDF graph with four triples
that provide a basic description of Sean Penn and one of his films, “Dead Man Walking”. Note that RDF
restricts the types of terms that can play as subject, predicate, or object. Subject roles are always played
by International Resource Identifiers (IRIs) or local identifiers (referred to as blank nodes) used to denote
resources without explicitly naming them. Predicates are always IRIs (often described in a vocabulary or
ontology), whereas the object role can be played by both IRIs, blank nodes and also literal values (such as
"Dead Man Walking" in Figure 1).
This flexible paradigm has attracted increasingly interest over the past few years. RDF has been adopted
as the mainstream data representation in diverse fields of knowledge and leading projects1 such as life-
sciences (e.g. Bio2RDF), geography (e.g. Geonames), or general knowledge (e.g. Wikidata), to name but a
1Bio2RDF: http://bio2rdf.org/; Geonames: http://www.geonames.org/; Wikidata: https://www.wikidata.org; DBpe-
dia: http://www.dbpedia.org/
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few. Not surprisingly, DBpedia, an RDF conversion of Wikipedia, is the largest cross-domain dataset2 and
the most accepted reference to assess the benefits of RDF. In fact, DBpedia is considered the nucleus for the
so-called Web of Data [3], an interconnected data-to-data cloud that grows progressively encouraged by the
Linked Open Data (LOD) initiative3.
Despite its success, the RDF framework is a logical model, hence it does not restrict how data are
(phisically) serialized. The RDF Working Group of the World Wide Web Consortium (W3C) focuses on this
issue and collects several practical RDF serialization formats [45]. Serializations have evolved from the initial
verbose RDF/XML specification, to more specific, simple and compact formats, such as JSON-LD, Turtle,
NTriples, or NQuads. All these “plain” formats lead to document-centric, human-readable serializations of
RDF, which add unnecessary overheads when storing, exchanging and consuming RDF graphs in the context
of a large-scale and machine-understandable Web of Data.
Figure 2 shows the RDF representation of the previous example in two different formats, Ntriples and
Turtle. These forms of representation are equivalent and they suffer from similar verbosity and redundancy
problems, as they are both intended for human readability. Although Turtle mitigates redundancy by
grouping prefixes (with the inclusion of "@prefix" terms) and using some sort of adjacency lists, arbitrary long
IRIs, e.g. ex:Mystic River are still present in several triples, acting as subject and object in different triples
(the sources of RDF redundancies are reviewed in Section 2). Thus, RDF-specific compression has recently
emerged as an effective technique to detect and leverage internal redundancies in RDF data, minimizing
space requirements for storage, exchange and consumption processes [30]. In addition, RDF compression
plays an increasingly important role in other application areas, such as RDF archiving and versioning [47]
or distributed RDF stores [22], among others.
In this scenario, HDT [17], also within the W3C scope [16], represents one of the first and more standard-
ized binary formats for RDF data. The HDT format results in a very compact RDF serialization, enabling
significant savings in storage and speeding up data exchange (i.e., less bits over the wire). HDT minimizes
the repetition of potentially large strings using the so-called HDT Dictionary, which assigns a numerical ID
to each term in the dataset. Then, the graph structure of the dataset is managed as a graph of term IDs,
in the HDT Triples component. While efficient encoding of string dictionaries is a challenge beyond RDF
compression [32], triples encoding is an open and active research area. In particular, HDT uses a straight-
forward configuration and encodes the triples as a forest of trees, one per different subject, using bit and
(compact) integer sequences. In turn, the k2-triples [1] technique elaborates on the encoding of the triples
and reports excellent compression ratios by representing triples as a set of (compressed) adjacency matrices,
one per different predicate. These compressors, though, disregard specific sources of structural redundancies
2The latest DBpedia version comprises more than 13 billion triples from 128 different languages.
3http://linkeddata.org/
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underlying RDF, i.e., common patterns emerging while describing a subject. Note that, although RDF is
a flexible, schema-relaxed model, data represented in RDF come with different levels of structuredness [12],
from structured data (e.g. converted from a relational database) to unstructured data (e.g. from Wikipedia).
In this paper, we analyze common patterns related to the use of predicates and objects in real-world
RDF datasets, and show three structural sources of redundancy (introduced in Section 4) underlying the
schema-relaxed nature of RDF. This knowledge is then used to describe and implement a new preprocessor:
RDF-Tr (RDF Triples Reorganizer), which reorganizes triples to improve their effective encoding. Then,
we practically show the application of the technique for the aforementioned HDT and k2-triples compressors,
renamed HDT++ and k2-triples++ respectively. Our evaluation using real-world RDF datasets shows that
the improved compressors outperform their original effectiveness up to 2.3 times, and speed up decompression
time up to 3.4 times in HDT and 2.4 times in the case of k2-triples.
The rest of the paper is organized as follows. Section 2 describes the three different sources of redundancy
underlying RDF datasets and summarizes the current state of the art for RDF compression. Section 3
provides background on data compression and compact data structures. Section 4 presents the concrete
foundations and sources of redundancy addressed by RDF-Tr. The RDF-Tr reorganization algorithm is
fully detailed in Section 5, together with the configuration of compact data structures required to implement
it and how the original triples can be decoded. Sections 6 and 7 illustrate the integration of RDF-Tr
with existing RDF compressors. In particular, we introduce HDT++ and k2-triples++, the variants of
HDT and k2-triples that compress the “reorganized triples” . Section 8 conducts an exhaustive empirical
evaluation of RDF-Tr with different real-world datasets, comparing HDT++ and k2-triples++ to their
original counterparts. Finally, Section 9 concludes and devises future lines of research.
2. Preliminaries and State of the Art
The adoption of RDF as the main model to represent information in the Web of Data, and the development
of ambitious projects such as Linked Open Data, has fostered its use in emerging areas such as Knowledge
Graphs [7], Smart Cities or the Web Of Things, and critical sectors such as healthcare and biomedecine [25].
For instance, Bio2RDF consists of around 11 billion triples generated from 35 important biomedical data
sources, such as DrugBank, PharmGKB and KEGG. Such ever-increasing dataset sizes present scalability
challenges [14] and require efficient mechanisms to represent and consume RDF data.
In this context, RDF compression has emerged as an active research and development field over the past
years [30]. Although universal compressors (e.g., gzip, bzip2, etc) leverage highly verbose RDF serializations,
their effectiveness is far from optimal. In general, universal compressors are not able to detect and exploit
all types of redundancy underlying RDF data. We first review these sources of redundancy and then analyze
state-of-the-art RDF compressors.
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2.1. Sources of RDF redundancies
RDF redundancies are categorized at the semantic, symbolic and syntactic level [40]. An RDF graph
has semantic redundancy when the information it contains can be represented with fewer triples. Semantic
compressors are able to detect this type of redundancy and eliminate extra triples from the original dataset
[21]. Then, using inference techniques, the original dataset can be recreated, or at least, a semantically
equivalent graph can be obtained. Pure semantic compressors are not so effective by themselves, hence they
are often combined with symbolic and/or syntactic compressors.
Symbolic compression involves removing unnecessary repetitions of symbols in a dataset. This is achieved
by encoding each element of the RDF graph (URIs, blank nodes and literals) with a corresponding integer
identifier (ID), whose value is stored in a dictionary. In turn, these dictionaries provide at least two primitive
operations to translate RDF terms to IDs, and vice versa. Note that RDF dictionaries reach non-negligible
sizes and, in practice, they must also be compressed [33]. A survey on compressed string dictionaries
[32] shows that URI dictionaries can be highly compressed (up to 5% of their original size), while literal
dictionaries need more space due to their more heterogeneous composition. In both cases, translation queries
can be resolved efficiently (e.g., in 1− 2µs per operation in a standard setup [32]).
Syntactic redundancy depends on the RDF graph serialization and also on the underlying graph structure.
The simplest RDF syntaxes, such as NTriples [5], write all triples to serialize this subgraph, e.g., one per
line. That is, the same subject value would be repeated n times in the resulting file. This drawback can be
addressed by simply grouping triples by subject, i.e., considering that the subject structure is described as an
adjacency list of (predicate,object) pairs. RDF syntaxes, such as Turtle [6], make similar decisions to obtain
more compact serializations. RDF compression at this level is traditionally achieved by serializations that
firstly reorganize the structure of the graph in order to leverage such redundancies. In addition, serializations
can use compact data structures (a brief background is provided in Section 3) to achieve higher levels of
compression [30].
2.2. RDF Compression
The current state of the art comprises a rich and diverse set of compressors for RDF data. These
are mainly lossless compressors (because they preserve the original information in the dataset), yet lossy
compressors are also emerging [24]. We focus on the former and classify them into physical and logical
compressors if they mainly focus on symbolic/syntactic or semantic redundancy respectively. Techniques
performing at both physical and logical levels are referred to as hybrid compressors.
Physical compressors. These techniques adapt traditional concepts from data compression to the particu-
lar case of RDF . On the one hand, they capture and remove symbolic redundancy from RDF terms by using
compressed string dictionaries [32]. As explained above, this decision enables the original RDF graph to be
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processed as an ID-graph, in which IDs refer to the corresponding terms in the dictionary. On the other hand,
different graph encodings have been proposed to compress the resulting ID-graph. Although this approach
is widely implemented, there are some physical compressors which tune it from different perspectives.
HDT [17] pioneers this family of RDF compressors and proposes a simple but effective encoding using
three main components: i) the Header provides descriptive metadata about the dataset; ii) the Dictionary
maps RDF terms to IDs; and iii) the Triples component encodes the underlying graph. The Header is used
for dataset discovery and processing, but it is not relevant for compression purposes. We focus on the other
two components:
• The Dictionary processes RDF terms according to the role they play in the dataset (subjects, predicates,
or objects), but organizes them into four disjoint partitions: one for each role, and a fourth one
comprising terms which play both subject and object roles. This organization was originally introduced
in [2] and allows subject-object terms to be encoded only once. It is a relevant improvement if one
considers that, in real-world datasets, up to 60% of the terms are in fact subject-object terms [33].
Let us refer to |SO|, |S|, |O|, and |P | as the number of different subjects-objects, total subjects, total
objects, and total predicates in the dataset, respectively. Then, term-ID mappings are performed as
follows: [1, |SO|] for subjects-objects, [|SO|+ 1, |S|] for exclusive subjects, [|SO|+ 1, |O|] for exclusive
objects, and |P | for predicates. Each dictionary partition is encoded (by default) using the prefix-
based Front-Coding compression [32], which ensures very efficient dictionary operations and excellent
compression ratios for IRIs. In contrast, this differential encoding is not so effective for literals, hence
HDT also provides a self-indexed dictionary for literals [33], which saves space storage at the price of less
efficient retrieval operations. Both types of dictionaries can be parameterized to optimize space/time
tradeoffs.
• The Triples component encodes the resulting ID-graph as a set of |S| adjacency lists, one per different
subject in the dataset. Each list is modelled as a 3-level tree where the corresponding subject is
represented at the root; the middle level sorts all predicate IDs related to the subject; while the leaves
organize all object IDs related to each (subject, predicate) pair. These trees are encoded using two
integer sequences for predicates and objects (subjects are represented implicitly) and two additional
bitsequences to represent the shape of the trees. More details about the HDT Triples component can
be found in Section 6.1.
HDT has been widely adopted by the Semantic Web community because of its simplicity, its compression
levels and its performance for data retrieval operations. It is worth noting that HDT is successfully deployed
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in client-side query processors, such as Triple Pattern Fragments4 [50] and SAGE5 [35], indexing/reasoning
systems like HDT-FoQ [31] or WaterFowl [11], or recommender systems [19] among others. However, its
encoding of the graph topology is quite simple and further compression could be achieved. This is addressed
by k2-triples [1], a compressor that organizes RDF terms in the same four partitions used by HDT, but
performs a more effective ID-graph encoding. In particular, k2-triples implements a predicate-based parti-
tioning of the ID-graph and obtains |P | unlabelled graphs. Each of these predicate-graphs is independently
encoded as a binary matrixMp, whereMp[i, j] = 1 means that the subject i and the object j are related by
the predicate p, and 0 otherwise. These adjacency matrices, which tend to be sparse, are compressed using
the (universal) k2-trees technique [9], reporting the best compression ratios in the current state of the art of
RDF compressors. More details about k2-triples are provided in Section 7.1.
Two other physical compressors have been published more recently, RDFCSA [8] and OFR [46]. Their
contribution is quite different. On the one hand, RDFCSA excels in data retrieval at the cost of larger space
requirements, hence it does not outperform the best RDF compressors in the state of the art. RDFCSA first
performs the same dictionary transformation explained above. Then, it uses Sadakane’s CSA (Compressed
Suffix Array) [42] to encode the ID-graph. In comparison to those RDF compressors providing efficient
triple retrieval, RDFCSA competes with HDT in effectiveness, but it does not reach compression ratios
reported by k2-triples. On the other hand, OFR is a two-stage compressor that mainly focuses on reducing
storage requirements, disregarding triples retrieval needs. In the first stage, OFR also isolates terms and
triples. Terms are organized into a structure of six sub-dictionaries, first performing partitions by subject,
predicate, and object, and then building dictionaries for each different class of term inside them. These
dictionaries are run-length and delta compressed [43]. Regarding triples, they are sorted by (object,subject)
value and also run-length and delta encoding to exploit multiple object occurrences and the non-decreasing
order of the consecutive subjects. Dictionary and triples outputs are then re-compressed during the second
stage. The authors consider two universal compressors (zip and 7zip) to remove all remaining redundancy
after OFR reorganization. Compression ratios reported by OFR, combined with zip and 7zip, outperform
that achieved by HDT+zip and HDT+7zip. Despite of this achievement, these numbers are not enough
to compare whether a standalone OFR (with no universal compression afterwards) improves HDT, or the
techniques previously explained.
Finally, gRePair [28] extends the RePair algorithm to cater for graphs, including RDF graphs. In short,
gRePair builds a grammar with the relationships in the graph and replaces the original graph by another
with the rules of the corresponding grammar. gRePair is effective in very specific scenarios, i.e., when the




predicate relationships. In addition, gRePair has not been compared with specific RDF compressors, but
with the interleaved k2-tree method, which is comparable to k2-triples. In such scenarios, gRePair obtains the
best compression, up to 10 times w.r.t the k2-tree, in a graph with a single rdf:type predicate. In contrast,
when the number of predicates increases, the advantage over the k2-tree decreases, and no evaluation is
provided with large and complete real-world datasets.
Logical compressors. These compressors propose different strategies to detect redundant triples (those
that could be inferred) and to obtain the canonical subgraphs, which are finally encoded. Initial approaches
[21, 34] consider the notion of lean subgraph. This concept refers to the smallest instance of the original
graph which preserves the ground part of the graph (non-blank nodes and edges connecting them), and
maps redundant blank nodes to labels already existing in the graph or to other blank nodes. Ianone et
al. [21] conclude that the number of triples removed by a lean subgraph greatly depends on the graph
features, but a reasonable lower limit is two triples removed] per blank node. Meier [34] states that semantic
redundancy is still possible in lean graphs because some of their triples can be derived from others. The
author introduces a user-specific redundancy elimination technique based on Datalog-like rules. In short, this
approach understands rules in a generative way; i.e., r(X,Y ) → t(Y,X) means that t(Y,X) are generated
from r(X,Y ). Thus, if r(a, b) exists in the dataset, it is not necessary to store t(b, a), because it can be
inferred. Despite its theoretical contribution, this technique is only well-suited when user-defined rules are
explicitly specified. The work of Pichler et al. [41] goes a step further and studies how rules, constraints, and
queries influence graph minimization. Although it provides a relevant complexity analysis, it does not report
any practical results. In fact, Joshi et al. [23] note that this approach is application dependent, hindering
their adoption for compressing the ever growing RDF datasets.
The rule-based (RB) compression method [23] is one of the first approaches reporting effectiveness num-
bers. It uses mining techniques to detect two types of frequent patterns which are then used as generative
rules to remove all triples that can be inferred from such patterns. On the one hand, intra-property patterns
encompass groups of objects which are commonly used for subject description through a particular predicate.
On the other hand, inter-property patterns group pairs of predicate-object values related to many subjects.
Once the patterns are discovered, RB splits the dataset into two disjoint sets of triples: i) the dormant set
preserves (in an uncompressed way) those triples to which no inference rule can be applied, and ii) the active
set differentially encodes all triples to which rules are applied for inferring new triples. While intra-property
patterns are not so effective, inter-property allows up to 50% of the original triples to be removed. However,
it has no a significant effect on compression ratios by itself, and RB must be combined with HDT to compete
with physical compressors.
The use of frequent patterns does not capture all semantic associations in the dataset [49], so effectiveness
can be improved if more expressive rules are considered. The technique proposed in [49] introduces a mining
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algorithm focused on Horn rules. A Horn rule can be simply expressed as B ⇒ H, where B = B1∧B2∧. . . Bn
is the body and H is the head. Both Bi and H are of the form (?s pred ?o), where pred is any predicate
relating a subject and an object (which can be bounded or left as variables). An instantiation of the rule
is considered invalid when a set of triples matches the body rule, but the expected heading triple does not
exist in the dataset. On the contrary, a valid instantiation occurs when the corresponding heading triple is in
the dataset. Once these Horn Rules are detected, all triples matching the head parts are discarded and the
remaining triples are encoded by following the RB strategy. In this case, the active set contains all triples
used in the body rules, and the dormant set comprises triples which do not match any rule. It is worth noting
that the latter set also contains conflicting triples. That is, triples that are part of an invalid instantiation
of a rule and a valid instantiation of another rule. This Horn rule-based compressor outperforms RB in
compression ratio at the price of less efficient compression/decompression processes.
More recently, Guang et al. [18] proposed a new rule-based compressor that uses OWL2RL rules [36] to
remove redundant triples. First, it analyzes subject-object entities to discover common subgraph patterns.
These entity description patterns (EDPs) are quite similar to the predicate families that we previously pro-
posed in our seminal paper [20] (further detailed in Section 5). That is, for a given entity e, the corresponding
EDP comprises i) all predicates pi such that (e,pi,ox) exists in the dataset, and (optionally) ii) the class
value v if the triple (e,rdf:type,v) is also present. Additionally, an EDP contains all predicates pj such
that (sx,pj,e). The original dataset can be transformed into a set of EDPs by grouping entities which are
described by the same EDP. Each group is then independently processed and OWL2RL rules are matched
with pi and pj predicates in the EDP. An EDPRule is added when the EDP satisfies a particular rule, and
its inferred triples are removed. Finally, the remaining sx and ox values are also encoded in the context
of their EDP. The authors do not provide compression ratios, but report that their approach detects up to
32.77% of redundant triples. In quantitative terms, this result does not improve the previous compressors.
Hybrid compressors. These compressors combine the best of both worlds. On the one hand, they detect
and remove syntactic/symbolic redundancy at the serialization level. On the other hand, they consider
different strategies to compact the graph by deleting semantic redundancy at the logical level. Although this
form of compressors has barely been researched until now, interesting insights are provided in [39, 48].
The graph-pattern based (GPB) compressor [39] was published concurrently with our seminal paper [20],
and has some common points with our current approach, as explained in the following sections. GPB
converts the original dataset into a sequence of entity description blocks (EDBs), which group all triples that
share the same subject. Each EDB is described by the set of predicates related to the subject and all types
assigned to them. EDBs are then grouped into entity description patterns (EDPs) which comprise all EDBs
with the same description. The current notion of EDP is similar to that explained above. That is, an EDP
is a subgraph pattern that describes the structure of predicates and type values for a subset of subjects in
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the dataset. Each EDP is encoded as a pair which comprises the corresponding pattern and all instances
matching them6. This serialization is called Level 0 method (LV0). GPB introduces a merge operator that
joins EDBs by their relations. This strategy is referred to as the Level 1 method (LV1). Finally, the Level 2
method (LV2) recursively joins EDBs merged in previous stages. Experimental results show that GPB-LV2
is able to detect and remove many more triples than RB, reporting better compression ratios. It is clear
evidence that GPB performs better at the logical level. Regarding its effectiveness at the physical level,
the paper does not compare GPB results to those achieved by other compressors. However, the authors
emphasize the potential improvements of GPB due to its ability to remove syntactic redundancy.
Finally, RDF2NormRDF [48] is an RDF normalization approach, which cleans and eliminates redun-
dancies from RDF datasets as a means of converging into a canonical representation. Thus, it is not a
compressor by itself. At the logical level, it removes edge and node duplication by applying particular trans-
formation rules. From a critical point of view, this problem is partially addressed by physical compressors
when removing duplicate triples and assigning unique IDs to literals used in more than one triple. However,
physical compressors do not deal with blank nodes particularities, preserving their inner redundancy. At
the physical level, RDF2NormRDF introduces additional rules to deal with namespace issues and to provide
consistent statement orders. It also normalizes how types and language tags are effectively encoded. The
normalization process implemented by RDF2NormRDF does not detect more logical/physical redundancy
than HDT, but it outperforms HDT for an experimental setup that only comprises small datasets. Besides
its compression achievements, RDF2NormRDF outputs normalized datasets that verify all desired quality
properties (completeness, minimality, compliance and consistency).
3. Data Compression and Coding
Data compression consists of reducing the number of bits required to encode data [43]. In this paper,
we only focus on lossless compression (i.e., techniques that are able to reconstruct the original data from its
compressed representation), and particularly, on the encoding of integer numbers. In the following, we first
review the concept of Variable-Length codes (VLCs) [44], and we summarize state-of-the-art encodings of
integer sequences. We then introduce the innovative concept of compact data structures [37] and delve into
more details of functional bitsequences. Finally, we review compact data structures for graphs, which are
then used in our approach.
3.1. Variable-Length Codes
Some prominent RDF compressors (such as HDT [17]) first transform the RDF dataset into a dictionary
of terms and a graph of IDs, before applying additional compression techniques. This allows symbolic
6Instances are encoded as IDs based on their MD5 hashes.
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and syntactic redundancy to be detected and removed independently, improving the overall compression
effectiveness. Focusing on the ID-graph, its adjacency information is first modelled in the form of lists or
matrices, and then these structures are encoded.
Variable-Length codes (VLCs) [44] are often used to encode adjacency information, represented in the
form of integer IDs. Given an alphabet of integers A = {1, 2, . . . , σ}, a VLC maps each value into a variable-
length sequence of bits. Thus, VLCs consist of short and long codewords, i.e., compression is optimized when
the most frequent integers are encoded with the shortest codewords. Note that VLCs assign the shortest
codewords to the initial elements of the alphabet, hence IDs often need to be rearranged to meet this premise.
Different forms of variable-length compression have been proposed in the state of the art [44]. In the
following, we focus on the so-called Elias codes [13], which are practically used in the implementation of our
approach. The gamma code: γ is the simplest one and encodes any positive integer n in binary, preceded
by blog2(n)c 0-bits. For instance, the binary encoding of 17 is 10001 and blog2(17)c = 4, so γ(17) =
000010001. γ uses 1 + 2blog2(n)c bits to encode an integer n. In contrast to γ, the Elias delta code: δ only
uses 1 + blog2(n)c + 2blog2(1 + blog2(n)c)c bits to represent n. In this case, the delta code concatenates
γ(blog2(n)c + 1), followed by the binary representation of the number excluding the first 1-bit (since it is
implicit); e.g., to encode 17, its gamma representation is first obtained: γ(blog2(17)c + 1) = γ(4 + 1) =
γ(5) =00101, and then the binary encoding of 17 is added (without the first 1-bit): 001010001.
3.2. Encoding of Integer Sequences
Although VLCs can be directly used to compress individual integer IDs from the ID-graph, they disregard
potential common regularities in adjacency lists. It is worth noting that adjacency lists are often sequences
of increasing IDs, which introduces an additional redundancy.
Let us suppose that we want to encode the adjacency list L={1000, 1004, 1012, 1019, 1021} using
Elias gamma. In this case, each ID can be directly compressed as γ(1000), γ(1004), etc. Thus, the length
of the corresponding codewords will be proportional to the corresponding ID value. In this case, 21-bit
codewords are necessary to encode each ID, so encoding the whole list takes 105 bits.
Gap-encoding is often used to compress posting lists in Information Retrieval systems, before using VLCs.
Gap-encoding leverages that gaps between consecutive IDs in the list are short, so each ID can be rewritten
as the difference to its predecessor; i.e., L′[i] = L[i] − L[i − 1]. This also applies to the case of adjacency
lists. Assuming that the first element is always encoded “as is”, the previous list example can be encoded
as L={1000, 4, 8, 7, 2}. Thus, encoding the first ID takes 21 bits, but the remaining values are encoded
using 5, 7, 7, and 3 bits, respectively. Gap-encoding is effective in terms of space saving, but it introduces
additional costs for decoding purposes. Note that to obtain the i− th ID of the list, the i−1 previous values
must be decoded. In practice, gap-compressed sequences are sampled and absolute values are preserved
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every k positions. Thus, in the worst case, only k − 1 values are decoded until the desired value can be
obtained.
3.3. Compact Data Structures
Compact data structures are memory-efficient structures that arrange different types of data in a reduced
space, and retain querying capabilities over the compressed representation [37]. All these approaches are
built on top of functional bitsequences,B[1, n], that provide three main operations:
• access(B, i) returns B[i], for any 1 ≤ i ≤ n.
• rankv(B, i) counts the number of occurrences of the bit v (i.e. v = {0, 1}) in B[1, i], for any 1 ≤ i ≤ n.
Note that rankv(B, 0) = 0.
• selectv(B, j) returns the position of the j − th occurrence of the bit v (i.e. v = {0, 1}) in B, for any
j ≥ 0. Note that selectv(B, 0) = 0 and selectv(B, j) = n+ 1 if j > rankv(B,n).
Bitsequences must be enhanced to ensure an efficient performance for these operations. On the one hand,
plain approaches store the bitsequence as a bit array of n elements, and add additional structures on top
of it to ensure competitive time resolution. In our approach, we use the structure proposed by [10], which
answers select in time O(1) and pays a space overhead ≤ 0.2n bits (note that RDF-Tr algorithms do not
use rank, and access can be directly performed on the bit array in constant time). On the other hand,
compressed approaches [37] exploit different forms of bit redundancy to encode the bitsequence in compressed
space while answering the previous operations efficiently. None of the approaches introduced in this paper
use this class of bitsequences.
Different innovative compact data structures have been proposed on top of bitsequences and their efficient
operations, implementing trees, graphs, or grids, among others [37].
3.4. Encoding of Graphs
Given the scope of this paper and the graph-based RDF model, we hereinafter focus on compact data
structures for directed graphs. A directed graph G = (V,E) is composed of a set of vertices V and a set
of edges E ⊆ V × V , being n = |V | and e = |E|. Typically, these structures should provide the following
operations [37]:
• adj(G, v, u) returns if the edge (v, u) ∈ E.
• neigh(G, v) returns the list of direct neighbors of v; i.e., {u, (v, u) ∈ E}.
• rneigh(G, v) returns the list of reverse neighbors of v; i.e., {u, (u, v) ∈ E}.
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• outdegree(G, v) returns the number of direct neighbors of v; i.e., |neigh(G, v)|.
• indegree(G, v) returns the number of reverse neighbors of v; i.e., |rneigh(G, v)|.
In the following, we distinguish between compact data structures encoding direct graphs as adjacency
lists or adjacency matrices. To illustrate these approaches, we consider a directed graph composed of n = 6
vertices and a set of e = 10 edges: E = {(1, 2), (1, 3), (2, 4), (3, 2), (3, 4), (3, 5), (4, 5), (4, 6), (5, 6), (6, 1)}.
Adjacency Lists. The simplest compact data structure regards the graph as a sequence of adjacency lists,
each one listing the direct neighbors of each vertex. For instance, HDT [17] uses adjacency list encoding as
part of its BitmapTriples component.
Typically, an adjacency list structure, AL, concatenates all adjacency lists into a single sequence, S, and
a bitsequence, B, which is used to mark the last element of each list. This configuration is shown in Figure
3, representing the previous example. In this case, six adjacency lists (one per vertex) are concatenated,
hence six bits are activated in B (positions 2, 3, 6, 8, 9, and 10). Thus, the list for vertex 1 is encoded in
S[1, 2], the list for vertex 2 in S[3], vertex 3 in S[4, 6], and so on.
Figure 3: Example of adjacency list encoding.
Adjacency list encoding encompasses an integer sequence, S, and a functional bitsequence, B. Note
that S can be compressed as explained in Section 3.2, or can preserve IDs in plain form, i.e., each ID is
encoded using dlog2(n)e bits. In turn, plain or compressed approaches can also be used to implement B
and its operations [37]. Regardless of the particular implementation, adjacency list encoding allows the
aforementioned adj, neigh, and outdegree operations to be efficiently performed, as detailed below. In
contrast, this organization results inefficient in operations on reverse neighbors unless the transposed graph
is encoded, doubling the required space [37].
The resolution of adj, neigh, and outdegree on vertex v first requires the limits of its adjacency list
to be computed. The getListLimits function, in Algorithm 1, shows how the left and right limits can be
obtained using select operations. For instance, getListLimits(AL,3) obtains the limits of the adjacency
list of vertex 3, which is encoded from begin = select1(AL.B, 2) + 1 = 4, to end = select1(AL.B, 3) = 6.
Then, each operation proceeds as follows:
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Algorithm 1: getListLimits(AL, v)
1 begin← select1(AL.B, v − 1) + 1;
2 end← select1(AL.B, v);
3 return (begin, end);
Algorithm 2: adj(AL, v, u)
1 (begin, end)← getListLimits(AL, v);
2 pos← binarySearch(AL.S[begin], AL.S[end], u);
3 return pos;
Algorithm 3: neigh(G, v)
1 (begin, end)← getListLimits(AL, v);
2 neighbors← [AL.S[begin] . . . AL.S[end]];
3 return neighbors;
Algorithm 4: out(G, v)
1 (begin, end)← getListLimits(AL, v);
2 return end− begin+ 1;
• adj(G, v, u) looks for the vertex u in S[begin, end] using a binary search (see Algorithm 2). If (v, u) ∈ E,
the operation returns its (local) position in the corresponding adjacency list of v, or −1 otherwise. For
instance, in adj(AL, 3, 4), i.e., checking the existence of the edge (3, 4), the value 4 is binary searched
in B[4, 6]. Thus, adj(AL, 3, 4) = 2, because 4 is found in the second element of the corresponding
adjacency list of vertex 3. It is trivial to convert the result to a boolean output.
• neigh(G, v) returns an array that includes all values in S[begin, end] (see Algorithm 3). In our example,
neigh(AL, 3) returns values in B[4, 6] = {2, 4, 5}.
• outdegree(G, v) returns end−begin+1 (see Algorithm 4). In the previous example, outdegree(AL, 3) =
6− 4 + 1 = 3.
Note that this encoding also provides direct access to any element of an adjacency list. This functionality
is commonly invoked as neigh(G, v)[j]. It returns the j-th direct neighbor of v, which is located at S[begin+
j − 1]; e.g., neigh(AL, 3)[2] = 4, because S[5] = 4.
Finally, it is worth noting that this encoding assumes that all lists have at least one element. Otherwise,
if empty lists are allowed, a slight modification must be introduced. In this case, 1-bits still mark the end
of the lists, but all elements in a list are now explicitly encoded with 0-bits. For instance, the bitsequence
B′ = [011001] encodes three adjacency lists: the first one contains one element, the second list is empty, and
the third list has two elements. It also causes a slight modification in the getListLimits(v) function, which
now obtains the left limit as posl =select1(v − 1) − (v − 1), and the right one as: posr =select1(v) − v.
Note that if posr = posl, the corresponding list is empty. In this case, neigh(G, v) = ∅.
Adjacency Matrices. A na¨ıve approach to encode adjacency matrices is using a vector of vectors. As shown
in Figure 4 for our previous example, this approach uses a main vector V , of size n, where each cell stores a
pointer to a secondary vector Li (1 ≤ i ≤ n), which encodes the neighbors of each vertex in the graph. This
structure is preferable to the previous one when the average outdegrees are large, because pointers demand
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Figure 4: Example of adjacency matrix encoding using a vector of vectors.
fewer bits than the bitsequence. In addition, the independent encoding of each list Li makes it possible to
use more effective techniques to compress the IDs in each list.
Similarly to the previous structure, this approach resolves adj, neigh, and outdegree very efficiently,
but it is not a good choice for applications that require operations on reverse neighbors. In particular:
• adj(G, v, u) binary searches u in the vector Lv.
• The result of neigh(G, v) is the vector Lv itself.
• outdegree(G, v) is easily obtained as the length of Lv.
More sophisticated techniques exploit the sparseness and/or clustering features of adjacency matrices to
reach high compression ratios. In this respect, the k2-tree [9] approach is one of the most-used compact data
structures for compressing directed graphs.
A k2-tree models a graph G(V,E) as a binary matrix M of size m×m, where m is the minimum power
of k that is greater than n. Thus, M [i, j] = 1 iff the edge (i, j) ∈ E. M is recursively subdivided into k2
submatrices, which are (conceptually) organized in a tree and encoded using a bitsequence T : 1-bit means
that the corresponding submatrix has at least one non-empty cell, being 0 otherwise. The last level of the
tree encodes matrix cell values using another bitsequence L, where 1-bits mean that the corresponding cells
encode an existing edge in G.
Figure 5 illustrates the resulting k2-tree for our graph example. It is modelled as an 8× 8 matrix (note
that the two right-most columns and the two bottom rows are filled with zeroes to reach the required matrix
size, even though they do not encode any existing vertex). The conceptual tree is depicted on the right side,
and the resulting bitsequences T and L are shown below. Note that only T and L are actually encoded.
A k2-tree structure can be efficiently navigated by rows (directed neighbor operations) or by columns
(reverse neighbor operations) using rank and select on the bitsequences (see [9] for more details). Besides
it supports the adj operation, and different forms of range-based queries. Thus, the k2-tree is a fully
functional data structure for graph encoding that also ensures high compression ratio scenarios, including
RDF compression [1].
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Figure 5: Example of matrix encoding using a k2-tree.
4. RDF-Tr Foundations
RDF is described as a schema-relaxed model in which data with different degrees of structure can be
integrated. However, this flexibility is a double-edged sword. At the logical level, RDF is an effective way
to address data variety and allows structured and semi-structured data to be mixed in a single representa-
tion. Conversely, this lack of a fixed schema prevents RDF compressors from assuming particular subgraph
structures when, in fact, RDF data present many schema-based features. As previously explained, this is a
source of redundancy that introduces significant overheads in RDF serializations.
RDF-Tr foundations are drawn from structural/semantic RDF features and focus on improving com-
pression effectiveness. These features are related to the practical use of predicates and objects in real-world
RDF datasets.
4.1. Predicates
The set of predicates used to describe a subject may vary greatly within a dataset. For instance, let us
suppose that an RDF dataset represents information about cinema. The set of predicates used to describe
people (name, age, nationality, etc.) are different from those used to categorize a movie (title, director,
duration, etc.) and both coexist in the same dataset. Moreover, resources can be modelled with different
levels of detail (semi-structured descriptions): some people can be described using their name and age, others
through their name and nationality, etc.
It is nonetheless true that, given the descriptive character of RDF, there exist predicate repetitions
when describing resources of the same nature (e.g., among people). Although the number of predicate
combinations (referred to as predicate families) used for subject descriptions theoretically grows with the
number of predicates, the number of such combinations is bounded, even in datasets with a light schema
[15]. In the following, we formalize the concept of predicate family based on the notion of predicate lists [15].
Definition 1 (Predicate Family). Let G be an RDF graph, and SG, PG, OG be the sets of subjects, pred-
icates and objects in G. We define the predicate family Fs as the set of predicates (labels) related to the
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Figure 6: Example of an RDF graph and its predicate families.
subject s ∈ SG. That is, the set of predicates Fs = {p | ∃z ∈ OG, p ∈ PG, (s, p, z) ∈ G}. We denote as FG,
or just F , the set of different predicate families in G. That is, FG = {Fx, x ∈ SG}, hence the number of
predicate families in the graph G is |FG| (or just |F |).
The predicate family concept is equivalent to the Characteristic set definition introduced by Neumann et
al. [38], and it is used to split the graph into subgraphs, each one containing all subjects described with the
same set of predicates. Once the subjects are grouped, their predicate structure can be implicitly encoded
attending to their corresponding predicate family.
Figure 6 illustrates the use of predicate families for a given RDF excerpt about films, which extends
our previous example in Figure 1. In this example, we find three different families: F1 ={rdf:type,
prop:name}; F2 ={prop:director, prop:name}; and F3 ={rdf:type, prop:starring,prop:title}, so subject
descriptions can be split into three disjoint subgraphs which implicitly encode the corresponding predicate
structures. For instance, the objects {class:actor, ‘‘Morgan Freeman’’} describe the corresponsing subject
<http://example.org/Morgan Freeman> within the scope of the first subgraph. Thus, we can infer that the
subject and the given objects are linked through the predicates of the first family (rdf:type, and prop:name).
All this sets the basis of our first foundation, which guides the design of our proposal:
Foundation 1. A predicate family models a subgraph pattern that comprises all predicates to describe a set
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Figure 7: Integration of rdf:type values in predicate families.
of subjects. Then, the original RDF graph can be split into as many subgraphs as predicate families (|F |),
ensuring that all subjects in a subgraph are described with the same predicates. In this way, each subject
can be described as the family it belongs to and a sequence of objects (for each predicate of the family).
Note that the corresponding predicates will be inferred from its predicate family. This decision will improve
compression effectiveness because predicate occurrences are no longer encoded for each subject, but only as
part of the corresponding families. In practice, the number of predicate families will be much lower than the
number of subjects: |F | << |S|.
The second RDF-Tr foundation focuses on removing redundancy in the use of rdf:type. This predicate
provides the class of the subject being described. Although rdf:type is not mandatory, it is widely used in
practice to categorize the information in the dataset. Consequently, the rdf:type predicate typically occurs
in many triples.
In our previous example, both subjects in the first subgraph belongs to class:actor. It seems reasonable
that subjects of the same class are described with the same predicates, i.e., the same predicate family. Thus,
it is not necessary for the class value to be encoded for each subject in the subgraph, but to relate this value
to the predicate family that describes the corresponding subgraph.
Definition 2 (Typed Predicate Family). Let t be the rdf:type predicate, F ts the predicate family Fs
where we remove rdf:type, that is F ts = {p | ∃z ∈ OG, p ∈ PG, p 6= t, (s, p, z) ∈ G}, and Cs all the class
values that define a subject, Cs = {o | (s, t, o) ∈ G}. Formally speaking, the predicate families enriched
with rdf:type values, F ′s can be defined as F
′
s = 〈F ts , Cs〉. That is, a typed predicate family is a pair with a
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predicate family and class values, such that there exists at least one subject in that predicate family described
with the given class value(s). Note that subjects can be potentially described with the same predicate family,
but different class values (e.g., a director and an actor could be described with the same predicates). In this
case, a predicate family can result in different typed predicate families, one for each different combination of
class values related to its subjects. Note that we consider the particular case where Cs = ∅ (no class values)
or F ts = ∅ (i.e., the original family Fs only has rdf:type). Therefore, the total set of predicate families in a
dataset, F ′, is defined as F ′ = {F ′s | s ∈ SG}.
Figure 7 shows the resulting subgraph configuration when rdf:type values are encoded as part of the predicate
family. All class values are removed from the corresponding subject descriptions and are now linked to
predicate families. For instance, the subject <http://example.org/Morgan Freeman>, within the first subgraph,
is explicitly described as {‘‘Morgan Freeman’’}, while the {class:actor} value can be inferred from the first
predicate family. This establishes the principles of the second foundation of RDF-Tr.
Foundation 2. Enriching predicate families with rdf:type values allows the final serialization to discard all
RDF triples involving such predicate. Thus, this decision favors compression effectiveness by considering the
large number of triples using rdf:type in real-world datasets. For simplicity, we hereinafter use “predicate
families” (F ) to refer to predicate families enriched with rdf:type values (F ′). We also consider that families
are repeated among subjects, hence we hereinafter refer to the different predicate families, F1, F2,· · · ,Fz,
where z is the number of different families in the dataset.
4.2. Objects
Schema-based redundancies are often referred to the predicates used to describe subjects, but one can
also find regularities in objects. RDF generally allows any predicate to be connected with any object (except
for range restrictions in the definition of some predicates), but object values tend to be tightly bound to a
limited number of predicates. In other words, predicate values come from a limited and well-defined range.
For example, as previously explained, it would be uncommon to find ‘‘clint@eastwood.org’’ as a value for
a film duration, or ‘‘Dead Man Walking’’ as the family name of a person. In fact, it is usual that object
values are related to a single predicate [15].
From a structural perspective, this fact implies that in-links of a given object are often labelled with the
same predicate, which constitutes the principle of the third foundation of RDF-Tr.
Foundation 3. The potentially large universe of object values can be divided in |P | barely overlapping ranges
that can be managed independently. This allows objects to be locally identified within the scope of each
predicate (and not globally as is usual). Thus, local object identifiers can be encoded using fewer bits (than
those used when objects are globally identified), which improves compression effectiveness.
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S1 P1 O1. S1 P1 O8.  S1 P3 O10. S1 P5 O14. S1 P7 O9.
S2 P4 O1. S2 P5 O14. S2 P6 O11.
S3 P1 O5. S3 P3 O12. S3 P5 O15. S3 P7 O9.
S4 P1 O6. S4 P2 O7.  S4 P4 O1.
S5 P1 O4. S5 P2 O7.  S5 P2 O13. S5 P4 O2.
S6 P1 O6. S6 P3 O3.  S6 P5 O14. S6 P7 O9.
S7 P1 O8. S7 P2 O16. S7 P4 O1.
Figure 8: RDF triples used for illustrating the RDF-Tr algorithm.
5. RDF-Tr
RDF-Tr is a preprocessing technique that reorganizes RDF triples to detect and remove redundancy at
various levels. It proposes a multi-step algorithm that implements particular decisions addressing the three
foundations introduced in the previous section.
In the following, we explain all these transformations (shortened to T1 to T5) on a generic example
presented in Figure 8. This excerpt uses the Turtle [6] serialization, with the following remarks:
• Turtle triples are used in Figure 8, hence (subject, predicate, object) terms are separated by whitespaces,
and triples end with a dot (‘.’).
• For the sake of simplicity, no concrete values are used for subject, predicate and object terms. We
will refer indistinctly to Si (similar for Pi and Oi) as the i
th subject, or the subject with ID i. It is
worth noting that RDF-Tr requires the “special” rdf:type predicate to be identified with the higher
predicate ID (P7, in this example).
• Finally, we consider an inner precedence relationship between subjects, predicates and objects. That
is, Si < Sj if i < j; i, j ∈ [1, |S|] (similarly for Pi and Oi in ranges [1, |P |] and [1, |O|], respectively).
In general, we assume that triples are sorted by (subject, predicate, object), otherwise an initial transfor-
mation (referred to as T0) is needed.
T0. Subject-based reorganization. This initial step groups together all triples describing the same
subject. As shown in Figure 9, this decision enables the RDF graph to be re-encoded as a forest of trees,
where each subject is the root of a tree that includes all the triples in which the subject is involved. That
is, triples are organized as a series of predicate-object lists (one per subject). For instance, S1 has adjacency
lists rooted by P1, P3, P5, and P7. The same four predicates are used by lists of S3 and S6, so the first,
the third, and the sixth subjects are described using the same predicate structure. Note that red dotted
lines are used, in the figure, to show triples labelled with the rdf:type predicate, as they will have a special
treatment (see Section 5.2).
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Figure 9: RDF triples organized as a forest of trees.
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P3P1 P5 P7 P3P1 P5 P7 P3P1 P5 P7P2P1 P4 P2P1 P4 P2P1 P4P5P4 P6
O*4 O*1 O9
 0 0 0 0 1 0 0 1 0 0 1 0 1 0 1 1
     MapO 1 4 5 6 8 7 13 16 3 10 12 1 2 14 15 11
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
P1 P2 P3 P4 P5 P6
Figure 10: Object re-mapping (note that local object IDs are assigned according to the global object ID order).
5.1. Object-based transformation
Based on the results of Ferna´ndez et al [15], a particular object in an RDF dataset is often tied to a
certain predicate. Under this premise, we will perform the first transformation (T1) at object level. Object
identifiers will be re-coded to predicate-local IDs, as using local identifiers takes up less space than global
ones (see Foundation 3).
T1. Object re-mapping. We re-map objects related to the same predicate with a new sequential identifier.
These new local-IDs will be assigned in global-ID order. That is, we sort all objects of a given predicate by
their (original) IDs in the dictionary, and we then assign the position of each object as its local-ID. Definition
3 formalizes this concept.
Definition 3 (Local Object ID). Formally, we define O∗i |Pj, a local object of predicate Pj, as O∗i |Pj =
Pj [i] : Pj = {Ok . . . Ol}; j ∈ [1, |P |], {k, l} ∈ [1, |O|], k < · · · < l. We abuse the notation to refer to a local
Object ID as O∗i , where the concrete predicate can be inferred from the context.
For instance, in our previous excerpt, P3 is used in 3 triples {(S1,P3,O10), (S3,P3,O12), (S6,P3,O3)}.
Thus, taking into account the global order of objects, O∗1 in P3 refers to O3, O
∗
2 to O10, and O
∗
3 to O13. The
same process is carried out for each predicate until all triples are rewritten with the new object identifiers.
Figure 10 shows the output of this first transformation. Note that objects related to predicate rdf:type
remain unchanged, since these triples will be treated separately (see T3 in Section 5.2).
This transformation requires the introduction of an additional object mapping structure (MapO) to obtain
(during decoding, presented in Section 5.4) the original ID of a local object. As shown in Figure 10, MapO
is implemented as an adjacency list structure that contains the original IDs of the objects related to each
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predicate (except for those related to rdf:type). Thus, MapO encodes |P −1| adjacency lists. As explained in
Section 3.4, this structure encompasses an integer sequence, MapO.S, which contains the lists of object IDs,
and a bitsequence, MapO.B, which marks with 1-bits the end of each list. This can be easily seen in Figure
10, where the predicate P1 is related to five objects: O1, O4, O5, O6, and O8 (note that MapO.B[5]=1 marks
the end of the list), P2 is related to objects O7, O13, and O16 (MapO.B[8]=1 marks the end of the second
list), and so on.
Mapping a local object ID (O∗i |Pj) to its global ID is simply implemented as neigh(MapO,j)[i],
i.e., the ID of the i-th direct neighbor of Pj . For instance, the global ID of O
∗
3 |P2 can be computed as
neigh(MapO,2)[3]=16, as the third object of predicate 2 is stored at MapO.S[8]= 16.
5.2. Predicate-based Transformations
Two predicate-based transformations are proposed to implement Foundations 1 and 2. Predicate families
must first be discovered (transformation T2), and then be enriched, when necessary, with rdf:type values
(transformation T3). After these transformations, general triples are re-encoded in the form of (subject,
family, object), and triples involving rdf:type are removed and represented separately.
T2. Predicate family discovering. This transformation looks for all the different combinations of pred-
icates that are used for subject descriptions. As mentioned in Foundation 2, the different families are
numbered with an autoincremental ID, hence all families are identified within the range [1, |F |], where |F | is
the number of different families in the dataset. Thus, each subject Si is now related to a family Fj , hence ad-
jacency lists can be compacted by replacing (multiple) predicate occurrences with the corresponding family
ID.
Figure 11 illustrates this transformation in our previous example, where three different families are
discovered: F1 = {P1, P3, P5, P7}, F2 = {P4, P5, P6}, and F3 = {P1, P2, P4}. Reconstructing the original
triples from this encoding is straightforward. For instance, S1 is related to F1, and the last level of objects
contains four lists (one per predicate):
1. The first list contains O∗1 and O
∗
5 , and corresponds to the first predicate in F1, which is P1. Thus, it
encodes the triples (S1, P1, O
∗
1) and (S1, P1, O
∗
5).
2. The second list only includes O∗2 , and is related to the second predicate in F1, i.e., P3. Thus, it encodes
the triple (S1, P3, O
∗
2).
3. The third list contains O∗1 , which is related to the third predicate in F1, i.e., P5. Thus, it encodes the
triple (S1, P5, O
∗
1).
4. Finally, the last list is tagged with P7, which refers to rdf:type. Thus, the corresponding triple will
be removed from this representation (and encoded separately) in the following transformation.
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Figure 11: Predicate family discovery.
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Figure 12: rdf:type encoding
Information about predicates and families must also be preserved as part of the encoding. A new ad-
jacency list structure, called families, is used for this purpose. As shown in Figure 11, it encompasses
|P −1| adjacency lists, each one listing the IDs of the families in which each predicate (except for rdf:type)
is used. For instance, the first predicate is used in two families: {F1, F3}, the second predicate only appears
in a single family: {F3}, and so on.
Retrieving the IDs of the families for a given predicate p is simply implemented using neigh(families,p).
For instance, in our example, the families in which P4 appears can be retrieved as neigh(families,4)=
{2, 3}, i.e., families F2 and F3.
T3. Encoding of rdf:type. This transformation processes triples with the rdf:type predicate, retrieving
class values (i.e., the objects of these triples) and using them to type the corresponding predicate families.
Following Definition 2, the object types are part of the predicate families, so if two subjects are related to
the same initial family, but they differ in the types, two independent families will be formed. Note also that
a typed family can be related to multiple types, e.g., a family with the set of predicates prop:starring and
prop:title can be used to describe a subject having the general type class:film and the more specific type
class:Documentary.
Figure 12 shows the resulting transformation. The typed triples (previously marked with red dotted
lines) are no longer represented in the trees, as they are encoded in an additional data structure: types.
This adjacency list preserves the IDs of the object types related to each predicate family. Note that, in this
case, non-typed families are encoded as empty lists, hence types.B is implemented using the adjacency list
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Figure 13: Subject re-mapping.
variant that allows for empty lists (see Section 3.4). For instance, in our example, types.B=[0111] encodes
that the first family is associated with one object type, while the other families have empty lists, i.e., they
are not typed.
The types structure is used to retrieve object types for a predicate family. For a given family f , it
is easily implemented as neigh(types,f), being ∅ if f is not typed. For instance, neigh(types,1)= 9,
because O9 is the class value of the first family. In contrast, neigh(types,2)=neigh(types,3)= ∅, as F2
and F3 are not typed.
5.3. Subject-based Transformations
As stated in Foundation 1, a subject is described by a particular family of predicates. Thus, the set of
subjects described by the same family can be re-mapped as (family) local subjects. The following transfor-
mations allow local subjects to be represented and efficiently managed.
T4. Subject re-mapping. This transformation first groups subjects by the family they belong to, and
then orders each group by subject ID. This rearrangement is finally used to assign a new sequential identifier
for each subject within a family. Definition 4 formalizes this concept.
Definition 4 (Local Subject ID). Formally, we define S∗i |Fj, a local subject of the family Fj, as S∗i |Fj =
Fj [i] : Fj 6= ∅ and Fj = {Sk . . .Sl}; j ∈ [1, |F|], {k, l} ∈ [1, |S|], k < · · · < l. We abuse the notation to refer
to a local subject ID S∗i , where the concrete family can be inferred from the context.
Figure 13 shows the resulting organization on our running example, where triples are now grouped by
family. As we can see, subjects have been re-encoded within the family they are related to, represented with
the new local subject identifiers, S∗i . For instance, subjects S4, S5 and S7 were described by family F3 (see
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Figure 14: Triples rewritten with the RDF-Tr algorithm.
A new subject mapping structure, (MapS), is required to obtain (during decoding, presented in Section
5.4) the original IDs of local subjects. MapS is implemented as an adjacency list structure that concatenates
the original IDs of the subjects described by each predicate family. Thus, MapS encodes |F | adjacency lists.
As shown in Figure 13, the subjects S1, S3, and S6 are described by the family F1, and they are mapped to
S∗1 |F1, S∗2 |F1, and S∗3 |F1, respectively.
Mapping a local subject ID (S∗i |Fj) to its global ID is simply implemented as neigh(MapS,j)[i]. For
instance, the local subject S∗3 |F1 is mapped to neigh(MapS,1)[3]= 6, i.e., the global subject S6. Note that
this structure is also used during the decoding process to retrieve all subjects described by a given family
Fj . This functionality is also implemented using the neigh operation, accessing the whole list of directed
neighbors. For instance, in our example, neigh(MapS,1)= {1, 3, 6} retrieves all subjects described by F1.
T5. Predicate Grouping. The Subject-Family-Object tree-shape organization from the previous trans-
formations results in a very flat representation, as one subject is only represented by one family. Thus, the
last step of our process consists of obtaining a bushy representation that can help compression and favor fast
decoding. The previous representation is rearranged by predicate, obtaining Predicate-Family-Object trees,
such as the example shown in Figure 14. Therefore, a predicate is related to several lists of objects, one per
each family where the predicate is present.
This forest of trees can be represented in a more compact notation based on adjacency lists. The
“abstract” representation of these adjacency data, referred to as ATr, is shown in Figure 15. ATr only
needs to provide a simple operation getObjects, which retrieves all local object IDs given a predicate and
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Figure 15: Predicate family based (adjacency list) encoding.
5.4. RDF-Tr Implementation and Decoding
Figure 15 shows the final organization and structures after applying RDF-Tr, which includes the
compact representation of triples (ATr), and other auxiliary structures, families, types, MapS and MapO.
In the following, we briefly summarize the implementation remarks shown in the previous section:
• RDF-Tr focuses on the reorganization of triples in a dataset, hence it manages IDs for each subject,
predicate and object term and assumes the use of a dictionary to make a bidirectional translation
between terms and integer IDs (similar to most symbolic compressors).
• The mapping structures for subjects and objects, MapS and MapO, are represented as adjacency lists,
which are succintly encoded using a bitsequence and an integer ID sequence (see Section 3.4). The
types and families structures are similarly encoded as adjacency lists.
• The implementation of ATr (essentially, adjacency data) may vary, depending on the internal structure
of the RDF syntactic compressor that uses RDF-Tr (as shown in Sections 6 and 7).
Algorithm 5 illustrates the decoding process that retrieves the original triples from the RDF-Tr-based
encoding. It implements a multi-nested-loop algorithm that iterates through all predicates (Line 1), except
for rdf:type. For each predicate, we obtain the list of families in which the predicate is present (Line 3),
and iterate over them (Line 4). For each family, we first obtain its ID (Line 5), and then use it to retrieve
the list of object types (or ∅, if it is a non-typed family), and the list of subjects related to this family (Lines
6 and 7). These subjects are then also iterated (Line 8). For each subject, we use ATr to retrieve the list
of objects related to the current predicate and subject (Line 10), referred to as Os. At this point, we have
retrieved all IDs, but they must be mapped from their local encoding to their original IDs in the dictionary.
In Line 9, the local subject ID is mapped to its global one, and global object IDs are obtained in Line 13
(within a loop that iterates over all objects in Os). Finally, in Line 14, the corresponding triple is emitted.
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Algorithm 5: Decoding algorithm.
1 for predicate← 1 to |P − 1| do
2 ptrSubject← 1;
3 Fp ← neigh(families, predicate);
4 for f ← 1 to |Fp| do
5 family ← Fp[f ];
6 Tf ← neigh(types, family);
7 Sf ← neigh(MapS, family);
8 for s← 1 to |Sf | do
9 subject← Sf [s];
10 Os ← ATr.getObjects(predicate, ptrSubject);
11 ptrSubject← ptrSubject+ 1;
12 for o← 1 to |Os| do
13 object← neigh(MapO, predicate)[Os[o]];
14 newtriple(subject, predicate, object);
15 if Tf 6= ∅ then
16 for t← 1 to |Tf | do
17 newtriple(subject, rdf:type, Tf [t]);
Note that Lines 15 to 17 are only executed for typed families. In this case, object types are iterated and
new typed triples are emitted for the corresponding subject and object type.
In the following sections, we show how RDF-Tr can be integrated into existing compressors, which
assume the responsibility of implementing ATr.
6. HDT++
The integration of HDT and RDF-Tr is referred to as HDT++. We first provide an overview of HDT,
with particular attention to triples encoding. Then, we show how RDF-Tr can be plugged into HDT.
6.1. HDT
HDT [17] was a pioneer in RDF binary serialization, specifically focused on optimizing storage and trans-
mission costs over a network, as well as fast retrieval on compressed space. It is specifically tailored to
potentially large datasets, achieving similar compression ratios to general techniques such as gzip. As sum-
marized in Section 2.2, RDF is encoded using three logical components: Header (i.e., metadata), Dictionary
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Figure 16: Forest of trees modeling ID triples in HDT.
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Figure 17: BitmapTriples implementation.
(the aforementioned mapping between string terms and IDs), and Triples (the graph of IDs). We focus on
the Triples component hereinafter, as RDF-Tr is focused on triples organization.
Figure 16 shows the organization of HDT Triples over the original triples of our running example (see
Figure 8). Triples are organized as a forest of trees, one per different subject in the dataset: the root of each
tree encodes the subject, the second level encodes the predicates related to the subject and the leaves encode
the adjacency lists of all objects related to each predicate within its root (subject) scope. Note that the IDs
of subjects, the predicates related to each subject, and the objects related to a subject-predicate pair, are in
increasing order.
HDT encodes triple IDs using the so-called Bitmap Triples structure. As shown in Figure 17, this
approach consists of two coordinated adjacency lists that respectively encode predicate and object adjacency
information for each subject. On the one hand, predicate IDs are listed in the integer sequence Sp, delimiting
each subject list with 1-bits in Bp. Thus, the i-th 1-bit marks the end of the list corresponding to subject
i. On the other hand, So contains the integer sequence of object IDs, corresponding to the leaves of the
forest, where a 1-bit in the bitsequence Bo marks the end of the objects related to the corresponding subject-
predicate pair.
6.2. Plugging RDF-Tr into HDT
Plugging RDF-Tr into HDT is straightforward. RDF-Tr assumes that the HDT dictionary and the
corresponding forest of trees (represented in Figure 16) has been created. Then, leaving aside the dictionary
compression, which is performed as in HDT, the novel HDT++ process starts by traversing the obtained
forest of trees and performing transformations T1, T2, T3, T4, and T5 to reorganize triples and build the
data structures described previously. Finally, the abstract ATr structure is implemented as follows.
HDT++ encodes ATr as an array of |P − 1| adjacency lists (one per predicate, except for rdf:type),
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Figure 18: HDT++ implementation of ATr.
Algorithm 6: HDT++: getObjects(predicate, ptrSubject).
1 return neigh(Ps[predicate], ptrSubject);
and its aligned bitsequence, Bo. This simple but effective approach allows adjacency lists to be managed
independently, hence each one can be encoded according to the features of its corresponding predicate.
Algorithm 6 shows the implementation of the getObjects method in HDT++. Recall that this operation
is used in the decoding process (see Line 10 of Algorithm 5) to get the objects related to a given predicate
and subject. Note that, in practice, the decoding algorithm does not iterate on the subject ID, but the
position (i.e., ‘ptrSubject’ in the code) where its object list is encoded for a given predicate, as explained
in Section 5.4. This algorithm simply performs the neigh operation over the corresponding adjacency list
structure, stored at Ps[predicate], retrieving all neighbors encoded in the list of ptrSubject.
Finally, note that the remaining data structures (MapO, MapS, types and families) are built in HDT++
following the same aforementioned procedures7 (see Section 5).
7. K2-triples++
We refer to k2-triples++ as the integration of k2-triples and RDF-Tr. As in the previous section, we
first introduce the foundations of k2-triples and then we describe the RDF-Tr integration.
7.1. k2-triples
Similarly to HDT, k2-triples [1] performs dictionary compression before encoding the resulting ID-graph.
It is worth noting that both approaches implement the same scheme for dictionary compression. k2-triples
takes advantage of the low number of predicates used in an RDF dataset and partitions it vertically. That
is, k2-triples performs a predicate-based partition of the dataset into disjoint subsets of subject-object pairs,
and then these subsets are highly compressed as binary matrices (i.e., a 1-bit marks that the corresponding
7These structures are not represented in Figure 18 for simplicity, but their configuration is the same as in Figure 15.
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Figure 19: Vertical-Partitioning on k2triples (k=2) for predicate P1.
triple exists in the dataset) using k2-trees [9]. The size of these matrices will be m × m, where m is the
minimum power of k that is greater than max(|S|, |O|).
Continuing with the triples given in our running example, Figure 19 illustrates the resulting k2-tree for the
first predicate (with ID 1), i.e., it encodes all triples (s, 1, o), where s and o are the IDs of the corresponding
subjects and objects. The conceptual 16 × 16 matrix is illustrated on the left hand side (note that, in this
example |S| = 7 and |O| = 15), modelling subjects by rows and objects by columns. We consider k = 2,
hence each level is divided into k2 = 4 submatrices. Recall that (i, j) = 1 means that there is a triple, in
which the subject i (rows) is related to object j (columns) through the predicate 1.
The right hand side of Figure 19 depicts the conceptual tree and the final configuration of bitsequences
T and L, which effectively encode the k2-tree. As explained in Section 3.4, all the aforementioned graph
operations (including neigh) are efficiently provided by the k2-tree using rank and select.
7.2. Plugging RDF-Tr into k2-triples
Transforming k2-triples into k2-triples++ involves a similar process to that described for HDT++. Thus,
the dictionary and the ID-graph are first obtained, and the RDF-Tr transformations are then performed
to obtain MapO, MapS, types, families and the ATr structure, which is represented as follows. As in
k2-triples, ATr is vertically partitioned by predicate, i.e., (subject, object) pairs are encoded in the k2-
tree corresponding to their related predicate(s). It is worth noting that, in k2-triples++, the size of each
adjacency matrix depends exclusively on the number of subjects and objects related to the corresponding
predicate (instead of the total number of subjects and objects in the dataset).
Figure 20 illustrates how k2-triples++ implements ATr. Note that the largest matrix (of size 8 × 8)
is modelled for predicate 1, as it is related to 6 different subjects and 5 different objects. In contrast, the
matrix for predicate 6 is 1× 1, as this predicate is just present in a single triple.
The implementation of ATr in k2-triples++ provides the getObjects operation, required for decoding.
As shown in Algorithm 7, we also make use of the neigh operation of the k2-tree to process the row ptrSubject
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Figure 20: K2triples++ implementation of ATr
Algorithm 7: k2triples++: getObjects(predicate, ptrSubject).
1 return neigh(k2 − tree[predicate], ptrSubject);
8. Experimental Evaluation
This section evaluates the performance of RDF-Tr in real-world RDF datasets. We first provide concrete
details of our prototype (Section 8.1) and then describe the evaluation corpus (Section 8.2). We analyze the
results of the evaluation in Section 8.3 and Section 8.4 provides a final discussion of our results.
8.1. Practical RDF-Tr Implementation
Our RDF-Tr prototype8 is built in C++11, making extensive use of the Succinct Data Structure Library9
(SDSL). This library implements different compact data structures and provides rich functionality over these
structures10. Thus, our prototype implements all the auxiliary RDF-Tr structures, types, families,
MapO and MapS on SDSL functionalities:
• Types is serialized as an adjacency list: the sequence S is implemented as an SDSL int vector, which
uses log2(|O|) bits per ID, and the bitsequence B is built over a plain bit vector. Note that a variant
of the aforementioned Clark’s structure11 [10] is loaded to provide efficient select support.
• Families is serialized as an adjacency list, but it is loaded as a vector of vectors to speed up data
access. Each secondary vector is implemented as an independent SDSL int vector, which encodes
each ID using a number of bits proportional to the greatest family ID: F’ related to the given predicate;
i.e. log2(F
′) ≤ log2(|F |) bits per ID.
8The code of the prototype is publicly available at https://github.com/antonioillera/HDTpp-src
9https://github.com/simongog/sdsl-lite
10A brief summary of the structures and operations is available at http://simongog.github.io/assets/data/sdsl-cheatsheet.pdf
11https://github.com/simongog/sdsl-lite/blob/master/include/sdsl/select support mcl.hpp
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• MapO is also serialized as an adjacency list, but it is loaded as a vector of vectors to optimize the memory
footprint. Note that the list of objects related to each predicate can be very large, so bitsequences use
more bits than the required pointers. Besides, object lists can be compressed, saving additional space.
Thus, we implement secondary vectors using the compressed SDSL enc vector. First, we perform
gap-encoding over the elements of each list and store samples each t dens positions. Then,
the resulting representation is compressed using Elias-Delta. Note that t dens is a user-defined value,
so it is possible to tune this parameter for faster decompression, or greater compression (at the expense
of speed). Thus, in the analysis section, we will evaluate how the variation of this parameter affects
the decompression time and space of some datasets.
• MapS is loaded similarly to MapO in order to exploit the fact that the lists of subjects for predicate
families are also large, and these are effectively compressed using gap-encoding and Elias-Delta.
Finally, we provide two concrete implementations of ATr leading to the HDT++ and k2-triples++
compressors (as explained in Sections 6 and 7):
• HDT++ serializes |P − 1| adjacency lists and loads them into an array for decoding purposes. Note that
the int vector of each adjacency list is configured to use log2(|Op|) bits per ID, where |Op| is the
number of different objects within the range of the predicate p.
• k2-triples++ serializes |P − 1| k2-trees, each one configured according to the number of subjects and
objects related to the corresponding predicate. We use k = 2, as in the original k2-triples approach [1].
8.2. Evaluation Corpus: Description and Statistics
Our evaluation considers five real-world RDF datasets: dblp provides open bibliographic information on
major computer science journals and proceedings; dbtune includes music-related structured data; us census
provides census data from the U.S.; linkedgeodata uses the information collected by the OpenStreetMap
project and makes it available as an RDF knowledge base according to the Linked Data principles; and
dbpedia is an RDF conversion of Wikipedia (mostly on the infobox information).
Table 1 reports the main statistics of these datasets, namely, the number of triples, and the number of
total subjects, predicates, and objects, (|S|, |P |, and |O|, respectively). Furthermore, Table 2 reports relevant
statistics for RDF-Tr. We show, for each dataset, the number of families (|F |), the number of different
types used in the dataset, the number of typed-families (recall that a typed-family is a family that is defined
by at least one type), the number of typed-triples (i.e., triples involving rdf:type), as well as the maximum
value of local object identifiers (i.e., the maximum number of objects in the range of a particular predicate).
A first analysis of these statistics shows that linkedgeodata and dbpedia are the less-structured datasets,
inasmuch as the number of families is ≈ 24 times the number of predicates in linkedgeodata and ≈ 50 times
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Dataset #triples |S| |P | |O|
dblp 55,586,971 3,591,091 27 25,154,979
dbtune 58,920,361 12,401,228 394 14,264,221
us census 149,182,415 23,904,658 429 23,996,813
linkedgeodata 271,180,352 51,916,995 18,272 121,749,861
dbpedia 837,257,959 113,986,155 60,264 221,623,898
Table 1: Main statistics of the evaluation corpus.
Dataset |F | #types #typed-families #typed-triples Max local-obj
dblp 283 14 283 5,475,762 6,428,355
dbtune 1,047 64 866 12,340,116 2,254,960
us census 106 0 0 0 1,242,683
linkedgeodata 441,922 1,081 440,035 81,261,427 38,826,195
dbpedia 2,969,486 370,069 2,811,839 92,725,995 40,325,707
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Figure 22: Distribution of RDF objects per predicate in linkedgeodata.
in the case of dbpedia. Despite their low structural level, it is important to note that the number of detected
families is small compared to the possible combinations of relationships between subjects and predicates.
33
Conversely, dbtune and dblp are structured datasets, since the number of families is ≈ 2.5 and ≈ 10.5 times
the number of their predicates, respectively. Finally, us census is a clear example of a highly-structured
dataset because the number of families is even less than the number of predicates.
The use of types is denoted by #types, #typed-families and #typed-triples columns in Table 2. A
comparison of #typed-families with the total number of families shows that most families are actually typed
(except for us census, which does not use types). In other words, although the predicate rdf:type is optional
in a dataset, it is actually present in most subject descriptions. In this regard, the #typed-triples column
shows that typed datasets include a high number of triples involving rdf:type. For instance, linkedgeodata
has more than 81 million typed triples, which corresponds to almost 30% of its total triples, while in the
rest of the typed datasets, 10-20% of the triples are typed.
Figure 21 extends these statistics and represents the average number of predicates per object. As expected
(see Section 4.2), we can observe that the number of predicates per object is very close to 1, even in the less
structured datasets. In turn, Figure 22 shows the inverse relation, i.e., the number of objects per predicate,
in linkedgeodata. In general, all datasets show a skewed distribution: most predicates are related to few
objects, while there is a small number of predicates related to many objects.
All these features suggest that a typed family encoding, such as RDF-Tr, may be more effective because
it groups predicates and types, thus preventing unnecessary repetitions, and it encodes objects by predicate,
thus minimizing their ID lengths.
8.3. RDF-Tr Analysis
This section analyzes the experimental results when applying RDF-Tr to the well-known HDT and
k2-triples RDF syntactic compressors, leading to HDT++ and k2-triples++ respectively. Experiments were
performed in a -commodity server- Intel Xeon E5645@2.4GHz, 96GB DDR3@1066Mhz. Reported (elapsed)
times are the average of five independent executions. We report in-memory spaces of the encodings (including
the necessary structures to decode the serializations), disregarding the dictionary space (as all of the evaluated
techniques make use of the same dictionary).
For each dataset in our evaluation setup, Table 3 shows the triples encoding size and decompression
time of the original HDT and k2-triples compressors, as well as the resulting size after applying RDF-
Tr i.e., HDT++ and k2-triples++ respectively. For this experiment, we fix a value of t dens such that
the decompression time of the original serialization is similar to the decompression time of its improved
serialization with RDF-Tr. We evaluate different t dens tradeoffs below.
The results in Table 3 show that, with similar decompression times, HDT++ and k2-triples++ are able to
significantly reduce the space requirements of their HDT and k2-triples counterparts. The improvement of
the RDF-Tr technique in HDT++ results in 37% space savings in dblp (t dens=128), ≈50% savings in dbtune
(t dens=32), US census (t dens=16) and linkedgeodata (t dens=16), and 30% in dbpedia (t dens=16).
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HDT HDT++ k2triples k2-triples++
dataset size (MB) time (µs) size (MB) time (µs) size (MB) time (µs) size (MB) time (µs)
dblp 203.19 0.0614 127.03 0.0557 99.85 0.2292 43.71 0.1456
dbtune 242.05 0.0835 112.75 0.0810 152.38 0.3309 125.95 0.3302
us census 649.22 0.0892 323.24 0.0792 347.05 0.3030 195.46 0.2409
linkedgeodata 1,446.19 0.0867 646.17 0.0667 541.28 0.2394 525.39 0.2688
dbpedia 4,152.62 0.0639 2,901.12 0.0674 2,208.40 0.2982 1,326.74 0.2628































































Figure 23: dblp and dbtune tradeoffs
k2-triples++ also achieves important compression improvements over k2-triples, with 56% space sav-
ings in dblp (t dens=128), 17% in dbtune (t dens=32), 45% in US Census (t dens=32) and 30% in dbpedia
(t dens=128). In linkedgeodata, the space improvement is negligible (3%). In this case, the dataset has
many different terms with respect to the number of triples (see Table 1), i.e., elements are hardly reused
and less redundancies in the triples can be found. Note also that the matrices generated by k2-triples++
are generally smaller than the k2-triples ones because local object IDs are smaller than global object IDs.
Table 1 shows the comparison between the total number of objects and the maximum local ID, which are
the reference values to generate the matrices by k2-triples and k2-triples++ respectively.
Finally, in order to inspect potential space/time tradeoffs, Figures 23-25 evaluate different t dens values
in HDT++ and k2triples++. The x-axis reflects the space given as a percentage over the size of HDT12.
The decompression time per triple (in microseconds) is represented in the vertical axis. For simplicity, the
same t dens values have been applied to MapS and MapO. Results show how HDT++ and k2triples++ can be
adapted to particular scenarios. For instance, in the case of dbpedia (Figure 25), HDT++ can be tuned to
take only 60% of the original (already compressed) HDT size, at the cost of additional decompression time.
Note that the tradeoffs depend on the data distribution. For example, dblp (Figure 23) is a very structured
































































































Figure 25: dbpedia tradeoffs
dataset and decompression times are not significantly degraded at more aggressive t dens values.
8.4. Discussion
Our experimental results show that RDF-Tr can leverage structural redundancies and achieve large
space saving (approx 50% overall) as a preprocessing technique of both HDT and k2-triples compressors.
In general, as expected, RDF-Tr takes advantage of highly-structured datasets (i.e., datasets with a
lower number of families). That is, HDT++ and k2-triples++ achieve better compression ratios in the more
structured datasets, such as dbtune, dblp and us census. Nonetheless, with the aforementioned exception
of linkedgeodata in k2-triples++, results also show important space savings in weakly-structured datasets
such as dbpedia, both in HDT++ and k2-triples++.
Besides the level of structuredness of a dataset, a detailed analysis of the results and the characteristics
of the datasets shows the following correlations:
• The compression ratio of RDF-Tr is positively affected by the number of typed triples in the dataset
(see column #typed-triples in Table 2). As shown in Foundation 2 and the corresponding T3 trans-
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formation, RDF-Tr encodes the values of rdf:type within predicate families, avoiding unnecessary
repetitions across subjects. For instance, as noted before, linkedgeodata has more than 80 million
typed triples, which amounts to an impressive 30% of the total triples. This results in the reported
good compression ratios of RDF-Tr, in spite of its weak structure (with more than 400K families).
• The compression ratio of RDF-Tr is negatively affected by a high proportion of RDF objects over the
total number of triples (see Table 1), but positively affected by a skewed distribution of the number
of objects related to each predicate (see Figure 22). Thus, excluding the auxiliary structures (i.e.,
families, types, MapS and MapO), the main burden of the representation lies in the encoding of ATr.
Irrespective of the concrete RDF syntactic compressor that integrates RDF-Tr, given Foundation 3
and the object remapping in the transformation T1, ATr uses predicate-local IDs (i.e., sequential
identifiers per predicate). Thus, the smaller the number of objects per predicate, the shorter the IDs
and the smaller the space they take up. In turn, an overall large number of objects with respect to the
total number of triples (e.g., in dblp or linkedgeodata) results in some large object lists, and thus large
IDs (see column Max local-obj in Table 2), where the effect of the transformation is less remarkable.
Finally, while we show that the decompression time is not affected by RDF-Tr, it is also important to
consider the time that RDF-Tr takes, in practice, to perform all the transformations described in Section
5. This time is represented on the Y-axis (logarithmic scale) of Figure 26 and is dependent on two factors,
the number of triples of the dataset (X-axis) and the number of predicate families that make it up. This
last dimension is depicted by the size of the bubble of each dataset (in logarithmic scale). As expected, the
one-time RDF-Tr organization mainly depends on the number of triples in the dataset (as we scan all of
them to discover the families), with a relative influence on its number of families (as we need to construct
all RDF-Tr structures based on them). In particular, RDF-Tr takes only a few seconds for dblp, dbtune,
and uscensus, all of them with few families and a relatively small number of triples, and ≈11 minutes for
the weakly structured linkedgeodata dataset, with almost 300m triples and more than 400K families. As
a corner case, dbpedia pays the price of almost 1B triples and 3M families, requiring a one-time processing
of several hours. Exploring optimized construction techniques for such extremely unstructured datasets,
e.g., exploiting parallelism to iterate triples and building families and RDF-Tr structures, is considered for
future work.
9. Conclusions and Future Work
This paper presents RDF-Tr, a preprocessing technique that reorganizes RDF triples to leverage inher-
ent structural redundancies. We first describe the foundations of two types of schema-based redundancies










































Figure 26: Datasets reorganization time.
often related to just one predicate. Then, we provide the required RDF-Tr transformations and additional
structures to efficiently compress RDF data.
RDF-Tr has been applied to HDT and k2-triples, two of the most commonly used state-of-the-art com-
pressors. These techniques have been evaluated on real-world RDF datasets, considering different domains
and structuredness. Our results show that the resultant HDT++ and k2-triples++ compressors save up to
half the space of their counterparts, with similar decompression times. In addition, the final configuration
can be tuned to explore different space/time tradeoffs.
Our current work focuses on exploiting the RDF-Tr organization to additionally provide fast retrieval
on compressed space. In particular, we work on implementing SPARQL triple pattern retrieval, partially
reusing the HDT and k2-triples functionality. In turn, both HDT++ and k2-triples++ should be currently
loaded entirely in main memory in order to be consumed. The adaptation of RDF data repositories for these
compressed models is a challenge to face in the near future. In addition, we are also exploring how to use
parallelism to practically optimize the construction of RDF-Tr structures.
Finally, the application of our foundations (i.e., heuristics) to uncover redundancies that can be further
captured by RDF compression techniques sets the stage for the application of further uncovered transforma-
tions. Our future work considers both using other implicit structural similarity patterns (e.g., looking at the
structure of adjacent nodes in the RDF graph [27]), as well as making use of explicitly declared constraints
or regularities in the data (e.g., expressed with SHACL [26] or ShEx [4]).
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