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Abstract
Multilingual neural machine translation (NMT) has recently
been investigated from different aspects (e.g., pivot trans-
lation, zero-shot translation, fine-tuning, or training from
scratch) and in different settings (e.g., rich resource and low
resource, one-to-many, and many-to-one translation). This
paper concentrates on a deep understanding of multilingual
NMT and conducts a comprehensive study on a multilingual
dataset with more than 20 languages. Our results show that
(1) low-resource language pairs benefit much from multi-
lingual training, while rich-resource language pairs may get
hurt under limited model capacity and training with similar
languages benefits more than dissimilar languages; (2) fine-
tuning performs better than training from scratch in the one-
to-many setting while training from scratch performs better in
the many-to-one setting; (3) the bottom layers of the encoder
and top layers of the decoder capture more language specific
information, and just fine-tuning these parts can achieve good
accuracy for low-resource language pairs; (4) direct transla-
tion is better than pivot translation when the source language
is similar to the target language (e.g., in the same language
branch), even when the size of direct training data is much
smaller; (5) given a fixed training data budget, it is better to
introduce more languages into multilingual training for zero-
shot translation.
1 Introduction
Neural machine translation (NMT) has witnessed rapid
progress in recent years (Bahdanau, Cho, and Bengio 2015;
Luong, Pham, and Manning 2015; Sutskever, Vinyals, and
Le 2014; Wu et al. 2016; Gehring et al. 2017; Shen et
al. 2018; Vaswani et al. 2017; He et al. 2018; Hassan et
al. 2018) for single-pair translation with a large number of
bilingual sentence pairs. Given that there are over 7000 lan-
guages in the world1 and most of them are low-resource,
multilingual NMT (Dong et al. 2015; Luong et al. 2015;
Firat, Cho, and Bengio 2016; Lu et al. 2018; Johnson et al.
2017; Ha, Niehues, and Waibel 2016) is proposed to handle
multiple languages, with the benefit of reducing the number
of models, simplifying model training, easing online main-
tenance cost, and enhancing low-resource translation.
1https://www.ethnologue.com/browse
Existing works on multilingual NMT can be categorized
from different perspectives: (1) rich/low resource, whether
the focused language pairs are rich/low-resource (Zoph
et al. 2016; Gu et al. 2018a; Gu et al. 2018b; Neubig
and Hu 2018); (2) one-to-many/many-to-one/many-to-many
translation, translation from one source language to multi-
ple target languages (Dong et al. 2015; Tan et al. 2019b;
Tan et al. 2019a), from multiple source languages to one tar-
get language (Zoph and Knight 2016; Lee, Cho, and Hof-
mann 2017), or from multiple source languages to multiple
target languages (Firat, Cho, and Bengio 2016; Firat et al.
2016; Johnson et al. 2017; Ha, Niehues, and Waibel 2016;
Blackwood, Ballesteros, and Ward 2018; He et al. 2019);
(3) pivot translation (Firat et al. 2016; Johnson et al. 2017;
Ha, Niehues, and Waibel 2016; Cheng et al. 2017; Chen
et al. 2017; Leng et al. 2019), which bridges a source
language and a target language through some pivot lan-
guages; and (4) zero-shot translation (Johnson et al. 2017;
Ha, Niehues, and Waibel 2016), which directly translates a
source language to a target language with zero bilingual data
using a multilingual model.
Since multiple languages are involved, multilingual NMT
is a very complex problem. Therefore, even if many works
above have explored different aspects of multilingual NMT,
there are still many open questions to investigate and an-
swer. In this paper, we aim to achieve a deep understanding
of multilingual NMT and conduct a (relatively) systematic
study. In particular, we try to answer the following ques-
tions:
Q1: Which languages should be handled together?
Most existing works simply assume a set of languages
or language pairs and use their data to train a multilingual
model. There are few studies on which languages should be
handled together in one multilingual model. While it is easy
to get that we should handle similar languages in one model,
how about dissimilar languages? Will handling dissimilar
languages in one model hurt the translation accuracy of a
specific language pair? Furthermore, many previous works
have observed that low-resource language pairs improve in
accuracy from multilingual training (Johnson et al. 2017;
Neubig and Hu 2018). How about rich-resource language
pairs?
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Q2: Does fine-tuning perform better than training a
multilingual model from scratch?
A clear advantage of multilingual NMT is that it can boost
the accuracy of a low-resource language pair by leveraging
bilingual training data from other (especially rich-resource)
language pairs, and multiple algorithms have been proposed.
(Zoph et al. 2016; Neubig and Hu 2018) train a model on
the data of rich-resource language pairs and then fine-tune
the model using the data of the target low-resource language
pair. (Gu et al. 2018b) leverage the model-agnostic meta-
learning algorithm to find a better initialization for low-
resource language pairs. (Song et al. 2019) leverage masked
sequence to sequence pre-training for zero or low-resource
languages. (Platanios et al. 2018) propose a novel contex-
tual parameter generator to generate model for low/zero-
resource language pairs. Among these works, fine-tuning
is the simplest one and widely used (Zoph et al. 2016;
Neubig and Hu 2018; Firat et al. 2016) since it can quickly
adapt a well-trained model to low-resource language pairs.
Given the small amount of training data, fine-tuning a model
for low-resource language pairs might be easy to overfit.
An alternative solution is to train a model of low-resource
language pairs together with rich-resource languages from
scratch. Will training from scratch lead to better accuracy?
Q3: Which component of a well-trained NMT model
should be fine-tuned when transferring to low-resource
language pairs?
Considering limited data for low-resource language pairs,
fine-tuning the whole model (Zoph et al. 2016; Neubig and
Hu 2018; Firat et al. 2016) may not be optimal due to overfit-
ting. Which components of the model (i.e., encoder, decoder,
attention) should be fine-tuned to ensure better accuracy. Are
there any insights or guidelines to decide which component
to fine-tune?
Q4: Is pivot translation better than direct translation
in low-resource settings?
Pivot translation leverages a third language, which
is usually a popular language, to bridge the transla-
tion from a source language to a target language, i.e.,
source→pivot→target. Given that previous works (Cohn
and Lapata 2007; Wu and Wang 2007; Utiyama and Isahara
2007; Firat et al. 2016; Johnson et al. 2017; Ha, Niehues,
and Waibel 2016; Cheng et al. 2017; Chen et al. 2017;
Leng et al. 2019) have already shown that pivot transla-
tion is helpful when the training data for the pivot pairs
are resource rich and the direct translation pair is resource
poor. How does the accuracy change with respect to differ-
ent amounts of direct and pivot data? Is pivot translation al-
ways better than direct translation when the direct training
data is scarce?
Q5: What factors impact the accuracy of zero-shot
translation?
Zero-shot translation (Johnson et al. 2017; Ha, Niehues,
and Waibel 2016) usually refers to when there is no training
data for a source↔target pair, but exists some training data
for source/target↔other languages, where other languages
are usually called pivot languages. Note that zero-shot trans-
lation is different from previous pivot translation in that the
former one directly translates the source language to the tar-
get language in one hop using one model (i.e., a multilin-
gual model) while the latter one translates in multiple hops
(e.g., two hops, first from source to pivot and then from
pivot to target) using multiple models (e.g., two models, the
source-to-pivot model and the pivot-to-target model) . It is
easy to understand that training a multilingual model using
languages similar to the source/target languages will help
zero-shot translation. Here we would like to ask one ques-
tion: what other factors will impact the accuracy of zero-shot
translation?
In this paper, we conduct a series of experiments on mul-
tilingual NMT, in order to analyze and answer the questions
listed above. The remaining part of this paper is organized
as follows. We introduce the basic experiment settings in
Section 2. We conduct detailed analyses for each individual
question in Section 3-7. In the last section, we summarize
our studies and discuss future research directions.
2 Experimental Setup
In this section, we briefly introduce the experiment settings
we use to conduct the analyses and studies in this work.
Dataset We use the common corpus of TED talks which
contains translations between multiple languages (Ye et al.
2018)2. Specifically, it consists of more than 50 languages
with bilingual data between any two languages. Some lan-
guage pairs have relatively large data and some languages
with small data size, providing a good scenario for the mul-
tilingual and low-resource study. We also manually remove
the training data from some language pairs to simulate the
zero-resource setting. The detailed data statistics for the
TED talks dataset are listed in the Supplementary Materi-
als (Section 1). All the language names and its correspond-
ing IS0-639-1 code3 can also be found in the Supplementary
Materials (Section 2).
Model Configurations We use the Transformer (Vaswani
et al. 2017) as the basic NMT model structure since it
achieves state-of-the-art accuracy and becomes a popular
choice for recent NMT researches. We use the basic model
configuration for all experiment setting unless otherwise
stated. The model embedding size, hidden size and number
of layers are 256, 256 and 6 respectively. For the multilin-
gual model training, in order to give the model a sense which
language it is currently processing, it is a common practice
to add a special tag in the model to determine which tar-
get language to translate. Multilingual NMT usually consists
of three settings: many-to-one, one-to-many and many-to-
many. Here we study the many-to-one and one-to-many set-
ting in the first three questions, since many-to-many setting
can be bridged by the first two settings. We further include
many-to-many setting in the last two questions about pivot
and zero-shot translation.
2https://github.com/neulab/word-embeddings-for-nmt
3https://www.iso.org/iso-639-language-codes.html
Training and Inference For multilingual model training,
we upsample the data of each language to make all lan-
guages have the same size of data. The minibatch size is
set to roughly 4096 tokens. We train the models on NVIDIA
V100 GPU. We follow the default parameters of Adam op-
timizer (Kingma and Ba 2014) and learning rate schedule
in (Vaswani et al. 2017). During inference, we decode with
beam search and set the beam size to 6 and length penalty
α = 1.1 for all the languages. We evaluate the translation
quality by tokenized case sensitive BLEU (Papineni et al.
2002) with multi-bleu.pl4.
3 Multilingual Model vs. Individual Model
Many previous works (Johnson et al. 2017; Ha, Niehues,
and Waibel 2016) simply put a set of languages together and
train a single model for them. A natural question is, for a
specific language pair, does a multilingual model (trained
with the data from multiple language pairs) performs better
than an individual model (trained with data only from this
language pair)? In this section, we study this question con-
sidering two factors: the similarity between languages and
the amount of training data.
3.1 Experiment Design
We choose four language pairs: En↔De and En↔Fr, two
rich-resource language pairs with 168K and 192K bilin-
gual sentence pairs respectively, and En↔Nb and En↔Da,
two low-resource language pairs with 16K and 45K bilin-
gual sentences pairs respectively. The four languages come
from the Germanic (De, Nb, Da) and Romance (Fr) branch
of the Indo-European language family. We first train an
individual model (Individual) for each pair using only
the bilingual data from that language pair. Then for each
language pair, we train two multilingual models: (1) the
Multi-sim model, trained with the bilingual data from
both the original language pair and 5 other similar lan-
guage pairs in the similar (Germanic/Romance) language
branches from the same language family (Indo-European),
i.e., En↔Es/Nl/It/Pt/Ro with 196K/184K/205K/185K/180K
bilingual sentence pairs, and (2) the Multi-dissim model,
trained with the bilingual data from both the original lan-
guage pair and 5 other dissimilar language pairs from
different language branches or language families, i.e.,
En↔Ar/Bg/Ja/Ru/Zh with 214K/174K/204K/208K/200K
bilingual sentence pairs.
3.2 Results and Analysis
The results are shown in Table 1. It can be seen that the ac-
curacy of multilingual models for both En→De and De→En
is worse than the individual models, no matter training with
similar languages or dissimilar languages. Furthermore, the
BLEU score of the Multi-dissim model drops more than that
of the Multi-sim model. We have similar observations on
En→Fr and Fr→En, i.e., dissimilar languages have larger
negative impacts than similar languages.
4https://github.com/moses-smt/mosesdecoder/blob/
master/scripts/generic/multi-bleu.perl
Individual Multi-sim Multi-dissim
En-De 28.82 27.54 26.56
De-En 34.61 34.15 33.40
En-Fr 41.94 41.03 36.64
Fr-En 40.10 39.65 37.39
En-Nb 25.34 36.35 34.52
Nb-En 26.84 43.52 41.40
En-Da 22.68 33.42 31.15
Da-En 26.09 42.28 41.16
Table 1: The BLEU scores on rich-resource language pairs
(En↔De and En↔Fr) and low-resource language pairs
(En↔Nb and En↔Da) when training alone (Individual)
and training with other similar/dissimilar languages (Multi-
sim/Multi-dissim).
Individual Multi-sim Multi-dissim
En-De (larger) 29.32 29.75 28.79
De-En (larger) 34.98 35.17 34.73
En-Nb (smaller) 24.32 30.25 28.91
Nb-En (smaller) 25.49 40.20 38.07
Table 2: The BLEU scores on rich-resource language
(En↔De) and low-resource language (En↔Nb) when
training alone (Individual) and training with other
similar/dissimilar languages (Multi-sim/Multi-dissim).
larger/smaller mean we increase the mode size for the
rich-resource language and decrease the model size for the
low-resource language compared with that in Table 1.
For the low-resource language En→Nb and Nb→En, no
matter training with similar or dissimilar languages, the
accuracy can always be improved. This shows that low-
resource language pair benefits from multilingual training.
Furthermore, training with similar languages brings more
accuracy gain than training with dissimilar languages, which
shows that similar languages help more with multilingual
training. Similar patterns can be observed from En→Da and
Da→En.
So far, we observe that low-resource language pairs bene-
fit from multilingual training, while rich-resource language
pairs are hurt from multilingual training, and more hurts
when trained with dissimilar language pairs. Our hypothesis
for this phenomenon is that for a rich-resource language pair,
its training data well matches its model capacity, and further
adding more data from other (even similar) language pairs
goes beyond its model capacity therefore leading to accuracy
drop; in contrast, for a low-resource language pair, its lim-
ited training data under match its model capacity (with same
structure and number of parameters as the rich-resource lan-
guage pair), thus introducing more training data from other
language pairs improves translation accuracy (Zoph et al.
2016; Dabre, Nakagawa, and Kazawa 2017). To verify our
hypothesis, we conduct two additional experiments, one to
enlarge the model size for the rich-resource pair (i.e., from 6
layers and 256 hidden dimensions to 6 layers and 512 hidden
dimensions) and the other one is to reduce the model size for
the low-resource language pair (i.e., from 6 layers and 256
hidden dimensions to 6 layers and 128 hidden dimensions).
As shown in Table 2, with a larger model compared with
that in Table 1, the rich-resource language pair also benefits
more from multilingual training, and with a smaller model
compared with that in Table 1, the low-resource language
pair benefits less from multilingual training.
As a summary, our studies show that (1) the accuracy
of the rich-resource language becomes worse when training
with multiple languages while slightly improving with big-
ger model capacity, (2) low-resource language pair benefits
more from multilingual training, and (3) multilingual train-
ing with similar languages brings more improvement than
dissimilar languages.
4 Fine-tuning vs. From Scratch
In the previous section, we show that low-resource lan-
guage pairs benefit from multilingual training. Different
strategies have been adopted to boost low-resource pairs
by multilingual training, including fine-tuning, which first
trains a multilingual model using other (rich-resource) lan-
guage pairs and then fine-tunes the model using the data
from the target language pair (Multi-fine-tune), and multi-
lingual training from scratch, which directly trains a mul-
tilingual model from scratch by mixing data from the tar-
get low-resource language pair and other language pairs
(Multi-scratch). (Neubig and Hu 2018) have also found that
both Multi-fine-tune and Multi-scratch (corresponding to the
cold-start and warm-start setting in their paper) could be
beneficial. In this section, we study which strategy is more
effective in one-to-many and many-to-one setting.
4.1 Experiment Design
We consider three low-resource language pairs as our
targets: En↔Nb, En↔Da and En↔Ka, each with
16K/45K/13K bilingual sentence pairs. For the three
pairs, we leverage En↔Es/Nl/It/Pt/Ro for multilingual
training, and the number of bilingual sentence pairs are
196K/184K/205K/185K/180K for these pairs. We use the
transformer model with the default setting in our paper:
6-layer encoder and decoder, 256 embedding dimension
and 256 hidden dimension. We also train a model using the
data only from the target language pair (Individual) as a
reference. We study both the one-to-many and many-to-one
settings.
4.2 Results and Analysis
The results are shown in Table 3. It is clear that both Multi-
scratch and Multi-fine-tune outperform the individual model
for both language pairs and in both settings. Multi-fine-tune
outperforms Multi-scratch on En→Nb/Da/Ka (one-to-many
setting), while Multi-scratch is better on Nb/Da/Ka→En
(many-to-one setting). This is consistent with our intuition
Individual Multi-scratch Multi-fine-tune
En→Nb 25.34 36.95 38.36
En→Da 22.68 33.42 35.38
En→Ka 7.23 11.80 13.08
Nb→En 26.84 44.41 43.51
Da→En 26.09 42.28 40.59
Ka→En 11.01 20.75 15.24
Table 3: BLEU scores comparisons between multilingual
training from scratch and multilingual training with fine-
tuning for one-to-many setting (En→Nb/Da/Ka) and many-
to-one setting (Nb/Da/Ka→En).
that the encoder in NMT model is usually in charge of ex-
tracting the source sentence representation for the decoder,
and the encoder in one-to-many setting handles the com-
mon source language (English), which is well trained and
ready to be tuned for new target language. However, the en-
coder in the many-to-one setting should be adapted, and only
fine-tuning results in worse performance than training from
scratch.
As a summary, our studies suggest that for multilingual
translation, fine-tuning is better for the one-to-many setting
while training from scratch performs better in the many-to-
one setting.
5 Which Components to Fine-tune?
In the previous section, we show that multilingual train-
ing with fine-tuning can better boost the accuracy of low-
resource language pairs for the one-to-many setting. Consid-
ering the limited data for low-resource language pairs, fine-
tuning the whole model (Zoph et al. 2016; Firat et al. 2016;
Neubig and Hu 2018) may not be a good choice. There-
fore, a follow-up question is which component of the model
we should fine-tune. (Zoph et al. 2016; Sachan and Neubig
2018) have also studied the sharing of different components
of a multilingual model. However, they either focus on high-
level granularity of the whole encoder and decoder, or the
lower-level one of the self-attention and feed-forward struc-
tures in Transformer model (Vaswani et al. 2017). In this
section, we try to analyze with a suitable granularity for the
comparison between one-to-many and many-to-one setting.
5.1 Experiment Design
We split the transformer model (6-layer encoder/decoder
with attention) into 6 parts: (1) word embedding, which in-
cludes the source/target embedding as well as the output
softmax matrix; (2) the bottom 3 layers of the encoder (de-
noted as encoder bottom); (3) the top 3 layers of the en-
coder (encoder top); (4) the attention between encoder and
decoder (attention); (5) the bottom 3 layers of the decoder
(decoder bottom); (6) the top 3 layers of the decoder (de-
coder top).
Same as the previous section, we choose En→Nb and
En→Ka as our target language pairs, which are of low re-
source. We first train the model on En→Es/Fr/It/Pt/Ro (one-
to-many setting) and then fine-tune each component of the
model on En→Nb and En→Ka respectively. The word em-
bedding part is fine-tuned in all the experiments in this sec-
tion so as to adapt the translation model to the target lan-
guages (i.e., Nb and Ka). Therefore, we get 5 component-
wise fine-tuned models. The scale of the training data for
each language pair and the model configuration are the same
as the previous section.
Settings En→Nb En→Ka
encoder bottom 35.06 10.38
encoder top 37.53 11.34
attention 37.62 12.11
decoder bottom 37.60 12.46
decoder top 38.20 13.06
Table 4: Results of fine-tuning different components in one-
to-many setting.
Settings Nb→En Ka→En
encoder bottom 43.29 15.15
encoder top 42.87 14.77
attention 41.50 12.70
decoder bottom 40.42 11.81
decoder top 39.48 11.65
Table 5: Results of fine-tuning different components in
many-to-one setting.
5.2 Results and Analysis
The results of fine-tuning 5 different model components
are shown in Table 4. It can be seen that fine-tuning de-
coder top in the one-to-many setting results in higher ac-
curacy than other components. Fine-tuning decoder top can
nearly match the accuracy of fine-tuning all components
(38.36 and 13.08 for En→Nb and En→Ka as shown in Ta-
ble 3), which demonstrates that decoder top is more impor-
tant to characterize the language specific information in the
one-to-many setting. This is consistent with our intuition:
in the one-to-many setting, the encoder in the pre-training
stage and the fine-tuning stage handles the same input lan-
guage (here is English), while the decoder handles different
languages in pre-training and fine-tuning, and thus we need
to fine-tune the decoder, especially the top layers of the de-
coder which are close to the final output, to better adapt to
the output language of the target pair. To further verify our
intuition, we conduct the same experiments for the many-to-
one setting. As shown in Table 5, fine-tuning the encoder, es-
pecially the bottom layers of the encoder, leads to better ac-
curacy, since in this many-to-one setting, the encoder needs
to handle diverse input languages.
6 Pivot Translation vs. Direct Translation
For a low-resource language pair, pivot translation (e.g.,
translation from the source language to a pivot language like
English and then from the pivot language to the target lan-
guage) is widely adopted in real-world systems (Johnson et
al. 2017; Ha, Niehues, and Waibel 2016; Cheng et al. 2017;
Chen et al. 2017). Here we investigate whether and when
pivot translation is better than direct translation.
6.1 Experiment Design
We take English as the pivot language considering its
global popularity. We choose 17 other languages from Indio-
European family, including three language branches: Ger-
manic (4 languages), Romance (5 languages), and Slavic (8
languages). We train 17 × 16 = 272 individual models for
direct translation, each model using only the bilingual data
for one language pair. We then train extra 17 × 2 = 34 in-
dividual models on the 17 languages↔English, for the pivot
translation between any two of the 17 languages.
6.2 Results and Analysis
Intuitively, there are two major factors impacting the accu-
racy of direction translation and pivot translation: (1) the
similarity between the source language and the target lan-
guage, and (2) the size of the training data of the source-
target language pair and source/target-pivot language pair.
Therefore, we compare the results of direct translation and
pivot translation from two aspects.
We first check how the similarity between source and tar-
get language (within/across language branches) impacts the
performance of direct translation and pivot translation. As
shown in Figure 1, for the source and target language in dif-
ferent branches, pivot translation outperforms direct transla-
tion on 81.7% of language pairs, while for the source and
target language in the same branch, the distribution shifts
left, indicating the number of language pairs on which di-
rect translation outperforms pivot translation increases5.
We then check how the size of training data impacts the
performance of direct translation and pivot translation. The
X axis of Figure 2 shows the ratio of the training data size of
pivot translation over that of direct translation. Here we sim-
ply count the average number of bilingual sentence pairs of
source-to-pivot language pair and pivot-to-target language
pair and treat it as the size of pivot translation. The train-
ing data size of direct translation is the number of bilingual
sentence pairs of the source-to-target language pair. The Y
axis shows the accuracy gap, i.e., BLUE of pivot translation
minus that of direct translation. From the figures, we can see
that the more data the pivot translation has, the larger ac-
curacy improvement it will achieve, no matter whether the
source and target languages are in the same language branch
(Figure 2a) or not (Figure 2b).
5There are nearly 44.9% direct translations work better for the
language in the same branch. Note that 44.9% is already a high
ratio considering that the training data for the direct translation is
smaller than the pivot translation for almost all the language pairs
in our dataset.
Source Target Pivot BLEU Direct BLEU ∆ Source→Pivot Data Pivot→Target Data Direct Data
Bs Mk 19.43 21.51 -2.08 5661 25335 1692
Da Sv 26.79 28.85 -2.06 44925 56646 17098
Sk Mk 16.71 18.40 -1.69 61454 25335 11096
Nb Sv 23.68 25.11 -1.43 15819 56646 7109
Table 6: Some examples that direct translation is better than pivot translation through English while the direct training data is
less than the pivot training data. ∆ means the BLEU gap (the BLUE score of pivot translation minus that of direct translation).
The last three columns list the number of training sentence pairs for source→pivot translation, pivot→target translation, and
direct translation.
Figure 1: The ratio of language pairs in different BLEU
gap intervals (the BLEU gap represents the BLUE score
of pivot translation minus that of direct translation) for the
source and target language in the same branch and in differ-
ent branch.
(a) Source and target language in
the same branch
(b) Source and target language in
different branches
Figure 2: The scatter plot of the BLEU gap and the data ratio
(the data size of the pivot translation over that of the direct
translation) on the language pairs in the same branch (Figure
a) and different branches (Figure b). The red line represents
the first order curve fitting.
It can be seen from the left part of Figure 2a that the
BLEU score of the pivot translation is lower than that of
the direct translation (BLEU gap is lower than zero), even
if the pivot data is more than the direct data (data gap
is bigger than 100%). We show some examples from this
part in Table 6. For these language pairs, the source and
target languages are very similar, such as Bs (Bosnian)
and Mk (Macedonian), which are both in the South Slavic
branch and both adopt the Serbian Cyrillic alphabet. An-
other case is that Da (Danish), Nb (Norwegian Bokmal) and
Sv (Swedish) are very close as they are all Scandinavian in
North Germanic branch.
As a summary, the observations in this section is quite
consistent with our intuition: (1) When the source and target
languages are similar (e.g., in the same language branch),
direct translation performs better on a large part of language
pairs, while pivot translation performs better for the majority
of dissimilar languages; (2) the improvement of pivot trans-
lation over direct translation positively correlates with the
ratio of the training data size. An interesting point is that di-
rect translation of very similar source/target languages could
perform better than pivot translation, even if pivot translation
may have a larger scale of training data. This motivates us to
rethink about the widely used pivot translation. In some situ-
ations (see Table 6), direct translation with less training data
is already better than resource-consuming pivot translation
with more training data.
7 Zero-Shot Translation
To translate a language pair with zero bilingual data, one
can leverage other language pairs. A simple approach is
to choose a pivot language, train a model for source-to-
pivot translation and a model for pivot-to-target translation,
and then translate a source sentence to the target language
through the pivot language using the two models. One is-
sue with pivot translation is that it takes twice the transla-
tion time of direct translation, since it conducts two steps of
translation. Zero-shot translation, which trains a model using
multiple language pairs and then directly translates a source
sentence to a target sentence, can avoid the latency issue of
pivot translation and thus has been studied in multilingual
NMT (Johnson et al. 2017). It is well known that adding
similar languages would benefit for the zero-shot transla-
tion. Here we study an even more interesting phenomenon
that the diversity of language itself would help on the zero-
shot translation.
7.1 Experiment Design
We choose two languages Pl and Pt in this section, as-
suming that there are no bilingual training data between
them. First, we train a multilingual model using the bilin-
gual data for the 2 language pairs (i.e., Pl/Pt↔English), then
use this model to directly translate between Pl and Pt (zero-
shot). We denote this model as Zero-2. Second, we randomly
add 10 more languages (Be/Bn/Hi/Ja/Kk/Ku/Ro/Ta/Tr/Zh)
to train a second multiple model, using the bilingual data
for 12 languages↔English. We denote this model as Zero-
12. Third, we randomly add 20 more languages (the origi-
nal 10 languages: Be/Bn/Hi/Ja/Kk/Ku/Ro/Ta/Tr/Zh, and 10
other languages: De/Eo/Et/Eu/Fa/Gl/He/Hr/Sv/Uk) over the
model Zero-2 to train a second multilingual model, using
the bilingual data for 22 languages↔English. We denote
this model as Zero-22. To ensure the size of bilingual train-
ing sentence pairs comparable between the second and third
models, we only use half of the bilingual data of the 20 lan-
guages for Zero-22. As we choose the languages at random,
the total training data size of Zero-22 is roughly the same as
that of Zero-12.
7.2 Results and Analysis
The results of the three multilingual models for zero-shot
translation are shown in Figure 3. It can be seen that Zero-
12 is much better than Zero-2, because Zero-12 uses more
data from other languages for training. What is interesting
is that Zero-22 is much better than Zero-12. Note that the
size of the training data of the two models are roughly the
same, and thus the improvement of Zero-22 over Zero-12
mainly comes from the introduction of more diverse lan-
guages for model training. An intuitive explanation is that by
introducing more diverse languages into training, a multilin-
gual model can learn the implicit universal language repre-
sentations and consequently improve zero-shot translation.
Figure 3: The BLEU scores comparison between different
zero-shot translation settings: Zero-2, Zero-12 and Zero-22.
“Avg.” means the average of the BLEU scores for Pl→Pt and
Pt→Pl.
8 Summary and Future Work
In this paper, we have conducted a comprehensive study on
multilingual neural machine translation to gain a deep un-
derstanding of this direction. Note that we conduct a variety
of experiments on dozens of languages to study multilingual
NMT. We carefully formulate this paper in order to demon-
strate the results in a clear logic, without showing the results
of all languages that are in the same phenomenon. We list
several key takeaways from our studies.
• Low-resource language pairs benefit more from multilin-
gual training, while rich-resource pairs may be hurt by
limited model capacity. They get more benefits from train-
ing with similar languages than dissimilar languages.
• Multilingual training with fine-tuning performs better for
the one-to-many setting, while training from scratch per-
forms better in the many-to-one setting.
• Fine-tuning top layers of the decoder of the model works
better for the one-to-many setting, while fine-tuning bot-
tom layers of the encoder works better for the many-to-
one setting.
• Direct translation often performs better for a pair with
similar source and target languages, even if the direct
translation has fewer data than the pivot translation, while
pivot translation works better especially for a pair with
dissimilar source and target languages.
• Zero-shot translation benefits from multilingual training
with more and diverse languages.
Based on the studies in this work, we point out several
future research topics that can further improve multilingual
NMT:
• How can we better cluster languages according to their
similarities to decide which languages should be trained
together in one multilingual model?
• How to maintain the accuracy of a multilingual model
when handling diverse languages with limited model ca-
pacity?
• Can we select a better pivot language or even multiple
pivot languages for long-distance language pairs?
• Can we accurately model/evaluate the similarity between
languages so as to choose better languages to boost the
accuracy of zero-shot translation?
References
[Bahdanau, Cho, and Bengio 2015] Bahdanau, D.; Cho, K.;
and Bengio, Y. 2015. Neural machine translation by jointly
learning to align and translate. ICLR 2015.
[Blackwood, Ballesteros, and Ward 2018] Blackwood,
G. W.; Ballesteros, M.; and Ward, T. 2018. Multilingual
neural machine translation with task-specific attention. In
COLING 2018, 3112–3122.
[Chen et al. 2017] Chen, Y.; Liu, Y.; Cheng, Y.; and Li, V. O.
2017. A teacher-student framework for zero-resource neural
machine translation. arXiv preprint arXiv:1705.00753.
[Cheng et al. 2017] Cheng, Y.; Yang, Q.; Liu, Y.; Sun, M.;
and Xu, W. 2017. Joint training for pivot-based neural ma-
chine translation. In IJCAI.
[Cohn and Lapata 2007] Cohn, T., and Lapata, M. 2007. Ma-
chine translation by triangulation: Making effective use of
multi-parallel corpora. In ACL, 728–735.
[Dabre, Nakagawa, and Kazawa 2017] Dabre, R.; Naka-
gawa, T.; and Kazawa, H. 2017. An empirical study
of language relatedness for transfer learning in neural
machine translation. In Proceedings of the 31st Pacific Asia
Conference on Language, Information and Computation,
282–286.
[Dong et al. 2015] Dong, D.; Wu, H.; He, W.; Yu, D.; and
Wang, H. 2015. Multi-task learning for multiple language
translation. In ACL 2015, 1723–1732.
[Firat et al. 2016] Firat, O.; Sankaran, B.; Al-Onaizan, Y.;
Yarman-Vural, F. T.; and Cho, K. 2016. Zero-resource
translation with multi-lingual neural machine translation. In
EMNLP 2016, 268–277.
[Firat, Cho, and Bengio 2016] Firat, O.; Cho, K.; and Ben-
gio, Y. 2016. Multi-way, multilingual neural machine trans-
lation with a shared attention mechanism. In NAACL HLT
2016, 866–875.
[Gehring et al. 2017] Gehring, J.; Auli, M.; Grangier, D.;
Yarats, D.; and Dauphin, Y. N. 2017. Convolutional se-
quence to sequence learning. In ICML 2017, 1243–1252.
[Gu et al. 2018a] Gu, J.; Hassan, H.; Devlin, J.; and Li, V.
O. K. 2018a. Universal neural machine translation for ex-
tremely low resource languages. In NAACL-HLT 2018, 344–
354.
[Gu et al. 2018b] Gu, J.; Wang, Y.; Chen, Y.; Li, V. O. K.;
and Cho, K. 2018b. Meta-learning for low-resource neural
machine translation. In EMNLP 2018, 3622–3631.
[Ha, Niehues, and Waibel 2016] Ha, T.; Niehues, J.; and
Waibel, A. H. 2016. Toward multilingual neural ma-
chine translation with universal encoder and decoder. CoRR
abs/1611.04798.
[Hassan et al. 2018] Hassan, H.; Aue, A.; Chen, C.; Chowd-
hary, V.; Clark, J.; Federmann, C.; Huang, X.; Junczys-
Dowmunt, M.; Lewis, W.; Li, M.; Liu, S.; Liu, T.; Luo,
R.; Menezes, A.; Qin, T.; Seide, F.; Tan, X.; Tian, F.; Wu,
L.; Wu, S.; Xia, Y.; Zhang, D.; Zhang, Z.; and Zhou, M.
2018. Achieving human parity on automatic chinese to en-
glish news translation. CoRR abs/1803.05567.
[He et al. 2018] He, T.; Tan, X.; Xia, Y.; He, D.; Qin, T.;
Chen, Z.; and Liu, T.-Y. 2018. Layer-wise coordination
between encoder and decoder for neural machine transla-
tion. In Advances in Neural Information Processing Sys-
tems, 7944–7954.
[He et al. 2019] He, T.; Chen, J.; Tan, X.; and Qin, T. 2019.
Language graph distillation for low-resource machine trans-
lation. arXiv preprint arXiv:1908.06258.
[Johnson et al. 2017] Johnson, M.; Schuster, M.; Le, Q. V.;
Krikun, M.; Wu, Y.; Chen, Z.; Thorat, N.; Vie´gas, F. B.; Wat-
tenberg, M.; Corrado, G.; Hughes, M.; and Dean, J. 2017.
Google’s multilingual neural machine translation system:
Enabling zero-shot translation. TACL 5:339–351.
[Kingma and Ba 2014] Kingma, D., and Ba, J. 2014. Adam:
A method for stochastic optimization. arXiv preprint
arXiv:1412.6980.
[Lee, Cho, and Hofmann 2017] Lee, J.; Cho, K.; and Hof-
mann, T. 2017. Fully character-level neural machine trans-
lation without explicit segmentation. TACL 5:365–378.
[Leng et al. 2019] Leng, Y.; Tan, X.; Qin, T.; Li, X.-Y.; and
Liu, T.-Y. 2019. Unsupervised pivot translation for distant
languages. arXiv preprint arXiv:1906.02461.
[Lu et al. 2018] Lu, Y.; Keung, P.; Ladhak, F.; Bhardwaj, V.;
Zhang, S.; and Sun, J. 2018. A neural interlingua for multi-
lingual machine translation. CoRR abs/1804.08198.
[Luong et al. 2015] Luong, M.; Le, Q. V.; Sutskever, I.;
Vinyals, O.; and Kaiser, L. 2015. Multi-task sequence to
sequence learning. CoRR abs/1511.06114.
[Luong, Pham, and Manning 2015] Luong, T.; Pham, H.;
and Manning, C. D. 2015. Effective approaches to attention-
based neural machine translation. In EMNLP 2015, 1412–
1421.
[Neubig and Hu 2018] Neubig, G., and Hu, J. 2018. Rapid
adaptation of neural machine translation to new languages.
In Proceedings of the 2018 Conference on Empirical Meth-
ods in Natural Language Processing, 875–880.
[Papineni et al. 2002] Papineni, K.; Roukos, S.; Ward, T.;
and Zhu, W. 2002. Bleu: a method for automatic evaluation
of machine translation. In Proceedings of the 40th Annual
Meeting of the Association for Computational Linguistics,
July 6-12, 2002, Philadelphia, PA, USA., 311–318.
[Platanios et al. 2018] Platanios, E. A.; Sachan, M.; Neubig,
G.; and Mitchell, T. M. 2018. Contextual parameter gener-
ation for universal neural machine translation. In Proceed-
ings of the 2018 Conference on Empirical Methods in Nat-
ural Language Processing, Brussels, Belgium, October 31 -
November 4, 2018, 425–435.
[Sachan and Neubig 2018] Sachan, D., and Neubig, G. 2018.
Parameter sharing methods for multilingual self-attentional
translation models. In WMT, 261–271.
[Shen et al. 2018] Shen, Y.; Tan, X.; He, D.; Qin, T.; and Liu,
T.-Y. 2018. Dense information flow for neural machine
translation. In Proceedings of the 2018 Conference of the
North American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies, Volume
1 (Long Papers), 1294–1303.
[Song et al. 2019] Song, K.; Tan, X.; Qin, T.; Lu, J.; and
Liu, T.-Y. 2019. Mass: Masked sequence to sequence pre-
training for language generation. In International Confer-
ence on Machine Learning, 5926–5936.
[Sutskever, Vinyals, and Le 2014] Sutskever, I.; Vinyals, O.;
and Le, Q. V. 2014. Sequence to sequence learning with neu-
ral networks. In Advances in neural information processing
systems, 3104–3112.
[Tan et al. 2019a] Tan, X.; Chen, J.; He, D.; Xia, Y.; Tao,
Q.; and Liu, T.-Y. 2019a. Multilingual neural machine
translation with language clustering. In Proceedings of the
2019 Conference on Empirical Methods in Natural Lan-
guage Processing and the 9th International Joint Confer-
ence on Natural Language Processing (EMNLP-IJCNLP),
962–972.
[Tan et al. 2019b] Tan, X.; Ren, Y.; He, D.; Qin, T.; and
Liu, T.-Y. 2019b. Multilingual neural machine translation
with knowledge distillation. In International Conference on
Learning Representations.
[Utiyama and Isahara 2007] Utiyama, M., and Isahara, H.
2007. A comparison of pivot methods for phrase-based sta-
tistical machine translation. In NAACL, 484–491.
[Vaswani et al. 2017] Vaswani, A.; Shazeer, N.; Parmar, N.;
Uszkoreit, J.; Jones, L.; Gomez, A. N.; Kaiser, L.; and Polo-
sukhin, I. 2017. Attention is all you need. In NIPS 2017,
6000–6010.
[Wu and Wang 2007] Wu, H., and Wang, H. 2007. Pivot lan-
guage approach for phrase-based statistical machine transla-
tion. In ACL 2007.
[Wu et al. 2016] Wu, Y.; Schuster, M.; Chen, Z.; Le, Q. V.;
Norouzi, M.; Macherey, W.; Krikun, M.; Cao, Y.; Gao, Q.;
Macherey, K.; Klingner, J.; Shah, A.; Johnson, M.; Liu, X.;
Kaiser, L.; Gouws, S.; Kato, Y.; Kudo, T.; Kazawa, H.;
Stevens, K.; Kurian, G.; Patil, N.; Wang, W.; Young, C.;
Smith, J.; Riesa, J.; Rudnick, A.; Vinyals, O.; Corrado, G.;
Hughes, M.; and Dean, J. 2016. Google’s neural machine
translation system: Bridging the gap between human and
machine translation. CoRR abs/1609.08144.
[Ye et al. 2018] Ye, Q.; Devendra, S.; Matthieu, F.; Sarguna,
P.; and Graham, N. 2018. When and why are pre-trained
word embeddings useful for neural machine translation. In
HLT-NAACL.
[Zoph and Knight 2016] Zoph, B., and Knight, K. 2016.
Multi-source neural translation. In NAACL HLT 2016,, 30–
34.
[Zoph et al. 2016] Zoph, B.; Yuret, D.; May, J.; and Knight,
K. 2016. Transfer learning for low-resource neural machine
translation. In EMNLP 2016, 1568–1575.
